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ABSTRACT
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Directed by: Professor Arya Mazumdar
While data in the real world is very high-dimensional, it generally has some
underlying structure; for instance, if we think of an image as a set of pixels with
associated color values, most possible settings of color values correspond to something
more like random noise than what we typically think of as a picture. With an
appropriate transformation of basis, this underlying structure can often be converted
into “sparsity” in data, giving an equivalent representation of the data where the
magnitude is large in only a few directions relative to the ambient dimension. This
motivates a variety of theoretical questions around designing algorithms that can
exploit this data sparsity to achieve better performance than what would be possible
naively, and in this thesis we tackle several such questions.
We first examine the question of simply approximating the level of sparsity of a
signal under several different measurement models, a natural first step if the sparsity
is to be exploited by other algorithms. Second, we look at a particular sparse signal
v
recovery problem called “nonadaptive probabilistic group testing,” and investigate
the question of exactly how sparse the signal needs to be before the methods used
for recovering sparse signals outperform those used for non-sparse signals. Third, we
prove novel upper bounds on the number of measurements needed to recover a sparse
signal in the universal one-bit compressed sensing model of sparse signal recovery.
Fourth, we give some approximations of an information-theoretic quantity called the
“index coding rate” of a network modeled by a graph, in the special case that the
graph is sparse or otherwise highly structured. For each of the problems considered,
we also discuss some remaining open questions and conjectures, as well as possible
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1.1 Example side information graph for an index coding instance with five
users. By broadcasting the sums of the messages corresponding to
the circled nodes (i.e., p5, p1 + p2, p3 + p4), every user can
reconstruct their desired message from only 3 broadcaster
transmissions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.1 Comparison of upper and lower bounds for PGT in the regime where
k = λn/ lnn. The shaded region indicates the gap between the




















The following notation is used throughout the thesis unless otherwise specified.
• , reads “is defined to be equal to.”
• v denotes a vector, with entries vi.
• M denotes a matrix with rows Mi and entries Mi,j.
• G denotes a graph, with vertex set V (G) and edge set E(G).
• F denotes a generic field.
• Fq denotes the finite field of size q.
• R denotes the real numbers.
• N denotes the natural numbers (positive integers).
• |S| is the cardinality of the set S.
• P(S) is the power set of S (set of all subsets of S).
• For n ∈ N, [n] is the set {1, 2, . . . , n}.
• supp(x) is the set of indices of nonzero coordinates of x, {i : xi 6= 0}.






• ||x||0 , | supp(x)|.
• log x , log2 x when the base is unspecified.





















• f(x) = Θ(g(x)) means f(x) = O(g(x)) and f(x) = Ω(g(x)).
• f(x) = Õ(g(x)) means f(x) = O(g(x) · logO(1)(g(x)) (i.e., conceals terms that
are at most polylogarithmic in g(x)).
• f(x) = poly(g(x)) means that f(x) = O(g(x)i) for some i > 0.
• N (µ, σ2) is the normal distribution with mean µ and variance σ2. Similarly,
Nm(µ, σ2) and Nm×n(µ, σ2) refer to distributions over m length vectors and
m× n matrices respectively with all entries drawn from N (µ, σ2).
• Bern(p) is the distribution of a binary random variable which takes value 1 with




With the advent of digital storage and computers, there has been an explosion in
the amount of data being both generated and stored. Many traditional methods and
algorithms for handling data are simply unable to scale up to handle the quantities
of data now available. Data in the real-world is often extremely high dimensional –
consider the set of small 100 × 100 pixel images, for example. If we store such an
image with simple RGB values for each pixel, there are over a hundred billion possible
images. However, most of these “images” look more like random colored noise than
what we typically think of as a picture.
In many cases, this tendency towards structure in the data can be captured by
applying an appropriate change of basis. In the new basis, the abstract concept
of “structure” is translated directly into data sparsity, meaning the data has large
coefficients in only a few directions relative to the ambient dimension. The ability to
transform our data in this way begs the question of whether we can make use of this
sparsity in the design of algorithms for collecting and handling data. In this thesis
we tackle several theoretical questions motivated by this general idea, and design
algorithms to exploit the data sparsity to our advantage in various settings.
Organization
In the remainder of this chapter, we give an overview of the main problem settings
that will be considered throughout the rest of the thesis. In Sections 1.1 to 1.4 we
introduce and compare three models for sparse signal recovery: nonadaptive group
testing, compressed sensing, and one-bit compressed sensing. In Section 1.5, we
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introduce a network communication problem called index coding. Index coding does
not presuppose data sparsity, but we specifically investigate the question of how
imposing various forms of structure on the network (including sparsity) can allow us to
prove stronger results. The chapter will conclude with a road map for the remainder
of the thesis in Section 1.6.
1.1 Group Testing
The group testing problem originated with Dorfman in 1943 [42] as a means of more
efficiently conducting blood tests among a large population. Dorfman’s observation
was that if the prevalence of disease within the population to be tested is low relative
to the total population size, we can save greatly on the total number of tests needed
by cleverly “pooling” our tests. More recently, group testing has been put to use for
COVID-19 testing (see for instance [95, 80, 77, 49, 45], though there are many such
works).
To theoretically model this problem, we suppose we have a vector x ∈ {0, 1}n
(often referred to as the “signal”) representing the population where each coordinate is
referred to as an “item,” and each nonzero coordinate is referred to as a “defective.”
Furthermore, we are guaranteed from the outset that x satisfies some “sparsity upper
bound” k:
||x||0 ≤ k,
where typically k  n. We do not have direct access to x, but our goal is to reconstruct
it by taking measurements of the form
m x =

1 supp(m) ∩ supp(x) 6= ∅
0 otherwise
, (1.1)
where m is a measurement vector we specify that selects which entries of x will be
pooled for the test. Note that while in group testing we have x ∈ {0, 1}n, we have
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defined our measurement  in such a way that it makes sense also when x ∈ Rn;
this will prove convenient in Chapter 4 when we wish to borrow constructions from
group testing to use in the related compressed sensing problem, where x is typically
real-valued.
In the “adaptive” setting, we are permitted to see the result of each previous
measurement mi−1  x before specifying the subsequent measurement vector mi,
whereas in the “nonadaptive” setting, we must specify all measurement vectors in
advance. We will focus on the nonadaptive setting of group testing (NAGT) in this
thesis. In this setting, we will typically refer to the collection of all measurements by
the “test matrix” or “measurement matrix” M ∈ {0, 1}T×n where each row represents
a single measurement and the total number of measurements is T .
In NAGT there are two main aspects of the problem, which are often coupled:
first, to design the measurement matrix M with as few rows as possible, and second,
to design efficient decoding algorithms which can be used to recover the signal x from
the measurement results y. Another variation to consider is how much error to allow.
In the zero-error “combinatorial” setting, the reconstruction x̂ we output must always
be exactly equal to x. In contrast, in the low-error “probabilistic” setting, we require
only that x̂ = x with probability approaching 1 as the signal length goes to infinity.
In Section 2.3 we examine not the reconstruction problem, but a strictly easier
approximate version, where we aim to approximate the sparsity of x in the zero-error
setting as opposed to actually reconstructing x. Then in Chapter 3 we consider the






turns out to be a particularly interesting regime for k, because it is the crossover point
where pooled tests begin to outperform individual testing. We also make use of some
constructions originating from group testing in Chapter 4, where we will apply them
to another sparse recovery problem, one-bit compressed sensing.
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1.2 Compressed Sensing
Compressed sensing (CS), also referred to as compressive sensing or compressive
sampling, is another sparse signal recovery problem, in some ways similar to group
testing. It was introduced much more recently, in papers by Donoho [40] and Candès
et al. [25] in 2006, but has since seen a great deal of activity.
Even prior to the introduction of CS, it was well-known that most signals of
interest in the real-world exhibit a great deal of structure, and this structure can
often be captured by applying an appropriate transform to the signal. In particular,
after applying such a transform, the signal in the new basis is sparse or at least
“approximately sparse,” meaning it is close in `2 norm to a truly sparse signal. For
instance, smooth signals are known to be sparse after application of a Fourier or
wavelet transform [41], and signals with bounded variations such as natural images are
known to be sparse after applying a wavelet transform [73]. However, storing these
signals losslessly is typically too expensive, so often immediately following the sensing
process, compression is applied.
The main idea of compressed sensing is that since we know the signals of interest
tend to be highly compressible, we ought to combine the sensing process with the
compression, in order to reduce the number of measurements of the signal that need to
be taken. To this end, we are again interested in the problem of designing measurement
schemes which can achieve reconstruction of a signal vector, under some assumption
about the signal sparsity. However, in this case our measurements will be linear, as
opposed to the nonlinear pooled measurements used in group testing.
We will not concern ourselves with the details of the transform needed to induce
sparsity of the signal, and instead assume the signal x we work with is truly sparse, or
equivalently that the appropriate change of basis matrix Φ has been preapplied to the
signal. Although a great deal of work in the CS literature focuses on signals which are
approximately sparse, in the interest of theoretical simplicity we will suppose here as
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with NAGT that the signal is truly sparse, i.e.,
||x||0 ≤ k
for a sparsity upper bound k.
In CS it is typically assumed that the measurements must be taken nonadaptively,
as adaptive measurement is not feasible in many real-world scenarios; additionally, it
is known that adaptivity does not help much, in contrast to the situation in group
testing [40, 9]. Thus in the CS setting, we are interested in designing a measurement
matrix M such that we can recover the sparse signal x ∈ Rn from observing the result
vector
y = Mx,
subject to the constraint that x is k-sparse.
In Section 2.5, we will consider the related problem of approximating the sparsity
of x in the noiseless CS model, when x has entries either in R or in Fq. We will also
consider in more detail a compressed sensing problem with an additional challenge of
measurement quantization, explained in the next section.
1.3 One-Bit Compressed Sensing
After the initial introduction of CS, many variants were considered as well, often
motivated by practical considerations. One such practical consideration was that as
originally stated, CS requires and relies upon the ability to take measurements of real
values to arbitrary precision, whereas in reality measurements must be quantized to
some degree.
One of the most popular theoretical models addressing this consideration is “One-
Bit Compressed Sensing” (1bCS), introduced by Boufounos and Baraniuk [22]. In
1bCS, rather than observing the results of the linear measurements Mx as in CS, we
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assume the measurements are quantized to a single bit of information and so we have
access to only the signs of the linear measurements.
There are two major problems we will consider in the 1bCS model. Unlike in
CS, due to the quantization of the measurements exact recovery of the signal is
impossible; all information about the signal magnitude is lost, and even the signal
direction can only be approximated up to some error. The equivalent problem to
recovering the signal in CS is “ε-approximate recovery,” where we seek to design M
and a corresponding decoding outputting an approximation x̂ that is close in direction
to x up to some error ε.
The other main problem of interest is “support recovery,” in which we simply aim
to recover supp(x) exactly for all k-sparse x. While this may seem at first glance
easier than the problem of approximate recovery, the combinatorial nature of exactly
identifying the support can prove quite difficult, and in some cases approximate
recovery can actually be achieved in fewer measurements than support recovery. These
topics and results relevant to them will be the primary focus of Chapter 4.
1.4 Comparison of Sparse Signal Recovery Models
Table 1.1 compares and contrasts the various components of the three models
discussed in Sections 1.1 to 1.3. Note that the “signal type” listed in the table is
the traditional signal type found most commonly in the literature, but as mentioned
previously we will in Chapter 4 use the NAGT measurement  with real-valued signals,
and in Section 2.5 consider signals with entries from a finite field in the CS model.
1.5 Index Coding
Index coding is a multiuser communication problem in which a broadcaster aims
to transmit data to many users who each desire different messages. As the name
suggests, the broadcaster is capable only of broadcasting out messages to all users
6
Table 1.1: Comparison of Sparse Signal Recovery Models
Model Measurement Matrix Type Signal Type Result Vector
NAGT M ∈ {0, 1}T×n x ∈ {0, 1}n y = M  x (see Eq. (1.1))
CS M ∈ RT×n x ∈ Rn y = Mx
1bCS M ∈ RT×n x ∈ Rn y = sign(Mx)
simultaneously. The caveat which makes the problem theoretically interesting is that
while the users are unable to communicate amongst themselves, some of them already
possess data desired by other users, which we call the “side information.” The goal is
then to design transmission schemes for the broadcaster and corresponding decoding
schemes for the users that exploit this side information in order to get each user their
desired data in a minimum number of broadcaster transmissions.
For example, consider the case that there are three users desiring messages p1, p2, p3
respectively, and each has the message desired by the other two users as part of their
side information. Regardless of the side information, the broadcaster could always
transmit the three messages individually in three separate transmissions. But with
knowledge of the side information sets, the broadcaster can exploit ideas from source
coding and instead transmit p1 + p2 + p3 in a single transmission. Each user can then
subtract out the two known messages from their side information in order to obtain
their desired message.
The problem of index coding was first introduced by Birk and Kol 1998 [16] (then
known as “Informed-Source Coding-on-Demand” or ISCOD), and was subsequently
shown to be closely related to other problems in network coding [86]. Index coding
has applications in caching [70, 60] where the side information can be viewed as the
information stored in the cache, as well as wireless interference networks [59] and
distributed computing [66].
In general, we can represent a particular index coding instance by a graph called







Figure 1.1: Example side information graph for an index coding instance with five
users. By broadcasting the sums of the messages corresponding to the circled nodes
(i.e., p5, p1 + p2, p3 + p4), every user can reconstruct their desired message from only 3
broadcaster transmissions.
representing the side information. In Fig. 1.1 we can see an example of such a
graph. The five vertices represent the five users who each want to reconstruct the
corresponding message pi; the outgoing edges from vertex 1 indicate that user 1
knows p5 and p2 already, as their side information. On the other hand, user 5 has no
outgoing edges, and thus no side information. The colored circles indicate a potential
transmission scheme for the broadcaster which would allow all five users to recover
their messages from only three broadcaster transmissions.
When certain restrictions are placed on the type of transmission scheme available
to the broadcaster, the minimum number of transmissions is well-understood in
terms of parameters of the side information graph [12]. But in general, it is known
that removing these restrictions can massively decrease the number of necessary
transmissions [69, 17]. In Chapter 5 we will investigate the problem of approximating
the minimum number of transmissions when the transmission scheme is unrestricted;
as the general case is intractable, we will make assumptions on the structure of the
side information graph, such as edge sparsity or small chromatic number.
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1.6 Thesis Overview
Here we outline the remainder of the thesis. In Chapter 2, we consider the problem
of approximating signal sparsity multiplicatively in three different settings: NAGT,
CS over small (more specifically, smaller than linear in the signal length) finite fields,
and CS over larger fields (both linear-sized finite fields and reals). We prove nearly
tight lower and upper bounds on the number of measurements needed in the former
two settings, and a lower bound in the latter setting which is tight with a known
upper bound up to a constant factor.
In Chapter 3, we examine the signal recovery problem in low-error NAGT, in the





. It has been shown recently that in
this regime Ω(n) measurements are necessary, and we aim to go beyond order-optimal
results and determine the necessary number of measurements up to a constant factor.
We prove upper and lower bounds on the relevant constant which are at worst a factor
of 2 apart from one another, and approach equality in some cases.
In Chapter 4, we introduce a new technique (the “superset technique”) adapted
from the NAGT literature to the 1bCS model. This can be used to solve a natural
approximate version of the support recovery problem, as well as in approximate
recovery schemes for certain special classes of signals including binary and nonnegative
signals. We also give explicit constructions of measurement matrices in some settings
where previously only randomized constructions had been considered.
Last, in Chapter 5, we investigate the problem of index coding, specifically approx-
imating the minimum number of broadcaster transmissions when the side information
graph is undirected and possesses some additional special structure. Many of our
results will depend on connections with another quantity associated with the side
information graph called the “storage capacity.” We prove approximation ratios of the
minimum number of transmissions for a particular broadcasting scheme when the side
information graph is sparse, has small chromatic number, or is a well-known type of
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geometric graph called a “unit disk graph.” In the latter two settings, we also prove
constant-factor approximations of the storage capacity.
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CHAPTER 2
APPROXIMATING SPARSITY IN DIFFERENT
MEASUREMENT MODELS
Suppose that we want to identify an n dimensional vector x ∈ Fn, however, we
can only observe the output y where
M  x = y (2.1)
for a designed measurement matrix M ∈ FT×n. If the operation  in Eq. (2.1)
represents standard matrix multiplication over the field and F = R, the problem of
identifying x is noiseless compressed sensing (CS). If instead the operation  is defined
as the standard group testing measurement, so that
yi ,

1 supp(Mi) ∩ supp(x) 6= ∅
0 otherwise
, (2.2)
and F = {0, 1}, the identification problem is nonadaptive group testing (NAGT).
Let d be the true sparsity of the signal, so d = ||x||0. If some amount of measurement
adaptivity is possible, then without a known sparsity upper bound k ≥ d it would be
desirable to first estimate d, and then use this estimate to choose a suitable strategy to
identify the d-sparse vector x. Even if a sparsity upper bound k is known, if it turns
out that this upper bound is quite loose, refining it first could result in significant
savings in the total number of measurements. In this chapter we will focus on this
problem of estimating the signal sparsity, rather than identifying the signal exactly.
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In particular, we provide tight upper and lower bounds on the number of mea-
surements required by any deterministic algorithm for estimating d with a two-sided
multiplicative error of ∆ (henceforth ∆-approximation) in three different settings:
NAGT, CS over small finite fields (Fq where 2 ≤ q < n), and CS over large fields (Fq
with q ≥ n or R). While CS over finite fields is uncommon in practice, our techniques
for CS over R extend naturally to this setting, so we include it as well for completeness.







We will work in the “zero error” setting and require that our estimate satisfies Eq. (2.3)
for every possible signal. We consider also the possibility of a preexisting hard sparsity
upper bound k ≥ d, but this makes our results more general rather than less, since we
can always take k = n in the case that no such bound is known.
The main results for the chapter are summarized in Table 2.1, though some are
more fine-grained than the table implies.
Table 2.1: Number of Measurements to Approximate Sparsity
Model
k = n k = o(n)
LB/UB LB UB




) O(k log k logn
log ∆
)







CS over R or Fq, q ≥ n Θ(n) k − 1 2k
∗Omitting lower order terms.
Organization
We begin with a discussion of some work related to the problem at hand in both
the NAGT and CS settings in Section 2.1. In Section 2.2 we identify a necessary
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and sufficient condition on the matrix M for ∆-approximation to be possible. This
condition applies to all models considered in this chapter. In Section 2.3, we look at
the group testing model specifically, and prove nearly tight lower and upper bounds
for approximating the sparsity. These results are then generalized in Section 2.4 by
assuming adversarial output noise is added to the test results. We recover similar
lower and upper bounds on the number of necessary tests in this new setting, with
additional additive terms that depend on the amount of noise. In Section 2.5 we move
to the compressed sensing setting and suppose our measurements are linear over R
or Fq; we then prove upper and lower bounds on the number of measurements using
connections to existing quantities in coding theory. Lastly in Section 2.6 we discuss
some remaining open questions and avenues toward their solutions.
2.1 Related Work
2.1.1 Group Testing Model
A considerable body of research (see monographs of Du and Hwang [44] and
Aldridge et al. [7]) has focused on the identification problem when an upper bound
on the sparsity is already known in advance. There are myriad variations of the
problem to consider: adaptive vs. nonadaptive, zero error vs. small error, exact vs.
approximate recovery, noiseless vs. noisy, and so on. We mention briefly some results
for the identification problem which are relevant to the question of nonadaptively
approximating the sparsity with zero error that we consider in this chapter.
In the nonadaptive setting with no noise and zero allowable error, it is known that
O(k2 log n) measurements suffice for exact recovery [44], and at least Ω((k2/ log k) log n)
[87] are necessary. Even a small amount of adaptivity (allowing two stages of nonadap-
tive testing) is sufficient to drop the sufficient number of measurements to O(k log n)
[38] which is tight with the fully adaptive lower bound up to constant factors. When the
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tests are nonadaptive but a small amount of error is allowed, O(k log n) measurements
are necessary and sufficient as well [7].
In comparison much less work has been done on the problem of simply estimating d,
without trying to determine which specific entries are nonzero, and the bulk of the work
has been in the adaptive rather than the nonadaptive setting. Cheng [29] proposed
an adaptive algorithm for exactly determining the sparsity (but not identifying the
locations of the nonzero entries) with error probability that goes to 0 for large d. In
subsequent work, Cheng and Xu [30] relaxed the condition of exactly determining
sparsity to instead determining a multiplicative approximation of the sparsity within
(1± δ) factor, and showed O(log2 d+ 1
δ
log d) measurements suffice with error again
decreasing with d.
Still in the adaptive setting but with a constant error probability, Ron and Tsur
[85] showed nearly matching upper and lower bounds of Õ(log log d) and Ω̃(log log d)
which differ only in lower order terms, which they attribute to much older work of
Stockmeyer [92]. The most recent work in the adaptive setting is by Falahatgar et
al. [46], who improve on the constants and dependence on δ in the lower and upper
bounds.
Only a few works consider the problem of approximating sparsity in the nonadaptive
setting, and none consider the zero error case. Damaschke and Sheikh Muhammad
[36] work in a somewhat different model than ours, and aim to give an approximation
d′ which in expectation satisfies d < d′ < cd for a constant c when it succeeds, but
which can fail with constant probability. In this setting they show O(log n) queries
are sufficient, and prove a matching lower bound assuming certain restrictions on the
allowed measurements. They also show that if error is not allowed, then outputting an
estimate with d < d′ < cd cannot be done in O(log n) measurements. Ron and Tsur
[85] work instead in a model with a two-sided multiplicative approximation (similar to
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ours) and constant error probability, and demonstrate a nonadaptive O(log n) upper
bound and a matching lower bound.
In stark contrast to these results that allow for error, we will see in Section 2.3
that to nonadaptively obtain a two-sided multiplicative approximation with zero error,
the number of measurements must actually be linear in n.
2.1.2 Compressed Sensing Model
Since its introduction in papers of Donoho [40] and Candès et al. [25], compressed
sensing has been a very active area of research, see surveys by Qaisar et al. [83]
and Boche et al. [19]. The majority of work focuses on the recovery problem in the
noisy setting where the signal is approximately sparse rather than exactly sparse. For
this problem, it is known that O(k log n) measurements suffice for recovery with high
probability.
Another set of works from both the compressed sensing and signal processing
literatures [67, 84, 94, 48] focus on the related problem of “sparsity pattern recovery,”
typically also in the presence of noise, which involves identifying the positions of the
nonzero (or largest in the case of approximately sparse vectors) entries of the signal
vector x, but not their values.
We will focus instead on the case that x is absolutely sparse. In this setting, some
basic results from linear algebra show that for the identification problem on k-sparse
vectors, 2k measurements are necessary and sufficient for exact reconstruction using a
Vandermonde measurement matrix (see Cohen et al. [33] Lemma 3.1, for instance).
For the problem of exact sparsity pattern recovery, results from the signal processing
literature show k + 1 measurements suffice with probability approaching 1 for large n,
again using a Vandermonde matrix [47], but we are not aware of any similar results in
the zero error setting. To the best of our knowledge, the problem of approximating
the sparsity in this model has not been studied previously.
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The above results all concern the case that the signal has entries in R or C, by far
the most common signal type for CS. We are also interested in the case that the signal
has entries in Fq; this setting is much less well studied, but has some applications in
situations where the signal is either naturally discrete, or is quantized into discrete
levels. For instance, a few works [28, 13] have considered applying techniques from
compressed sensing to network coding, where the transmitted data packets are viewed
as symbols from a finite field.
There are only a few works that consider the problem of theoretical bounds for
signal recovery in this setting, and none to our knowledge that try to approximate
the sparsity or determine the sparsity exactly. The first, by Draper and Malekpour
[43], considers noiseless signal recovery of a fixed signal when the measurement matrix
consists of uniformly random elements of Fq. They show that one can obtain low
error probability with about O(k logq n) measurements. Seong and Lee [90] seemingly
independently consider noiseless signal recovery, again with a random signal and a
random measurement matrix, and shows a similar upper bound as well as a nearly
matching lower bound.
A third work by Das and Vishwanath [37] shows asymptotically matching upper
and lower bounds of Θ(k logq n) for exact recovery in the zero error setting. They
also show some results in the noisy case, and demonstrate some deeper connections
between matrices that can be used for CS recovery over finite fields and error correcting
codes. These results are asymptotically very similar to the bounds we will prove for
sparsity approximation, which is somewhat surprising; it seems that in an asymptotic
sense, the problem of approximating the sparsity with zero error is nearly as hard as
recovering the vector completely.
16
2.2 Condition for Approximability
In this section only, we will use  to refer to either a group testing measurement or
a CS (i.e., linear) measurement, as here we give a result that applies to both models.
For the estimation problem defined in Eq. (2.3), we have the following necessary and
sufficient condition on the matrix M for it to be used to ∆-approximate d, the sparsity
of the vector in question. The condition is phrased assuming a sparsity upper bound
k; in the absence of such a bound we can take k = n.
Theorem 2.1. Fix ∆ > 1. Let M ∈ FT×n be a matrix such that there exists a
decoder producing a ∆-approximation d̂ of the true sparsity d = ||x||0 from observing
y = M  x, for any ≤ k-sparse x ∈ Fn. Consider any two ≤ k-sparse vectors




> ∆2 =⇒ M  x1 6= M  x2. (2.4)
Conversely, for any matrix M satisfying the above property in the GT or finite field CS
models there exists a decoder producing an estimate d̂ that satisfies the approximation
criteria in Eq. (2.3).
Proof. In the forward direction, given a matrix M we show that if Eq. (2.4) is
not satisfied for two vectors, then no estimation algorithm satisfying Eq. (2.3) can
exist. If Eq. (2.4) is not satisfied for two vectors x1,x2 ∈ Fn, then ||x1||0||x2||0 > ∆
2 and
M  x1 = M  x2. Then a deterministic decoder must output the same estimate d̂
when observing M  x1 and M  x2, but ||x1||0 and ||x2||0 differ by more than a ∆2
factor, so whatever d̂ is output will violate Eq. (2.3) for one of x1 or x2. Thus no
decoding scheme can deterministically produce an estimate d̂ satisfying Eq. (2.3) in
this case.
For the converse assume Eq. (2.4) holds for the matrix M . When observing the














i.e., we estimate d by the geometric mean of the weights of the minimum and maximum
weight vectors x with weight ≤ k and M  x = y. This requires iterating over all
possible x, which is why this converse applies only in the GT and finite field CS
models. From Eq. (2.4) we are guaranteed that the estimate above is within a ∆
factor of both the lowest and highest weight vectors y with y = M  y, so will satisfy
Eq. (2.3).
Note that the above proof of decoder existence does not imply the existence of an
efficient decoder; the obvious implementation of the decoder described in the proof
would take time exponential in k to determine the minimum and maximum weight
vectors x with y = M  x. We will see that despite this, efficient decoding is possible
for some specific matrices with this property, including for some matrices in the CS
model over R where it isn’t obvious how to implement a brute-force decoder.
2.3 Sparsity Approximation for Group Testing
Throughout this section we assume x ∈ {0, 1} and assume that the operation 
denotes the typical group testing measurement as defined in Eq. (2.2). For a subset
S ⊆ [n], we write v(S) to mean the unique binary vector with support S. We establish
upper and lower bounds on the number of rows of a matrix capable of ∆-approximating
d without error. As is standard in nonadaptive group testing, we will typically assume
that an initial upper bound k on the number of defectives d is known. We then show





On the other hand, we show that there exists a matrix M with T = O(k log k logn
log ∆
) rows
satisfying Eq. (2.4). When no upper bound on the number of defectives is known, we
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can take k = n, and in this scenario our bound shows that a linear (in n) number of
measurements is required to find an estimate d̂ satisfying Eq. (2.3). This implies only
constant factor improvement is possible, as n measurements suffice to determine d
exactly.
Theorem 2.2. Suppose M ∈ {0, 1}T×n is a matrix capable of ∆-approximating d in
the NAGT model when d ≤ k ≤ n
2



























Proof. Assume two sets S1, S2 ⊆ [n] satisfy M  v(S1) = M  v(S2). Then by
definition of , we have M  v(S1) = M  v(S2) = M  v(S1 ∪ S2).
Let Pk([n]) denote the set {A ⊆ [n] : |A| ≤ k} of possible defective subsets with
size at most k. Let P 1,P 2, . . . ,P t denote a partition of Pk([n]) such that A,B ∈ P i
if and only if M  v(A) = M  v(B). Then we must have
A,B ∈ P i =⇒ A ∪B ∈ P i. (2.5)
Since the matrix M is capable of ∆-approximation, by Theorem 2.1 any two sets A,B
with |B| ≤ |A| ≤ k in the same part of the partition P i must also satisfy
|A| ≤ ∆2 · |B|. (2.6)
For any matrix M , let t be the number of distinct vectors y arising as y = M  x
for any potential vector of defectives x. Then each row of M corresponds to a test
with either a positive or negative result, so there can be at most 2T distinct vectors
y. Thus t ≤ 2T , so T ≥ log t. Since any partition is also a cover, we lower bound
t by finding a lower bound on the minimum size of a cover of Pk([n]) with sets
P1, P2, . . . , Pt ⊆ Pk([n]) satisfying Eqs. (2.5) and (2.6).
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Let an `-subset of [n] be a subset of size exactly `. From Eq. (2.6), we see that
any set Pi containing an `-subset cannot contain elements of size between `∆2 and
k. Assume that Pi contains an `-subset for ` < b k∆2 c, so ` ≤ b
k
∆2
c − 1. Call an
element of Pi (i.e., a particular subset of items) “maximal” if it is not contained in
any other element of Pi. Suppose that Pi has more than one maximal element in
Pk([n]), and call two such elements A and B. Since all elements of Pi have size
≤ `∆2 ≤ ∆2b k
∆2
c −∆2, the union of A with any one element of B \A must be of size
at most ∆2b k
∆2
c −∆2 + 1 ≤ ∆2b k
∆2
c ≤ k. But then this union must be in Pi as well
and strictly contains A, contradicting the maximality of A. Thus for ` < b k
∆2
c there
exists a unique maximal element in any set Pi containing an `-subset.
Then as such a set Pi containing an `-subset of [n] cannot have an element of size
greater than b`∆2c, we know that the minimum size t` of a cover of all `-subsets of










The minimum size of any cover of Pk([n]) is at least the size of the minimum cover
of the `-subsets of [n], for any particular value of ` ≤ k. Thus, t ≥ tb k
∆2
c−1. Then as


































































































using Stirling’s approximation and dropping some positive lower order terms in the
last step.
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Now consider the case when no nontrivial upper bound on d is known. When
k = n we have the following result.
Corollary 2.3. Fix ∆ > 1. Consider a matrix M ∈ {0, 1}T×n that can be used for
∆-approximation in the NAGT model with only the trivial upper bound k = n on the
















where h(x) denotes the binary entropy function
h(x) , −x log x− (1− x) log(1− x).





























. For large n using Stirling’s approximation, we have that the














. This expression is
positive for ∆ > 1, so the entire expression is Ω(n) assuming ∆ is a fixed constant.
We now show the existence of a matrix M capable of ∆-approximation with
T = O(k log k logn
log ∆
) rows for any k and ∆ > 1. We modify a construction of Damaschke
and Sheikh Muhammad [35] for sparsity approximation with error, and show that
with additional repetition of certain tests, we can achieve no error.
Theorem 2.4. Given an initial upper bound k on the number of defectives, there
exists a matrix M ∈ {0, 1}T×n that can ∆-approximate d in the NAGT model such
that T = O(k log k logn
log ∆
). Furthermore, this matrix has a decoding scheme that requires




Proof. Let Bern(p) denote the Bernoulli variable on {0, 1} such that P(Bern(p) = 1) =
p. Let d̂ denote the estimate of d, which is specific to the matrix M . We use the
probabilistic method to prove existence, by showing that a particular random matrix
construction and sparsity estimator works simultaneously for all vectors of defectives
with nonzero probability. To this end, we define the bad events E1 and E2 to be the













Construction: We modify the random construction in [35] to construct M ∈
{0, 1}T×n. For this matrix M , we show that the probability of either bad event occur-
ring over all defective vectors with d ≤ k is strictly less than 1 when T = O(k log k
log ∆
log n).
Thus there exists a matrixM with T rows for which none of the bad events in Eq. (2.8)
occur for any defective vector of weight at most k.
Consider a fixed parameter b > 1, and let δ , logb ∆. Take s to be a fixed
parameter such that s < δ − 1, and let l ∈ {blogb ln 2c, blogb ln 2c + 1, . . . , dlogb ke}
denote indices for subsets of tests. For each index l, we construct t random identically
and independently distributed (i.i.d.) tests such that each element is selected in the
test for index l with probability 1− (1− 1
k
)b
l . Then the total number of such indices is
N , dlogb ke−blogb ln 2c+1, so the matrixM consists of tN rows with the elements in





). Thus the probability of row j for j ∈ {(l−1)t+1, (l−1)t+2, . . . , lt}
having a negative result (containing no defectives) is ql(d) , (1− 1k )
dbl . Now, there
exists an index `(d) ∈ {blogb ln 2c, blogb ln 2c+ 1, . . . , dlogb ke} (or simply `) such that
1
2




Let L ∈ {blogb ln 2c, blogb ln 2c+ 1, . . . , dlogb ke} denote the random variable corre-
sponding to the maximum index for which the majority of test results were negative.











































where F (k;n, p) = P(X ≤ k) denotes the cumulative distribution function for X =∑n









































Thus the probability of the event Ẽ2, defined to be the union of the events E2 for


























































where k(a||p) , a log(a
p
) + (1− a) log(1−a
1−p) denotes the KL divergence between a and






≤ ni and qdlogb ke ≤ e
























Similarly, we bound the probability of Ẽ1, the union of the events E1 for all














































































≤ k · exp
(

















Therefore when the number of tests T = O(k log k logn
log ∆
), there exists a test matrix
and estimation algorithm which estimates d within a multiplicative factor of ∆ for all
defective vectors of weight ≤ k.
The decoding requires only computing a function of the largest index ` for which
the corresponding block of t tests had a majority of test results negative, and this
index can easily be determined in a single pass over the result vector, requiring O(T )
time.
2.4 Group Testing with Output Noise
We now consider the group testing scenario with the additional complication that
the output y = M  x is corrupted by noise, so instead we have
y = M  x + n,
where the addition is over F2.
Assume that the output vector y contains at most e0 false positives (0s flipped to
1s) and at most e1 false negatives (1s flipped to 0s). We will aim to bound the number
of tests required to ∆-approximate the number of defectives in this noisy setting.
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We first give a necessary and sufficient condition under which a nonadaptive group
testing matrix and deterministic estimator capable of ∆-approximation exist in the
presence of bounded asymmetric noise.
Definition 2.1. For v1,v2 ∈ {0, 1}T , (v1,v2) are called (e0, e1)-far iff |supp(v2) \
supp(v1)| > e0 or |supp(v1)\ supp(v2)| > e1. If neither condition occurs, then (v1,v2)
are said to be (e0, e1)-close.
We note that closeness is in general not symmetric; if (v1,v2) are (e0, e1)-close,
then (v2,v1) are (e1, e0)-close, but need not be (e0, e1)-close.
Lemma 2.5. Consider two vectors v1,v2 ∈ {0, 1}T such that (v1,v2) are (e0 + e1, e0 +
e1)-close. Then there exists a vector y ∈ {0, 1}T such that both (v1,y) and (v2,y) are
(e0, e1)-close.
Proof. Let V1 , supp(v1), V2 , supp(v2). We define the support of the vector y,
Y , supp(y) as
Y , (V1 ∩ V2) ∪ P ∪R,
where P ⊆ V2 \ V1 such that |P | = min(|V2 \ V1|, e0) and R ⊆ V1 \ V2 such that
|R| = min(|V1 \ V2|, e0).
Now supp(Y \ V1) = P and supp(Y \ V2) = R. Thus, |Y \ V1| = |P | ≤ e0 and
|V1 \ Y | = |V1 \ V2| − |R| ≤ e1. Similarly, |Y \ V2| = |R| ≤ e0 and |V2 \ Y | =
|V2 \ V1| − |P | ≤ e1.
We can now state the condition for a matrix to be capable of ∆-approximation in
this noisy setting.
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Theorem 2.6. Let ∆ > 1. Let M ∈ {0, 1}T×n be a matrix with a corresponding
decoder producing a ∆-approximation of d = ||x||0 for any x ∈ {0, 1}n of weight at
most k when observing
y = M  x + n,
where n denotes a noise vector such that (M  x,y) are (e0, e1)-close. Then for any
two sets S1, S2 ⊆ [n] with |S2| ≤ |S1| ≤ k, M must satisfy
|S1|
|S2|
> ∆2 =⇒ (M  v(S1),M  v(S2))
are (e0 + e1, e0 + e1)−far. (2.9)
Conversely, for any matrix M satisfying Eq. (2.9), there exists a decoder producing
an estimate d̂ that satisfies the approximation criteria in Eq. (2.3) for all x of weight
at most k.
Proof. Consider a matrixM ∈ {0, 1}T×n that does not satisfy equation Eq. (2.9). Then
there must exist sets S1, S2 ⊆ [n] such that |S1|/|S2| > ∆2 and (Mv(S1),Mv(S2))
are (e0 + e1, e0 + e1)-close. Thus, there exists a vector y ∈ {0, 1}T such that (M 
v(S1),y) and (Mv(S2),y) are both (e0, e1)-close from Lemma 2.5. As a result, there
exist valid noise vectors n1,n2 with the property that y = M x1 +n1 = M x2 +n2.
Since the estimate d̂ must be the same for both cases, the estimate cannot satisfy the
approximation criteria in both cases simultaneously.
For sufficiency, consider the set














Our estimate d̂ is then within a ∆ factor of the cardinality of any set in S, so as the
actual defective set must belong to S, d̂ satisfies the approximation criteria.
For an upper bound on the minimum size of such a matrix, we can make a simple
modification to the construction used in the noiseless case. Recall that there, we
constructed a matrix with ` = O(log k) “indices,” where each index consisted of
t = O(k log n) tests, with each element selected for the test uniformly at random with
probability p`. Then to decode, we computed a function of the largest index ` for
which the corresponding block of t tests had the majority of test results negative.
Adding a noise vector to the output flips the results of at most e0 + e1 tests, so to
ensure this construction is resilient to noise, we simply add 2(e0 + e1) tests to each
index `, again with each element chosen uniformly to be tested with probability p`.
Then we are guaranteed that the majority of test results for each index will be the
same as it would have been in the noiseless case, so the argument of Theorem 2.4
applies to show correctness. Thus we have the following theorem.
Theorem 2.7. There exist T × n matrices capable of ∆-approximation of all vectors
with at most k defectives, when the output is corrupted by noise so that at most e0
negative results become positive, and at most e1 positive results become negative, with
T = O
(
k log k log n
log ∆
+ (e0 + e1) log k
)
rows. Furthermore, decoding of these matrices requires only O(T ) time.
Next we turn to a lower bound on the number of rows of such a matrix. Consider
the undirected graph G on the vertex set V (G) = {A ⊆ [n] : |A| ≤ k}. The edges
in G are defined as follows: (A,B) ∈ E(G) if and only if (M  v(A),M  v(B)) are
(e0 + e1, e0 + e1)-close. This is a “confusion graph” for the set of possible inputs; by
Lemma 2.5 there is an edge between vertices corresponding to two inputs whenever
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there exists a vector that both the corresponding outputs could map to after being
corrupted by noise, so these inputs are “confusable.” Then an independent set in the
graph G corresponds to a set of inputs for which the corresponding outputs are all
pairwise (e0 + e1, e0 + e1)-far.
Lemma 2.8. For a matrix M satisfying the noisy approximation criteria in Eq. (2.9),
the confusion graph G as defined above must satisfy the following conditions, for
A,B ∈ V :
i) If (A,B) ∈ E(G) and |A ∪ B| ≤ k, then (A ∪ B,A) ∈ E(G) and (A ∪ B,B) ∈
E(G).






, then (A,B) 6∈ E(G).
Proof. For the first condition, by definition of the edge set we have (A,B) are (e0 +
e1, e0 + e1)-close. Then (as long as A ∪B corresponds to a vertex in G, guaranteed by
|A ∪ B| ≤ k), (A ∪ B,A) are (0, e0 + e1)-close, so have an edge between them, and
similarly for (A ∪B,B). The second condition follows immediately from the fact that
M satisfies Eq. (2.9).
Thus, any independent set in G corresponds to a packing of {0, 1}T with balls of




), defined as follows, with center c:
Bas(c, (r1, r2)) , {y : (|supp(c) \ supp(y)| ≤ r1) ∧ (|supp(y) \ supp(c)| ≤ r2)},
where c,y ∈ {0, 1}T .
















)) denotes the size of the maximum packing of {0, 1}T with























































We use the sphere-packing bound to upper bound A(T, (e0 + e1, e0 + e1)):
A(T, (e0 + e1, e0 + e1)) ≤
2T













Note that since the graph G is an edge supergraph of the confusion graph corresponding
to the noiseless case, the lower bound on the number of partitions in Theorem 2.2 can
also be used to lower bound the size of an independent set in G. Thus, we have the
following lower bound on T .
Theorem 2.9. Let E be the maximum weight of a noise vector, and assume E grows






. For a T × n matrix M capable of ∆-approximation when
the output is corrupted by such a noise vector, assuming the weight of the input vector
of defectives is at most k ≤ n
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Proof. Let e0 be the number of 0s flipped to 1s, and e1 the number of 1s flipped
to 0s, so E = e0 + e1. From the above discussion, by plugging in the bound from
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As T is Ω( k
∆2
log n) by the noiseless lower bound, we have at least
E
2











from which the result follows.
2.5 Sparsity Approximation by Linear Measurements
In this section we assume that our measurements are linear over the field F, so
y = Mx. We take F to be either Fq for some q or R, the latter of which is the
traditional setting of the well-studied compressed sensing problem. Our aim now is to
bound the size of a matrix M that satisfies the criteria for ∆-approximation in this
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model. Consider a vector space V ⊆ Fn. Call such a vector space (∆, k)-distinguishing
if it has the property that for parameters ∆ > 1, k ≤ n, any two vectors x1 and x2 in
the same coset of V (so there exists v1,v2 ∈ V such that x1 = z + v1,x2 = z + v2 for
some z ∈ Fn) both having weight at most k differ in weight by a factor of at most ∆2.
In other words, if ||x1||0 ≤ ||x2||0, then ||x2||0 ≤ ∆2||x1||0. We can use this property to
lower bound the rank (and thus the number of rows) of any ∆-approximating matrix.
Theorem 2.10. For a T × n matrix M which can ∆-approximate the sparsity d of
any vector with sparsity at most k in the CS model, it is necessary that
rank(M) ≥ n− max
(∆,k)-distinguishing V
dim(V ). (2.10)
Proof. We show that the nullspace of any such matrix M is a (∆, k)-distinguishing
vector space. By our necessary criteria for ∆-estimation, we have for any vectors
x1,x2 with ||x1||0 ≤ ||x2||0 ≤ k that when Mx1 = Mx2, then ||x2||0 ≤ ∆2||x1||0. Now,





We use the condition in Theorem 2.10 to bound the number of measurements needed,
as rank(M) is a lower bound on the number of rows of M . Let AF(n, dmin) denote the
maximum dimension of a subspace in Fn that does not contain any nonzero vector
in {x ∈ Fn : ||x||0 < dmin}. Note that for finite fields Fq, the quantity AFq(n, dmin)
denotes the maximum dimension of a linear q-ary code with minimum distance dmin.
A generalization of this quantity is studied in [1], which defines AF(n, a, b) as the
maximum dimension of a subspace in Fn that does not contain any vector in the
annulus {x ∈ Fn : a < ||x||0 < b}. Let U be a (∆, k)-distinguishing vector space, and
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let x be a nonzero vector of maximum weight in U subject to ||x||0 < k. If no such
vector exists, then dimU ≤ AF(n, k). Otherwise, there exists a vector e ∈ Fn with
||e||0 = 1 and ||e + x||0 = ||x||0 + 1 ≤ k. Since e = 0 + e and x + e are in the same
coset of U , we have
||x + e||0 ≤ ∆2 ||e||0︸︷︷︸
=1
=⇒ ||x||0 ≤ b∆2c − 1.
Thus, dimU ≤ AF(n, b∆2c − 1, k).
As AF(n, k) ≤ AF(n, a, k) for any a ≤ k, the above inequality applies to any
(∆, k)-distinguishing space U . Therefore we have
rank(M) ≥ n− AF(n, b∆2c − 1, k)
for any matrix M that can ∆-approximate d for every defective vector of sparsity up
to k in the CS model. Define m?F(n, a, b) , n − AF(n, a, b). As noted in [1], for any
1 ≤ a ≤ b ≤ n over any field, we have the inequality
m?F(n, a, b) ≤ m?F(n− a+ 1, 1, b).
The reason for this is that if we take the optimal subspace attaining AF(n− a+ 1, 1, b)
and embed it into n-dimensional space, the corresponding nullspace will have dimension
(a− 1) +m?F(n− a+ 1, 1, b). If we then also include unit vectors on the other a− 1
coordinates, the space will still avoid any vectors of weight strictly between a and b,
but the dimension of the nullspace will become m?F(n− a+ 1, 1, b).
Note that m?F(n, 1, b) is just the rank of the parity check matrix of the largest
dimension linear code on n coordinates with minimum distance b. Thus we have
rank(M) ≥ m?F(n, b∆2c − 1, k) ≥ m?F(n− b∆2c+ 2, 1, k),
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and can now make use of bounds from coding theory on the latter term.
If F is a finite field of size greater than or equal to n, or F = R, we know that
T ≥ m?F(n − b∆2c + 2, 1, k) ≥ k − 1 by the Singleton bound. Since we can exactly
identify the set of defectives for d ≤ k in 2k queries using basic techniques from
compressed sensing, there is at most a factor 2 improvement possible.
For |F| = q < n, a stronger lower bound is possible since in general the Singleton
bound is not tight. From the sphere-packing bound on AF(n−b∆2c+ 2, 1, k), we have
that m?Fq(n− b∆

















For an upper bound on the minimum possible rank of M when |F| = q < n, recall
that such a matrix must have the property that in every coset of the nullspace, any
two vectors of weight less than or equal to k must differ in weight by at most a ∆2
factor. As the difference of any two vectors in the same coset lies in the nullspace,
this condition is satisfied if every nonzero vector in the nullspace has weight at least
2k + 1, so we have the following result.
Theorem 2.11. In the CS model, when |F| = q < n and 2k+1
n
≤ 1 − 1
q
, there exist




) rows, where Hq is the q-ary entropy function

















where the last inequality follows from the asymptotic Gilbert-Varshamov bound, using





Corollary 2.12. Under the conditions of the previous theorem with the additional
assumption that k = o(n), there exist matrices M that can ∆-approximate d with











rows for sufficiently large n.
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− (n− 2k − 1) logq
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and then note that the last term goes to 0 for large n, as 2k+1
n
goes to 0 since
k = o(n).
The above result is asymptotically tight with the lower bound given previously,
so only improvements in the constant factor are possible. For certain settings of
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parameters these improvements follow easily from known results; for instance, the
existence of binary BCH codes with n − k ≤ k log2(n + 1) for certain values of n
implies that when q = 2 the bound in Corollary 2.12 improves by about a factor of 2.
2.6 Conclusion and Open Questions
In this chapter we investigated the problem of designing measurement schemes
that allow us to give an approximation d̂ of the true sparsity d of a signal x satisfying
1
∆
d ≤ d̂ ≤ ∆d
for a constant approximation parameter ∆. When the measurements are the pooled
tests used in group testing, this can be viewed as an approximate version of combina-
torial group testing, and when the measurements are linear, it can be viewed as an
approximate version of compressed sensing.
One of our first results (Theorem 2.1) was to prove a necessary condition on the
measurement matrix in order to be able to approximate the sparsity with zero error,
which is also a sufficient condition as long as the number of possible signals of size at
most n is finite. This is analogous to the notion of a “separable” matrix in NAGT,
which is a matrix that can be used to recover the signal exactly via a maximum
likelihood decoding. In NAGT there is a related notion of a “disjunct” matrix which
can be used to recover the signal using a particular simple and efficient decoding
algorithm. Open Question 2.1 asks whether we can have an equivalent notion of a
disjunct matrix for approximating sparsity.
Open Question 2.1. Is it possible to give a sufficient condition on the measurement
matrix M in order to be able to efficiently (i.e., in time poly(n, k)) approximate
sparsity in any of the models we consider?
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Of course, one such sufficient condition is that the measurement matrix simulta-
neously satisfies Theorem 2.1 and has an efficient decoding algorithm. But it would
be preferable to give a condition that works using some particular generic decoding
algorithm, rather than an arbitrary one that might be heavily tailored to the matrix
design. It’s somewhat unclear what such a decoding would look like – determining
some candidate algorithms would be a good first step towards resolving this.
One similarity between all the models we considered was that if the possible sparsity
values are unrestricted between 0 and n, then Θ(n) measurements are necessary to
approximate the sparsity with zero error. As n measurements suffice to exactly
recover the signal in any of these models, one takeaway here is that the requirement
of zero error seems to be very strict, to the extent that replacing the problem of
exact signal recovery by an approximate version barely helps reduce the number
of measurements. For approximating sparsity in practice, it would likely be worth
allowing a small amount of error, as it can very drastically reduce the necessary
number of measurements.
For the NAGT model it is known that Õ(log n) measurements suffice to additively
approximate sparsity (which should also yield a multiplicative approximation for small
constant values of ∆) with small error [85], though it isn’t clear what happens if
we additionally have a hard upper bound k on the signal sparsity. For CS over R,
k + 1 measurements suffice to determine the locations of all nonzero values with high
probability [47]. This leaves open the question of what happens in the CS model over
finite fields, posed as Open Question 2.2.
Open Question 2.2. If we allow for an error probability that approaches 0 as n
approaches infinity in the CS model over finite fields Fq, how many measurements are
necessary or sufficient to approximate sparsity multiplicatively?
Returning to the zero error model, when we do have a hard upper bound k on the
sparsity, we showed upper and lower bounds in the NAGT model that are about a
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factor of log k apart, whereas in CS models over both R and Fq we gave upper and
lower bounds that are within a constant factor. The last direction for future work we
give here would be to further tighten some of these bounds.
Open Question 2.3. Can the upper or lower bounds on number of measurements
needed to multiplicatively approximate sparsity with zero error (see Table 2.1) be
improved further for any of the models we consider?
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CHAPTER 3
PROBABILISTIC GROUP TESTING WITH LINEAR
NUMBER OF TESTS
In this chapter we will consider a group testing problem with a setup similar to
the others discussed in this thesis. The aim is to recover a sparse vector x ∈ {0, 1}n
exactly by means of pooled tests. We will assume the tests are nonadaptive, so must
all be prespecified by a measurement matrix M ∈ {0, 1}T×n (where T represents the
total number of tests) prior to observing any of the results. Given a row m ∈ {0, 1}n
of the test matrix, the test result is
y =

1 supp(m) ∩ supp(x) 6= ∅
0 otherwise
,
the same as the measurement in the NAGT model of Chapter 2.
The main difference between the problem setups in this chapter and those of the
sparse recovery problems considered in Chapter 2 and Chapter 4 is that we will focus
here on the “low error” setting, as opposed to the “zero error” setting. In group testing
specifically, this is referred to as probabilistic group testing (PGT), whereas the zero
error version is called combinatorial group testing.
In PGT, a random distribution over sparse signal vectors is assumed (details
supplied in Section 3.1.1), and the goal is to recover the vector exactly with error
probability that goes to 0 as n becomes large.1 In general, as with other sparse
1The error probability in this context is the probability that the prediction x̂ is not exactly equal
to x – there is no partial credit for predicting most but not all of the coordinates correctly.
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recovery problems, we are interested in the question of how the number of tests T must
scale as a function of both n and k. This behavior can be quite different depending
on the scaling of k relative to n, so often things are broken down further into different
“regimes” for k.





, or equivalently (Section 3.1.1






; this regime has traditionally seen little attention, but recent work
has shown that this is exactly the scaling of k for which Ω(n) tests are necessary. As
n tests trivially suffice to recover x by testing each item individually, our goal will be
to hone in on the constant term hidden by the asymptotic notation, and determine
the exact crossover point where individual testing becomes suboptimal.
Organization
In Section 3.1, we discuss the related work from the PGT literature most relevant
to our problem. Next, in Section 3.2 we show how so-called “Near-Constant Tests-
per-Item” measurement schemes can succeed using T ≈ n · λ
ln2 2
tests in total when
k = λn
logn
. We then prove an almost matching lower bound in the same regime for k in
Section 3.3, showing T > n · λ
λ+ln2 2
tests are necessary. To conclude, some discussion
of how the gap between the lower and upper bounds might be closed and some barriers
to the current techniques are presented in Section 3.4.
3.1 Related Work
Much of the initial work on group testing concerned the zero error combinatorial
setting, where a single test matrix must work to correctly recover every possible
defective vector. The literature on this variant is vast – see for instance the book of
Du and Hwang [44]. We focus the rest of this section on the low-error probabilistic
setting.
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PGT has traditionally been split into two rather different regimes: the “sparse”
regime, where the total number of defectives is O(nθ) for some 0 ≤ θ < 1, and the
“linear” regime, where the total number of defectives is βn for some constant β < 1.
In both regimes, the folklore “counting bound” (see [27] for instance) shows that
Ω(k log n
k
) measurements are necessary. In the sparse regime this is equivalent to
Ω(k log n), and order-optimal randomized constructions have been known for some
time [89, 11]. In the linear regime, the counting bound implies Ω(n) measurements
are necessary, and trivially n suffice by testing items individually.
More recently, explicit constructions of matrices for PGT have been studied.
Mazumdar [75] gave explicit constructions requiring O(k2 log n/ log k) measurements,
then Inan et al. [55] showed an explicit scheme using the order-optimal O(k log n) mea-
surements when k = Ω(log2 n). Another direction has been to develop constructions
with good decoding properties. PGT schemes are considered efficiently decodable
if they require O(T ) time to decode, where T is the total number of measurements;
several works [24, 93, 64] gave efficiently decodable schemes which were not quite
order-optimal, before Bondorf et al. [20] gave the first order-optimal efficiently de-
codable construction. A very recent result [56] demonstrates explicit constructions
that simultaneously use an order-optimal number of measurements and are efficiently
decodable.
The last line of work we discuss in PGT, and the most relevant for this chapter, has
been to go beyond order-optimality and determine the precise constants in the optimal
number of measurements for various regimes. Improvements on the counting bound
were proposed in [4] and subsequently it was shown that individual testing is optimal
in the linear regime [6]. In the sparse regime the characterization of exact constants
results in a more complex picture, but a series of works [88, 5, 61, 34] have narrowed
down the constants to the point that the lower and upper bounds are matching for
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any θ ∈ [0, 1) (where k = nθ). We direct the interested reader to the recent survey of
Aldridge et al. [7].
However, in between these two regimes is another regime which has seen much
less study, namely when the total number of defectives is n/ poly(log n) ([14] refers to
these regimes as “mildly sublinear”). In particular when k = Θ(n/ log n) the counting
bound implies only that Ω(n log log n/(log n)) measurements are necessary, but no
method using o(n) measurements was known. In very recent work, Bay et al. [14]
showed that in fact the lower bound can be improved to Ω(k log n) in this regime, and
thus known constructions are order-optimal.
In light of the asymptotic improvement to the lower bound for k = n/ poly(log n)
[14], a natural next step is to try and nail down the constants in this regime, as has
been done in the sparse and linear regimes. While we focus on the particular case
k = λn/ lnn in this chapter, we believe the same techniques should extend readily to
other mildly sublinear regimes.
3.1.1 Priors for PGT
There are two commonly used “priors” over the random defective vector involved
in PGT. Under the combinatorial prior, the number of defectives is fixed to be k, and





possibilities. Under the i.i.d. prior,
we instead fix a defective probability p, and each item is defective independently with
probability p.2
Conveniently, it turns out that the choice of prior makes little difference in the
number of tests necessary (assuming we take k = pn). The following result from the
survey of Aldridge et al. [7] formalizes this notion.
2Note that neither prior will generate vectors with sparsity  k; it would be possible to adjust
the combinatorial prior to instead generate a random vector of weight at most k rather than exactly
k, but in PGT there is no reason to do so. This is because asymptotically the number of vectors of
weight exactly k dominates the number of weight less than k, so even if we were wrong on all vectors
of weight less than k it would not significantly alter the error probability.
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Theorem 3.1 ([7] Thm. 1.7). Suppose a sequence of measurement matrices and
decoding method has probability of error going to 0 as n goes to infinity under the
combinatorial prior with k = k0(1 + o(1)), where k0 = o(n) and k0 goes to infinity with
n. Then the same sequence of measurement matrices and decoding method has error
going to 0 as n goes to infinity under the i.i.d. prior with p = k0/n.
A similar result holds for converting the opposite direction. In this chapter we will
primarily use the i.i.d. prior, except for our upper bound in Section 3.2 which relies
on preexisting work under the combinatorial prior. For ease of reference to that work
we will use the combinatorial prior there, and Theorem 3.1 tells us we can convert our
main result (Theorem 3.4) to an equivalent result under the i.i.d. prior.
3.2 Upper Bound with Near-Constant Tests-Per-Item Design
One of the easiest ways to obtain a matrix suitable for group testing is to use
some sort of random construction. One such method is to take M to be a “Bernoulli
matrix,” where each entry of the test matrix is 1 with fixed probability; it is known
that the optimal scaling for the Bernoulli parameter is about ln(2)/k [61], and despite
its simplicity this construction performs quite well in many settings.
However, for probabilistic group testing in the sparse regime, it has been shown that
a slightly more complicated random construction can succeed with fewer tests than
a Bernoulli matrix. These constructions are known as “near-constant tests-per-item”
designs [61], and in the sparse regime they require a number of measurements that is
tight with the lower bound up to even the constant term. To form such a matrix, we
fix the total number of tests T in advance, and νT
k
tests are drawn uniformly with
replacement per item, where ν is a small constant parameter to be optimized, and k
is the number of defectives (assuming the combinatorial prior). If a test was drawn
for an item, that we include that item in the corresponding test.
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Drawing the tests with replacement means that it is possible that the same test is
drawn more than once, hence the “near-constant” tests-per-item, rather than constant.
This simplifies the analysis as the draws are independent. We will use this type of
test matrix to prove our upper bound.
3.2.1 Preliminaries
We closely follow the approach taken by Johnson et al. [61] for the sparse regime in
the following, as their argument is mostly regime-independent. The following notation
will be useful in describing their approach succinctly:
• K is the set of all defective items.
• W (K) is the number of tests containing at least one item from K.
• G is the number of nondefective items that do not appear in any negative tests.
These are the items that the COMP decoding, described below, will classify
incorrectly.
Our upper bound will employ the simple COMP decoding [44, 27], which works as
follows when observing the test results:
1. Classify every item in a negative test (i.e., test with a result of 0) as nondefective.
2. Classify every remaining item as defective.
While simple, in most cases this algorithm has proven to be asymptotically as good as
more complex decodings, and it is very easy to analyze.
First we present two useful lemmas borrowed from [61]. The first in plain language
states that given a near-constant tests-per-item design, the number of tests including
at least one defective concentrates tightly around its mean.
Lemma 3.2 ([61] Lemma 1). Let |K| = k, and fix constants α > 0, ε ∈ (0, 1). Suppose
there are n items, and we form a test design of T total tests by drawing L = αT
k
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tests uniformly at random with replacement for each item. Then (assuming T goes to
infinity with n) the following holds:







The next lemma, again from [61], characterizes the distribution of G conditioned
on a fixed value of W (K).
Lemma 3.3 ([61] Lemma 5). Let L = νT
k
be the number of tests drawn for each item
in a near-constant tests-per-item design. Then
G | (W (K) = x) ∼ Bin(n− k, (x/T )L).
3.2.2 Proving the Upper Bound
Now we are ready to prove the upper bound, namely that we can succeed with
high probability using about n · λ/ ln2 2 tests.
Theorem 3.4. Let k = λn
lnn
be the total number of defectives. Suppose our test design
is near-constant tests-per-item,




for a constant ε > 0, and we draw L = T ln 2
k
tests per item with replacement. Then
for sufficiently large n, the success probability of the COMP decoding is 1− o(1).
Proof. As G is the number of nondefectives not appearing in any negative tests, we
know COMP succeeds if and only if G = 0. Then the main idea here is that we will
use the equation
Pr[G = 0] =
T∑
x=0
Pr[W (K) = x] Pr[G = 0|W (K) = x], (3.1)
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applying Lemma 3.3 when x ≤ (1/2 + δ)T , and showing that the probability of
x > (1/2 + δ)T goes to 0 for large n using Lemma 3.2.
By Lemma 3.3,







As this function is decreasing in x, for all x ≤ (1/2 + δ)T we have






(1 + ε)λn ln 2 lnn
(ln 2)2λn
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Taking δ < 2/L, the maximum term in the binomial expansion of (1/2 + δ)L will be
1/2L, so we have










where in the last step we use the fact that L = Θ(log n) and the assumption regarding
large n. Then we have for x ≤ (1/2 + δ)T ,












which goes to 1 for large n.
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Plugging this back into (3.1),
Pr[G = 0] =
T∑
x=0


























1− Pr[W (K) > (1/2 + δ)T ]
)
. (3.2)
Finally, we apply Lemma 3.2 to the probability in (3.2) with α = ln 2 (and δT in
place of the δ in the original lemma statement), which tells us





















which clearly goes to 0 for large n. Thus the success probability in (3.2) will go to 1,
concluding the proof.
3.3 Determining the Constant in the Lower Bound
The recent work of Bay et al. [14] shows that a lower bound of
min((1− α)n, Ω(k log n))
tests holds for any k and any constant α > 0. In the case we are interested in that
k = λn/ lnn, this tells us that Ω(n) measurements are necessary, but Bay et al. do
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not attempt to determine the constant hidden by the asymptotic notation in their
work. In this section we seek to determine the necessary number of measurements
more precisely, up to the constant term. Therefore, we will assume throughout this
section that T = (1− ε)n for some constant 0 < ε < 1, and attempt to determine the
maximum value of (1− ε) for which the lower bound of [14] will still go through.
That argument works by demonstrating that with significantly less than k log n
measurements, there must exist a fairly large number of “totally disguised” items; that
is, items for which no test gives us any information about whether or not these items
are defective. If we have no information about these items defectivity, we cannot do
better than guessing on each one.
More specifically, they give a procedure that constructs a set of items W with the
following properties:
1. Each item in W is totally disguised with probability at least L∗.
2. The events that each item in W is totally disguised are independent of each
other.
Since these events are independent, we can combine bounds on |W | and L∗ with
simple concentration inequalities to get a lower bound on the number of totally
disguised items. The details of the algorithm used to construct W are written in
Procedure 1, which is taken almost verbatim from [14]; the only modifications we make
are to use a variable γ > 1 to determine the stopping point (the work of [14] instead
uses γ = 2), and to redefine what is meant by “very-present items” in Subroutine 1.
Note that as this is an impossibility result, the procedure need not be possible
to carry out in practice; in particular, part of the procedure chooses items based on
the probability with respect to a random test matrix that they are totally disguised,
which likely cannot be computed in a tractable way. We can think instead of an oracle
providing us with this information, which is sufficient for a lower bound.
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Procedure 1: ConstructSet(M,γ).
1. Let G0 = GM . Remove the o(n) very-present items from G0 to obtain G1. Let
G = G1.
2. Initialize W0 = ∅, i = 1.
3. Set M (i) ← test design represented by Gi. Set M (i)tmp ← Clean(M (i)).
4. Set (M (i+1),Wi+1)← Extract(M (i)tmp,Wi). Set Gi+1 ← GM(i+1) , and i← i+ 1.
5. Repeat steps 3 and 4 until there are fewer than εn/(1 + γ) items in Gi, and
return Wi.
Subroutine 1: Clean(M).
1. Identify the set of tests T≤1 containing 0 or 1 items, and the set of items I
contained in at least one test in T≤1.
2. Return M≥2, defined to be M with the rows and columns indexed by T≤1 and I
removed.
When describing the details of the procedure, we write GM for a test matrix M
to mean the undirected bipartite graph corresponding to M with tests in one part
and items in the other, with an edge between the two if that item appears in the
corresponding test.
As we have made only a few modifications to the procedure, our main contribution
is not the procedure itself, but rather a more careful analysis of the resulting constant
in the particular regime we consider. We omit a proof of correctness for the procedure
– this is the subject of the bulk of [14], and aside from the results we specifically modify
in the subsequent sections, the proof is unchanged from that work.
3.3.1 How Many Disguised Items are Needed
Since totally disguised items are defective independently with probability p and in
the regime we consider p < 1
2
, the best any algorithm can do on a disguised item is
predict it is nondefective. This guess is correct with probability 1 − p. Thus if the
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Subroutine 2: Extract(M,W ).
1. Let D̃i be the event that i is totally disguised with respect to M . Let the item
with the highest Pr[D̃i] be denoted by i0, and set Wnext = W ∪ {i0}.
2. Let Tclose and Iclose denote the sets of tests and items within distance at most 4
from i0 in GM .
3. Set Mpruned to be M with the rows and columns indexed by Tclose and Iclose
removed.
4. Return (Mpruned,Wnext)
total number of disguised items is D, the success probability of any algorithm is at
most
(1− p)D ≤ exp(−pD).
3.3.2 Lower Bounding |W |
We will closely follow the method of [14], but first slightly redefine their notion of
“very-present” items. These are items present in far more tests than the average item,
which will be discarded in a preprocessing step before constructing W .
Lemma 3.5 ([14] Lemma 4, modified). Define an item to be very-present if it appears
in more than tmax = ln3 n tests. If T ≤ n and no test contains more than z lnn items,





Proof. Consider the total number of (item, test) pairs P . From the assumptions, we
have P ≤ Tz lnn ≤ nz lnn. Also, by the definition of very-present items, we have
nvp ln
3 n ≤ P . Then nvp ln3 n ≤ nz lnn implies the result.
Lemma 3 of Bay et al. [14] shows that tests with more than z lnn items where
z = 2
ln(1/(1−p)) are positive almost surely, so these tests are effectively useless. Thus
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we can assume no such tests exist without significantly impacting the overall error
probability, and then the assumptions needed for the previous lemma will hold.
For bounding |W |, we have the following:
Lemma 3.6 ([14] Lemma 6 Pf.). Suppose W is constructed as described in Procedure
1 with T = (1− ε)n. Then




where z = 2
ln(1/(1−p)) .
Proof. The method of constructing W yields the following inequality:
εn
1 + γ
≥ n− nvp − T − |W |t2maxz2 ln2 n,
as we stop when there are fewer than εn
1+γ
items, and counting the total number of
items removed from the initial n, we have:
• At most nvp very-present items are removed.
• At most T items are removed by the “Clean” subroutine (Subroutine 1), because
every test it removes contains 0 or 1 item.
• At most t2maxz2 ln
2 n items are removed by each call to the “Extract” subroutine
(Subroutine 2), which is called |W | times (because each call adds exactly one item
to W ). The reason for this is that we can assume each test has at most z lnn
items (see the comments following Lemma 3.5), and after removing very-present
items, no item appears in more than tmax tests. To ensure independence of
the “disguisedness” of items in W , Extract removes all tests the extracted item
appears in, all items in those tests, all tests those items appeared in, and all
items in those tests, which altogether is at most t2maxz2 ln
2 n items per iteration.
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Then applying T = (1− ε)n and rearranging yields




and substituting the values from Lemma 3.5 for nvp and tmax gives the result.
In the case we are interested in that p = λ
lnn
, we have


















so asymptotically we have
(γn)/(1 + γ)− (nz)/ ln2 n = Θ(n).
Substituting the value of z back into the denominator of (3.3) gives
|W | ≥ cn
ln10 n
as n goes to infinity, for some constant c > 0. This will be sufficient for our purposes,
as it will turn out that only the exponent of n is relevant for this term.
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3.3.3 Lower Bounding L∗
For lower bounding L∗, they show in [14] that if we stop constructing W when











x ln(1− (1− p)x−1).
As we modified their Procedure 1 to stop with less than εn
1+γ








Furthermore, it is shown in work of Coja-Oghlan et al. [34] in the sparse regime
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3.3.4 Proving the Lower Bound
Writing D for the total number of disguised items, we have E[D] ≥ L∗|W |,
and as each item in W is disguised independently, by a Chernoff bound we have
D ≥ (1 − o(1))L∗|W | with high probability. Any algorithm’s success probability is
upper bounded by exp(−pD), so in order for this success probability to go to 1, we
need pD to go to 0. Then substituting in our bounds for L∗ and |W |, we need
















to go to 0. Only the highest order terms are relevant, so we can just look at the
exponents of n, and the expression will go to 0 if
1 <
(1 + γ)(ln 2)2(1− ε)
ελ
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=⇒ ελ < (1 + γ)(ln 2)2(1− ε)
=⇒ ελ < (1 + γ)(ln 2)2 − ε(1 + γ)(ln 2)2
=⇒ ε(λ+ (1 + γ)(ln 2)2) < (1 + γ)(ln 2)2
=⇒ ε < (1 + γ)(ln 2)
2
λ+ (1 + γ)(ln 2)2
.
We set T = (1− ε)n at the outset, so to have success probability going to 1 we
must have
1− ε > 1− (1 + γ)(ln 2)
2
λ+ (1 + γ)(ln 2)2
=
λ
λ+ (1 + γ)(ln 2)2
,
and recall γ can be any constant greater than zero. Altogether this shows the following.
Theorem 3.7. There exists n0 such that for all n > n0, any test scheme using T tests
to identify defectives among n items with i.i.d. defective probability p = λ
lnn
and
T ≤ (1− ε) λ
λ+ ln2 2
n
for some constant ε independent of n must have error probability 1− o(1).
3.4 Conclusion and Open Questions
We have shown that for nonadaptive PGT in the regime that p = λ/ lnn (or
equivalently k = λn/ lnn),
min
(











are necessary (ε > 0). Fig. 3.1 shows a graphical comparison of the upper and lower
bounds.
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Figure 3.1: Comparison of upper and lower bounds for PGT in the regime where
k = λn/ lnn. The shaded region indicates the gap between the current upper and
lower bounds.
A natural next step would be to close this gap (Open Question 3.1). In the sparse
regime where k = O(nθ), more complex decodings known as DD and SPIV have been
shown to improve on the COMP decoding used in our upper bound [61, 34]. However,
the benefit seems to vanish as θ approaches 1, so this doesn’t seem to be a promising
approach. It’s also possible that an entirely different construction could yield a better
upper bound, but we are not aware of any plausible candidates; in other regimes
near-constant tests-per-item schemes are optimal.
Open Question 3.1. Can we tighten the upper and lower bounds on the necessary
number of measurements for PGT when p = λ
lnn
?
Conjecture 3.1. There exists n0 such that for all n > n0, any test scheme using
T tests to identify defectives in the PGT model among n items with i.i.d. defective











for some constant ε independent of n must have error probability 1− o(1).
In Conjecture 3.1, we propose that the lower bound should come up to meet the
upper bound obtained by the minimum of near-constant tests-per-item designs and
individual testing. This would imply that the exact point at which individual testing
becomes suboptimal is when p < (ln2 2)/ lnn. The main barrier to showing this
using the current method is that we are forced to work under the assumption that
the “Clean” subroutine used in the construction of W could be removing as many as
T = O(n) items. Intuitively, it seems like when T ≤ (1− ε)n the individual tests being
removed ought to be suboptimal anyways, but the problem is that every iteration
of the “Extract” subroutine deletes some items completely, potentially creating new
individual tests where they did not exist previously.
Another remaining question, given as Open Question 3.2, is to precisely determine
the constants for other regimes of the form k = n/poly(log n). We believe that the
same analysis we have applied to the asymptotic lower bound of Bay et al. [14] in
Section 3.3 should extend to these regimes as well. In fact, the problem is likely easier
in these regimes, because we no longer have to contend with a crossover point with
individual testing. More specifically, a key step in the lower bound is to upper bound
the number of items removed by the “Clean” subroutine by T (as every test removed
by this subroutine contains 0 or 1 items, and certainly at most T tests are removed
in total). When T = Θ(n) this could lead to the removal of most of the items, but
for T = o(n) the impact is much less significant. If the remainder of the argument
works out similarly to the k = λn/(lnn) case, then this difference would be enough
to make the lower bound meet with the near-constant tests-per-item upper bound
exactly. This motivates Conjecture 3.2.
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Open Question 3.2. Can we use the same techniques used for our lower bound in the
PGT model when p = λ
lnn
to give a lower bound on the constant term in the necessary
number of measurements for PGT when p = λ
lni n
for i > 1?
Conjecture 3.2. There exists n0 such that for all n > n0, any test scheme using
T tests in the PGT model to identify defectives among n items with i.i.d. defective
probability p = λ
lni n
where i > 1 with




for some constant ε independent of n must have error probability 1− o(1).
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CHAPTER 4
UNIVERSAL ONE-BIT COMPRESSED SENSING
Recovering a sparse signal from linear measurements is the setting of the well-
studied compressed sensing (CS) problem. In this chapter the measurement model
will be modified so that the linear measurement results are quantized to only a fixed
amount of information (as opposed to real values of arbitrary precision). From an
applied perspective, the addition of this quantization is very natural, as measurements
of a signal will always be quantized to some degree. atia In 1-bit compressed sensing
(1bCS), the focus of this chapter, linear measurements of a sparse vector are quantized
to only 1 bit indicating whether the measurement outcome is positive or not, and
the task is to recover the vector up to a prescribed error with minimum number
of measurements. Like with compressed sensing, the overwhelming majority of the
literature focuses on the nonadaptive setting for the problem, where the measurements
must be decided upon in advance. There is prior work in both the “universal” setting, in
which a single matrix must work for all vectors simultaneously, and the “non-universal”
setting, in which a new matrix is generated for each vector. Most of the results in this
chapter concern the universal setting, or the universal setting for a particular class of
signals (e.g. binary signals), but there are a few results for the non-universal setting
as well.
One of the ways to approximately recover a sparse vector from 1-bit measurements
is to first use a subset of measurements to identify the support of the vector. Next,
the remainder of the measurements can be used to approximate the vector within the
support. Note that this second set of measurements is also predefined, and therefore
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the entire scheme is still nonadaptive. This method appears in the universal matrix
designs of Gopi et al. [50] and Acharya et al. [2], for instance.
In this chapter we will explore a related but new idea for approximate recovery:
instead of using a subset of the measurements to recover the support exactly, we
propose using a (smaller) set of measurements to recover a superset of the support.
The remainder of the measurements can then be used to approximate the vector within
the superset. It turns out this idea which we call the “superset technique” leads to
a near optimal number of measurements for certain classes of signals. Additionally,
support recovery in 1bCS has seen a good deal of study on its own, and superset
recovery is a natural approximate version which merits investigation.
Organization
In Section 4.1, we examine some of the prior work in 1bCS, with a particular focus
on results in the universal setting. With this background, a high level overview of our
contributions to the area and how they fit in to the existing literature is presented in
Section 4.2. In Section 4.3 we cover some technical definitions needed for the remainder
of the chapter. The main results are presented in Section 4.4, where the superset
technique is used to derive upper bounds on the number of measurements needed for
universal approximate recovery of certain classes of signals. Some explicit constructions
for several related 1bCS problems are given in Section 4.5, before concluding with a
discussion of some remaining open problems in Section 4.6.
4.1 Related Work
While the compressed sensing framework was introduced in Donoho [40], it was
not until Boufounos [22] that 1-bit quantization of the measurements was considered
as well, to try and combat the fact that taking real-valued measurements to arbitrary
precision may not be practical in applications. Initially, the focus was primarily on
approximately reconstructing the direction of the signal x (the quantization does not
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preserve any information about the magnitude of the signal, so all we can hope to
reconstruct is the direction). However, Haupt and Baraniuk [52] first considered the
problem of support recovery, as opposed to approximate vector reconstruction, and
showed that O(k log n) measurements suffices to recover the support of a k-sparse
signal in Rn with high probability. This was subsequently shown to be tight with the
lower bound proven by Atia and Saligrama [11].
All the above results assume that a new measurement matrix is constructed for
each sparse signal, and success is defined as either approximately recovering the
signal up to error ε in the `2 norm (for the approximate vector recovery problem),
or exactly recovering the support of the signal (for the support recovery problem),
with high probability. Generating a new matrix for each instance is not practical
in all applications, which has led to interest in the “universal” versions of the above
two problems, where a single matrix must work for support recovery or approximate
recovery of all k-sparse real signals with high probability.















ments suffice for universal approximate recovery. The dependence on ε was then







by both Gopi et al. [50] and Jacques et al. [58],









measurements, demonstrating that their upper bound is nearly
optimal, depending on the relative sizes of k and ε.
Gopi et al. [50] also considered the problem of universal support recovery, and
showed that for that problem, O (k3 log n) measurements is sufficient. They showed as
well that if the entries of the signal are restricted to be nonnegative, then O (k2 log n)
measurements are sufficient for universal support recovery. The constructions of
their measurement matrices are based primarily on combinatorial objects, specifically
expanders (sparse graphs with a particular type of strong connectivity property) and
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Union Free Families (henceforth UFFs, these are families of sets where no union of
some smaller number of sets contains any other set).
Most recently, Acharya et al. [2] showed that a modified version of the UFFs used
in [50] called “Robust UFFs” (RUFFs) can be used to improve the upper bound on
universal support recovery to O (k2 log n) for all real-valued signals, matching the
previous upper bound for nonnegative signals, and showed this is nearly tight with a
lower bound of Ω (k2 log n/ log k) for real signals. They also improved the lower bound








Remark 1. In the work of Gopi et al. [50], a second algorithm (termed “S-approx”)
is provided for universal approximate recovery in addition to that mentioned above; this
second algorithm first recovers the support, then performs approximate recovery within








Similarly, the subsequent work of Acharya et al. [2] improved the results for support





measurements, and thus claimed that this would








In personal correspondence with Acharya et al. they have confirmed that this








samples in order to work universally. Furthermore, Acharya et al.
informed us of correspondence with Gopi et al., who confirmed the same error is present
in their algorithm. Thus, the correct sample complexity of this S-approx algorithm









, and the correct sample complexity of the









. Both are thus asymptotically








of the first algorithm of Gopi et al. [50] and the algorithm of Jacques et al. [58].
In tandem with the development of these theoretical results providing necessary
and sufficient numbers of measurements for support recovery and approximate vector
recovery, there has been a significant body of work in other directions on 1-bit
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compressed sensing, such as heuristic algorithms that perform well empirically, and
tradeoffs between different parameters. More specifically, Jacques et al. [58] introduced
a gradient-descent based algorithm for approximate recovery called Binary Iterative
Hard Thresholding (BIHT) which performs very well in practice; later, Li [65] gave
another heuristic algorithm which performs comparably well or better, and aims to
allow for very efficient decoding after the measurements are taken. Other papers such
as that of Slawski and Li [91] have studied the tradeoff between the amount of signal
quantization and the necessary number of measurements.
4.2 Results Overview
Our primary focus in this chapter is to introduce the “superset technique” which
relies on ideas from the closely related sparse recovery problem of group testing [44],
and explore which 1bCS problems this technique works well for. At a high level,
the technique works by first recovering a small superset of the true support, then
subsequently using Gaussian measurements to recover within that support. This
generalizes existing methods which first recover the support exactly, then use Gaussian
measurements to recover within that support. The problem of superset recovery
can also be viewed as an approximate version of support recovery, which is itself a
well-studied problem.
We will show in Theorem 4.7 that if we restrict slightly from the class of all real
signals to a smaller class including all nonnegative (and thus all binary) signals, we



















Acharya et al. [2] (though their method works for all real signals). For some values of
the allowable error parameter ε, the sample complexity of our method matches the best







. Certain barriers prevent us from employing
the superset technique in the most general setting of universal approximate recovery
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Table 4.1: Upper and Lower Bounds for 1bCS Problems with k-Sparse Signals
Problem UB Explicit UB LB
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∗Bound shown in this work.
†Bound matched in this work.
of all real vectors, but we will show that it can be used for non-universal approximate
recovery of real vectors in Section 4.5.2.
Aside from results using the superset technique, we also give some explicit construc-
tions for 1bCS problems. These constructions exploit the same connection between
group testing and 1bCS as the superset technique, as well as results of Porat and
Rothschild regarding weakly explicit constructions of Error-Correcting Codes (ECCs)
on the Gilbert-Varshamov bound [82].
The first, presented in Theorem 4.13, partially answers an open question posed by
Acharya et al. [2] by providing an explicit construction of matrices that can be used for
universal support recovery of all real vectors. The construction uses asymptotically no
more measurements than the best randomized constructions and takes time polynomial
in n, but exponential in k. We also give an explicit construction of a matrix for
non-universal support recovery using only O(k log n) rows in Section 4.5.2. To our
knowledge explicit constructions for non-universal support recovery have not seen
previous study. Furthermore, this result gives a single measurement matrix which
works for almost all vectors, as opposed to typical non-universal results which assume
the measurement matrix is generated anew for each signal vector.
The best known upper and lower bounds for the various compressed sensing
problems considered in this work are presented in Table 4.1.
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4.3 Definitions
It will often be convenient in this measurement model to be able to check whether
mx = 0, which cannot be verified with a single bit of information. Assuming sign
returns 1 for values ≥ 0 and −1 otherwise, we can however easily tell if mx = 0 by
checking if sign(mx) = sign(−mx). Thus for convenience, we will instead define
sign(x) =

1 x > 0
0 x = 0
−1 x < 0
,
even though this is technically a two-bit measurement. All of our results in this model
are asymptotic and will not depend on the particular constants involved, so they would
hold without loss of generality assuming we had access only to a one-bit measurement.









We will sometimes refer to constructions from group testing in our results. As in
previous chapters, we will use  to represent the group testing measurement between
a measurement vector and a signal vector. Specifically, for a measurement m of length
n and signal x of length n, m  x is equal to 1 if supp(m) ∩ supp(x) is nonempty,
and 0 otherwise. We will also make use of the “list-disjunct” matrices used in some
group testing constructions, first introduced by Indyk et al. [57].
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Definition 4.1. An m×n binary matrix M is (k, l)-list disjunct if for any two disjoint
sets S, T ⊆ col(M) with |S| = k, |T | = l, there exists a row in M in which some
column from T has a nonzero entry, but every column from S has a zero.
The primary use of such matrices is that in the group testing model, they can be
used to recover a superset of size at most k + l of the support of any k-sparse signal x
from applying a simple decoding to the measurement results M  x. We explain why
this is useful in the setting of 1bCS in Section 4.4.
In the following definitions, we write S for a generic set that is the domain of the
signal. In this chapter we consider signals with domain R,R≥0 (nonnegative reals),
and {0, 1}.
Definition 4.2. An m×n measurement matrixM can be used for Universal Support
Recovery of k-sparse x ∈ Sn (in m measurements) if there exists a decoding function
f : {−1, 0, 1}m → P([n]) such that f(sign(Mx)) = supp(x) for all x satisfying
||x||0 ≤ k.
Definition 4.3. An m × n measurement matrix M can be used for Universal ε-
Approximate Recovery of k-sparse x ∈ Sn (in m measurements) if there exists a
decoding function f : {−1, 0, 1}m → Sn such that




for all x with ||x||0 ≤ k.
4.4 Upper Bounds for Approximate Recovery
Here we present our main result, an upper bound on the number of measurements
needed to perform ε-approximate recovery universally within a large class of real
vectors that includes all binary vectors and all nonnegative vectors. The general
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technique will be to first use what are known as “list-disjunct” matrices from the
group testing literature to recover a superset of the support of the signal, then use
Gaussian measurements to approximate the signal within the superset. Because the
measurements in the second part are Gaussian, we can perform the recovery within
the (initially unknown) superset nonadaptively.
First, we need a lemma stating the necessary and sufficient conditions on a signal
vector x in order to be able to reconstruct the results of a single group testing
measurement m x using sign measurements. To concisely state the condition, we
introduce some notation: for a subset S ⊆ [n] and vector x of length n, we write x|S
to mean the restriction of x to the indices of S.
Lemma 4.1. Let m ∈ {0, 1}n and x ∈ Rn. Define S = supp(m) ∩ supp(x). If either
S is empty or S is nonempty and mTx 6= 0, we can reconstruct the result of the group
testing measurement m x from the sign measurement sign(mTx).
Proof. We observe sign(mTx) and based on that must determine the value of m x,
or equivalently whether S is empty or nonempty. If sign(mTx) 6= 0 then mTx 6= 0, so
S is nonempty and m x = 1. Otherwise we have sign(mTx) = 0, in which case we
must have mTx = 0. In this situation we predict mx = 0, which must be correct, as
we assumed that if S is nonempty then mTx 6= 0. Thus for x satisfying the outlined
condition we can reconstruct the results of a group testing measurement.
Note that the previous lemma does not allow us to reconstruct the result of a group
testing measurement in the case that m and x are orthogonal and S is nonempty; in
practice we cannot know in advance whether or not m and x are orthogonal in the
most general setting, so this result is primarily useful only in restricted settings when
we can guarantee in advance this condition will be satisfied.
For convenience, we use the following property to mean that a signal x has the
necessary property from Lemma 4.1 with respect to every row of a matrix M .
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Property 4.1. Let M be an m × n matrix, and x a signal of length n. Define
Si = supp(Mi) ∩ supp(x). For every row Mi of M , if Si is nonempty then MTi x 6= 0.
Corollary 4.2. Let M be a (k, l)-list disjunct matrix, and x ∈ Rn be a k-sparse real
signal. If Property 4.1 holds for M and x, then we can use the measurement matrix M
to recover a superset of size at most k+ l of the support of x using sign measurements.
Combining this corollary with results of De Bonis et al. [38], there exist matrices
with O(k log n
k
) rows which can be used to recover an O(k)-sized superset of the
support of x using sign measurements, provided x satisfies Property 4.1 with respect
to the matrix. These matrices do not work universally with respect to all real x, but
do work universally among all x satisfying the condition; some further discussion of
what types of signals this includes is postponed to Remark 2. Explicit constructions
of these list disjunct matrices which can be carried out in time poly(n, k) are known
as well, although they require O(k1+o(1) log n) rows [31].
The other result we need is one that tells us how many Gaussian measurements are
necessary to approximately recover a real signal using maximum likelihood decoding.
Similar results have appeared elsewhere, such as in Jacques et al. [58], but we include a
proof here for completeness. We start with a lemma that lower bounds the probability
that a single random measurement fully separates two radius δ balls around points x
and y, for which we will use the following facts.
Fact 4.3. For all x ∈ R, 1− x < e−x.
Fact 4.4. For all x ∈ [0, 1], cos−1(x) ≥
√
2(1− x).
Lemma 4.5. Let x and y be k-sparse unit vectors in Rn with ||x− y||2 > ε, and take
h ∈ Rn to be a random vector with entries drawn i.i.d. from N (0, 1). Write Bδ(x) for
the set {p ∈ Rn : ||x− p||2 ≤ δ}. Then







Proof. Define E to be the event above, that h fully separates Bδ(x) and Bδ(y). Note
that in order for E to occur, three things are necessary, which we will refer to as
E1, E2, and E3, respectively:
1. h separates x and y (i.e. sign(hTx) 6= sign(hTy)).
2. x is at least δ-far from the hyperplane with h as its perpendicular vector.
3. y is at least δ-far from the hyperplane with h as its perpendicular vector.
As h is chosen independently of x and y, we know Pr[E2] = Pr[E3]. Thus
Pr[E] ≥ Pr[E1 ∩ E2 ∩ E3] = 1− Pr[Ec1 ∪ Ec2 ∪ Ec3] ≥ 1− Pr[Ec1]− 2 Pr[Ec2].


























Next we turn to E2. If we set Y = 〈x,h〉||x||2||h||2 = 〈x,
h
||h||2 〉 (as x is a unit vector), Y
is simply the inner product of a uniformly random vector on an n − 1 dimensional
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sphere with a fixed unit vector. It is known that in this case, X = Y+1
2
is a random







. Then we have
Pr[Ec2] = Pr[|Y | ≤ δ]





















distribution, and the last inequality follows
because the width of the interval is δ and the mode of this distribution is 1
2
. Now we




































Now we can apply the following form of Stirling’s formula that holds for all n:
√

































Combining together, we have









Now suppose we have a cover of all k-sparse points on an n-dimensional sphere
by a δ-net such that each point is within distance δ of a net point. Then if any two
sparse points on the sphere are at distance at least ε from each other, the closest net
points to each one are at distance at least ε− 2δ from each other. If we can guarantee
that the δ-balls around every pair of points in our cover at distance at least ε′ = ε− 2δ
from each other are separated by some measurement, then we will know that any unit
vectors x and y at distance at least ε will have different measurement results; this is a
necessary and sufficient condition for universal ε-approximate recovery.
Lemma 4.6. Taking A ∈ Rm×n to have all entries drawn i.i.d. from N (0, 1) yields
a measurement matrix suitable for universal ε-approximate recovery of k-sparse unit






























Call the lower bound on the probability of two δ-balls of points at distance at
least ε being fully separated (computed in Lemma 4.5) pε,δ,k. For two particular net
points the probability of the bad event that their δ-balls are not fully separated by a
particular measurement is at most (1− pε′,δ,k). Since there are m such measurements
generated independently, the probability no measurement fully separates the δ-balls is
at most (1− pε′,δ,k)m.
We can then union bound over all pairs of net points, and the probability that the
























































Taking the log of both sides and using the inequality 1− ε
10
≤ exp(−ε/10) (Fact 4.3),
we have






































Combining this with Corollary 4.2 and the group testing constructions of De Bonis
et al. [38], we have the following theorem.
Theorem 4.7. Let M =
M (1)
M (2)
 where M (1) is a (k,O(k))-list disjunct matrix
with O(k log n
k





) rows that can be used








) rows. Let x ∈ Rn be a k-sparse signal. If Property 4.1 holds
for M (1) and x, then M can be used for ε-approximate recovery of x.
Remark 2. We note that the class of signal vectors x which satisfy the condition
in Theorem 4.7 is actually quite large, in the sense that there is a natural probability
distribution over all sparse signals x for which vectors violating the condition occur
with probability 0. The details are laid out in Lemma 4.15.
As special cases, we have upper bounds for nonnegative and binary signals. Since
we are recovering only the direction of the signal, the results for “binary” signals apply
equally well to any set of signals where all nonzero entries are equal.
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Corollary 4.8. Let M =
M (1)
M (2)
 where M (1) is a (k,O(k))-list disjunct matrix
with O(k log n
k





) rows that can be used








) rows. Let x ∈ Rn be a k-sparse signal. If all entries of x are
nonnegative, then M can be used for ε-approximate recovery of x.
Proof. In light of Theorem 4.7, we need only note that as all entries of M (1) and x
are nonnegative, Property 4.1 is satisfied for M (1) and x.
Corollary 4.9. Let M =
M (1)
M (2)
 where M (1) is a (k,O(k))-list disjunct matrix with
O(k log n
k




) rows that can be used for
ε-approximate recovery (with ε < 1/
√
k) within the superset as in Corollary 4.2, so M
consists of O(k log(n
k




) rows. Let x ∈ Rn be the k-sparse signal vector.
If all nonzero entries of x are equal, then M can be used for exact recovery of x.
Proof. Performing ε-approximate recovery using ε < 1/
√
k recovers the signal vector
exactly; this is because the minimum possible distance between any two k-sparse
vectors with all nonzero entries equal is 1/
√
k when the vectors are rescaled to unit
norm, as is done when computing the error of the prediction.
4.5 Explicit Constructions
4.5.1 Explicit Robust UFFs from Error-Correcting Codes
In this section we explain how to combine several existing results in order to
explicitly construct Robust UFFs that can be used for support recovery of real vectors.
This partially answers an open problem from Acharya et al. [2].
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Definition 4.4. A family of sets F = {B1, B2, . . . , Bn} with each Bi ⊆ [m] is an
(n,m, d, k, α)-Robust-UFF if |Bi| = d,∀i, and for every distinct j0, j1, . . . , jk ∈ [n],
|Bj0 ∩ (Bj1 ∪Bj2 ∪ · · · ∪Bjk)| < α|Bj0|.
Acharya et al. [2] show that nonexplicit (n,m, d, k, 1/2)-Robust UFFs exist with
m = O(k2 log n), d = O(k log n) which can be used to exactly recover the support of
any k-sparse real vector of length n in m measurements.
The results we will need are the following, where the q-ary entropy function Hq is
defined as
Hq(x) , x logq(q − 1)− x logq x− (1− x) logq(1− x).
Theorem 4.10 (Porat and Rothschild [82] Thm. 2). Let q be a prime power, m and
k positive integers, and δ ∈ [0, 1]. Then if k ≤ (1−Hq(δ))m, we can construct a q-ary
linear code with rate k
m
and relative distance δ in time O(mqk).
Theorem 4.11 (Acharya et al. [2] Prop. 17). Given a q-ary error correcting code with
rate r and relative distance (1− β), we can construct a (qrd, qd, d, 1, β)-Robust-UFF.
Theorem 4.12 (Acharya et al. [2] Prop. 15). If F is an (n,m, d, 1, α/k)-Robust-UFF,
then F is also an (n,m, d, k, α)-Robust-UFF.
By combining the above three results, we have the following.




) and d = O(k logn
α
) in time O((k/α)k).
Proof. First, we instantiate Theorem 4.10 to obtain a q-ary code C of length d with
q = O(k/α), relative distance δ = k−α
k
, and rate r = 1−Hq(δ) in time O(qk).
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Applying Theorem 4.11 to this code results in an (n,m, d, 1, β)-Robust-UFF F
where n = qrd, m = qd, β = 1 − δ. By Theorem 4.12, F is also an (n,m, d, k, βk)-
Robust UFF. Plugging back in the parameters of the original code,












βk = (1− δ)k =
(
1− k − α
k
)
k = k − (k − α) = α.
While the time needed for this construction is not polynomial in k as asked for in
Open Question 3 posed by Acharya et al. [2], this at least demonstrates that there exist
codes with sufficiently good parameters to yield Robust UFFs with m = O(k2 log n).
4.5.2 Non-Universal Approximate Recovery
Instead of requiring our measurement matrices to be able to recover all k-sparse
signals simultaneously (i.e., to be universal), in this section we will require only that
they are able to recover “most” k-sparse signals. Specifically, we will assume that the
sparse signal is generated in the following way: first a set of k indices is chosen to
be the support of the signal uniformly at random. Then, the signal is chosen to be
a uniformly random vector from the unit sphere on those k indices. We relax the
requirement that the supports of all k-sparse signals can be recovered exactly (by some
decoding) to the requirement that we can identify the support of a k-sparse signal
with probability at least 1− δ, where δ ∈ [0, 1). Note that even when δ = 0 this is a
weaker condition than universality, as the space of possible k-sparse signals is infinite.
Atia and Saligrama [11] showed that a random matrix construction using O(k log n)
measurements suffices to recover the support with error probability approaching 0
as k and n approach infinity. The following theorem shows that we can explicitly
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construct a matrix which works in this setting, with asymptotically the same number
of measurements.
Theorem 4.14. We can explicitly construct measurement matrices for Support Recov-
ery (of real vectors) with m = O(k log n) rows that can exactly determine the support
of a k-sparse signal with probability at least 1−O(1/k), where the signals are generated
by first choosing the size k support uniformly at random, then choosing the signal to
be a uniformly random vector on the sphere on those k coordinates.
To prove this theorem, we need a lemma which explains how we can use sign
measurements to “simulate” group testing measurements with high probability. Both
the result and proof are similar to Lemma 4.1, with the main difference being that
given the distribution described above, the vectors violating the necessary condition
in Lemma 4.1 occur with probability 0 and so can be safely ignored. For this lemma,
we do not need the further assumption made in Theorem 4.14 that the distribution
over support sets is uniform.
Lemma 4.15. Suppose we have a measurement vector m ∈ {0, 1}n, and a k-sparse
signal x ∈ Rn. The signal x is generated randomly by first picking a subset of size k
from [n] (using any distribution) to be the support, then taking x to be a uniformly
random vector on the sphere on those k coordinates. Then from sign(mTx), we can
determine the value of m x with probability 1.
Proof. We assume without loss of generality that x is supported on the first k
coordinates; the remainder of the argument does not depend specifically on the
choice of support, so this is purely for notational convenience. If sign(mTx) 6= 0, then
immediately we must have m x = 1, as mTx 6= 0.
Otherwise if sign(mTx) = 0, we must have mTx = 0. This leaves two cases: either












Let z be a random vector formed by a two-stage process: first, using the same
distribution as that used to determine the support of x, randomly choose a support for
z. Second, within that support draw k variables Zi ∼ N (0, 1) to be the k coordinates,
and finally rescale so that ||z||2 = 1. It is well-known that the distribution of such z is
identical to the distribution of x, thus the probability that z is orthogonal to m is
the same as the probability that x is orthogonal to m. We proceed by showing the
probability z is orthogonal to m is 0.















Thus in order for z to lie in the nullspace of m, it is necessary that Z1 takes a specific
value determined by the other k − 1 Zi; as Z1 is drawn independently of the other
Zi and from a continuous distribution, this happens with probability 0. We conclude
that the same is true for x, and thus when sign(mTx) = 0 we assume that m x = 0,
and are correct with probability 1.
As the above argument works with probability 1, we can easily extend it to an
entire measurement matrix M with any finite number of rows by a union bound, and
recover all the group testing measurement results M  x with probability 1 as well.
This means we can leverage the following result of Inan and Ozgur [56]:
Theorem 4.16 (Inan and Ozgur [56] Thm. 2). When x ∈ {0, 1}n is drawn uniformly
at random among all k-sparse binary vectors, there exists an explicitly constructible
group testing matrix M with m = O(k log n) rows which can exactly identify x from
observing the measurement results M  x with probability at least 1−O(1/k).
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Combining this with the lemma above, we can use the matrixM from Theorem 4.16
with m = O(k log n) rows (now representing sign measurements) to exactly determine
the support of x with probability at least 1 − O(1/k); we first use Lemma 4.15 to
recover the results of the group testing tests M  x with probability 1, and can then
apply the above theorem using the results of the group testing measurements.
We can also use this construction for approximate recovery rather than support




) rows of Gaussian measurements
to M , first recovering the exact support, then doing approximate recovery within that




) rows for non-universal
approximate recovery of real signals, where the top portion is explicit.
4.6 Conclusion and Open Questions
In this chapter we investigated a variety of problems under the umbrella of one-bit
compressed sensing, focusing mostly on the universal or zero-error setting. Our main
contribution was the “superset technique,” where we perform approximate recovery
by first recovering a superset of the support, then performing recovery within that
superset. For nonnegative and binary signals, our method matches the best-performing
schemes for approximate recovery in terms of asymptotic measurement complexity.
We also showed that our superset technique performs well non-universally for real
vectors, but were ultimately unable to extend it to work universally for all real vectors.
This motivates Open Question 4.1.
Open Question 4.1. What is the correct measurement complexity for universal
ε-approximate recovery of all real vectors in the 1bCS model?







measurements, by using an all Gaussian




) [2]. For a
while there seemed to be some improvements to the upper bound, by first recovering
the support using combinatorial matrices that don’t depend on ε, then performing
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approximate recovery within that support, reducing the dependence on ε. As was
explained in Remark 1 this turned out to be an error – in the universal setting it
actually takes asymptotically as many measurements to do approximate recovery
within the k-sized support as it does to simply do approximate recovery on the whole
signal. After correcting for this, there has been no improvement to the upper bound
is some time, leading us to propose Conjecture 4.1.









It has been known for some time that such a lower bound holds for an all Gaussian
matrix [58], so proving this conjecture amounts to showing that no other type of
measurement matrix can outperform an all Gaussian one.
There is also still a gap between the upper and lower bounds for universal support
recovery of real vectors: it can be done in O(k2 log n) measurements, while the lower
bound is O(k2 log n/ log k) [2]. Open Question 4.2 is to close this gap.
Open Question 4.2. What is the correct measurement complexity for universal
support recovery of all real vectors in the 1bCS model?
We note that both the upper and lower bounds for this problem are identical
to those for the very closely related problem of combinatorial group testing (since
the vectors in group testing are binary, support recovery and vector recovery are
equivalent). As the log k gap between the group testing upper and lower bounds has
persisted for quite a long time, resolving this question for 1bCS support recovery may
be similarly difficult.
Separate from its use in approximate recovery, the problem of superset recovery in
the 1bCS model seems interesting in its own right, as an approximate version of the
support recovery problem. As we have seen in this chapter, in the combinatorial group
testing model recovering a superset of the support really is easier than recovering
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the support exactly, and can be done with about a factor of k less measurements
(O(k log n
k
) vs. O(k2 log n
k
)). We showed the same is true in the 1bCS model for a
restricted set of vectors, namely all vectors which aren’t orthogonal1 to any rows of
the measurement matrix. The constructions we borrowed from group testing don’t
seem especially well-suited for universal superset recovery of real vectors, but Open
Question 4.3 asks whether some other type of measurement matrix might work.
Open Question 4.3. Does recovering an O(k)-sized superset of the support universally
for real vectors in the 1bCS model require asymptotically less measurements than
recovering the support exactly?
Finally turning to explicit constructions of measurement matrices, we gave some
results in Section 4.5 showing that for universal support recovery we can have explicit
matrices with asymptotically no more measurements than the best-known random-
ized constructions. Our construction requires time polynomial in n, but still with
exponential dependence on k; improving this further to matrices constructible in time
poly(n, k) would be of interest. For universal approximate recovery, on the other hand,
no explicit constructions are known. Giving explicit constructions for this problem is
the topic of Open Question 4.4.
Open Question 4.4. Can we give explicit (i.e. constructible deterministically in
time poly(n)) constructions of matrices for ε-approximate recovery in the 1bCS model?
What about in time poly(n, k)?
1Technically the vectors may even be orthogonal, as long as the restriction of the signal vector




INDEX CODING FOR HIGHLY STRUCTURED GRAPHS
Informally, index coding is a problem of designing transmission schemes for a
broadcaster to be able to transmit information out to a set of clients who cannot
communicate with each other, but may already possess some of the information
desired by other clients (the “side information.”) This allows for the possibility of
using techniques from source coding. In this chapter we will focus on approximating
the minimum number of transmissions in terms of properties of the “side information
graph” which fully determines the structure of the index coding problem. In particular
we aim to approximate the “absolute” or “alphabet-independent” index coding rate, a
theoretically attractive quantity that abstracts away some details of the transmission
scheme such as alphabet size. In order to rigorously define this quantity which
underpins all our results as well as many relevant results in the literature, we begin
with a more rigorous definition of the index coding problem.
Suppose we have a set C = {1, 2, . . . , n} of clients which we refer to simply
by number, and each client desires the corresponding message from the set P =
{p1, p2, . . . , pn}, where each message pi belongs to an alphabet Σ with |Σ| = q.
Additionally, each client i has access to a subset of P termed their side information
Γi ⊆ P . The (directed) side information graph of the index coding instance is
defined to be the graph G with vertices v1, v2, . . . , vn corresponding to clients, and edges
(vi, vj) whenever pj ∈ Γi; this graph fully specifies the index coding instance. The goal
of index coding is for a broadcaster to transmit l messages from Σ simultaneously
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to all clients so that every client i can reconstruct pi as a function of Γi and the l
messages sent by the broadcaster.
Specifically, an index coding scheme in l rounds is specified by:
• An encoding function f : Σn → Σl which the broadcaster uses to encode P into
the l transmissions it will broadcast.
• A decoding function for each client gi : (Σl × Σ|Γi|) → Σ specifying how they
will map the l broadcaster transmissions and their side information together to
an output.
If the scheme is a valid solution, then each decoding function gi must satisfy
gi(f(P ),Γi) = pi
for every possible value of P ∈ Σn.
The minimal number of rounds needed to obtain a solution also depends on q,
the size of the alphabet Σ. Define Indq(G) to be the minimum number of rounds l
such that a solution exists on G in l rounds over an alphabet Σ of size q. Then the
(absolute) index coding rate or the broadcast rate of the side information graph




Some special types of index coding scheme merit attention before we continue
further. Suppose Σ = Fm and the encoding function is linear over F. If m = 1 and
the broadcaster sends only linear combinations of the messages pi ∈ F, the scheme
is called scalar linear. For m > 1, if the broadcaster is allowed to break up the
messages in Fm into smaller packets in F and transmit linear combinations of the
packets, the scheme is called vector linear. All scalar linear schemes are also vector
linear schemes. If a scheme is not vector linear, it is called nonlinear.
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We allow for the possibility that for vector linear schemes the number of “rounds”
as defined above in a solution is non-integral, if it suffices to transmit fewer packets
from F than what is necessary to form an entire symbol of Fm. Specifically, for vector
linear schemes the encoding function consists of l different functions (one for each
packet) fj : (Fm)n → F, j = 1, 2, . . . , l, where each function is an F-linear combination
of the arguments. In this case, the number of rounds is taken to be l
m
, as each encoding
function outputs a symbol of F rather than a symbol of Fm. Nonlinear schemes can
similarly use a non-integral number of rounds, though have no restrictions on the
linearity of the encoding functions.
We will compare the quality of our solutions to that of the best possible nonlinear
scheme, although all our schemes are in fact vector linear.
Organization
In Section 5.1, we discuss the existing literature regarding index coding, with a
particular focus on results involving the index coding rate attainable by nonlinear
schemes. We then briefly introduce the special graph types we will focus on and outline
our high level contributions in Section 5.2. Section 5.3 covers technical prerequisites
needed to state and prove our main results, following which the main results for
specific graph families are presented in Section 5.4 without proof. These results
are mostly corollaries of more technical but also more general bounds in terms of
specific graph parameters; these bounds and their proofs are given in Section 5.5.
We conclude in Section 5.6 with some discussion of remaining open questions and
potential improvements to our results.
5.1 Related Work
Without any restriction on the graph G or the encoding function, no bounded
time algorithm is known for finding Ind(G) exactly, as little is understood about how
large of a value of q might be needed to attain the infimum in Eq. (5.1); even a
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superexponential-time algorithm to compute Ind(G) would be of interest. This is in
contrast to the scalar linear case, where Bar-Yossef et al. [12] showed that with fixed
alphabet size the broadcast rate is known to be equal to another graph parameter
called “minrank.” Minrank is defined as the minimum rank of a matrix (with entries
from the same field as the alphabet) with 0s everywhere the adjacency matrix of G
does not have edges, and nonzeros on the diagonal (entries where the adjacency matrix
of G has edges can be arbitrary). It is known that minrank can be computed in NP.
The best known approximation factor in general is O(n log logn
logn
) shown by Blasiak
et al. [18]. This barely improves upon the trivial factor n approximation obtained
by broadcasting each client’s message individually. The same work explains that for
undirected graphs, Ramsey-theoretic results of Boppana and Halldòrsson [21] imply
an O(n/ log n)-approximation.
In the negative direction, it has been shown that finding any constant-factor
approximation of Ind(G) in general is at least as hard as some well-known open
problems in graph coloring [63]. It is also known that at least for some graphs, linear
schemes cannot yield good approximations: Lubetzky and Stav [69] showed there exist
graphs where nonlinear schemes can achieve rates of O(nε) while the best scalar linear
schemes must transmit Ω(n1−ε) messages for any ε > 0. Blasiak et al. [17] showed a
similar but weaker polynomial separation between vector linear and nonlinear index
coding schemes. These difficulties motivate our decision to restrict the side information
structure to some specific type of graph, and attempt to exploit its properties to attain
better approximations than what are possible in general.
For perfect graphs (a family of graphs which will be defined in Section 5.3 and
contains all bipartite graphs), it has been known for some time that the index coding
rate can be computed exactly, as it is sandwiched between two graph parameters that
are equal [12]. For more general classes than this, exactly computing the broadcast
rate seems too much to ask, and we seek instead to approximate it as best as possible.
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One such class of graphs for which better results are known than the general case
are graphs with small, fixed minrank (which recall is equal to the scalar linear index
coding rate); while small minrank implies a good scalar linear scheme must exist,
finding such a scheme is still nontrivial. Assuming the minrank of the graph is known
to be k, Chlamtáč and Haviv [32] give a scalar linear scheme with an approximation
factor of n1−εk , εk → 0 as k →∞, which can be computed in polynomial time.
Another natural family of graphs which has been considered previously is planar
graphs. Arbabjolfaei and Kim [8] show a simple 4-approximation of Ind(G) for
undirected planar graphs; this was later improved by Mazumdar et al. [76] to a
2-approximation of Ind(G) for undirected planar graphs. In the even more restricted
outerplanar case, the scalar linear index coding rate with a fixed-size alphabet was
studied by Berliner and Langberg [15] and shown to be equal to the size of the
minimum clique cover of G. The nonlinear rate in the outerplanar case has not been
studied beyond the known results for planar graphs.
The main technique used by recent results to approximate Ind(G) for planar graphs
is to exploit the “dual” relationship between Ind(G) and another, easier to approximate
quantity called the storage capacity, or Cap(G), which was introduced by Mazumdar
[74]. The relationship between these quantities was used in a subsequent work to show
some lower bounds on Ind(G) for very restricted graph classes such as odd cycles [76].
We will make use of this general technique as well, and will define Cap(G) formally
and explore its relationship with Ind(G) further in Section 5.3.2.
5.2 Contributions
All our contributions consist of (vector linear) index coding schemes, in various set-
tings, as opposed to lower bounds on Ind(G). Additionally, all our schemes correspond
to solutions of particular linear programs, which will be described in more detail in
Sections 5.3 and 5.4. We have chosen to focus specifically on undirected graphs, both
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for the sake of simplicity and for parity, as one family we consider (disk graphs) has
no directed analogue.
Continuing the line of work initiated by Mazumdar et al. [76], we generalize beyond
the case of undirected planar graphs to any undirected graph with small chromatic
number. We prove new bounds on Cap(G) and Ind(G) that recover the previous
results for planar graphs, give superior results for 3-colorable graphs, and also give
constant-factor approximations for graphs with constant chromatic number > 4. The
techniques used for these types of graph and the barriers to progress that arise give
insight about other cases as well; as evidence of this, we use some of the same bounds
used to prove results about k-colorable graphs in order to improve the best known
approximation of Ind(G) for undirected graphs with o(n2) edges.
The other main graph class we consider is more practically motivated. If our graph
arises from thresholding the latencies between pairs of servers to 0 or 1, and these
latencies roughly correspond to physical distances between servers in the real world,
then we should expect two servers that are physically close to have an edge between
them, and two servers that are far apart to not have an edge between them. This is
very close to the notion of a “unit disk graph,” which is a graph formed by placing
points in the plane that correspond to the vertices, and having an edge between two
vertices whenever the corresponding points are less than some distance apart (we
define this more formally in the next section).
These graphs are thought to be good approximations of certain kinds of real-world
networks, and in particular have seen widespread use in the area of scheduling problems
for broadcast networks [51, 53]. In this setting there are many broadcasters which
each have some radius in which they broadcast, and we may wish to, for instance,
assign frequencies to each broadcaster so that no two broadcasters in the same area
are broadcasting on the same frequency. This can be viewed as a coloring problem on
87
a disk graph, where colors correspond to frequencies, and broadcasters correspond to
vertices.
There are also prior examples of hard problems which are very difficult to approxi-
mate for general graphs, but for which good approximations exist when restricting
to unit disk graphs; for example, it is well-known that maximum independent set
on arbitrary graphs cannot be approximated within any constant factor in polyno-
mial time (assuming P 6= NP), but when restricting to unit disk graphs there is a
polynomial time approximation scheme [54]. We show improvements over the general
approximation of Cap(G) for a superclass of unit disk graphs, as well as constant-factor
but potentially inefficient approximations of Ind(G) for unit disk graphs, which can
be made efficient in some special cases.
5.3 Prerequisites
We first cover some general graph-theoretic definitions in Section 5.3.1, which
are mostly routine except perhaps for definitions of fractional maximum matching,
fractional vertex cover, and disk graphs. In Section 5.3.2 we rigorously define the
storage capacity of a graph and explain its dual relationship with the index coding
rate. We then introduce the main LPs we will use to approximate the capacity and
index coding rate and some bounds associated with their solutions in Section 5.3.3.
5.3.1 Graph-Theoretic Preliminaries
For a graph G, we write N(v,G) ⊆ V (G) \ {v} to denote the set of out-neighbors
of v ∈ V . When the graph is clear from context, we shorten this to N(v). G denotes
the complement of G, the graph with the same vertex set as G but the complementary
edge set. Given a graph G and a subset of vertices V ′ ⊆ V (G), we write G|V ′ to
mean the subgraph of G induced on V ′. We write α(G) for the size of the maximum
independent set of G, i.e., the size of the largest set V ′ such that G|V ′ is edgeless.
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Many of our results give approximations with quality depending on the chromatic
number χ(G), the minimum number of colors needed to color the vertices of G such
that no two adjacent vertices have the same color (such a coloring is called a “proper
coloring”). A few results depend also on the size of the largest clique (complete
subgraph) in G, the clique number written ω(G).
A planar graph is a graph with an embedding into the plane such that no two
edges cross. An outerplanar graph is a planar graph, with the additional restriction
that it has an embedding into the plane such that all vertices lie on the exterior face of
the graph (i.e., a drawing exists with no vertex enclosed by edges). A perfect graph
is a graph with the property that for every induced subgraph G ′, ω(G ′) = χ(G ′). This
class includes all bipartite graphs, and it is also known that the complement of every
perfect graph is perfect.
Another type of graph we consider are “disk graphs,” often thought to be good
models of real-world networks where connections between nodes are based on their
proximity in some metric. Disk graphs are a special case of geometric intersection
graphs; these are the graphs which can be formed by placing shapes of some fixed type
in the plane (or sometimes a higher dimensional space), then associating each shape
with a vertex, and defining two vertices to have an edge whenever their corresponding
shapes overlap or touch at a single point. Any layout of shapes in the plane which
corresponds to a specific graph G in this way is called a geometric representation of
G. Whenever a graph has such a geometric representation, we say it is an intersection
graph.
We say a graph is a disk graph if it has a geometric representation consisting only
of circles, but of possibly varying radii. In a unit disk graph or UDG, we further
require that all such circles have unit radius, i.e., radius 1. We will even consider a
special case of unit disk graphs, introduced by Hunt et al. [54], called λ-precision
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unit disk graphs, which are those unit disk graphs for which there exists a geometric
representation where every pair of disk centers is distance at least λ from one another.
We say a subset V ′ ⊆ V (G) of vertices is a vertex cover of G if every edge of the
graph includes some vertex in V ′. We denote by VC(G) the minimum size of all such
covers. We can relax the notion of a vertex cover to the following LP, of which we
refer to the solution as the minimum fractional vertex cover, with value FVC(G):
min




s.t. xu + xv ≥ 1 for every edge (u, v) ∈ E(G)
0 ≤ xv ≤ 1 ∀v ∈ V (G).
A matching E ′ ⊆ E(G) in a graph G is a subset of edges with the property that
no vertex of G is adjacent to more than one edge of E ′. We write MM(G) for the size
of the maximum matching of G. Similar to vertex cover, we can relax this notion to
the following LP for fractional maximum matching, the optimal value of which









ye ≤ 1 ∀v ∈ V (G)
0 ≤ ye ≤ 1 ∀e ∈ E(G).
It is well-known that this is the dual LP to that for fractional vertex cover, and thus
by duality we have for any graph FMM(G) = FVC(G).
5.3.2 Storage Capacity and Duality with Index Coding Rate
It will be useful for us to consider another graph parameter which turns out to be
closely related to the index coding rate, called the storage capacity of the graph,
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or Cap(G). Informally, the storage capacity is the maximum size of a particular kind
of error-correcting code on G in which each vertex stores a symbol from Fq. This
code must have the property that if any single vertex fails (in a detectable way) and
its data becomes inaccessible, the q-ary symbol stored at it can be recovered as a
function of only that vertex’s neighbors in the graph. Thus if the graph is complete,
this reduces to the notion of a single-erasure correcting code, as then there are no
restrictions on which locations can be accessed to recover.
Formally, we say a set of codewords C ⊆ Σn is a recoverable distributed storage
system code (RDSSC) for the graph G with |V (G)| = n over alphabet Σ, |Σ| = q,
if there exist decoding functions gi : Σ|N(vi)| → Σ, i = 1, 2, . . . , n such that for any
codeword X = (X1, X2, . . . , Xn) ∈ C, gi({Xj : j ∈ N(vi)}) = Xi for all i. We are
primarily interested in the question of how large any such code can be over some
particular network; the storage capacity is defined as
Capq(G) = maxC
C is a q-ary RDSCC for G
logq |C|, (5.2)




Mazumdar [74] proves the somewhat unexpected dual relationship between the
storage capacity and the index coding rate for G with |V (G)| = n:
Cap(G) = n− Ind(G). (5.4)
Thus finding either the index coding rate or the storage capacity exactly is equivalently
hard, though there is no reason to expect the two to be equally hard to approximate,
and indeed it seems generally that Ind(G) is much harder to approximate than Cap(G).
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We will see later on that we are sometimes able to exploit the relationship between
these two quantities to give guarantees about the quality of certain approximations – in
particular leveraging bounds on Cap(G) to get at the otherwise difficult to approximate
Ind(G).
Mazumdar [74] also shows that Cap(G) is sandwiched between the size of the
maximum matching of G and the minimum vertex cover of G:
MM(G) ≤ Cap(G) ≤ VC(G),
and this fact is used in the subsequent work by Mazumdar et al. [76] to prove their
results for planar graphs. Since taking one vertex from each edge in a maximal
matching yields a feasible vertex cover, these two quantities are at most factor 2 apart.
This means we have a simple 2-approximation of Cap(G) for any graph by computing
the size of a maximal matching (note this need not be a maximum matching, any
maximal matching will do). Thus when we try to approximate Cap(G) for restricted G,
we are primarily interested in improving on the 2-approximation, whereas for Ind(G),
almost any nontrivial approximation is of interest.
5.3.3 LPs Used for Approximations
The primary quantity we will use to approximate the storage capacity of a graph is
the maximum fractional clique packing of G, an LP relaxation of clique packing
in which we try to pack as many large cliques within G as possible. Specifically, we










xC ≤ 1 ∀v ∈ V (G)
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0 ≤ xC ≤ 1 ∀C ∈ K.
Note that in general we may not be able to compute the solution to this LP efficiently
without a bound on the size of the largest clique in G, as there may be exponentially
many constraints. The main reason FCP(G) proves useful as an approximation of
Cap(G) is due to the bound
FCP(G) ≤ Cap(G)
shown by Mazumdar et al. [76]. For approximating the index coding rate of G rather
than the capacity, we will use the complementary quantity FCC(G), the size of the
minimum fractional clique cover of G, where we instead seek to use as few cliques
as possible in order to cover every vertex of G by some clique. This quantity is equal









yC ≥ 1 ∀v ∈ V (G)
0 ≤ yC ≤ 1 ∀C ∈ K.
It is a simple exercise to see that FCC(G) = n− FCP(G), so we will sometimes use
these two notations interchangeably depending on what is most convenient. The above
relationship between FCP(G) and Cap(G) also immediately yields the upper bound
Ind(G) ≤ FCC(G), (5.5)
which has been known for some time in the index coding literature [18].
As a brief demonstration of the utility of the tools we have developed in this
section, we can demonstrate how to find Ind(G) exactly if G is perfect. If G is perfect,
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then G is perfect also, so if we write CC(G) for the minimum integral clique cover of
G, we have
ω(G) = α(G) ≤ Ind(G) ≤ FCC(G) ≤ CC(G) = χ(G), (5.6)
and the leftmost and rightmost terms are equal as G is perfect. While both ω(G) and
χ(G) are NP-hard to compute in general, we can instead compute any other quantity
sandwiched between them such as the Lovász theta function θ(G) [68], which is the
solution to a particular semidefinite program and thus can be computed efficiently.
5.4 Results Overview
Most of the results in this chapter do not depend fundamentally on the graph
family, but rather exploit the fact that certain graph families have tighter bounds on
parameters such as chromatic number than the general case. In this section we state
our results for the special graph families we are most interested in and omit proofs;
the most general versions of these results are given and proven in Section 5.5.
At a high level, the common technique used in these results which was developed
by Mazumdar [76] and Mazumdar et al. [74] is to employ the (relatively) easy-
to-compute quantity FCP(G) as an approximation of Cap(G), and similarly to use
n− FCP(G) = FCC(G) as an approximation of Ind(G). The main challenge comes in
proving the quality of these approximations. Table 5.1 summarizes the state-of-the-art
bounds for the main graph families considered in this chapter. We reiterate that all
results assume the graph is undirected.
5.4.1 Results for Graphs with Small Chromatic Number
Many of the results of Mazumdar et al. [76] are aimed at approximating Cap(G)
and Ind(G) in the case that G is planar, often by exploiting the 4-colorability of planar
graphs. Here we generalize these ideas further to the case that G is k-colorable for
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Table 5.1: Best Approximations of Ind(G) and Cap(G) for Undirected G
Graph Type UB for Cap(G)/FCP(G) UB for FCC(G)/ Ind(G)


















O(n/ log n) [18]




∗Bound proved in this work.
∗∗Bound in this work improves previous best bound by a constant factor.
some k. Our first result generalizes their 3
2
-approximation of Cap(G) for planar G to a
(2− 2
k
)-approximation when G is k-colorable.






Similarly, Mazumdar et al. [76] presents a 2-approximation of index coding rate
for planar graphs. By generalizing their bound to exploit k-colorability instead of
4-colorability we immediately obtain an approximation for k-colorable graphs, but the
quality of this bound scales poorly with k. However, we can use a different technique
to show FCC(G) is a k
2
-approximation for k-colorable G.







5.4.2 Results for Sparse Graphs
Many of our results, especially for approximating Ind(G), rely on the fact that graph
families with small chromatic number always contain a relatively large independent
set. This fact combined with the chain of inequalities α(G) ≤ Ind(G) ≤ FCC(G)
and bounds on FCC(G) is often enough to give good results in the special cases we
consider. The following theorem attempts to generalize this idea as much as possible,
by using Turán’s theorem to guarantee the existence of a large independent set in any
sufficiently sparse graph. If we restrict back to the planar or outerplanar case, this
result is weaker than the other more specialized results.















5.4.3 Results for Disk Graphs
As mentioned previously, the other main graph family we will consider are the
disk graphs, and in particular unit disk graphs. The primary difficulty with this
graph family which does not occur in the case of small chromatic number or sparse
graphs is that disk graphs may be very dense and contain cliques of arbitrarily large
size, which means that in general they do not have linear-sized independent sets. If
α(G) is very small, then the lower bound α(G) ≤ Ind(G) becomes very weak, and
approximating Ind(G) becomes difficult. The situation is better for approximating the
storage capacity, since the corresponding inequality is Cap(G) ≤ n− α(G), meaning
when α(G) is very small Cap(G) is easy to approximate. We use this idea along with
some facts about disk graphs to get the following approximation guarantee.







When G is a disk graph or even a unit disk graph, it becomes increasingly difficult
to approximate Ind(G) using preexisting methods as G contains larger and larger
cliques. If we are willing to tolerate superpolynomial running time (which may be
reasonable, as finding Ind(G) exactly is not even known to be in NP), we can use
a result of Chalermsook and Vaz [26] along with some results from the disk graph
literature to obtain the following approximation.




and furthermore we can find an index coding scheme with this approximation factor in
time polynomial in nω(G).
Hunt et al. [54] introduced a special case of unit disk graphs called “λ-precision
unit disk graphs.” These are unit disk graphs with the additional constraint that the
centers of every pair of disks are at distance at least λ from each other, which may
be a reasonable constraint in some real-world scenarios. This allows us to prove a
bound on the clique number in terms of λ, which we can translate into a guarantee of
polynomial running time for the approximation in the previous theorem when λ is
sufficiently small.




and furthermore we can find an index coding scheme with this approximation factor in
time polynomial in nO(1/λ2).
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5.5 Proofs for Index Coding Rate Approximations
In this section we prove the results of Section 5.4. Typically we will do so
by establishing a more general result, from which we just need to plug in certain
parameters of the graph family in question to obtain the more specific statement. To
begin we consider bounds which exploit the graph having small chromatic number.
5.5.1 Bounds Using Chromatic Number
Mazumdar et al. [76] prove several results showing constant-factor approximations
for both storage capacity and index coding rate in planar graphs. For the most part,
these results depend not specifically on the planarity, but on the small chromatic
number of the graph in question, as well as the chromatic number of the subgraph
induced by removing a maximal set of triangles. In particular, the techniques used to
show a constant-factor approximation of Ind(G) for planar graphs depend not only
on the 4-colorability of planar graphs, but also on the 3-colorability of triangle-free
planar graphs. Here we generalize and extend these techniques to give approximations
in terms of the chromatic number of the graph.
To begin, the same argument used by Mazumdar et al. [76] to show clique packing
is a 3
2
-approximation of Cap(G) for planar graphs easily extends to show Theorem 5.7;
we reproduce essentially the same proof for completeness, as some of the intermediate
steps will be useful in subsequent results. We will also make use of the fact, noted
previously by Mazumdar [74], that Cap(G) ≤ VC(G), the size of the minimum vertex
cover.
Theorem 5.7. Let G be a graph, T be the vertices of a maximal set of t = |T |
3
vertex-
disjoint triangles in G, and G ′ = G|V (G)\T . Suppose the minimum vertex cover of G ′




2t+ kl/(2l − 2)
. (5.13)
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Proof. To start, we have the upper bound Cap(G) ≤ 3t+k, by using the trivial bound
Cap(G|T ) ≤ |V (G|T )| on the set of triangles, and the vertex cover bound Cap(G ′) ≤ k
on the remainder of the graph. We have also a lower bound FCP(G) ≥ 2t+ FCP(G ′),
by including each triangle in T in the fractional clique packing (i.e., setting the
corresponding variable to 1), then using the optimal packing on G ′.
Then as G ′ is triangle-free, the maximum fractional clique packing is just a
maximum fractional matching, which is equal to the minimum fractional vertex cover
by duality. So to conclude, we need only bound the integrality gap of vertex cover
on G ′. Suppose we have a fractional vertex cover with variables xv1 , . . . , xvn . Vertex
cover is 1
2
-integral, so assume all xvi ∈ {0, 12 , 1}, and as it is a fractional vertex cover, if
(vi, vj) is an edge, then xvi + xvj ≥ 1. G ′ is l-colorable by assumption, so let I1, . . . , Il











First note that if l = 1, there are no edges, so the integrality gap of vertex cover is
1. Otherwise, we construct an integral vertex cover yv1 , . . . , yvn as follows: if xvi is
integral, then yvi = xvi . Otherwise, if xvi =
1
2
and vi ∈ I1, we set yvi = 0, and if xvi = 12
but vi 6∈ I1, we set yvi = 1. This is a vertex cover, because the only rounded-down
variables were those xvi with vi ∈ I1, and the other endpoint of any edge with vi must
be in I2 ∪ · · · ∪ Il, as the partition corresponds to a proper coloring. I1 comprises at
least a 1
l
-fraction of the rounded variables, so we rounded at most an l−1
l
-fraction of















FCP(G) ≥ 2t+ FCP(G ′) ≥ 2t+ l
2l − 2
· k.




2t+ (l/(2l − 2)) · k
.
This bound itself will be useful for proving further bounds, but also immediately
provides a guarantee on the approximation quality of FCP(G) for graphs with small
chromatic number, as if G ′ is a subgraph of G, then χ(G ′) ≤ χ(G).

















2t+ (l/(2l − 2)) · k
≤ 3t+ k










Otherwise l ≥ 5, so 3t ≤ 4l−4
l
· t. Then we have
3t+ k
2t+ (l/(2l − 2)) · k
≤ ((4l − 4)/l) · t+ k




· ((4l − 4)/l) · t+ k









In the specific case that G is 3-colorable (such as when G is outerplanar), we can
use this additional information along with an idea from the above proof to improve
further.






Proof. Recall that fractional minimum vertex cover and fractional maximum matching
are dual, so FMM(G) = FVC(G) for all G. We showed in the proof of Theorem 5.7







VC(G) ≤ FVC(G). As the maximum fractional matching is a feasible fractional
clique packing with cliques of size at most 2, we have FMM(G) ≤ FCP(G). Combining
this with Cap(G) ≤ VC(G), we have
3
4
VC(G) ≤ FVC(G) = FMM(G) ≤ FCP(G) ≤ Cap(G) ≤ VC(G),
thus FCP(G) is within a 4
3
factor of Cap(G).






Proof. Simply combine Corollary 5.8, Theorem 5.9, and the fact that when χ(G) ≤ 2,
G is bipartite and thus perfect.
Now we move our attention to index coding. In the next two theorems, we provide
two more general bounds on Ind(G), each of which is a good approximation for certain
special cases.
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Theorem 5.11. Let G be a graph with χ(G) ≤ j, T be the vertices of a maximal set
of t = |T |
3
vertex-disjoint triangles in G, G ′ = G|V (G)\T , and k be the size of a minimum






≤ j · l − 2
2l − 2








Proof. As seen in the proof of Theorem 5.7, FCP(G) ≥ 2t+ l
2l−2 · k when l ≥ 2. The
size of the minimum vertex cover of G ′ is equal to the number of vertices of G ′ minus
the size of the maximum independent set, so k = n− 3t− α(G ′), thus














For bounding Ind(G), we have Ind(G) ≥ α(G) ≥ n
j
. Then we simply combine the two
bounds, using the fact that α(G
′)
α(G) ≤ 1 (as any independent set in an induced subgraph









































= j · l − 2
2l − 2








If instead χ(G ′) = 0 or 1, we have FCP(G) ≥ 2t + k, so n− FCP(G) ≤ n− 2t−




+ 1 ≤ j
3
+ 1 using the notation
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above. One interesting feature of this bound is that the second term is negative for
l < 4, but positive for l > 4, meaning that if χ(G ′) = 2 or 3, then the bound is better
when G has less triangles, but for χ(G ′) > 4 the bound becomes better as G has more
triangles.
As an example of when this bound might be useful, consider the case where G is
triangle-free outerplanar, so χ(G) = χ(G ′) ≤ 3, and t = 0. Then we have
n− FCP(G)
Ind(G)
≤ 3 · 1
4











so for this graph family the bound gives a 3
2
-approximation of Ind(G). We will see
later a result which attains approximation factor 3
2
for general outerplanar G (not
necessarily triangle-free), but there may be other graph families where this bound
is the best available, in particular if χ(G) and χ(G ′) are both larger than 4 and G is
known to contain a large set of triangles. We will use this bound later to prove a
result about unit disk graphs as well.
Next, we show how to bound slightly differently in order to get a bound that does
not depend on the chromatic number of G, only on the number of triangles in G and
the chromatic number of G ′ = G|V (G)\T .
Theorem 5.12. Let G be a graph, T be the vertices of a maximal set of t = |T |
3







2n− 2ln− l2t+ 4lt





Proof. We once again use the bound
n− FCP(G) ≤ l − 2
2l − 2





from the proof of Theorem 5.11, but instead of bounding Ind(G) ≥ α(G) ≥ n
χ(G) as
before, we bound using
Ind(G) ≥ α(G) ≥ α(G ′) ≥ n− 3t
l
,
which may be better when the chromatic number of G is large but not that of G ′,
depending on the number of triangles in G. This yields
n− FCP(G)
Ind(G)











≤ (l − 2)nl
(2l − 2)(n− 3t)
− (l − 4)tl





l2n− 2ln− l2t+ 4lt





When G is triangle-free, χ(G) = χ(G ′) and the bounds in Theorem 5.11 and




n−3t + 1. Again, this bound will be used later to prove a result for unit
disk graphs, as it is known that triangle-free unit disk graphs have small chromatic
number even though unit disk graphs with triangles can have very large chromatic
number.
Now we are ready to show our main result on index coding rate, which depends
on the chromatic number of G and makes use of integer programming formulations of
maximum independent set. To begin, we have as always the lower bound
α(G) ≤ Ind(G),





For an upper bound, it is shown by Blasiak et al. [18] that
Ind(G) ≤ FCC(G).
The dual of the linear program for FCC(G), written below, is a fractional version of
maximum independent set with additional constraints for cliques of size greater than
2:
max







xv ≤ 1 for every clique C in G
0 ≤ xv ≤ 1 ∀v ∈ V (G).
We denote the solution of this dual LP with all clique constraints by αn(G), and the
solution of the corresponding LP with only clique constraints for cliques of size ≤ k
by αk(G). If k is a constant, then we can compute αk(G) efficiently, but we cannot
compute αn(G) efficiently in general as it may have exponentially many constraints.
Then as FCC(G) = αn(G) by duality, we have
α(G) ≤ αn(G) = FCC(G) ≤ αn−1(G) ≤ · · · ≤ α2(G).
Since we can achieve index coding rate FCC(G), and FCC(G) is sandwiched between
α(G) and α2(G), we proceed by showing the integrality gap between these latter two
quantities is fairly small for graphs with small chromatic number, from which it follows
that FCC(G) is a good approximation of Ind(G) on these graphs. The following is a
generalization of an observation made by Magen and Moharrami [71] regarding planar
graphs.
105
Theorem 5.13. If χ(G) = k ≥ 2, then
2
k
· α2(G) ≤ α(G) ≤ α2(G).
Proof. The upper bound is discussed above. For the lower bound, assume we have an
LP solution with value α2(G). It is well-known that the linear program for independent
set is 1
2
-integral (see Nemhauser and Trotter [78]), so we can assume all xv take values
in {0, 1
2
, 1}. Let V1 be the set of vertices v with xv = 1, and V1/2 the set with xv = 12 ,
so that α2(G) = |V1| + 12 · |V1/2|. Now suppose we k-color the vertices of G, and let
I1, I2, . . . , Ik ⊆ V1/2 be the subsets of V1/2 corresponding to the color classes such that
|I1| ≥ |I2| ≥ · · · ≥ |Ik|.
Now we round the fractional solution to an integral one in the following way: for every
vertex v ∈ I1, set xv = 1, and for every vertex v in I2, I3, . . . , Ik, set xv = 0. This does
not violate any constraints, as if in the fractional solution xv = 12 , then every neighbor
u of v has either xu = 0, or xu = 12 , and if v was rounded up it must have been in I1,
in which case all neighbors are in a different color class, so are rounded down.
The cost of the rounded solution is |V1|+ |I1|, and as I1 is the largest of the k sets,
















We note that the above bound is tight, as the all-1
2
solution is feasible for any graph,
and thus an l-clique has α(G) = 1, α2(G) ≥ l2 . For our purposes though, improvement
might be possible by instead bounding the gap between α(G) and αi(G) for some i > 2.
Some further discussion of this possibility can be found in Section 5.6.
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and furthermore we can find an index coding scheme with this approximation factor in
polynomial time.
Proof. This follows immediately from the fact that α(G) ≤ Ind(G) ≤ FCC(G) ≤ α2(G)
and Theorem 5.13, as we can solve the LP computing α2(G) in polynomial time.
By Brooks’ theorem [23] a graph with maximum degree ∆ has chromatic number
at most ∆ + 1, so we obtain also a result for graphs with small maximum degree.
Corollary 5.15. Let G be a graph with maximum degree ∆. Then
FCC(G)
Ind(G)
≤ ∆ + 1
2
.
In fact, Theorem 5.13 shows that α2(G) rather than FCC(G) is a k2 -approximation
of Ind(G), which may be useful in the case that FCC(G) cannot be computed efficiently
(such as if the graph family contains arbitrarily large cliques). When nothing is known
about the number of triangles in G or the chromatic number of G|V (G)\T other than
the trivial bounds, then the bound in Corollary 5.14 is a strict improvement over the
bounds in Theorems 5.11 and 5.12.
5.5.2 Bounds Based on Graph Sparsity
When the graph is known to be sparse, Turán’s theorem guarantees the existence
of a large independent set. If such a set is large enough, the fact that α(G) ≤ Ind(G) ≤
FCC(G) ≤ n may give a nontrivial approximation.
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Theorem 5.16. Let G be a graph with n vertices and e edges, T the vertices of a

















≤ α(G) ≤ Ind(G),
and recall from the proof of Theorem 5.11 that
n− FCP(G) ≤ l − 2
2l − 2










where t = |T |
3
, assuming l > 3. Combining, we have
n− FCP(G)
Ind(G)













































If instead χ(G ′) ≤ 3, we cannot bound in exactly the same way (we can no longer
upper bound the term − l−4
2l−2 · t by 0), but can use essentially the same techniques to
recover the bounds:













































We note that a similar result to Corollary 5.17 in the more general context of
directed graphs is shown by Yi and Caire [96], though when considering only undirected
graphs our bound is slightly better.
5.5.3 Bounds for Disk Graphs
In general, the chromatic-number-based bounds proved earlier are not as useful
for approximating the index coding rate of a disk graph, as such graphs can contain
cliques of arbitrary size (and thus have arbitrarily large chromatic number). However,
the situation for approximating storage capacity is much better, as even for general (i.e.
non-unit) disk graphs, we can improve the trivial 2-approximation to a 3
2
-approximation.
To do so, we combine a result of Malesinska et al. [72] showing that every triangle-free
disk graph is 3-colorable with Theorem 5.7, which depends only on the chromatic
number of G|V (G)\T .
Corollary 5.18. Let G be a disk graph, T be the vertices of a maximal set of t = |T |
3









Note that without other assumptions on the graph, we may not be able to efficiently
compute FCP(G) if G has a superpolynomial number of cliques. We could attempt to
instead use the weaker approximation from the proof of Theorem 5.7 which is used
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to prove the bound on FCP(G) originally, but this requires finding a 3-coloring of
G|V (G)\T , which is hard even when the graph is known to be 3-colorable [62].
To approximate the index coding rate, we have a similar situation; we can show
FCC(G) is a good approximation by combining several known results, but we may
not be able to efficiently compute FCC(G) without imposing some further restrictions
on G. We first show FCC(G) is a good approximation by combining the following two
results:
Theorem 5.19 (Peeters 1991 [79]). If G is a unit disk graph, χ(G) ≤ 3ω(G)− 2.
Theorem 5.20 (Chalermsook and Vaz 2017 [26]). Let F be a graph family closed
under clique-replacement (replacement of a vertex by a clique of arbitrary size). If
there exists a constant c such that for every graph G ∈ F , χ(G) ≤ c · ω(G), then
FCC(G) ≤ c · α(G).
Unit disk graphs are closed under clique-replacement, as we can just replace the
circle corresponding to the vertex in the geometric representation by k circles in
the same location, and the resulting graph will have the single vertex replaced by a
k-clique. Then since Theorem 5.19 shows χ(G) ≤ 3ω(G) for any UDG G, we can apply
Theorem 5.20 and get that
α(G) ≤ Ind(G) ≤ FCC(G) ≤ 3α(G),
yielding the following result.




As mentioned above, if we want the runtime of the approximation to be polynomial,
we need to impose some additional restrictions on G. If G has constant clique number,
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for instance, then as we can solve the LP for FCC(G) in time polynomial in nω(G), we
can obtain a 3-approximation of Ind(G) in polynomial time.
Another way we can restrict G is by insisting it is a λ-precision UDG instead of
an arbitrary UDG. Recall that λ-precision unit disk graphs are unit disk graphs with
the extra constraint that in the geometric representation, every pair of disk centers
are distance at least λ from one another. For these graphs, we can use a geometric
argument to translate this constraint into a bound on the size of the largest clique,
and then get a guarantee on the running time of the approximation in the previous
theorem in terms of λ.
Theorem 5.22. Let G be a λ-precision unit disk graph. Then ω(G) ≤ 64
λ2
.
Proof. Suppose G contains a k-clique. Then by definition, the geometric representation
must contain a set of k pairwise intersecting unit disks. We claim that regardless of
k, these disks can all be inscribed in a circle of radius at most 4. Clearly if k = 2,
a circle of radius 2 suffices. When k = 3, the worst case is that each pair of circles
touches at a single point, in which case Descartes’ circle theorem tells us that the





Now suppose we already have three pairwise intersecting circles of radius 1, and
consider the possible locations for a fourth circle of radius 1 which intersects all three
circles pairwise. It must be the case that any point on the fourth circle is distance
at most 4 from any point on any of the first three circles, otherwise they could not
intersect. To say the fourth circle intersects the first circle is equivalent to saying that
if we draw a circle of radius 2 centered at the center of the first circle, it must contain
the center of the fourth circle. The same is true for the second and third circles, so the
fourth circle center must lie within the intersection of three circles of radius 2 drawn
centered on the first three circles.
Any point in this intersection is distance at most 3 from any point on any of the
first three circles (as the greatest distance between any point in the circle of radius 2
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and the circle of radius 1 centered at the same point is 3), so if we draw a circle of
radius 1 centered within this intersection, every point on that circle will be distance at
most 4 to any point on any small circle. Thus if we draw a circle of radius 4 centered at
any point of any small circle, it will contain not only all three original circles, but also
every possible location for every fourth circle. Adding a fourth circle only decreases
the set of possible locations for a fifth circle and so on, so this circle of radius 4 will in
fact contain all k circles for any k.
Now, as the unit disks are λ-precision, we can think of a smaller disk of radius λ
2
around the center of each circle, and it must be the case that any two such disks are
disjoint (except possibly sharing a single point), otherwise the two unit disk centers
would be at distance < λ from one another. Thus since all unit disks in the same
clique lie in a circle of radius at most 4, we can bound the size of the maximum clique
by counting how many disks of radius λ
2
can be packed within such a circle.
The large circle has area 16π, and the small circles each have area π · λ2
4
, so there










small circles packed within the large circle, and all such small circles must lie entirely
within the large circle because they each have radius λ/2 ≤ 1, and are each centered
on a unit disk which lies within the large circle by construction. Thus this is an upper
bound on the size of the largest clique in G.







and furthermore we can find an index coding scheme with this approximation factor in
time polynomial in nO(1/λ2).
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It seems likely that the coefficient of λ−2 in Theorem 5.22 could be made smaller,
by showing any k pairwise intersecting unit disks can be inscribed in a circle of radius




should suffice in the case of k > 3
circles just as it does for 3 circles, which would reduce the constant from 64 to about
18.6, but a more sophisticated geometric argument is needed.
Díaz and Kaminski [39] show that for λ > 1/
√
2 ≈ 0.707, every λ-precision unit
disk graph is planar, in which case the result of Mazumdar et al. [76] (generalized
by our Corollary 5.14) gives a 2-approximation of Ind(G), an improvement over the
previous theorem. But the previous result is relevant for λ ≤ 1/
√
2, where λ-precision
UDGs are not known to fall into any other easy-to-approximate graph family.
5.6 Conclusion and Open Questions
In this chapter the index coding problem was defined, and the connection explained
between the optimal rate of an index code and the optimal capacity of a certain type
of error-correcting code on the side-information graph G, namely that
Ind(G) = n− Cap(G),
where n is the number of vertices of G. We focused on giving approximation algorithms
for the alphabet-independent index coding rate Ind(G) and the alphabet-independent
storage capacity Cap(G), because computing these quantities exactly seems extremely
difficult. Certainly it is at least as difficult as computing the corresponding quantities
Indq(G) or Capq(G) for a fixed alphabet of size q, where the best known algorithms
take time exponential in qn, and even some restricted cases are NP-hard.
A very natural question, posed below as Open Question 5.1, is to determine exactly
how hard it is to compute Ind(G). By definition it can be realized as Indq(G) for some
q, so one method of resolving this question would be to give bounds on how large q
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must be in terms of some parameters of G before the optimal index coding rate is
achieved. As of now no such bounds on the size of q are known, so it isn’t clear how
to give any guarantee on the running time of the “obvious” algorithm of successively
computing Indq(G) for larger and larger values of q. It’s also possible that some other
method of computing this quantity could be found that avoids having to repeatedly
compute Indq(G).
Open Question 5.1. Can an algorithm that exactly computes the nonlinear, alphabet-
independent index coding rate Ind(G) (or equivalently Cap(G)) be shown to have
bounded time complexity?
Returning to the topic of approximation algorithms, the best known approximation





, and for Cap(G) has
approximation factor 2. We showed in this chapter that for some restricted graph classes
we can improve beyond these approximation factors. Most notably, for undirected
graphs with chromatic number χ(G) we can obtain a χ(G)
2
-approximation of Ind(G)
and a (2− 2
χ(G))-approximation of Cap(G), and for unit disk graphs we can obtain a
3-approximation of Ind(G) and a 3
2
-approximation of Cap(G).
All these approximations of Ind(G) use index coding schemes corresponding to a
fractional clique cover, or even a fractional clique cover by cliques of size 2. However,
fractional clique cover is not the best performing index coding scheme; it is known
that it can be strictly improved by also incorporating partial cliques (cliques missing
only a few edges) and cycles into the cover [3]. Open Question 5.2 asks whether
we can quantify the improvement given by these more complex schemes in terms of
approximation ratios.
Open Question 5.2. Are there graph families where more complex index coding
schemes (such as those given in [3]) yield strictly better approximation guarantees for
Ind(G) than fractional clique cover?
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Open Questions 5.3 and 5.4 pose natural extensions to our line of work, namely
determining other graph families where better approximations can be given than
in the general case. Some plausible graph families might be directed graphs with
small chromatic number (our results apply only to undirected graphs), or graphs with
bounded treewidth. The converse is also interesting, which is to show that improving
beyond the current best approximations in the general case (or for more restricted
graph families, though that will be even harder) is theoretically difficult.
Open Question 5.3. For what other graph families can there be a (2−ε)-approximation
of Cap(G) for some ε > 0? Relatedly, can it be shown for general graphs that giving a
(2− ε)-approximation of Cap(G) is NP-hard for some ε > 0?
Open Question 5.4. For what other graph families can there be an approximation






can it be shown for general graphs that giving a constant factor approximation of
Ind(G) is NP-hard?
Some results on the converse problem for Ind(G) are already known. In particular,
Langberg and Sprintson [63] showed that giving a constant factor approximation of
Ind(G) for general graphs would imply an algorithm for coloring 3-colorable graphs
with a constant number of colors. This graph coloring problem is believed to be
difficult – it is NP-hard assuming the Unique Games Conjecture and the current best
algorithms require O(n0.21) colors, dramatically more than a constant number.
Some of our results might be improvable without altering the general techniques,
but instead by giving a tighter analysis. To show that fractional clique cover gives a
χ(G)
2
-approximation of Ind(G), we demonstrated the chain of inequalities
2
χ(G)
· α2(G) ≤ α(G) ≤ αn(G) = FCC(G) ≤ αn−1(G) ≤ · · · ≤ α2(G),
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where αi(G) is the optimal value of the LP relaxation of maximum independent set
with clique constraints up to size i. This implied that the integrality gap between α(G)
and α2(G) was at most χ(G)2 , which suffices because α(G) is a lower bound on Ind(G).
For α2(G) we know that χ(G)2 is the correct integrality gap, because a k-clique Gk
has α(Gk) = 1 and α2(Gk) = k/2. The gap must be at most this large for αi with
i > 2. But analysis of the integrality gap is much more difficult, because the LP for
α2(G) is 12 -integral while this is not the case for αi with i > 2. This motivates Open
Question 5.5. We propose Conjecture 5.1 based on the fact that the only graphs we
know of that attain gap χ(G)
2
between α(G) and α2(G) are cliques, and for a k-clique,
αi(Gk) = ki <
k
2
when i > 2.
Open Question 5.5. What is the integrality gap of the LP computing αi(G) (i.e.,
the LP relaxation of maximum independent set with clique constraints up to size i) for
i > 2?
Conjecture 5.1. Let gi be the integrality gap between the LP computing αi(G) and





We can give a lower bound on the integrality gap which applies even for 3-colorable
graphs by considering an undirected 5-cycle, which has α(G) = 2, α2(G) = α5(G) = 52 ,
giving a gap of 5
4
. So it is clear that we will not obtain a PTAS just by moving from α2
to αn even for 3-colorable graphs, but it seems very plausible that the approximation
factor could be improved beyond χ(G)
2
by a more sophisticated analysis of this integrality
gap.
Another direction considered in this chapter was to investigate whether we could
obtain good approximations for disk graphs or unit disk graphs, as these are often
thought to be good models of certain types of real world networks where connections
are based on some notion of proximity. While we were successful in improving the
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approximations for Cap(G) and Ind(G) on these types of graphs, we resorted to using
approximations which may not be computable in polynomial time. For Cap(G) we
can always resort to the efficient 2-approximation instead, but for Ind(G) no efficient
constant-factor approximation is known for UDGs. This motivates Open Question 5.6.
Open Question 5.6. Is it possible to compute a constant-factor approximation of
Ind(G) in polynomial time when G is a unit disk graph?
The primary methods used to get good approximations of other graph parameters
for disk graphs rely on divide-and-conquer approaches, where the geometric representa-
tion is split into some number of pieces depending on how good of an approximation is
needed, and some small portions of the representation which span multiple pieces are
ignored. For packing problems like maximum independent set this works well, as any
feasible solution on an induced subgraph remains feasible on the whole graph. Index
coding is in this sense more like a covering problem though, where adding vertices to
a graph causes previously feasible solutions to become infeasible.
In general, understanding exactly how Ind(G) varies when G has a small number
of vertices or edges added or removed seems like a very difficult problem, which makes
approximating Ind(G) by divide-and-conquer approaches challenging. Even if we
restrict the encoding functions to be linear, only some basic results in this direction
are known, and if the functions are allowed to be nonlinear it seems even more difficult
[15]. If one could show some slightly stronger results about how Ind(G) changes under
small changes to G, it would likely be enough to attain good approximations for certain
graph classes, such as general disk graphs or graphs with bounded treewidth.
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