Machine learning models are vulnerable to a variety of data perturbation. Recent research mainly focuses on the vulnerability of model training and proposes various model-oriented defense methods to achieve robust machine learning. However, most of the existing research overlooks the vulnerability of model capacity, which is more fundamental for model performance. In this paper, we study an adversarial vulnerability of model capacity caused by the poisoning on the estimation of model hyper-parameters. We further implement this vulnerability catering for the polynomial regression model, on which the evading of model-oriented detection is challenging, to illustrate the effectiveness of the adversarial vulnerability. Extensive experiments on one synthetic and three real-world data sets demonstrate that the vulnerability can effectively mislead the hyper-parameter estimation of the polynomial regression model by poisoning a few numbers of camouflage samples that cannot be detected by model-oriented defense methods.
I. INTRODUCTION
As artificial intelligence is becoming a national strategy in more and more countries, machine learning, which can be divided into supervised learning [1] , Semi-supervised learning [2] and unsupervised learning [3] , is concerned as the most important method in data science. But machine learning methods are vulnerable to a variety of disturbances [4] , such as poisoning [5] - [7] , evasion [8] , and impersonation [9] . Most of these disturbances introduce adversarial samples, which leverage the vulnerability of machine learning models to achieve malicious goals. Similar to [10] , we reiterate the definition of adversarial vulnerabilities here as the weakness points of a learning model where adversarial examples crafted by feeding -sized · -perturbations into genuine ones can result in a significant performance difference. For example, some work takes advantage of information loss caused by feature extraction [11] - [13] and add noisy signals in facial images to fraud a well-trained face recognition
The associate editor coordinating the review of this manuscript and approving it for publication was Venkateshkumar. M . system [14] , [15] . For another example, adversarial malware examples generated by a generative adversarial network can bypass the detection models [16] .
As an outcome of the vulnerability study, recent research proposes many robust machine learning methods, which introduce various defense methods to detect and filter adversarial samples. According to the defense mechanism, we can classify these defense methods into two categories: model-independent defense method and model-oriented defense method. The model-independent method filters outlier data (a.k.a., data sanitization [17] ; it includes outlier detection, correction, and removing) before model training. Although the model-independent method works well, it requires a lot of artificial designs and work. As a result, the model-independent method may not fit the model that trains on a large amount of data. In contrast, the modeloriented method modifies a learning model to filter or tolerate outliers in model training [18] - [21] . This method wraps outlier filtering into model training to achieve robust machine learning efficiently. Accordingly, it becomes the most popular method against model vulnerability.
The model-oriented defense method can against most of the existing vulnerabilities. The principle is that most vulnerabilities are caused by adversarial samples that disturb the parameters of a learning model [22] , [23] ; the model-oriented defense method enables the parameters of a learning model to tolerate adversarial samples. For example, defense method [21] , [24] can reduce the impact of outliers in model training by changing the loss function of the learning model. For another example, some researches [25] , [26] can address the feature manipulation activities in the testing stage by introducing the game theory in model training. By this means, the model-oriented defense method effectively induces robust learning models.
In this paper, we study a new vulnerability, namely adversarial vulnerability of model capacity, which cannot be defended by the existing model-oriented defense methods. Here, model capacity refers to the ability of a model to fit a wide variety of functions [27] . It is more fundamental for model performance. For a given data, a model can perform well if its capacity fits the data complexity. Otherwise, the model (with little capacity) cannot comprehensively learn the data distribution, or it (with large capacity) may get stuck during the learning process. The studied vulnerability is caused by the poisoning on the estimation of model hyper-parameters, which determine the capacity of a learning model. As shown in Fig.1 , a machine learning process can be split into two stages: hyper-parameter estimation and model parameter training. Because the current model-oriented defense methods focus only on model parameter training, they will fail when facing the vulnerability introduced by adversarial hyper-parameter estimation.
To illustrate the effectiveness of the adversarial vulnerability, we further implement the vulnerability of model capacity catering for the polynomial regression model, on which evading model-oriented detection is challenging. Specifically, we propose a gradient-based degree confuse poisoning (DC for short) method to implement the vulnerability. The DC method generates poisoning points that can perform very well at a specified degree but perform poorly at the other degrees. Accordingly, the generated points will mislead a wrong selection of the degree of polynomial regression. Also, these points can escape from the detection of model-oriented defense methods because these methods conduct only on the model parameter training stage.
In summary, this paper makes the following contributions:
• As far as we know, it is the first work to study the vulnerability of model capacity.
• This paper proposes an adversarial vulnerability of model capacity caused by the poisoning on the estimation of model hyper-parameters.
• This paper instantiates the adversarial vulnerability of model capacity on polynomial regression model by a degree confuse poisoning method. We evaluate the adversarial vulnerability on one synthetic data set and three public data sets from different application fields. Extensive experiments demonstrate that the vulnerability can effectively mislead the hyper-parameter estimation of the polynomial regression model by poisoning a few number of camouflage samples (no more than 10% of the population) that cannot be detected by model-oriented defense methods.
II. RELATE WORK A. ADVERSARIAL VULNERABILITY OF MODEL
A lot of vulnerabilities have been studied target the model parameter. These vulnerabilities are mainly caused by poisoning and spoofing.
The poisoning method can change the parameters of a model in the training stage by injecting adversarial points to the training data set and reduce the performance of the classification and regression model. This method is mainly conducted on classification models. For example, Shen et al. [28] apply traditional poisoning points against NNs to prevent users' privacy images from being stolen and analyzed. Mozaffari-Kermani et al. [29] conduct poisoning against healthcare systems, resulting in severe and life-threatening consequences. Laishram and Phoha [30] examine the poisoning method against SVM. Recently, limited studies have been made on poisoning against regression models. For instance, Mei and Zhu [31] use gradient methods on an implicit function to solve the bi-level optimization problem. The machine with certain Karush-Kuhn-Tucker (KKT) conditions such as SVM, logistic regression and linear regression will perform worse with the generated poisoning points.
To exploit the vulnerabilities in model parameters, the spoofing method input elaborate adversarial samples into machine learning models, enabling these samples to avoid detection (evasion) or disguise himself as a specific target in classification methods (impersonate).
As the machine learning method has become an important method in the instruction detection system (IDS), the evasion method mainly used against IDS: Biggio et al. [32] present a gradient-based approach that can evade the malware detection in PDF files. Zhang et al. [33] use gradient methods to optimize malicious samples so they can evade the detection of spam filtering systems.
The impersonate method mainly targets and classifies (especially multi-class) models: Kurakin et al. [9] demonstrated an impersonate method in the physical world, they print out the adversarial images as the inputs of the camera and successfully deceived the image classifier. Sharif et al. [14] achieve a spoofing attack via a pair of eyeglass frame. The adversary can evade being recognized or impersonate another individual by wearing the special glasses.
In general, the existing adversarial method mainly targets the vulnerability of model parameters. In this paper, we study the vulnerability of model capacity and prove that this vulnerability also has a significant impact on model performance.
B. VULNERABILITY DEFENSE METHOD
Aiming at protecting the vulnerability of model parameters, many researchers have proposed two kinds of methods: model-oriented defense method and model-independent method.
The model-independent method focus on the training set itself and regardless of subsequent training models. This method is mainly used to solve the problem of missing data or malformed data in the data set. Some researchers also use it to detect adversarial samples. Steinhardt et al. [34] remove the outliers by constructing approximate upper bounds on the loss across a broad family of attacks.
As manual data sanitization methods require a lot of manpower and the data sanitization programs have poor performance in detecting outliers, the current mainstream defense methods are model-oriented defense methods.
Some model-oriented methods aimed to remove or reduce the impact of the outliers in the training set. For example, the RONI method [35] measure the incremental effect of a sample by testing the performance difference with and without that sample. Then this method deletes the samples that have a great impact on the performance of the model. The Quantile regression [24] aims at estimating either the conditional median or other quantiles of the response variable, which makes it robust against outliers in the response measurements.
There are also some model-oriented methods that improve the robustness of the model during the model training stage to defend against possible security threats during the test stage. Globerson and Roweis [36] construct a classifier that is optimal in the worst case using the thought of game theory. Teo et al. [26] introduce adversarial samples with labels to training data to get a more robust model in the training stage.
However, the existing model-oriented defense methods only consider the vulnerabilities of model parameters. In this paper, we propose a vulnerability of model capacity, which is caused by poisoning on model hyper-parameters. Accordingly, this new vulnerability cannot be effectively defended by the existing model-oriented methods.
III. THE PROPOSED VULNERABILITY
In this section, we introduce a novel vulnerability that targets on model capacity. The introduced model capacity vulnerability is caused by poisoning data injected in a training data set, which is similar to the existing vulnerabilities caused by poisoning methods. However, the poisoning data lead to an inappropriate hyper-parameter selection in model capacity vulnerability instead of an improper model parameter training in the existing vulnerabilities.
The proposed model capacity vulnerability can be constructed by iteratively generating poisoning data to shift the target model hyper-parameters to an expected direction. As is shown in Fig.2 , this construction repeats a two-steps procedure (i.e., poisoning data optimization and poisoning data injection) in the hyper-parameter estimation stage. The first step optimizes poisoning data according to the best hyper-parameters obtained in the current pre-training process. The second step injects the optimized poisoning data into the training data set for pre-training. The construction procedure iteratively repeats these two steps until the hyper-parameters estimated by the pre-training equal to expected values.
The proposed vulnerability could be very effective on most machine learning algorithms against the existing model-oriented defense methods. The rationale is as follows. In most of the machine learning algorithms, the performance of the model is directly determined by the model parameters. But most of the time, the hyper-parameter is only regarded as an optional factor of model performance without concerning its decisive role in model capacity. Therefore, there is not much attention to the stage of hyper-parameter selection. For example, many researchers leave the task of hyper-parameter selection to their students and thus get one of the most popular methods of hyper-parameter selection: babysitting method (which is also named as grad student descent method).
It is significant to study model capacity vulnerability since most machine learning methods have a hyper-parameter selection stage. For example, the support vector machine (SVM) needs to decide the kernel function as a hyper-parameter, such as linear function, polynomial function, RBF function and so on. Different kernel functions have their own hyper-parameters and in actual training, and on summary, the SVM function in the sklearn python library has 14 hyper-parameters that need to be input. The hyper-parameter adjustment is also a difficult job in the convolutional neural network (CNN): learning rate, iteration number, batch size, activation function, dropout, number of hidden layers, the units and so on. Researches on the model capacity vulnerability can help models to combat potential threats to model capability and enhance robustness.
IV. UTILIZATION OF MODEL CAPACITY VULNERABILITY ON POLYNOMIAL REGRESSION
In this section, we explore the utilization of the model capacity vulnerability and proposed a gradient-based degree confusion poisoning method targeting the degree selection stage in a polynomial regression model.
A. BACKGROUND AND PRELIMINARY
Polynomial regression can be regarded as the extension of the linear regression problem to a high degree. For the polynomial regression model in degree k, the formula is:
., x j ) andŷ is the predicted value of x. We simplify its expression by defining x [k] as:
then we get:ŷ
where β = (β 0 , β 1 , · · · , β C k j+k −1 ). The dimension of parameter β is determined by both x and k, it can be divided into k +1 parts and every part contains all possible combinations of features with a total power equals to r (r ∈ (0, 1, 2, . . . , k)). So the r th part has C r j+r−1 items and the total dimension of β is C k j+k . It is clear that the degree k determines the dimension of the polynomial regression model parameters β. A wrong degree will completely change the structure of a polynomial regression model, and then affect the performance of the model.
B. THE DEGREE CONFUSION POISONING METHOD
The hyper-parameter that needs to be estimated in polynomial regression is the polynomial degree. The degree is usually decided according to the algorithm as illustrated in Alg.1. The algorithm selects hyper-parameters by several random validation epochs. In each epoch, the algorithm randomly selects a small part (e.g., 30%) of training data as validation data and uses the remaining part to train the model. Then the tmp_err ← inf 5: tmp_k ← 0 6: for k = 1 to 6 do 7:
val , β) < tmp_err then 10 :
tmp_k ← k 12: end if 13: end for 14: dict_k[tmp_k]+ = 1 15: end for 16 : k best ← max(dict_k) 17: for j = 1 to 6 do 18: 19 : end for 20: return Best degree k best , dict_k algorithm traverses all possible degree values (for example, the degrees that are not too big to cause overfitting) and selects the degree with the smallest validation error as the best degree of this cycle. After r epochs, the algorithm sets the most frequent degree to the best degree k best .
Target on the vulnerability of the model capacity, a malicious adversary can inject poisoning points that fit a target degree k targ but perform badly in other degrees (especially in the most suitable degree k best ). In degree selection stage, the poisoning points which used in training should make the model deviate greatly in non-target degree and that used in validation should perform bad in no-target degree. In order to distinguish models under different degrees, we make β [ 
where D train is the clean training set and the D poison is a set of poisoning points. As is mentioned before, the degree selection algorithm randomly selection points to build a validation set, so it is not sure that if the poisoning points are used in training or validation. In this case, the influence of the poisoning points on the model parameter β is not considered in the optimizing process, i.e., β will not be updated in iteration:
The computing method of ∇ x c x [k] c is:
It is clear that the functionŷ [ 
is not convex, which means that the poisoning point may be optimized to the extreme point during the optimization process. In this paper we add additional 5% points at the initial poisoning points selection stage, and optimize these poisoning points at the same time. Poor poison points will be removed at the end of the algorithm. As is shown in Alg.2, the algorithm first tests the most suitable degree of the data set. Then, given a poisoning rate rt, an initial poisoning points set D poison contains (rt + 0.05) · |D train | points is randomly selected from training set D train . In every iteration, the algorithm calculates the probability that each degree value is selected as the best degree. For every possible degree k, the algorithm compute the gradient ∇
) and weighted summation them based on their probability of occurrence as an optimization gradient. Using this gradient, the poisoning points are optimized to increase the difference between the validation error of the target degree and other possible degrees. At the end of each iteration, the label of the poisoning point x c , y c is assigned the predicted valueŷ k targ c of x c . This allows the poisoned points to confuse the best degree in the degree selection stage, and also to evade detection of the model-oriented defense approach during the training stage. The algorithm ended if the most suitable degree k best equals to the target degree k targ .
Algorithm 2 DC Poisoning Method
Require: training setD train , k targ , poisoning rate rt, step size λ, maximum degree k max 1: k best , dict_k ← DegreeSelection(D train ) 2: D poison ← random(D train , rt + 0.5) 3: while k targ = k best do 4: for x c , y c ∈ D poison do 5: Although the proposed DC method is similar to the traditional poisoning method in injecting poisoning samples to the training set, there are some differences between the two kinds of poisoning points.
a: DIFFERENT OPTIMIZATION OBJECTIVE
According to the adversary intentions, the traditional poisoning method can be divided into two categories: one intends to invariably increase the error of the model during the testing stage while another only increases the testing error of a certain type of sample. Different from that, the hyper-parameter poisoning method intends to change the model capacity in the hyper-parameter selection stage.
b: DIFFERENT TRAINING ERROR
In order to change the model parameters during the training stage, traditional machine learning methods often inject poisoning points that are contrary to normal samples, forcing machine learning algorithms to deviate from normal samples. However, as the number of poisoning samples is much smaller than normal samples, the machine learning algorithms will preferentially fit normal samples, which results in a very large training error for poisoning samples. The hyper-parameter poisoning samples aimed at changing the result of the hyper-parameter selection stage, so it is not necessary for them to behave abnormally during the training phase.
2) OPEN PROBLEMS IN MODEL CAPACITY VULNERABILITY
Although the DC method demonstrates an example of exploiting the vulnerability of model capacity, there still are many open problems to be studied in about vulnerability:
a: SENSITIVITY OF THE DATA SET TO HYPER-PARAMETERS
The hyper-parameter poisoning method manipulates a model through change the hyper-parameter of the model. But if the data set is insensitive to the hyper-parameter, changing the hyper-parameter will not lead to a great increased in the testing error.
b: CURSE OF DIMENSIONALITY
The model complexity is usually determined by data dimensions and hyper-parameters. In the majority of cases, a set of normal hyper-parameters will not makes the model too complicated, but the hyper-parameter poisoning points will manipulate the machine learning model to select a set of abnormal hyper-parameter which may lead to high-dimensional parameters. Even if there is no detection mechanism for anomalies, abnormal models may cause alertness to trainers.
V. EXPERIMENTS
In this section, we evaluate the effectiveness of model capacity vulnerability. In order to do that, we verified three properties of the DC poisoning: spatial distribution of poisoning points, ability to change degree, and impact on model performance.
A. COMPARISON METHODS
In this paper, we compare the proposed poisoning method with two typical methods: (1) Baseline: The baseline method randomly select some points from the training set and assigns new predictive values of these examples to y i = 1 − y i (i = 1, · · · , m), resulting in a baseline poisoning set
(2) Maximum Error (ME) poisoning: For comparison with the traditional poisoning methods, we proposed a gradient-based poisoning against polynomial regression model. Aimed at maximizing the training error, this method iteratively calculates the gradient ∇ x c MSE(D val , β) and optimizes poisoning points x c . Detailed method analysis is showed in the appendix.
Meanwhile, we apply the poisoning methods on several model-oriented robust regression algorithms: (1) RANSAC [19] method first randomly select a subset from the training data set called consensus set and trains a model using this data set, then the algorithm adds the points which are consistent with the model to the consensus. The RANSAC algorithm iteratively repeats the above two steps until the obtained consensus set in certain iteration has enough points and this consensus set is considered as the clean training set. (2) Theil-Sen regression computes all the slope between pairs of points and chooses the median as the estimate of the regression slope. Then pass a line through each pair of (x, y) using the slope before, choose the median of the intercepts as the estimate of the regression intercept. (3) TRIM is proposed by Jagielski in [18] . This method iteratively estimates the regression parameters, while at the same time training on a subset of points with the lowest residuals in each iteration. Finally, it can get a model trained by the points with low residuals.
B. DATA SETS
In order to evaluate the vulnerability of the polynomial regression model capacity, one synthetic data set and three public data sets are used in our experiment. Among them, the synthetic data set is used to show the sample distribution, and the public data set is used to verify the poisoning effect. Each data set is divided into three parts: 60% of points in the data set are for training, 20% for validation, 20% for testing.
1) SYNTHETIC DATA SETS
The synthetic data is a randomly generated data set that fits a certain distribution function. This kind of data can meet the need for visualizing the distribution of adversarial points. In this paper, we generate the synthetic data set which fits the sine function:
where e is a random error. The sine function is a typical function that can be fitted by polynomial function:
Generally speaking, a polynomial regression with a higher degree will fit this data set better. But the generated synthetic data set does not conform to the distribution of the sine function strictly, a polynomial regression model with a high degree may be overfitting on the synthetic data set.
As the degree selection result shows (Tab.1), the validation error of the synthetic data set reaches a minimum at degree 8 and then begins to increase. Therefore, for the synthetic data set, we only consider its performance in the polynomial regression model with a degree of 10 or less.
2) PUBLIC DATA SETS
The public data sets are collected from UCI machine learning repository [37] . The data sets are both multiple-input and a single output, the degree selection program is executed on the data sets to get the most suitable degrees (in Tab.2).
a: AIRFOIL SELF-NOISE DATA SET (D air ) [38] As described in [38] , There are five features in the data set, namely frequency, the angle of attack, chord length, free-stream velocity, and suction side displacement thickness.
The data set has only one output called scaled sound pressure level.
b: CONCRETE COMPRESSIVE STRENGTH DATA SET (D con ) [39] This data set contains 1030 data examples, which have 8 quantitative input variables and 1 quantitative output variable.
c: REAL ESTATE VALUATION DATA SET (D est ) [40] This market historical data set of real estate valuation is collected from Sindian Dist., New Taipei City, Taiwan. It contains 6 input variables and 1 output variable. 
C. VERIFICATION OF THE MODEL CAPACITY VULNERABILITY
Since the model capacity is greatly affected by the change of hyper-parameters, a key question is whether the hyper-parameters estimation stage will be manipulated by the adversary. To verify the vulnerability of model capacity, we perform the proposed DC poisoning method target the polynomial regression model on the three public data sets and set the poisoning rate to 10% for all of the three public data sets. we consider the validation error of the polynomial regression model at different degrees to determine the target degree k targ . However, as the capacity of the polynomial model will increase greatly with the increase of the degree, an high degree may cause the dimension of the model parameters larger than the number of data, and eventually alert the trainer. In this case, we use both data dimension and size of data set to limit the target degree (s.t. C k j+k < |D train |). According to the data dimension and the size of data set, degrees of the three public data sets are limited to below 6, 4, 4. Then we compute the validation errors in every possible degree of three public data set and get the target degree which can cause maximum validation error: 6 for airfoil self-noise data set, 4 for concrete compressive strength data set and 4 for real estate validation data set. The result is shown in Tab.6.
Since the goal of DC poisoning method is changing the degree of the polynomial regression model, this poisoning method is concerned to be successful as long as the polynomial regression model selects the target degree in the degree selection stage. As is showed in Tab.2, the best degrees of the three public data sets are 3, 3, 2 before poisoning. Note that the degree selection program (in Alg.1) chooses the degree with the highest frequency of occurrence as the best degree. We mix the poisoning points with the training points and get the validation error. The comparative results are shown in Fig.3 , we can find that the DC poisoning method leads to a sharp rise in validation error for all degrees except the target degree. The target degree has become the most suitable degree after poisoning.
The experiments show that the hyper-parameter estimation stage can be easily affected by the poisoning method with a small poisoning rate which is a key reason for the vulnerability of model capacity. By injecting elaborate poisoning points, the adversary can change the degree of the polynomial regression model to the specified value, thereby making the model overfitting or underfitting.
D. DISTRIBUTION OF POISONING POINTS
As most of the public data sets have high data dimensions, experimental results are difficult to visualize. In this paper, the proposed DC poisoning method is applied to the low dimensional synthetic data set. Through the scatter plots, we can intuitively see the spatial position relationship of poisoning points, normal points, normal model and poisoned model, which can help us understand the spatial distribution of the poisoning points vulnerability. The DC poisoning method effects the polynomial regression model choosing a pre-specified degree k targ . For the synthetic data set, we set the target degree k targ to 4. The result is shown in Fig.4 . The global view shows that the poisoning points which distribute far away from normal points can be also far away from the model with k best but fits the model with k targ .
The experimental results show that in the poisoning-based model capacity vulnerability utilization, it is difficult for the model with normal hyper-parameters to fit the poisoning sample. In this case, the model will select a set of wrong hyper-parameters to get an overall best match (in the polynomial regression model, a wrong degree will be selected to get a lower validation error).
We can also find from the enlarged view that some poisoning points are very similar to normal points. That is because the gradient-descent method can only optimize the poisoning points to a locally optimal position when the function is not convex, so these poisoning points which move to extreme positions can not continue to be optimized.
E. AFFECTION OF THE MODEL CAPACITY VULNERABILITY
As the changes to model capacity will have an impact on model performance, in this section we will verify the effect of model capacity on the model performance and compare the hyper-parameter poisoning method with traditional poisoning method. The model performance is measured by testing error, which is measured using mean square error (MSE): We first mix the poisoning points with the training points and select a suitable degree for the mixed data set. Then, several defense methods mentioned before are used on the data set. Finally, we can get four training models: model without defense method, model with RANSAC method, model with Theil-Sen method and model with TRIM method. The comparative results are shown in Tab.3, Tab.4 and Tab.5.
When there are no defense method in the polynomial regression model, we see that the ME method perform better than DC method in airfoil self-noise data set. That is because the airfoil self-noise data set has no major improvement when changing the degree (in Fig.3a) , in other words, this dataset is not sensitive to model capacity. But in other two data sets, the change of hyper-parameter have a greater impact on model performance than change in parameters.
As said before, the traditional poisoning method is easy to be found by the model-oriented. The experiment result shows that the RANSAC method and the TRIM method can greatly reduce the impact of ME attacks and the Theil-Sen TABLE 6. Choosing the target degree of the three public data sets by validation error: the degree with minimum validation error is best degree while that with maximum validation error is the target degree. method works bad because it does not delete the poisoned points, but only reduces their weights. Different from the traditional poisoning method, the DC method affects model performance by changing model capacity, so when faced with three defense methods, its performance is almost not degraded. In most of times, as the DC poisoning points have lower training error than normal points, the defense method may treat the normal points as outliers and make the model perform worse.
In general, the impact of changing model capacity is greater than directly changing model parameters, and existing defense methods not only fail to correct changes in model capacity, but also worsen model performance.
VI. CONCLUSION
In this paper, we examine the vulnerability of the machine learning model capacity. Different from the model parameter vulnerability which happens in the training stage and testing stage, the model capacity vulnerability happens in the hyper-parameter estimation stage. We find that a minor change to the model hyper-parameters can cause huge changes in the model capacity, which may cause the model to overfit or underfit. Accordingly, it is significant to learn the vulnerability of model capacity, which has not received much attention.
We also illustrate the vulnerability by a gradient-descent based hyper-parameter poisoning method, which targets on the degree selection stage of a polynomial regression model. We show that the poisoning points generated by this method can induce an inappropriate model capacity and cannot be detected by the existing model-oriented defense methods.
APPENDIX TRADITIONAL POISONING METHOD TARGET POLYNOMIAL REGRESSION MODEL
The traditional poisoning methods inject poisoning points into the training set to affect the model training stage and get a maximized testing error. The optimization function is formulated as:
Algorithm 3 ME Poisoning Method Require: D train , D val , a poisoning rate rt
← MSE(D val , β (i) ) 5: repeat 6: for k = 1, 2, · · · , m do 7:
Retrieve a poisoning example (x (i) k , y k ) from D (i) p 8:
end for 10 : where L denotes the loss function of the target polynomial regression model. The bi-level optimization problem is usually solved by gradient descent method.
In this paper, we propose a gradient-based poisoning method named ME method. This method start from the baseline method. Specifically, n represents the size of a clean training data D train , rt refers to the poisoning rate. The baseline method select m (m = rt * n) training points to make an initial adversarial point set D (0) p = {(x i , y i ) i=1 } m . After that, the algorithm optimizes the features of the initial poisoning points through the gradient descent method. In every iteration, a gradient ∇ x MSE is calculated for every adversarial examples in D (0) p . The algorithm converges and outputs resulting in adversarial examples when the MSE difference between two continuous iterations is small enough. The pseudo code is showed in Alg.3.
The key parameter in optimization progress is the gradient ∇ x MSE(D val , β).
The second part can be calculated directly:
(y t − (x t β + e t ))x t .
Now we consider the former part in the equation (11) . As is mentioned before, polynomial regression models are usually solved by transforming it into linear regression. So we express ∇ x β as:
According to vector derivation rules, the calculation method of ∇ x x [k] has been given in Eq. 6 We have shown in line 3 of Algorithm 3 that β is the best solution of polynomial regression model whose training data is D train ∪ D (i) p . Then, it satisfies:
Meanwhile, this condition remains valid when updating x. Hence, we also have:
Then,
Finally,
