8 1. Classification and regression tree methods, like random forests (RF) or 9 boosted regression trees (BRT), are one of the most popular methods of 10 mapping species distributions. 11 12 2. Bayesian additive regression trees (BARTs) are a relatively new alterna-13 tive to other popular regression tree approaches. Whereas BRT iteratively 14 fits an ensemble of trees each explaining smaller fractions of the total vari-15 ance, BART starts by fitting a sum-of-trees model and then uses Bayesian 16 backfitting with an MCMC algorithm to create a posterior draw. So far, 17
generated from a subjective reading of the diagnostic plots. 114 We recommend careful analysis of all diagnostic information, but include a (2010) . Variables that are included more often in decision splits (the relative contribution) as the number of trees becomes smaller are more likely to be influential, real predictors. Variables that have increasing contributions as the number of trees increases, on the other hand, should be dropped. 
