We explain, in detail, the theory of Fractal Compression introduced by Barnsley and extended by Jacquin. We begin by brie y discussing metric spaces, leading to contractive mappings and their xed points. Then, IFS and Local IFS are introduced. These concepts form the basic underlying theory of Fractal Compression. We then discuss our implementation of the theory and the results of our e ort. Our approach is based on Fisher's, using quadtree partitioning. We managed to achieve high delity decompressed images with reasonable compression ratios, as well as low quality images with high compression ratios. Our encoder is a bit slow, but our decoder works very fast. Finally, we discuss schemes which would speed up the compression time and improve the compression ratio.
What are Fractals and Fractal Compression?
Informally, a fractal is a set that possesses self-similarity and detail at every scale. This means that an arbitrarily small portion of the set can be magni ed to produce exactly the original set. A famous example of fractals is the Sierpinski triangle. In some cases, a fractal corresponds uniquely to a mathematical function or mapping. For example, consider a contractive map w de ned as follows: w takes an image and shrinks it into an exact image of half of its size and places this new contracted image into the 2nd, 3rd, and 4th quadrants of an empty square of the same size as the original image.
Then, with a pencil and paper, we can verify that after we apply w repeatedly to any image, we get a sequence of images converging to the Sierpinski triangle. So, in this case, the Sierpinski triangle can be represented by w, which turns out to be a simple mathematical formula. As a result, instead of storing the Sierpinski triangle as 256x256 (or any size) image, one can store w instead to save a lot of storage.
Natural images, however, are not exactly self-similar. We don't see fractals in all everyday images; nevertheless, there is an inherent symmetry in many parts of almost all images that we encounter. For example, a person's face shows a symmetrical structure with respect to the vertical line that divides the face in half. This inherent symmetrical property of natural images gives rise to the study of fractal compression. An image is broken into several non-disjoint regions so that a good map can be found to represent each of them. These maps collectedly will be the compressed form of the original image. But it is not the case that perfect symmetry always occurs in images or even parts of an image, these maps only approximately represent the image: Fractal compression is therefore a lossy compression technique.
In the subsequent sections, we introduce the framework to study fractals. Fractals are formally de ned and so are the contractive maps mentioned above.
Complete Metric Spaces and The Space of Images
De nition: a metric space is a set X together with a metric or distance function d : X ! <, (< is the set of real numbers), with the following properties, for all x; y; z 2 X: A metric space X is said to be complete if a squence fx n g converges to a point x, then x 2 X. Otherwise, the metric space is said to be incomplete. In other words, incomplete spaces are metric spaces with missing points. A space can be complete with respect to one metric but incomplete with respect to another. In fact, this is the case for our fractal compression implementation. Before we get to that, we will give an example of how the completeness of a space can be dependent on the chosen metric. Consider the space C = f all continuous functions on the interval 0,1] g. is complete because a sequence ff n g of continuous functions converging uniformly to f implies f is continuous, i.e. f 2 C. In the other hand, the continous-function sequence fx n g converges to f(x) = f0 : 0 x < 1g f1 : x = 1g, with respect to d 1 (fx n g ! This suggests that to nd the xed point x w of w, pick any x 0 2 D, then x w = lim n!1 w n (x 0 ). But x w is the xed point of w because w(x w ) = w(lim 1 n=0 w n (x 0 )) = lim 1 n=0 w n (x 0 ) = x w , using the fact that w is continuous.
It is important to note that x w 2 D whenever X is complete. If X is incomplete, the sequence fw n (x 0 )g gets arbitrarily close to x w which may or may not be in X. From the fractal compression point of view, this does not matter much as long as one can approximate x w arbitrarily. This is due to the lossy nature of fractal compression.
The Inverse Problem
We know that every contractive function has one unique xed point. But given a point x, does there exist a contractive function w such that x is its xed point? Since we allow imcomplete spaces, the problem is to nd a contractive function w with xed point x w that is the best approximation to x. This problem has been shown to be NP-Hard ?], and no polynomial time approximation to it has been proposed. when n is large enough.
The theorem implies that if w(x) is close to x, then its xed point x w is close to x. The closeness of course depends on the value of s which can be properly bounded for some choice of w. In terms of fractal compression, given a grey-scale image I 2 < 3 , i f we can nd a contractive function w such that w(I) looks very similar to I, then the xed point of w, I w , also looks very similar to I. This means that instead of storing I, we can instead store w which can be signi cantly smaller than I.
This inverse problem is generally di cult if not impossible. An extended theory, studied by Jacquin, ?], permits a practical implementation of this theory. In this theory, instead of nding a contractive map, one nds a collection of contractive maps, whose union is always contractive as mentioned in the last section.
IFS, Local IFS, and Fractal Compression
An Iterated Function System (IFS) is simply a set fX; w 1 ; w 2 ; ; w n g such that w i is contractive with contractivity s i . We know that w = S n i=1 w i is contractive with contractivity s = max i=1; ;n s i . A Local IFS is an IFS with the property that all domains D i 's of w i 's are strictly contained in the space X.
We are now ready to describe the theory of fractal compression. Given an image I 2 < 
Implementation
In the section, we describe our from-scratch implementation of fractal compression using quadtree partitioning (based on Fisher approach, ?]). At the end, we describe how to run the encoder and decoder accompanied with this paper. { Remove R i from the uncovered list.
The Algorithms
Decoding of a map w = S w i Choose any image I 0 , compute w n (I 0 ) = S w n i (I 0 ). When n is big enough, w n (I 0 ) I w I. Postprocess the image.
The A ne Transformations w i 's
The pool of functions w i 's is rather small in comparison to that of domains. In fact, we search for w i 's in the space of a ne transformations of the form: ; i )d 2 (x; y), and hence w i is contractive if the contrast i is required to be strictly less that 1. In practice, when the collection of maps is large, a small number of non-contractive maps is sometimes acceptable. Experiment shows that when i < 1:2, the contraction of w = S w i is guaranteed and the enocoding is slightly better.
Experimentally, each w i consists of the following elds: the 2-dim positions of R i and D i ; each coordinate is represented by 8 bits ranging from 0 to 256. the permutation p i which is represented by 3 bits. the constrast i which is represented by 5 bits; ?1:2 i 1:2. the brightness i which is represented by 7 bits; ?306 i 561.
Once we have acquired the maps and quantized the relevant elds, we use an adaptive arithmetic encoder to further compress the data, as indicated in the encoding algorithm.
Quadtree Range Partitioning
There are many ways to partition an image I into non-overlapping ranges R i 's. Our method is based on the quad-tree partitioning of Fisher, ?]. The ranges are partitioned into 32x32, 16x16, 8x8, and 4x4 blocks of the original image. Initially, the image is partitioned into 32x32 non-overlapping sub-squares of the image. For each of these R i 's, if there exists no good map w i , the range is split into 4 quadrants of sizes 16x16, each of which will then be covered separately (if a quadrant cannot be covered, it will be split into 4 smaller quadrants of size 8x8, and so on.) Quadtree partitioning compromises to a certain extent the tradeo between quality (and hence timing) and compression ratio. The fewer the number of ranges into which the image is partitioned, the fewer the number of maps, and therefore the more the image is compressed. However, although some regions of the image are simple enough to be easily covered (e.g. Lenna's shoulder), there are regions (e.g. Lenna's eyes) for which good maps are di cult to nd. Such regions are split into smaller and hence simpler regions so that decent maps can be found. Of course, splitting a region increases the number of maps and hence increases the size of the compressed le.
The theoretical data structure used to implement this partitioning is called a quadtree. A quadtree is a quad-ary tree; each node representing a square has exactly four children each of which corresponds to a quadrant of the square. The quadtree data structure, however, is not what we use, we only simulate quadtrees using stacks which are equally capable of doing the job but more e cient. To store n ranges as leaves of a quadtree, there are roughly 4n internal nodes which are redundant. When n is large, this waste of storage is undesirable. A quadtree has the advantage of accessing the quadrants of any block in constant time. Although this feature is not needed in our case, it may be necessary for future improvement. In fact, Hurtgen et al, ?], studies an adaptive fractal coding technique in which the quadrants of a block can update information to the block and hence the structure of quadtree is needed.
Domain Searching
During the compression procedure, we search for the w i and D i such that d 2 (I eR i ; w i (I eD i ))
is minimized. It is not obvious how to do this e ciently. But with the metric d 2 the procedure is simple enough. Let R = I eR i and D = w i (I eD i ). Note that R and D are of the same size, both kxk blocks. Then, for a given permutation p i (recall the de nition of w i ), we have to nd e i , f i , i , i such that expression (1) 
Experimental Results
The images that we worked with are 256x256 grey-scale images. All trials were performed on a Pentium Pro machine running Red Hat Linux. The SNR and PSNR of two images f 1 , f 2 calculated using the following formulas: Spacing is a 4x1 vector provided at the command line telling the encoder what domain intervals to use for each domain pool. We create domains with overlapping sub-squares of sizes 64x64, 32x32, 16x16 and 8x8. The spacing determines the amount of overlap for each of the four sizes. A spacing of 1,1,1,1] will result in maximum overlap, and 64,32,16,8] corresponds to no overlap. A smaller spacing will result in better quality, but will slow down encoding.
To get a better compression ratio we would like to maximize the number of optimal maps found for larger ranges. Thus the domain interval for larger domains is relatively smaller.
The tolerance value controls the quality of the decompressed image. A high tolerance will give low quality, but higher compression ratio and faster encoding. Tolerances of 10 to 50 will give high to medium quality images. (Please see the attached table.) 6.6 Concluding Remarks
Our encoding procedure prioritizes quality instead of compression ratio. We cover each range of the partition of the original image with a map that produces an error less than a preset tolerance level. If no such map is found, the range is split. This increases the number of maps and thus results in a bigger the compressed image. The encoding algorithm can be modi ed to prioritize the degree of compression instead.
To be more precise, we rst partition the image into a small number of ranges and nd the best map for each range. If the number of ranges (hence the number of maps) is less than some preset constant, we split the range with the worst map and search for the best map for each of these newly created ranges. In other words, we start with a small number of maps and proceed until we have enough of them.
The encoding process is computationally expensive and time consuming. We have to precompute and store many parameters. There are a few ways to speed up this process. We can classify the ranges and domains according to their pixel properties. A di erent approach to reducing the encoding time was proposed by Saupe and Freiburg, ?]. In their paper, they reduced the problem of minimizing the d 2 distance between to vectors (this is equation (1)) to the problem of nearest neighbor search in a multi-dimensional vector space. The search time for each range is reduced to O(lg n) instead of the complexity of sequential search. The nearest neighbor search is well studied; there have been many deterministic and probabilistic algorithms and data structures devoted to this topic. However, in the case of fractal compression, this reduction has been of theoretical interest. This stems from the fact that the constant in the O(lg n) grows exponentially with the dimension.
We can singi cantly increase our compression ratio by reducing the number of bits used to represent the quantized values of i and i . Such a change would obviously reduce the decompressed image quality, but we would still be able to get contractive mappings. When the scaling value is zero, the domain information is irrelevant and we need not store these values. This would further increase the compression ratio, at no loss to delity.
During the decoding process, we iterate an initial image until it converges to the original image. The number of iterations is usually less than 10 for all the images we have tested. ./enc.out -t tolerance-level] -o output le.frc] input le.pgm t: followed by a number usually from 10 to 50 indicating the lossiness of the image.
When t=10, the quality is quite good, but the encoding takes a bit long.
o: followed by le name redirect the output into the le. By default, he compressed data is output into quad.frc.
To run the decoder,
./dec.out -s] -p] -n num-of-iter] -i initial-image.pgm] -o output le.pgm] compressed-le.frc s: indicates the the decompressing image will be smoothed. p: pauses after each iteration so that we can view the convergence of the initial image (use xv output.pgm). n: followed by a number indicating the number of iterations on an initial image. The bigger the number, the better the quality, usually 10 is good enough. o: followed by the name of an output le. i: speci es an initial image on which the maps are iterated. By default, this image is black.
The decoder decompresses the code le (usually called quad.frc) and output to output.pgm. Use xv to view this.
