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1. The Lieb–Thirring problem
1.1. A Sobolev inequality for orthonormal functions. In 1975, Lieb and Thirring
proved the following theorem [138], see also [139].
Theorem 1. Let d ≥ 1. There is a constant Kd > 0 such that for all N ∈ N and all
functions u1, . . . , uN ∈ H1(Rd) that are orthonormal in L2(Rd) one has
N∑
n=1
∫
Rd
|∇un|2 dx ≥ Kd
∫
Rd
(
N∑
n=1
|un|2
)1+ 2
d
dx . (1)
The main point in this theorem is that the constant Kd is independent of the
number N of functions. Clearly, if the orthonormality requirement is dropped, then
the constant on the right side would decrease like N−
2
d , as can be seen by taking all
un to be equal.
The work of Lieb and Thirring was motivated by giving a new proof of stability of
matter and the constant K3 enters into their stability estimate. We will discuss this
in more detail in Section 2 below and the reader who wants to see the Lieb–Thirring
LIEB–THIRRING INEQUALITIES — July 17, 2020 3
inequality ‘in action’, before studying its more theoretic aspects, might wish to jump
directly to that section. For various other applications related to stability of matter
we refer to [132, 136].
Lieb–Thirring bounds are closely connected to justifications of density functional
theories, see, for instance, [130, 120]. In addition, they have proved useful to bound
the dimension of attractors for the Navier–Stokes flow [131]; see also [27, 186]. They
also appear in the context of spectral theory of Jacobi matrices and one-dimensional
Schro¨dinger operators, see, e.g., [100, 101].
The Lieb–Thirring theorem leads naturally to the following challenge, which is a
famous open problem in the field.
Open Problem 2. Find the optimal constant Kd in (1).
Lieb and Thirring suggested two possible scenarios for optimality that lead to dif-
ferent constants and conjectured that the optimal constant Kd is given by the lesser
of the two constants in these scenarios. Let us describe this in more detail.
1.2. The one-particle constant. A well-known Sobolev interpolation inequality,
sometimes called Gagliardo–Nirenberg inequality or Moser inequality, states that for
any d ≥ 1 there is a constant K(1)d > 0 such that for all u ∈ H1(Rd) one has∫
Rd
|∇u|2 dx ≥ K(1)d
∫
Rd
|u|2+ 4d dx
(∫
Rd
|u|2 dx
)− 2
d
. (2)
In connection with Lieb–Thirring inequalities, the constant K
(1)
d is called the one-
particle constant.
Clearly, choosing N = 1 in (1), we obtain an inequality of the form (2) and therefore
the optimal constants in these inequalities satisfy
Kd ≤ K(1)d . (3)
Let us summarize what is known about the optimal constant K
(1)
d and optimizers
in (2). For detailed proofs and references we refer to [53]. In dimension d = 1, one
has [151]
K
(1)
1 =
π2
4
.
and equality in (2) is attained if and only if u coincides, up to translation, dilation
and multiplication by a constant, with Q(x) = (cosh x)−1/2.
In dimensions d ≥ 2 it is known that (2) has an optimizer (one method of proof
is suggested in [139] and another one is carried out in [191]) and that this optimizer
is radial [80] and unique up to translation, dilation and multiplication by a constant
[106] (see also [148] and references therein). Clearly, the optimizer Q of (2) can be
normalized such that it satisfies the Euler–Lagrange equation in the form
−∆Q−Q1+4/d = −Q in Rd , (4)
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and in this normalization, the optimal constant is related to the L2 norm of Q by
K
(1)
d =
d
d+ 2
‖Q‖4/d2 . (5)
This follows by integrating (4) against Q and x · ∇Q. Moreover, Q is not only the
unique minimizer up to symmetries, but also the unique positive solution of (4) [80,
106]. Therefore, Q can be computed numerically using the shooting method and then
K
(1)
d can be evaluated using (5). This computation appears in the appendix of [139]
by Barnes for d = 2, 3.
1.3. The semiclassical constant. To get a different upper bound on Kd, we want to
choose the functions un in (1) as plane waves. In order to make them belong to H
1(Rd)
we need to multiply them by a cut-off function. Concerning their normalization, the
following lemma is useful. It says that a certain relaxation of the problem does not
change the optimal constant.
Lemma 3. Let (un) ⊂ H1(Rd) be a sequence of functions that are orthonormal in
L2(Rd) and let (νn) ⊂ [0, 1] be a sequence of numbers. Then
∞∑
n=1
νn
∫
Rd
|∇un|2 dx ≥ Kd
∫
Rd
(
∞∑
n=1
νn|un|2
)1+ 2
d
dx ,
where Kd is the optimal constant in (1).
Proof. By monotone convergence, we may assume that only finitely many of the νn’s
are nonzero. We write
∞∑
n=1
νn
∫
Rd
|∇un|2 dx =
∫ 1
0
(∑
νn>τ
∫
Rd
|∇un|2 dx
)
dτ
and use the bound (1) for fixed τ . In this way, we obtain
∞∑
n=1
νn
∫
Rd
|∇un|2 dx ≥ Kd
∫
Rd
∫ 1
0
(∑
νn>τ
|un|2
)1+ 2
d
dτ
 dx .
For fixed x ∈ Rd, we apply Ho¨lder’s inequality in the τ integral,∫ 1
0
(∑
νn>τ
|un|2
)1+ 2
d
dτ ≥
(∫ 1
0
∑
νn>τ
|un|2 dτ
)1+ 2
d
=
(∑
n
νn|un|2
)1+ 2
d
.
Inserting this into the above integral leads to the claimed inequality. 
Let χ be a real-valued, compactly supported, Lipschitz function satisfying |χ| ≤ 1
and χ(0) = 1. For two parameters L, µ > 0 we consider the integral operator γ in
L2(Rd) with integral kernel
γ(x, y) = χ(x/L)
∫
|ξ|2<µ
eiξ·(x−y)
dξ
(2π)d
χ(y/L) , x, y ∈ Rd .
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We have for any ψ ∈ L2(Rd)
〈ψ, γψ〉 =
∫
|ξ|2<µ
∣∣∣∣(2π)−d/2 ∫
Rd
e−iξ·yχ(y/L)ψ(y) dy
∣∣∣∣dξ .
This shows that the operator γ is selfadjoint and nonnegative and, since the right side
does not exceed∫
Rd
∣∣∣∣(2π)−d/2 ∫
Rd
e−iξ·yχ(y/L)ψ(y) dy
∣∣∣∣dξ = ∫
Rd
|χ(y/L)ψ(y)|2 dy ≤ ‖ψ‖22 ,
its norm is ≤ 1. It is straightforward to see that γ is compact in L2(Rd) and that
its range is contained in H1(Rd). Therefore there are functions un ∈ H1(Rd) that are
orthonormal in L2(Rd) and numbers νn ∈ (0, 1] such that
γ =
∑
n
νn|un〉〈un| .
We want to apply the inequality in Lemma 3 with these un and νn. We have∑
n
νn|un(x)|2 = γ(x, x) = χ(x/L)2
∫
|ξ|2<µ
dξ
(2π)d
=
ωd
(2π)d
µ
d
2χ(x/L)2 ,
where ωd is the measure of the unit ball in R
d. Thus,∫
Rd
(∑
n
νn|un(x)|2
)1+ 2
d
dx =
(
ωd
(2π)d
)1+ 2
d
µ
d
2
+1Ld
∫
Rd
χ(y)1+
2
d dy .
On the other hand,∑
n
νn
∫
Rd
|∇un|2 dx =
∫
|ξ|2<µ
∫
Rd
∣∣∇ (χ(x/L)eiξ·x)∣∣2 dx dξ
(2π)d
=
∫
|ξ|2<µ
∫
Rd
(|ξ|2χ(x/L)2 + L−2|∇χ(x/L)|2) dx dξ
(2π)d
=
d
d+ 2
ωd
(2π)d
µ
d
2
+1Ld
∫
Rd
χ(y)2 dy +
ωd
(2π)d
µ
d
2Ld−2
∫
Rd
|∇χ(y)|2 dy.
Thus, Lemma 3 with these un and νn yields the inequality
d
d+ 2
∫
Rd
χ(y)2 dy + µ−1L−2
∫
Rd
|∇χ(y)|2 dy ≥ Kd
(
ωd
(2π)d
) 2
d
∫
Rd
χ(y)1+
2
d dy .
In this inequality, we pass to the limit µL2 →∞. This removes the gradient term and
we can let χ approximate a characteristic function. In this way we finally arrive at
Kd ≤ d
d+ 2
(2π)2
ω
2
d
d
=: Kcld . (6)
For an alternative proof of (6) which does not use Lemma 3, see [83, Lemma 10].
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The constant on the right side of (6) is called the classical (or semiclassical) con-
stant. The reason for this name will become clear later when discussing Weyl asymp-
totics for eigenvalues of Schro¨dinger operators. The discussion in this subsection is
closely related to the Thomas–Fermi approximation in density functional theory, see
[137, 127, 130, 120] and references therein.
As an aside, we mention that an analogue of the Lieb–Thirring inequality is valid
for measures on phase space and is frequently used in kinetic theory; see, e.g., [142,
Eq. (14)]. This analogue is valid with the classical constant.
1.4. The Lieb–Thirring conjecture. Lieb and Thirring [139] conjectured that the
best constant Kd in (1) is given by the worst one in the previous two scenarios.
Conjecture 4. For any d ≥ 1,
Kd = min
{
K
(1)
d , K
cl
d
}
. (7)
Using the numerical computations of K
(1)
d , one sees that this is equivalent to
Kd =
{
K
(1)
d if d = 1, 2 ,
Kcld if d ≥ 3 .
1.5. The currently best bound. In [138], Lieb–Thirring proved K3 ≥ (4π)− 23 Kcl3
in dimension d = 3. Note that (4π)−
2
3 ≈ 0.185001. Since then there have been many
contributions devoted to improving the lower bounds on Kd [131, 39, 17, 93, 36]. In
particular, Dolbeault, Loss and Laptev showed in [36] that Kd ≥ (4/π2) 1d Kcld for all
d ≥ 1. Note that 4/π2 ≈ 0.405285 and (4/π2) 13 ≈ 0.740037. The following bound,
which is currently the best one in all dimensions, was obtained in [57].
Theorem 5. For all d ≥ 1,
Kd ≥ (0.471851)
1
d Kcld . (8)
Note that in d = 3 the excess factor is (0.471851)
1
3 ≈ 0.7785137. Moreover, in d = 1
it is natural to compute the excess factor with respect to the conjectured constant
K
(1)
1 = π
2/4 instead of Kcl1 = π
2/3. We have
K1 ≥ (0.471851) 43 K(1)1 ≈ 0.629134K(1)1 .
The fact that the dimension enters the excess factor in the form of an exponent 1/d
is due to the Laptev–Weidl method of lifting the dimension [112]. We will explain
this technique in more detail in Subsection 6.1 below. The essence is that one tries to
prove an inequality similar to (1) in dimension d = 1, but allows the functions to take
values in Cq and seeks for constants independent of the ‘internal dimension’ q.
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An interesting bound was proved in [153], namely, for any d ≥ 1 there is a Cd <∞
such that inequality (1) holds with the right side replaced by
(1− ε)Kcld
∫
Rd
(
N∑
n=1
|un|2
)1+ 2
d
dx− Cd ε−3− 4d
∫
Rd
∣∣∣∣∣∣∇
(
N∑
n=1
|un|2
) 1
2
∣∣∣∣∣∣ dx
for any ε > 0. In many applications the additional gradient term is of lower order and
therefore the inequality is ‘almost as good’ as the one with the semiclassical constant.
For a relevant discussion, see [130]. It is an interesting open question whether the
inequality holds without the factor 1 − ε in front of the first term and with a finite
constant in front of the gradient term.
2. Application: Stability of Matter
We now recall the original motivation of the Lieb–Thirring inequality, namely the
problem of stability of matter. This is the statement that the energy of a system of
N electrons and K nuclei interacting through Coulomb forces is bounded from below
by a (negative) constant times N +K. The constant is only allowed to depend on the
charge of the nuclei.
The fact that such a bound holds was first shown by Dyson and Lenard [37, 38]. In
[138] Lieb and Thirring provided a new proof, which is shorter, gives a better bound
on the involved constant and identified the Lieb–Thirring inequality as the crucial
analytic ingredient in this argument. For more on the problem of stability of matter
and, in particular, for further references and extensions to other physical systems, we
refer to the book [136].
The state of a system of N quantum particles in Rd is described by a function
ψ ∈ L2(RdN ), typically normalized such that ‖ψ‖2 = 1. We ignore here spin for the
sake of simplicity. The corresponding one-particle density is the nonnegative function
ρψ on R
d, defined by
ρψ(x) =
N∑
n=1
∫
Rd(N−1)
|ψ(x1, . . . , xn−1, x, xn+1, . . . , xN)|2 dx1 · · · dxn−1 dxn+1 · · ·dxN .
Note that ∫
Rd
ρψ(x) dx = N‖ψ‖22 . (9)
If the quantum particles are fermions, the function ψ satisfies an additional require-
ment. Let SN be the symmetric group of {1, . . . , N}. A function ψ : RdN → C is
called antisymmetric if for all σ ∈ SN
ψ(xσ(1), . . . , xσ(N)) = (sgn σ)ψ(x1, . . . , xN) for all x = (x1, . . . , xN) ∈ RdN = (Rd)N .
The following is a Sobolev inequality for antisymmetric functions, which is a conse-
quence of and, in fact, equivalent to the Lieb–Thirring inequality in Theorem 1.
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Corollary 6. Let d ≥ 1, N ≥ 1 and let ψ ∈ H1(RdN) be antisymmetric. Then∫
RdN
|∇ψ|2 dx1 · · · dxN ≥ Kd ‖ψ‖−
4
d
2
∫
Rd
ρψ(x)
1+ 2
d dx ,
where Kd is the optimal constant in (1).
We emphasize that both the constant Kd and the exponent 1 +
2
d
on the right side
are independent of N . Note that if u1, . . . , uN ∈ H1(Rd) are orthonormal in L2(Rd),
then for
ψ(x) =
1√
N !
det (un(xm))
N
n,m=1 ,
the inequality in Corollary 6 reduces to that in Theorem 1.
Proof. We may assume that ‖ψ‖2 = 1. We define an integral operator γψ on L2(Rd)
via its integral kernel
γψ(x, y) :=
N∑
n=1
∫
Rd(N−1)
ψ(x1, . . . , xn−1, x, xn+1, . . . , xN)ψ(x1, . . . , xn−1, x, xn+1, . . . , xN )
dx1 · · · dxn−1 dxn+1 · · · dxN .
Thus, for any f ∈ L2(Rd),
〈f, γψf〉 =
N∑
n=1
∫
Rd(N−1)
∣∣∣∣∫
Rd
ψ(x1, . . . , xn−1, x, xn+1, . . . , xN )f(x) dx
∣∣∣∣2
dx1 · · · dxn−1 dxn+1 · · · dxN . (10)
This implies that the operator γψ is selfadjoint and nonnegative. Moreover, since
Tr γψ =
N∑
n=1
∫
RdN
|ψ(x)|2 dx = N ,
the operator is, in particular, compact and we can write
γψ =
∑
k
νk|uk〉〈uk|
with orthonormal functions uk and positive numbers νk. In terms of these functions
and numbers we can write∫
RdN
|∇ψ|2 dx1 · · · dxN =
∑
k
νk
∫
Rd
|∇uk|2 dx
and
ρψ(x) =
∑
k
νk|uk(x)|2 for a.e. x ∈ Rd .
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Therefore, the inequality in the corollary follows immediately from the inequality in
Lemma 3, provided we can show that νk ≤ 1 for all k. This, in turn, is equivalent to
the inequality
〈f, γψf〉 ≤ ‖f‖22 for all f ∈ L2(Rd) , (11)
which we shall show now. The antisymmetry of ψ enters in the proof of (11).
For the proof of (11) we may assume that ‖f‖2 = 1. Then we may choose an
orthonormal basis (eα)α∈N of L
2(Rd) with e1 = f . For j ∈ NN let
ψ♯j =
∫
RdN
ej1(x1) · · · ejN (xN )ψ(x) dx1 · · · dxN ,
so that
ψ =
∑
j∈NN
ψ♯j ej1 ⊗ · · · ⊗ ejN
and therefore, by (10) and orthonormality,
〈f, γψf〉 =
N∑
n=1
∑
j,j′∈NN
ψ♯jψ
♯
j′δj1,j′1 · · · δjn,1δj′n,1 · · · δjN ,j′N =
N∑
n=1
∑
j∈NN
∣∣∣ψ♯j∣∣∣2 δjn,1 .
The antisymmetry of ψ implies that
ψ♯(σ(j1),...,σ(jN )) = (sgn σ) ψ
♯
(j1,...,jN )
for all σ ∈ SN , j ∈ NN .
Thus,
N∑
n=1
∑
j∈NN
∣∣∣ψ♯j∣∣∣2 δjn,1 = N ! ∑
1=j1<j2<...<jN
∣∣∣ψ♯j∣∣∣2 ≤ ∑
j∈Nn
∣∣∣ψ♯j∣∣∣2 = ‖ψ‖22 = 1 .
This proves (11) and completes the proof. 
Note that 〈f, γψf〉 = 〈ψ,Kfψ〉, where Kf =
∑N
n=1 Pn and Pn has integral kernel
f(xn)f(x′n). Thus, (11) is equivalent to ‖Kf‖ ≤ ‖f‖22 and, indeed, one can show that
the spectrum of Kf , acting on antisymmetric functions in L
2(RdN ), consists only of 0
and ‖f‖22, which again yields (11).
The energy of a Coulomb system consisting of N electrons in a state described by an
antisymmetric ψ ∈ L2(R3N ) and of K classical nuclei at positions R = (R1, . . . , RK) ∈
R3K and with charges Z = (Z1, . . . , ZK) ∈ [0,∞)K is
ER,Z [ψ] :=
∫
R3N
(|∇ψ|2 + VR,Z(x)|ψ|2) dx
with the Coulomb potential
VR,Z(x) = −
N∑
n=1
K∑
k=1
Zk
|xn − Rk| +
∑
1≤n<m≤N
1
|xn − xm| +
∑
1≤k<ℓ≤K
ZkZℓ
|Rk −Rℓ| .
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The ground state energy is
ER,Z(N) := inf
{ER,Z [ψ] : ψ ∈ H1(R3N) antisymmetric, ‖ψ‖2 = 1} .
The following theorem states that matter is stable.
Theorem 7. For all R1, . . . , RK ∈ R3 and Z1, . . . , ZK ∈ [0,∞),
ER,Z(N) ≥ −3 π
4
3
2
2
3 5
K−13 (2z + 1)
2 (N +K) ,
where K3 is the optimal constant in (1) with d = 3 and z = max1≤k≤K Zk.
We outline a proof of this theorem due to Solovej [181]. For another proof, which
gives a slightly better value of the constant, we refer to [136, Section 7.1].
To bound the kinetic energy contribution to ER,Z [ψ] we use the Lieb–Thirring in-
equality in the form of Corollary 6. To bound the potential energy contribution to
ER,Z [ψ] we use the following pointwise inequality due to Baxter [5].
Lemma 8. For any x1, . . . , xN , R1, . . . , RK ∈ R3 and Z1, . . . , ZK ∈ [0,∞),
VR,Z(x) ≥ −
N∑
n=1
2z + 1
δR(xn)
,
where δR(xn) = min{|xn −Rk| : 1 ≤ k ≤ K} and z = max1≤k≤K Zk.
For the proof of this lemma we refer to [136, Theorem 5.4]. (There the inequality is
only stated in the case where all Zk’s are equal, but since for given k, Zk 7→ VR,Z(x)
is affine linear and so attains its minimum on the interval [0, z] either at 0 or at z, we
can reduce the general case to this special case.)
Proof of Theorem 7. According to Corollary 6 and Lemma 8 we have for all antisym-
metric ψ ∈ H1(R3N) with ‖ψ‖2 = 1,
ER,Z [ψ] ≥ K3
∫
R3
ρ
5
3
ψ dx−
∫
R3
2z + 1
δR
ρψ dx .
In the second integral on the right side we add and subtract a number µ > 0 from
(2z + 1)δ−1R and we recall (9). By Ho¨lder’s inequality, we obtain
ER,Z [ψ] ≥ K3T −
(∫
R3
(
2z + 1
δR
− µ
) 5
2
+
dx
) 2
5
T
3
5 − µN with T =
∫
R3
ρ
5
3
ψ dx .
Optimizing the right side with respect to T , we obtain
ER,Z [ψ] ≥ −2 · 3
3
2
5
5
2
K
− 3
2
3
∫
R3
(
2z + 1
δR
− µ
) 5
2
+
dx− µN .
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By scaling, with R˜k = µ(2z + 1)
−1Rk,∫
R3
(
2z + 1
δR
− µ
) 5
2
+
dx = (2z + 1)3µ−
1
2
∫
R3
(
1
δR˜
− 1
) 5
2
+
dx .
Optimizing the resulting bound in µ, we obtain
ER,Z [ψ] ≥ − 3
2
5
5
3
K−13 (2z + 1)
2
(∫
R3
(
1
δR˜
− 1
) 5
2
+
dx
) 2
3
N
1
3 .
To complete the proof, it suffices to bound the integral in terms of K. Using(
1
δR˜(x)
− 1
) 5
2
+
= max
1≤k≤K
(
1
|x− R˜k|
− 1
) 5
2
+
≤
K∑
k=1
(
1
|x− R˜k|
− 1
) 5
2
+
and ∫
R3
(
1
|y| − 1
) 5
2
+
dy = 4π
∫ 1
0
(r−1 − 1) 52 r2 dr = 5π
2
4
,
we find ∫
R3
(
1
δR˜
− 1
) 5
2
+
dx ≤
K∑
k=1
∫
R3
(
1
|x− R˜k|
− 1
) 5
2
+
dx =
5π2
4
K .
Thus, we obtain
ER,Z [ψ] ≥ −3
2 π
4
3
2
4
3 5
K−13 (2z + 1)
2K
2
3N
1
3 .
Since K
2
3N
1
3 ≤ (2 23/3)(K +N), this yields the inequality in the theorem. 
Besides being of independent interest, the stability of matter theorem is used in the
proof of the existence of the thermodynamic limit for Coulomb systems [116, 133]. In
some applications, for instance, to thermodynamics for systems where the number of
nuclei can fluctuate or even be completely random [16], it is useful to have a bound
as in Theorem 7 but with a right side independent of K. This can be obtained using
a variant of the above argument, see [87, Lemma 8].
3. The Lieb–Thirring inequality for Schro¨dinger operators
3.1. Duality. In this subsection we discuss an equivalent formulation of the Lieb–
Thirring inequality in terms of eigenvalues of Schro¨dinger operators. By ‘equivalence’
of the two inequalities we mean that the best constants in these two inequalities are
in one-to-one correspondence.
We denote by En(−∆ + V ), n ∈ N, the negative eigenvalues of the Schro¨dinger
operator −∆ + V in L2(Rd), repeated according to multiplicities and arranged in
nondecreasing order with the convention that En(−∆+V ) = 0 if −∆+V has less than
n negative eigenvalues. More precisely, for real V ∈ L1+ d2 (Rd) one can use the Sobolev
interpolation inequality (2) to show that the quadratic form
∫
Rd
(|∇u|2+V |u|2) dx with
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form domain H1(Rd) is lower bounded and closed and therefore induces a selfadjoint,
lower bounded operator −∆ + V in L2(Rd). The En(−∆ + V ) are defined as the
negative eigenvalues of this operator. Alternatively, and without any recourse to
spectral theory, the En(−∆+ V ) could be defined by the variational principle, which
only involves the above quadratic form, but no operator [134].
The Lieb–Thirring inequality for Schro¨dinger operators reads as follows, where we
use the notation a− = max{−a, 0} for the negative part.
Theorem 9. Let d ≥ 1. There is a constant Ld < ∞ such that for any real V ∈
L1+
d
2 (Rd),
∑
n
|En(−∆+ V )| ≤ Ld
∫
Rd
V (x)
1+ d
2
− dx . (12)
Moreover, this inequality is equivalent to inequality (1) in the sense that the best con-
stants satisfy (
(1 + d
2
)Ld
)1+ 2
d
(
(1 + 2
d
)Kd
)1+ d
2 = 1 . (13)
This equivalence is due to Lieb and Thirring [138, 139]. In fact, their original proof
of (1) proceeded via proving (12). The first direct proof of (1) was found in [39] in
d = 1 and in [166] for general d. Further direct proofs appeared in [146] (see also [153])
and [167]. The advantage of the reformulation (12) in terms of Schro¨dinger operators
is that one can use what is called the Birman–Schwinger principle [13, 172], which
reduces the problem of estimating negative eigenvalues of an unbounded operator to
the problem of estimating eigenvalues of a compact operator. This compact operator
has the structure of a product of multiplication operators in position and in momentum
space. As an aside, we mention that in their paper [139], in order to bound operators
of this form, Lieb and Thirring derived a matrix inequality that has proved very useful
in many other applications as well.
Proof. The proof is based on the variational principle for sums of eigenvalues, which
says that
N∑
n=1
∫
Rd
(|∇un|2 + V |un|2) dx ≥ N∑
n=1
En(−∆+ V ) (14)
for all N and all functions u1, . . . , uN ∈ H1(Rd) that are orthonormal in L2(Rd).
Moreover, equality in this inequality is attained if −∆ + V has at least N negative
eigenvalues and the un are the eigenfunctions corresponding to the En(−∆ + V ) for
n = 1, . . . , N .
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Thus, if (12) holds, it follows from (14) that for all N and all functions u1, . . . , uN ∈
H1(Rd) that are orthonormal in L2(Rd),
N∑
n=1
∫
Rd
|∇un|2 dx ≥ −
∫
Rd
V
N∑
n=1
|un|2 dx− Ld
∫
Rd
V (x)
1+ d
2
− dx .
Optimizing this inequality with respect to V ∈ L1+ d2 (Rd) leads to the choice
V (x) = − (d+2
2
Ld
)− 2
d
(
N∑
n=1
|un|2
) 2
d
and to the bound
N∑
n=1
∫
Rd
|∇un|2 dx ≥ dd+2
(
2+d
2
Ld
)− 2
d
∫
Rd
(
N∑
n=1
|un|2
)1+ 2
d
dx .
This proves (1) with optimal constant satisfying Kd ≥ dd+2
(
2+d
2
Ld
)− 2
d .
Conversely, if V ∈ L1+ d2 (Rd) is given and if −∆+ V has at least N negative eigen-
values En(−∆+ V ) with corresponding orthonormal eigenfunctions un, then by (1),
N∑
n=1
|En(−∆+ V )| = −
N∑
n=1
∫
Rd
(|∇un|2 + V |un|2) dx ≤ −Kd ∫
Rd
ρ1+
2
d dx+
∫
Rd
V−ρ dx
where ρ =
∑N
n=1 |un|2. Optimizing the right side with respect to all functions ρ, we
obtain
N∑
n=1
|En(−∆+ V )| ≤ 22+d
(
d+2
d
Kd
)− d
2
∫
Rd
V (x)
1+ d
2
− dx .
This proves (12) with optimal constant satisfying Ld ≤ 22+d
(
d+2
d
Kd
)− d
2 . (Note that
we used a similar argument already in the proof of Theorem 7.) 
In Subsections 1.2 and 1.3 we have presented two possible scenarios for the best
constant Kd in (1). Let us discuss what this means for the best constant Ld in (12).
3.2. The one-particle constant. The same argument as in the proof of Theorem 9
shows that there is a constant L
(1)
d <∞ such that for all V ∈ L1+
d
2 (Rd),
|E1(−∆+ V )| ≤ L(1)d
∫
Rd
V (x)
1+ d
2
− dx ,
and the best constant in this inequality is related to the best constantK
(1)
d in inequality
(2) by (
(1 + d
2
)L
(1)
d
)1+ 2
d
(
(1 + 2
d
)K
(1)
d
)1+ d
2
= 1 . (15)
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Thus, the analogue of the constant K
(1)
d in the dual picture is the best constant in the
problem of minimizing the eigenvalue of a Schro¨dinger operator under the constraint
of a fixed L1+
d
2 -norm. This is a particular case of a question raised by Keller [98].
3.3. The semiclassical constant. We recall that for any V ∈ L1+ d2 (Rd), one has
lim
~→0
~
d
∑
n
|En(−~2∆+ V )| = Lcld
∫
Rd
V (x)
1+ d
2
− dx (16)
with
Lcld =
2
d+ 2
ωd
(2π)d
.
Indeed, one can prove asymptotics (16) for continuous, compactly supported V using
Dirichlet–Neumann bracketing and then one can use (12) to extend these asymptotics
to all V ∈ L1+ d2 (Rd).
The asymptotics (16) become more intuitive if one notices that∑
n
|En(−~2∆+ V )| = Tr
(−~2∆+ V )
−
and
~
−dLcld
∫
Rd
V (x)
1+ d
2
− dx =
∫∫
Rd×Rd
(|~ξ|2 + V (x))
−
dx dξ
(2π)d
.
Thus, (16) says that
Tr
(−~2∆+ V )
−
∼
∫∫
Rd×Rd
(|~ξ|2 + V (x))
−
dx dξ
(2π)d
as ~→ 0 .
On the left side, one applies the function E 7→ E− to the operator −~2∆+V and then
takes the trace, and on the right side, one applies the same function to the symbol
|~ξ|2 + V (x) and then integrates over phase space. Asymptotics (16) say that this
agrees to leading order in the semiclassical limit ~→ 0.
Note that the constants Lcld and K
cl
d in (6) are related by(
(1 + d
2
)Lcld
)1+ 2
d
(
(1 + 2
d
)Kcld
)1+ d
2 = 1 . (17)
Thus, the analogue of Kcld in the dual picture are Weyl asymptotics.
3.4. The Lieb–Thirring conjecture. Because of (13), (15) and (17), Conjecture 4
can be equivalently stated as
Ld = max
{
L
(1)
d , L
cl
d
}
,
that is, Ld = L
(1)
d if d = 1, 2 and Ld = L
cl
d if d ≥ 3.
3.5. The currently best bound. Because of (13) and (17), Theorem 5 can be equiv-
alently stated as
Ld ≤ 1.456 Lcld for all d ≥ 1 . (18)
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4. Lieb–Thirring inequalities for Schro¨dinger operators. II
4.1. A family of inequalities. In [139] Lieb and Thirring observed that (12) is only
a special case of a whole scale of inequalities. One has
Theorem 10. Let γ ≥ 1
2
if d = 1, γ > 0 if d = 2 and γ ≥ 0 if d ≥ 3. There is a
constant Lγ,d <∞ such that for any real V ∈ Lγ+ d2 (Rd),∑
n
|En(−∆+ V )|γ ≤ Lγ,d
∫
Rd
V (x)
γ+ d
2
− dx . (19)
Here, as before, En(−∆ + V ) denote the negative eigenvalues of the Schro¨dinger
operator −∆ + V , which can be shown to be well-defined under the conditions on V
in the theorem. Moreover, we use the convention that for γ = 0 the left side of (19)
denotes the number of negative eigenvalues of −∆+ V , counting multiplicities.
The inequality in Theorem 10 is due to Lieb and Thirring [139] in the non-endpoint
cases. The case γ = 0 in dimensions d ≥ 3 is due to Cwikel [29], Lieb [125, 126] and
Rozenblum [162, 163] and often referred to as the Cwikel–Lieb–Rozenblum (CLR)
inequality. The case γ = 1
2
in dimension d = 1 is due to Weidl [188].
The work of Rozenblum on the case γ = 0 completed earlier extensive work by
Birman and Solomyak (summarized, for instance, in [15]); see also [176] for a close-to
optimal result and a conjecture. Alternative proofs of the CLR bound were obtained
in [46, 124, 26, 52, 92].
According to the duality Theorem 9, Open Problem 2 is equivalent to finding the
best constant Ld = L1,d in (12) for γ = 1. This naturally leads to
Open Problem 11. Find the optimal constants Lγ,d in (19).
Motivated by the case γ = 1 it is natural to look at two particular scenarios.
4.2. The one-particle constant. Theorem 10 implies, in particular, that for all γ
and d as in that theorem there is a constant L
(1)
γ,d <∞ such that for all V ∈ Lγ+
d
2 (Rd),
|E1(−∆+ V )|γ ≤ L(1)γ,d
∫
Rd
V (x)
γ+ d
2
− dx . (20)
Finding the optimal L
(1)
γ,d is Keller’s problem [98] of minimizing the lowest eigenvalue
of a Schro¨dinger operator −∆ + V in Rd under the constraint of a fixed Lp norm of
the potential V .
For γ = 0 (which is allowed in dimensions d ≥ 3) the interpretation of inequality
(20) is that −∆+ V has no negative eigenvalue if L(1)0,d
∫
Rd
V (x)
d
2
− dx < 1.
For all γ such that γ+ d
2
≥ 1, the same duality argument as in the case γ = 1 shows
that the optimal constant L
(1)
γ,d is related to the optimal constant K
(1)
p′,d in the Sobolev
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interpolation inequality∫
Rd
|∇u|2 dx ≥ K(1)p,d
(∫
Rd
|u|2p dx
) 2
d(p−1)
‖u‖−
4p
d(p−1)
+2
2 (21)
by
L
(1)
p′−d/2,d
(
K
(1)
p,d
) d
2
=
(
d
2p′
) d
2
(
2p′ − d
2p′
) 2p′−d
2
. (22)
Note that as γ runs through the range in Theorem 10, the integrability exponent
2p = 2(γ + d
2
)/(γ + d
2
− 1) in (21) runs through the range 2 < 2p ≤ ∞ if d = 1,
2 < 2p < ∞ if d = 2 and 2 < 2p ≤ 2d
d−2
if d ≥ 3. It is well-known that (21) holds
precisely in this range of parameters. In particular, the nonvalidity of (21) for 2p =∞
if d = 2 implies that (20), and consequently (19), are not valid for γ = 0 if d = 2.
In dimensions d = 1, the value of the optimal constant K
(1)
p,1 and the set of optimizers
was determined by Nagy [151]. Via (22) this leads to the formula
L
(1)
γ,1 =
1√
π
Γ(γ + 1)
Γ(γ + 1
2
)
(γ − 1
2
)γ−
1
2
(γ + 1
2
)γ+
1
2
. (23)
In dimensions d ≥ 3, the optimal constant in (21) is known for the exponent 2p =
2d
d−2
, corresponding to γ = 0, and the optimizers are known [160, 161, 3, 185].
In the remaining cases 2 < 2p < 2d
d−2
for d ≥ 2 the optimal constants K(1)p,d are not
known explicitly. However, just like for (2), one can show that there is an optimizer
and that this optimizer is unique up to translation, dilation and multiplication by a
constant. For proofs we refer to the references mentioned in Subsection 1.2.
The duality used to derive (22) also shows that optimizers u of (21) are in one-to-one
correspondence (modulo symmetries) with optimal potentials V in (20). In particular,
we infer that there is a unique (up to symmetries) optimizing potential of (20). A
stability estimate for (20) was proved in [25].
4.3. The semiclassical constant. Analogously to (16) one can show that for all γ
and d as in Theorem 10 and all V ∈ Lγ+ d2 (Rd),
lim
~→0
~
d
∑
n
|En(−~2∆+ V )|γ = Lclγ,d
∫
Rd
V (x)
γ+ d
2
− dx (24)
with
Lclγ,d = (4π)
− d
2
Γ(γ + 1)
Γ(γ + 1 + d
2
)
. (25)
As in the special case γ = 1, the relation to semiclassics becomes clearer if one writes
the expression on the right side of (24) as
Lclγ,d
∫
Rd
V (x)
γ+ d
2
− dx =
∫∫
Rd×Rd
(|ξ|2 + V (x))γ
−
dx dξ
(2π)d
. (26)
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As an aside, we mention that the validity of the Lieb–Thirring inequality is crucial for
establishing asymptotics (24) under the assumption V ∈ Lγ+ d2 (Rd). We refer to [14]
for examples of V ∈ Lγ+ d2 (Rd) where (24) fails for γ = 0 in d = 2.
4.4. Known results. It follows from the previous two subsections that the optimal
constant Lγ,d in (19) satisfies
Lγ,d ≥ max
{
L
(1)
γ,d, L
cl
γ,d
}
.
It was originally conjectured by Lieb and Thirring [139] that one has equality in this
inequality. This is still believed to be the case in dimension d = 1.
Conjecture 12. For d = 1 and γ ≥ 1
2
,
Lγ,1 = max
{
L
(1)
γ,1, L
cl
γ,1
}
.
Using the explicit expressions for L
(1)
γ,1 and L
cl
γ,1 in (23) and (25) one sees that Con-
jecture 12 is equivalent to
Lγ,1 =
{
L
(1)
γ,1 if γ ≤ 32 ,
Lclγ,1 if γ ≥ 32 .
In the following theorem we will collect all the known optimal results about the
constants Lγ,d.
Theorem 13. The best constant Lγ,d in (19) is given by
(a) Lγ,d = L
cl
γ,d if γ ≥ 32 and d ≥ 1.
(b) L 1
2
,1 = L
(1)
1
2
,1
if γ = 1
2
and d = 1.
Part (a) is due to Lieb and Thirring [139] for γ = 2k+1
2
, k ∈ N, in d = 1 and due
to Aizenman and Lieb for all γ ≥ 3
2
in d = 1. The higher dimensional case in (a) is
due to Laptev and Weidl [112]; see also [6] for an alternative proof. Part (b) is due to
Hundertmark, Lieb and Thomas [139] with a partially alternate proof in [93].
In view of Theorem 13, Conjecture 12 is proved for γ = 1
2
and for γ ≥ 3
2
. The case
γ ∈ (1
2
, 3
2
) is open.
Later, in Subsection 6.1 we will discuss the Laptev–Weidl argument [112] used in
the proof of part (a) of Theorem 13 in d ≥ 2.
Here, let us briefly explain the Aizenman–Lieb argument [2] that is used in the proof
of part (a) of Theorem 13. Clearly, for any 0 ≤ γ < σ there is a positive constant Cγ,σ
such that
Eσ− = Cγ,σ
∫ ∞
0
(E + τ)γ−τ
σ−γ−1 dτ .
Thus, ∑
n
|En(−∆+ V )|σ = Cγ,σ
∫ ∞
0
∑
n
|En(−∆+ V + τ)|γτσ−γ−1 dτ
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and, in view of (26),
Lclσ,d
∫
Rd
V (x)
σ+ d
2
− dx = Cγ,σ
∫ ∞
0
(
Lclγ,d
∫
Rd
(V (x) + τ)
γ+ d
2
− dx
)
τσ−γ−1 dτ .
It follows from these two equations that the optimal constants Lγ,d and Lσ,d satisfy
Lσ,d
Lclσ,d
≤ Lγ,d
Lclγ,d
if σ > γ .
In particular, if Lγ,d = L
cl
γ,d for some γ, then Lσ,d = L
cl
σ,d for all σ > γ.
Next, let us discuss the maximum between L
(1)
γ,d and L
cl
γ,d, which appears in the
original form of the Lieb–Thirring conjecture. A small variation of the Aizenman–Lieb
argument together with some facts about the optimizing potential for L
(1)
γ,d implies
[56] that γ 7→ L(1)γ,d/Lclγ,d is strictly decreasing. In Subsection 4.6 we will note that
L
(1)
0,d < L
cl
0,d for d ≥ 8 and therefore L(1)γ,d < Lclγ,d for all γ ≥ 0. On the other hand,
for 1 ≤ d ≤ 7 there is a unique γc(d) where the functions γ 7→ L(1)γ,d and γ 7→ Lclγ,d
intersect. Indeed, for d = 1 this is explicit and for 2 ≤ d ≤ 7 one can easily show that
L
(1)
γ,d > L
cl
γ,d for small γ (for instance, for γ = 1 in d = 2 and for γ = 0 for d ≥ 3) and
that L
(1)
γ,d < L
cl
γ,d for large γ (using simple trial functions in (21) or, alternatively, using
(a) in Theorem 13). According to the numerics from [139], one has
γc(d) =

3
2
if d = 1 ,
1.165 if d = 2 ,
0.8627 if d = 3 .
Let us complement the ‘positive’ results in Theorem 13 by ‘negative’ results.
Proposition 14. The best constant Lγ,d in (19) satisfies
(a) Lγ,d > L
cl
γ,d if γ <
3
2
in d = 1 and γ < 1 in d ≥ 2.
(b) Lγ,d > L
(1)
γ,d if γ > max{2− d/2, 0} in 1 ≤ d ≤ 6 and γ ≥ 0 in d ≥ 7.
We have repeated the results for d = 1 for the sake of completeness. Part (a) in
d ≥ 2 is due to Helffer and Robert [89]. Part (b) for γ = 0 is due to Glaser, Grosse
and Martin [81] and will be discussed in Subsection 4.6. Part (b) for γ > 0 is from
[56]; see Subsection 6.2 below for some details of the argument.
Let us discuss the state of the original Lieb–Thirring conjecture and some possible
modifications, which take into accound the negative results from Proposition 14 as
well as the numerical experiments from [119].
Dimension d = 1. Conjecture 12 is generally believed to be true. The only remaining
case is the range 1/2 < γ < 3/2, where the optimal constant should be L
(1)
γ,1.
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Dimension d = 2. In the range 0 < γ ≤ 1, it is conceivable that Lγ,2 = L(1)γ,2, as
originally conjectured by Lieb and Thirring. (This is suggested by numerics in the ap-
pendix of [139] and in [119]. However, both these computations missed the phenomena
described next for γ > 1, so it is not clear how reliable they are.)
The situation in the range 1 < γ < 3/2 is rather unclear. By part (b) of Proposi-
tion 14, one has Lγ,2 > L
(1)
γ,2 for γ > 1. Since L
(1)
γ,2 > L
cl
γ,2 for γ < 1.165, this shows
that the original Lieb–Thirring conjecture fails in this range. Moreover, it is shown in
[56] that, if there is an optimizing potential for some γ > 1, then this potential has
infinitely many negative eigenvalues. Instead of (or besides) the existence of such an
optimal potential, it is conceivable that the optimal potentials in the bound for the
first N eigenvalues (which exist [56]) converge, when suitably normalized, as N →∞
to a potential that does not belong to Lγ+1 like, for instance, a periodic potential.
Dimensions d ≥ 3. Based on numerics for radial potentials, it is suggested in [119]
that for any 0 ≤ γ < 1 there is an optimal potential and that it has only a finite
number of negative eigenvalues. Moreover, it is expected that the number of negative
eigenvalues of an optimal potential increases as γ increases. It is conceivable that
Lγ,3 = L
(1)
γ,3 for 0 ≤ γ ≤ 1/2 if d = 3, as originally conjectured by Lieb and Thirring.
On the other hand, according to Proposition 14 one has Lγ,d > max{L(1)γ,d, Lclγ,d} for
1/2 < γ < 1 if d = 3, for 0 < γ < 1 if 4 ≤ d ≤ 6 and 0 ≤ γ < 1 if d ≥ 7, so in all these
cases the original Lieb–Thirring conjecture fails.
According to Conjecture 4 and the Aizenman–Lieb argument, it is believed that
Lγ,d = L
cl
γ,d for γ ≥ 1 and d ≥ 3.
4.5. Currently best bounds. Let us summarize bounds on the optimal constant
Lγ,d for γ < 3/2. The best bounds in the literature are
Lγ,d ≤

1.456 Lclγ,d if 1 ≤ γ < 3/2 ,
2 Lclγ,1 if 1/2 ≤ γ < 1 and d = 1 ,
2.912 Lclγ,d if 1/2 ≤ γ < 1 and d ≥ 2 .
By the Aizenman–Lieb argument, these bounds follow from the corresponding bounds
at the smallest value at γ. Thus, the first bound follows from (18), the second one
from [94] and the third one by the Laptev–Weidl lifting argument from [93] and (18).
This lifting argument yields, more generally, the bound
L1/2,d ≤ 2 L1,d−1 .
Bounds for the range 0 ≤ γ < 1/2 in d ≥ 3 follow by the Aizenman–Lieb argument
from corresponding bounds for γ = 0. The best value for L0,3 in d = 3 is due to Lieb
in [125, 126],
L0,3 ≤ 6.86924 Lcl0,3
20 RUPERT L. FRANK
and is to be compared with the lower bound from the Sobolev inequality L0,3 ≥
(8/
√
3) Lcl0,3 ≈ 4.6188 Lcl0,3. Lieb’s proof uses a new formula for Wiener integrals,
called Lieb’s formula, which is further discussed in [177, Theorem 8.2]. The best
bounds for d = 4 and for d ≥ 5 are in [125, 126] and [92], respectively.
Bounds for the range 0 < γ < 1/2 in d = 2 have received relatively little attention
in the literature. In particular, we are not aware of an investigation of the asymptotic
behavior of Lγ,2 as γ → 0. Probably, both Lγ,2 and L(1)γ,2 behave like a constant times
γ−1. Are the two constants the same? The asymptotics of L
(1)
γ,2 can be obtained via
(22) from arguments similar to those in [159]. A logarithmic endpoint type inequality
is shown in [103].
4.6. The number of negative eigenvalues. Let us discuss in more detail the (open)
problem of finding the optimal constant L0,d for d ≥ 3, that is, to maximize the
quotient between the number of negative eigenvalues of −∆+ V and ∫
Rd
V
d
2
− dx.
It is convenient to introduce the notation N≤(−∆ + V ) to denote the number of
nonpositive eigenvalues of −∆ + V , counting multiplicities, plus the number of zero
energy resonances, corresponding to solutions u ∈ H˙1(Rd)\L2(Rd) of (−∆+V )u = 0.
This definition appears naturally in this context since N≤(−∆+V ) is the limit of the
number of negative eigenvalues of −∆+V+− (1+ ε)V− as ε→ 0+, so inequality (19),
even if the left side only counts negative eigenvalues, implies
N≤(−∆+ V ) ≤ L0,d
∫
Rd
V (x)
d
2
− dx .
We begin by presenting the example of [81] that shows that L0,d > max{Lcl0,d, L(1)0,d}
for d ≥ 7. Our presentation is somewhat different from theirs and fills in some details.
The basis is the following computation, which we explain later in this subsection.
Lemma 15. Let d ≥ 3 and, for L ∈ N0,
V (L)(x) = −
(
L+
d− 2
2
)(
L+
d
2
)(
2
1 + |x|2
)2
, x ∈ Rd .
Then
N≤(−∆+ V (L)) = 2
d!
(L+ d− 1)! (L+ d
2
)
L!
and ∫
Rd
(
V (L)
)d
2
−
dx =
(
(L+ d−2
2
)(L+ d
2
)
) d
2 |Sd| .
As a consequence of this lemma,
L0,d ≥ sup
L∈N0
N≤(−∆+ V (L))∫
Rd
(V (L))
d
2
− dx
=
2
d! |Sd| supL∈N0
aL = L
cl
0,d sup
L∈N0
aL
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with
aL :=
(L+ d− 1)! (L+ d
2
)
L!
(
(L+ d−2
2
)(L+ d
2
)
)d/2 .
Note that, by the form of optimizers in the Sobolev inequality [160, 161, 3, 185],
L
(1)
0,d = L
cl
0,d a0 .
On the other hand, since aL → 1 as L→∞,
Lcl0,d = L
cl
0,d lim
L→∞
aL .
Thus, in order to show that L0,d > max{Lcl0,d, L(1)0,d}, we need to show that supL∈N0 aL >
max{limL→∞ aL, a0}. This is possible if d ≥ 7. Indeed, as suggested to me by S. Lar-
son, to whom I am grateful, using ln(1 + x) = x+O(x2) as x→ 0, one sees that
ln aL =
d
2
L−1 +O(L−2) as L→∞ ,
so aL > 1 = limL′→∞ aL′ for all sufficiently large L. On the other hand, a1 > a0 if
d = 7. Since a0 < 1 = limL→∞ aL if d ≥ 8, we have indeed shown that supL∈N0 aL >
max{limL→∞ aL, a0} for all d ≥ 7.
Glaser, Grosse and Martin [81] make the following conjecture.
Conjecture 16. Let d ≥ 3 and γ = 0. Then
L0,d = L
cl
0,d sup
L∈N0
aL .
In particular, it is conjectured that L0,d = L
(1)
0,d if d ≤ 6. The CLR bound with
the conjectured constant L
(1)
0,4 holds for radial potentials in d = 4 [81]. Moreover, the
Lieb–Thirring conjecture for γ = 1 in d = 1 would imply the CLR bound with the
conjectured constant L
(1)
0,3 for radial potentials in d = 3 [81].
Further evidence for Conjecture 16 comes from the following observation, which
is analogous to one made in a related context in [52], namely that the problem of
computing the optimal L0,d is conformally invariant. More precisely, if h is a conformal
transformation of Rd ∪ {∞} with Jacobian denoted by Jh and if
Vh(x) = Jh(x)
2/d V (h(x)) ,
then ∫
Rd
Vh(x)
d
2
− dx =
∫
Rd
V (x)
d
2
− dx and N≤(−∆+ Vh) = N≤(−∆+ V ) .
The first equality is clear and the second one follows from the variational principle in
the form (sometimes called Glazman’s lemma)
N≤(−∆+ V )
= sup
{
dimM : M⊂ H˙1(Rd) ,
∫
Rd
(|∇u|2 + V |u|2) dx ≤ 0 ∀u ∈M} ,
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if we note that for v(x) = Jh(x)
(d−2)/(2d)u(h(x)) one has∫
Rd
|∇v|2 dx =
∫
Rd
|∇u|2 dx ,
∫
Rd
Vh|v|2 dx =
∫
Rd
V |u|2 dx .
(Here, the first equality is easily verified by noting that any conformal transformation
of Rd ∪ {∞} is a composition of a translation, a dilation, a rotation, a reflection and
an inversion.)
In view of the conformal invariance it is natural to consider the optimzation problem
on the sphere. We will use this procedure to prove Lemma 15. We consider the inverse
stereographic projection S : Rd → Sd,
Sj(x) = 2xj
1 + |x|2 , j = 1, . . . d , Sd+1(x) =
1− |x|2
1 + |x|2 .
Then, by a similar argument as before, if
V (x) =
(
2
1 + |x|2
)2
W (S(x)) ,
then∫
Rd
V (x)
d
2
− dx =
∫
Sd
W (ω)
d
2
− dω and N≤(−∆+ V ) = N≤(−∆Sd + d(d−2)4 +W ) .
Here −∆Sd is the Laplace–Beltrami operator on Sd. Its eigenvalues are given by
ℓ(ℓ+ d− 1), ℓ ∈ N0, with multiplicity
νℓ =
(2ℓ+ d− 1) (ℓ+ d− 2)!
(d− 1)! ℓ! .
Note that the potential V (L) in Lemma 15 corresponds to the constant potential
W (L) = − (L+ d−2
2
) (
L+ d
2
)
on Sd. We have∫
Rd
V (L)(x)
d
2
− dx =
∫
Sd
W (L)(ω)
d
2
− dω =
(
(L+ d−2
2
)(L+ d
2
)
) d
2 |Sd|
and, since ℓ(ℓ+ d− 1) + d(d−2)
4
− (L+ d−2
2
) (
L+ d
2
) ≤ 0 iff ℓ ≤ L,
N≤(−∆Sd + d(d−2)4 +W (L)) =
L∑
ℓ=0
νℓ =
2
d!
(L+ d− 1)! (L+ d
2
)
L!
.
This completes the proof of Lemma 15.
To summarize, Conjecture 16 says that the optimal constant in the CLR inequality
is given, after mapping the problem conformally to the sphere, by a constant potential.
This would be similar to other optimization problems with conformal invariance, both
for single functions [128] and for functions of eigenvalues [150].
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5. Further directions of study
After the overview over the standard Lieb–Thirring inequalities in the previous
sections, we now address some extensions and generalizations. Our presentation em-
phasizes, probably unjustly, developments in the last decade and/or developments in
which the author was involved. The overall focus is on open problems, some major,
some minor, and it is hoped that the presentation stimulates further progress.
5.1. Po´lya’s conjecture. A classical question in the field of spectral estimates con-
cerns the best value of the constant Ldomγ,d in the inequality∑
n
(En(−∆Ω)− µ)γ− ≤ Ldomγ,d |Ω|µγ+
d
2 for all µ ≥ 0
valid for all open sets Ω ⊂ Rd of finite measure. Here −∆Ω denotes the Dirichlet
Laplacian in Ω and En(−∆Ω) its eigenvalues in nondecreasing order, counted according
to multiplicity.
Clearly, Weyl asymptotics imply that Ldomγ,d ≥ Lclγ,d for all γ ≥ 0. A famous conjec-
ture by Polya states that Ldomγ,d = L
cl
γ,d for all γ ≥ 0. (Strictly speaking, Polya only
considered γ = 0. By the Aizenman–Lieb argument, equality Ldomγ,d = L
cl
γ,d for some
γ = γ0 implies equality for any γ > γ0. So Polya’s conjecture for γ = 0 implies the
conjecture as stated.)
Polya has given an elegant proof of his conjectured bound in the special case of
tiling domains [157]. Further results for product domains can be found in [107].
The connection between Polya’s conjecture and the Lieb–Thirring problem is that
Ldomγ,d ≤ Lγ,d. This follows from the variational principle by taking V (x) = −µ for
x ∈ Ω and V (x) ≥ 0 for x 6∈ Ω in the Lieb–Thirring inequality.
Berezin [8] and Li and Yau [124] (the latter in an equivalent, dual form) proved that
Ldomγ,d = L
cl
γ,d for γ ≥ 1.
There has been relatively little progress on Po´lya’s conjecture. In particular, it
is still unknown whether the inequality holds with the semiclassical constant in the
special case where Ω is a disc in d = 2.
Some recent work concerns the analogue of Po´lya’s conjecture in the presence of
a homogeneous magnetic field. While the analogue of the Berezin–Li–Yau bound
continues to hold in this setting [45], the analogue of Po´lya’s conjecture fails for any
0 ≤ γ < 1 [69]. Also, in [105] it was shown that the analogue of Po´lya’s conjecture
fails for the fractional Laplacian (−∆)sΩ in d = 1, as well as for most s in d = 2.
Evidence for Po´lya’s conjecture comes from the sign of the subleading term in Weyl’s
asymptotic law [96]. Bounds that capture a lower order correction terms appear,
typically for γ ≥ 3/2 or γ ≥ 1, in [78, 190, 104, 79, 61] and references therein; see also
[114] for an application of these ideas to shape optimization problems.
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5.2. Magnetic Lieb–Thirring inequalities. The Lieb–Thirring inequality in the
presence of a magnetic field reads∑
n
|En((−i∇ + A)2 + V )|γ ≤ Lmagγ,d
∫
Rd
V (x)
γ+ d
2
− dx ,
where γ is as in Theorem 10. By definition, Lmagγ,d is independent of A ∈ L2loc(Rd,Rd).
Several of the proofs of Theorem 10 extend to the magnetic case with the same
constant. It is an open problem, however, whether the optimal constant Lmagγ,d coincides
with the optimal constant Lγ,d.
This is trivially the case if d = 1, where every magnetic field can be gauged away.
Moreover, Laptev and Weidl [112] showed that Lmagγ,d = L
cl
γ,d = Lγ,d for γ ≥ 3/2 in any
dimension d. All bounds that are obtained using their method starting from a one-
dimensional inequality remain valid in the magnetic case, including the current best
bound (18). There is a semi-abstract result [50], which says that Lmagγ,d does not exceed
Lγ,d by more than a factor depending only on γ and d. This result is also applicable
to spectral inequalities of a more complicated form than Lieb–Thirring inequalities.
The case of the Pauli operator, that is, (σ · (−i∇ + A))2 instead of (−i∇ + A)2, is
considerably more difficult and we refer to [41, 135, 179, 23, 42, 43, 44] and references
therein.
5.3. Lieb–Thirring inequalities for powers of the Laplacian. The Lieb–Thirring
inequality for powers s > 0 of the Laplacian reads∑
n
|En((−∆)s + V )|γ ≤ Lγ,d,s
∫
Rd
V (x)
γ+ d
2s
− dx ,
where 
γ ≥ 1− d
2s
if d < 2s ,
γ > 1− d
2s
if d = 2s ,
γ ≥ 0 if d > 2s .
The inequality in the cases γ > (1−d/2s)+ and γ = 0 can be proved using the methods
from [139] and [29, 163], respectively. The inequality for γ = 1− d/2s > 0 appears in
[188, 154] for integer s and in [55] for s < 1. The proof for noninteger s > 1 should
follow along the same lines.
While some of the above proofs yield reasonably good constants Lγ,d,s, nothing
seems to be known about their optimal values for s 6= 1. In particular, one might
wonder whether Lγ,d,s coincides with its semiclassical analogue for sufficiently large γ.
On the other hand, for d = 1 and any integer s ≥ 2 it is shown in [48] that in
the critical case γ = 1 − d/2s, the optimal constant Lγ,d,s is strictly larger than the
corresponding one-particle constant, contrary to a conjecture in [113]. One might
wonder whether it is equal to the one-particle constant in d = 1 for s ∈ (1/2, 3/2).
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5.4. Lieb–Thirring inequalities for discrete Schro¨dinger operators. Results
for Jacobi matrices and discrete Schro¨dinger operators can be found, for instance, in
[95, 100, 164, 169, 170, 4] and in the references therein. Due to the lack of scaling in-
variance the form of the inequality and therefore also the question of optimal constants
is less clear in this setting.
5.5. The oval problem. The Lieb–Thirring Conjecture 12 would imply, in particular,
that |E1(− d2dx2 +V )|+ |E2(− d
2
dx2
+V )| is bounded by L(1)1,1
∫
R
V
3
2
− dx. Benguria and Loss
[7] reformulated this weaker conjecture as an isoperimetric problem for certain planar
curves and proved an initial result. Further progress is contained in [24, 140, 9, 34],
but the problem is still open.
5.6. Semiclassical monotonicity. Remarkably, in [183] it was shown that the func-
tion ~ 7→ ~−d∑n |En(−~2∆ + V )|γ is nonincreasing for γ ≥ 2 and d ≥ 1. Moreover,
taking V (x) = |x|2 − 1 and ~ near (d + 2)−2, one sees that the assumption γ ≥ 2 is
necessary.
5.7. Reverse Lieb–Thirring inequalities. In [81, 171] the Lieb–Thirring bound for
γ = 1/2 in d = 1 is complemented by the lower bound∑
n
|En(− d2dx2 + V )|1/2 ≥ −Lcl1/2,1
∫
R
V (x) dx
with optimal constant Lcl1/2,1 = 1/4. Similar bounds for V ≤ 0 were proved for
0 < γ < 1/2 if d = 1 [30] and for γ = 0 if d = 2 [102, 86]; see also [154, 173]. While for
most of these bounds, optimal (or almost optimal) values of the constants have not
been investigated, remarkably, for γ = 0 in d = 2 one has the optimal inequality
N≤(V ) ≥ 1 +
⌊(
1
8π
∫
R3
V (x) dx
)
−
⌋
For V ≤ 0 this follows by conformal invariance as in Subsection 4.6 from the corre-
sponding result on S2 in [97], which also contains references to earlier partial results.
As in [85] the bound extends to not necessarily nonpositive V . In particular,
N≤(V ) ≥
(
1
8π
∫
R3
V (x) dx
)
−
,
which, in the radial case, goes back to [81],
A completely unrelated form of a reverse Lieb–Thirring inequality is shown in [35],
namely, the inequality in Theorem 10 for γ < −d/2. The constant is the classical one.
This follows by integrating the Golden–Thompson inequality [82, 184, 187].
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5.8. Bounds on the number of negative eigenvalues in 2D. The CLR inequality
does not hold for γ = 0 in d = 2 and there have been many attempts of finding suitable
analogues. Phenomena one has to deal with are the existence of weakly coupled bound
states [175] as well the existence of L1 potentials with non-Weyl asymptotics [14].
Contributions to this area include [180, 189, 99, 182, 149, 103, 174, 84, 110, 111, 58].
In particular, the paper [110] raises the question of characterizing all V ∈ L1(R2) (or
all 0 ≥ V ∈ L1(R2)) such that either lim supα→∞ α−1N(−∆ + αV ) <∞ or such that
(24) with d = 2 and γ = 0 holds. This problem was solved in the radial case in [110],
but is still open in general. The eigenvalue bounds in [180, 99, 174, 84, 111] can be
understood as sufficient conditions for an asymptotically linear bound.
5.9. Hardy–Lieb–Thirring inequalities. These are bounds where the operator−∆
is replaced by an operator −∆ − w with a function (Hardy weight) w ≥ 0 such that
−∆−w ≥ 0. For the case w(x) = (d− 2)2/(4|x|2), as well as its extensions to powers
of the Laplacian and magnetic fields, we refer to [40, 66, 49] and, for applications to
the problem of stability of relativistic matter in magnetic fields, to [65]. For bounds
on domains where w blows up at the boundary, see [68, 79], and for the fractional
Pauli operator, see [18].
5.10. Equivalence of Sobolev and Lieb–Thirring inequalities. While it is clear
that Lieb–Thirring inequalities imply Sobolev (interpolation) inequalities, it is quite
remarkable that, in an abstract setting under certain assumptions, the converse im-
plication holds as well. This was shown in [118] for CLR inequalities and extended in
[66, 67] to LT inequalities. The analogue of Weidl’s result for γ = 1/2 [188] is missing
in this abstract framework.
5.11. Lieb–Thirring inequalities at positive density. In [62, 63] Lieb–Thirring
inequalities were extended to the case of a positive, constant background density or,
equivalently, to the case of potentials that tend to a positive constant at infinity.
Informally, the inequalities can be written as
Tr
(
(−∆+ V − µ)γ− − (−∆− µ)γ− + γ(−∆− µ)γ−1− V
)
≤ L′γ,d
∫
Rd
(
(V − µ)γ+
d
2
− − µγ+
d
2 +
(
γ + d
2
)
µγ+
d
2
−1V
)
dx
with µ > 0. With a suitable interpretation of the left side, these inequalities were
shown in [63] for γ ≥ 1 in dimensions d ≥ 2. Conditions under which the difference
(−∆+ V − µ)γ− − (−∆− µ)γ− is trace class where given in [70], see also [71, 72].
These Lieb–Thirring inequalities have found applications in the study of quantum
many body systems at positive density, for instance, in [121, 122, 123].
The optimal values of the constants L′γ,d are not known. Are they semiclassical for
γ ≥ 3/2?
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Moreover, for γ = 1 in d = 1 the inequality holds only with a logarithmic correction
term. Does the inequality hold without this term for γ > 1?
Are there similar inequalities for γ < 1? In particular, for γ = 0 this is related to
bounds for the spectral shift functions; see, e.g., [178, 158].
5.12. Lieb–Thirring inequalities for interacting systems. The paper [146] initi-
ated the study of Lieb–Thirring inequalities for interacting systems. These inequalities
generalize the form of the Lieb–Thirring inequality in Corollary 6, but the left side
now takes into account interactions between the particles and the antisymmetry re-
quirement is modified. Some works on this topic are [76, 147, 144, 143, 145, 115] and
the references therein.
5.13. Lieb–Thirring inequalities for complex potentials. Recently, there has
been some interest in extending Lieb–Thirring inequalities to the case of complex-
valued potentials. It is known (see, e.g. [54]) that if V ∈ Lγ+d/2(Rd) with γ as in
Theorem 10, then −∆+V can be defined as an m-sectorial operator and its spectrum
in C \ [0,∞) consists of isolated eigenvalues of finite algebraic multiplicity.
Keller-type inequalities, that is, bounds on eigenvalues in terms of the Lp norm
of the potential appeared first in [1]. Bounds on sums of eigenvalues outside a cone
around the positive axis were proved in [59]. The Laptev–Safronov conjecture [109]
concerns the optimal range of Keller-type inequalities and is still open; see [51, 77]
for some results. For Keller-type bounds with other norms than Lp norms, see, for
instance, [31, 168, 47, 117, 28] and references therein.
In [19] it is shown that for any γ > d/2 there is a bounded V ∈ Lγ+d/2(Rd) such
that −∆ + V has infinitely many eigenvalues in the lower halfplane that accumulate
at every point in [0,∞). Whether such V exist even for γ > 1/2 in d ≥ 2 is open.
Bounds on sums of powers of eigenvalues are typically obtained either by identifying
eigenvalues with zeros of an analytic function and then using tools from complex
analysis, or by operator theoretic techniques. We refer to [32, 22, 88, 33, 73, 60, 54]
and references therein. Despite these works, the natural form of the Lieb–Thirring
inequality in the complex case seems to be unclear; see [20] for a counterexample in
d = 1 to one possible form.
Much earlier, Pavlov [155, 156] has shown that the threshold between finitely
and infinitely many eigenvalues, which is a |x|−2 decay in the real case, becomes a
exp(−c√|x|) decay in the case of a complex potential. For a bound on the number of
negative eigenvalues in the analogous problem for Jacobi matrices, see [21].
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5.14. Inequalities for orthonormal systems. Lieb [129] showed that if 0 < α <
d/2 and if f1, . . . , fN are orthonormal in L
2(Rd), then∥∥∥∥∥
N∑
n=1
∣∣(−∆)−α2 fn∣∣2
∥∥∥∥∥
d
d−2α
≤ Cd,αN d−2αd .
This is a strengthening of the Hardy–Littlewood–Sobolev inequality, which concerns
the case N = 1. The important feature of this bound is that N appears on the
right side with an (optimal) exponent d−2α
d
< 1. Without orthogonality, the exponent
would be 1. For an alternative proof, see [165], and for a conjecture about the optimal
constant, see [52]. For related inequalities, see [90, 83].
In [64, 73, 74] a similar extension of the Strichartz inequality to orthonormal func-
tions was proved. For instance, if p, q ≥ 1 satisfy 2
p
+ d
q
= d and 1 ≤ q < 1 + 2
d−1
and
if f1, . . . , fN are orthonormal in L
2(Rd), then∥∥∥∥∥∑
n
νn
∣∣eit∆fn∣∣2
∥∥∥∥∥
LptL
q
x
≤ Cd,q‖ν‖
ℓ
2q
q+1
.
For further results and open problems, see [10, 152, 11, 12]. For applications of these
bounds to the dynamics of quantum many-body systems, see, for instance, [121, 122].
The papers [73, 75, 54] also contain further bounds on orthonormal systems related
to Fourier restriction estimates. These have applications to bounds on eigenvalues of
Schro¨dinger operators with complex potentials.
6. Some proofs
6.1. Proof of Theorem 5. The following result is due to [57].
Theorem 17. Let d ≥ 1 and q ≥ 1. Let N ∈ N and let u1, . . . , uN ∈ H1(Rd,Cq) be
orthonormal in L2(Rd,Cq). Then
N∑
n=1
∫
Rd
|∇un(x)|2Cq dx ≥ K˜d
∫
Rd
TrCq
(
R(x)1+2/d
)
dx ,
where R(x) is the Hermitian nonnegative q × q matrix given by
R(x) =
N∑
n=1
un(x)un(x)
∗
and where
K˜d =
26/d d2 (2π)2
(d+ 2)2+4/d |Sd−1|2/d I
−2/d
d =
26/d d1−2/d
(d+ 2)1+4/d
I−2/dd Kcld
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with
Id = inf
{(∫ ∞
0
w(s)2 ds
)d/2 ∫ ∞
0
(1− g(t))2
t1+d/2
dt : f, w ≥ 0 ,
∫ ∞
0
f(s)2 ds = 1,
g(t) =
∫ ∞
0
w(s)f(st) ds
}
.
Proof. Step 1. Let f be a nonnegative function on (0,∞) with ∫∞
0
f(s)2 ds = 1. For
any E > 0 we define functions uE1 , . . . , u
E
N by
ûEn (ξ) = f(E/|ξ|2)ûn(ξ) for all ξ ∈ Rd .
Then, since
|ξ|2 =
∫ ∞
0
f(E/|ξ|2)2 dE for all ξ ∈ Rd ,
we have
N∑
n=1
∫
Rd
|∇un(x)|2Cq dx =
N∑
n=1
∫
Rd
|ξ|2|ûn(ξ)|2Cq dξ =
N∑
n=1
∫
Rd
∫ ∞
0
|ûEn (ξ)|2Cq dE dξ
=
∫
Rd
N∑
n=1
∫ ∞
0
|uEn (x)|2Cq dE dx . (27)
Our goal will be to bound
∑N
n=1
∫∞
0
|uEn (x)|2Cq dE from below pointwise in x. We note
that in Rumin’s original argument [166],
∑N
n=1 |uEn (x)|2Cq is bounded pointwise in x
and E. The additional integration in E, however, allows us to improve the constant.
Step 2. Let RE(x) be the Hermitian nonnegative q × q matrix given by
RE(x) =
N∑
n=1
uEn (x)u
E
n (x)
∗ .
Moreover, let w be a nonnegative, square-integrable function on (0,∞) and let
g(t) :=
∫ ∞
0
w(s)f(st) ds .
The crucial step in the proof will be to show that for any x ∈ Rd, ε > 0 and µ > 0
one has, in the sense of matrices,
R(x) ≤ (1 + ε)µ−1‖w‖2
∫ ∞
0
RE(x) dE + (1 + ε−1)Aµd/2 , (28)
where
A = 2−1(2π)−d|Sd−1|
∫ ∞
0
(1− g(t))2t−1−d/2 dt .
In order to prove (28), for any E > 0 let vE1 , . . . v
E
N ∈ L2(Rd,Cq) be defined by
v̂En (ξ) = g(E/|ξ|2)ûn(ξ) for all ξ ∈ Rd .
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For e ∈ Cq, n ∈ {1, . . . , N} and µ > 0 we bound
|e∗un(x)|2 = |e∗vµn(x)|2 + 2Re e∗vµn(x) e∗ (un(x)− vµn(x)) + |e∗(un(x)− vµn(x))|2
≤ (1 + ε) |e∗vµn(x)|2 + (1 + ε−1) |e∗(un(x)− vµn(x))|2 . (29)
For the first term on the right side we have, by the Schwarz inequality,
|e∗vµn(x)|2 = (2π)−d
∣∣∣∣∫
Rd
∫ ∞
0
eiξ·xw(s)f(sµ/|ξ|2)e∗ûn(ξ) ds dξ
∣∣∣∣2
≤ ‖w‖2(2π)−d
∫ ∞
0
∣∣∣∣∫
Rd
eiξ·xf(sµ/|ξ|2)e∗ûn(ξ) dξ
∣∣∣∣2 ds
= ‖w‖2
∫ ∞
0
|e∗usµn (x)|2 ds
= µ−1‖w‖2
∫ ∞
0
|e∗uEn (x)|2 dE .
Inserting this into (29) and summing over n, we obtain
e∗R(x)e =
∑
n
|e∗un(x)|2
≤ (1 + ε)µ−1‖w‖2
∫ ∞
0
N∑
n=1
|e∗uEn (x)|2 dE + (1 + ε−1)
N∑
n=1
|e∗(un(x)− vµn(x))|2
= (1 + ε)µ−1‖w‖2
∫ ∞
0
e∗RE(x)e dE + (1 + ε−1)
N∑
n=1
|e∗(un(x)− vµn(x))|2 .
To bound the second term on the right side, we write
e∗(un(x)− vµn(x)) = (2π)−d/2
∫
Rd
eiξ·x(1− g(µ/|ξ|2))e∗ûn(ξ) dξ = (χx,µe, ûn) ,
where the last inner product is in L2(Rd,Cq) and where
χx,µ(ξ) := (2π)
−d/2e−iξ·x(1− g(µ/|ξ|2)) for all ξ ∈ Rd .
Since the ûn are orthonormal, we obtain by Bessel’s inequality
N∑
n=1
|e∗(un(x)− vµn(x))|2 ≤ ‖χx,µe‖2 = A˜µd/2|e|2Cq ,
where
A˜ := (2π)−d
∫
Rd
(1− g(1/|η|2))2 dη = A .
To summarize, we have shown that
e∗R(x)e ≤ (1 + ε)µ−1‖w‖2
∫ ∞
0
e∗RE(x)e dE + (1 + ε−1)Aµd/2|e|2Cq ,
which is the same as (28).
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Step 3. We denote by λj(H), j = 1, . . . , q, the eigenvalues of a Hermitian q × q
matrix H , arranged in nonincreasing order and counted according to multiplicities.
Then, by the variational principle, the matrix inequality (28) implies that
λj(R(x)) ≤ (1 + ε)µ−1‖w‖2λj
(∫ ∞
0
RE(x) dE
)
+ (1+ ε−1)Aµd/2 for j = 1, . . . , q .
Optimizing with respect to ε > 0 and µ > 0 for each j, we obtain
λj(R(x)) ≤
(
2
d
) 2d
d+2
(
1 +
d
2
)2
‖w‖ 2dd+2A 2d+2
(
λj
(∫ ∞
0
RE(x) dE
)) d
d+2
,
which is the same as
λj
(∫ ∞
0
RE(x) dE
)
≥
(
d
2
)2(
1 +
d
2
)− 2(d+2)
d
‖w‖−2A− 2d (λj(R(x)))1+
2
d .
Thus,∫ ∞
0
N∑
n=1
|uEn (x)|2Cq dE = TrCq
∫ ∞
0
RE(x) dE =
q∑
j=1
λj
(∫ ∞
0
RE(x) dE
)
≥
(
d
2
)2(
1 +
d
2
)− 2(d+2)
d
‖w‖−2A− 2d
q∑
j=1
(λj(R(x)))
1+ 2
d
=
(
d
2
)2(
1 +
d
2
)− 2(d+2)
d
‖w‖−2A− 2d TrCq
(
R(x)1+
2
d
)
.
Inserting this bound into (27) we obtain the claimed bound. 
We now prove an upper bound on I1 by choosing appropriate trial functions f and
w. We also prove a lower bound on I1, which shows the limitation of the method.
Lemma 18. If d = 1, then
2
3
≤ I1 ≤ 0.747112 .
In particular,
K˜1 ≥ (1.456)−2Kcl1 . (30)
Proof. Let f, w ≥ 0 with ∫∞
0
f(s)2 ds = 1 and denote a :=
∫∞
0
w(s)2 ds. Then
g(t) :=
∫ ∞
0
w(s)f(st) ds ≤
(∫ ∞
0
w(s)2 ds
)1/2(∫ ∞
0
f(st)2 ds
)1/2
= a1/2t−1/2
and therefore |1− g(t)| ≥ (1− a1/2t−1/2)+ for all t > 0. Thus,∫ ∞
0
(1− g(t))2
t3/2
dt ≥
∫ ∞
0
(1− a1/2t−1/2)2+
t3/2
dt =
2
3
a−1/2 ,
which implies that I1 ≥ 23 , as claimed.
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In order to prove the upper bound on I1 we choose
f(s) = (1 + µ0s
4.5)−0.25 , w(s) = c0
(1− s0.36)2.1
1 + s
χ[0,1](s) ,
where µ0 and c0 are determined by
∫∞
0
f(s)2 ds =
∫∞
0
w(s) ds = 1. A numerical
computation leads to the claimed bound on I1. 
We now complete the proof of Theorem 5. In fact, we will argue by duality and
prove (18). This will follow by dualizing Theorem 17 and applying the Laptev–Weidl
method of lifting the dimension [112].
Let G be a separable Hilbert space. We first observe that the inequality in Theorem
17 remains valid, with the same constant K˜d, for functions u1, . . . , uN ∈ H1(Rd,G)
that are orthonormal in L2(Rd,G). This follows by a simple approximation argument
using a sequence of finite dimensional projections on G that converges strongly to the
identity.
Next, by the same duality argument as in the proof of Theorem 9 we infer that∑
n
|En(−∆+W )| ≤ L˜d
∫
Rd
TrG
(
W (x)
1+ d
2
−
)
dx (31)
for any measurable function W from Rd into the selfadjoint operators on G such that
W (x)
1+ d
2
− is trace class for almost every x and such that the integral of its trace is
finite. The operator −∆+W on the left side of (31) acts in L2(Rd,G). The constant
L˜d is related to the constant K˜d in Theorem 17 by(
(1 + d
2
)L˜d
)1+ 2
d
(
(1 + 2
d
)K˜d
)1+ d
2
= 1 . (32)
Now let V ∈ L1+ d2 (Rd) be real. We introduce coordinates x = (x′, xd) ∈ Rd−1 × R
in Rd and write
−∆+ V = − d2
dx2d
+W in L2(Rd) = L2(R,G)
where W acts as ‘multiplication’ by
W (xd) := −∆′ + V (·, xd) in G := L2(Rd−1) .
Applying inequality (31) with d = 1, we obtain∑
n
|En(−∆+ V )| =
∑
n
|En(− d2d2xd +W )| ≤ L˜1
∫
R
TrG
(
W (xd)
3
2
−
)
dxd .
Moreover, by the Lieb–Thirring inequality of Laptev and Weidl [112], for any xd ∈ R,
TrG
(
W (xd)
3
2
−
)
=
∑
n
|En(−∆′ + V (·, xd))|3/2 ≤ Lcl3/2,d−1
∫
Rd−1
V (x′, xd)
3
2
+ d−1
2
− dx
′ .
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Inserting this into the above bound we obtain∑
n
|En(−∆+ V )| ≤ L˜1 Lcl3/2,d−1
∫
Rd
V (x)
3
2
+ d−1
2
− dx . (33)
It remains to bound the constant on the right side using the explicit bound on K˜1
from Lemma 18. We first note that
Lcl1,1L
cl
3/2,d−1 = L
cl
d .
This follows either using the explicit expression for Lclγ,d together with identities for
gamma functions or, more conceptually, from
Lcld =
∫
Rd
(|ξ|2 − 1)− dξ
(2π)d
=
∫
Rd−1
∫
R
(
(ξ′)2 + ξ2d − 1
)
−
dξd
2π
dξ′
(2π)d−1
=
∫
Rd−1
(
(ξ′)2 − 1) 32
−
∫
R
(η2d − 1)−
dηd
2π
dξ′
(2π)d−1
= Lcl3/2,d−1L
cl
1,1 ,
where we changed variables ξd = ((ξ
′)2 − 1)1/2− ηd. Moreover, by (17) and (32),(
L˜1/L
cl
1
)3 (
K˜1/K
cl
1
) 3
2
= 1 .
Thus, by (30),
L˜1 L
cl
3/2,d−1 =
L˜1
Lcl1
Lcld =
(
Kcl1
K˜1
) 1
2
Lcld ≤ 1.456Lcld .
Inserting this into (33) we obtain (18), as claimed.
6.2. Proof of (b) in Proposition 14. Here we focus on the assertions in part (b) of
Proposition 14 concerning γ > 0. Those concerning γ = 0 have already been discussed
in Subsection 4.6.
We follow [56]. Let us define L
(N)
γ,d to be the best constant in the inequality
N∑
n=1
|En(−∆+ V )|γ ≤ L(N)γ,d
∫
Rd
V (x)
γ+ d
2
− dx . (34)
Then, clearly, L
(N)
γ,d ≤ L(N+1)γ,d and Lγ,d = limN→∞ L(N)γ,d . The remaining part of assertion
(b) in Proposition 14 is therefore a consequence of the following result.
Proposition 19. If γ > max{2− d/2, 0}, then L(2)γ,d > L(1)γ,d.
Define p by p′ = γ + d/2 and recall from Subsection 4.2 that inequality (21) has an
optimizer Q. After a translation, a dilation and multiplication by a constant we can
assume that Q is positive, centered at the origin and satisfies
−∆Q−Q2p−1 = −Q in Rd .
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We abbreviate m :=
∫
Rd
Q2 dx and record two identities for the function Q, namely,∫
Rd
|∇Q|2 dx−
∫
Rd
Q2p dx = −m and (35)(
d
2
− 1
)∫
Rd
|∇Q|2 dx− d
2p
∫
Rd
Q2p dx = −d
2
m. (36)
They follow by multiplying the equation for Q by Q and by x · ∇Q, respectively.
Next, for a parameter R > 0, let
Q±(x) = Q(x± (R2 , 0))
and
V = −(Q2+ +Q2−)p−1 .
The main ingredient of the proof of Proposition 19 is the following bound.
Lemma 20. For any ε > 0, as R→∞,
|E1(−∆+ V )|γ + |E2(−∆+ V )|γ ≥ 2
(
1 +
γ
m
A+ o(A)
)
where
A =
1
2
∫
Rd
(
(Q2+ +Q
2
−)
p −Q2p+ −Q2p−
)
dx→ 0 .
Before proving this lemma, let us use it to deduce Proposition 19. We clearly have∫
Rd
V
γ+d/2
− dx = 2
∫
Rd
Q2p dx− 2A ,
so
|E1(−∆+ V )|γ + |E2(−∆+ V )|γ∫
Rd
V
γ+d/2
− dx
≥ 1∫
Rd
Q2p dx
1 + γ
m
A + o(A)
1− (∫
Rd
Q2p dx
)−1
A
= L
(1)
γ,d
(
1 +
(
γ − m∫
Rd
Q2p dx
)
A
m
+ o(A)
)
.
Here we used the fact that
1∫
Rd
Q2p dx
= L
(1)
γ,d ,
which follows from (22), (35) and (36). Using the latter two identities again, we find
γ − m∫
Rd
Q2p dx
=
γ
p
,
and therefore
L
(2)
γ,d ≥ L(1)γ,d
(
1 +
γ
p
A
m
+ o(A)
)
,
which completes the proof of the proposition. Thus, it remains to prove the lemma.
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Proof. Clearly, E :=
∫
Rd
Q+Q− dx → 0 as R → ∞, and therefore in the following we
may assume that |E| < m. Then the two functions ψ(±) defined by(
ψ(+)
ψ(−)
)
:=
(
m E
E m
)−1/2(
Q+
Q−
)
are orthonormal in L2(Rd). Let
H :=
(
〈ψ(+), (−∆+ V )ψ(+)〉 〈ψ(+), (−∆+ V )ψ(−)〉
〈ψ(−), (−∆+ V )ψ(+)〉 〈ψ(−), (−∆+ V )ψ(−)〉
)
.
By the variational principle, the two lowest eigenvalues of −∆+V are not larger than
the corresponding eigenvalues of H and therefore, in particular,
|E1(−∆+ V )|γ + |E2(−∆+ V )|γ ≥ TrHγ− .
We have
H = h +
(
0 δ
δ 0
)
with
h = 〈ψ(+), (−∆+ V )ψ(+)〉 = 〈ψ(−), (−∆+ V )ψ(−)〉
and
δ = 〈ψ(+), (−∆+ V )ψ(−)〉 = 〈ψ(−), (−∆+ V )ψ(+)〉 .
It is easy to see that h→ −1 and δ → 0 as R→∞, and therefore
TrHγ− = 2|h|γ − γ|h|γ−1Tr
(
0 δ
δ 0
)
+O(δ2) = 2|h|γ +O(δ2) .
Next, let us expand h. We have
|∇ψ(+)|2 + |∇ψ(−)|2 = m
m2 − E2
(|∇Q+|2 + |∇Q−|2)− 2E
M2 − E2∇Q+ · ∇Q−
and therefore, using the equation for Q,∫
Rd
(|∇ψ(+)|2 + |∇ψ(−)|2) dx = −2 + 2m
m2 −E2
∫
Rd
Q2p dx
− E
m2 − E2
∫
Rd
(
Q2p−2+ +Q
2p−2
−
)
Q+Q− dx .
Similarly,
(ψ(+))2 + (ψ(−))2 =
m
m2 − E2
(
Q2+ +Q
2
−
)− 2E
M2 − E2Q+Q−
and therefore
h =
1
2
(〈ψ(+), (−∆+ V )ψ(+)〉+ 〈ψ(−), (−∆+ V )ψ(−)〉)
= −1− m
m2 − E2A +
E
m2 −E2B ,
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where A is as in the lemma and
B :=
∫
Rd
Q+Q−
(
(Q2+ +Q
2
−)
p−1 − 1
2
(
Q2p−2+ +Q
2p−2
−
))
dx .
Using Q(x) ≤ C(1 + |x|)−(d−1)/2e−|x| we can bound
E = Oε(e−(1−ε)R) and B = Oε(e−(1−ε)R)
and obtain
|h|γ = (−h)γ = (1 +m−1A)γ +Oε(e−(2−ε)R) = 1 + γm−1A+O(A2) +Oε(e−(2−ε)R) .
This gives the desired expansion of h expansion.
Next, we show δ = Oε(e−(2−ε)R). By a similar computation as before, we find that
∇ψ(+) · ∇ψ(−) = − E
m2 − E2
1
2
(|∇Q+|2 + |∇Q−|2)+ m
m2 − E2∇Q+ · ∇Q−
and therefore, by the equation,∫
Rd
∇ψ(+) ·∇ψ(−)dx = − E
m2 − E2
∫
Rd
Q2p dx+
m
m2 − E2
1
2
∫
Rd
Q+Q−(Q
2p−2
+ +Q
2p−2
− ) dx.
Moreover,
ψ(+)ψ(−) = − E
m2 −E2
1
2
(
Q2+ +Q
2
−
)
+
m
m2 − E2Q+Q−
and therefore∫
Rd
V ψ(+)ψ(−) dx =
E
m2 − E2
1
2
∫
Rd
(Q2++Q
2
−)
p dx− m
m2 −E2
∫
Rd
Q+Q−(Q
2
++Q
2
−)
p−1 dx.
Thus,
δ =
1
2
(〈ψ(+), (−∆+ V )ψ(−)〉+ 〈ψ(−), (−∆+ V )ψ(+)〉) = E
m2 − E2A−
m
m2 − E2B .
Together with the above bounds on E and B, this gives the claimed bound on δ.
To summarize, so far we have shown that
|E1(−∆+ V )|γ + |E2(−∆+ V )|γ ≥ 2
(
1 +
γ
m
A+Oε(e−(2−ε)R) +O(A2)
)
To get a lower bound on A we use Q(x) ≥ c(1 + |x|)−(d−1)/2e−|x|. Therefore [83], the
integrand in the definition of A is ≥ cεe−(p+ε)R if |x| ≤ 1, which gives
A ≥ c′εe−(p+ε)R .
This dominates the error term Oε(e−(2−ε)R) if p < 2 (that is, γ + d/2 > 2) and
completes the proof of the lemma. 
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A stronger conclusion than that in Proposition 19 can be shown under the additional
assumption γ ≥ 1. Namely, in [56] it is shown that for such γ there is a sequence
Nj →∞ such that L(Nj)γ,d < L(Nj+1)γ,d for all j. Therefore, in particular,
L
(N)
γ,d < Lγ,d for all N ≥ 1 if

γ > 3/2 if d = 1 ,
γ > 1 if d = 2 ,
γ ≥ 1 if d ≥ 3 .
This shows that the best Lieb–Thirring constant cannot be attained for a potential
having finitely many negative eigenvalues.
The proof of this stronger conclusion uses the following equivalence, which general-
izes (22) to general N , provided γ ≥ 1.
Lemma 21. Let 1 ≤ γ < ∞ and 1 < p ≤ 1 + 2
d
be related by γ = p′ − d
2
, and let
N ∈ N. Then inequality (34) is equivalent to the inequality
N∑
n=1
‖∇un‖2 ≥ K(N)p,d
(∫
Rd
(
N∑
n=1
|un|2
)p
dx
) 2
d(p−1)
(
N∑
n=1
‖un‖
2(1−(1−2/d)p)
1+2/d−p
)− 2
d(p−1)
+1
for all (un) ⊂ H1(Rd) that are orthogonal in L2(Rd), in the sense that the optimal
constants satisfy
L
(N)
p′−d/2,d
(
K
(N)
p,d
)d
2
=
(
d
2p′
) d
2
(
2p′ − d
2p′
) 2p′−d
2
.
Note that the un are orthogonal and not necessarily orthonormal. Lemma 21 fol-
lows by an argument similarly as in the proof of Theorem 9, see [56]. The analogue
corresponding to N =∞ can be found in [141].
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