Abstmct-When using appearance-based recognition for self-localization of mobile robots, the images obtained during the exploration of the environment need to be efficiently stored in the memory. P C A offers means for representing the images in a low-dimensional subspace, which allows for efficient matching and recognition. For active exploration it is necessary to use an incremental method for the computation of the subspace. While such methods have been considered before, only the on-line construction of eigenvectors has been addressed. Representations of the images in the subspace were computed only after the final subspace had been built, requiring that all the images were kept in the memory. In this paper we propose to use an incremental P C A algorithm with the updating of partial image representations in a way that allows the robot to discard the acquired images immediately after the update. Such a model is open-ended, meaning that we can easily update it with new images. We show that the performance of the proposed method is comparable to the performance of the batch method in terms of compression, computational cost and the precision of localization. We also show that by 'applying the repetitive learning, the subspace converges to that constructed with the batch method.
I. INTRODUCTION
In this paper we approach the problem of mobile robot localization as a task of recognizing a panoramic view from a set of panoramic views acquired in the learning phase (Figure 1 ). The main motivation for applying appearance-based recognition to the problem of localization is the analogy between recognizing an object in the scene and recognizing the environment. In contrast to object recognition, the target to be recognized in the case of localization is not only a part of the image (on a cluttered background), but rather the complete image.
If we use panoramic images as representations of locations, the views taken from nearby positions and oriented in the same way will be strongly correlated as it is the case when looking at an object from two nearby viewpoints. This allows us not only to design an efficient strategy based on correlation, but also to build a compact representation that eliminates redundancy.
For building a compact model from a set of images, the approach which constructs a space of eigenvectors proved itself as a viable one [l] , [2] . Therefore, several researchers also in the area of robotics and computer vision developed working localization algorithms and tested them in real-world environments This approach is basically a two-stage procedure: in the learning stage, several panoramic snapshots are acquired which together form a good depiction of the environment. Then, an orthonormal basis is computed (Figure 2 ), which allows us to represent every image of the training set with only a few parameters. Furthermore, intermediate images can be approximated by a spline interpolation of parameters. In the localization stage, the robot is acquiring momentary images, which we then project into the low-dimensional subspace. We search for the nearest point in the subspace, and associate it to the robot's presumed location.
The approach applied in the standard way, however, has its drawbacks. One of them is the fact that the localization stage is strictly separated from the learning stage. In the learning stage we capture all images first, and only then can we construct the model. The model built in this way can not be modified unless we keep the original images. To update the model with new images, we have to construct a new one from the scratch. Therefore, standard approaches are not optimal for performing simultaneous learning (environment exploration) and localization (SLAM [7] ). Furthermore, the original images take a lot of storage.
To overcome these problems, we can instead apply an incremental method for building the subspace. Incremental computation of eigenvectors has been considered before [8] , [9] , [lo] , [ll] , [12] . However, for a method to be completely on-line, we have to simultaneously update both the eigenvectors and the low- dimensional representations of images. In this way, we can discard the original images immediately after the updating of the subspace. One has to be aware, however, that the low-dimensional representations of the images are only approximations of the originals.
In this paper we propose to use an incremental PCA algorithm with the updating of partial image representations without keeping the original images. We discuss how to update the representation with a new observation in order to keep the overall reconstruction error bounded. We analyze how the incremental building influences the accuracy of the representation and compare it to the batch method. We show that the performance of the proposed method is comparable to the performance of the batch method in terms of compression, computational cost, and, most importantly, precision of localization. We also examine the possibility of improving the model with repetitive learning.
The paper is organized as follows. In Section 2 we briefly review the standard procedure for building the space of eigenvectors. In Section 3 we first describe the incremental method for computing the space of eigenvectors. We then introduce the method for the on-line updating of the image representations and discuss how to efficiently update the model. In Section 4 we give a comparison t o the batch method, examine the improvement obtained by repetitive learning, and test the localization on a large database. We conclude with a summary and an outline of the work in progress.
PCA
In this section we briefly outline the standard procedure of building the space of eigenvectors from a set of training images. We represent images from the training set as normalized image vectors xi E EtmX1; i = 1 . . . n, where m is the number of pixels in the image and n is the number of images. we sort the eigenvectors according to the corresponding eigenvalues, we get an ordering which reflects the principal directions of variance in the learning set of images. We can therefore choose a subset of only k eigenvectors with the largest eigenvalues to he included in the model. Each image can thus be optimally approximated in the least-squares sense up to the degree of error by taking into account the k most informative eigenvectors only. Namely, every model image xi projects into some point ai in the k-dimensional subspace, spanned by the selected eigenvectors [l] .
Cy=l xi is the mean image vector.
INCREMENTAL P C A
To overcome the inability of the batch method to progressively acquire environment representation, and the high storage demands, several algorithms were developed that allow for an incremental building of the subspace of eigenvectors [8] A special case of such merging is updating the eigenvectors, eigenvalues, and mean value by a single new image. We assume we have already built a set of eigenvectors uj, j = 1.. .p, after having used the images xi, i = 1 . . . n as an input. The corresponding eigenvalues are X and the mean image is a. We would like to update this information to take into account a new image Here we briefly summarize the method described in [ll] . First, we update the mean:
The covariance matrix can be updated as well:
We now have to update the set of eigenvectors in order to reflect the additional image x,+1. Since the residual vector hn+l = (Ua,+l+jz) -x,+l is orthogonal to each eigenvector in U , its normalized equivalent is a suitable candidate for the additional vector in the basis:
We obtain the new mx (k+l) matrix of eigenvectors U' by appending 6 to the eigenvectors U and rotating them:
A . Updating image representations
If we want to perform a true on-line incremental algorithm that does not require keeping the original images in the memory until the model has been constructed, we have to handle the image representations accordingly. Note that in the process of learning, after we update the subset of eigenvectors, we also have to update all of the representations of all the images according to the new basis set. This is due to the fact that these approximations are the only form in which we store the images throughout the process. Our contribution focuses on how to update and preserve these approximat ions.
During the process of learning at a discrete time n, we have learnt n images xi, i = 1.. . n, which has produced a space of k eigenvectors uj, j = 1 . . . k.
The images are presented with coefficient vectors ai(,),
When a new observation x,+1 arrives, we compute the new mean 2 ' using (2), we construct the intermediate matrix D (7) and solve the eigenproblem (6). Eq. (5) then produces an updated subspace base U ', but with no image representations.
In order to remap the coefficients ai(,) into this new subspace, we first have to reconstruct each image using the old eigenvectors U :
and project it to the new subspace of eigenvectors: where R is a (IC + 1) x ( k + 1) rotation matrix. R is the solution to the eigenproblem of the following form:
We can combine (5) and (8) into (9) and compute the new coefficients directly: 
The transformations described above yield a model that represents the input images with the same accuracy as the previous one, therefore we can now discard the old subspace and the coefficients that represented the images in it. x,+1 is represented accurately as well, so we can safely discard it. The representation of all n + 1 images is possible because the subspace is spanned by k + 1 eigenvectors, which is an increase of the model's dimensionality. where y = ~I,+I(x,+~ -Iz) and a = UT(x,+l -Iz).
There Since lu;+ll = 1, then IAxiI = laf&:l)l. The sum
cy=' ,'
lai"c+,:l)j yields the required criterion value.
The computation of this criterion value can be decreased even further. By definition, each eigenvalue X j represents the variance of t,he n coefficients in the direction of eigenvector uj :
. n Hence, in our case we can use the value ( n + l)Xktl(n+l) as our criterion value.
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IV. EXPERIMENTAL RESULTS
We performed two sets of experiments. First we tested the performance of the proposed method. We compared the results with those of the batch method. We investigated the effects of the model updating on the representations of the images in the model and analyzed the effect of repetitive learning.
The second set of experiments shows the performance of the method in the real-world application, where we acquire images at known locations and localize those taken at unknown locations.
A. Performance of the incremental method
We captured the input images for this set of experiments with a Magellan Pro mobile robot equipped with an omnidirectional sensor. The set contained 150 images. Each image was oriented in the same direction.
A useful measure for the performance of the PCA is the compression ratio with respect to the reconstruction error. Fig. 3 shows the comparison between the overall reconstruction error for the batch method and the incremental method. In the experiment we used 135 input images. Using the batch method, we did a single run of batch PCA on a set of input images to compute all eigenvectors. Then we discarded the least significant eigenvectors one by one. At each iteration, we computed the overall reconstruction error.
When computing the same measure for the incremental method, we forced the method to produce a certain number of resulting eigenvectors. Initially, we set the threshold to a low value such that the output model had the same number of eigenvectors as the number of input images. As a higher threshold value means less eigenvectors, we gradually raised the threshold, running the method each time. After each run we computed the reconstruction error.
The results indicate that the reconstruction error is slightly higher for the incremental method than for the batch method. In our case, the error was higher by 10% on the average.
Another way of comparing the incremental method with the batch method is by observing the distribution of the energy of eigenspectrum (which reflects the reconstruction error). If we use the batch method, we often decide to keep a certain number of eigenvectors such that the accumulation of the corresponding eigenvalues contains a stipulated percentage of the entire eigenspectrum energy. By running the incremental method, we can observe how the number of preserved eigenvectors changes according to the criteria as we add new data vectors. Fig. 4 shows two superimposed charts, one for the batch method and the other one for the incremental method. The same images have been used in both experiments. In the case of the incremental method, two runs were carried out, differing only in the value of the threshold. We can see how the results fit: in the case of a lower threshold, the growth of the number of eigenvectors was very similar to the growth of the same value for the batch method, where 90% of the energy was retained. In the second run of the incremental method we raised the threshold, and the curve became comparable to the one for batch method with 70% of eigenvalue energy retained.
B. Repetitive learning
In practice, when we explore the environment and learn the model, we can come across the same observa- tion multiple times. Therefore, we experimented with the effect of revising the observations. We took a sequence of 150 images and used it multiple times in a row as the input of our method. We thus simulated the robot repeatedly exploring on the same path. We observed the average reconstruction error of the observations.
Each shaded area of the graph represents one run of the sequence. As the images are introduced for the first time (image numbers 1 through 150), we can see how the average reconstruction error makes several rises and falls.
When we update the model with the same images for the second time (image numbers 151 through 300), keeping only the representations of the new images, we can see that the reconstruction error decreases. In the following sequences, the reconstruction error decreases steadily. We can see that it converges towards the reconstruction error obtained by the batch method at the same level of compression. These results suggest that the model is improving, if it gets updated with the same set of images. 
C. Localization
A true test for the algorithm is solving a task of localization. Fig. 6 shows a setup and results of such an experiment. Inside a laboratory, we used a sparse, equally spaced grid of 62 locations separated by 60 cm for a set of training images. We used another collection of 100 test images taken at locations surrounded by at least four neighboring locations previously used for training. We ran the updating algorithm which pro- duced a subspace spanned by 14 eigenvectors, which is 23% of the number of training images. We then interpolated the coefficients in the subspace in order to get an approximation of the environment sampled 4 cm apart in each direction. Test images were then projected into this subspace, and they were matched with the closest interpolated coefficient vector. Table I shows the results of the localization for both incremental and batch method with 14 eigenvectors. The error is computed as a distance in cm between the closest training position and the matched one. We can see the results are below the sampling distance of 60 cm, and they are comparable for the two methods. In this paper we discussed the problem of mobile robot self-localization using appearance-based recognition of panoramic images. We use PCA in order to represent images in a low-dimensional subspace. As the robot should be capable of incrementally learning and updating its model of the world, we adopt the incremental computation of PCA. Previous research addressed the on-line construction of eigenvectors only, while representations of the images were computed only after the final eigenspace was built. This requires keeping all the images until the final step of the computation.
We therefore proposed to use an incremental PCA algorithm with the updating of partial image representations in a way that allows discarding the acquired images immediately after the update. The results of our tests indicate that the proposed method is comparable to the batch method in terms of compression, computational cost, and the precision of localization.
We also tested how our algorithm performs when images are learnt repetitively, e.g., when the robot comes across the same positions multiple times. We show that in this case the properties of the incrementally built subspace converge to that constructed with the batch method.
Currently, we are exploring various advantages of the on-line learning to the mobile robot localization, e.g. the capability of actively selecting the next learning position or the strategies for on-line building of multiple subspaces.
