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ABSTRACT 
For Hilbert space operators, with S invertible hermitian, it is proved that 
IISTS-’ + s-‘TSII > 211Tll. 
For a Hilbert space H consider the set G” of bounded linear hermitian 
invertible operators in H and the subset P c G” of unitary reflections (i.e., 
operators with R* = R = R-l). If we write A E G” as A = NR with N 
positive and R unitary (the polar decomposition of A), then R E P, and 
A + R defines a map r : G” + P. The sets G” and P are smooth submani- 
folds of the C*-algebra of bounded linear operators in H, and r : G” + P is a 
smooth fibration. Furthermore, we introduce on G” a natural Finsler 
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structure by assigning to a tangent vector X E TAGS the norm ]]X]lA = 
]]N’/2XiV’/2]] (operator norm). In [2] we prove that the tangent map 
TAr : TAGS -+ TrCAj P decreases norms, together with some geometric conse- 
quences similar to those shown in [3]. The essential step in obtaining this 
result is the following operator inequality, whose proof is the objective of this 
note: 
THEOREM. Let S, T be bounded linear operators in Hilbert space, with S 
invertible hermitian or invertible skew-symmetric. Then 
IISTS-‘+ S-‘TSII > 2llTll. (*) 
Proof. Changing S into iS allows us to consider only the case of S 
symmetric: S* = S. Decompose S using its spectral measure S = /A dE,. 
Then Q=/IAIdE, and R = /(A/ lhl)dE, give the polar decomposition 
S = QR of S, with Q > 0 and R unitary and symmetric (so that R = R* = 
R-f). Hence S = QR = RQ, S-’ = Q-‘R = RQ-‘, and therefore 
IISTS-‘+ S-‘TSII = IIRQTQ-‘R + RQ-‘TQRII 
= IIQTQ-’ + Q-‘TQII. 
Replacing S by Q, we may assume S > 0. 
Next consider 
s,=/h(A)dE,=h(S), 
where h(A) is a function of the form h(A)= k/n for k/n<A<(k +1)/n 
and k=0,1,2 ,.... Then the spectrum of S, is finite, and JJS - S,]] and 
]lS-’ - S;‘]] are small for n large. This is clear because if spectrum(S) C 
[m,M], then Jh(A)- A] <l/ n and [l/h(A)- l/A] < l/m(mn - 1) for all 
A E spectrum(S) and all n > l/m. 
Hence it suffices to prove (*) under the additional hypothesis that the 
spectrum of S is a finite set of positive real number A,, A,, . . . , A,. In this 
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case there exists a family of orthogonal projections {Pr} with the properties 
(i) PrS = SP,, 
(ii) rank( Pr) < 00, 
(iii) PF + 1 strongly, i.e., ljPFx - xl1 + 0 for all r in the Hilbert space 
when F grows. 
The existence of such a family {P,} f o 11 ows simply by taking an orthonor- 
ma1 basis in each eigenspace {x; Sx = Air) of S, and then using as PF the 
orthogonal projection on the subspace* generated by a finite set F of 
elements of the union of these bases. For any operator A we have 
sup/( P,APg, Y> I= I( A, Y> 1 
where the sup is taken over all F for each x, y with 1x1 Q 1, lyl< 1; hence 
SUPIIP&‘FII = IIN 
F 
Since S, S-r leave invariant the range of each PF, this identity allows us 
to consider the special case where the Hilbert space is C”, and the operators 
are n X n matrices. Define a linear map on matrices 
@ : M,(C) -+ M”(C) 
by Q(T)= STS-’ + S-‘l’s, where S stands now for a positive definite 
matrix. 
We may also assume that S is diagonal by a unitary change of basis in C”. 
Denote by sr, ss,. .., s, the diagonal elements of S, so that sj > 0 for all 
j=1,2 , . . . , n. Then Q(T) = 2 * T, where 2 * T denotes the Schur product 
(Z.TIjj = ZijTij of T and the fixed matrix Z with entries 
Zij2.sl 
sj si 
The map @: M,(C) -+ M,(C) is invertible with inverse Q-‘(T) = W*T, 
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where 
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Wij = L = ~ sisj 
zij sf+ sj2. 
Notice that Wii = i. We claim that W is a positive definite matrix. In fact we 
can write W = SMS, where M is the matrix with Mij = l/(sf + $1. But the 
identity 
II ("i-"j)" 
i<j 
n("i+Xj) ' 
i..i 
valid for xi > 0, i = 1,2,. . . (see [l, Solution I] or [5, Absch. 7, Aufg. 311, 
shows that M is positive definite, whence W = SMS is also positive definite. 
Recall the inequality (due to Davis [4] and Walter [6]) 
where ]I ]I denotes operator norm, B and C are n X n matrices, and dij [eij] 
are the entries of the positive square root (B*B)‘/’ [@13*)‘/~1. 
In our case, we take B = B* = W and C = T. As proved above, W = 
(B*BY2 = (BB*)‘12 and SO dii = ejj = $. Thus 
IlW.TII G ~IITIL 
or II@-‘(T)ll < $lTll, w IC h’ h can be written as 2)ITll < ll@(T)ll, an equivalent 
form of(*). 
REMARK 1. If T* = T or T* = - T, then the inequality (*> implies 
IWS-‘II a IITII. 
REMARK 2. The companion operator 
‘I’(T) = STS-’ - S-‘TS 
has a geometric meaning in the context of the fibration G” + P mentioned 
above. However, the norm of q(T) is in general unrelated to the norm of 
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a(T). For example, when TS = ST we have ‘P(T) = 0, (P(T) = 2T. For 2 X2 
matrices llq(T)ll > ll@(T)ll, where T is hermitian. Finally, if 
then 
‘P(T) = 
s= 
k2 0 0 
0 k 0 
0 0 1 
T= 
k2-1 
0 -- 
k2+1 
k2-1 
k2+1 
0 
k4-1 k2-1 
k4+1 k2+1 
k4-1 
-- 
k4+1 
k2-1 
-- 
k2+1 
0 
1 -k 
4 k2+l 
-k 1 
k2+1 4 
-k2 -k 
k4+1 k2+l 
-k2 
k4+1 
-k 
k2+1 
1 
4 
Q(T) = 
1 
5 -1 -1 
-1 $ -1 
-1 -1 ; 
and therefore 
and 
Taking k large, we get llYr(T)ll near 
lim II’P(T)II-fi, 
k-m 
and therefore ll*(T)ll > ll@(T)ll. 
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