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FAMILLES DE REPRE´SENTATIONS DE DE RHAM ET
MONODROMIE p-ADIQUE
par
Laurent Berger & Pierre Colmez
Re´sume´. — On donne une formalisation de la me´thode de Sen pour les repre´sentations
p-adiques. Comme application de ces techniques, on montre que (1) toute repre´sentation
p-adique est surconvergente (2) si on se donne un espace X = Spm(S) qui parame´trise des
repre´sentations p-adiques Vx, alors l’ensemble des x tels que Vx est de de Rham (ou semi-
stable, ou cristalline) a` poids de Hodge-Tate dans un intervalle [a, b] fixe´ est un sous-espace
S-analytique de X et (3) les modules de Fontaine D∗(V ) associe´s varient analytiquement.
Abstract (Families of de Rham representations and p-adic monodromy)
We give a formalization of Sen’s method for p-adic representations. As an application of
these techniques, we show that (1) every p-adic representation is overconvergent (2) given
a space X = Spm(S) which parameterizes some p-adic representations Vx, the set of x’s
such that Vx is de Rham (or semistable, or crystalline) with Hodge-Tate weights in a fixed
interval [a, b] is an S-analytic subspace of X and (3) the associated Fontaine modules D∗(V )
vary analytically.
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1. Introduction
L’objet de cet article est d’e´tudier les familles de repre´sentations p-adiques en utilisant
la me´thode de Sen. Soit K une extension finie de Qp et soit S une Qp-alge`bre de Banach
dont on note X le spectre maximal ; pour pouvoir appliquer la the´orie de Hodge p-
adique usuelle aux points de X , on suppose que pour tout x ∈ X , le corps S/mx est une
extension finie de Qp.
Une famille de repre´sentations de GK = Gal(Qp/K) est un S-module libre V de rang
fini muni d’une action S-line´aire et continue de GK . La me´thode de Sen consiste en une
formalisation des calculs de Sen (qui portaient a` l’origine sur la cohomologie galoisienne
de GLd(Cp)). En appliquant cette me´thode aux anneaux d’e´le´ments surconvergents, on
retrouve le the´ore`me principal de [CC98] : si V est une Qp-repre´sentation de GK , alors
V est surconvergente.
La meˆme me´thode applique´e a` une famille de repre´sentations fournit une famille de
(ϕ,Γ)-modules surconvergents. De fait, on a le re´sultat suivant (the´ore`me 4.2.9).
The´ore`me A. — Si V est une S-repre´sentation de GK, alors il existe un S⊗̂B†K-module
D†(V ) localement libre de rang d et stable par ϕ et ΓK tel que si x ∈ X , alors l’application
S/mx ⊗S D†(V )→ D†(Vx) est un isomorphisme pour tout x ∈ X .
Les liens entre (ϕ,Γ)-modules et the´orie de Hodge p-adique permettent alors de montrer
le the´ore`me suivant (the´ore`mes 5.3.1 et 5.3.2).
The´ore`me B. — Si V est une S-repre´sentation de GK, et si [a, b] est un intervalle fini
de Z, alors l’ensemble X
[a,b]
dR des x ∈ X tels que Vx est de de Rham a` poids de Hodge-Tate
dans [a, b] est un sous-espace S-analytique de X .
Si l’on suppose que le radical de Jacobson de S est nul et que X = X
[a,b]
dR , alors :
(1) le S ⊗K-module DKdR(V ) est localement libre de rang d ;
(2) on a (S⊗̂BdR)⊗S⊗K DKdR(V ) = (S⊗̂BdR)⊗S V ;
(3) si x ∈ X , alors l’application S/mx ⊗S DKdR(V )→ DKdR(Vx) est un isomorphisme.
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En chemin, on obtient d’ailleurs des re´sultats analogues avec « Hodge-Tate » a` la place
de « de Rham », cf. the´ore`mes 5.1.3 et 5.1.4.
Une application « en famille » du the´ore`me de monodromie p-adique nous permet alors
d’obtenir le re´sultat suivant (the´ore`me 6.3.2 et corollaire 6.3.3).
The´ore`me C. — Soient S une alge`bre affino¨ıde re´duite, X l’espace associe´ a` S, [a, b]
un intervalle fini de Z et V une S-repre´sentation de dimension d de GK telle que Vx soit
de de Rham a` poids de Hodge-Tate dans [a, b] quel que soit x ∈ X . Il existe alors une
extension finie L de K telle que le S ⊗ L0-module DLst(V ) est localement libre de rang d
et ve´rifie (S ⊗ L)⊗S⊗L0 DLst(V ) = DLdR(V ) ;
Les proprie´te´s suivantes sont alors ve´rifie´es :
(1) si x ∈ X , alors l’application S/mx ⊗S DLst(V )→ DLst(Vx) est un isomorphisme ;
(2) si τ est un type du groupe d’inertie I(L/K), alors l’ensemble X (τ) des x tels que










st sont des sous-espaces S-analytiques ;
(4) si X = X
[a,b]
st , alors D
K
st (V ) est un S ⊗ K0-module localement libre de rang d et
l’application S/mx ⊗S DKst (V )→ DKst (Vx) est un isomorphisme ;
(5) si X = X
[a,b]
cris , alors D
K
cris(V ) est un S ⊗K0-module localement libre de rang d et
l’application S/mx ⊗S DKcris(V )→ DKcris(Vx) est un isomorphisme.
Enfin, dans le dernier chapitre, nous donnons une de´monstration d’un the´ore`me non pu-
blie´ de Wintenberger sur la continuite´ des poids de Hodge-Tate quand une repre´sentation
varie. En fait, si PSen,V de´note le polynoˆme caracte´ristique de l’ope´rateur de Sen d’une
repre´sentation V de GK , nous montrons le re´sultat suivant (the´ore`me 7.1.1).
The´ore`me D. — Il existe une constante c(d,K) telle que si V1 et V2 sont deux repre´sen-
tations de dimension d de GK qui sont congrues modulo p
k, alors les polynoˆmes PSen,V1
et PSen,V2 sont congrus modulo p
k−c(d,K).
Notons pour terminer que des re´sultats en relation avec les the´ore`mes A, B et C ont
e´te´ obtenus par Andreatta et Brinon (qui ont e´tendu la me´thode de Sen dans [AB06]),
Dee [Dee01], Kisin (qui a de´montre´ l’alge´bricite´ de X (τ) du (2) du the´ore`me C dans
[Kis06]) et Liu [Liu06].
Remerciements : Nous remercions les personnes suivantes pour des discussions utiles
sur des points relie´s a` cet article : Gae¨tan Chenevier, Brian Conrad, Philippe Gille et
Kiran Kedlaya. Nous remercions par ailleurs Kiran Kedlaya, Ruochuan Liu et Fucheng
Tan pour leurs remarques et leurs suggestions.
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2. Pre´liminaires
Dans ce chapitre, nous rassemblons quelques de´finitions et re´sultats qui servent dans
la suite de l’article.
2.1. Alge`bres de coefficients et produits tensoriels comple´te´s
Dans tout cet article, S est une Qp-alge`bre de Banach. On note X l’espace associe´
a` S, c’est-a`-dire l’ensemble des ide´aux maximaux de S. On pense aux e´le´ments de X
comme a` des points et on e´crit mx pour de´signer l’ide´al maximal de S correspondant au
point x. Si f ∈ S, alors on note f(x) l’image de f dans Ex = S/mx.
On dit qu’une partie P de X est un sous-espace S-analytique s’il existe un ide´al I de
S tel que P = {x ∈ X tels que I ⊂ mx} ou, ce qui revient au meˆme, s’il existe une
famille {fα}α d’e´le´ments de S tels que P = {x ∈ X tels que fα(x) = 0 pour tout α}.
Plutoˆt que de travailler avec des normes, on pre´fe`re travailler avec des « valuations » sur
S, qui pour f, g ∈ S ne satisfont alors pas valS(fg) = valS(f) + valS(g) mais valS(fg) >
valS(f) + valS(g), ce qui fait que valS ve´rifie :
(1) valS(f) = +∞⇔ f = 0 ;
(2) valS(fg) > valS(f) + valS(g) ;
(3) valS(f + g) > inf(valS(f), valS(g)) ;
Dans la suite de cet article, on dit que S est une alge`bre de coefficients si S ve´rifie les
trois conditions ci-dessous :
(1) S contient Qp et la restriction de valS de S a` Qp est la valuation p-adique valp ;
(2) pour tout x ∈ X , Ex est une extension finie de Qp ;
(3) le radical de Jacobson rad(S) est nul (en particulier S est re´duite) ;
Notons que les alge`bres affino¨ıdes re´duites sont des exemples d’alge`bres de coefficients.
On note OS l’anneau des entiers de S pour valS.
Si S est une alge`bre de coefficients et si Y est un sous-espace S-analytique de X ,
de´fini par un ide´al I, alors Y est l’espace associe´ a` l’alge`bre de coefficients S/
√
I.
Lemme 2.1.1. — Soit S une alge`bre de coefficients.
(1) Si f ∈ S est tel que f(x) 6= 0 pour tout x ∈ X , alors f est une unite´ de S ;
(2) si M est un S-module plat, et si y ∈ M est tel que y(x) ∈ M/mxM est nul pour
tout x ∈ X , alors y = 0.
De´monstration. — Le (1) re´sulte du fait que f n’est dans aucun ide´al maximal, et que
c’est donc une unite´. Le (2) re´sulte du fait que l’application S → ∏S/mx est injective
puisque l’on a suppose´ que rad(S) = 0, et qu’alors l’application M → ∏M/mxM reste
injective si M est plat.
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Si x ∈ X , alors le corps Ex est une extension finie de Qp et est donc muni de la
valuation p-adique valp. Si f ∈ S, on de´finit alors la valuation spectrale par valsp(f) =
infx∈X valp(f(x)). Rappelons le re´sultat suivant (cf. [BGR84, §6.2.4])
Proposition 2.1.2. — Si S est une alge`bre affino¨ıde re´duite, alors les normes de´duites
de valS et valsp sont e´quivalentes.
Nous avons besoin dans le chapitre 6 du re´sultat suivant, qui nous assure que la frontie`re
de Shilov du spectre (de Berkovich) de S existe et est finie. Une semi-valuation mul-
tiplicative est une application val : S → R qui ve´rifie val(xy) = val(x) + val(y) et
val(x+ y) > inf(val(x), val(y)) mais pas val(x) = +∞⇔ x = 0.
Proposition 2.1.3. — Si S est une alge`bre affino¨ıde re´duite, alors il existe m > 1 et
m semi-valuations multiplicatives val1, . . . , valm sur S telles que pour tout f ∈ S, on ait
valsp(f) = min(val1(f), . . . , valm(f)).
De´monstration. — C’est le corollaire 2.4.5 de [Bkv90], la frontie`re de Shilov e´tant de´finie
apre`s la proposition 2.4.4.
Corollaire 2.1.4. — Si S est une alge`bre affino¨ıde re´duite munie de la valuation spec-
trale, alors il existe m > 1 et m corps E1, . . . , Em complets pour des valuations discre`tes
tels que l’on ait un plongement isome´trique S → ⊕mi=1Ei.
Enfin, si E et F sont deux espaces de Banach, on de´note par E⊗̂F leur produit tensoriel
comple´te´ au-dessus de Qp. Si E et F sont deux Zp-modules topologiques complets, on
de´note alors par E⊗̂F leur produit tensoriel comple´te´ au-dessus de Zp (cf. [BGR84,
§2.1.7]).
2.2. Descente e´tale
Soit B une Qp-alge`bre de Banach munie d’une action continue d’un groupe fini G. On
note B♮ l’anneau B sur lequel G agit trivialement. On suppose que :
(1) le BG-module B est libre de rang fini et fide`lement plat ;
(2) on a B♮ ⊗BG B ≃ ⊕g∈GB♮ · eg (ou` e2g = eg, egeh = 0 si g 6= h et g(eh) = egh).
Proposition 2.2.1. — Si S est une alge`bre de Banach (sur laquelle G agit triviale-
ment), et si M est un S⊗̂B-module localement libre de type fini muni d’une action semi-
line´aire de G, alors :
(1) MG est un S⊗̂BG-module localement libre de type fini ;
(2) l’application (S⊗̂B)⊗Sb⊗BG MG →M est un isomorphisme.
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De´monstration. — Soit πG = (♯G)
−1
∑
g∈G g ∈ B[G]. Si N est un B[G]- module (quel-
conque), alors on a une de´composition N = πGN ⊕ kerπG et NG = πGN . En particulier,
on a M = MG ⊕ kerπG ce qui fait que MG est un S⊗̂BG-module localement libre de
type fini, e´tant un facteur direct du S⊗̂BG-module localement libre de type fini M . Ceci
montre le (1).
Montrons a` pre´sent le (2). Comme on a un isomorphisme (S⊗̂B)⊗Sb⊗BG MG = B⊗BG
MG, il suffit de montrer que B⊗BGMG →M est un isomorphisme. Comme par ailleurs on
suppose que le BG- module B♮ est fide`lement plat, il suffit de montrer que l’application :
B♮ ⊗BG (B ⊗BG MG)→ B♮ ⊗BG M
est un isomorphisme. On a B♮⊗BG (B⊗BG MG) ≃ B⊗BG (B♮⊗BG M)G et B♮⊗BG M est
un B♮⊗BGB-module qui se de´compose donc en ⊕g∈GN ·eg ou` N ·eg = (B♮ ·eg)·(B♮⊗BGM)
puisque B♮ ⊗BG B ≃ ⊕g∈GB♮ · eg. L’application de N · e1 dans B♮ ⊗BG M qui a` n · e1
associe (g(n) · eg)g∈G induit un isomorphisme de N · e1 dans (B♮ ⊗BG M)G. On a alors :
B ⊗BG N · e1 = (B ⊗BG B♮)⊗B♮ N · e1
= (⊕g∈GB♮ · eg)⊗B♮ N · e1
= ⊕g∈GN · eg
= B♮ ⊗BG M,
et donc l’application B♮ ⊗BG (B ⊗BG MG)→ B♮ ⊗BG M est bien un isomorphisme.
Remarque 2.2.2. — La proposition 2.2.1 ci-dessus s’applique notamment si B est une
extension galoisienne finie de Qp et si G est un sous-groupe de Gal(B/Qp) ce qui fait que
B/BG est galoisienne de groupe de Galois G. La condition (1) du de´but du paragraphe
est e´vidente et la condition (2) est un re´sultat classique. Pour un deuxie`me exemple, voir
le lemme 4.2.5.
2.3. Repre´sentations p-adiques et anneaux de Fontaine
Soient K une extension finie de Qp et GK = Gal(Qp/K) et S une alge`bre de Banach.
Une famille de repre´sentations p-adiques est un S-module V libre de rang fini d, muni
d’une action line´aire et continue du groupe GK . Rappelons que OS de´signe l’anneau des
entiers de S pour la valuation valS ; on suppose qu’il existe un OS-module T libre de rang
d tel que V = S ⊗OS T . Si S = E est un corps, alors cette condition est automatique,
comme le montre le lemme ci-dessous.
Lemme 2.3.1. — Si V est une E-repre´sentation de dimension d, alors il existe un OE-
module T libre de rang d et stable par GK tel que V = E ⊗OE T .
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De´monstration. — Si on choisit une base de V , la repre´sentation correspond a` une ap-
plication continue ρ : GK → GLd(E). Il existe donc s > 0 tel que l’image de GK est
incluse dans Md(p
−s
OE). Si T0 de´note le OE-module engendre´ par la base choisie, on voit




T0 ⊂ T ⊂ p−sT0 et que T est donc libre de rang d et stable par GK .
Soit B un anneau de pe´riodes p-adiques ; ces anneaux sont ge´ne´ralement des espaces
LF ce qui permet de construire S⊗̂B. Supposons que B est GK-re´gulier (cf. [Fon94b,
§1.4]), et que le corps BGK est une extension finie de Qp. Si V est une S-repre´sentation
de GK , alors on pose :
DB(V ) = ((S⊗̂B)⊗S V )GK ,
et on dit que V est B-admissible si :
(1) le S ⊗BGK -module DB(V ) est projectif de type fini ;
(2) l’application (S⊗̂B)⊗S⊗BGK DB(V )→ (S⊗̂B)⊗S V est un isomorphisme.
Si c’est le cas, alors les deux conditions ci-dessus impliquent que DB(V ) est projectif de
rang d. Si S = E est un corps, DB(V ) est alors libre de rang d et en particulier, si E est
une extension finie de Qp, alors on retrouve la de´finition habituelle de l’admissibilite´ (cf.
[Fon94b, §1.5]).
3. La me´thode de Sen
Dans ce chapitre, nous expliquons la me´thode de Sen, qui permet de simplifier le calcul
de certains ensembles de cohomologie galoisienne.
3.1. Les conditions de Tate-Sen
Dans tout ce chapitre, G0 est un groupe profini muni d’un caracte`re continu χ : G0 →
Z×p dont l’image est ouverte, et on pose H0 = kerχ. Si g ∈ G0, on note n(g) l’entier de´fini
par n(g) = valp(χ(g)− 1). Si G est un sous-groupe ouvert de G0 et si H = G ∩H0, alors
on note GH le normalisateur de H dans G0. Comme G ⊂ GH , le groupe GH est ouvert
dans G0 et χ(GH) est un sous-groupe ouvert de Z
×
p . On note Γ˜H = GH/H et CH le centre
de Γ˜H .
Lemme 3.1.1. — Le groupe CH est un sous-groupe ouvert de Γ˜H .
De´monstration. — Le noyau de la restriction de χ2(p−1) a` Γ˜H est un groupe fini A et le
groupe Γ˜H se de´visse sous la forme 1 → A → Γ˜H → B → 1, ou` B est un sous-groupe
ouvert de Z×p sans torsion (c’est a` cela que sert l’exposant 2(p− 1)) et donc isomorphe a`
Zp. Le groupe Γ˜H est donc produit semi-direct de Zp et d’un groupe fini, et un e´le´ment g
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de Zp ⊂ Γ˜H est dans le centre de Γ˜H si et seulement si son image dans Aut(A) (g agissant
par conjugaison sur A) est triviale. Comme le groupe Aut(A) est fini, l’intersection de CH
avec Zp ⊂ Γ˜H est d’indice fini dans Zp donc aussi dans Γ˜H . Ceci permet de conclure.
On appelle n1(H) le plus petit entier n > 1 tel que χ(CH) contienne 1 + p
nZp. Le
lemme pre´ce´dent montre que n1(H) 6= +∞.
Soient S une alge`bre de Banach et soit Λ˜ une OS-alge`bre munie d’une application
valΛ : Λ˜→ R ∪ {+∞} ve´rifiant les conditions :
(1) valΛ(x) = +∞⇔ x = 0 ;
(2) valΛ(xy) > valΛ(x) + valΛ(y) ;
(3) valΛ(x+ y) > inf(valΛ(x), valΛ(y)) ;
(4) valΛ(p) > 0 et valΛ(px) = valΛ(p) + valΛ(x) si x ∈ Λ˜.
Notons que la condition (4) inclut le cas ou` p est nul dans Λ. La condition (3) permet
d’utiliser valΛ pour munir Λ˜ d’une topologie et la condition (1) montre que cette topologie
est se´pare´e. On suppose de plus que Λ˜ est complet pour cette topologie.
Si d est un entier > 1 et si U ∈ Md(Λ˜), on note valΛ(U) le minimum des valΛ(ui,j),
ou` (ui,j)16i,j6d sont les coefficients de U . Le re´sultat suivant (imme´diat) sera utilise´ de
manie`re intensive dans ce qui suit.
Lemme 3.1.2. — Si d est un entier > 1 et si U ∈ Md(Λ˜) ve´rifie valΛ(U − 1) > 0, alors
U ∈ GLd(Λ˜) et son inverse est e´gal a`
∑+∞
n=0(1− U)n.
On suppose maintenant que Λ˜ est muni d’une action OS-line´aire continue de G0 telle
que l’on ait valΛ(g(x)) = valΛ(x) si g ∈ G0 et x ∈ Λ˜. Si d est un entier > 1, le groupe G0
ope`re continuˆment sur GLd(Λ˜) et on s’inte´resse aux ensembles pointe´s de cohomologie
continue H1(G0,GLd(Λ˜)). La me´thode de Sen (cf. [Sen80] et [Col01, §3.3]) permet, sous
certaines conditions de Tate-Sen, de re´duire beaucoup la complexite´ apparente de ces
ensembles.
De´finition 3.1.3. — Les conditions de Tate-Sen sont les trois conditions suivantes :
(TS1) Il existe c1 > 0 tel que, quels que soient les sous-groupes ouverts H1 ⊂ H2 de




(TS2) Il existe c2 > 0 et, pour tout sous-groupe ouvert H de H0, un entier n(H) ∈ N,
une suite croissante (ΛH,n)n∈N de sous-OS-alge`bres ferme´es de Λ˜
H et, pour n > n(H),
une application OS-line´aire RH,n : Λ˜
H → ΛH,n ve´rifiant :
(1) si H1 ⊂ H2, alors ΛH2,n ⊂ ΛH1,n et la restriction de RH1,n a` Λ˜H2 co¨ıncide avec
RH2,n ;
(2) RH,n est ΛH,n-line´aire et RH,n(x) = x si x ∈ ΛH,n ;
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(3) g(ΛH,n) = ΛgHg−1,n et g(RH,n(x)) = RgHg−1,n(gx) si g ∈ G0 ; en particulier,
RH,n commute a` l’action de Γ˜H ;
(4) si n > n(H) et si x ∈ Λ˜H , alors valΛ(RH,n(x)) > valΛ(x)− c2 ;
(5) si x ∈ Λ˜H , alors limn→+∞RH,n(x) = x.
(TS3) Il existe c3 > 0 et, pour tout sous-groupe ouvert G de G0 un entier n(G) >
n1(H), ou` H = G ∩ H0, tel que, si n > n(G), si γ ∈ Γ˜H ve´rifie n(γ) 6 n, alors γ − 1
est inversible sur XH,n = (1 − RH,n)(Λ˜H) et on a valΛ((γ − 1)−1(x)) > valΛ(x) − c3 si
x ∈ XH,n.
Remarquons que les applications RH,n sont des projections et nous fournissent une
de´composition Λ˜H = ΛH,n ⊕XH,n.
Proposition 3.1.4. — Si Λ˜ est une Zp-alge`bre qui ve´rifie les conditions de Tate-Sen,
et si S est une alge`bre de Banach, alors OS⊗̂Λ˜ ve´rifie les conditions de Tate-Sen (avec
les meˆmes constantes c1, c2 et c3).
De´monstration. — C’est imme´diat, en e´tendant les applications RH,n par OS-line´arite´.
3.2. De´vissages en cohomologie continue
Lemme 3.2.1. — Si H est un sous-groupe ouvert de H0, si a > c1 et k ∈ N et si
τ 7→ Uτ est un 1-cocycle continu de H dans GLd(Λ˜) ve´rifiant Uτ − 1 ∈ pkMd(Λ˜) et
valΛ(Uτ − 1) > a quel que soit τ ∈ H, alors il existe une matrice M ∈ GLd(Λ˜) ve´rifiant
M − 1 ∈ pkMd(Λ˜) et valΛ(M − 1) > a − c1 telle que le cocycle τ 7→ M−1Uττ(M) ve´rifie
valΛ(M
−1Uττ(M)− 1) > a+ 1.
De´monstration. — Soit H1 un sous-groupe ouvert de H tel que valΛ(Uτ − 1) > a+1+ c1
si τ ∈ H1, et soit α ∈ Λ˜H1 ve´rifiant
∑
τ∈H/H1
τ(α) = 1 et valΛ(α) > −c1. Si Q est un





Les hypothe`ses mises sur α entraˆınent queMQ−1 ∈ pkMd(Λ˜) et valΛ(MQ−1) > a−c1 ;
en particulier, valΛ(MQ− 1) > 0 et MQ est inversible par le lemme 3.1.2. D’autre part, si
Q′ est un autre syste`me de repre´sentants de H/H1, la relation de cocycle et le choix de
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d’ou` l’on tire M−1Q Uττ(MQ) = 1 + M
−1
Q (MτQ − MQ) qui permet de montrer que MQ
re´pond a` la question (quel que soit le choix de Q).
Corollaire 3.2.2. — Si H est un sous-groupe ouvert de H0, si a > c1 et si τ → Uτ est
un 1-cocycle continu de H dans GLd(Λ˜) ve´rifiant Uτ − 1 ∈ pkMd(Λ˜) et valΛ(Uτ − 1) >
a quel que soit τ ∈ H, alors il existe M ∈ GLd(Λ˜) ve´rifiant M − 1 ∈ pkMd(Λ˜) et
valΛ(M − 1) > a− c1 tel que le cocycle τ 7→M−1Uττ(M) soit trivial.
De´monstration. — Une re´currence utilisant le lemme pre´ce´dent permet de construire une
suite de matrices (Mm)m∈N telle que Mm− 1 ∈ pkMd(Λ˜) et valΛ(Mm− 1) > a− c1+m et





m=0Mm) ve´rifie valΛ(Un,τ −1) > a+n+1
quel que soit τ ∈ H. Le produit infini ∏+∞m=0Mm converge alors vers une matrice M qui
re´pond a` la question.
Lemme 3.2.3. — Soit δ > 0, soient a, b ∈ R ve´rifiant a > c2 + c3 + δ et b > sup(a +
c2, 2c2 + 2c3 + δ) et soient H un sous-groupe ouvert de H0, n > n(H), γ ∈ Γ˜H ve´rifiant
n(γ) 6 n et U = 1 + pkU1 + p
kU2, avec :
U1 ∈ Md(ΛH,n), valΛ(U1) > a− valΛ(pk)
U2 ∈ Md(Λ˜H), valΛ(U2) > b− valΛ(pk).
Alors il existe M ∈ 1 + pkMd(Λ˜H) ve´rifiant valΛ(M − 1) > b − c2 − c3 telle que
M−1Uγ(M) = 1 + pkV1 + p
kV2, avec :
V1 ∈ Md(ΛH,n), valΛ(V1) > a− valΛ(pk)
V2 ∈ Md(Λ˜H), valΛ(V2) > b− valΛ(pk) + δ.
De´monstration. — D’apre`s les conditions (TS2) et (TS3), on peut e´crire U2 sous la forme
U2 = RH,n(U2)+(1−γ)(V ), avec valΛ(RH,n(pkU2)) > b−c2 > a et valΛ(pkV ) > b− c2 − c3.
Un calcul brutal, utilisant les ine´galite´s ve´rifie´es par a et b et les identite´s RH,n(p
kU2) =
pkRH,n(U2) et




(1 + pkV )−1Uγ(1 + pkV )− (1 + pkU1 + pkRH,n(U2))
)
> b+ δ,
et donc que M = 1 + pkV convient.
Corollaire 3.2.4. — Soient δ > 0 et b > 2c2 + 2c3 + δ. Si U ∈ 1 + pkMd(Λ˜H) ve´rifie
valΛ(U − 1) > b, alors il existe M ∈ 1 + pkMd(Λ˜H), avec valΛ(M − 1) > b− c2 − c3 telle
que :
M−1Uγ(M) ∈ 1 + pkMd(ΛH,n).
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De´monstration. — Le lemme pre´ce´dent permet de construire par re´currence une suite de
matrices Mj pour j > 0 telle que Mj ∈ 1+ pkMd(Λ˜H), valΛ(Mj − 1) > b− c2− c3 et telle
que si l’on pose Uj = (M0 · · ·Mj)−1Uγ(M0 · · ·Mj), alors Uj = 1 + pkUj,1 + pkUj,2, avec :
Uj,1 ∈ Md(ΛH,n), valΛ(Uj,1) > b− valΛ(pk)− c2,
Uj,2 ∈ Md(Λ˜H), valΛ(Uj,2) > b− valΛ(pk) + jδ.
Le produit infini
∏+∞
j=0 Mj converge donc vers une matrice qui re´pond a` la question.
Lemme 3.2.5. — Soient H un sous-groupe ouvert de H0, n > n(H), γ ∈ Γ˜H ve´rifiant
n(γ) 6 n et B ∈ GLd(Λ˜H). S’il existe V1, V2 ∈ GLd(ΛH,n) ve´rifiant valΛ(V1 − 1) > c3 et
valΛ(V2 − 1) > c3 tels que γ(B) = V1BV2, alors B ∈ GLd(ΛH,n).
De´monstration. — Si C = B − RH,n(B), alors γ(C) = V1CV2 puisque RH,n est ΛH,n-
line´aire et commute a` l’action de γ. On a :
γ(C)− C = V1CV2 − C = (V1 − 1)CV2 + V1C(V2 − 1)− (V1 − 1)C(V2 − 1),
et donc valΛ(γ(C) − C) > valΛ(C) + inf(valΛ(V1 − 1), valΛ(V2 − 1)) > valΛ(C) + c3. La
condition (TS3) implique valΛ(C) = +∞ et donc C = 0, ce qui permet de conclure.
Proposition 3.2.6. — Soit Λ˜ ve´rifiant les conditions de Tate-Sen (TS1), (TS2) et
(TS3) et soit σ 7→ Uσ un cocycle continu sur G0 a` valeurs dans GLd(Λ˜). Si G est un sous-
groupe ouvert distingue´ de G0 tel que Uσ − 1 ∈ pkMd(Λ˜) et valΛ(Uσ − 1) > c1 + 2c2 + 2c3
quel que soit σ ∈ G et si H = G ∩ H0, alors il existe M ∈ 1 + pkMd(Λ˜) ve´rifiant
valΛ(M − 1) > c2 + c3 tel que le cocycle σ 7→ Vσ = M−1Uσσ(M) soit trivial sur H et a`
valeurs dans GLd(ΛH,n(G)).
De´monstration. — Le corollaire 3.2.2 nous fournit une matrice M1 ∈ 1 + pkMd(Λ˜)
ve´rifiant valΛ(M1− 1) > 2c2+2c3 telle que le cocycle τ 7→ U ′τ =M−11 Uττ(M1) soit trivial
sur H et donc provienne par inflation d’un cocycle sur Γ˜H a` valeurs dans GLd(Λ˜
H)
(notons que G est distingue´ dans G0 et donc que GH = G0).




γ−1) > 2c2+2c3. Le corollaire 3.2.4 nous fournit une matriceM2 ∈
1 + pkMd(Λ˜
H) ve´rifiant valΛ(M2 − 1) > c2 + c3 telle que M−12 U ′γγ(M2) ∈ GLd(ΛH,n(G)).
Soit M = M1M2. On a M ∈ 1 + pkMd(Λ˜) et valΛ(M − 1) > c2 + c3, et le cocycle τ 7→
Vτ =M
−1Uττ(M) est trivial sur H, a` valeurs dans GLd(Λ˜
H) et ve´rifie Vγ ∈ GLd(ΛH,n(G))
et valΛ(Vγ − 1) > c2 + c3 > c3.
Si τ ∈ G0, on a τγ = γτ dans G0/H et la relation de cocycle nous fournit la relation :
Vττ(Vγ) = Vτγ = Vγτ = Vγγ(Vτ ).
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On peut alors appliquer le lemme 3.2.5 a` B = Vτ , V1 = V
−1
γ et V2 = τ(Vγ) pour en de´duire
le fait que Vτ est a` coefficients dans ΛH,n(G). Ceci permet de conclure.
3.3. Application aux S-repre´sentations
Soit S une alge`bre de Banach et Λ˜ ve´rifiant les conditions de Tate-Sen. Une OS-
repre´sentation de G0 est un OS-module libre de rang fini muni d’une action continue
OS-line´aire de G0 ; la dimension d’une telle repre´sentation est le rang du OS-module
sous-jacent.
On note Λ˜+ (resp. Λ+H,n, si H ⊂ H0 est ouvert et n ∈ N), l’anneau des entiers de Λ˜
(resp. ΛH,n) pour la valuation valΛ (i.e. l’ensemble des x ve´rifiant valΛ(x) > 0).
Proposition 3.3.1. — Soient T une OS repre´sentation de dimension d de G0, V =
S⊗OS T et k un entier tel que valΛ(pk) > c1+2c2+2c3. Soit G un sous-groupe distingue´ de
G0 agissant trivialement sur T/p
kT , soit H = G ∩H0 et soit n > n(G). Alors Λ˜+ ⊗OS T
contient un unique sous-Λ+H,n- module D
+
H,n(T ) libre de rang d ve´rifiant les proprie´te´s
suivantes :
(1) D+H,n(T ) est fixe par H et stable par G0 ;
(2) l’application naturelle Λ˜+ ⊗Λ+H,n D
+
H,n(T )→ Λ˜+ ⊗OS T est un isomorphisme ;
(3) D+H,n(T ) posse`de une base sur Λ
+
H,n qui est c3-fixe par G/H (i.e. si γ ∈ G/H, alors
la matrice W de γ dans cette base ve´rifie valΛ(W − 1) > c3).
De´monstration. — Soit v1, . . . , vd une base de T sur OS et soit Uσ = (u
σ
i,j) la matrice des




i,jvi). Alors σ 7→ Uσ
est un morphisme continu de groupes de G0 dans GLd(OS) que l’on peut aussi voir comme
un 1-cocycle continu sur G0 a` valeurs dans GLd(OS) ⊂ GLd(Λ˜+). Par hypothe`se, on a
Uσ ∈ 1+pkMd(OS) si σ ∈ G et la proposition 3.2.6 nous fournit une matriceM ∈ GLd(Λ˜)
ve´rifiant valΛ(M − 1) > c2 + c3 (et donc M ∈ GLd(Λ˜+)), telle que le cocycle σ 7→ Vσ =
M−1Uσσ(M) soit trivial sur H et a` valeurs dans GLd(ΛH,n(G))∩GLd(Λ˜+) = GLd(Λ+H,n(G)).















si σ ∈ H, ce qui fait que e1, . . . , ed est une base de Λ˜+ ⊗OS T sur Λ˜+ fixe par H.
De plus, si γ ∈ G/H, la matrice W de γ dans la base e1, . . . , ed est de la forme
M−1Uσσ(M), ou` σ ∈ G est un rele`vement de γ, et ve´rifie donc valΛ(W−1) > c2+c3 > c3.
On en de´duit le fait que le sous-Λ+H,n-module engendre´ par e1, . . . , ed ve´rifie les proprie´te´s
voulues, d’ou` l’existence d’un tel module.
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Pour de´montrer l’unicite´, fixons γ ∈ CH ve´rifiant n(γ) = n. Soient e1, . . . , ed et
e′1, . . . , e
′
d deux bases de Λ˜
+⊗OS T sur Λ˜+, fixes par H, telles que les matrices W et W ′ de
γ dans ces bases appartiennent a` GLd(Λ
+
H,n), avec n > n(G) et ve´rifient valΛ(W −1) > c3
et valΛ(W
′ − 1) > c3. Soit B ∈ GLd(Λ˜+) la matrice des e′j dans la base e1, . . . , ed. Alors
B est invariante par H et on a W ′ = B−1Wγ(B). D’apre`s la proposition 3.2.5, ceci
implique B est a` coefficients dans ΛH,n (et donc dans Λ
+
H,n), ce qui permet de montrer
que les Λ+H,n-modules engendre´s par e1, . . . , ed d’une part et e
′
1, . . . , e
′
d d’autre part, sont
e´gaux. Ceci termine la de´monstration de la proposition.
Remarque 3.3.2. — Conservons les hypothe`ses de la proposition 3.3.1 ci-dessus. Si l’on
pose DH,n(T ) = ΛH,n ⊗Λ+H,n D
+
H,n(T ), alors DH,n(T ) est un ΛH,n-module libre de rang d
et est l’unique sous-ΛH,n-module de Λ˜ ve´rifiant les proprie´te´s :
(1) DH,n(T ) est fixe par H et stable par G0 ;
(2) l’application naturelle Λ˜⊗ΛH,n DH,n(T )→ Λ˜⊗OS T est un isomorphisme ;
(3) DH,n(T ) posse`de une base sur ΛH,n qui est c3-fixe par G/H.
La de´monstration est exactement la meˆme que celle de la proposition 3.3.1.
4. Deux applications de la me´thode de Sen
Dans ce chapitre, nous donnons deux applications de la me´thode de Sen vue au chapitre
pre´ce´dent ; la premie`re est la the´orie de Sen habituelle, la deuxie`me est la construction
de (ϕ,Γ)-modules.
4.1. Le corps Cp et l’ope´rateur de Sen
Le premier exemple non trivial d’anneau ve´rifiant les conditions de Tate-Sen est le
corps Cp muni de la valuation valp et de l’action de GK . Cet exemple est duˆ a` Tate
(cf. [Tat66]). Nous donnons dans ce paragraphe l’application de la proposition 3.3.1 a` la
construction de l’ope´rateur de Sen (voir [Sen80, Sen88, Sen93]).
Si L est une extension finie de K, alors on note Ln = L(µpn) pour n > 1 ainsi que
HL = Gal(K/L∞) et ΓL = Gal(L∞/L). On a alors C
HL
p = L̂∞, le comple´te´ de L∞ de
pour valp. Par ailleurs, si n ∈ N et si x ∈ L∞, alors [Ln+k : Ln]−1TrLn+k/Ln(x) ne de´pend
pas du choix de l’entier k tel que x ∈ Ln+k. L’application de L∞ dans Ln ainsi de´finie se
prolonge par continuite´ uniforme en une application RL,n : L̂∞ → Ln.
Proposition 4.1.1. — L’anneau Λ˜ = Cp ve´rifie les conditions (TS1), (TS2) et (TS3),
avec Λ˜HL = L̂∞, ΛHL,n = Ln, RHL,n = RL,n et valΛ = valp, les constantes c1 > 0, c2 > 0
et c3 > 1/(p− 1) pouvant eˆtre choisies arbitrairement.
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Dans toute la suite de l’article, on se fixe des constantes c1 > 0, c2 > 0 et c3 > 1/(p−1)
telles que l’on ait c1 + 2c2 + 2c3 < valp(12p), et on note n(L) = n(GL).
Proposition 4.1.2. — Soient S une alge`bre de Banach, T une OS-repre´sentation de
dimension d de GK et V = S ⊗OS T . Soit L une extension galoisienne finie de K telle
que GL agisse trivialement sur T/12pT et soit n > n(L). Alors (S⊗̂Cp)⊗S V contient un
unique sous-(S ⊗ Ln)-module libre DLnSen(V ) de rang d ve´rifiant les proprie´te´s suivantes :
(1) DLnSen(V ) est fixe par HL et stable par GK ;
(2) DLnSen(V ) posse`de une base sur S ⊗ Ln qui est c3-fixe par ΓL ;
(3) l’application naturelle (S⊗̂Cp) ⊗S⊗Ln DLnSen(V ) → (S⊗̂Cp) ⊗S V est un isomor-
phisme.
On a alors S/mx ⊗S DLnSen(V ) ≃ DLnSen(Vx).
De´monstration. — Cela suit de la me´thode de Sen (plus pre´cise´ment de la proposition
3.3.1 et de la remarque 3.3.2 qui la suit) et du fait que Cp ve´rifie les conditions de Tate-
Sen. Le dernier point re´sulte de la proposition applique´e a` S/mx et du fait que l’image
de S/mx ⊗S DLnSen(V ) dans (Ex ⊗Cp)⊗Ex Vx ve´rifie les conditions (1), (2) et (3).
Si γ ∈ ΓL ve´rifie n(γ) > n, alors γ agit trivialement sur Ln et line´airement sur DLnSen(V ).
Si de plus Mγ de´signe la matrice de γ dans une base de D
Ln
Sen(V ) de telle manie`re que l’on
ait valp(Mγ − 1) > 0, on peut de´finir le logarithme log γ de γ par la se´rie −
∑+∞
m=1(1 −
γ)m/m. On a log(γk) = k log γ, et ΓL e´tant un groupe de Lie p-adique de dimension 1,
l’ope´rateur (logp χ(γ))
−1 log γ ne de´pend pas du choix de γ. On le note ΘSen. Comme
on peut prendre γ dans le centre de Γ˜L, l’ope´rateur ΘSen commute a` l’action de Γ˜L ;
en particulier, son polynoˆme caracte´ristique et son polynoˆme minimal sont a` coefficients
dans S ⊗ K. L’ope´rateur ΘSen est l’ope´rateur de Sen et si x ∈ X , les valeurs propres
de ΘSen(x) sont appele´es les poids de Hodge-Tate ge´ne´ralise´s de Vx. On retrouve ainsi
les constructions de Sen (voir [Sen80] pour le cas S = Qp et [Sen88, Sen93] pour les
familles).
Remarque 4.1.3. — En prenant n = n(L) et γ ∈ ΓL ve´rifiant n(γ) = n(L), et en
utilisant le fait que la matriceMγ de γ dans une base c3-fixe de D
Ln
Sen(V ) ve´rifie valp(Mγ−
1) > c3 > 1/(p−1), on voit que les valeurs propres de logMγ sont de valuation> c3 et donc
que les poids de Hodge-Tate ge´ne´ralise´s de V sont de valuation p-adique> 1/(p−1)−n(L).
4.2. Les anneaux surconvergents et les (ϕ,Γ)-modules
Le corps E˜, la valuation valE et les anneaux A˜
(0,r] et A˜†,s sont de´finis et e´tudie´s ailleurs
dans ce volume. Nous rappelons ici quelques unes de leur proprie´te´s qui nous serviront
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et que si x =
∑+∞
k=0 p
k[xk] ∈ A˜(0,r] alors on pose val(0,r](x) = infk>0(valE(xk) + k/r).




pk[xk] ∈ A˜, valE(xk) + psk









ce qui fait que si l’on pose s(r) = (p − 1)/pr, alors l’anneau des entiers de A˜(0,r] pour
la valuation val(0,r] s’identifie a` A˜†,s(r) et que l’on a A˜(0,r] = A˜†,s(r)[1/[π]]. On renvoie
a` [Col03] pour la de´finition des autres anneaux que l’on utilise dans ce paragraphe




(0,r])HL → ϕ−n(A(0,p−nr]L ).
Proposition 4.2.1. — L’anneau Λ˜ = A˜(0,1] ve´rifie les conditions (TS1), (TS2) et (TS3)
avec Λ˜HL = A˜
(0,1]
L , ΛHL,n = ϕ
−n(A
(0,p−n]
L ), RHL,n = RL,n et valΛ = val
(0,1], les constantes
c1 > 0, c2 > 0 et c3 > 1/(p− 1) pouvant eˆtre choisies arbitrairement.
De´monstration. — Ceci est de´montre´ dans [Col03] : la condition (TS1) re´sulte du lemme
10.1, la condition (TS2) re´sulte du corollaire 8.11 et la condition (TS3) re´sulte de la
proposition 9.9.
Lemme 4.2.2. — Si M ∈ 1+pMd(A˜K) est tel qu’il existe U, V ∈ 1+pMd(AK) tels que
l’on ait Uγ(M) =MV , alors M ∈ 1 + pMd(AK).
De´monstration. — Soit RK,0 l’application de [Col03, §8.3] et N =M−RK,0(M). Il s’agit
de ve´rifier que l’on a N = 0. Supposons le contraire et soient k ∈ N le plus grand entier
tel que N ∈ pkMd(AK) et N l’image de p−kN dans Md(EK). Comme RK,0 commute a`
γ et est AK line´aire, on a Uγ(N) = NV , et donc aussi Uγ(p
−kN) = (p−kN)V , ce qui
nous donne en re´duisant modulo p : γ(N) = N . D’autre part, comme RK,0(N) = 0, on
a RK,0(N) = 0 ; on en de´duit (cf. [Col03, §9]) la nullite´ de N puis celle de N , ce qui
permet de conclure.
Dans le reste de cet article, on fixe des constantes c1 > 0, c2 > 0 et c3 > 1/(p − 1)
telles que c1+2c2+2c3 < valp(12p). Si T est une Zp-repre´sentation de GK , si s > 0, et si
L est une extension galoisienne finie de K, alors on pose D†,sL (T ) = (A
†,s⊗Zp T )HL ; c’est
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Proposition 4.2.3. — Soient K une extension finie de Qp et T une Zp-repre´sentation
de GK. Si L est une extension galoisienne finie de K telle que GL agisse trivialement sur
T/12pT et si n > n(L), alors D
†,(p−1)/p
L,n (T ) = ϕ
−n((A†,p
n−1(p−1) ⊗Zp T )HL) est l’unique
sous-A
†,(p−1)/p
L,n -module libre de rang d de A˜
†,(p−1)/p⊗ZpT ve´rifiant les proprie´te´s suivantes :
(1) D
†,(p−1)/p
L,n (T ) est fixe par HL et stable par GK ;













L,n (T ) a une base telle que si γ ∈ ΓL, la matrice Wγ de
γ dans cette base ve´rifie val(0,1](Wγ − 1) > c3.
De´monstration. — Comme valp(12p) > c1 + 2c2 + 2c3, l’unicite´ d’un module ve´rifiant
les conditions ci-dessus suit imme´diatement des propositions 4.2.1 (les anneaux sur-
convergents ve´rifient les conditions de Tate-Sen) et 3.3.1 (l’application de la me´thode
de Sen). Il reste a` ve´rifier que le module fourni par la proposition 3.3.1 co¨ıncide bien
avec (ϕ−n(A†,p
n−1(p−1)) ⊗Zp T )HL . La de´monstration de la proposition 3.3.1 donne la
construction de ce module : si l’on note Uτ la matrice de τ ∈ GK dans une base de
T , alors la proposition 3.2.6 nous fournit une matrice M ∈ 1 + 12pMd(A˜†,(p−1)/p) avec
val(0,1](M−1) > c2+c3 telle que le cocycle τ 7→M−1Uττ(M) soit trivial surHL et a` valeurs
dans GLd(A
†,(p−1)/p
L,n ). Le cocycle τ 7→ Cτ = ϕn(M−1Uττ(M)) = ϕn(M)−1Uτϕn(τ(M)) est
alors trivial sur HL et a` valeurs dans GLd(A
†,pn−1(p−1)
L ).
D’autre part, la the´orie des (ϕ,Γ)-modules de [Fon90] nous fournit une matrice P ∈
1 + 12pMd(A) telle que le cocycle τ 7→ Dτ = P−1Uττ(P ) soit trivial sur HL et a` valeurs
dans GLd(AL).
Eliminant Uτ entre Cτ et Dτ , et posant N = ϕ
n(M)−1P , on obtient la relation NDτ =
Cττ(N). En particulier, comme Cτ = Dτ = 1 si τ ∈ HL, on a N ∈ GLd(A˜L). D’autre
part, comme Uτ − 1 est divisible par 12p dans A˜L si τ ∈ GL et comme il en est de meˆme
de M et P , les matrices N et, si τ ∈ GL, Cτ et Dτ appartiennent a` 1 + 12pMd(A˜L).
Comme par ailleurs Cτ et Dτ sont a` coefficients dans AL, le lemme 4.2.2 implique que N
est a` coefficients dans AL puis que M est a` coefficients dans ϕ
−n(A).
On en de´duit le fait que la base e1, . . . , ed de A˜
†,(p−1)/p ⊗Zp T que l’on de´duit de
M comme dans la de´monstration de la proposition 3.3.1 est constitue´e d’e´le´ments de
D
†,(p−1)/p
L,n (T ). D’autre part, M est dans GLd(A˜
†,(p−1)/p) et a` coefficients dans l’anneau
ϕ−n(A†,p




n−1(p−1)). On en de´duit le fait que D
†,(p−1)/p
L,n (T ) est le sous-A
†,(p−1)/p
L,n -module
engendre´ par e1, . . . , ed. Ceci permet de conclure.
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Corollaire 4.2.4. — Soient K une extension finie de Qp et T une Zp-repre´sentation
de GK. Si L est une extension galoisienne finie de K telle que GL agisse trivialement
sur T/12pT et si s > (p − 1)pn(L)−1, alors le A†,sL -module D†,sL (T ) est libre de rang d et




D†,sL (T ) dans A
†,s ⊗Zp T est un isomorphisme.
De´monstration. — Le fait que D
†,(p−1)pn(L)−1
L (T ) = ϕ
n(L)(D
†,(p−1)/p
L,n(L) (T )) et la proposition





D†,sL (T ) dans A˜
†,s⊗Zp T est un isomorphisme. Si l’on e´crit une base
de T selon une base de D†,sL (T ), on obtient donc une matrice de Md(A
†,s) ∩GLd(A˜†,s) =
GLd(A
†,s). Ceci montre le corollaire pour s = (p− 1)pn(L)−1. Si s > (p− 1)pn(L)−1, alors
il suffit d’e´tendre les scalaires.
Nous descendons maintenant de L a` K. Rappelons que B†,sK = A
†,s
K [1/p].
Lemme 4.2.5. — Si L est une extension galoisienne finie de K, alors :
(1) il existe s(L/K) tel que si s > s(L/K), alors il existe α ∈ B†,sL qui engendre une
base normale de B†,sL sur B
†,s
K et tel que le discriminant du polynoˆme minimal de α est
inversible dans B†,sK ;







L ≃ ⊕g∈G(B†,sL )♮eg.
De´monstration. — Si α ∈ B†L engendre une base normale de B†L sur B†K alors le dis-
criminant du polynoˆme minimal de α est inversible dans B†,sK pour s assez grand ce qui
montre le premier point.
Soit s > s(L/K) et f(X) =
∏
(X − αi) ∈ B†,sK [X] le polynoˆme minimal d’un tel α. On
a B†,sL = B
†,s












≃ ⊕i(B†,sL )♮[X]/(X − αi)
≃ ⊕g∈G(B†,sL )♮eg.
En effet, l’hypothe`se selon laquelle le discriminant de f(X) est inversible garantit que les
ide´aux (X − αi) sont deux-a`-deux e´trangers et que l’on peut appliquer [BouAC, chap.
II, §1, no 2, prop. 6] (le the´ore`me des restes).
Proposition 4.2.6. — Soient K une extension finie de Qp et T une Zp-repre´sentation
de GK. Soit L une extension galoisienne finie de K telle que GL agisse trivialement sur
T/12pT et soit n > n(L) et soit V = Qp ⊗Zp T . Si s > max((p − 1)pn(L)−1, s(L/K)),
alors :
(1) le A†,sK -module D
†,s




K (V ) sont libres de rang d ;
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D†,sK (V ) dans B
†,s ⊗Qp V est un isomorphisme.
De´monstration. — Le fait que D†,sK (V ) est libre de rang d et que l’application de B
†,s
L ⊗B†,sK
D†,sK (V ) dans D
†,s
L (V ) est un isomorphisme re´sulte du lemme 4.2.5 ci-dessus et de la





D†,sL (V ) dansB
†,s⊗QpV est un isomorphisme, cela montre le (2) et le deuxie`me
point du (1) (notons que D†,sK (V ) est ne´cessairement libre carB
†,s
K est un anneau principal).
Pour montrer que le A†,sK -module D
†,s
K (T ) est libre, on choisit n ≫ 0 et on regarde
D†,sK (V )/Qn ou` Qn = ((1 + X)
pn − 1)/((1 + X)pn−1 − 1) : c’est un Kn-espace vectoriel
de dimension d (cf. le lemme 4.9 de [Ber02]) et l’image de D†,sK (T ) dans D
†,s
K (V )/Qn en
est un OKn-re´seau. Si l’on choisit d e´le´ments de D
†,s
K (T ) dont les images engendrent ce
re´seau, alors on ve´rifie qu’ils engendrent D†,sK (T ) en utilisant le fait que A
†,s
K est complet
pour la topologie Qn-adique et que le noyau de l’application D
†,s




Pour me´moire, notons le corollaire suivant (le the´ore`me principal de [CC98]) :
Corollaire 4.2.7. — Si V = Qp ⊗Zp T , alors D†(V ) = (B† ⊗Qp V )HK est un sous-B†K-
espace vectoriel de dimension d de D(V ) stable par ΓK et ϕ. De plus, on a :
D(V ) = BK ⊗B†K D




D†(V ) = B† ⊗Qp V.
En particulier, le foncteur V 7→ D†(V ) est une e´quivalence de cate´gories de la cate´gorie
des Qp-repre´sentations de GK vers la cate´gorie des (ϕ,Γ)-modules e´tales sur B
†
K.
Soient maintenant S est une alge`bre de Banach, K une extension finie de Qp, V une S-
repre´sentation de GK , T un OS-re´seau de V stable par GK , et L une extension galoisienne
finie de K telle que GL agisse trivialement sur T/12pT . On pose s(V ) = max((p −
1)pn(L)−1, s(L/K)) et on s’arrange (quitte a` augmenter un peu s(V )) pour qu’il existe un
entier n(V ) tel que pn(V )−1(p− 1) = s(V ).
Proposition 4.2.8. — Si V est une S-repre´sentation de GK de dimension d et si
n > n(L), alors (OS⊗̂A˜†,(p−1)/p) ⊗OS T posse`de un unique sous-OS⊗̂A†,(p−1)/pL,n -module
D
†,(p−1)/p
L,n (T ), libre de rang d, fixe par HL, stable par GK, posse´dant une base presque
invariante par ΓL et tel que :
(OS⊗̂A˜†,(p−1)/p)⊗OS b⊗A†,(p−1)/pL,n D
†,(p−1)/p
L,n (T ) ≃ (OS⊗̂A˜†,(p−1)/p)⊗OS T.
De´monstration. — C’est encore une application imme´diate de la proposition 3.3.1, en
utilisant les propositions 4.2.1 et 3.1.4.
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Si V est une S-repre´sentation de GK de dimension d et si s > s(V ), alors on pose :
D†,sK (V ) = (S⊗̂B†,sL ⊗Sb⊗B†,s(V )L ϕ
n(V )(D
†,(p−1)/p
L,n(V ) (V )))
HK ,
ou` n(V ) est l’entier de´fini plus haut.
The´ore`me 4.2.9. — Si V est une S-repre´sentation de GK de dimension d et si s >
s(V ), alors :
(1) D†,sK (V ) est un S⊗̂B†,sK -module localement libre de rang d ;
(2) l’application (S⊗̂B˜†,s)⊗Sb⊗B†,sK D
†,s
K (V )→ (S⊗̂B˜†,s)⊗S V est un isomorphisme ;
(3) si x ∈ X , alors l’application S/mx ⊗S D†,sK (V )→ D†,sK (Vx) est un isomorphisme.
De´monstration. — La proposition 4.2.8 ci-dessus implique que D†,sL (V ) est un S⊗̂B†,sL -
module libre de rang d et que l’application (S⊗̂B˜†,s) ⊗Sb⊗B†,sL D
†,s
L (V ) → (S⊗̂B˜†,s) ⊗S V
est un isomorphisme. Les points (1) et (2) re´sultent alors de la proposition 2.2.1.
Enfin le (3) pour K = L et s = pn(V )−1(p − 1) re´sulte de l’unicite´ dans la proposi-
tion 4.2.8 et le cas ge´ne´ral en re´sulte en e´tendant les scalaires et en prenant ensuite les
invariants par HK .
Remarque 4.2.10. — Le foncteur V 7→ D†(V ) n’est plus une e´quivalence de cate´gories
de la cate´gorie des repre´sentations p-adiques vers la cate´gorie des (ϕ,Γ)-modules e´tales
en ge´ne´ral (contrairement au cas ou` S est une extension finie de Qp). Si par exemple S
contient un e´le´ment y transcendant et de valuation nulle, alors le (ϕ,Γ)-module e´tale D
de dimension 1 ayant une base e telle que ϕ(e) = ye et γ(e) = e pour γ ∈ Γ ne provient
pas d’une famille de repre´sentations p-adiques (exemple duˆ a` Gae¨tan Chenevier).
4.3. Le module Ddif(V )
Soit BdR le corps de pe´riodes p-adiques construit par Fontaine (voir par exemple




k[xk] associe la somme de la se´rie dans BdR. Si n > 0, on compose cette
injection avec ϕ−n : B˜†,(p−1)p
n−1 → B˜†,(p−1)/p pour obtenir une application toujours in-
jective ιn : B˜
†,(p−1)pn−1 → B+dR. Si L est une extension finie de Qp et si n > n(L), alors
l’image de B
†,(p−1)pn−1
L par ιn est incluse dans Ln[[t]].
On de´finit S⊗̂B+dR comme la limite projective des S⊗̂(B+dR/tk) et S⊗̂BdR comme
la limite inductive des S⊗̂t−iB+dR. On de´finit S⊗̂Ln[[t]] comme la limite projective des
S⊗̂(Ln[[t]]/tk). Si V est une S-repre´sentation de GK et si s > s(V ) et n > max(n(L), n(s)),
ceci nous permet de poser :
DLn,+dif (V ) = (S⊗̂Ln[[t]])⊗ιnSb⊗B†,sL D
†,s
L (V ) et D
Ln
dif (V ) = (S⊗̂Ln((t)))⊗ιnSb⊗B†,sL D
†,s
L (V ).
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Le S⊗̂Ln[[t]]-module DLn,+dif (V ) est alors libre de rang d. Si S = Qp, alors c’est un Ln[[t]]-
re´seau du Ln((t))-espace vectoriel D
Ln
dif (V ) qui est de dimension d.
Le lemme suivant est une conse´quence directe du (2) du the´ore`me 4.2.9.
Lemme 4.3.1. — On a (S⊗̂B+dR)⊗Sb⊗Ln[[t]] DLn,+dif (V ) = (S⊗̂B+dR)⊗S V .
Pour terminer, mentionnons que l’on retrouve DSen(V ) a` partir de D
Ln,+
dif (V ) (l’e´nonce´
et la de´monstration du (2) de cette proposition, que nous n’utilisons pas par la suite,
de´pendent du paragraphe 5.1 ci-dessous).
Proposition 4.3.2. — Si V est une S-repre´sentation de GK et s > s(V ) et n > n(s),
alors l’image de D†,sL (V ) par θ ◦ ϕ−n dans (S⊗̂Cp)⊗S V co¨ıncide avec DLnSen(V ). En par-
ticulier :
(1) on a DLn,+dif (V )/t = D
Ln
Sen(V ) ;





·DLn,+dif (V ) ⊂ t ·DLn,+dif (V ).
On peut d’ailleurs construire DLn,+dif (V ) en appliquant la me´thode de Sen a` Λ˜ = B
+
dR,
c’est ce qui est fait dans [Fon04].
5. Repre´sentations de de Rham
Dans ce chapitre, nous appliquons les constructions des chapitres pre´ce´dents aux fa-
milles de repre´sentations de de Rham ; en particulier, nous montrons le the´ore`me B de
l’introduction.
5.1. L’anneau BHT et les repre´sentations de Hodge-Tate
On note BHT l’anneau Cp[t, t
−1] muni de l’action de GQp prolongeant celle sur Cp par
la formule g(t) = χ(g)t, ce qui fait de t un analogue (na¨ıf) p-adique de 2iπ.
Si K est une extension finie de Qp, une Qp-repre´sentation V de GK de dimension d est
dite de Hodge-Tate (cf. [Fon94b, §3]) s’il existe a1, . . . , ad ∈ Z et une base f1, . . . , fd de
Cp ⊗Qp V sur Cp sur laquelle GK agit par g(fi) = χ(g)aifi pour 1 6 i 6 d. Si tel est le
cas, les entiers a1, . . . , ad sont appele´s les poids de Hodge-Tate de V .
De manie`re e´quivalente, V est de Hodge-Tate si et seulement si le K-espace vectoriel
DKHT(V ) = (BHT ⊗Qp V )GK est de dimension d. La graduation de BHT e´tant stable par
GK , elle induit une graduation de D
K
HT(V ), et les poids de Hodge-Tate de V sont les
oppose´s des degre´s apparaissant dans la graduation de DKHT(V ).
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Si L est une extension finie de K, on a DLHT(V ) = L ⊗K DKHT(V ) et donc V est de
Hodge-Tate a` poids de Hodge-Tate a1, . . . , ad en tant que repre´sentation de GK si et
seulement si c’est le cas en tant que repre´sentation de GL.
Plus ge´ne´ralement, si E est une extension finie de Qp, une E-repre´sentation V de di-
mension d est dite de Hodge-Tate si elle est de Hodge-Tate en tant que Qp-repre´sentation
(de dimension d[E : Qp]), les poids de Hodge-Tate de V e´tant de´finis comme e´tant ceux de
V vue comme Qp-repre´sentation (il y en a donc d[E : Qp]). De manie`re e´quivalente, V est
de Hodge-Tate si le E⊗QpK-module DKHT(V ) = (BHT⊗QpV )GK = ((E⊗QpBHT)⊗EV )GK
est libre de rang d. Notons que les gradue´s ne sont pas ne´cessairement de rang constant.
Proposition 5.1.1. — Soient K une extension finie de Qp et V = Qp ⊗Zp T une Qp-
repre´sentation de GK. Soit L une extension galoisienne finie de K telle que GL agisse
trivialement sur T/12pT , soit n > n(L) et soit γ ∈ ΓL ve´rifiant n(γ) = n. Les deux
conditions suivantes sont alors e´quivalentes :
(1) la repre´sentation V est de Hodge-Tate et ses poids de Hodge-Tate sont a1, . . . , ad ;
(2) l’e´le´ment γ agit de manie`re semi-simple sur DLnSen(V ) et ses valeurs propres sont
χ(γ)a1 , . . . , χ(γ)ad.
De´monstration. — Si V est de Hodge-Tate de poids de Hodge-Tate a1, . . . , ad, alors
Cp⊗Qp V posse`de une base f1, . . . , fd sur Cp telle que l’on ait g(fi) = χ(g)aifi si g ∈ GK
et 1 6 i 6 d. Le Ln-espace vectoriel engendre´ par f1, . . . , fd est alors fixe par HL (et
meˆme par HK), stable par GK et posse`de une base presque invariante par ΓL, a` savoir
la base f1, . . . , fd. Par la proposition 4.1.2, on a donc D
Ln
Sen(V ) = Lnf1 ⊕ · · · ⊕ Lnfd et
comme γ(fi) = χ(γ)
aifi, cela implique que γ est semi-simple et que ses valeurs propres
sont χ(γ)a1 , . . . , χ(γ)ad , ce qui de´montre que (1) implique (2).
Re´ciproquement, si γ est semi-simple et ses valeurs propres sont χ(γ)a1 , . . . , χ(γ)ad , et si
f1, . . . , fd est une base de D
Ln
Sen(V ) sur Ln constitue´e de vecteurs propres (fi e´tant vecteur
propre pour la valeur propre χ(γ)ai), alors f1, . . . , fd est une base de Cp⊗QpV sur laquelle
GLn agit par g(fi) = χ(g)
aifi. La restriction de V a` GLn est donc une repre´sentation de
Hodge-Tate de poids de Hodge-Tate a1, . . . , ad et comme on l’a rappele´ au de´but de ce
paragraphe, cela implique (1).
Corollaire 5.1.2. — La repre´sentation V = Qp⊗ZpT est de Hodge-Tate si et seulement
si ΘSen est diagonalisable a` valeurs propres entie`res ; de plus, ces valeurs propres compte´es
avec leurs multiplicite´s sont les poids de Hodge-Tate de V .
De´monstration. — Soit e1, . . . , ed une base de D
Ln
Sen(T ) sur Ln qui est c3-fixe par ΓL. La
matrice de Uγ dans cette base ve´rifie valp(Uγ − 1) > 1/(p− 1) (cf. la remarque 4.1.3), ce
22 LAURENT BERGER & PIERRE COLMEZ
qui implique qu’une valeur propre α de Uγ ve´rifie valp(α− 1) > 1/(p− 1). En particulier,
si α est de la forme yχ(γ)a, avec a ∈ Z et y racine de l’unite´, alors y = 1. Comme les poids
de Hodge-Tate ge´ne´ralise´s sont les (logp χ(γ))
−1 logp α, ou` α de´crit les valeurs propres de
Uγ, cela permet de conclure.
The´ore`me 5.1.3. — Soient S une alge`bre de Banach, X son spectre maximal, et V
une S-repre´sentation de dimension d de GK. Si [a, b] est un intervalle fini de Z, alors
l’ensemble X
[a,b]
HT des x ∈ X tels que Vx soit de Hodge-Tate, a` poids de Hodge-Tate
appartenant a` [a, b], est un sous-espace S-analytique de X .
De´monstration. — Soient T un sous-OS-re´seau de V stable par GK , L une extension
galoisienne finie de K telle que GL agisse trivialement sur T/12pT , n > n(L) et γ ∈ ΓL
ve´rifiant n(γ) = n. Soit e1, . . . , ed une base de D
Ln
Sen(V ) sur S⊗Ln, soit U la matrice de γ





HT est le sous-espace de X de´fini par l’ide´al I d’apre`s les propositions 4.1.2 et
5.1.1.
The´ore`me 5.1.4. — Si S est une alge`bre de coefficients, si V est une S-representation
de GK et [a, b] est un intervalle fini de Z tel que pour tout x ∈ X , la repre´sentation Vx
est de Hodge-Tate, a` poids de Hodge-Tate appartenant a` [a, b], alors :
(1) le S ⊗K-module DHT(V ) = ((S⊗̂BHT)⊗S V )GK est localement libre de rang d ;
(2) l’application (S⊗̂BHT)⊗S⊗K DHT(V )→ (S⊗̂BHT)⊗S V est un isomorphisme ;
(3) l’application S/mx ⊗S DHT(V )→ DHT(Vx) est un isomorphisme.
De´monstration. — Soient T un sous-OS-re´seau de V stable par GK , L une extension
galoisienne finie de K telle que GL agisse trivialement sur T/12pT , n > n(L) et γ ∈ ΓL
ve´rifiant n(γ) = n. La proposition 4.1.2 montre que DLnSen(V ) est un S ⊗ Ln-module








L’hypothe`se selon laquelle pour tout x ∈ X , Vx est a` poids de Hodge-Tate dans [a, b]
implique que pour tout x ∈ X , l’application y 7→ yj sur DLnSen(Vx) est la projection sur
DLnSen(Vx)





j=a yj(x), et le lemme 2.1.1 montre qu’on a alors




j=a yj ce qui fait que D
Ln
Sen(V ) = ⊕bj=aDLnSen(V )Γn=χ
j
. Ceci
montre que DLnSen(V )
Γn=χj est un S ⊗ Ln-module localement libre de type fini. Comme
DLnHT(V ) = ⊕jDLnSen(V )Γn=χ
j
t−j, on en de´duit que DLnHT(V ) est localement libre de type
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fini. La de´composition DLnHT(V ) = ⊕jDLnSen(V )Γn=χ
j
t−j et le (3) de la proposition 4.1.2
impliquent que l’application (S⊗̂BHT)⊗S⊗Ln DLnHT(V ) → (S⊗̂BHT)⊗S V est un isomor-
phisme, et en particulier que DLnHT(V ) est localement libre de rang d ce qui montre le
(1) et le (2) pour Ln. On redescend a` K en utilisant la proposition 2.2.1. Le (3) suit
du fait que DLnHT(V ) = ⊕jDLnSen(V )Γn=χ
j
t−j et du fait que par la proposition 4.1.2, on a
DLnSen(V )x = D
Ln
Sen(Vx).
5.2. Le corps BdR et les repre´sentations de de Rham
Si K est une extension finie de Qp, une Qp-repre´sentation V de dimension d est dite
de de Rham (cf. [Fon82]) si le K-espace vectoriel DKdR(V ) = (BdR ⊗Qp V )GK est de
dimension d. Si L est une extension finie de K, on a DLdR(V ) = L⊗K DKdR(V ) et donc V
est de de Rham en tant que repre´sentation de GK si et seulement si c’est le cas en tant
que repre´sentation de GL.
Plus ge´ne´ralement, si E est une extension finie de Qp, une E-repre´sentation V de
dimension d est dite de de Rham si elle est de de Rham en tant que Qp-repre´sentation
(de dimension d[E : Qp]). De manie`re e´quivalente, V est de de Rham si leK⊗QpE-module
DKdR(V ) = (BdR ⊗Qp V )GK = ((E ⊗Qp BdR)⊗E V )GK est libre de rang d.
Il est utile de savoir caracte´riser les repre´sentations de de Rham en terme du (ϕ,Γ)-
module qui leur est associe´.
Proposition 5.2.1. — Soient K une extension finie de Qp, V une Qp-repre´sentation
de dimension d de GK, T un re´seau de V stable par GK, L une extension galoisienne
finie de K telle que GL agisse trivialement sur T/12pT , n un entier > n(L) et γ ∈ ΓL
ve´rifiant n(γ) = n.
Si [a, b] est un intervalle fini de Z tel que V est de Hodge-Tate a` poids de Hodge-Tate
dans [a, b], alors les conditions suivantes sont e´quivalentes :
(1) la repre´sentation V est de de Rham ;
(2) la restriction de V a` GLn est de de Rham ;
(3) le Ln((t))-espace vectoriel D
Ln
dif (V ) contient un sous-Ln[[t]]-re´seau N ve´rifiant (γ −
1)N ⊂ tN et t−aDLn,+dif (V ) ⊂ N ⊂ t−bDLn,+dif (V ) ;
(4) on a
∏2b−a
i=a (γ − χ(γ)i) ·DLn,+dif (V ) ⊂ tb−a+1DLn,+dif (V ).
De´monstration. — L’e´quivalence entre (1) et (2) a e´te´ rappele´e au de´but de ce para-




donc que si V est de de Rham, alors (3) est vrai avec N = Ln[[t]] ⊗Ln DLndR(V ). Si (3) est




(γ − χ(γ)i) ·DLn,+dif (V ) ⊂
2b−a∏
i=a
(γ − χ(γ)i) · taN
⊂ t2b−a+1N
⊂ tb−a+1DLn,+dif (V ),
ce qui montre (4). Le reste de la de´monstration est consacre´ a` remonter les implications.






Si k > 1, alors αk induit l’identite´ sur N/tN. Par ailleurs, αk − αk+1 = 1−γ1−χ(γ)k+1αk et
une re´currence imme´diate montre que (1− γ)αk(x) ∈ tk+1N et αk(x)− αk+1(x) ∈ tk+1N
si x ∈ N. La suite de terme ge´ne´ral αk(x) converge donc dans DLndif (V ) et la limite est
invariante par γ, ce qui nous fournit une application Ln-line´aire ιdR : N/tN → DLndR(V )
qui est injective car αk induit l’identite´ sur N/tN quel que soit k > 1, et D
Ln
dR(V ) est
donc de dimension > d sur Ln. On en de´duit le fait que V est de de Rham en tant que
repre´sentation de GLn , que ιdR est un isomorphisme et que N est le sous-Ln[[t]]-module de
DLndif (V ) engendre´ par D
Ln
dR(V ), ce qui termine la de´monstration du fait que (3) implique
(2).
Pour montrer que (4) implique (3), conside´rons le sous-Ln[[t]]-module N de D
Ln
dif (V ) en-
gendre´ par les t−k
∏
i∈[a,2b−a]−{k}(γ − χ(γ)i) · x, avec k ∈ [a, b] et x ∈ DLn,+dif (V ). Par
construction, on a N ⊂ t−bDLn,+dif (V ). Comme les polynoˆmes
∏
i∈[a,b]−{k}(X − χ(γ)i),
pour k ∈ [a, b], sont premiers entre eux dans leur ensemble, le Ln-espace vectoriel




dif (V ) (cf. proposition 4.3.2) est engendre´ (comme Ln-espace
vectoriel) par les images des
∏
i∈[a,b]−{k}(γ − χ(γ)i) agissant sur DLnSen(V ). Comme par
ailleurs on a suppose´ que V est de Hodge-Tate a` poids dans [a, b],
∏
i∈[b+1,2b−a](γ −
χ(γ)i) est un isomorphisme de DLnSen(V ) et donc D
Ln
Sen(V ) est engendre´ par les images des∏
i∈[a,2b−a]−{k}(γ−χ(γ)i) agissant sur DLnSen(V ). Ceci implique que DLn,+dif (V ) est engendre´
(comme Ln[[t]]-module) par les images des
∏
i∈[a,2b−a]−{k}(γ−χ(γ)i) agissant sur DLn,+dif (V )
et donc que N contient t−aDLn,+dif (V ). Finalement, si x ∈ DLn,+dif (V ) et k ∈ [a, b], on a :




(γ − χ(γ)i) · x) = χ(γ)−kt−k
2b−a∏
i=a
(γ − χ(γ)i) · x
∈ tb−a−k+1DLn,+dif (V ),
et tb−a−k+1DLn,+dif (V ) ⊂ t−a+1DLn,+dif (V ) ⊂ tN.
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La de´monstration ci-dessus montre en particulier que si V est de de Rham, alors
DLn,+dif (V ) = Ln[[t]]⊗Ln DLndR(V ) et donc DLndif (V ) = Ln((t))⊗Ln DLndR(V ).
5.3. Les pe´riodes d’une famille de repre´sentations de de Rham
Si V est une S-repre´sentation de GK et si M est une extension finie de K, on pose
DMdR(V ) = ((S⊗̂BdR)⊗S V )GM .
The´ore`me 5.3.1. — Soient S une alge`bre de Banach, X l’espace associe´ a` S, et V
une S-repre´sentation de dimension d de GK. Si [a, b] est un intervalle fini de Z, alors
l’ensemble X
[a,b]
dR des x ∈ X tels que Vx soit de de Rham, a` poids de Hodge-Tate dans
[a, b], est un sous-espace S-analytique de X .
De´monstration. — Comme une repre´sentation de de Rham est a fortiori de Hodge-Tate,
on peut, quitte a` remplacer X par X
[a,b]
HT , supposer que Vx est de Hodge-Tate a` poids de
Hodge-Tate dans [a, b] quel que soit x ∈ X (ceci graˆce au the´ore`me 5.1.3).
Soit T un OS-re´seau de V stable par GK et soient L une extension galoisienne finie
de K telle que GL agit trivialement sur T/12pT , s > s(V ), n > max(n(L), n(s)), et
e1, . . . , ed une base de D
†,s
L (V ) sur S⊗̂B†,s. Alors e1, . . . , ed est aussi une base de DLn,+dif (V )
sur S⊗̂Ln[[t]] et, si x ∈ X , alors e1(x), . . . , ed(x) est une base de DLn,+dif (Vx) sur Ex⊗Ln[[t]].






ai,j sont des e´le´ments de S ⊗ Ln. Soit γ ∈ ΓL ve´rifiant n(γ) = n et soit λ : DLn,+dif (V ) →
DLn,+dif (V ) l’ope´rateur λ =
∏2b−a
i=a (γ − χ(γ)i). D’apre`s le (4) de la proposition 5.2.1, si
x ∈ X , alors Vx est de de Rham si et seulement si λ(tkeℓ(x)) ∈ tb−a+1DLn,+dif (Vx) quels
que soient 1 6 ℓ 6 d et 0 6 k 6 b− a. Il re´sulte de ce qui pre´ce`de que Vx est de de Rham
si et seulement si ai,j(λ(t
keℓ))(x) = 0 quel que soient 1 6 i, ℓ 6 d et 0 6 j, k 6 b− a+ 1
et donc que X
[a,b]
dR est le sous-espace S-analytique de X de´fini par l’ide´al de S engendre´
par les coordonne´es (selon une base de Ln sur Qp) des ai,j(λ(t
keℓ)), pour 1 6 i, ℓ 6 d et
0 6 j, k 6 b− a+ 1.
The´ore`me 5.3.2. — Soient S une alge`bre de coefficients, X l’espace associe´ a` S, [a, b]
un intervalle fini de Z et V une S-repre´sentation de dimension d de GK telle que Vx soit
de de Rham a` poids de Hodge-Tate dans [a, b] quel que soit x ∈ X . Alors :
(1) le S ⊗K-module DKdR(V ) est localement libre de rang d ;
(2) on a (S⊗̂BdR)⊗S⊗K DKdR(V ) = (S⊗̂BdR)⊗S V ;
(3) si x ∈ X , alors l’application S/mx ⊗S DKdR(V )→ DKdR(Vx) est un isomorphisme.
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1− χ(γ)i : t
−bDLn,+dif (V )→ t−bDLn,+dif (V ).
On voit que (1−γ)βk envoie t−bDLn,+dif (V ) dans t1−a+kDLn,+dif (V ) et donc que βk+1−βk envoie
aussi t−bDLn,+dif (V ) dans t
1−a+kDLn,+dif (V ) ce qui fait que si y ∈ t−bDLn,+dif (V ), alors quand
k → ∞, la suite des βk(y) converge. On en de´duit une application β : t−bDLn,+dif (V ) →
t−bDLn,+dif (V ) qui ve´rifie (1−γ)β = 0 et qui est l’identite´ sur (t−bDLn,+dif (V ))γ=1. Les calculs
de la proposition 5.2.1 montrent que si x ∈ X , alors β n’est autre que la projection
t−bDLn,+dif (Vx) → DLndR(Vx). Soit M l’image de β. Remarquons que l’on a une injection
M → t−bDLn,+dif (V )/t1−aDLn,+dif (V ) qui fait que l’on peut e´crire le S ⊗ Ln-module libre de
rang fini W = t−bDLn,+dif (V )/t
1−aDLn,+dif (V ) sous la forme W = M ⊕ ker β. Ceci montre
que M est projectif de type fini. Le lemme 4.3.1 montre par ailleurs que l’on a DLndR(V ) ⊂
DLndif (V ). Si y ∈ DLndR(V ), il existe donc b(y) > b tel que y ∈ t−b(y)DLn,+dif (V ), mais l’image
y de y dans le S ⊗ Ln-module libre t−b(y)DLn,+dif (V )/t−bDLn,+dif (V ) ve´rifie y(x) = 0 pour
tout x par la proposition 5.2.1 et donc y = 0 par le lemme 2.1.1. On en de´duit que
DLndR(V ) = (t
−bDLn,+dif (V ))
γ=1 et donc finalement que M = DLndR(V ). On en de´duit en
particulier que l’application DLndR(V )→ DLndR(Vx) est surjective.
On a alors une application (S⊗̂Ln((t)))⊗S⊗LnDLndR(V )→ DLndif (V ) et nous allons montrer
qu’elle est surjective. Si y ∈ t−bDLn,+dif (V ), soit z0 = y−
∑b
j=0 t
−jβ(tjy) et pour i > 0, soit






iβ(zi). Un petit calcul montre
que w(x) est l’e´criture de y(x) selon la de´composition :
t−bDLn,+dif (Vx) ⊂ Ln((t))⊗Ln DLndR(Vx),
et donc que y(x) = w(x) pour tout x ce qui fait que par le lemme 2.1.1, on a y = w et
donc :
t−bDLn,+dif (V ) ⊂ (S⊗̂Ln((t)))⊗S⊗Ln DLndR(V ),
ce qui fait que l’application que l’on voulait est bien surjective. Le lemme 4.3.1 montre
alors que l’on a un isomorphisme (S⊗̂BdR)⊗S⊗LnDLndR(V ) = (S⊗̂BdR)⊗SV . En particulier,
DLndR(V ) est de rang d et l’application S/mx ⊗S DLndR(V )→ DLndR(Vx) est un isomorphisme.
Ceci montre les points (1), (2) et (3) avec Ln a` la place de K. Pour passer de Ln a` K, il
suffit d’utiliser la proposition 2.2.1.
On dit qu’une repre´sentation qui ve´rifie les hypothe`ses du the´ore`me 5.3.2 est de de
Rham a` poids de Hodge-Tate dans [a, b].
Remarque 5.3.3. — L’hypothe`se que rad(S) = 0 n’est pas superflue dans les the´ore`mes
5.1.4 et 5.3.2. Si S = Qp[Y ]/Y
2 et V est le caracte`re g 7→ 1 + logp χ(g)Y , alors Vx est de
FAMILLES DE REPRE´SENTATIONS DE DE RHAM ET MONODROMIE p-ADIQUE 27
de Rham en tout point de X (le seul point e´tant donne´ par Y = 0, ou` V est triviale)
mais ΘSen = Y sur DSen(V ) ce qui fait que DHT(V ) = Y · V et DdR(V ) = Y · V .
6. Repre´sentations semi-stables et monodromie p-adique
Dans ce chapitre, nous de´montrons une version en famille du the´ore`me de monodromie
p-adique et comme application, nous de´montrons le the´ore`me C de l’introduction. La
de´monstration est fortement inspire´e de celle qui est donne´e dans [Ber02].
6.1. Construction de NdR(V )
Dans tout ce chapitre, on suppose que S est une alge`bre de coefficients. On se donne un
corps E (contenant Qp) complet pour une valuation discre`te, a` corps re´siduel kE parfait
(ce qui fait que E est une extension finie de W (kE)[1/p]), et une application continue
S → E. Si V est une S-repre´sentation de GK , alors cette application permet de conside´rer
la E-repre´sentation VE = E⊗SV . On suppose dans tout ce chapitre que V est de de Rham
a` poids de Hodge-Tate dans un intervalle [a, b], c’est-a`-dire qu’elle ve´rifie les hypothe`ses
du the´ore`me 5.3.2.
Soit B†,srig,K l’anneau construit dans [Ber02, §2.6], c’est le comple´te´ de B†,sK pour sa
topologie de Fre´chet. Si F est une extension finie de E, soit R†,sF l’anneau des fonctions
f(X) a` coefficients dans F et ve´rifiant la condition de convergence habituelle (celle de
[Ber02, proposition 2.31]). Il existe alors un nombre fini d’extensions finies Ei de E telles
que l’on a une de´composition d’anneaux E⊗̂B†,srig,K ≃ ⊕iR†,sEi . Rappelons (cf. [Ked04, §2]
par exemple) que R†,sF est un anneau de Bezout : en particulier les modules localement
libres de type fini sont libres et un E⊗̂B†,srig,K-module est donc localement libre de type
fini si et seulement si chacun des facteurs est libre de rang fini. Rappelons par ailleurs que
R
†,s
F est aussi une alge`bre de Fre´chet-Stein (cf. [ST03, §3]), ce qui fait qu’un sous-module
ferme´ d’un module libre de rang fini est lui-meˆme libre de rang fini. On en de´duit la meˆme
proprie´te´ pour E⊗̂B†,srig,K .
Si V est une S-repre´sentation de GK , alors on pose :
D†,srig(V ) = (S⊗̂B†,srig,K)⊗Sb⊗B†,sK D
†,s
K (V ),
ce qui fait (par le the´ore`me 4.2.9) que D†,srig(V ) est un S⊗̂B†,srig,K-module localement libre
de rang d. On pose par ailleurs :
D†,srig(VE) = (E⊗̂B†,srig,K)⊗Sb⊗B†,sK D
†,s
K (V ).
Enfin, si γ ∈ Γ \ {1} est proche de 1, alors log γ/ logp χ(γ) est bien de´fini et ne de´pend
pas de γ et on le note ∇.
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Proposition 6.1.1. — Soit V une S-repre´sentation de GK qui est de de Rham a` poids
de Hodge-Tate dans un intervalle [a, b]. Si Ns(VE) = {y ∈ t−bD†,srig(VE) tels que ιn(y) ∈
(E⊗̂Kn[[t]])⊗S⊗Kn DKndR (V ) pour tout n > n(s)}, alors :
(1) le E⊗̂B†,srig,K-module Ns(VE) est libre de rang d et stable par GK ;
(2) pour tout n > n(s), on a :
(E⊗̂Kn[[t]])⊗ιn
Eb⊗B†,srig,K
Ns(VE) = (E⊗̂Kn[[t]])⊗S⊗Kn DKndR (V ).
Si l’on pose NdR(VE) = (E⊗̂B†rig,K)⊗Eb⊗B†,srig,K Ns(VE), alors :
(3) le E⊗̂B†rig,K-module NdR(VE) est libre de rang d, stable par GK et ne de´pend pas
du choix de s ;
(4) on a ϕ∗(NdR(VE)) = NdR(VE) et ∇(NdR(VE)) ⊂ t · NdR(VE).
Afin de montrer cette proposition, nous avons besoin du lemme ci-dessous.
Lemme 6.1.2. — Si V est comme ci-dessus, alors :
t−aD+,Kndif (V ) ⊂ (S⊗̂Kn[[t]])⊗S⊗Kn DKndR (V ) ⊂ t−bD+,Kndif (V ).
De´monstration. — On a (S⊗̂Kn((t))) ⊗S⊗Kn DKndR (V ) = (S⊗̂Kn((t))) ⊗Sb⊗Kn[[t]] D+,Kndif (V )
et on peut donc e´crire un e´le´ment de D+,Kndif (V ) dans (S⊗̂Kn((t)))⊗S⊗Kn DKndR (V ) ou bien
un e´le´ment de DKndR (V ) dans (S⊗̂Kn((t)))⊗Sb⊗Kn[[t]] D+,Kndif (V ). L’analogue du lemme pour
des Qp-repre´sentations e´tant vrai, on en de´duit le lemme en e´valuant les coefficients des
e´critures des e´le´ments de D+,Kndif (V ) et de D
Kn
dR (V ).
De´monstration de la proposition 6.1.1. — Les applications ιn : E⊗̂B†,srig,K → E⊗̂Kn[[t]]
sont continues ce qui fait que Ns(VE) est un sous-module ferme´ de t
−bD†,srig(VE), et il est
donc (au vu des rappels que l’on a faits plus hauts) localement libre de type fini. Le lemme
6.1.2 montre que t−aD†,srig(VE) ⊂ Ns(VE) ⊂ t−bD†,srig(VE) ce qui fait que Ns(VE) est libre de
rang d. Le fait qu’il est stable sous l’action de GK suit du fait que les ιn commutent a`
cette action. Ceci montre le (1).
Montrons a` pre´sent le (2). On note D+,Kndif (VE) = (E⊗̂Kn[[t]]) ⊗Sb⊗Kn[[t]] D+,Kndif (V ). Par
le lemme 6.1.2, on a une inclusion :
(E⊗̂Kn[[t]])⊗S⊗Kn DKndR (V ) ⊂ t−bD+,Kndif (VE).
Soit w > max(0,−a) ; si y ∈ (E⊗̂Kn[[t]]) ⊗S⊗Kn DKndR (V ), alors il existe y0 ∈ t−bD†,srig(VE)
tel que :
ιn(y0)− y ∈ tw((E⊗̂Kn[[t]])⊗S⊗Kn DKndR (V )).
Si tn,w de´signe la fonction construite dans [Ber04, lemme I.2.1], alors :
ιm(y0tn,w) ∈ tw((E⊗̂Km[[t]])⊗S⊗Km DKmdR (V ))
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pour tout m 6= n et :
ιn(y0tn,w)− y ∈ tw((E⊗̂Kn[[t]])⊗S⊗Kn DKndR (V )),
ce qui fait que y0tn,w ∈ Ns(VE). On en de´duit que pour tout w ≫ 0, l’application de
Ns(VE) dans (E⊗̂Kn[[t]]/tw)⊗S⊗Kn DKndR (V ) est surjective. Ceci montre le (2).
On de´duit du (1) et du (2) que NdR(VE) est un E⊗̂B†rig,K-module libre de rang d et
stable par GK . Par ailleurs, si y ∈ Ns(VE), alors ιn ◦ ∇(y) ∈ t · ιn(Ns(VE)) pour tout n
d’ou` ∇(Ns(VE)) ⊂ t · Ns(VE) et donc ∇(NdR(VE)) ⊂ t · NdR(VE). Enfin si M et N sont
deux E⊗̂B†rig,K-modules libres de rang d inclus dans t−bD†rig(VE) tels que ∇(M) ⊂ tM
et ∇(N) ⊂ tN , alors M = N (appliquer le corollaire 5.17 de [Ber02] a` chacune des
composantes de M et N selon la de´composition de E⊗̂B†rig,K en produit d’anneaux de
Robba). On en de´duit le (3).
Pour terminer la de´monstration du (4), remarquons que ϕ(NdR(VE)) ⊂ NdR(VE) car
ϕ(Ns(VE)) ⊂ Nps(VE) et que ∇(ϕ∗NdR(VE)) ⊂ t · ϕ∗NdR(VE) ce qui permet de conclure
par unicite´ que ϕ∗NdR(VE) = NdR(VE) .
On pose ∂ = t−1∇ ce qui fait que NdR(VE) est stable par l’ope´rateur diffe´rentiel ∂.
Remarque 6.1.3. — La construction de NdR(VE) implique que l’on a t
−aD†rig(VE) ⊂
NdR(VE) ⊂ t−bD†rig(VE) et donc en particulier que NdR(VE)[1/t] = D†rig(VE)[1/t].
6.2. Monodromie p-adique
Soit K ′0 l’extension maximale non ramifie´e de K0 contenue dans K∞ ce qui fait que
B
†
rig,K s’identifie a` un anneau de se´ries formelles a` coefficients dansK
′
0. Quitte a` remplacer
E par une extension finie, on peut supposer que K ′0 ⊂ E. Dans ce cas, E⊗̂B†rig,K ≃ RfE
ou` f = [K ′0 : Qp] et l’application ϕ
f stabilise chaque facteur. On en de´duit pour le
E⊗̂B†rig,K-module NdR(VE) construit au paragraphe pre´ce´dent une de´composition cor-
respondante NdR(VE) ≃ ⊕f−1i=0N(i)dR(VE) ou` chaque facteur est stable par GK (et donc
par ∂) et ou` ϕ∗(N
(i)
dR(VE)) ≃ N(i+1)dR (VE) en prenant les indices modulo f , ce qui fait
que (ϕf )∗(N
(i)
dR(VE)) ≃ N(i)dR(VE). Chaque N(i)dR(VE) est donc une e´quation diffe´rentielle
p-adique munie d’une structure de Frobenius.
Proposition 6.2.1. — Il existe une extension finie RF/RE correspondant a` une exten-
sion finie de kE((X)) via le corps de normes telle que RF ⊗RE N(i)dR(VE) est unipotente
pour tout i.
De´monstration. — C’est le the´ore`me de monodromie p-adique (voir le the´ore`me 0.1.1 de
[And02] ou bien le corollaire de 5.0-23 de [Meb01]). Remarquons qu’on ne peut pas
appliquer le the´ore`me 1.1 de [Ked04] car celui-ci impose au Frobenius d’eˆtre absolu,
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ni appliquer la variante du the´ore`me de filtration de´montre´e dans [Ked06] car celle-ci
n’implique pas de manie`re e´vidente le the´ore`me de monodromie p-adique.
La plupart des extensions RF/RE ne sont pas une composante d’une extension de la
forme F ⊗̂RL ou` F est une extension finie de E et L est une extension finie de K, mais
dans la proposition 6.2.1 ci-dessus, c’est en fait le cas.
Proposition 6.2.2. — Il existe une extension finie F de E et une extension finie L de
K telles que (F ⊗̂RL)⊗Eb⊗RK NdR(VE) est unipotente.
De´monstration. — Soit RF l’extension finie de RE fournie par la proposition 6.2.1 ; quitte
a` e´tendre les scalaires et a` e´largir F , on peut supposer d’une part que R∂=0F = F et d’autre
part que si l’on pose SolF (VE) = (RF [log(X)]⊗RE NdR(VE))∂=0, alors :
SolF (VE) = (RF [log(X)]⊗RE NdR(VE))GF .
Le F -espace vectoriel SolF (VE) est muni d’une action E-line´aire de Gal(F/E) et un
re´sultat classique (un cas particulier de la proposition 2.2.1) nous dit que SolF (VE) =
F ⊗E SolF (VE)Gal(F/E). On a alors :
SolF (VE)
Gal(F/E) = (RF [log(X)]⊗RE NdR(VE))GE




puisque GE·Qp agit trivialement sur NdR(VE).
L’anneau R
GE·Qp
F correspond, via le corps de normes, a` la plus grande extension de
kE((X)) incluse d’une part dans kE((X)) ·Fp((X))sep et d’autre part dans l’extension finie
de kE((X)) fournie par la proposition 6.2.1, et il existe donc une extension finie L de K
telle que R
GE·Qp
F ⊂ F ⊗̂RL.
Le groupe de Galois GF agit surQp etQ
GF
p est un corps de valuation discre`te ce qui fait
que l’image de l’application GF → GQp contient le sous-groupe d’inertie d’une extension
finie de K et quitte a` e´largir le corps L fourni par la proposition pre´ce´dente, on peut donc
supposer que l’image de GF contient IL.
Corollaire 6.2.3. — Il existe une extension finie L de K telle que :
(E⊗̂RL[log(X)]⊗Eb⊗RK NdR(VE))IL
est un E ⊗ L′0-module libre de rang d et on a alors :
E⊗̂RL[log(X)]⊗E⊗L′0 (E⊗̂RL[log(X)]⊗Eb⊗RK NdR(VE))IL
= E⊗̂RL[log(X)]⊗Eb⊗RK NdR(VE).
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On fixe cette extension L dans la suite de ce paragraphe.
Soit [p˜] l’e´le´ment de A˜+ dont on utilise un logarithme pour plonger Bst dans BdR.
Rappelons (cf. [Ber02, §2.4] par exemple) que B˜†rig[1/t, log(X)] = B˜†rig[1/t, log[p˜]].
Proposition 6.2.4. — Le E⊗̂Q̂nrp -module ((E⊗̂B˜†rig)[1/t, log[p˜]] ⊗E VE)IL est libre de
rang d et l’inclusion :
((E⊗̂B˜+rig)[1/t, log[p˜]]⊗E VE)IL ⊂ ((E⊗̂B˜†rig)[1/t, log[p˜]]⊗E VE)IL
est un isomorphisme.
De´monstration. — La de´monstration suit de pre`s celle de la proposition 3.4 de [Ber02],
a` laquelle nous renvoyons pour plus de de´tails. Posons :
D(V ) = ((E⊗̂B˜†rig)[1/t, log[p˜]]⊗E VE)IL
Dr(V ) = ((E⊗̂B˜†,rrig)[1/t, log[p˜]]⊗E VE)IL .
On a (B˜†rig[1/t, log[p˜]])
IL = Q̂nrp et :
E⊗̂RL[log(X)]⊗Eb⊗RK NdR(VE) ⊂ (E⊗̂B˜†rig)[1/t, log[p˜]]⊗E VE
ce qui fait que D(V ) est un E⊗̂Q̂nrp -module localement libre de rangs locaux > d. Si
n > n(r), alors l’application ιn : B˜
†,r
rig[1/t, log[p˜]] → BdR est injective par la proposition
2.25 de [Ber02] et envoie Dr(V ) dans ((E⊗̂BdR) ⊗E VE)IL qui est un E⊗̂Q̂nrp -module
libre de rang d, ce qui fait que Dr(V ) est localement libre de rangs locaux 6 d. Comme
D(V ) = ∪r>0Dr(V ), on en de´duit que D(V ) est libre de rang d.
Passons maintenant a` la deuxie`me assertion. Le frobenius E-line´aire ϕ commute a` Ga-
lois et de´finit un isomorphisme de D(V ) dans lui-meˆme. Le re´sultat suit alors, apre`s qu’on
a choisi une base de V et une base de D(V ), de l’analogue E-line´aire de la proposition 3.2
de re´gularisation par le frobenius de [Ber02] (qui se de´montre exactement de la meˆme
manie`re qu’en Qp-line´aire). Le dernier isomorphisme est alors e´vident.
Corollaire 6.2.5. — Le E⊗̂Q̂nrp -module ((E⊗̂Bst)⊗E VE)IL est libre de rang d et l’ap-
plication :
L⊗L0 ((E⊗̂Bst)⊗E VE)IL → ((E⊗̂BdR)⊗E VE)IL
est un isomorphisme.
6.3. Application aux familles de repre´sentations de de Rham
Soit B+,hst = ⊕hi=0B+max log([p˜])i ce qui fait que B+,hst est le noyau de Nh+1 sur Bst (ici
N est l’ope´rateur de monodromie sur Bst).
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Lemme 6.3.1. — Soit S une alge`bre de coefficients et x : S → E un plongement
isome´trique dans une alge`bre de Banach. Si a ∈ S⊗̂B+dR est tel que x(a) ∈ E⊗̂(L ⊗L0
B
+,h
st ), alors a ∈ S⊗̂(L⊗L0 B+,hst ).
De´monstration. — Rappelons que par [Col02, §8.4], il existe un home´omorphisme d’es-
paces de Fre´chet B+dR = Cp[[X]] tel que L⊗L0 B+max s’identifie a` Cp{X} et L⊗L0 B+,hst a`
⊕hi=0Cp{X} log(1 +X)i. On se rame`ne donc a` montrer que si a ∈ S⊗̂Cp[[X]] est tel que
x(a) ∈ E⊗̂(⊕hi=0Cp{X} log(1 +X)i), alors a ∈ S⊗̂(⊕hi=0Cp{X} log(1 +X)i).
Etant donne´ que l’application S⊗̂Cp → E⊗̂Cp est un plongement isome´trique et que
S⊗̂Cp[[X]] = (S⊗̂Cp)[[X]] et S⊗̂Cp{X} = (S⊗̂Cp){X}, on se rame`ne a` montrer que si A
est un espace de Banach et B un sous-espace ferme´ de A, et si g(X) ∈ ⊕hi=0A{X} log(1+
X)i ve´rifie g(X) ∈ B[[X]], alors g(X) ∈ ⊕hi=0B{X} log(1 +X)i.
Pour cela, conside´rons l’application A{X} → ∏n>0A ⊗ Qp(ζpn) qui a` f(X) associe
(f(ζpn − 1))n>0. Le the´ore`me de pre´paration de Weierstrass montre que cette application
est une isome´trie sur son image, et donc qu’il existe des formules universelles permettant
de reconstruire les coefficients fj de f(X) =
∑
j>0 fjX
j a` partir de (f(ζpn − 1))n>0.
En particulier, si f(ζpn − 1) ∈ B ⊗ Qp(ζpn) pour tout n > 0, alors f(X) ∈ B{X}. Si
g(X) = f (0)(X) + f (1)(X) log(1 +X) + · · ·+ f (h)(X) log(1 +X)h ∈ B[[X]], alors g(X) ∈
A[[X]]hol (les se´ries qui convergent sur le disque unite´ ouvert), et g(ζpn−1) = f (0)(ζpn−1)
pour tout n > 0 ce qui fait que si g(X) ∈ B[[X]], alors f (0)(X) ∈ B[[X]] aussi et donc
a` B{X}. En conside´rant (g(X) − f (0)(X))/ log(1 + X), on montre par re´currence que
chaque f (i)(X) ∈ B{X}.
The´ore`me 6.3.2. — Soient S une alge`bre affino¨ıde re´duite, X l’espace associe´ a` S,
[a, b] un intervalle fini de Z et V une S-repre´sentation de dimension d de GK telle que
Vx soit de de Rham a` poids de Hodge-Tate dans [a, b] quel que soit x ∈ X . Il existe alors
une extension finie L de K telle que le S⊗L0-module DLst(V ) est localement libre de rang
d et ve´rifie (S ⊗ L)⊗S⊗L0 DLst(V ) = DLdR(V ).
Si x ∈ X , alors l’application S/mx ⊗S DLst(V )→ DLst(Vx) est un isomorphisme.
De´monstration. — Par la proposition 2.1.2, on peut supposer que S est muni de la va-
luation spectrale. Par le corollaire 2.1.4, il existe m > 1 et m corps E1, . . . , Em complets
pour des valuations discre`tes tels que l’on ait un plongement isome´trique S → ⊕mi=1Ei.
Quitte a` agrandir chacun des Ei, on peut supposer qu’ils sont a` corps re´siduels parfaits.
Par le corollaire 6.2.5, il existe alors une extension finie L de K telle que pour chaque
i on a un isomorphisme :
L⊗L0 ((Ei⊗̂Bst)⊗Ei VEi)IL → ((Ei⊗̂BdR)⊗Ei VEi)IL .
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Comme une alge`bre affino¨ıde est de Jacobson, alors son radical de Jacobson est nul si
elle est re´duite et on peut appliquer le the´ore`me 5.3.2 qui nous dit que DLdR(V ) est un
S ⊗ L-module localement libre de rang d. On a une application injective DLdR(V ) →
((E⊗̂BdR) ⊗S V )IL avec E = ⊕mi=1Ei et si y ∈ DLdR(V ), on peut e´crire y =
∑d
j=1 yj ⊗ vj
avec yj ∈ S⊗̂BdR. L’isomorphisme ci-dessus implique que l’image de yj dans E⊗̂BdR est
en fait dans E⊗̂(L ⊗L0 Bst). Le lemme 6.3.1 nous dit alors que yj ∈ S⊗̂(L ⊗L0 Bst) et
donc que :
DLdR(V ) = (S⊗̂(L⊗L0 Bst)⊗S V )GL = L⊗L0 DLst(V ).
On en de´duit que DLst(V ) est localement libre de rang d.
Montrons maintenant le deuxie`me point. Comme l’application S/mx ⊗S DLdR(V ) →
DLdR(Vx) est un isomorphisme, l’application S/mx ⊗S DLst(V ) → DLst(Vx) est injective et
c’est un isomorphisme pour des raisons de dimension : le terme de gauche est de rang d
sur S/mx alors que le terme de droite est de rang 6 d.
Corollaire 6.3.3. — Soient S une alge`bre affino¨ıde re´duite, X l’espace associe´ a` S,
[a, b] un intervalle fini de Z, V une S-repre´sentation de dimension d de GK telle que
Vx soit de de Rham a` poids de Hodge-Tate dans [a, b] quel que soit x ∈ X et soit L
l’extension finie de K fournie par le the´ore`me 6.3.2. On a alors :
(1) si τ est un type du groupe d’inertie I(L/K), alors l’ensemble X (τ) des x tels que










st sont des sous-espaces S-analytiques de X ;
(3) si X = X
[a,b]
st , alors D
K
st (V ) est un S ⊗ K0-module localement libre de rang d et
l’application S/mx ⊗S DKst (V )→ DKst (Vx) est un isomorphisme ;
(4) si X = X
[a,b]
cris , alors D
K
cris(V ) est un S ⊗K0-module localement libre de rang d et
l’application S/mx ⊗S DKcris(V )→ DKcris(Vx) est un isomorphisme.
De´monstration. — Pour montrer le (1), constatons que Vx est de type τ si et seulement
si Tr(g | DLst(Vx)) = Tr(τ(g)) pour tout g ∈ I(L/K) ce qui de´finit un sous-espace S-
analytique de X . Comme on a X =
∐
τ X (τ) et qu’il n’y a qu’un nombre fini de τ
possibles, X (τ) est aussi ouvert. Ceci montre le (1).
En appliquant le (1) au type trivial, on trouve que X
[a,b]
st est un sous-espace S-
analytique et X
[a,b]
cris est le sous-espace de X
[a,b]
st de´fini par l’e´quation N |Dst(Vx)= 0 et
est donc lui aussi un sous-espace S-analytique. Ceci montre le (2).
Montrons a` pre´sent le (3). Pour tout x ∈ X , on a DLst(Vx) = L0 ⊗K0 DKst (Vx) ; en
particulier, si y ∈ DLst(Vx) et g ∈ I(L/K), alors pour tout x ∈ X on a (gy − y)(x) = 0
ce qui fait que gy = y par le lemme 2.1.1. On en de´duit que I(L/K) agit trivialement
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sur DLst(V ) et on peut alors appliquer la proposition 2.2.1 qui nous donne que D
L
st(V ) =
(S ⊗L0)⊗S⊗K0 DKst (V ), et que DKst (V ) est un S ⊗K0-module localement libre de rang d.
Enfin le (4) re´sulte directement du (3) puisque Dcris(V ) = Dst(V )
N=0.
Remarque 6.3.4. — Le the´ore`me 6.3.2 et son corollaire 6.3.3 sont toujours valables si
l’on suppose seulement que S est une alge`bre de coefficients dont le radical de Jacobson
est nul et telle que la frontie`re de Shilov du spectre de Berkovich de S est finie.
7. Un the´ore`me de Wintenberger
Dans ce dernier chapitre, nous utilisons les re´sultats du paragraphe 4.1 pour montrer
le the´ore`me D de l’introduction.
7.1. Continuite´ des pe´riodes de Sen
Dans tout ce chapitre, on suppose toujours que K est une extension finie de Qp. Si
V est une Qp-repre´sentation de GK , soit ΘV = ΘSen,V l’endomorphisme de Sen associe´
a` V (cf. §4.1) et PSen,V (X) ∈ K[X] le polynoˆme caracte´ristique de l’endomorphisme de
Sen. On dit que deux repre´sentations V1 et V2 sont congrues modulo p
k si elles admettent
deux Zp-re´seaux T1 et T2 tels que T1/p
k ≃ T2/pk. L’objet de ce chapitre est de montrer
le re´sultat suivant :
The´ore`me 7.1.1. — Il existe une constante c(d,K) telle que si V1 et V2 sont deux
repre´sentations de dimension d de GK qui sont congrues modulo p
k, alors les polynoˆmes
PSen,V1 et PSen,V2 sont congrus modulo p
k−c(d,K).
Un corollaire imme´diat (en utilisant la the´orie des polygones de Newton) de ce the´ore`me
est le re´sultat suivant, duˆ a` Wintenberger (cf. [Win00]) :
Corollaire 7.1.2. — Il existe une constante c(d,K) telle que si V1 et V2 sont deux
repre´sentations de Hodge-Tate de dimension d de GK, qui sont congrues modulo p
k, alors
leurs poids de Hodge-Tate sont congrus modulo p⌊k/d⌋−c(d,K).
Le reste de ce chapitre est consacre´ a` la de´monstration du the´ore`me 7.1.1 ci-dessus.
Comme K/Qp est finie, il existe une extension finie L de K telle que si T est n’importe
quelle Zp-repre´sentation de GK de dimension d, alors la restriction de T a` GL est triviale
modulo 12p (ceci suit du fait queK n’a qu’un nombre fini d’extensions d’un degre´ donne´).
Quitte a` remplacer L par une extension finie convenable, on peut de plus supposer que
L = Ln(L).
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On peut en particulier appliquer la proposition 4.1.2 pour montrer qu’il existe une base
e1, . . . , ed de OCp ⊗Zp T telle que le OL-module DSen(T ) engendre´ par les ei est fixe par
HL, stable par GK , et tel que si γ ∈ ΓL, alors valp(Mat(γ)− Id) > c3.
Rappelons que pour tout γ ∈ ΓL \ {1}, l’ope´rateur ΘV : DSen(V )→ DSen(V ) de´fini par
ΘV = log(γ)/ logp(χ(γ)) ne de´pend pas du choix de γ et que son polynoˆme caracte´ristique
appartient a` K[X].
Plac¸ons-nous dans la situation du the´ore`me 7.1.1 ci-dessus et choisissons t1i et t
2
i deux
bases de T1 et T2 dans lesquelles les matrices G1(g) et G2(g) de l’action de tout g ∈ GK







i dont on a rappele´ la construction ci-dessus. On a en particulier : h(Mi)Gi(h) =Mi
pour tout h ∈ HL et il existeNi(g) ∈ GLd(OL) telles que g(Mi)Gi(g) = Ni(g)Mi si g ∈ GK
avec valp(Ni(g)− Id) > c3 si g ∈ ΓL.
Lemme 7.1.3. — Il existe une matrice M ∈ GLd(OL) telle que MM1 =M2 mod pk−2.
En d’autres termes les matrices M1 et M2 sont congrues quitte a` faire un changement
de base.
De´monstration. — Posons B = M1M
−1
2 ∈ GLd(OCp). Le fait que si h ∈ HL, alors
G1(h) = G2(h) mod p
k et que Gi(h) = h(M
−1
i )Mi implique que h(B) = B mod p
k.
On sait que l’application OL∞/p
k → (OCp/pk)HL est presque surjective, en ce sens que
son conoyau est tue´ par toute puissance de p. Il existe donc une matrice B0 ∈ GLd(OL∞)
telle que B = B0 + p











ce qui fait que g(B0) = N1(g)B0N2(g
−1) + pk−1B2 avec B2 ∈ Md(OL∞). Comme on
a suppose´ que L = Ln(L), on dispose d’une application RL : L∞ → L qui satisfait
(TS2) et en particulier RL(OL∞) ⊂ p−c2OL, ce qui fait que si C = B0 − RL(B0), alors
g(C) = N1(g)CN2(g
−1) + pk−1−c2RL(B2).
Supposons maintenant que g ∈ ΓL. On a alors vp(g(C)−C) > inf(vp(C)+c3, k−1−c2)
ce qui fait que si v(C) < k− 1− c2− c3, on a vp(g(C)−C) > vp(C)+ c3 en contradiction
avec (TS3). Ceci montre que v(C) > k− 1− c2− c3 et donc que si l’on pose M = B0−C
alors M ∈ GLd(OL) et M −B ∈ pk−2Md(OCp) ce qui montre le lemme.
On suppose a` pre´sent qu’on a fait le changement de base ne´cessaire et que M1 = M2
mod pk−2. En particulier, si g ∈ ΓpL et comme c3 > 1/(p−1) > 1/p, on a N1(g) = N2(g) =
Id mod p et N1(g) = N2(g) mod p
k−2.
36 LAURENT BERGER & PIERRE COLMEZ
Lemme 7.1.4. — Si N1 et N2 sont deux matrices telles que N1 = N2 = Id mod p et
N1 = N2 mod p






De´monstration. — Une re´currence facile montre qu’il suffit de de´montrer le lemme pour
m = 1, c’est-a`-dire que Np1 = N
p
2 mod p
k−1. Si l’on e´crit N2 = N1 + p
k−2R, on voit que













1 est divisible par p ce qui implique




De´monstration du the´ore`me 7.1.1. — Si g ∈ ΓpL alors d’une part g agit line´airement sur
le OL-module engendre´ par les ei et d’autre part sa matrice rele`ve du lemme ci-dessus.
La formule ΘV = log(γ)/ logp(χ(γ)) montre que ΘV est la limite quand m → ∞ de
(gp
m − 1)/pm logp(χ(g)). Le lemme pre´ce´dent implique alors que d’une part les matrices
de ΘV1 et de ΘV2 sont a` coefficients dans p
−2−vp(logp(χ(g)))OL et d’autre part que ΘV1−ΘV2
est a` coefficients dans pk−2−vp(logp(χ(g)))OL. Comme la valuation p-adique de logp(χ(g))
pour un ge´ne´rateur g de ΓpL ne de´pend que de L qui ne de´pend que de d et K, il existe
donc une constante c(d,K) qui ne de´pend que de d et de K telle que les coefficients des
polynoˆmes caracte´ristiques de ΘV1 et de ΘV2 sont e´gaux modulo p
k−c(d,K).
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