An important issue raised by Efron [7] in the context of large-scale multiple comparisons is that in many applications the usual assumption that the null distribution is known is incorrect, and seemingly negligible differences in the null may result in large differences in subsequent studies. This suggests that a careful study of estimation of the null is indispensable.
Introduction
The analysis of massive data sets now commonly arising in scientific investigations poses many statistical challenges not present in smaller scale studies. One such challenge is the need for large-scale simultaneous testing or multiple comparisons, in which thousands or even millions of hypotheses are tested simultaneously. In this setting, one considers a large number of null hypotheses H 1 , H 2 , . . . , H n , and is interested in determining which hypotheses are true and which are not. Associated with each hypothesis is a test statistic. When H j is true, the test statistic X j has a null distribution function (d.f.) F 0 . That is, (X j |H j is true) ∼ F 0 .
Since the pioneering work of Benjamini and Hochberg [2] , which introduced the False Discovery Rate (FDR)-controlling procedures, research on large-scale simultaneous testing has been very active. See, for example, [1, 4, 6, 7, 8, 10, 17, 19] .
FDR procedures are based on the p-values, which measure the tail probability of the null distribution. Conventionally the null distribution is always assumed to be known. However, somewhat surprisingly, Efron pointed out in [7] that in many applications such an assumption would be incorrect. Efron [7] studied a data set on breast cancer, in which a gene microarray was generated for each patient in two groups, BRCA1 group and BRCA2 group. The goal was to determine which genes were differentially expressed between the two groups. For each gene, a p-value was calculated using the classical t-test. For convenience Efron chose to work on the z-scale through the transformation X j =Φ −1 (p j ), whereΦ = 1 − Φ is the survival function of the standard normal distribution. Efron argued that, though theoretically the null distribution should be the standard normal, empirically another null distribution (which Efron referred to as the empirical null) is found to be more ap-
propriate. In fact, he found that N(−0.02, 1.58 2 ) is a more appropriate null than N(0, 1); see Figure 1 . A similar phenomenon is also found in the analysis of a microarray data set on HIV [7] . Efron [7] introduced a method for estimating the null distribution based on the notion of "sparsity." There are several different ways to define sparsity [1] . The most intuitive one is that the proportion of non-null effects is small. In some applications, the case of "asymptotically vanishing sparsity" is of particular interest [1, 6] . This case refers to the situation where the proportion of non-null effects tends to zero as the number of hypotheses grows to infinity. In such a setting, heuristically, the influence of the non-null effects becomes more and more negligible and so the null can be reliably estimated asymptotically. In fact, Efron [7] suggested an approach which uses the center and half width of the central peak of the histogram for estimating the parameters of the null distribution.
In many applications it is more appropriate to model the setting as non-sparse, i.e., the proportion of non-null effects does not tend to zero when the number of hypotheses grows to infinity. In such settings, Efron's approach [7] does not perform well, and it is not hard to show that the estimators of the null are generally inconsistent. Moreover, even when the setting is asymptotically vanishingly sparse and the estimators are consistent, it is still of interest to quantify the influence of sparsity on the estimators, as a small error in the null may propagate to large errors in subsequent studies.
Conventional methods for estimating the null parameters are based on either moments or extreme observations [7, 17, 20] . However, in the non-sparse case, neither is very informative as the relevant information about the null is highly distorted by the non-null effects in both of them. In this paper, we propose a new approach for estimating the null parameters by using the empirical characteristic function and Fourier analysis as the main tools. The approach demonstrates that the information about the null is well preserved in the high frequency Fourier coefficients, where the distortion of the non-null effects is asymptotically negligible. The approach integrates the strength of several factors, including sparsity and heteroscedasticity, and provides good estimates of the null in a much broader range of situations than existing approaches do. The resulting estimators are shown to be uniformly consistent over a wide class of parameters and outperform existing methods in simulations.
Beside the null distribution, the proportion of non-null effects is an important quantity. For example, the implementation of many recent procedures requires the knowledge of both the null and the proportion of non-null effects; see [8, 15, 19] .
Developing good estimators for the proportion is a challenging task. Recent work includes that of Meinshausen and Rice [17] , Swanepoel [20] , Cai et al. [4] , and Jin [13] . In this paper we extend the method of Jin [13] to the current setting of heteroscedasticity with an unknown null distribution. The estimator is shown to be uniformly consistent over a wide class of parameters.
In addition to the theoretical properties, numerical performance of the estimators is investigated using both simulated and real data. In particular, we use our procedure to analyze the breast cancer [11] and HIV [21] microarray data that were analyzed in Efron [7] . The results indicate that our estimated null parameters lead to a more reliable identification of differentially expressed genes than that in [7] .
The paper is organized as follows. In Section 2, after basic notations and definitions are reviewed, the estimators of the null parameters are defined in Section 2.1.
The theoretical properties of the estimators are investigated in Sections 2.2 and 2.3. Section 2.4 discusses the extension to dependent data structures. Section 3 treats the estimation of the proportion of non-null effects. A simulation study is carried out in Section 4 to investigate numerical performance. In Section 5, we apply our procedure to the analysis of the breast cancer [11] and HIV [21] microarray data. Section 6 gives proofs of the main theorems.
Estimating the null distribution
As in Efron [7] , we shall work on the z-scale and consider n test statistics
where µ j and σ j are unknown parameters. For a pair of null parameters µ 0 and σ 0 ,
and we are interested in estimating µ 0 and σ 0 . We shall first consider the case in which X 1 , . . . , X n are independent. The dependent case is considered in Section 2.4.
Set µ = {µ 1 , . . . , µ n } and σ = {σ 1 , . . . , σ n }. Denote the proportion of non-null effects by
We assume σ j ≥ σ 0 for all 1 ≤ j ≤ n. That is, the standard deviation of a nonnull effect is no less than that of a null effect. This is the case in a wide range of applications [7, 15] . To make the null parameters identifiable, we shall assume
Throughout this paper, we assume that (µ, σ) is (µ 0 , σ 0 , ǫ 0 )-eligible.
Estimating the null parameters
As mentioned in the Introduction, an informative approach for estimating the null distribution is to use the Fourier coefficients at suitable frequencies. In the literature, Fourier coefficients have been frequently used for statistical inference; see for example [9, 22] . We now use them to construct estimators for the null parameters.
Introduce the empirical characteristic function 5) and its expectation, the characteristic function ϕ(t) = ϕ(t; µ, σ, n) =
where i = √ −1. The characteristic function ϕ naturally splits into two components, 6) which correspond to the null effects and non-null effects, respectively. Note that the identifiability condition ǫ n ≤ ǫ 0 < 1/2 ensures that ϕ(t) = 0 for all t.
We now use the above functions to construct estimators for σ 2 0 and µ 0 . For any t = 0 and any differentiable complex-valued function f such that |f (t)| = 0, we define the two functionals
where Re(z) and Im(z) denote respectively the real and imaginary parts of the complex number z. Simple calculus shows that evaluating the functionals at ϕ 0
gives the exact values of σ Inspired by this, we hope that for an appropriately chosen large t, ϕ n (t) ≈ ϕ(t) ≈ ϕ 0 (t), so that the contribution of non-null effects to the empirical characteristic function is negligible, which would then give rise to good estimates for σ 2 0 and µ 0 . More specifically, we use σ 2 0 (ϕ n ; t) and µ 0 (ϕ n ; t) as estimators for σ 2 0 and µ 0 , respectively, and hope that by choosing an appropriate t,
There is clearly a tradeoff in the choice of t. As t increases from 0 to ∞, the second approximations in (2.8) and (2.9) become increasingly accurate, but the first approximations become more unstable because the variances of σ 2 0 (ϕ n ; t) and µ 0 (ϕ n ; t) increase with t. Intuitively, we should choose a t such that ϕ n (t)/ϕ(t) ≈ 1, so that ϕ can be estimated with first order accuracy. Note that by the central limit
We introduce the following method for choosing t, which is adaptive to the magnitude of the empirical characteristic function. For a given γ ∈ (0, 1/2), set
Once we decide on the frequency t =t n (γ), we have the following family of 'plug in' estimators which are indexed by γ ∈ (0, 1/2):
We mention here that it will be shown later in Lemma 6.3 thatt n (γ) is asymptotically equivalent to the non-stochastic quantity 12) and that the stochastic fluctuation oft n (γ) is algebraically small and its effect is generally negligible. We notice here that by elementary calculus, 13) where o(1) tends to 0 uniformly for all ϕ under consideration.
Uniform consistency of the estimators
We now show that the estimatorsσ 2 0 andμ 0 given in (2.11) are consistent uniformly over a wide class of parameters. Introduce two non-stochastic bridging quantities, σ 2 0 (ϕ; t n (γ)) and µ 0 (ϕ; t n (γ)), which correspond to σ 2 0 and µ 0 , respectively. For each estimator, the estimation error can be decomposed into two components: one is the stochastic fluctuation and the other is the difference between the true parameter and its corresponding bridging quantity,
We shall consider the behavior of the two components separately. Fix constants q > 0 and A > 0, and introduce the set of parameters
where
For a constant r, we say that a sequence {a n } ∞ n=1 isō(n −r ) if for any δ > 0, n r−δ |a n | → 0 as n → ∞.
The following theorem elaborates the magnitude of the stochastic component.
Theorem 2.1 Fix constants γ, ǫ 0 ∈ (0, 1/2), q ≥ 3, and A > 0. As n → ∞, except for an event with probabilityō(n −c 1 ),
where c 2 = c 2 (σ 0 , q, γ) = 2σ 2 0 · max{3, q − 1 − 2γ}, and
(2.17) Theorem 2.1 says that the stochastic components in (2.14) and (2.15) are both algebraically small, uniformly over Λ n .
We now consider the non-stochastic components in (2.14) and (2.15). As defined in (2.6),φ(t) naturally factors intoφ(t) = e iµ 0 t−σ 2 0 t 2 /2 · ψ(t), where
Lemma 6.5 in Section 6 tells us that there is a constant C > 0 such that uniformly
and |µ 0 (ϕ; t n (γ)) − µ 0 | ≤ C · |ψ ′ (t n (γ))|; see details therein. Combining these with Theorem 2.1 gives the following theorem, which is proved in Section 6.
Theorem 2.2 Fix constants γ, ǫ 0 ∈ (0, 1/2), q ≥ 3, and A > 0. For all t,
such that, except for an event with algebraically small probability, for any (µ, σ) ∈ Λ n (q, A; µ 0 , σ 0 , ǫ 0 ) and all sufficiently large n,
, then µ 0 (ϕ n ;t n (γ)) is consistent for µ 0 as well.
We remark here that µ 0 (ϕ n ;t n (γ)) is uniformly consistent for µ 0 over any subset
. Although at first glance the convergence rates are relatively slow, they are in fact much faster in many situations.
Convergence rate: examples and discussions
We now show that under mild conditions the convergence rates of σ 2 0 (ϕ n ;t n (γ)) and µ 0 (ϕ n ;t n (γ)) can be significantly improved, and sometimes are algebraically fast.
Example I. Asymptotically vanishing sparsity. Sparsity is a natural phenomenon found in many scientific fields such as genomics, astronomy, and image processing.
As mentioned before, asymptotically vanishing sparsity refers to the case where
Several models for sparsity have been considered in the literature, and among them are moderately sparse and very sparse, where ǫ n = n −β for some parameter β satisfying β ∈ (0, 1/2) and β ∈ (1/2, 1), respectively [1, 6] .
Lemma 6.5 shows that uniformly over Λ n , |ψ
then yields the fact that the estimation errors of σ 2 0 (ϕ n ;t n (γ)) and µ 0 (ϕ n ;t n (γ)) are algebraically small for both the moderately sparse case and the very sparse case.
Example II. Heteroscedasticity. It is natural in many applications to find that a non-null effect has an elevated variance. A test statistic consists of two components, signal and noise. An elevation of variance occurs when the signal component contributes extra variance. Denote the minimum elevation of the variance for the non-null effects by
, and ψ ′ (t n (γ)) is algebraically small if τ n ≥ c 0 for some constant c 0 > 0.
Example III. Gaussian hierarchical model. The Gaussian hierarchical model is widely used in statistical inference, as well as in microarray analysis; see Efron [7] , for example. A simple version of the model is where σ j ≡ σ 0 and the means µ j associated with non-null effects are modeled as samples from a density function h, at frequency t n (γ). By the Riemann-Lebesgue Lemma [16] , |ψ
if the k-th derivative of h(u) is absolutely integrable. In particular, if h is Gaussian,
and is algebraically small.
We note here that sparsity, heteroscedasticity, and the smoothness of h can occur at the same time, which makes the convergence even faster. In a sense, our approach combines the strengths of sparsity, heteroscedasticity, and the smoothness of the density h. The approach can thus be viewed as an extension of Efron's approach, as it is consistent not only in the asymptotically vanishingly sparse case, but also in many interesting non-sparse cases. Additionally, in the asymptotically vanishingly sparse case, the convergence rates of our estimators can be substantially faster than those of Efron. For example, this may occur when the data set is both sparse and heteroscedastic.
Remark: The theory developed in Sections 2.1 -2.3 can be naturally extended to the Gaussian hierarchical model, which is the Bayesian counterpart of Model (2.1)-(2.2) and has been widely used in the literature; see for example [7, 10] . The model treats the test statistics X j as samples from a two-component Gaussian mixture: 20) where (µ j , σ j ) are samples from a bivariate distribution F (µ, σ). The previous results can be naturally extended to this model.
Extension to dependent data structures
We now consider the proposed approach for dependent data. As the discussions are similar, we focus on σ 2 0 (ϕ;t n (γ)). Recall that the estimation error splits into a stochastic component and a non-stochastic component, |σ
Note that the non-stochastic component only contains marginal effects and is unrelated to dependence structures.
We thus need only to study the stochastic component, or to extend Theorem 2.1. In fact, once Theorem 2.1 is extended to the dependent case, the extension of Theorem 2.2 follows directly by arguments similar to those given in the proof of Theorem 2.2. For reasons of space, we shall focus on two dependent structures: the strongly (α)-mixing case and the short-range dependent case. Denote the strongly mixing
is the σ-algebra generated by the random variables specified in the brackets, and
In the strongly mixing case, we suppose that α(k) ≤ Bk −d for some positive constants B and d. In the short-range dependent case, we suppose α(k) = 0 when k ≥ n τ for some constant τ ∈ (0, 1). Now, fix constants a > 0, B > 0, q ≥ 3, and A > 0, introduce the following set of parameters which we denote byΛ n (a, B, q, A) =Λ n (a, B, q, A; ǫ 0 , µ 0 , σ 0 ):
Note that this technical condition is not essential and can be relaxed. The following theorem treats the strongly mixing case and is proved in [14, Section 7] .
), A > 0, a > 0, and B > 0.
, except for an event with asymptotically vanishing probability,
An interesting question is whether this result holds for all γ ∈ (0, 1/2); we leave this for future study. The following theorem concerns the short-range dependent case, whose proof is similar to that of Theorem 2.3 and is thus omitted.
), A > 0, a > 0, and B > 0. Suppose α(k) = 0 for all k ≥ n τ . As n → ∞, uniformly for all (µ, σ) ∈ Λ n (a, B, q, A), except for an event with asymptotically vanishing probability,
We mention that consistency for more general dependent settings is possible provided the following two key requirements are satisfied. First, there is an exponential type inequality for the tail probability of |ϕ n (t)−ϕ(t)| for all t ∈ (0, log n); we use Hoeffding's inequality in the proof for the independent case, and use [3, Theorem 1.3] in the proof of Theorem 2.3. Second, the standard deviation of ϕ n (t n (γ)) has a smaller order than that of ϕ(t n (γ)), so that the approximation ϕ n (t n (γ))/ϕ(t n (γ)) ≈ 1 is accurate to the first order.
Estimating the proportion of non-null effects
The development of useful estimator for the proportion of non-null effects, together with the corresponding statistical analysis, poses many challenges. Recent work includes those of Meinshausen and Rice [17] , Swanepoel [20] , Cai, et al. [4] , and
Jin [13] . See also [8, 10] . The first two approaches only provide consistent estimators under a condition which Genovese and Wasserman call "purity" [10] . These approaches do not perform well in the current setting as the purity condition is not satisfied; see Lemma 3.1 for details. Cai et al. [4] largely focuses on a very sparse setting, and so a more specific model is needed. Jin [13] considers estimating the proportion of nonzero normal means but concentrates on the homoscedastic case with known null parameters. This motivates a careful study of estimation of the proportion in the current setting.
We begin by first assuming that the null parameters are known. In this case the approach of Jin [13] can be extended to the heteroscedastic setting here. Fix
). The following estimator is proposed in [13] for the homoscedastic case:
where Ω n (t; X 1 , . . . , X n , n) =
This estimator continues to be consistent for the current heteroscedastic case. Set
Theorem 3.1 For any γ ∈ (0, 1/2), q ≥ 1, and A > 0, except for an event with algebraically small probability, lim n→∞ sup {Θn(γ;q,A,µ 0 ,σ 0 ,ǫ 0 )} {|ǫ
Roughly speaking, the estimator is consistent if the proportion is asymptotically larger than 1/ √ n. The case where the proportion is asymptotically smaller than 1/ √ n is very challenging, and usually it is very hard to construct consistent estimates without a more specific model; see [4, 6] for more discussion.
We now turn to the case where the null parameters (µ 0 , σ 0 ) are unknown. A natural approach is to first use the proposed procedures in Section 2.1 to obtain estimates for µ 0 and σ 0 , sayμ 0 andσ 0 , and then plug them into (3.1) for estimation of the proportion. This yields the estimateǫ *
Theorem 3.2 below describes how (σ 0 ,μ 0 ) affects the estimation accuracy ofǫ * n .
suppose that except for an event B n with algebraically small probability,
and an event D n with algebraically small probability, such that over
Results in previous sections show that, under mild conditions, the estimation errors of (μ 0 ,σ 0 ) are algebraically small, and so isǫ * n (γ) −ǫ n (γ). In the non-sparse case, such differences are negligible and bothǫ n (γ) andǫ * n (γ) are consistent. The sparse case, especially when the proportion is algebraically small, is more subtle. In this case a more specific model is often needed. See Cai et al. [4] .
We now compare our procedure with those in Meinshausen and Rice [17] and in Cai et al. [4] . We begin by introducing the aforementioned purity condition.
If we model the p-values of the test statistics as samples from a mixing density,
(1 − ǫ)U(0, 1) + ǫh, where U(0, 1) and h are the marginal densities of the p-values for the null effects and non-null effects respectively. The purity condition is defines as essinf {0<p<1} h(p) = 0. Meinshausen and Rice [17] propose a confidence lower bound for ǫ that is valid for all h. Despite this advantage, the lower bound is generally conservative and inconsistent. In fact, the purity condition is necessary for the lower bound to be consistent. Similar results can be found in Genovese and Wasserman [10] . Unfortunately, the purity condition generally does not hold in our settings.
Lemma 3.1 Let the test statistics X j be given as in (2.20) . If the marginal distribution F (µ, σ) satisfies either P F {σ > 1} = 0 or P F {σ = 1} = 1, but P F {µ > 0} = 0
and P F {µ < 0} = 0, then the purity condition does not hold.
Cai et al. [4] consider a very sparse setting for a two-point Gaussian mixture model where the proportion is modeled as n −β with β ∈ ( 1 2 , 1). Their estimator is consistent whenever consistent estimation is possible, and it attains the optimal rate of convergence. In a sense, their approach complements our method: the former deals with a very sparse but more specific model, and the latter deals with a more general model where the level of sparsity is much lower.
Simulation experiments
We now turn to the numerical performance of our estimators of the null parameters.
The goal for the simulation study is three-fold: to investigate how different choices of γ affect the estimation errors, to compare the performance of our approach with that in Efron [7] , and to investigate the performance of the proposed approach for dependent data. We leave the study for real data to Section 5.
We first investigate the effect of γ on the estimation errors. Set σ 0 = 1/ √ 2 and µ 0 = −1/2 throughout this section. We take n = 10000, ǫ = 0.1, and a = 0.75, 1.00, 1.25, and 1.50 for the following simulation experiment:
Step 1. (Main Step). For each a, first generate nǫ pairs of (µ j , σ j ) with µ j from N(0, 1) and σ j from the uniform distribution U(a, a + 0.5), and then generate a sample from N(µ j , σ to represent the null effects.
Step 2. For the samples obtained in Step 1, implementσ(γ) = σ 0 (ϕ n ;t n (γ)) and µ 0 (γ) = µ 0 (ϕ n ;t n (γ)) for each γ = 0.01, 0.02, . . . , 0.5.
Step 3. Repeat Steps 1 and 2 for 100 independent cycles. 
We now compare (σ * 0 ,μ * 0 ) with the estimators in Efron [7] . Recall that one major difference between the two approaches is that Efron's estimators are not consistent for the non-sparse case, while ours are. It is thus of interest to make comparisons at different levels of sparsity. To do so, we set a at 1, and let ǫ take four different values, We then repeat the process for 100 independent cycles. The results are reported in Figure 6 , which suggests that the estimation errors increase as the range of dependency increases. However, when L ≤ 100, for example, the estimation errors are still relatively small, especially those for σ * 0 . This suggests that the procedures are relatively robust to short range dependency. 
Applications to microarray analysis
We now apply the proposed procedures to the analysis of the breast cancer and HIV microarray data sets that were analyzed in Efron [7] . The R code for our procedures is available on the web at http://www.stat.purdue.edu/˜jinj/Research/software. The z-scores for both data sets can be downloaded from this site as well; they were kindly provided by Bradley Efron. The R code for Efron's procedures and related software can be downloaded from http://cran.rproject.org/src/contrib/Descriptions/ locfdr.html. For reasons of space, we focus on the breast cancer data and only comment briefly on the HIV data.
The breast cancer data was based on 15 patients diagnosed with breast cancer, 7 with the BRCA1 mutation and 8 with the BRCA2 mutation. Each patient's tumor was analyzed on a separate microarray, and the microarrays reported on the same set of N = 3226 genes. For the j-th gene, the two-sample t-test comparing the seven BRCA1 responses with the eight BRCA2 was computed. The t-score y j was first converted to the p-value by p j =F 13 (y j ), and was then converted to the z-scale [7] , and t-distribution with 13 degrees of freedom, respectively.
We model X j as N(µ j , σ is not differentially expressed. Since X j is transformed from the t-score which has been standardized by the corresponding standard error, it is reasonable to assume that the null effects are homogeneous, and that all effects are homoscedastic; see for example, [5, 7] . The normality assumption is also reasonable here, as the marginal density of non-null effects can generally be well approximated by Gaussian mixtures; see [7, Page 99] . Particularly, it is well known that the set of all Gaussian mixing densities is dense in the set of all density functions under the ℓ 1 -metric.
We now proceed with the data analysis. The analysis includes three parts:
estimating the null parameters (σ 0 , µ 0 ), estimating the proportion of non-null effects, and implementing the local FDR approach proposed by Efron et al. [8] .
The first part is estimating (σ 0 , µ 0 ). We apply (σ * 0 ,μ * 0 ) (defined in (4.1)) as well as the estimators used by Efron [7] to the z-scores. For the breast cancer data, The second part of the analysis is estimating the proportion of non-null effects. Table 2 : Estimated proportion of non-null effects for the breast cancer data.
We implement our procedure as well as Meinshausen and Rice's [17] approach and the approach of Cai et al. [4] (which we denote by MR and CJL respectively for short), to the z-scores of the breast cancer data. The bounding function a * n for MR estimator is set as 1.25 × √ 2 log log n/ √ n, and the a n for CJL estimator is set as √ 2 log log n/ √ n; see [4] for details. Using the estimated null parameters either obtained by Efron's approach or obtained by our approach, we apply each of these procedures to the z-scores. In addition, the local FDR approach also provides an estimate for the proportion automatically. The results are reported in Table 2 .
In the last part of the analysis we implement the local FDR thresholding procedure proposed in [8] with the z-scores of the breast cancer data. For any given FDR-control parameter q ∈ (0, 1), the procedure calculates a score for each data point and determines a threshold t q at the same time. A hypothesis is rejected if the score exceeds the threshold and is accepted otherwise. If we call a rejected hypothesis a "discovery," then the local FDR thresholding procedure controls the expected false discovery rate at level q, E[ #False Discoveries #Total Discoveries ] ≤ q. See [8] for details.
With Efron's estimated null parameters, for any fixed q ∈ (0, 1), the local FDR procedures report no rejections for the breast cancer data set. Also, three different estimators for the proportion report 0. These suggest that either the proportion of signals (differentially expressed genes) is small and/or the signal is very weak.
In contrast, with our estimated null parameters, the estimated proportions are small but nonzero. Furthermore, the local FDR procedures report rejections when q ≥ 0.91. For example, the number of total discoveries equal to 167 when q = 0.92, and equal to 496 when q = 0.94. Take q = 0.94, for example, since for any q ∈ (0, 1), the number of true discoveries approximately equal to (1−q) times the number of total discoveries [7] , this suggests a total of 30 true discoveries. The result is consistent with biological discoveries. Among the 496 genes which are identified to be differentially expressed by the local FDR procedures, 17 of them have been discovered in the study by Hedenfalk et al. [11] . 
Proofs of the main results
We now prove Theorems 2.1, 2.2, and 3.1. The proof of Theorem 3.2 is similar to those of Theorems 2.2 and 3.1 and so is omitted. As the proofs for the estimators of σ 2 0 and µ 0 are similar, we focus on σ 2 0 . We first collect a few technical results and outline the basic ideas. The proofs of these preparatory lemmas are given in [14] .
Lemma 6.1 Let σ 2 0 (·; ·) and µ 0 (·; ·) be defined as in (2.7). Fix t > 0. For any differentiable complex-valued functions f and g satisfying |f (t)| = 0 and |g(t)| = 0,
where r
(1)
0t n , and
Applying Lemma 6.1 with f = ϕ n , g = ϕ, and t =t n (γ), we have
and Theorem 2.1 follows. We now study (6.1) in detail.
Lemma 6.2 Set W 0 (ϕ n ; n) = W 0 (ϕ n ; n, X 1 , . . . , X n ) = sup 0≤t≤log n |ϕ n (t) − ϕ(t)|.
Fix q 1 > 3. Let Λ n (q, A; µ 0 , σ 0 , ǫ 0 ) be given as in Theorem 2.1. When n → ∞,
Lemma 6.2 implies that except for an event with algebraically small probability,
This naturally leads to a precise description of the stochastic behavior of |t n (γ)−t n (γ)| given in the following lemma.
Lemma 6.3 Let q 1 > 0 and let Λ n (q, A; µ 0 , σ 0 , ǫ 0 ),t n (γ), and t n (γ) be given as in (1)).
We now study |ϕ
By Lemma 6.3, except for an event with algebraically small probability, |t n (γ) − t n (γ)| ≤ π 0 · n γ−1/2 , and consequently |ϕ
The following lemma describes the tail behavior of W 1 .
There exist constants C 1 and C 2 > 0 such that for any (µ, σ) ∈ Λ n (q, A; µ 0 , σ 0 , ǫ 0 ),s n ≤ C 1 ,
where c 1 (q, γ) is as in Theorem 2.1. As a result, except for an event with algebraically small probability, |ϕ
We have now elaborated the inequalities in (6.1). The only missing piece is the following lemma, which gives the basic properties of σ 2 0 (ϕ; t) and µ 0 (ϕ; t).
Lemma 6.5 Fix q ≥ 3 and A > 0, with ψ(t) and τ n as defined in (2.18) and (2.19) respectively, write ψ(t) = ǫ n g(t) and r(t) = ǫn 1−ǫn r(t). For all (µ 0 , σ 0 , ǫ 0 )-eligible (µ, σ) and all t > 0, there is a constant C > 0 such that
Additionally, uniformly for all (µ, σ) ∈ Λ n (q, A; µ 0 , σ 0 , ǫ 0 ) and all t > 0,
, and
(a3). the second derivative of σ 2 0 (ϕ; t) is uniformly bounded, and σ
Similarly, both µ 0 (ϕ; t) and its first two derivatives are uniformly bounded for all t > 0, and
We now prove Theorem 2.1, 2.2, and 3.1.
Proof of Theorem 2.1: Since the arguments are similar, we prove the first claim only. Writet n =t n (γ), t n = t n (γ), and W 1 (ϕ n ; n) = W 1 (ϕ n , γ, π 0 ; n). Pick constants q 1 and π 0 such that 1 < q 1 /max{3, (q − 1 − 2γ)} < 2 and π 0 >
Note that the choice of q 1 satisfies c 1 (q, γ) < q 1 /3 and c 2 (σ 0 , q, γ) > σ 1 (q,γ) ). We now focus on B 0 ∩ B 1 . By triangle inequality, |σ
Note that by the choice of π 0 and Lemma 6.3, |t n − t n | ≤ π 0 · n γ−1/2 for sufficiently large n, it thus follows from Lemma 6.5 that |σ
√ 2q 1 , so to show the claim, it suffices to show that as n → ∞,
We now show (6.4). Over the event B 0 ∩ B 1 , recall |t n − t n | ≤ π 0 n γ−1/2 , so by (2.13),t n ∼ t n ∼ √ 2γ log n/σ 0 ; by Lemma 6.5, this implies σ 
Combining these, (6.4) follows directly by applying Lemma 6.1 with f = ϕ n , g = ϕ, and t =t n .
Proof of Theorem 2.2: Note that, by triangle inequality, |σ
2 now follows directly from Theorem 2.1 and Lemma 6.5.
Proof of Theorem 3.1: Without loss of generality, set µ 0 = 0 and σ 0 = 1. Write t n = √ 2γ log n, ǫ n = ǫ n (µ, σ), ϕ n (t) = ϕ n (t; X 1 , . . . , X n , n), ϕ(t) = ϕ(t; µ, σ, n),
is sufficient to show that when n → ∞, (a) except for an event with algebraically small probability, sup
We first show (a). By symmetry, |Ψ *
Moreover, similar to the proof of Lemma 7.2 in [13] , we have that for fixed q > 3/2, sup {(µ,σ)∈Θn} sup {0≤t≤tn} |Re(ϕ n (t)) − Re(ϕ(t))| ≤ O( √ log n/ √ n) except for an event with probability ∼ 2 log 2 (n) · n −2q/3 . Elementary calculus yields |Ψ *
, and (a) follows.
We now show (b). Letf be the Fourier transform of f and let φ δ j (t) (x) be the density function of N(0, δ 2 j (t)) with δ j (t) = t(σ
for x = 0 and ρ(0) = 1. Elementary calculus shows thatφ δ j (t) (ξ) = exp(
andρ(ξ) = max{1 − |ξ|, 0}. So by the Fourier Inversion Theorem [16, Page 22] ,
where * is the usual convolution. Since φ δ j (t) * ρ(tµ j ) = 1 when (µ j , σ j ) = (0, 1),
Note that φ an * ρ(b n ) → 0 for any sequences {a n } ∞ n=1 and {b n } ∞ n=1 satisfying max{a n , b n } → ∞, so by (6.6) and the definition of Θ n , sup {(µ,σ)∈Θn}
. Note that 0 ≤ φ δ j (t) * ψ(t) ≤ 1 for all t, so by (6.6) and the definition of Ψ * , Ω(t n ) ≤ Ψ * (t n ) ≤ ǫ n ; as a result, ) and an integer k ≥ 0. As n → ∞, for all (µ, σ) ∈Λ n (a, B, q, A), sup {0≤t≤log n} {|ϕ
To show the theorem, it is sufficient to show that
In fact, by triangle inequality,
Once (7.1) is proved, by similar arguments as in the proof of Theorem 6.3,
it thus follows from Lemma 6.5 that
At the same time, by (7.3) and Lemma 6.5, except for an event with asymptotically vanishing probability,
n ; applying Lemma 6.1 with f = ϕ n , g = ϕ, and t =t n , it follows that
The theorem follows directly by inserting (7.4) and (7.5) into (7.2).
We now show (7.1). Since the proofs are similar, we only show the first equality.
Applying Lemma 7.1 with r = (1.5 + d − (2d + 2.5)γ)/2, it follows that there is an event A n such that P {A c n } is algebraically small and
By similar arguments as in the proof of Lemma 6.3, it follows that
notice the exponent is negative. Now, let ℓ be the smallest integer satisfying (ℓ + 1) · |γ − d−1.5 2d+2.5
| > 1. By Taylor expansion, for some ξ falling betweent n and t n ,
Notice that by the choice of ℓ and (7.7), (t n − t n ) ℓ+1 =ō(1/ √ n) over A n , the claim follows directly from Lemma 7.2.
Proof of Lemma 7.1
Applying [3, Theorem 1.3] with b = 2, q = n (d−r)/(d+1. 25) , and ǫ = √ 32r log n/ √ q gives P {|Re(ϕ n (t) − ϕ(t))| ≥ ǫ} ≤ō(n −r ) and P {|Im(ϕ n (t) − ϕ(t))| ≥ ǫ} ≤ō(n −r ), it thus follows
The remaining part of the proof is similar to that of Lemma 6.2 so we keep it brief. Fix δ ∈ (1/2, ∞), with the same grid and similar arguments as in Lemma 6.2, it follows that 9) where
The key for the proof is to show that
In fact, once (7.10) is proved, then on one hand, by (7.8), I ≤ n δ log(n) ·ō(n −r ) = o(n −(r−δ) ). On the other hand, by similar arguments as in the proof of Lemma 6.2,
follows by taking δ = r/3.
We now show (7.10). Applying [3, Corollary 1.1] with p = 1.5, q = r = 6,
By max j {|µ j | + |σ j |} ≤ log a (n), X j 6 ≤ C log a (n) for all 1 ≤ j ≤ n; since
Proof of Lemma 7.2
Consider the first claim. By direct calculations,
where the right hand side does not depend on t. Since max {j} {|µ j | + |σ j |} ≤ B log a (n), the claim follows directly from
Consider the second claim. Introduce an event D n = {max j {|X j |} ≤ 3B log a+1/2 (n)}.
By max {j} {|µ j | + |σ j |} ≤ B log a (n) and direct calculations, (7.11) whereΦ is the survival function of N(0, 1). To show the claim, it suffices to show
Now, first, observe that |x|
uniformly for all |x| ≥ 3B log a+1/2 (n) and (µ j , σ j ) satisfying |µ j | + |σ j | ≤ B log a (n);
combining this with (7.11) gives
Second, as max {j} {|X j |} ≤ 3B log a+1/2 (n) over D n , by Billingsley's inequality [3,
Combining this with (7.13) gives (7.12).
Proof of Lemma 6.1
For short, we drop t from the functions whenever there is no confusion. For the first claim, by direct calculations, we have:
]. Now, firstly, using triangle inequality,
secondly, using Cauchy-Schwartz inequality, |Re(z)Re(w) + Im(z)Im(w)| ≤ |z| · |w| for any complex numbers z and w, so it follows that
combining these gives
, and the claim follows directly.
For the second claim, by direct calculations:
As in the first part,
, and the claim follows.
Proof of Lemma 6.2
Lay out a grid t k = k/n δ , for k = 1, . . . , n δ log n and δ ∈ (1/2, q 1 /2). For any 0 ≤ t ≤ log n, pick the closest grid point t k , so that |t k − t| ≤ n −δ and
where the second term is ≤ n −δ · sup t |ϕ
where λ 1 (q 1 , n) = √ 2q 1 log n−2 log log n/ √ 2q 1 log n √ n and λ 2 (q 1 , n) = 2 log log n/ √ 2q 1 log n √ n . It thus follows that
14)
For I, a direct generalization of Hoeffding's inequality [12] to complex-valued random variables gives:
I ≤ (n δ log n)4e
nλ 2 1 (q 1 ,n) = 4n δ log n · e − q 1 log n 2 +log log n(1− log log n 2q 1 log n ) (7.15)
Denote s n = 1 n n j=1 E|X j | for short, it follows from Chebyshev's inequality that:
log(n) ), (7.18) where we have used the fact that s n is uniformly bounded from above by a constant C(q, A, µ 0 , σ 0 ) < ∞. Inserting (7.15) -(7.18) to (7.14) and taking δ = q 1 /6 give:
This concludes the proof of Lemma 6.2.
Proof of Lemma 6.3.
For short, writet n =t n (γ), t n = t n (γ), ϕ n (t) = ϕ n (t; X 1 , . . . , X n , n), ϕ(t) = ϕ(t; µ, σ, n), and Λ n = Λ n (q, A; µ 0 , σ 0 , ǫ 0 ). We claim that for sufficiently large n, |ϕ(t)| is monotonely decreasing in t over [log log n, ∞). In fact, using Lemma 6.5,
the monotonicity follows directly.
We now focus on the event D n = {W 0 (ϕ n ; n) ≤ √ 2q 1 log n/ √ n}. Recall that
combining (7.19 ) and (7.20) and using Taylor expansion, there is a ξ falling between t n andt n such that
At the same time, elementary calculus shows
Combining (7.20) and (7.22) , it follows thatt n ≥ log log n for sufficiently large n.
Since |ϕ(t)| is monotone over [log log n, ∞), so (7.20) and (7.22) further imply that |ϕ(ξ)| ∼ n −γ and ξ ∼t n ∼ t n ∼ √ 2γ log n/σ 0 ; these, together with Lemma 6.5,
Proof of Lemma 6.4
Lay out a grid
By direct calculations and the definition ofs n ,
it thus follows that:
Now, denote q 1 = q/2 − 1 for short, write:
Compare (7.26) with (7.24) -(7.25) gives:
For I, by [18, Theorem 1] and direct calculations,
For II, we study for the case q < 4 and the case q ≥ 4 separately.
For the case q < 4, set δ = (q 1 + 1 − γ)/2 > 1/2, by Chebyshev's inequality,
where we have used the fact thats 2 n is uniformly bounded from above by a constant C 1 = C 1 (q, A, µ 0 , σ 0 ) < ∞. Notice that the choice of δ satisfies δ + γ − 1/2 − q 1 = 1/2 −δ = (1 + γ −q/2)/2, combining (7.27) and (7.28) gives I + II ≤ō(n (1+γ−q/2)/2 ).
For the case q ≥ 4, notice that This finishes the proof of Lemma 6.4.
Proof of Lemma 6.5
First, we show (6.2). Write |ϕ(t)| = |ϕ 0 (t)| · |1 + r(t)|, recall that σ The proof of (7.30) is long, so we leave it to the end of this section. Now, Next, we show (a1) and (a3). (a2) follows directly from (a1) and direct calculations, so we omit it.
We now show (a1). For the 5 inequalities, the proofs for the first 4 are similar, so we only show the second one and the last one. First, consider the second inequality.
Use Hölder's inequality, Ave {j: (µ j ,σ j ) =(µ 0 ,σ 0 )} {|µ j − µ 0 | + (σ The claim follows by combining (7.33) -(7.35).
Next, we show (a3). As the proofs are similar, we only show that corresponds to σ 
