The aim of this paper is to establish the structure of b-metric spaces, as a generalization of 2-metric spaces. Some fixed point results for generalized contractive-type mappings in the b-metric spaces are presented. An example is presented to support our results.
Introduction
It is well known that the Banach contraction principle (see [1] ) plays an important roles in various fields, and it has been generalized and improved in many different directions, such as ordered Banach spaces (see [2] ), partially ordered metric spaces (see [3, 4] ), 2-metric spaces (see [5, 6, 7] ), quasi-metric spaces (see [8] ), cone-metric spaces(see [9] ), metric-type spaces (see [10, 11, 12] ), G-metric spaces (see [13] ), fuzzy metric spaces (see [14] ), b-metric spaces (see [15, 16] ). One of the most influential spaces is b-metric spaces, introduced by Bakhtin [17] in 1989, who used it to prove a generalization of the Banach principle. Since then, this notion has been used by many authors to obtain various fixed point theorems (see [18, 19, 20, 21] ).
The aim of this paper is to consider and establish results on the setting of b-metric spaces, regarding common fixed points of two mappings, using a generalized contractive-type condition. An example is given to support our results.
Preliminaries
Definition 2.1. 
In this case, the pair (X, d) is called a b-metric space.
It is obvious that a b-metric space with base s = 1 is a metric space. There are examples of b-metric spaces which are not metric spaces(see, e.g., Singh and Prasad [18] ). Definition 2.2. [19] let {x n } be a sequence in a b-metric space (X, d).
(1) A sequence {x n } is called convergent if and only if there is x ∈ X such that d(x n , x) → 0 when n → +∞. (2) {x n } is a Cauchy sequence if and only if d(x n , x m ) → 0, when n, m → +∞.
As usual, a b-metric space is said to be complete if and only if each Cauchy sequence in this space is convergent.
Regarding the properties of a b-metric space, we recall that if the limit of a convergent sequence exists, then it is unique. Also, each convergent sequence is a Cauchy sequence. But note that a b-metric, in the general case, is not continuous(see Roshan et al. [20] ).
The continuity of a mapping with respect to a b-metric defined as follows.
′ ) be two b-metric spaces with constant s and s ′ , respectively. A mapping f : X → X ′ is called continuous if for each sequence {x n } in X, which converges to x ∈ X with respect to d, then f x n convergents to f x with respect to d ′ .
Main Result
In this section we will give the main result. 
holds for each x, y ∈ X. Then f and g have a unique common fixed point.
Proof. For any arbitrary point, x 0 ∈ X. Define sequence {x n } in X such that
Suppose that there is some n ∈ N such that x n = x n+1 . If n = 2k, then x 2k = x 2k+1 and from the condition (3.1) with x = x 2k and y = x 2k+1 we have
Since s ≥ 1, we have d(x 2k+1 , x 2k+2 ) = 0. Hence x 2k+1 = x 2k+2 . Thus we have x 2k = x 2k+1 = x 2k+2 . By (3.2), it means x 2k = f x 2k = gx 2k , that is, x 2k is a common fixed point of f and g.
If n = 2k + 1, then using the same arguments as in the case x 2k = x 2k+1 , it can be shown that x 2k+1 is a common fixed point of f and g.
From now on, we suppose that x n = x n+1 for all n ∈ N.
Step1: We will show that
There are two cases which we have to consider. Case1. n = 2k + 1, k ∈ N. From the condition (3.1) with x = x 2k and y = x 2k+1 we have
Thus we proved that
Case2. n = 2k, k ∈ N. Using the same argument as in the Case1, it can be proved that (3.3) holds for n = 2k, that is
From (3.4) and (3.5) we can conclude that
Therefore, the sequence {d(x n , x m )} is monotone decreasing and bounded below. Then there exists r ≥ 0 such that lim n→+∞ d(x n , x n+1 ) = r. Suppose that r > 0, then letting n → +∞, from (3.6) we have
Which is a contradiction. Hence, r = 0, Thus we proved that (3.3) holds.
Step2: we will prove that {x n } is a b-Cauchy sequence in (X, d). It is sufficient to show that {x 2n } is a b-Cauchy sequence in (X, d). Suppose to the contrary, that is, {x 2n } is not a b-Cauchy sequence in (X, d). Then there exist ε > 0 for which we can find two subsequences {x 2m(i) } and {x 2n(i) } of {x 2n } such that n(i) is the smallest index for which
This means that
From (3.7) and using the triangular inequation, we have
Taking the upper limit as i → +∞, from (3.3) we have
Again, using the triangular inequality, we have,
Taking the upper limit as i → +∞, by (3.3) we have
Now, from (3.1) we have
Again, if i → +∞, by (3.3), (3.9), (3.10) we have ε = s × 1 s ≤ a 1 sε, since a 1 is nonnegative reals with a 1 < 1 s , s ≥ 1, we have ε ≤ a 1 sε < ε, which is a contradiction. Consequently, {x n } is a b-Cauchy sequence in (X, d). Since (X, d) is a complete b-metric space, then {x n } converges to some u ∈ X as n → +∞.
Step3: we will prove that f u = gu = u. Without loss of generality, we can suppose that f u = u. If not, there exist a z ∈ X such that d(u, f u) = z > 0. (3.11) So, by using the triangular inequality and (3.1) , we have
Taking the limit as n → +∞, we obtain that
which is a contradiction with (3.11), so z = 0. Hence, f u = u. Similarly, we obtain gu = u, thus u is a common fixed point of f and g.
Step4: we will prove that f and g have a unique common fixed point. Suppose now that u and v are different common fixed points of f and g, then from (3.1), we have
Since a 1 is nonnegative reals with a 1 < 1 s , s ≥ 1, then we have d(u, v) = 0. Thus, we proved that f and g have a unique common fixed point in X. 
holds for each x, y ∈ X. Then f has a unique fixed point.
Proof. We can prove this result by applying Theorem 3.1 with g = f .
Now we give an example to support our results.
Example 3.3. Let X = {1, 2, 3}, and let d : X × X → [0, +∞) be a mapping satisfies the following condition for all x, y ∈ X:
It is easy to check that d is a b-metric with s = . Next, we will verify the condition(3.12). It have the following cases to be considered. Case 1. d(f x, f y) = 0, Clearly, the inequality (3.13) holds.
When f x = 1, f y = 2, we have the following two cases to considered. Case 2.1. x = 1, y = 3, we can get d(x, y) = 8, then
thus, the inequality(3.13) holds. Case 2.2. x = 2, y = 3, we can get d(x, y) = 4, then
thus, the inequality(3.12) holds. When f x = 2, f y = 1, we have the following two cases to considered. Case 2.3. x = 3, y = 1, we can get d(x, y) = 8, then
thus, the inequality(3.12) holds. Case 2.4. x = 3, y = 2, we can get d(x, y) = 4, then
thus, the inequality(3.12) holds. Therefore, we showed that the condition (3.12) is satisfied in all cases. Thus we can apply our corollary 3.2, and f has a unique fixed point x = 1. 
holds for each x, y ∈ X. Suppose that f or g is continuous. Then f and g have a unique common fixed point.
, f or all n ∈ N. (3.14)
Similar to the process of theorem 3.1, we can prove {x n } is a b-Cauchy sequence in (X, d). Since (X, d) is a complete b-metric space, then {x n } converges to some u ∈ X as n → +∞. Now, we shall prove that if one of the mappings f or g is continuous, then we have f u = gu = u. Without loss of generality, we can suppose that f is continuous. Clearly, as x n → u, by (3.14) we have f 2n+1 x 2n = x 2n+1 → u, as n → +∞. Since x 2n+1 → u, and f is continuous, then f 2n+1 x 2n → f 2n+1 u, thus, by the uniqueness of the limit in a b-metric space, we have f 2n+1 u = u. Then, from (3.13), we have
Therefore, g 2n+2 u = u. From (3.13), we have
Since a 1 is nonnegative reals with a 1 < 1 s , a 1 + a 2 ≤ 2 2+s , s ≥ 1. So we have f u = u. Hence f u = f 2n+1 u = u. Similarly, we can have gu = g 2n+2 u = u. Hence f u = gu = u, thus we proved that u is a common fixed point of f and g. The same method with theorem 3.1, we can prove that u is the unique common fixed point in X. holds for each x, y ∈ X. Suppose that f is continuous. Then f has a unique fixed point.
Proof. For any arbitrary point, x 0 ∈ X. Define sequence {x n } in X such that x n+1 = f n+1 x n , f or all n ∈ N. (3.16)
We can prove this result by applying Theorem 3.4 with g = f .
