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Résumé
L’exploration multi-robot (EMR) consiste à ob-
server efficacement tous les espaces inconnus
d’un environnement. Cette tâche soulève de
nombreux défis comme l’affectation des tâches,
la coordination des robots, la planification des
déplacements et la communication. Nous trai-
tons ici l’exploration en environnement peuplé
d’humains. Le déplacement et les actions des
personnes rendent ces environnements dyna-
miques et donc difficiles à explorer. Toutefois,
nous proposons d’examiner comment cette pré-
sence humaine peut constituer une aide plutôt
qu’une gêne. Nous présentons un modèle d’ex-
ploration en environnement humain, et définis-
sons un coût d’interaction homme-robot (IHR).
Nous en déduisons un cadre formel d’explo-
ration interactive inspiré d’une formalisation
classique d’exploration aux frontières. Enfin,
nous évaluons en simulation l’apport de la di-
mension interactive à l’exploration par fron-
tières.
Mots-clés : Environnement, Coordination,
Robotique collective, Interaction, Simulation
multi-agents, Modèles de comportement agent
Abstract
Multi-robot exploration consists in efficiently
observing all the reachable space of the environ-
ment. This task raises several issues concerning
task allocation, robot coordination, path plan-
ning and communication. We are interested in
exploring human-populated environments. Hu-
man movement and actions render these envi-
ronments dynamic, and thus difficult to explore.
In this paper, we propose to evaluate to which
extent exploiting human presence can help ra-
ther than hinder exploration. We present a mo-
del for exploration in populated environments
and define a human-robot interaction cost. We
also formalise an interaction-based exploration
framework inspired by classical frontier explora-
tion. Finally, we evaluate the impact of conside-
ring human-robot interactions in frontier-based
exploration.
Keywords: Environment, Coordination, Col-
lective robotics, Interaction, Multi-agent Simu-
lations, Agent Behavioural models
1 Introduction
Les robots mobiles s’immiscent dans notre
quotidien et fournissent des services à la
personne (e.g. guide, assistance [8, 17]) ou
encore des loisirs (e.g. compagnie, danse
[2, 19]). Cette intrusion des robots mobiles
dans notre société doit se réaliser dans le
respect des personnes et dans un souci de
conformité sociale. Nos habitudes de dépla-
cement et la reconnaissance de nos activi-
tés sont déjà étudiées [7, 10]. Ainsi, des ro-
bots peuvent prendre "conscience" des per-
sonnes en les observant afin de les com-
prendre et agir en conséquence.
L’introduction d’une conscience de l’hu-
main dans un système robotique d’explora-
tion en environnement peuplé peut consti-
tuer une piste d’étude intéressante. En effet,
elle ouvre la voie à une approche d’explo-
ration par interactions avec des personnes.
La tâche d’exploration multi-robot (EMR)
consiste à observer en un temps minimal
la plus grande superficie d’un environne-
ment inconnu. Dans des environnements
peuplés, elle soulève de nouvelles interro-
gations (reconstruction fidèle et coordina-
tion efficace).
En terme de qualité de reconstruction, la sé-
paration des aspects statiques (décor) et dy-
namiques (personnes, robots) des scènes est
particulièrement difficile [11]. En effet, les
perceptions des robots sont bruitées par la
dynamique de l’environnement.
Concernant la sélection des zones à explo-
rer, la tâche est difficile car ces dernières ap-
paraissent et disparaissent au gré des ac-
tions et des déplacements des gens. En ef-
fet, l’espace des positions atteignables par
un robot est modifié dynamiquement selon
l’occupation humaine de l’environnement.
Cependant, l’humain sait appréhender son
environnement, percevoir, décider et agir
de manière flexible. Il possède une "heu-
ristique adaptative" selon l’environnement
qui lui permet de se faufiler dans des
espaces denses (e.g. les foules) aisément.
Ainsi nous cherchons à exploiter ces
"heuristiques humaines" comme autant
d’"heuristiques d’exploration robotique"
supplémentaires. Nous proposons une heu-
ristique d’exploration paramétrable inté-
grant des présences humaines pour la sé-
lection des zones à explorer ou des interac-
tions à initier.
Nous poursuivons par un bref état de
l’art en EMR, et nous situons notre ap-
proche parmi des applications d’IHR en
robotique mobile. Dans la troisième sec-
tion, nous formalisons le système multi-
agents en environnement peuplé et présen-
tons le cadre d’étude. La quatrième sec-
tion définit l’approche d’exploration mixte
robot-frontière/interaction et une proposi-
tion d’heuristique d’exploration pour éta-
blir des interactions de suivi. Par la suite,
nous simulons une approche mixte pour
mettre en avant la variabilité de perfor-
mances d’une heuristique paramétrée se-
lon l’environnement. Enfin, nous discutons
les résultats obtenus et nos perspectives
d’étude en termes d’apprentissage.
2 Travaux connexes
Dans un premier temps, cette section pré-
sente des travaux antérieurs dans le do-
maine de l’EMR. Puis, nous situons cette
étude parmi des applications de l’IHR en
robotique mobile.
2.1 Exploration Multi-Robot
L’exploration multi-robot consiste en l’ac-
quisition efficace d’une représentation fi-
dèle de l’environnement. Autrement dit,
pour un support défini de représentation
de l’environnement (e.g. graphe), comment
se coordonner pour le complèter et le par-
courir rapidement ? Les solutions propo-
sées peuvent se répartir selon des ap-
proches entre autres : non dirigées (random
walk, Q-learning), dirigées [4, 6, 9, 12, 18,
20, 21, 27], ou bio inspirées [1, 13, 15, 25].
Au sein des approches dirigées nous dis-
tinguons les résolutions réactives (règles de
navigation, [4, 21]), des résolutions par al-
location de tâches ([6, 9, 12, 18, 27]). La ré-
solution par allocation de tâches se fait par
des algorithmes de recherche informés ou
non informés.
Les algorithmes non informés tentent d’op-
timiser des coûts immédiats comme la dis-
tance ou l’énergie nécessaire pour accéder à
une zone (inexplorée/frontière) [27]. Cette
représentation peine à coordonner des ro-
bots proches ayant accès à des coûts immé-
diats quasi-similaires.
Les algorithmes informés incorporent des
heuristiques (utilité, position, émotion) [6,
9, 18, 20]. Le principal inconvénient de
ces algorithmes réside dans le choix sou-
vent arbitraire ou expérimental de la pon-
dération de l’heuristique. Nous cherchons
une "heuristique paramétrable d’explora-
tion robotique" pouvant imiter des "heuris-
tiques adaptatives humaines".
2.2 Interaction Homme-Robot
L’IHR se définit comme l’étude des hu-
mains, des robots, et de leurs influences
mutuelles [14].
Nous présentons une application en robo-
tique mobile dans le cadre d’interactions
établies par proximité, ou perception di-
recte entre humain et robot ([2, 16, 17]).
Ce type d’interaction correspond à une "In-
teraction Intime" issue de la classification
d’IHR proposée par [26].
Nous citons la seule application d’IHR
en exploration robotique mobile à notre
connaissance. Il s’agit du robot conver-
sationnel Jijo qui possède un mécanisme
d’apprentissage dit "ancré dans la société"
[3] . Ce dernier s’informe en discutant avec
des personnes. Il réalise un apprentissage
semi-supervisé de son exploration en incor-
porant des heuristiques d’oracles localisés.
Notre étude réalise un pont entre l’IHR
et les algorithmes informés d’allocation de
tâches en EMR.
3 Formalisation du système
multi-agents
Nous proposons un modèle pour représen-
ter le système multi-agents en environne-
ment peuplé. Dans un second temps, nous
spécialisons ce modèle pour de l’explora-
tion en introduisant des historiques d’ob-
servation ainsi qu’un critère de terminai-
son. Et finalement, nous instancions notre
modélisation d’étude.
3.1 Modélisation de l’environnement et
des agents
En (1), l’environnement fermé E évolue
dans le temps. Cette évolution peut s’expli-
quer par les actions des agents (humainsH
et robotsR) qui s’y trouvent. À chaque ins-
tant t, un robot Ri de la flottille R possède
une configuration depuis laquelle il ob-
serve son environnement. Oti correspond à




R = {R1, .., Rn} un ensemble de robots
H = {H1, .., Hm} un ensemble d’humains
Oi ⊂ E l’observation deRi
3.2 Exploration et critère de terminaison
Pour le problème d’exploration, nous de-
vons représenter l’environnement exploré
par les robots au cours du temps. Nous
considérons θi l’historique des observations
Oi de Ri jusqu’au temps actuel t. De même












Il est important pour la flotille de savoir à
quel moment l’exploration est terminée. Le
critère de terminaison détermine cet instant
et peut se définir au niveau local centré ro-
bot. Le robot termine l’exploration en se ba-
sant sur l’espace déjà exploré Θ. L’explora-
tion est terminée s’il n’existe pas dans l’es-
pace déjà exploré, une configuration qui ap-
porterait une observation nouvelle.
3.3 Instanciation de l’environnement et
des agents
Pour représenter E nous choisissons une
grille discrète bidimensionnelle de l ∗ L cel-
lules. Chaque cellule peut prendre 4 états :
inconnu (non observé), occupé (mur, objet)
, animé (humain, robot) et libre (vide). Les
transitions d’état sont illustrées en FIG.1.
Pour cette représentation de l’environne-
ment, R devient l’ensemble des cellules
animées par des robots et Ri décrit la po-
sition d’une de ces cellules sur la grille. La
zone d’observation de chaque robot est li-






FIGURE 1 – Diagramme de transition d’état
d’une cellule.
Nous représentons un environnement com-
plet, un robot et une personne à t = 1
en FIG.2a. Le robot y occupe la cellule R1
en (3, 2). L’humain se retrouve quant à lui
sur la cellule H1 en (2, 3). Nous choisis-
sons le voisinage de Moore comme obser-
vation Oi de l’environnement (c’est-à-dire
les 8 cellules voisines de Ri). Dans la FIG.2b,
le carré centré en R1 est son voisinage de
Moore. À t = 1. L’environnement observé
O11 est un ensemble de 8 cellules dont 5
libres, 2 occupées et 1 animée. L’environne-
ment exploré θ0:11 se réduit pour l’instant à
cette première observation.
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(b) θ0:11 = O11 .
FIGURE 2 – Grille complète et observation
du robot à t=1.
Nous avons montré comment instancier
simplement un environnement à l’aide
d’une grille discrète, des agents par des cel-
lules localisées et des observations par un
voisinage de Moore. Nous utilisons cette re-
présentation pour étudier le problème d’ex-
ploration. À présent nous nous intéressons
à une approche d’exploration mixte par
frontière et interaction.
4 Approche d’exploration mixte
par frontières et interactions
À présent, nous considérons le problème
d’EMR défini comme un problème d’affec-
tation de robots à des cibles dans un envi-
ronnement inconnu [6, 9, 12]. Une solution
au problème d’EMR définit une manière
d’explorer cet espace inconnu, i.e. une fa-
çon d’affecter les robots deR à des cibles de
T . Pour cela on cherche une matrice d’af-
fectationsART qui optimise une matrice de






FIGURE 3 – L’exploration comme un pro-
blème d’affectation de tâches.
4.1 Problème d’exploration multi-robot,
différentes approches
Nous montrons également comment des
restrictions de l’espace des cibles défi-
nissent l’approche classique aux frontières,
la nouvelle approche par interactions puis
l’approche mixte. Voici quelques approches
selon les cibles choisies.
Exploration par frontières :
Une frontière est la limite observée entre
l’exploré et l’inexploré [27]. En choisissant
les cibles dans l’ensemble des frontières F
on obtient le modèle classique suivant.
Soient :
cRiFj le coût deRi pour rejoindre Fj (3)
aRiFj =
{
1 siRi doit se rendre à Fj
0 sinon
Dans un environnement peuplé, cette ap-
proche peut échouer quand le passage vers
une frontière affectée est encombré par des
présences humaines par exemple.
Exploration par interactions :
Nous introduisons un modèle de straté-
gie d’exploration interactive prenant en
compte les présences humaines pour des
interactions possibles (ouvrir une porte,
guider à travers une foule, etc). L’ensemble
des cibles considéré ici est l’ensemble des
humainsH.
Considérons à présent
cRiHj le coût de l’interactionRi-Hj (4)
aRiHj =
{
1 siRi doit interagir avecHj
0 sinon
Une interaction homme-robot est définie
comme l’influence réciproque établie entre
un humain et un robot, suivie par un ou
plusieurs effets. En exploration, ces inter-
actions peuvent mener à des zones aupa-
ravant verouillées, améliorer la coordina-
tion des robots par la prise en compte de
conseils provenant des humains ou égale-
ment améliorer la navigation par du suivi
de personnes. Cependant, une approche
purement interactive dans un environne-
ment habité peut être inefficace. En effet
dans un environnement faiblement peuplé
et sans perception de présence humaine,
les robots deviennent attentistes et font une
pause dans l’exploration.
Exploration mixte :
Nous combinons l’approche par frontière
et l’approche interactive au sein d’une ap-
proche mixte. L’exploration mixte permet
aux robots d’initier des interactions avec
des personnes et également de rejoindre
des frontières dans l’environnement. Nous
considérons donc l’ensemble des cibles G,
défini comme l’union des frontières et des
personnes.
Soient
cRiGj le coût mixte deRi et Gj (5)
aRiGj =
{
1 siRi est assigné à Gj
0 sinon
Cette approche est intéressante mais néces-
site d’équilibrer les interactions et les af-
fectations à des frontières. Nous montrons
comment définir des coûts d’affectations à
l’aide d’une heuristique paramètrable de
pondération (interactions ou frontière).
4.2 Modèle mixte des coûts
Nous limitons les interactions robot-
humain possibles à du suivi robotique
d’humain. Le critère d’optimisation est
d’explorer un environnement peuplé en
parcourant la distance minimale, en un
temps minimal. Ainsi, nous instancions
des coûts mixtes à l’aide de distances et
de penalités temporelles pondérées. Cette
heuristique de pondération permet de
moduler les interactions et les assignations
de frontières, voir FIG.4.
Distance :
Nous incorporons les distances robot-cible
comme coûts immédiats (FIG.4a). Ainsi,
nous initialisons CRG avec les matrices
















FIGURE 4 – Distances et pénalités considé-
rées.
humain (DRF , DRH) en (6).






Les limites de cette représentation par
distance sont multiples, en voici deux
exemples :
— Un robot choisit une frontière, s’en
rapproche puis se retrouve confronté
à une foule qui l’empêche de pro-
gresser. Ici, le robot continuera à
choisir sa cible de manière privi-
légiée parmi cette frontière et les
interactions à proximité car la dis-
tance ne permet pas de réévaluer
positivement les autres frontières.
— Un robot choisit une interaction de
suivi avec une personne qui passe
à proximité. De nouveaux espaces
sont découverts en suivi, puis su-
bitement, la personne s’arrête pour
discuter, le robot s’arrête également.
L’interaction se poursuit mais n’ap-
porte plus rien, l’exploration s’éter-
nise, et la gêne pour la personne s’in-
tensifie.
D’une part, le robot doit être capable
d’adapter son exploration selon la difficulté
de progression, en réévaluant des frontières
éloignées. Une solution envisageable est
d’utiliser une distance planifiée sur la grille.
D’autre part, le robot doit être capable
d’initier une interaction, la maintenir ou la
stopper si nécessaire. Une solution consiste
à proposer une évaluation d’interaction a
priori et de la mettre à jour a posteriori en
cours d’interaction.
Pénalité :
Nous abordons ces deux questions à l’aide
d’une heuristique de pénalités associées
à chaque entité (frontière, humain), cf.
FIG.4b.
Ces pénalités pXi représentent les temps
d’oubli d’exploration d’une frontière ou
d’inactivité d’un humain. La pénalité d’une
frontière pFi se définit comme le temps
écoulé depuis sa découverte et celle d’un
humain pHi comme son temps d’inactivité
observé. Nous définissons donc une ma-
trice de pénalités PRG , qui intégre les péna-
lités de frontières et d’humains (PRF ,PRH),
de manière normalisée et pondérée en (7).






Le poids σ module les pénalités de fron-
tières ou d’interactions de notre heuris-
tique. Nous pourrons ainsi réduire les
temps d’existence d’une frontière ou les in-
teractions avec des humains à l’arrêt de ma-
nière préférentielle.
Distance et pénalité :
La matrice complète des coûts, incorporant
les distances DRG et les pénalités PRG est
exprimée en (8).
CRG = αDRG + (1−α)PRG , α ∈ [0, 1] (8)
Le paramètre α module l’importance des
coûts immédiats de distance et/ou de l’in-
formation provenant de l’heuristique de
pénalité. Quand α est élevé, l’importance de
l’heuristique est réduite au profit des coûts
immédiats. Quant à σ, il répartit la pénalité
sur les frontières et/ou interactions. Ainsi
lorsque σ est grand, les frontièrres sont for-
tement pénalisées au profit des interactions.
Nous présentons l’influence de α et σ sur la
formule des coûts dans le schéma (FIG.5).
Les valeurs prises par chaque paramètre
varient de 0 à 1, la formule écrite sur chaque
côté du carré est obtenue en fixant un para-
mètre à une valeur extrême.
CRG










FIGURE 5 – Écriture de CRG selon les va-
leurs de α et σ.
Nous avons adopté une approche d’explo-
ration mixte et défini une matrice de coût
paramétrable basé sur une heuristique de
pénalités d’inactivité. Nous évaluons à pré-
sent les performances en exploration pour
deux stratégies d’optimisation selon la va-
leur des modulateurs (α, σ).
5 Cadre expérimental
Nous utilisons le simulateur V-REP [23]
pour mettre en oeuvre nos expérimenta-
tions. Le modèle implémenté en simulation
correspond à la modélisation d’étude pré-
sentée dans la section 3.3. Nous fournis-
sons à présent des détails supplémentaires
concernant la simulation.
FIGURE 6 – Système multi-agent simulé
dans V-REP.
Les robots partagent leur carte d’explo-
ration à chaque instant par centralisation
d’une carte globale, ainsi les cellules fron-
tières découvertes sont connues par tous
les robots. Des cellules frontières voisines
sont regroupées en une zone frontière. Au
sein d’une zone frontière nous sélection-
nons la cellule qui minimise les distances
aux autres comme cible sur la frontière.
Le choix des cibles se fait localement pour
chaque robot. Le robot prend en compte
l’ensemble des frontières connues mais
seulement les robots et les humains perçus
dans son voisinage pour optimiser son af-
fectation. La planification est réalisée par
propagation d’un champ de potentiel [5].
5.1 Protocole expérimental
(a) Vide (100m2) (b) Non structuré (144m2)
(c) Structuré (242m2)
FIGURE 7 – Environnements
Les paramètres définis sont les suivants :
— Carte : Trois environnements sont
utilisés, le premier est sans obstacle,
le second présente des obstacles non
structurés, et le dernier est organisé
en salles. Les cartes sont présentées
en (FIG.7).
— Densité de population : Chaque en-
vironnement est peuplé d’humains à
0, 10 ou 20%. Les individus se dé-
placent en ligne droite et évitent les
obstacles par arrêt, manoeuvre.
— Nombre de robots : Deux explora-
teurs sont utilisés pour chaque expé-
rience.
— Stratégie d’exploration : Nous utili-
sons deux stratégies d’optimisation
des coûts.
La première est minDist où chaque
robot choisit la cible de coût minimal
parmi ses cibles possibles, [27].
La seconde est l’optimisation
gloutonne, où à chaque étape l’as-
signation de coût minimal parmi
toutes est sélectionnée jusqu’à assi-
gnation du robot courant.
— Modulation (α, σ) : Chaque modula-
teur est discrétisé de 0 à 1 par pas de
0.25.
5.2 Métriques d’évaluation
Nous évaluons chaque scénario à l’aide de
métriques classiques en MRE : couverture,
distance et temps.
À cela s’ajoute une métrique usuelle en
IHR [22, 24], la "Demande d’Attention Ro-
botique", qui évalue l’autonomie du ro-
bot dans sa tâche. Ici nous considérons le
nombre d’interactions initiées pendant l’ex-
ploration.
5.3 Résultats
Dans un premier temps nous considérons
des environnements non dense (sans hu-
main). Nous étudions l’influence du para-
mètre α sur les performances d’exploration
en fixant σ à 1. Ceci permet de moduler uni-
quement la distance et la pénalité des fron-
tières. La performance moyenne (30 répé-
titions) pour les optimisations minDist et
gloutonne sont données Fig.8.
Sur la FIG.8a, dans l’environnement non
structuré, l’optimisation minDist sans péna-
lité (α à 1) présente des améliorations si-
gnificatives en temps et couverture pour
α à 0.25. Pour les autres valeurs de α, la
planification échoue car la cible choisie est
une frontière observée mais inatteignable.
En environnement dense, ce problème dis-
parait grâce à des interactions de proxi-
mité. Pour les autres environnements, plus α


















































































































































(b) Influence de α sur l’optimisation Gloutonne.
FIGURE 8 – Les performances d’exploration (couverture, distance, temps) sont fournies pour
trois environnements (vide, non structuré, structuré) sans présence humaine.
moins les robots effectuent d’aller-retours
entre frontières éloignées. Les distances et
temps d’exploration diminuent puis se sta-
bilisent (α ≥ 0.25).
Sur la FIG.8b, l’optimisation gloutonne voit
ses performances classiques (α à 1) atteintes
à partir de 0.25. Le temps d’exploration le
plus court est observé pour cette valeur.
En conclusion, dans le cas non peuplé, la
tendance générale au délà de 0.25 est simi-
laire au cas classique sans pénalité pour les
deux stratégies. L’approche mixte conserve
donc l’efficacité de l’approche aux fron-
tières en environnement non dense.
Dans un second temps, nous étudions
les environnements denses (avec humains).
L’environnement structuré est peuplé à 10%,
les autres à 20% dans la limite d’un humain
par m2. En environnement dense, des inter-
actions sont possibles, la FIG. 9 présente les
profils moyens de performance pour 5 ré-
pétitions de chaque combinaison (α,σ) se-
lon l’optimisation minDist ou gloutonne.
Lorsque σ grandit, la pénalité des interac-
tions s’estompe au détriment de la pénalité
des frontières.
Sur la FIG.9a, pour l’environnement vide, les
meilleures couvertures sont situées en des-
sous de la diagonale qui relie (α, σ) = (0, 1).
De plus, les critères de distance et temps
sont minimisés en (α, σ) = (0.25, 0.25). Les





















































































































































(b) Influence de α et σ sur l’optimisation Gloutonne.
FIGURE 9 – Les performances d’exploration
(couverture, distance, temps) sont fournies
pour trois environnements (vide, non struc-
turé, structuré) avec présence humaine.
tances et les frontières privilégiées aux in-
teractions. Cependant 150 interactons de
suivi ont été initiées (RAD). En environne-
ment structuré, les meilleures couvertures
apparaissent dès α ≥ 0.25. Il est intéres-
sant de noter que les meilleurs temps et dis-
tances sont autour de (0.5, 0.5). Dans cet
environnement, les humains se déplacent
dans le couloir en ligne droite, ainsi un ro-
bot peut découvrir le couloir par suivi.
À présent, considérons l’optimisation glou-
tonne en FIG.9b. Pour l’environnement vide,
les meilleures performances sont atteintes
pour (α, σ) en (0.75, 0.25) et (1, 1). En
(0.75, 0.25) la distance est prépondérante
sur les pénalités, et les frontières privilé-
giées aux interactions. Pour l’environnement
non structuré, les meilleures couvertures
sont aux bordures (α ≥ 0.75, σ ≤ 0.25). Un
bon compromis (couverture/distance) ap-
paraît au milieu de l’espace des paramètres.
Le meilleur ratio (couverture/temps) est en
(0.75, 0.25). Dans l’environnement structuré
les couvertures sont maximales dès α ≥
0.25. En mettant la priorité sur les interac-
tions (σ = 0.75) ou les frontières (σ = 0.25),
les temps et distances peuvent être minimi-
sés.
Nous concluons par une remarque : les en-
vironnements structurés semblent plus pro-
pices à des interactions de suivi bénéfique.
En effet le mode de déplacement simple des
humains simulés fournit un comportement
plus riche dans ce type d’environnement.
Ils se mettent à se déplacer en ligne droite
dans les couloirs par exemple. L’améliora-
tion de notre heuristique par la prise en
compte de directions de déplacement dans
des lieux où les humains suivent des trajec-
toires privilégiées peut être intéressant.
6 Conclusion
Dans cet article, nous avons défini l’ap-
proche d’exploration par interaction robot-
humain basée sur la restriction des cibles
aux personnes perçues dans l’environne-
ment. La proposition d’une approche mixte
(frontières et interactions) ouvre la voie à
l’exploitation des heuristiques "humaines
adaptatives" d’appréhension de l’environ-
nement. L’heuristique d’exploration "robo-
tique paramétrable" introduite se base sur
des pénalités d’inactivité d’un humain ou
d’oubli d’une frontière afin de permettre
des interactions locales de suivi.
Nous avons montré en simulation que l’ap-
port d’une dimension interactive à l’explo-
ration peut s’avérer bénéfique même pour
une heuristique simpliste. Ainsi ce travail
ouvre la voie à l’incorporation d’heuris-
tiques basées sur les présences humaines
pour l’exploration. De plus la variabilité
des performances observée selon l’environ-
nement nécessiterait une adaptation. Des
mécanismes d’apprentissage et de sélection
dynamique des paramètres peuvent consti-
tuer un axe d’étude. Une mise en oeuvre
dans un environnement réel instrumenté
est également envisageable.
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