We obtain two sufficient conditions for an interval self-map to have a chaotic set with positive Hausdorff dimension. Furthermore, we point out that for any interval Lipschitz maps with positive topological entropy there is a chaotic set with positive Hausdorff dimension.
Introduction
Let (X, d) be a metric space and f : X → X be a continuous map. A set C ⊂ X is called a Li-Yorke chaotic set for f [3] if for any two different points x and y of C, lim sup n→∞ d(f n (x), f n (y)) > 0 and lim inf n→∞ d(f n (x), f n (y)) = 0. The following notion of chaotic set that we are going to study was based on the ideas introduced by Xiong [9, 7] .
A set C ⊂ X is called a chaotic set for f , for any finite set A ⊂ C and any map F : A → C there exists an increasing sequence {r i } of positive integers such that lim i→∞ f r i (x) = F (x) for any x ∈ A.
If a set C containing at least two points is a chaotic set for f , then C is a Li-Yorke chaotic set for f .
The measurement of chaotic sets is an interesting subject. In the past few years, many authors [7, 4, 2, 8] have paid attention to this subject. Smítal [4] and Kan [2] both measured Li-Yorke chaotic sets for interval self-maps by Lebesgue measure. Xiong [6] researched the chaoticity of interval self-maps with positive entropy. Cheng [1] pointed out that for any interval Lipschitz maps with positive topological entropy the closure of periodic points set has positive Hausdorff dimension. In this paper, we will adopt methods from [6] and [1] to measure chaotic sets for interval maps by Hausdorff dimension. In this paper, ent(f ) 
Then there is a chaotic set E ⊂ I for f such that dim H E > 0. This paper is organized as follows. In Section 2, we review some basic concepts, for example, subshift of finite type, covering matrix, etc., and some claims which come from [6] . Some technical Lemmas are also put forward. In Section 3, we prove Theorems 1 and 2, and two examples are provided in Section 4.
Preliminaries and some technical lemmas
Let E = {1, 2, . . . , N} (N 2) with the discrete topology. Let E i = E, for all i 1. Let Σ N = ∞ i=1 E i with the product topology. Then Σ N is a compact, metric space. Now we define a metric d which is compatible with the product topology on Σ N as follows:
is called a subshift of finite type determined by the matrix A.
In [5] , we showed that following result:
Proof. Suppose the finite set B ⊂ ϕ(C) and
Since C is a chaotic set for f 1 , there is a subsequence {r i } such that
Since ϕ is continuous, then
Hence ϕ(C) is a chaotic set for f 2 . 2
2 ) be metric spaces. Let f : X 1 → X 2 be a continuous map. f is called satisfying inverse α-Hölder condition, if there is a δ > 0 such that for any x, y ∈ X 1 and d 1 
Proof. Since f satisfies inverse α-Hölder condition, there is a δ > 0 such that for any x, y ∈ X 1 and d 1 
For any s > 0, we have Then there is a chaotic set E ⊂ I for f such that dim H E > 0.
Claim 2. [6] Let P A = {x ∈ Σ A : |ω(x)| > 0}, where |ω(x)| denotes the diameter of the ω(x). Then the set P A is countable, so that the set
∞ i=−∞ σ i A (P A ) is also countable. Let Q A = Σ A ∼ ∞ i=−∞ σ i A
(P A ). Then the set Q A is the complement of a countable subset of Σ A and invariant with respect to σ A .
Let L A = x∈Q A ω(x). Then ω(x) : Q A → L A is a map.
Claim 3. [6] (1) ω(x) : Q A → L A is a continuous map and at most two-to-one;
Proof. Let g = f n . Then the covering matrix of g with respect to J 1 , J 2 , . . . , J N is A. By Lemma 1 there is a chaotic set C ⊂ Σ A for σ A such that dim H C > 0. Since the set P A = {x ∈ Σ A : |ω(x)| > 0} is countable, the set
Hence we may suppose that C is a subset of Q A . By Lemma 2 and Claim 3, there is a chaotic set ω(C) ⊂ I for g. Consequently, ω(C) ⊂ I is a chaotic set for f .
Let ω(C) = E. By Lemma 3, then dim H E > 0. 2
Proof of theorems
Proof of Theorem 1. Let g = f n . Then the covering matrix of g with respect to
We next show that (3). Let m = min{i:
By (2) we have
That is
Hence ( 
Choose a number s such that 0 < s < dim H C. For all i, let s i be a number such that a λ n i +1
For each x 1, let
Since
. .} and s(x) is an increasing function, then s i = s(n i ) s(n) > t for all i.
Hence we have
is any a λ n -cover of E. Therefore, when n > M we have inf |U i | t : {U i } is a a λ n -cover of E > B.
Then H t (E) = ∞. Hence dim H E t > 0. 2
Proof of the corollary. Since f has positive topological entropy, there is a positive integer n such that f n has a horseshoe. By Theorem 2, the corollary holds. Then A is the covering matrix of f with respect to J 1 , J 2 . Hence ent(σ A ) = 1. f |J 1 is a linear map with slope k 1 = 4, and f |J 2 is also a linear map with slope k 2 = −2. By Theorem 1, there is a chaotic set E = ω(C) ⊂ I for f such that dim H E > 0. Then A is the covering matrix of f with respect to J 1 , J 2 . Hence ent(σ A ) = 1. By Theorem 2, there is a chaotic set E ⊂ I for f such that dim H E > 0.
