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Abstract 
Poljak, S., On existence theorems, Discrete Mathematics 111 (1993) 423-434. 
We discuss the question of constructive proofs, or polynomial-time algorithms, for theorems which 
were proved earlier nonconstructively. We present a forma1 model for such statements and give 
a collection of examples. In a greater detail, we deal with the problem of finding another 
Hamiltonian cycle in a cubic graph provided that one cycle is already known. A relation to 
combinatorial optimization is also considered. 
1. Introduction 
In his lecture at the 4th Colloquium on Graphs and Combinatorics at Luminy in 
1990, J. Edmonds invited the participants to collect the results and open problems 
that concern the algorithmic search for objects whose existence is ensured by a non- 
constructive argument (see also [lo]). Recently, Papadimitriou [28] raised a similar 
question. In fact, we have introduced a formal model dealing with these situations 
some years ago in [30], whose concept will be recalled below. Of course, the relation 
between existence and constructive proofs is a well-known subject understood by all 
mathematicians. However, not all existence results are of the same nature, and the 
question of an algorithmic solution is, in some cases, more urgent than in the others. 
Consider the following two statements. 
Theorem 1.1 (Chvhtal [ 111). Let G be a graph whose degree sequence d 1 < dz < . . <d, 
satisfies 
d&k<n/2 * d,_k>n-k. 
Then G contains a Hamiltonian cycle. 
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Fellowship. Partly written when the author visited Laboratoire de Recherche en Informatique, Centre 
d’orsay, Universite de Paris-Sud in December 1990. 
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Conjecture 1.2 (Chvatal, see [7]). Every 2-tough graph is Hamiltonian. 
(A graph G is t-tough if G\S has at most 1 ,Sl/t connected components for any S c V(G).) 
The degree condition of the theorem can be checked easily (i.e. in polynomial time). 
Hence, it is natural to ask how difficult it is to find a Hamiltonian cycle in a graph 
satisfying the condition when we are already sure that there must be one. On the other 
hand, even if the latter conjecture is valid, it will not be so surprising if there is no 
algorithmic proof of it, because already the recognition of 2-tough graphs in NP- 
complete. Thus, the question of an algorithmic solution is more desirable when the 
sufficient condition of a theorem can efficiently be checked. In fact, a polynomial-time 
algorithm for the Chvatal theorem was later given in [8]. But in some other similar 
situations, the algorithmic solution is unknown. One such example, a problem of the 
second Hamiltonian cycle in a cubic graph, is discussed in Section 2. Further examples 
will be given in Section 3. This motivates the following model of [30]. 
Let S(x) and R(x, y) be a pair of predicates such that there is a polynomial-time 
algorithm to check whether S(x) and R(x, y) are true for a given x, or x and y, 
respectively. In addition, assume that the size of y is polynomially bounded by the size 
of x whenever R(x, y) is satisfied. Now, we are interested in the theorems of the 
following pattern, which will be called existence theorems. 
Existence Theorem. For every x such that S(x) is true, there exists some y such that 
R(x, y) is true, i.e. 
S(x)=dy: R(x, y). 
With every existence theorem of this pattern, we can associate a related search 
problem: 
Instance: An x for which S(x) is satisfied. 
Task: Find some y for which R(x, y) is satisfied. 
We suggested in [30] that the above problem be called purely constructive, since it 
seems entirely unrelated to the usual models based on yes/no questions. It is an 
important open question whether every purely constructive problem is polynomially 
solvable, and if not (which may happen provided P #NP), what is the maximum 
complexity of such a problem? 
Very often, an algorithm can be developed only by a careful modification of the 
original proof of an existence theorem. For this reason, we concentrate only on the 
theorems where this is not the case. The interesting existence theorems are those for 
which only a nonconstructive proof is known, or those for which the algorithm was 
found later, and, finally, also those for which an algorithmic solution might be known 
but the existence can be proved by a simpler elegant argument. 
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The paper has the following structure. Section 2 deals with a Hamiltonian problem 
for which the existence can be proved by a parity argument but the construction is 
unknown. In Section 3 we present a collection of several well-known existence 
theorems, in some cases together with a sketch of the proof. Section 4 is devoted to 
connections with heuristic algorithms for combinatorial optimization problems. In 
Section 5 we discuss some complexity aspects. 
2. A Hamiltonian problem 
In this section, we propose a purely constructive problem based on the following 
theorem due to Smith. 
Smith’s theorem (see [6, Chapter 10, Theorem 2, p. 1891). Let G=(V, E) be a cubic 
graph. Then, for every edge eoEE, there is an even number of Hamiltonian cycles 
containing the edge e,. 
Consider the following problem called The Second Hamiltonian Cycle (SHC) 
problem: 
Instance: A cubic graph G = (V, E), a Hamiltonian cycle H of G, and an edge eoEH; 
Task: Find another Hamiltonian cycle H’ containing the edge e,,. 
clearly, the existence of H’ is ensured by Smith’s theorem. Also, we can quickly 
check whether a triple (G, H, eO) is a feasible instance, and whether a given H’ is 
a Hamiltonian cycle distinct from H. However, we do not know how difficult it is to 
construct one. 
Proof of Smith’s theorem. We briefly recall two known proofs of Smith’s theorem. 
The first one is from [6]. Consider all decompositions of the edge set E into ordered 
triples (M,, M1, M3) of matchings such that e. belongs to Mi. First, observe that the 
number of such triples is even since the roles of M, and M, can be exchanged. Assume 
that M,uM2 consists of k cycles. Then there are 2k-1 triples (M;, M;, MS) with 
M; u ML = M 1 u M2 since the edges of M 1 and M, can be interchanged in all cycles of 
MluMz but not in that containing the edge eo. Hence, the number of triples 
(Ml, Mz, MS) where M,uM2 forms a Hamiltonian cycle is even. 
The second proof is due to Thomason [36]. Let e, = uv. Consider an auxiliary graph 
H(G) (called the lollipop graph of G) whose vertices are Hamiltonian paths of 
G starting at vertex u, and with e. as the first edge. Two paths P and P’ are said to be 
neighbors in H(G) if P=(xo, x1, . . . . x,) and P’=(xo, x1, x2, . . . . xi, x,, x,_ 1, . . . . 
x~+~, Xi+,), with x0x1 =uu. Since G is 3-regular, a path P has either one or two 
neighbors depending upon whether or not x, is adjacent to u. Thus, the components of 
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H(G) are paths and cycles. The Hamiltonian cycles of G containing e,, correspond to 
vertices of degree one in H(G). Hence, their number is even. 0 
Thus, if we start with a given Hamiltonian cycle H, and perform a sequence of the 
above transformations via Hamiltonian paths, we finally arrive at a second 
Hamiltonian cycle H’. In [30], we raised a question whether the number of steps in the 
worst case is polynomially bounded. (We were able to construct only examples 
requiring O(n*) steps.) Our question was answered negatively by Krawczyk [26], who 
constructed an infinite family of cubic graphs on y1 vertices for which the procedure 
takes 2”‘9 steps. Hence, for constructing a second Hamiltonian cycle, nor does 
Thomason’s procedure provide an efficient algorithm. 
The idea of Thomason’s proof was also used in [25] to prove the following theorem. 
Theorem 2.1 (Kratochvil and Zeps [25]). If G is a planar triangulation distinct 
from K3 and K4 and containing a Hamiltonian cycle, then it contains at least four 
Hamiltonian cycles. 
Again, one can formulate a problem of finding a second Hamiltonian cycle in 
a planar triangulation provided that one is explicitly known. 
Let us briefly recall some other known results on Hamiltonian cycles that fit into 
our concept. Besides Chvatal’s condition, mentioned above, for which the algorithm 
was given later, the algorithms for the other known degree conditions, namely Dirac’s, 
Posa’s and Ore’s conditions, follow from their original proofs. Another famous 
existence theorem due to Tutte [37] states that every 4-connected planar graph is 
Hamiltonian. An 0(n3) algorithm was later given in [20]. The situation is easier with 
4-connected maximal planar graphs. As already claimed in [4], Whitney’s original 
proof gives an 0(n2) algorithm, which was improved to a linear algorithm in [4]. 
3. A collection of existence theorems 
In this section we present a collection of some further existence theorems. For 
reader’s convenience, we also recall the main ideas of some proofs. 
3.1. Regular subgraphs and systems of congruences 
The first example is due to Alon et al. [2]. Berge and Sauer conjectured that every 
4-regular graph contains a nonempty 3-regular subgraph (not necessarily induced). 
The conjecture has been constructively proved by Tashkinov [35]. However, there is 
a very nice existence result in [Z]. 
Theorem 3.1 (Alon et al. [2]). Let G = (V, E) be a 4-regular loopless graph plus an edge, 
i.e. with n vertices and m = 2n + 1 edges. Then G has a 3-regular subgraph. 
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Proof. Assign a variable x, to every edge e. Consider the system of congruences 
c x,Z=O(mod 3) j=l, . . . . n. 
e3j 
The zero vector (0, . . . , 0) is a trivial solution. Since 2n <m, Chevalley’s theorem (see 
below) ensures the existence of another solution x=(x,). Let E’ = {elx, #O>. Then E’ 
spans a 3-regular subgraph since x,’ = 1 (mod 3) for x, = 1,2. 0 
Chevalley’s theorem (see [9]). Let Fj(x 1, . . . , x,) be a polynomial of degree ri for 
j = 1, . ., n, C rj < m, and p be a prime. Then the system of congruences 
Fj(xl,..., x,)=O(modp), j=l,..., n, 
has either none, or at least two solutions. 
One can also formulate a purely constructive problem directly from Chevalley’s 
theorem: Assume that a system of congruences (satisfying the premises of the theorem) 
is given together with one of its solutions. How difficult is it to find another solution? 
I do not know anything about the complexity of the corresponding decision problem 
either, i.e. to recognize whether a system of congruences in Chevalley’s theorem is 
solvable or not. In general, solvability of a system of polynomial congruences over 
GF[2] is NP-complete (see [19, problem AN9]). 
3.2. Splitting necklaces 
This example is due to Alon and West [l, 31. Suppose that a necklace opened at the 
clasp has pn beads, chosen from k distinct colors. The number of beads of each color is 
divisible by p. What is the minimum number of necessary cuts of the necklace if the 
beads are to be fairly divided among p people so that each receives the same number of 
beads of each color? Clearly, at least (p- 1)k cuts are necessary in the case where the 
beads of each color form a single interval. Alon [l] proved that (p - 1)k cuts are also 
sufficient for an arbitrary ordering of beads. (The case of p=2 was solved earlier in 
[3]). It is worth recalling the proof for p=2, based on the Borsuk-Ulam theorem. 
Borsuk-Ulam theorem. Let f be a continuous function from the k-dimensional sphere 
Skc Rk+ ’ into Rk satisfying ,f(x) = -f( - x) for all xgSk. Then there exists XES~ with 
j(x) = 0. 
Let a sequence ala2...a2n, aie{l, . . . . k}, representing the configuration of beads be 
given. Divide the unit interval [O, I] into 2n intervals of equal length, and color the 
points in the ith interval by ai, i= 1,. . , 2n. For any x=(x,, . . , xk+ I)~Sk define 
z(x)=&, . . . . zk+r) by zO=O and Zj=Cj=l x’ for jZ1. For l,<j<k, define fj(x)= 
2;:; sgn(xi)mj(i), where mj(i) is the measure of the jth color in the segment [Zi_ i, zi]. 
Apply the Borsuk-Ulam theorem to the functionf= ( fi,. . .) fk). In accordance with the 
signs of xi, the vector x with f(x)=0 determines a partition into segments [zi_ 1, zi], 
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which is the desirable fair cutting of the necklace ala2...a2,,. (One can see that each 
zero of S can be modified to a zero for which each Zi is a multiple of 1/2m.) 
3.3. The even-cycle problem 
A question due to D.H. Younger concerns the complexity of detecting an even cycle 
in a digraph. A related existence theorem was proved by Friedland [lS]. 
Theorem 3.2 (Friedland [18]). For da 7, every d-regular &graph contains an even 
cycle. 
Proof. Let A be the adjacency matrix of a d-regular digraph G with n vertices. Let us 
first observe that G does not contain any even cycle if and only if all nonzero terms 
sg(x)a,EoI... annCn) of the Laplace expansion of det(l+ A) have sg(rr)= 1. Since 
(d + 1)‘“‘2’ is an upper bound on det(l + A) by the Hadamard inequality, and ((d+ 1)/e) 
is a lower bound on the permanent per(l+ A), we have det(Z + A) < per(l+ A) for d > 7. 
This proves the existence of an even cycle, because it means that there is a negative 
term in the Laplace expansion of the determinant. 0 
3.4. Lovhsz local lemma 
LOV~SZ local lemma. Let G be a dependency graph on events AI, . . . , A,,, i.e. Ai is 
independent of all combinations of those events Aj for which ij$E(G). Assume that every 
vertex of G has degree at most d, and Pr(Ai) 6 p for each i. If 4dp < 1, then A Ai #O. 
This lemma provides a powerful technique for proving probabilistic results. Some 
of its applications fit well into the concept of existence theorems. As an example, 
consider the following theorem. 
Theorem 3.3. Every n-uniform hypergraph in which each edge intersects at most Ye3 
other edges is bicolorable. 
Proof. Let Ai denote the event that the ith edge is monochromatic in a random 
bicoloring. Then Pr(AJ=2l-“, and we have d <2”-3. Hence, 4dpd 1. Cl 
Recently, J. Beck announced a polynomial algorithm for bicoloring n-uniform 
hypergraphs when each edge intersects at most 2’” edges, where c is a small positive 
constant independent of n. A complexity class related to the Lovasz local lemma was 
studied by Fellows and Kratochvil [16]. 
3.5. Matrix switching 
Let A =(aJ be a square matrix of + 1’s. Switching a row or a column means 
multiplying it by - 1. The following theorem has been conjectured by Moser, the 
existence first proved in [24], and an algorithm was later given in [S]. 
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Theorem 3.4, Every n x n matrix A = (aij) can be reduced by a sequence of switchings to 
a matrix A’ =(aij) the total sum of whose entries is 1 for n odd, and 0 or 2 for n even. 
3.6. Short lattice vector 
This example is taken from [21]. Let us recall that a lattice L = L(bI, , b,) is a set 
of vectors iIbI + ... + %,b,, IW1, . . , E., integers, where b,, . , b, is a basis of R”. The 
determinant of L is defined by det L = 1 det (b, , . . , b,) 1 and, obviously, does not depend 
on the choice of the basis of L. Minkowski proved in 1891, by a volume argument, that 
every lattice L c R” contains a vector v of length at most /I v 11 < c&(det L)““, where 
c=O.3196 for n large. As an application of the basis reduction algorithm, a vector 
of length at most II v II < 2”(“- ‘ji4(det L)“” can be constructed, which is a weaker 
bound. 
3.7. Cyclical games 
A (mean) cyclical game is an infinite game of two players on a directed graph 
G = (V, E), where the vertex set V is partitioned into two sets A and B, and c: E-+Z 
is a cost function. Starting from some vertex v, the players build an infinite sequence 
v=vg, VI, v2 ,..., so that v~v~+~ is a directed edge for every k. The selection of 
the edge vLvL+ 1 is done by Player I if v~EA, and by Player II if v~EB. The objective of 
Players I and II is to maximize and minimize, respectively, the mean cost given by 
limk,, (l/k) 1 f= 1 c(vL _ 1, ok). The price p(v) of a vertex v is defined as the value of the 
limit when both players use their optimal strategies. Karzanov et al. [23] presented 
a constructive (but not polynomial-time) method to determine optimal strategies 
of the players. The consequence of their work is that the problem of finding the prices 
p(v) of vertices belongs to NPnco-NP, but a polynomial-time algorithm is not 
known.* 
3.8. A geometrical problem 
This example was suggested by J. Zaks, and is based on the following theorem. 
Theorem 3.5 (Fejes Toth [ 171). For any collection of n mutually disjoint convex sets in 
the plane, there exist 4n - 7 points which can together light the boundaries of the sets. 
In order to formulate a constructive problem, we have to restrict instances only to 
sets that can be efficiently given, e.g. polygons with rational vertices. The proof in [17] 
does not seem to provide a polynomial-time algorithm. 
* I am indebted to L. Khachian and A. Karzanov for the information about this area. 
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4. Guaranteed bounds on optimization problems 
The quality of a heuristics for an NP-complete problem is often measured by its 
relative error, i.e. the worst-case ratio between the costs of the optimum solution and 
the output of the heuristics. Polynomial-time heuristics with bounded relative error 
are called approximation schemes. However, for many optimization problems either 
no good approximation scheme is known, or even the existence of a tight approxima- 
tion scheme is also NP-complete. How to deal with such problems? When one cannot 
get close to the optimum, a less ambitious goal is to avoid the solutions which are too 
bad. For several optimization problems, there are known lower bounds proved by 
probabilistic methods. A natural question is whether we are able to meet these bounds 
efficiently. This approach fits well into the concept of purely constructive problems 
formulated in Section 1, because we know that a feasible solution of a certain cost 
exists, and the ‘only’ task is to find it efficiently. We will illustrate this approach on two 
problems, the maximum-cut problem, and the maximum acyclic subgraph problem. 
We also recall two methods which may be used to transform a probabilistic proof into 
a polynomial-time algorithm. 
4.1. The maximum-cut problem 
The instance of the problem is a graph G = (V, E), together with a weight function 
w defined on the edges. The task is to find a subset SC V for which the sum of the 
weights on the edges between S and V\S is maximum. The cardinality version (with 
cost one on each edge) is called the maximum bipartite subgraph problem. The 
maximum bipartite subgraph problem and, hence, also the maximum-cut problem are 
NP-complete (see [19]). 
It is easy to show that every graph contains a bipartite subgraph with at least half of 
the edges. To see it, consider an arbitrary partition (S, V\S). If there is a vertex which 
has more than half of the neighbors in its own class, move this vertex to the opposite 
class. This operation increases the size of the cut. Repeating the procedure, we obtain 
a partition such that each vertex has at least half of its neighbors in the opposite class. 
Edwards [12] proved a stronger result: Every connected graph with n vertices and 
m edges has a bipartite subgraph with at least irn + i(n - 1) edges. A polynomial-time 
algorithm to find such a subgraph has been given in [32]. The method was generalized 
in [33] to the max-cut problem, so that a cut with a cost at least 
1 
2 c 
w(e) +i. (the cost of the minimum spanning tree) 
eeE 
is constructed. Another probabilistic lower bound is due to Erdiis [13]. Assume that 
n=2k (or n =2k- l), and consider a random 2-partition of the vertex set into two 
parts of sizes k (or k and k- 1). The probability that the vertices of an edge are in 
distinct classes is k/(2k- l), which is at least (n + 1)/2n. Hence, the solution of the 
max-cut problem has a value at least (n + 1/2n)C,,, w(e). 
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Is it possible to find such a cut efficiently? If n = p” for some prime p and integer 
c( 2 1, then it is possible to do so by a method due to Lieberherr and Specker (used in 
[27] for a related problem of partial 2-satisfiability). When n fp”, one has to use some 
prime power n’ > n. However, the ratio (n + 1)/2n is then replaced by a weaker ratio 
(n’ + 1)/2n’. The construction in [27] goes as follows. 
A permutation group 9 is said to be doubly transitive when for every quadruple 
{i, i’,j, j’}, i#’ 1 an j#j’, there is a permutation 71~9 such that z(i)=j and z(i’)=j’. d 
For example, the full permutation group is doubly transitive, but fortunately there 
are also smaller doubly transitive groups. Let 3 be a doubly transitive permutation 
group on (1, . . . . n}. Consider the system of 2-partitions (S,, V\S,), 7~~9, where 
&=(x(l),..., z(Ln/2 J)}, and observe that every edge ij of the graph G is separated by 
the same number of partitions (S,, V\SJ. Hence, the above probabilistic proof of 
Erdos can be modified so that the average is taken only over the partitions (S,, V\S,). 
Thus, we have 
c 
n+l 
w(i, j)>p 
2n c 
w(e) 
ies., j$s. l?sE 
for some 7~~9. Hence, one can check the partitions (S,, I’\&), n~9, and one of them is 
the required solution. This gives a polynomial-time algorithm provided we have 
a doubly transitive group of polynomial size. A doubly transitive group of size n(n - 1) 
can be obtained from a finite field GF[p”] by taking 3 as the permutations 
it+iq+r, q, reGF[p”], q#O. 
When a graph G is without triangles, then the size of the maximum bipartite 
subgraph is at least m/2 + c(m log rn)‘j3 (where c is a positive constant), as proved by 
Lovasz and Erdos (see [14]). Also, this proof can be turned into a polynomial-time 
algorithm (see [34]). 
4.2. The maximum acyclic subgraph problem 
The instance of the problem is a digraph G = (V, A). The task is to find a maximum 
set A’c A such that (V, A’) is acyclic. Also, this problem is known to be NP-complete 
(see [19]). 
Let us first consider a special case when G is a tournament. (Surprisingly, it is not 
known whether the problem is NP-complete under this restriction.) Spencer (see [15]) 
proved that every tournament on n vertices has an acyclic subgraph with at least 
i(1) + cn312 arcs. A polynomial-time algorithm which ensures this bound was pre- 
sented in [31]. It is also known that there are tournaments for which this bound is 
asymptotically best possible (see [15]). 
The algorithm in [31] allows a generalization to the arc-weighted case. The key 
part of the above-mentioned algorithms for the maximum acyclic subgraph problem 
is the following lemma, which also allows an algorithmic proof. Let 11 u )I =I/ vi) denote 
the norm of a vector v= (v’, . . . , 8). 
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Lemma 4.1 (Poljak et al. [31]). Let ul, . . . . u,E{-1, l}” be arbitrary vectors. Then 
there exist signs cl, . . . , E,E (-1, + l} such that 11 cl u1 + ... + E,V, (I> cknl’*, where 
c = (2/4”2. 
The probabilistic proof of the lemma follows from the fact that the expected value 
E[ [Ixy 11-J of the scalar product of two + l-vectors of length n is cn”‘. Hence, 
a random choice of Ed, . . . , E,E { - 1, + l} proves the lemma. 
However, a suitable collection of E 1, . . . , E, can also be constructed by the following 
procedure. At each step, a sign EL, i = 1, . . . , n, will be fixed. Assume that Ed, . . . , Ei_ 1 are 
already fixed. Set si either + 1 or - 1 depending upon which of 
ECIIE14+ . ..+E~_~u~_~+u~sE~+~u~+~+...+E.u,II], withsi+l,...,s,random 
or 
E[IIs1ar+ ...+Ei-1Ui_l-Ui+Ei+1Di+l+ ~..+E,u,II], with Ei+l y...) E, random 
is greater. Since both expected values can be computed, and then mutually compared, 
we have an efficient algorithm. 
5. Concluding remarks 
Can a purely constructive problem be as difficult as the NP-complete problems? 
Intuitively, it seems not to be the case. An argument for it might be based on the 
impossibility of a reduction of an NP-complete problem to a purely constructive 
problem. 
Let us recall that a polynomial-time reduction of a decision problem P1 to a decision 
problem P, is a polynomial-time algorithm d which for each instance x of 
P1 constructs an instance y = d(x) such that y is a yes-instance of P2 if and only if x is 
a yes-instance of PI. If PI is NP-hard, and a polynomial-time reduction exists, then 
Pz is NP-hard as well. However, there cannot be a reduction of a decision problem 
PI to a purely constructive problem P2, since there is no way to distinguish the 
encodings of yes/no instances of PI by means of P2. It would be nice to formalize this 
argument to show that the complexity of purely constructive problems is below the 
complexity of the NP-complete problems provided P # NP. 
We have observed in [30] the following: (i) If every purely constructive problem 
can be solved by a polynomial-time algorithm, then NPn co-NP= P, and (ii) If 
NP=co-NP, then there exists a purely constructive problem which is NP-hard. 
Johnson et al. [22] raised a question on the complexity of finding a local optimum 
of an optimization problem with respect to a given neighbor structure. (As examples, 
consider the neighboring basis for linear programming, or a-exchange for the travel- 
ing-salesman problem.) The search for a local optimum is also a purely constructive 
problem, because we know that some local optimum exists, and we are able to 
recognize when we arrive at it. Some other complexity classes based on particular 
existence theorems are introduced and studied in [29]. 
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The question of the complexity of purely constructive problems can be posed also 
as a question of the relative strength of distinct proof techniques. Existence proofs are 
certainly often more elegant than constructive proofs. But are they also more power- 
ful? Of course, we principally cannot avoid existence proofs for the statements 
which are of ‘speculative character’. But can we avoid them in the ‘honest situations’, 
i.e. when both the premises and the statement of a theorem can be efficiently 
checked? 
Note added in proof. A related survey of nonconstructive proofs by Alon appeared in 
[39]. The paper of Beck on the algorithmization of Lo&z local lemma appeared in 
[40]. Recently, Thomassen [41] proved that every strongly connected digraph with 
minimum in- and outdegree at least 3 contains an even cycle. 
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