Abstract-The problem of identifying informative sensors that acquire measurements about multiple sources and clustering them according to their source content is considered. Toward this end, a novel canonical correlation analysis (CCA) framework equipped with sparsity-inducing norm-one regularization is introduced to identify correlated sensor measurements and identify informative groups of sensors. It is established that the novel framework is capable to cluster sensors, based on their source content, correctly (with probability one) even in nonlinear settings and when sources do not overlap. Block coordinate techniques are employed to derive a centralized algorithm that minimizes the sparsity-aware CCA framework. The latter framework is reformulated as a separable optimization program which is tackled in a distributed fashion via the alternating direction method of multipliers. A computationally efficient online distributed algorithm is further derived that is capable to process sensor data online. Extensive numerical tests corroborate that the novel techniques outperform existing alternatives.
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I. INTRODUCTION

I
N many data acquisition applications such as in sensor networks, the acquired sensor measurements contain information about multiple sources placed at different spatial locations. Such sources could correspond to different e.g., thermal sources or transmitters placed at different locations inside the sensed field. Before applying any statistical inference task, it is essential to identify which groups of sensors acquire observations that contain information about the same sources. This is essential to avoid 'mixing' observations that contain information about uncorrelated sources. In this paper the goal is to cluster sensors into different groups based on their information content about the field sources, and isolate sensors acquiring only noise.
Grouping sensors based on their source information content has been considered for linear data models and memoryless sources in see e.g., [21] and references there in. In this paper a generalized framework for grouping sensors based on their information content is put forth which is able to deal with nonlinear settings and source signals that exhibit temporal correlations. Interestingly, sensor measurements containing information about the same sources are statistically correlated irrespective of the underlying data model. To exploit such spatial and temporal correlations, canonical correlation analysis (CCA), see e.g., [5] , [13] , is combined with sparsity-inducing regularization techniques [23] , [32] to obtain a framework that can extract correlated sensor data and cluster them in groups.
A number of related sparse CCA methods have been proposed. The work in [26] applies the elastic net penalty, see e.g., [33] , into standard CCA and derives an iterative regression procedure. It exploits the grouping effect from the ridge regression, and the shrinkage effect from the , see e.g., [23] . In [10] , the standard CCA is reformulated as a -regularized convex framework using a least-squares approach, though this approach is limited by the fact that the canonical vectors must have nonnegative entries. The work in [27] proposes a sparse CCA scheme based on a forward greedy approach, in which upper bounds of the number of non-zero entries in the canonical vectors are known. An algorithm for obtaining sparse loadings for CCA iteratively was proposed in [18] , while no optimization criterion was specified. The algorithm in [18] was extended for multiple canonical variables in [8] . In [28] , a penalized matrix decomposition with applications in sparse CCA was developed and the tuning parameters were chosen using cross-validation. The penalized CCA in [28] is extended to supervised sparse CCA in [29] , which makes use of the measurement outcomes to determine whether the canonical loadings obtained here are significant. The work in [7] extends the penalty in [28] to more general forms, including mixed-norm penalty, or weighted fusion penalty [15] , combined with -norm regularization. However, application of this method requires prior knowledge of the sparsity structure in the canonical loadings.
The aforementioned sparse CCA methods are generally challenged by the facts that either i) only consider one pair of canonical variables; or ii) they have prior information on the sparsity structure of the canonical loadings; or iii) computationally intensive cross-validation is needed to select the sparsity-controlling coefficients; or iv) no specified optimization criterion is used.
Inspired by related centralized sparse decomposition approaches [20] , [25] , [32] , along with the aforementioned existing sparse CCA alternatives, we also utilize -norm regularized CCA. Different from the existing literature our proposed novel sparse CCA has the following advantages: i) our method is distributed in contrast to existing sparse CCA methods; ii) it is employed with a computationally efficient heuristic method to select the sparsity-controlling coefficients; iii) the novel framework can deal with multiple pairs of canonical variables, and iv) it is minimizing a well-defined CCA-based criterion.
A number of different approaches have been put forth to address the problem of clustering data into different groups that share similar properties. The K-means algorithm [16] is one of the major representatives when it comes to data clustering. Clusters are represented by centroid points and the idea is to allocate each data vector to the cluster that has the most similar centroid with respect to a distance metric. Variations that rely on underlying probabilistic models and/or pertinent similarity measures have been developed [2] , [30] . Biclustering methods search for clusters within data matrices or data tensors, generalizing the previous clustering schemes in multiple dimensions [17] . Biclustering schemes utilize either a distance metric to group data entries based on how similar they are, or an underlying probabilistic model where the data entries in a cluster have the same mean. State-of-the art clustering algorithms [11] , [12] , [14] , [22] often implicitly assume knowledge of the cluster shapes, or the multiple-cluster configurations which is based on the availability of proper similarity measures. Thus, the difficulty of applying traditional clustering algorithms in our problem exists due to the lack of a similarity metric. In other words, the challenge in our setting comes from the fact that the type of similarity between data entries containing information about the same source is unknown due to the unavailability of the underlying data model details.
The sparsity-aware CCA framework is derived by extending the standard CCA cost with norm-one regularization coefficients that fully exploit the sparsity present in the sensor data (cross-)covariance matrices. Sparsity is an attribute present in many settings and has been extensively used in sparse regression, solving under-determined systems of equations as well as matrix decompositions into sparse factors [6] , [20] , [23] , [25] , [31] , [32] . The resulting cost is minimized using coordinate descend techniques (e.g., [3] ). A centralized algorithm is derived first that is well suited for networks equipped with a fusion center. Then, the alternating direction method of multipliers (ADMM) (see e.g., [4] ) is put forth to formulate the novel sparse CCA framework as a separable optimization problem, and then combined with coordinate descent iterations to obtain a totally distributed algorithm that performs sensor clustering. The resulting distributed algorithm will require information exchanges only between single-hop neighboring sensors. Online implementations are also developed that allow real-time processing in settings where sensors are constantly acquiring data. The online schemes offer a more computationally and communication efficient algorithmic alternative compared to their batch counterpart, while compromising some sensor-clustering performance. For an increasing number of sensor data it is proved that the sparsity-aware CCA framework is capable to perfectly cluster sensors into different groups based on their information (source) content, even in nonlinear settings.
The paper is organized as follows. The task of clustering sensor measurements into groups that contain information about different sources is translated into a sparsity-aware CCA framework (Section II). The associated minimization formulation is given in Section III, where the centralized (Section III.A) and distributed algorithms (Section III.B) are derived. A scheme to select the sparsity-controlling coefficients is put forth in Section III.C. Online implementations are considered in Section IV. In Section V it is established that sparsity-aware CCA is capable to perfectly cluster sensor data based on their source content. Extensive numerical tests demonstrate the potential of the proposed framework over existing alternatives (Section VI). (1) where is a random scalar nonlinear mapping from to , which will be negligible when sensor is sufficiently far from source (can be thought of as an attenuation factor) while denotes white sensing noise with zero-mean. Let contain the measurements acquired across all sensors. As different sensors are affected by different sources, different entries in contain information of different sources. Let denote the subset of entries of that contain information about source , and let denote the subset of sensors whose measurements do not contain information about any of the sources, e.g., they contain just noise. For example, consider a network consisting sensors that observe a field with sources, namely and . Assume that sensors sense source , sensors acquire measurements that are influenced by source , while sensors just observe noise or irrelevant data. Thus, and . The union of the sensor clusters contains all entries of . This paper aims at solving the problems: P1) identifying the noninformative sensors and informative sensors; and P2) clustering the entries of in groups where the members of the same group contain information about the same source (within some ambiguity on the source identity). Toward this end, a novel distributed framework combining canonical correlation analysis (CCA) with norm-one regularization is proposed.
II. PRELIMINARIES
Given training data for the CCA framework can be used to linearly extract common features from and , see e.g., [5, Ch. 10] . The training sequences that are going to be considered here are formed as (2) (3) where the positive integer denotes the memory length. Note that in (2) contain only noise and can be eliminated by setting the corresponding entries in the two rows of and equal to zero. Thus, by inducing proper sparsity patterns in the rows of and and recovering their corresponding supports (nonzero entries' indices) someone can identify which entries in acquire information about the same source and perform clustering. Traditional CCA as described in (4) is not capable to produce zero entries in or . Toward this end, we put forth a -regularized CCA framework, which induces proper sparsity patterns in each row of and .
III. -REGULARIZED CANONICAL CORRELATIONS
In order to isolate noninformative entries in and identify the source-informative groups of entries within , here norm-one regularization is incorporated in the standard CCA formulation in (4) . The idea of utilizing norm-one to induce sparsity is well established in the literature, see e.g., [20] , [23] , [28] , [32] . Pertinent sparse and matrices can be obtained using the sparsity-inducing CCA (S-CCA) formulation (5) where and correspond to the th row of and respectively, whereas and denote norm-one and Frobenius norm, respectively. The sparsity-controlling coefficients and assume positive values and control the number of zero entries in and , respectively. Further, the positive penalty coefficients and entailed in the last two terms in (5) are applied to forbid to be zero matrices, while facilitating the applicability of block coordinate descent techniques that will be utilized to derive centralized and distributed algorithms that tackle (5).
A. Centralized S-CCA (CS-CCA)
We first consider a centralized setting where a fusion center can gather all sensor measurements. Note that the cost in (5) is nonconvex w.r.t. and . We come around this challenge by utilizing a block coordinate descent (BCD) solver, see e.g., [3] , [24] . Specifically, the cost is minimized w.r.t. one entry of (or ), while keeping fixed the remaining entries of (or ) to their most up-to-date values. During each coordinate descent cycle all the entries of and will be updated.
Notice that the last two terms in (5) will produce fourth-order polynomial terms in the cost function when trying to minimize the latter cost w.r.t. a single entry of or while fixing the remaining entries. To simplify the process of solving (5), we fix the second and in the last two terms of (5), respectively, to their most up-to-date value during the th coordinate descent cycle, namely and . Specifically, given the estimates and in the beginning of coordinate cycle , the minimization problem which is used to estimate and can be formulated as (6) which will enable the derivation of closed-form and simple to implement iterates for the entries of and as will be detailed early on. To facilitate applicability of coordinate descent iterations, the cost in (6) can be rewritten w.r.t. (while keeping fixed) (7) where contain the past and present/future data vectors in (2) and (3), shifted to zero mean.
Coordinate descent is applied in (6) (or equivalently (7) since is fixed) to split the task of minimizing the cost in (7) into scalar minimization subproblems, corresponding to each of the entries of the matrix . Specifically, the problem in (7) is minimized w.r.t. one entry of , say , while fixing matrix as well as the remaining entries of matrix to their most recent updates. Then, the scalar update can be obtained as the following minimization problem (8) (9) (10) (11) where (or ) and correspond to the th row and th column of matrix , respectively. Further, the minimization problem in (8) can be rewritten as (12) where and . The minimization problem (12) corresponds to a scalar sparse regression problem. After applying the Karush-Kuhn-Tucker (KKT) conditions (see, e.g., [3] ), and using Lemma 1 in [20] it turns out that (13) (14) Similarly, we can obtain the update after fixing the remaining entries of matrix to their most recent updates, and set to in (5) . Then, the update is (15) where and are similar to and , respectively, after doing the following substitutions:
, and
. The CS-CCA algorithm steps are: Step 1) Initialize and using standard CCA.
Step 2) For the th coordinate descent, update and via (13) and (15) for and .
Step 3) If the S-CCA cost reduction in the current descent is larger than a pre-specified threshold go back to Step 2), otherwise exit and return and . Proposition 1: Let and indicate a stationary point of (5) . As the coordinate cycles goes to infinity, the updates and obtained from (13) and (15) in S-CCA will satisfy and , where , and is the parameter in (5) . The result of Proposition 1 indicates that the iterates and can be brought arbitrarily close to a stationary point in (5) by selecting a sufficiently small , since as goes to zero, distance will go to zero. Interestingly, although the original CCA cost in (6) is approximated by (7) to simplify the algorithmic implementation and complexity, the algorithmic iterates and are capable to approach a stationary point of the CCA cost in (6) arbitrarily close.
B. Distributed S-CCA (DS-CCA)
The centralized S-CCA scheme in Section III.A was developed under the assumption that the sequences in (2) and (3) are available at a central fusion center, which forms the updates and . Here no central fusion center exists while sensors collect information in a distributed way and they are able to communicate only with their single-hop neighbors. A distributed algorithm is considered, where sensor will update the submatrices and that contain the columns of and respectively with indices , i.e.,
Further, let and correspond to the subvectors of and which are obtained after keeping their entries with indices . After noticing that and , then (5) can be reformulated as (16) at the bottom of the page in which and represent the th row of and . The distributed S-CCA will be derived by combining block coordinate descent (BCD) techniques along with the alternating direction method of multipliers (ADMM) [4] , [19] . Specifically, BCD is used to split the minimization in (16) into minimization subtasks where the cost in (16) is minimized w.r.t. to the (16) block (or ) at sensor for . Also, ADMM will be employed to allow sensors estimate in a distributed fashion the global quantities and which will be necessary when minimizing the cost in (16) w.r.t. and at sensor . As in Section III.A, to avoid generating fourth-order terms in the last two summands in the cost in (16) we substitute one of the and with their latest update during iteration , i.e., the last term in (16) is (17) Similarly, we can substitute the second last term in (16) with (18) The first step is to minimize (16) w.r.t.
at sensor . Toward this end, we substitute (17) and (18) in (16) while fixing all submatrices and to their latest updates. Then, the resulting cost can be written as a function of as
From (19) it follows that the 'global' terms and have to be available at every sensor in order to update each entry of via coordinate descent. However, this is not the case since these global quantities contain information from all sensors, and they are not physically available. To this end, ADMM will be utilized to express or at the solution of a separable convex minimization problem that can be solved in a distributed fashion and allow each sensor to estimate these global quantities. Then, these estimates will be used to replace the corresponding quantities in (19) which will be further minimized w.r.t. one entry of while fixing the rest. Estimation of global quantities via ADMM: To this end, note that , and . Sensor can obtain estimates for the vectors , by solving via ADMM the separable constrained minimization problem: (21) where represents a local state vector at sensor for estimating which is the minimizer in (21) . The equality constraints guarantee that all local estimates will be equal across sensors. By employing the ADMM, see details in e.g., [4] , [19] , the subproblems (21) for will be tackled through updating the sensor 's local estimate, , along with the Lagrange multipliers that correspond to the constraints . Sensor is responsible for carrying out the updating recursions (see details in Apdx. C) (22) (23) where corresponds to the ADMM iteration index, while is a positive step-size. Using the convergence results in [19] , as goes to infinity, will converge to , no matter how the local estimates are initialized (here they are initialized at zero). Per coordinate cycle , a finite number of ADMM iterations are performed to estimate . A similar procedure is followed for estimating across sensors. The corresponding local estimate for at sensor is denoted by . A similar set of local iterations as the ones in (22) are employed at sensor to update . Further, let and to be the local estimates of and , respectively, after running iterations in the th coordinate cycle, i.e., and . Hence, after coordinate cycle the global quantities and in (19) are replaced with sensor 's local estimates and , respectively. Using the notation (24) the cost in (19) can be readily rewritten as (25) which will be tackled at sensor to update the entries of . Using a similar process as for the centralized S-CCA framework in Section III.A, the cost (25) is minimized locally at sensor w.r.t. one entry of , for instance, , while keeping the rest entries of fixed. During th cycle, and using the same steps as Section III.A the variable in (25) can be obtained by minimizing (26) where , while (27) 
Using the result in (13) for (12) it follows that the solution for is given as (29) where is defined in (14) . Applying a process similar to the one for deriving (29) , the update can be formed as (30) where and are similar to and , respectively, after doing the following substitutions:
and . In the beginning of th coordinate cycle, the most-up-to-date and are available at sensor . Then, ADMM iterations will be run, nested in cycle , to estimate the global values, and , via the local estimates and , respectively. During the ADMM iterations, sensor has to communicate with its neighboring sensors, which includes receiving vectors and transmitting vectors, from/to its neighboring sensors in set . In detail, sensor receives scalars in cycle , that correspond to the entries of the vectors and , for and , needed to carry out the updates in (22) and (24) . Meanwhile, sensor will transmit the ADMM multipliers, and estimates to its single-hop neighbors, which accounts for scalars per ADMM iteration and scalars in total. In summary, the total number of testing data , the cardinality of neighborhood , the size of , which depends on the number of sources and their dimensionality, and ADMM iterations together decide the communication cost. In practice , since only a few sources are sensed by many sensors. The DS-CCA scheme is tabulated as Alg. 1.
Algorithm 1: DS-CCA
Initialize with the outcome of DS-CCA applied for and initialized randomly.
for do
Sensor forms estimates (and ) via K ADMM updating recursions in (22)- (24) for nested in cycle .
Update via (29) .
Update via (30), for and .
Repeat the updates for cycles.
end for end for
As , from the convergence claims in [19] it follows that and . Further, as the number of coordinate cycles , and nested coordinate iterations for and , then the updates and as approach -close to a stationary point of the cost in (16) where [similar arguments as in the proof of Prop. 1 can be used here]. As a termination criterion, the 'updating' error is checked until it drops below a desired tolerance.
C. Selection of
Proper selection of the sparsity-controlling coefficients in both CS-CCA and DS-CCA is critical to ensure that the zero and nonzero entries are placed in the right positions of the estimated and .
Next, a simple and sensible method is put forth to select the 's. To simplify things, we set for . This selection is reasonable given that the support of the same rows in and , ideally, should coincide as explained in Section II. Let denote the smallest values of the sparsity controlling coefficients that result the th row of and obtained from S-CCA to be equal to zero. Specifically, the proposed method here addresses two challenges: i) find a relatively large value to initialize which returns an all-zeros solution for the th row of (and ), i.e., ; and ii) gradually decrease starting from the relatively large value set at i) and determine when to stop. The motivation is to start from an all-zeros solution and gradually let more and more nonzero values show up in (and ) by decreasing and reapplying S-CCA. The approach for selecting the initial value for and determining when to stop decreasing is explained next. The first step (Step 1 in Alg. 2) is to estimate (not available in closed form) via estimates for . After randomly initializing and applying CS-CCA (or DS-CCA) the support sets of the estimates and are checked. If the support sets are nonempty (nonzero entries exist) then is increased by a factor of . The estimates will keep increasing until the CS-CCA (or DS-CCA) gives an empty support for and in which case it is certain that has been reached or exceeded.
If the support sets and/or are empty then has exceeded in which case Alg. 2 starts decreasing by a factor of (close to one). The estimates will be decreased until when CS-CCA (or DS-CCA) gives a nonempty support for and in which case Step 1 is concluded. Note that the closer is to one, the more accurate Step 1 will be in estimating . Given the estimate from Step 1, Step 2 is focusing on recovering the indices of columns in and that are zero, denoted here as . Note that the index of a zero column indicates a sensor measurement acquiring only sensing noise. The estimate is scaled with factors and , where . Two different column zero-entry sets, namely (using ) and (using ), are obtained after applying CS-CCA (or DS-CCA). Since it is expected that . The reason for getting two different sets and is to identify which columns (noisy sensors) in and will be zero for both different scalings of using and . This way the columns of that match with entries in that contain information about a source (nonzero columns) can be distinguished from the columns that correspond to entries in with just sensing noise (zero columns). Note that the proposed method is not optimizing a cost, however it will exhibit good performance as demonstrated in Section VI and it is not computationally intensive. The last (third) step is to select 's that result estimates for and whose zero column index set coincides with from Step 2. To this end, starting from obtained in Step 1 we gradually decrease their value by a factor until the zero column index set of the estimates in CS-CCA (or DS-CCA) coincides with . In the numerical tests later on we set . These parameter values exhibit acceptable behavior irrespective of the data processed, and there is no need to reselect them every time a new data set is processed. 
IV. ONLINE IMPLEMENTATION
The CS-CCA and DS-CCA schemes in Section III are batch algorithms. Such batch schemes are pertinent for settings where sensors acquire data for some limited time. However, in settings where sensors are constantly sensing new data a batch algorithm will eventually drain all storing and computational capabilities across sensors. To this end, online implementations for the S-CCA framework are derived here to allow real-time processing of the acquired sensor data and reduce computational complexity.
A. Online Centralized S-CCA (OCS-CCA)
To this end, starting from (5) 
Using the result in (13) the minimizer for (32) 
The same online mechanism can be used to update without the need to store all data history. Using the same procedure we can derive an updating formula for each of the entries of . Specifically, can be obtained as (38) where is obtained via the expression of in (35) after substituting and with and , respectively. Similarly, can be obtained after making the same substitutions in in (35).
The quantities and can be obtained from the corresponding quantities in (33) after applying the following substitutions: and . Per time instant one coordinate cycle is applied to update each entry of (and ).
B. Online Distributed S-CCA
An online distributed S-CCA (ODS-CCA) is put forth here for the network setting considered also in Section III.B. The starting point for building ODS-CCA will be the separable cost function introduced in (16) for DS-CCA, after replacing with and making it time-varying as in (31) . As in OCS-CCA the goal is to obtain at every time-instant continuously refined sparse estimates and . As in DS-CCA the resulting cost will be minimized in a coordinate fashion w.r.t. the submatrices (and ), while fixing the remaining submatrices to their recent updates. When focusing on minimizing (16) (after replacing with ) w.r.t. , the Euclidean norms in the first summand in (16) will be replaced with τ τ τ where the most recent updates are used to set all and , but . As in DS-CCA, ADMM will be used to form local estimates for the global quantities τ and τ for τ . However, it is not hard to notice that during time instant parallel ADMM schemes should run to estimate the aforementioned global quantities. As more and more data are acquired and increases, the related complexity would be proportional to and become eventually prohibitively high. To this end, we substitute the global terms and in (16) with the updates τ τ and τ τ for τ , where that data at time τ are multiplied with the latest update for and at time τ , namely and . This substitution at time requires only the estimation of and via ADMM iterations, whereas there is no need to re-estimate the past quantities for τ . As in Section III.B, let τ and τ denote the local estimates for τ τ and τ τ respectively obtained at sensor after ADMM iterations within the time interval τ τ . Then, the global terms τ will be replaced with the local estimate τ at sensor , while τ with the local estimate τ τ τ in (16) . To prevent the presence of third and fourth-order terms resulting from the last summand in (31), this summand is replaced with the following approximate term [similarly to the ones in (17) and (18) 
Each of these quantities in (41) can be updated in an online fashion as, e.g., . The same updating process can be applied for the other two matrices in (41).
Following a similar strategy as before the cost in (40) is minimized at sensor w.r.t. one entry of , say , while keeping the rest fixed in a coordinate descent fashion. In detail, can be found as in (32) 
Note that the quantities τ can be updated in an online fashion at sensor as described in (45) which facilitates the updating of . The τ can be carried out in the exact same way. As mentioned before the update is formed, at sensor , as
where given in (42). The same process can be repeated for obtaining updates for the entries of . ODS-CCA is summarized next.
At time , each sensor estimates the global quantities and by applying ADMM iterations that result the estimates and . This is a basic difference with the batch counterpart DS-CCA in Section III-B, where all quantities τ and τ for τ need to be estimated at time instant . That requires a number of ADMM iterations which are constantly growing with time in order to process the newly acquired data. Taking into account the communication complexity per ADMM iteration (see Section III.B), here sensor receives scalars and transmits scalars from/to its neighbors in after ADMM iterations applied to compute and . In contrast in DS-CCA in Section III-B, the latter quantities have to scale up by a factor . Thus, DS-CCA has a lower computational and communication complexity. Nonetheless DS-CCA will demonstrate a better performance compared to ODS-CCA when clustering sensors.
V. S-CCA PROPERTIES
Next, it is shown that the S-CCA framework in (5) has the capability to return sparse estimates and , in which every row contains nonzero values at the entries corresponding to sensor measurements in and that contain information about the same source, whereas zeros correspond to entries in and that contain only noise. To establish this property it is assumed that a sufficiently high number of data are available , in which case from the law of large numbers it follows that and converge to their ensemble counterpart and , respectively. Then, the sample-based cost in (5) converges to the ensemble-based cost (45) Let denote one pair of minimizers in (45), while denotes the ensemble cross-covariance between and . It is studied how the nonzero and zero entries are allocated across the rows of the estimates . To facilitate the analysis, an entry of (or ), say , will be considered nonzero if , where is an arbitrarily small positive value. It is demonstrated next that for proper and , the S-CCA minimization framework returns rows and whose nonzero entries indices correspond to sensors sensing the same source signal for , while the zero entries correspond to noisy sensor measurements.
In the subsequent analysis no assumptions are made about the data model which can be nonlinear as outlined in (1) and will also be sparse with the nonzero entries across the rows of (or ) pointing at the sensors sensing a common source. Thus, Thm. 1 states that the S-CCA formulation makes sense because they assign (non)zero entries in some meaningful positions rather than place them arbitrarily. However, as will become apparent via extensive numerical tests the true advantage of S-CCA (in terms of clustering sensors correctly) is in settings with a finite and small number of data in which case the corresponding and do not really give any insight on the informative sensors. Another important aspect of Thm. 1 is that perfect recovery of the different groups of informative sensors is ensured no matter what the underlying data model is (nonlinear in general); this is not the case in [21] .
VI. NUMERICAL TESTS
The performance of the batch CS-CCA and DS-CCA, as well as online OCS-CCA and ODS-CCA schemes is tested and compared with existing alternatives in terms of probability of correctly clustering sensor measurements based on their source content. The novel schemes will be compared with i) standard CCA [5, Ch. 10] ; ii) CS-CCA for zero sparsity-controlling coefficients ; iii) the centralized sparse CCA scheme in [28] abbreviated as PMD; and iv) K-means algorithm (see e.g., [16] ) used to cluster the different sensors into groups using the data vectors acquired at sensor over time-horizon assuming the number of sources is known and the centroids initialized uniformly at random. The distributed algorithms put forth here (namely DS-CCA and ODS-CCA) are tested in a sensor network of randomly placed sensors within a 2-D area which is represented by two normalized dimensions , while the sensor communication range is set to 0.4.
In the following numerical tests both linear and nonlinear data models are considered as specified next. An autoregressive evolution (AR) model is used for sources , i.e.,
in which correspond to the autoregressive coefficients, while is the order of the AR process and is white perturbation noise with zero-mean and variance . In the simulations the sources are scalar, i.e., . First, three different non-overlapping scenarios (each sensor observes no more than one source) are considered to test the performance of CS-CCA and DS-CCA and compare it with other centralized approaches. The process order in (48) is applied here, while the AR coefficients are selected such that . Moreover, the memory length parameter here is set . The first testing scenario treats a linear case where , where is normal if sensor observes source , otherwise is zero. Also note that . In the non-overlapping configuration considered here sensors observe source , sensors observe source while sensors sense just noise. In the second testing case (denoted as Nonlinear Case 1), sensors observe source and the first five entries in are equal to while the {last} 10 entries are equal to zero. Sensors observe source thus the corresponding entries in are given by while the rest are zero. Also, the coefficients are normally distributed. In the third testing case (denoted as Nonlinear Case 2), sensors observe source and the first five entries in are equal to while the rest 10 entries are equal to zero. Sensors observe source , thus the corresponding entries in are given by while the rest are zero.
In Fig. 1 we compare the performance of CS-CCA, DS-CCA for a different number of ADMM iterations ( ), standard CCA, PMD, K-means and CS-CCA for zero sparsity-controlling coefficients in the linear case. The sparsity-controlling coefficients or in 1) and 2) are selected using the algorithm in Section III.C. The corresponding sparsity-controlling coefficients in PMD are selected by cross-validation (details in [28] ). The multipliers and in the DS-CCA algorithm implementation are initialized to be zero. Fig. 1 depicts that CS-CCA achieves the best performance, while the probability of clustering sensor measurements reaches unity (corroborating Thm. 1) as the number of data vectors goes to infinity. It is also of interest that DS-CCA yields better performance than other centralized S-CCA approaches, e.g., PMD, and K-means. Notice also that DS-CCA achieves a performance which improves as the number of ADMM iterations increases leading to better estimates. Note that as increases the DS-CCA performance curve will gradually overlap with the CS-CCA . Also it can be seen that if sparsity is not employed, i.e., , then the performance of CS-CCA deteriorates significantly. In the same way standard CCA for small number of samples has much worse performance than CS-CCA and PMD, though as explained earlier for the probability gradually reaches one since the standard CCA solution will have zeros at the right entries as . Similar conclusions can be drawn from Fig. 2 , which shows the performance of the aforementioned schemes for the two nonlinear models considered here. This signifies the capability of CS-CCA to correctly cluster sensors even in nonlinear settings.
In Figs. 3 and 4 the performance of the online OCS-CCA and ODS-CCA algorithms is compared with the batch counterparts CS-CCA and DS-CCA, as well as K-means. The tests are carried for the linear setting in Fig. 3 and for the nonlinear case 2 in Fig. 4 . The batch algorithm at every time instant has to process all data , leading to a prohibitively large complexity as explained in Sections IV.A and IV.B. This is not the case in the online counterparts that process new data in an incremental way and fixed complexity (not dependent on time). As expected the clustering performance of the online schemes is worse than the batch algorithms, though the probability of correctly clustering the sensors increases with . Nonetheless, even the online schemes achieve better performance compared to the centralized schemes PMD and K-means.
The role of the memory length parameter is examined next in the clustering performance of CS-CCA. To this end, two different AR model for the sources are considered having order , while the AR-coefficients are selected such that for and . The clustering performance of CS-CCA is tested for the linear setting and nonlinear case 2, for two different memory length parameter values, namely and . Fig. 5 indicates that increasing the memory length parameter in the current test setting boosts the performance of CS-CCA, especially in the nonlinear case. Clearly, the larger is the more CS-CCA takes advantage of the temporal correlations present in the data due to the AR-10 source models.
The capability of CS-CCA to perfectly cluster sensors for an increasing number of sensor data was proved for a non-overlapping setting where each sensor can observe at most one field source. For the overlapping case where sensors could sense multiple sources there are no theoretical guarantees for perfect clustering so far. Nonetheless, in Fig. 6 CS-CCA is tested in an overlapping setting and compared with PMD and K-means. Specifically, a 15-sensor network is considered while there are sources in the field evolving according to an AR-1 model. Sensors observe source , sensors observe source and sensors observe both sources , and source . In the linear case the mappings in (1) are set such that entries in are set as , entries are set as while the rest of the entries are set equal to zero. Entries in are set as , while the rest of the entries are equal to zero. Similarly, entries in are set as , and the remaining ones set to zero. For the nonlinear setting the mappings in (1) is set such that entries in are set as , entries are set as while the rest of the entries are set equal to zero. Entries in are set as , while the rest of the entries are equal to zero. Similarly, entries in are set as , and the remaining ones set to zero. The coefficients are normally distributed. Fig. 6 shows that the CS-CCA framework achieves significantly better performance in both the linear and nonlinear settings w.r.t. PMD and K-means. The probability of correct sensor clustering is gradually increasing with , especially for the linear model, reaching a probability much higher than PMD and K-means, which may not be one though.
VII. CONCLUSION
A sparsity-inducing CCA framework was put forth and applied to clustering sensor measurements based on their source content. Norm-one regularization was utilized to impose the sparsity-requirements and recover the different sensor clusters. Relying on coordinate descent techniques a novel centralized algorithm (CS-CCA) is developed to minimize the associated cost and perform clustering. A distributed iterative approach (DS-CCA) that relies only on single-hop inter-sensor communications is further developed using the alternating direction method of multipliers. Online algorithmic implementations (OCS-CCA, ODS-CCA), having manageable communication, computational and storage cost are also derived for settings where sensors are constantly acquiring data. The potential of the proposed sparse-CCA framework in correctly recovering is established theoretically, while extensive numerical results demonstrate the advantages of the proposed approach over existing alternatives.
APPENDIX A
A. Proof of Proposition 1
The proof consists of two parts: (I) It is shown that the updates and by applying BCD to the CCA-based cost (5) converge to a stationary point of the cost in (5); (II) It is demonstrated that the algorithmic updates obtained from applying BCD to the approximated cost in (7), namely and , are arbitrarily close to the updates and obtained from the original CCA-based cost in (5), i.e.,
, where is a nonnegative quantity for which . In detail: (Step I:) First, minimize of the cost in (5) w.r.t. one entry of (or ), namely (or ), without the approximation introduced in (6) . Let and denote the corresponding updates from entry-wise minimization of (5) . During the th BCD cycle, the minimization of (5) w.r.t.
involves:
where and can be obtained as in (10) after replacing the and updates with and which will be obtained via solving (49). Further, (50) where is an index set equal to and corresponds to a column vector. Let denote the minimizer of (49) which is not available in closed form. This is to be contrasted with our algorithm, where instead of considering (49) we tackle (8) after making the approximation with (similary for the term) leading to the simple closed-form updates (13) and (15) .
Next, we are going to prove that the iterates acquired from (49) are convergent to a stationary point of the CCA-based cost in (5) . Let denote the S-CCA cost given in (5), which is defined over and while fixing the other variables. After reducing the redundant variables, the subproblems (21) for will be tackled through updating the sensor 's local estimate, , along with the Lagrange multipliers . Thus sensor is responsible for carrying out the updating recursions in (22)- (24) .
C. Proof of Theorem 1
The S-CCA framework in (5) for an infinite number of data converges to the ensemble counterpart in (45) which can be equivalently rewritten as (56) subject to the constraints and for and , while indicate an optimal solution. The Lagrangian of (56) is (57) where and are matrices whose th entry contains the Lagrange multiplier associated with the constraints and , respectively. Also, let and . The Karush-Kuhn-Tucker (KKT) necessary optimality conditions, see e.g., [3] , imply that the following gradients in (58) should be equal to when evaluated at the optimum solution and and , i.e.,
The equations in (58) result the following equalities satisfied at the optimum of (56) 
As , (62) and (64) can be rewritten as
Using (65) . In the same way, let us define the quantity that can be used to write . Then, the minimization problem in (68) can be rewritten as (69) where is the maximum spectral radius among all possible submatrices of that are formed after keeping of its rows and columns with common indices that are determined by the indices of the nonzero entries in the optimal , where is the optimal selection for . This explains why for any unit-vector for which . In the same way is the maximum spectral radius among all possible submatrices of , from which it follows that for any unit-vector for which , the optimal selection for will be denoted as . 
