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INTRODUCTION
Considerable interest has been directed toward providing conditions for a family of matrices to be reduced simultaneously to some prescribed form, for example, diagonal or triangular (see [lo] ). In particular, it is known from linear algebra (see, for example, [6, Chapter IV] ) that if W is an n-dimensional vector space over a field F, d is a subalgebra of the full matrix algebra In addition, several recent papers, for example, [l] , [4] , [S] , and [ll], either have explored new techniques enabling one to characterize complete matrix rings, or have applied these new techniques, as well as known techniques, to recognize disguised complete matrix rings. Although the class of structural matrix rings has been studied extensively in its own right (see, for example, [2] , [3] , [5] , and [I4]), a notable shortcoming had been the lack of an internal characterization of a structural matrix ring similar to the characterization of a complete matrix ring in terms of, for example, a set of matrix units. In [I31 this problem is solved, viz., a characterization of a structural matrix ring in terms of a set of matrix units associated with a quasiorder relation is obtained. This characterization is used in [15] to generalize the linear algebraic result mentioned in the first paragraph; to be more precise, if
V is a set of R-submodules of the free R-module R", R a commutative ring, then a sufficient condition on ?Y in terms of a basis for R" is provided so that the ring of all R-endomorphisms of R" which leave every R-submodule in Y'
invariant is isomorphic to a structural matrix ring.
Inspired by the foregoing results and the fact that the subring of the complete matrix ring Ml,(R), R an arbitrary ring, comprising all the matrices with the property that the sum of the elements in the first column of such a matrix equals the sum of the elements in the second column, is isomorphic to the upper triangular matrix ring
we provide in Section 2 a general application (see Theorem 2.4) of the mentioned internal characterization of a structural matrix ring. In Section 3 we apply Theorem 2.4 to obtain isomorphisms between seemingly different classes of subrings of a complete matrix ring, viz. structural matrix rings and matrix rings satisfying column sum conditions. Although the latter isomorphisms can also be obtained by conjugation by an invertible matrix, the purpose of this paper is to demonstrate the applicability of the internal characterization of a structural matrix ring. This should be viewed in the light of the success in obtaining new characterizations (of, for example, a complete matrix ring) using existing ones.
We work entirely in the category of associative rings. All rings contain an identity element, and this identity element is assumed to be inherited by all subrings. We use R, 9, and 9 as generic symbols for rings. again denotes the fixed pair for which f2(fjm(fj = I.
We use E,, to denote the usual matrix unit, i.e. the matrix with 1 in position (s, t) and zeros elsewhere.
Proof.
Denoting e, x, and f by respectively, it follows from (1) that the (s, t)th entry of <er)f is e,,,,(,)[elcej * 'X*, ... Recall from [13, Definition 2.11 that a set of matrix units in a ring 9 associated with cB is a subset {e@j) : i cB j) of 9, for some quasiorder relation cs on 11,2,. . . , m} (for some m), such that 2 e(W = 1, i=l for all i, j, j', k with i cs jc, k, j' cB k, and j it j'. (Since the ecij)'s will henceforth be matrices, we preserve, as usual, the subscripts to indicate the positions in such an e ('j).) For the sake of simplicity of notation we write e(")
instead of e(").
Let 9 be any subring of M,(R) [which, by assumption, contains the identity element of M,(R)].
A ssume that we can find p orthogonal idempotents e(l), e@), . . . , ecP), 2 < p < n, in 9 of the form described in the paragraph preceding Lemma 2.1, with sum the identity element of M,(R), such that e(')ge(') = Re(") for every i E (1,2, . . . , p}. (Two remarks are in order at this stage. First, note that by Corollary 2.2 e(').%'e(') c Re("). Second, if R happens to be a field, then, since every eci) is a rank 1 matrix, and since the e(')' s sum to the identity matrix, we necessarily have p = n.) Lemma 2.1 leads us to defining the relation ca on {1,2,. . . , p) by 
Proof.
Let i, j, k, 9 E {1,2, . . . , p}. Since e(') E e(').%'e("), it follows that Sii # (O), and so ic, i. Next, let ic, j and kc, 9 . Then by (41,
eym(e w)ej~&,+ E,= s,t=l
Since i cB j and j ca q, we have by assumption Sij = R and Sj4 = R, and so by Lemma 2.1, (9)) where the last equality follows from (5) . Hence e(i)9e(9') = RX:, z=le~~~eqef~~q~~z E,,. Lemma 2.1 and (3) now imply that Siq = R.
Consequently by (21, i cB q, and so by (4) and (5), e(ij)e(jq) = e(Q). 
for every x E 9. Hence the proof of [13, Theorem 2.61, in particular [13, (3) and the subsequent definition of 01, implies that 9 is <ring> isomorphic to the structural matrix ring M,(B, R) via
(61
We summarize the foregoing results in 
MATRIX RINGS SATISFYING COLUMN SUM CONDITIONS
A subring 9' of M,(R), n >, 2, is said to satisfy a column sum condition if for some j,, j,, . . . , j,, with 1 < j,, j,, . . . , jk < n, 2 < k < n, we have is below the main diagonal, and so if bnj = 1, then, as we deal with blocks, the block with vertices at positions (j, j), (j, n), (n, j), and (n, n) has l's everywhere. The assertion now follows easily, since B is transitive.
We are now in a position to use Theorem 2.4 in order to obtain an isomorphism between two seemingly different subrings of M,(R). 
By the definition of ~%'s the e(')'s are in 9s, and they are idempotents with sum the identity of M,(R).
Now we show that the e(")'s are mutually orthogonal. Let 1 < i < n -1, and suppose that bki = 0 and b,, = 1 for some k. Since i is one of the j's and n is not one of the j's in the sum below, -Eni and Eni are the only 
F] and [i F]
are ruled out by [13, Theorem 2.6(n) and Proposition 2.81. We conclude that there is no set, with cardinality at least 2, of mutually orthogonal idempotents in S(n) with sum equal to lSC,,), such that the conditions in [13, Theorem 2.61 are satisfied, and so [13, Proposition 2.81 implies that 9 is not isomorphic to a structural matrix ring. 
