The recommender systems help users who are going through numerous items (e.g., movies or music) presented in online shops by capturing each user's preferences on items and suggesting a set of personalized items that s/he is likely to prefer [8] . They have been extensively studied in the academic society and widely utilized in many online shops [33] . However, to the best of our knowledge, recommending items to users in price-comparison services has not been studied extensively yet, which could attract a great deal of attention from shoppers these days due to its capability to save users' time who want to purchase items with the lowest price [31] . In this paper, we examine why existing recommendation methods cannot be directly applied to price-comparison services, and propose three recommendation strategies that are tailored to price-comparison services: (1) using click-log data to identify users' preferences, (2) grouping similar items together as a user's area of interest, and (3) exploiting the category hierarchy and keyword information of items. We implement these strategies into a unified recommendation framework based on a tripartite graph. Through our extensive experiments using real-world data obtained from Naver shopping, one of the largest price-comparison services in Korea, the proposed framework improved recommendation accuracy up to 87% in terms of precision and 129% in terms of recall, compared to the most competitive baseline.
Introduction
Most online shoppers are price sensitive. Since the price of an item may differ from one site to another, the shopper who is looking for a bargain has to visit many shopping sites to compare prices. To save the users' efforts, major portals, such as Google 3 , Yahoo! 4 , Bing 5 , and Naver 6 , provide a price-comparison service.The price-comparison service is useful to the users who know exactly what they are looking for. The user who only has a vague idea about the item of his interest, on the other hand, still needs to go through numerous items presented by the price-comparison service to narrow their search. A recommendation system [1, 21, 34, 38, 46] , if provided in conjunction with the price-comparison service, can aid the user in the process of finding preferable item(s).
When a price-comparison site adopts the traditional recommendation systems, it may face several difficulties. If the price-comparison site does not keep record of users' explicit feedbacks [28, 30] such as item ratings and purchasing history, it cannot directly utilize the recommendation systems with them. The price-comparison site often suffers from gathering users' explicit feedbacks because it does not sell items but provide link to each shopping mall selling the items. Therefore, we can consider using implicit feedbacks such as click log and search log [19] .
The recommendation systems based on implicit feedback, however, cannot produce high-quality recommendation because of the following two distinct characteristics of the price-comparison service. First, the same item may be regarded as different in online shopping, since online shopping sites often use different titles for the same item. This makes it difficult to differentiate whether two users have clicked or searched the same item or different items. Thus, the recommendation system with implicit feedbacks may not be able to correctly compute the similarity [17, 24, 56] between users' preferences. Second, most users utilize the price-comparison service without log-in, and thus the price-comparison service provider cannot collect enough data about the user's history on clicked or searched items. In this situation, the existing recommendation systems suffer from the cold-start problem [1, 26, 43, 46] , one of the well-known problems of recommendation systems. Because two cold-start users have few items in common, their preferences cannot be compared. If most users are regarded as cold-start users, as in price-comparison services, the recommendation system with implicit feedbacks would produce low-quality recommendation.
In this paper, we propose the strategies for improving the quality of recommendation at price-comparison service sites. First, we use log data for recommendation. Click log is used to identify user's preference and search log is used to filter out previously searched items from recommendation. Second, we group similar items together, and the grouped items are used as a unit of user's preference. Using this strategy, we not only avoid the problem of the same item being regarded as different, but also effectively alleviate the datasparsity problem. Third, we use similarities between groups to reinforce a user' preference represented by the groups. Since the user tends to prefer the items in the groups similar to the groups that have the items preferred in the past, this strategy can mitigate the cold-start problem.
To adopt the proposed strategies, we need to capture the relationships (1) between users and similar-item groups and (2) between groups. In this paper, we propose a recommendation framework based on a tripartite graph. The proposed framework constructs a graph with nodes corresponding to users, similar-item groups, and groups' features, and links corresponding to the relationships between users and similar-item groups and those between groups and groups' features. Random walk with restart (RWR) [41] on the tripartite graph finds the groups a user is likely to prefer. Then, our framework recommends a set of items to the user from the selected groups.
Through extensive experiments with real-world data, we have verified the superiority of the performance of the proposed framework by comparing it to existing recommendation methods. We note the following. First, the quality of recommendation of the proposed framework is improved when each additional recommendation strategy is adopted. Second, the recall and the precision of the proposed framework are superior to the existing methods for randomly selected users. Third, the recall and the precision of the proposed framework are also superior to the existing methods for cold-start users. Finally, the user study validates that the proposed framework provides more meaningful recommendations than the existing methods.
The rest of this the paper is organized as follows. Section 2 reviews existing recommendation methods. Section 3 discusses the motivation for a new recommendation system for price-comparison services and proposes three recommendation strategies and the recommendation framework. Section 4 examines the performance of the proposed framework through extensive experiments. Section 5 summarizes and concludes the paper.
Related Work
This section briefly reviews several categories of existing recommender systems, including (1) traditional collaborative filtering, (2) group recommendation, (3) implicit feedback based recommendation, and (4) graph-based recommendation using Random Walk with Restart.
The collaborative-filtering approach recommends the items that the users with the tastes and interests similar to the target user liked in the past. The collaborative-filtering approach can be further classified into user-based [6, 9, 23, 27, 29, 44, 47] , item-based [22, 37, 45] , and graph-based [11, 13, 35, 40, 52, 55] methods. The collaborative-filtering method suffers the cold-start problem, because the taste and interest of a new user can rarely be identified. It also cannot recommend new items which have not yet accrued a sufficient number of ratings.
Recently, several group-recommendation approaches have been proposed [2, 3, 5] . The main goal of these approaches is to maximize the total satisfaction of a target group rather than a single user. Since most of them are based on collaborative filtering while employing some aggregation methods, they also suffer from the inherent shortcomings of collaborative filtering, such as data sparsity and cold-start problems.
Since the above approaches rely on explicit user feedbacks, recommendation is not possible when user-ratings are unavailable. In comparison, some recommendation methods, in particular for web personalization, use 'implicit' click log data or search history data instead of 'explicit' user-ratings [4, 7, 12, 14, 19, 32, 36, 42, 49, 50, 54, 57] . These methods infer the user's preference from the items clicked by the user. They regard the clicks on items as an indirect indication of the user's preference on these items. These approaches could make users free from the burden of providing explicit ratings on items. Also, we do not care whether the ratings are trustable or not [39] . In many cases, however, the quality of recommendation could be unsatisfactory because clicks on items do not always indicate users' preferences [42] .
Another research line that are relevant to our work is the Random Walk with Restart (RWR). It computes the proximity between a target node and the rest of nodes [41] . The proximity is defined as the probability of staying at each node when random walk through links is performed from a given node with restart. The RWR has been successfully applied to diverse application areas. In the field of recommendation systems, it is known to provide high accuracy and also known to be useful in the case of analyzing heterogeneous relationships [27, 40] . Like collaborative filtering, we assume that the user would prefer the items clicked by the other users who have clicked on many items clicked by him. Also, the user would prefer the items whose features are similar to those of the items clicked by him. If users, items, item-features, and the relationships among them are modeled as a graph, the RWR can be used to find out the proximity of a user to another users, items, and item-features by reaching each node starting from him. The user would like a user, item or item-feature close to him on the graph even he has never seen before. Thus, we use the proximity to recommend items.
Until now, we have summarized various technologies on recommender systems. However, to the best of our knowledge, there have not been any recommender systems that target the users in price-comparison services. We notice that the following two papers are the most relevant to our research: Lee et al. [31] detected fraudulent users in price-comparison services by analyzing their click logs from the viewpoint of several aspects such as the number of clicks on a single item, a click interval, and a diurnal activity pattern; Gupta et al. [16] performed comprehensive study of analyzing user behaviors and uncovering meaningful characteristics, e.g., "a user's purchase is highly correlated with the time spent on the site and the search queries s/he wrote before coming on the website". However, these studies do not provide a working algorithm for recommendation; to the extent of our knowledge, our work is the first one to study a recommender system that works in price-comparison services.
Proposed Approach
In this section, we first point out, via preliminary experiments, the problems of using existing implicit-feedback based recommendation methods that infer a user's preference from every single item evaluated or clicked by the user [4, 14, 19] . Then, we present our proposed recommendation framework that successfully remedies the problems and recommends plausible items to users in price-comparison services. Figure 1 represents the price-comparison process at Google Product Search. The user searches items with keyword 'iPhone5,' receives a list of items whose description contains the keyword, and clicks on some of the items on the list to obtain more detailed information or to purchase them. Search and click reveal the user's preference indirectly, and click, in particular, provides a stronger evidence of his preference between the two. Figures 1 (a) and (b) show search log and click log, respectively. From Figure 1 (b), we infer that the user prefers black iPhone 5 to white iPhone5 or iPhone4.
Motivation
For preliminary experiments, we collected the log data for eight-month periods from Naver shopping, one of the biggest price-comparison sites in Korea. The log contained about 10,000 sampled users and 310,000 items which are clicked at least once by the sampled users. We selected 100 users randomly as target users and produced recommendations for them using a user-based collaborative filtering (user-CF) [45] , an item-based collaborative filtering (item-CF) [45] , and a graph-based recommendation system (rwr-CF) [15] , other jacket other jacket safari-style jacket 3 safari-style jacket safari-style jacket safari-style jacket 4 safari-style jacket padding jacket safari-style jacket 5 padding jacket safari-style jacket safari-style jacket Categories clicked by the target user in the past: safari-style jackets, alpaca wool overcoats, shoulder strap bags, kettles, digital cameras respectively. Note that we used the number of clicks on each item as a surrogate for an item rating.
We find two problems from recommendations for the hundred users obtained by the three methods, and the Tables 1 and 2 are their examples, respectively. Table 1 shows that all three methods recommend the items almost identical to the ones the target user has searched or clicked in the past. Further investigation reveals that the target user in Table 1 has a history of clicking items related to fashion and electronics. Table 2 shows that user-based collaborative filtering recommends the items completely irrelevant to the target user's interest, while the other two methods cannot recommend any items. This phenomenon frequently occurs to cold-start users.
The experiments reveal three potential problems in the existing recommendation methods when applied to price-comparison services: (1) almost identical items are recommended, (2) irrelevant items are recommended, or (3) no item is recommended. These problems happen because of two reasons. First, online shopping malls often describe the same items with slightly different titles, which are regarded as different items by the price-comparison service. As a result, instead of recommending diverse items, the pricecomparison service would recommend nearly identical items. Second, because the user is not required to login to use the price-comparison service, the user log keeps the record of the activities during his short session time only. If the record of the target user is limited, the existing methods cannot find users similar to the target user and thus recommend irrelevant items or no item. Note that these problems are unavoidable in recommendation for the price-comparison service. In the following, we propose the strategies to alleviate these two problems.
Strategies for Recommendation
To provide high-quality recommendation to the user, we propose three strategies for the recommendation systems in price-comparison services. The first strategy is to use log data not only for identifying users' preferences but also for filtering out some items from a recommendation. Generally, the log data is only used for identifying users' preferences. Similarly, we identify the user's preference using clicked items and the number of clicks on them. In addition, we use search log for filtering out the items that are already searched when recommending items to the user.
Although the first strategy may improve the quality of recommendation, the recommendation system with this strategy is still plagued with the problem that the same items may be regarded as different items. The second strategy is to group similar items and use the similar-item group as the unit of user's preference. In traditional collaborative filtering, two users are considered similar if at least one item preferred by each user is the same. If an individual item is used as the unit of user's preference, the same item is frequently regarded as different in online shopping, and as a result, the similarity between users' preferences may be inaccurately computed. For instance, suppose that item i is listed as i A and i B in a price-comparison service, and two users have clicked on i A and i B , respectively. Although they practically have similar preference, they would be considered to have different preferences. The second strategy groups similar items using clustering methods 7 and uses the similar-item group as the unit of user's preference. We call the group an interest-field.
To solve the cold-start problem, we propose the third strategy of securing additional interest-fields by utilizing similarities between interest-fields. As most users utilize the price-comparison service without log-in, their preferences contain only a small number of interest-fields, which would produce low-quality recommendation, as shown in Table 2 . We collect additional interest-fields by including interest-fields similar to those preferred by the user in the past. The similarity of two interest-fields can be measured by the similarity of the descriptions of items in them and/or the closeness of the items in the category hierarchy. Here, the descriptions of items and the categories to which items belong are called the features of interest-fields. If we utilize the similarities between interest-fields to secure more interest-fields, the recommendation system would produce higher-quality recommendation even to the cold-start users. We use the three strategies to find the interest-fields that the target user may prefer. After finding the interest-fields, we should recommend individual items from the interest-fields. In the next section, we explain how to practically adopt the three strategies and how to select the individual items in detail.
The Recommendation Framework
Our recommendation framework consists of four steps, as shown in Figure 2 . The first three steps are performed offline, and the last is done online at the time of item search. At Step 1, the framework groups a set of similar items together. At Step 2, it constructs a tripartite graph using the relationships among users, items, and item-features. At Step 3, it identifies the user's preference on items by performing the RWR on the tripartite graph. Note that these three steps can be performed beforehand. At Step 4, the framework recommends a set of items based on the preferences identified in Step 3 in response to the user search.
For Step 1, we use the lowest level in the category hierarchy as the item group, and call it an 'interest-field.' We believe it is more practical and economical to use the category hierarchy which has been already well-organized by portals than employing some clustering methods, such as k-means.
For Step 2, we have developed a tripartite-graph based recommendation framework. The graph consists of three types of nodes: users, interest-fields, and features. The user node is the user who has clicked at least one item. The interest-field node is a group of identical or similar items. The feature node is either the keyword in the item descriptions or the name of a higher-level category.
There exist two types of links. The link between the user node and the interest-field node indicates that the user has clicked some items in the interest-field. The link between
Step 1: Item grouping
Step 2: Graph construction
Step 3: RWR execution
Step 4: Top-k recommendation i 3 u 1 Fig. 2 . The detail steps in the proposed framework.
the interest-field node and the feature node captures the fact that the item in the interestfield is described by the keyword represented by the feature node or belongs to the higher category represented by the feature node. Figure 3 represents the tripartite graph of the proposed framework. How to assign the weight of these types of links is explained in detail in the next section. For Step 3, our framework employs Random Walk with Restart (RWR). Equation 1 describes the RWR process. In Equation 1, matrix A is the adjacency matrix representing the tripartite graph. The size of the matrix is the number of all nodes by the number of all nodes, and each cell represents the weight of each link. There exists no link between two nodes of the same type and its value is 0. The vector R i is the proximity vector of the user where each element is the proximity value of the node on the graph at the i-th step. The initial proximity vector R 0 is set 1 for the node corresponding to the target user, otherwise set 0. The vector E is the restart vector and set as the same as the initial proximity vector R 0 . The restart vector is needed to recursively restart from the target user node. The first part of Equation 1 is the random walk to each node in a graph from the target user node, and the second part represents the restart from the target user node. The probability α between two parts of RWR is normally set as 0.85 /citeKon09, Onu09. RWR is recursively computed until the vector R i converges.
Because of the large size of adjacency matrix A, it is infeasible to directly compute RWR at runtime. For instant online recommendation, the framework pre-computes the proximity vectors R represented users' preferences for all users using the fast RWR [48] . Equation 1 represents the 'converged' proximity vector R. In order to compute R, Equation 1 is transformed into Equation 2. In Fast RWR, the proximity vectors of all users are computed without recursion if the inverse matrix of (I − αA) is known in advance. Since the inversion of a large matrix is difficult to compute, we use the technique of partitioning the original graph with Metis and combining the inversions of small matrices [25] 
Using the proximity vector R, the framework selects the interest-fields with high proximity values. Even though the proximity value of an interest-field is high, if the user has already clicked on several items in that interest-field, he would not want to see more items from it. The framework filters out the interest-fields that have received more than a pre-set number of clicks before recommending individual items.
For Step 4, we suggest the following criteria. First, the item that has been clicked or searched is filtered out from recommendation. Exclusion of these items is justified because either the target user has already seen the detailed information of clicked items or he has ignored the items searched but not clicked on purpose. Second, the popularity and/or recentness of items should be considered. The popularity of an item is captured in the total number of clicks it has received, and its recentness is found by the release date. Different price-comparison service providers may use different policies in using the popularity and recentness criteria. For instance, if the provider considers popularity more important, it may recommend an item with a higher number of clicks. On the other hand, if the provider considers recentness more important, it may recommend an item with more recent release date, which can alleviate the latency problem.
Next, we examine the time complexity of each step in order to understand our framework in the performance perspective. In step (1), for having a set of similar items grouped together, we just employ the category hierarchy, which has already been organized by domain experts. So, the time complexity of this step is O(1). In step (2), the time complexity of constructing a tripartite graph is O(e), where e indicates the number of edges in a graph. In step (3), the time complexity of performing RWR on a tripartite graph is again O(e). In step (4), for top-k recommendation, we need to sort all the interest fields according to their RWR scores. Thus, its time complexity is O(I log I), where I indicates the number of interest fields.
Link Weights
The weight of a link captures the degree of either how much a user prefers an interest-field or how closely related an interest-field and a feature are. Figure 4 shows an example of two types of links connected to a single interest-field node. Here, the feature node is classified into two types: category feature node and keyword feature node.
The number of clicks from user a to interest-field x is used as the weight of link L(u a , i x ). The link is weighted according to the number of clicks. Unlike the relationship between a user and an interest node, there is little evidence how important a link between an interest-field and a feature node is. In the case of the category feature node, the framework assigns different weights for different levels in category hierarchy. For example, Naver Shopping categorizes an item into four levels. Each interest field (i.e., the lowest-level category) is connected to three upper-level category feature nodes, and the weights of those links are set by parameters s, m, and l, where s, m, and l are small, medium, and large levels of product category hierarchy, respectively. On the other hand, since it is difficult to determine which keywords are more important to an interest-field, the same weights are assigned for the links between an interest-field and the keyword feature nodes.
Even with the weights assigned, we still face the problem of determining which type of link is more important. Suppose that user u 1 clicks 10 times on interest-fields i 1 and i 1 has 3 keywords. That is, w(L(u 1 , i 1 )) is 10, and w(L(i 1 , f 4 ))is 1/3. We still need to determine the relative ratio of these two links. The framework is designed to control the relative importance of two types of links, L(u, i) and L(i, f ), using parameters u and f . Equation 5 represents the ratio between two links. In Equation 5 , U x is the set of users who have clicked items in interest-field x, and F x is the set of the features of interest-field x. When u : f equals to 1:0, the framework is the same as the graph-based collaborative filtering method. When u:f is close to 0:1, the framework is similar to the content-based recommendation method. In this regard, the framework is one of the hybrid methods. ua∈Ux w(L(u a , i x )) :
The relative ratio between category feature nodes and keyword feature nodes is determined in a similar way, using parameters c and k. Equation 6 represents the ratio between the link from an interest-field node to a category feature node and the link from an interestfield node to a keyword feature node. In Equation 6, F C x is a set of the category feature nodes of interest-field node x, and F K x is a set of the keyword feature nodes of x.
fa∈F Cx w(L(i x , f a )) :
Evaluation
In this section, we demonstrate through various experiments that our proposed framework is superior to the existing methods, such as user-based collaborative filtering (user-CF) [6] , item-based collaborative filtering (item-CF) [45] , user-based one class collaborative filtering (user-OCCF), item-based one class collaborative filtering (item-OCCF) [42] and graph-based recommendation (RWR) [15] . Actually, we found more algorithms in the context of hybrid recommendation (e.g., Collaborative Topic Regression (CTR) [51] , Collaborative Deep Learning (CDL) [53] , and SVDfeature [10] ) in the literature. However, we could not include them as our baselines since they cannot be directly applied to our content data (i.e., the hierarchy of product categories and the keywords in the item descriptions), and their extension to fit our data is non-trivial and extremely difficult; we leave this task for our future work.
Experimental Setup
For experiments, we used the search and click log data of Naver Shopping. Each data point in the search log is composed of the user, the search keywords, and the list of searched items. Each data point in the click log is composed of the user and the list of clicked items. The search log consists of 10,000 users and 9,099,698 items, and the click log consists of 9,997 users and 310,841 items. Since we do not have any login information about users, we regard each session, created when a user visits the shopping mall site, as an identical user. As shown in Figure 5 , Naver shopping classifies items into four-level category hierarchy: large, medium, small, and detail category levels. Each level consists of 19, 231, 1461, and 4282 categories, respectively. Before comparing the performance of our framework against other existing methods, we performed two sets of experiments. The first set of experiments was to determine the parameters for the proposed framework (experiment 1). The second set of experiments was self-evaluation, analyzing the performance of the proposed framework by successively adding the second and the third strategies (experiment 2). The performance-comparison experiments with other methods were performed with general users (experiment 3) and cold-start users (experiment 4). We also conducted a user study (experiment 5).
For self-evaluation (experiments 1 and 2) and experiment 3, we randomly selected 100 users among those with the history of clicks on more than 5 detail categories. For each user, a subset of detail categories clicked was randomly selected and used as a test set: 1 category for the users with clicks to 5 to 10 categories, 2 categories for the users with clicks to 10 to 20 categories, and 3 categories for the users with clicks to more than 20 categories. The test set was excluded from the training data set. The evaluation was based on whether a recommendation method was able to recommend the detail categories in the test set. Each recommendation method was evaluated at the small category level as well.
That is, we also evaluated whether the recommendation methods can recommend the detail categories that are the siblings of the ones in the test set.
For experiment 4, we could not evaluate recommendations for real cold-start users because most of them were anonymous users without log-in. Even if some of them were not anonymous users, we still could not find out profiles of them because of privacy issues. So, we generated cold-start users from 706 users who had originally clicked 30 to 80 categories. For each user, five randomly-selected categories were used as a training set and the rest were used as a test set. In addition to the two evaluations mentioned above, we also investigated whether the increase in the number of categories the users had clicked had an impact on the quality of recommendation.
We used three metrics: recall, precision, and coverage, as defined below [18] . The correct-answer items are defined as the items in the test set. Recall is the ratio of recommended correct-answer items to all correct-answer items. Precision is the percentage of recommended correct-answer items to all recommended items. Finally, the coverage is the percentage of users who received recommendation. The coverage metric is used in experiment 4 only, where many cases with no recommendation are reported.
coverage = # of target users received the recommendation the number of target users (7) For experiment 5, we conducted a user study with seven volunteers. Ideally, real users should be judging the quality of the items recommended by each method. It is difficult, however, to identify real users because of the privacy issue for gathering user profiles. Instead, each volunteer manually selected top five users or a single user similar to himself, and evaluated whether the recommendations were useful or not.
Experimental Results
Experiment 1: Parameter settings for Naver Shopping In this section, we conducted a set of experiments to determine the optimal parameter values for Naver Shopping. The proposed framework should set the weight-ratio parameters: u : f for two types of relationships between users and interest-fields and between interest-fields and features, c : k to handle the importance of links to two types of features, and s : m : l to reflect the levels of the category hierarchy. Table 3 shows the parameter values tried in the experiments. In Table 3 , the boldfaced and underlined numbers are the default values for the respective parameters. For example, when we tried out different settings for u : f , we fixed the values of c : k and s : m : l to 2:1 and 1:1:1, respectively.
In each experiment, the number of recommended categories was either 10 or 20, and the recommendation was given at the detail level or at the small level. The accuracy of recommendation was measured by recall and precision. Tables 4, 5, and 6 show the accuracy of the recommendation with different parameter settings. The highlighted parameter value shows the highest accuracy. Because an answer set for each user consists of one to three categories, the precision is at most 0.3 where 10 detail-level interest-fields are recommended for the user who has three categories as his answer set. The maximum precision can be lower than 0.3 since most users have clicked less than 20 categories. As shown, the best parameter setting for Naver Shopping is found to be u : f = 1 : 1, c : k = 2 : 1, and s : m : l = 1 : 1 : 1. The only exceptions are the cases where 20 detaillevel interest-fields are recommended. In practice, most providers want to recommend far less than 10 items, and thus this exception should not pose any real problem. Also, the best accuracy is obtained when the ratio of c and k is 2:1 in Table 5 . The relative importance of the category compared to keywords is because the category is organized well by domain experts, while the keyword is formulated by normal users, not experts. In the following experiments, the best parameter values, u : f = 1 : 1, c : k = 2 : 1, and s : m : l = 1 : 1 : 1, are used. Experiment 2: Self-evaluation In this section, we demonstrate the improvement in accuracy by applying the second and the third recommendation strategies successively to the first strategy of using log data (i.e., implicit-feedback based recommendation) 8 .
In the first set of experiments, we compared the recommendation method using user & item bipartite graph, and the one using user & interest-field bipartite graph. The former is the default method, while the latter utilizes the second strategy that adopts the concept of interest-fields to the existing graph-based method. Since the former recommends items Table 5 . The accuracy of recommendation while changing c : k while the latter recommends interest-fields, we used the lowest-level categories that containing the items recommended by the former for comparison. Table 7 shows the recall and precision with 10 or 20 recommendations by two methods. The results show that the second strategy performed better and confirm our claim that using interest-fields is more advantageous to identify user's preference than using items. In the second set of experiments, we compared the graph-based method with user & interest-field bipartite graph and the one that uses the features of interest-fields. The former is based on the second strategy, while the latter utilizes the third recommendation strategy in addition. Three cases with different features were analyzed: using category-hierarchy only, using keyword only, and using both category hierarchy and keyword. As shown in Table 8 , the method with both category hierarchy and keyword information exhibited the highest accuracy. Compared to the methods using a single feature, the method using both category hierarchy and keyword information can secure more interest-fields that are not clicked but are likely to be preferred by a user. In the following experiments, we use the graph-based method with a tripartite graph using both features. Experiment 3: Cases with general users In this set of experiments, we compared the performance of the proposed framework with three existing methods (rwr-CF, user-CF, item-CF, user-OCCF, item-OCCF) for general warm-start users. Since the existing methods recommend items, for fair comparison, we let the existing methods recommend items until the number of distinct interest-fields reaches 10 or 20. Table 9 shows the results of the recall and precision of each method with different category-levels for evaluation. It is observed that the proposed framework performed better than the existing methods in terms of accuracy. Since the accuracy of user-OCCF at the detail category level is too low, the results of user-OCCF at the detail level are not reported in Table 9 . At the detail category level, the proposed framework improved precision by 77% to 150%, recall by 54% to 119%, and F-measure by 134% to 223% over the existing methods when 10 interest-fields were recommended, and improved precision by 19% to 90%, recall by 5% to 68%, and F-measure by 74% to 89% when 20 interest-fields were recommended. At the small category level, the proposed framework improved 18% to 87% of precision, 48% to 129% of recall, and 69% to 92% of F-measure when 10 interest-fields were recommended, and improved 0% to 48% of precision, 27% to 87% of recall, and 29% to 51% when 20 interest-fields were recommended.
These improvements come from two factors. First, interest-fields have an advantage over individual items when identifying user's preference. While the existing methods do not classify two users as similar if they have never clicked identical items but have clicked similar items, they are regarded similar when interest-fields are used as the unit of recommendation. Second, the use of the features of interest-fields makes it possible to recommend interest-fields, even if a target user has clicked a very small number of items. While the existing methods provide the user with irrelevant recommendation or no recommendation, using the features of interest-fields, the proposed framework can secure more interest-fields that have not been clicked by the user but have the features similar to the interest-fields that he is already interested in. Table 9 . The accuracy comparisons between our approach and the existing methods Experiment 4: Cases with cold-start users In this set of experiments, we compared the performance of the proposed framework with rwr-CF, user-CF, item-CF methods for cold-start users. Note that all OCCF based method perform too low accuracy to show in the figures. So, we decide to exclude them in this section. Figure 6 shows the change in accuracy with the increase in the number of interest-fields clicked by each target user. In Figures 6 (a) , (b), and (c), the x axis represents the number of the detail categories clicked by each target user, and the y axis represents the precision and recall with 10 recommendations. The proposed framework improved precision by 46% to 79%, recall by 30% to 70%, and F-measure by 35% to 74% over user-CF that showed the best performance among the existing methods. Note that the accuracy of the proposed framework dropped slightly when the number of clicked interest-fields increased from 15 to 20. We conjecture that the cold-start user turns into a general user by that time, so there is little improvement in accuracy even if he clicks more interest-fields. At the detail category level, the proposed framework improved precision by 77% to 150%, recall by 54% to 119%, and F-measure by 134% to 223% over the existing methods when 10 interest-fields were recommended, and improved precision by 19% to 90%, recall by 5% to 68%, and F-measure by 74% to 89% when 20 interest-fields were recommended. At the small category level, the proposed framework improved 18% to 87% of precision, 48% to 129% of recall, and 69% to 92% of F-measure when 10 interest-fields were recommended, and improved 0% to 48% of precision, 27% to 87% of recall, and 29% to 51% when 20 interest-fields were recommended. Figure 7 shows the result of the coverage, i.e., how many users received the recommendation by each method. The proposed framework provided all users with recommendation; 
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Our approach user-CF item-CF rwr-CF (c) F-measure Fig. 6 . The accuracy comparison of the recommendations for cold-start users.
while the existing methods were not able to produce recommendation for 25 to 35% of users when they clicked on 5 detail categories. We note that both user-CF and rwr-CF had similar coverage of users. The users who had received recommendation by each method overlapped significantly. All existing methods were getting close to 100% of the coverage with the increase in the number of detail categories. It is important to produce the recommendation for cold-start users, and thus the proposed method is more suitable for price-comparison services. 
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Experiment 5: The user study In this final set of experiments, we conducted user studies by asking seven volunteers to evaluate the effectiveness of recommendations obtained from six methods (our approach, user-CF, item-CF, rwr-CF, popularity-based recommendation, and random recommendation). Each volunteer went through 100 users who were randomly selected in experiment 3 examined their clicked detail categories, and selected five users who were most similar to himself. Then, he evaluated the recommendations by six different methods for these five users. He gave binary scores to the interest fields recommended by six methods, indicating whether each recommendation was useful for him or not. Table 10 presents the result of the effectiveness with top five similar users. The boldfaced number in a gray cell represents the method each volunteer selected as the best. Four out of seven volunteers evaluated that the quality of the recommendation by the proposed framework was the best. The average and the trimmed average scores of the proposed framework are higher than the others. Here, the trimmed average means the average while excluding the highest and the lowest scores. Table 11 summarizes the result of the effectiveness of the recommendation methods with the user most similar to each volunteer. The result is similar to that of Table 10 .
Note that in real world the price-comparison service provider tends to recommend popular interest-fields which have been clicked many times by many users and these recommendations is evaluated as satisfactory. We expect an improvement in user satisfaction when applying the proposed strategies to price-comparison services.
Conclusions and Further Study
The price-comparison service provides the user with an aggregation of item-price information from various shopping malls, but the user still has to navigate a myriad of products to figure out the exact item he is interested in. A personalized recommendation would aid the user to find out what he really wants, which would in turn promote the sales. It is, however, difficult to apply the existing recommendation methods to price-comparison services, because most methods require rating information and suffer from the cold-start and latency problems. This paper has proposed three recommendation strategies to alleviate the problems with existing methods in price-comparison services. The main contributions of our paper can be summarized as follows:
1. Through our preliminary experiments, we have shown that existing recommendation methods provide quite low accuracy when they applied to click log data. 2. We have identified the characteristics of price-comparison services that cause low recommendation accuracy. 3. In order to increase the recommendation accuracy in price-comparison service sites, we have proposed three recommendation strategies as follows. First, we use click-log data to identify users' preferences. Second, we have similar items grouped together as user's area of interest when capturing users' preferences. Third, by exploiting category hierarchy and keyword information of items, we identify the relationships among user's areas of interest. 4. We have developed a unified framework that reflects the relationships between users and similar-item groups and also between groups in recommendation by using the notion of random walk with restart.
5.
We have verified the effectiveness of our framework throughout extensive experiments.
The proposed framework improved maximum of 87% in precision and 129% in recall for regular users, and 184% in precision and 173% in for cold-start users over the existing methods. We have also verified the effectiveness of the recommendation via user studies.
Our proposed framework can be applied to a variety of applications in addition to pricecomparison services. They include personalized web page ranking, click-through-based item recommendation, and recommendation in online shopping environment where the problem of one class collaborative filtering may occur. There are several interesting directions for further study. We are currently in the process of incorporating keyword synonyms with feature nodes. By exploiting the notion of synonyms, we expect to increase the data density, thereby achieving higher recommendation accuracy. Also, we are considering to employ the notion of uninteresting items, which are those items unrated but identified as uninteresting to a user, in the one class collaborative filtering problem [20] . We expect it would improve the recommendation accuracy more significantly. 
