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Abstract
This body of research is comprised of two main threads: determining the material
properties of materials integral to the future of the power generation industry, and
developing different techniques to measure creep strain for use within the laboratory as
well as in an industrial setting. The research focusses primarily on the materials austenitic
stainless steel 316H and nickel superalloy Inconel 617, although some experiments on
ferritic steels have also been performed. Tests were performed to characterise the
behaviour of Inconel Alloy 617 at 700◦C, and tensile and creep properties have been
determined and used in analyses.
The validity and accuracy of a novel Alternating Current Potential Drop (ACPD) sensor
has been evaluated for different materials. It has been shown to be able to detect the strain
to within 1 x 10−3 ε of more widely used strain measurement techniques. Furthermore,
it has shown promise in detecting tertiary creep initiation in advance of other methods,
even under multiaxial stress states.
The application of Digital Image Correlation (DIC) at elevated temperatures has been
demonstrated to measure creep strain, and used to visualise the strain field caused to
elicit a better understanding of how a multiaxial stress state affects deformation on a
local level. Results for notched specimens of 316H have been compared to finite element
(FE) simulations of creep using the Cocks-Ashby void growth model, with suggestions
made to improve the existing model by making considerations for plastic damage.
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Chapter 1
Introduction
1
1.1 Background
The power generation industry is an integral part of the infrastructure of a modern nation.
Energy consumption is rapidly increasing in both the developed and developing world and
it is critical to operate effectively in order to meet demand. At present, the vast majority
of energy generated in the world is obtained from non-renewable fuel sources, comprising
both fossil fuels and nuclear material. This situation has led to energy providers striving
for competitiveness in the market by delivering an optimum amount of power per amount
raw fuel as well as reducing losses by implementing plant on-line schedules with less
downtime. In addition there is the need to balance maximising the lifetime of a power
station and its constituent material with ensuring safe and responsible management of its
operation.
At the elevated temperatures present in a power plant, creep becomes the primary
failure mechanism. Accumulation of creep strain and damage causes defects to develop
in component material and left unchecked can have disastrous and sometimes fatal
consequences. To mitigate this, it is possible to either replace components en masse
once they have reached the end of their design lives, or implement a proactive scheme of
regular inspection and evaluation so that the maximum life possible can be extracted from
them. The first approach is expensive, and can be quite wasteful as practical component
design is inherently conservative, meaning many remain in good condition to continue
activity. Therefore in order to reduce both costs and wastage, power plant operators
usually consider it more suitable to extend the life of all of their plants as much as is
safely possible. Hence to prevent the possibility of a serious accident, it is indispensable
to have a robust, comprehensive condition monitoring regime in order to assess the quality
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of and replace any components that develop faults.
Although this body of work comprises research performed on a variety of materials, two are
of particular interest: austenitic stainless steel 316H and alloy 617. The former has been
used extensively on Advanced Gas-Cooled reactors (AGRs) in the UK, many of which are
currently operating beyond their design life and either require maintenance or upgrading.
Therefore it is important for the behaviour of this material to be well understood. Alloy
617 is proposed to be an integral part of the new generation of power plants as it is
part of the superalloy class of materials, able to withstand significantly more arduous
conditions than other power generation alloys. However, it is not well characterised for the
temperatures of interest and therefore research is necessary to investigate its properties.
Research involving P92 steel and Alloy 617 has been performed as part of the collaborative
project MACPLUS Project ENER/FP7EN/249809 [2].
1.2 Objectives
The general aim of this project is to develop and evaluate a selection of techniques,
both experimental and numerical, for use to assess the remnant lifetime of a material at
temperatures of interest. Specific objectives include:
1. To review existing condition monitoring methods and evaluate their relevance to
elevated temperature conditions
2. To evaluate the performance of the Alternating Current Potential Drop (ACPD)
strain sensor in measuring creep strain
3. To investigate the capabilities of the ACPD sensor under complex loading conditions
3
4. To develop Digital Image Correlation (DIC) at high temperature in order to visualise
and measure creep deformation
5. To examine how Finite Element (FE) creep damage models compare with the
experimental results as a tool to predict creep behaviour of 316H and Alloy 617
1.3 Thesis Structure
An introduction to the field of deformation is given in Chapter 2, with particular
emphasis placed on the plastic and creep behaviour of materials. This is followed
in Chapter 3 with a review of existing strain monitoring methods including assessment
of their relative limitations and information on interesting developments related to their
use. Chapter 4 explains the experimental procedures that has been followed in order
to obtain subsequent results, while Chapter 5 describes the behaviour of the different
materials tested within. Details about the finite element analysis performed within this
research are given in Chapter 6.
Preliminary experiments into the accuracy of the ACPD strain sensor in comparison with a
linear variable differential transducer are detailed in Chapter 7, followed by an extension of
this work to compare to local measurements made using DIC in Chapter 8. This chapter
also investigates the strain field produced by a material undergoing uniaxial creep in
preparation for Chapter 9, where multiaxial stress states are investigated. Chapter 9
details research into the visualisation of the strain field around a notched specimen, and
comparisons to aforementioned FE simulations using the Cocks-Ashby void growth model
for creep conditions. Finally, Chapter 10 summarises the conclusions obtained from this
research and suggests potential avenues to explore in future work.
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Two appendices are included. Appendix B sets out calculations of the maximum crack
length required before plastic rupture of the notched 316H specimens in Chapter 9 occurs.
Appendix C is the full source code of the subroutine used to encode creep and damage
models used to perform finite element modelling within this body of research.
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Chapter 2
Overview of Deformation
Mechanisms
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2.1 Plasticity
As described in [3], if a material is subjected to an increasing load, it will initially obey
Hooke’s Law and the ratio between its stress and strain will be a constant, the elastic
modulus (E). The strain accumulated in this region is recoverable on unloading. If the
load is increased further, the material will cease to behave elastically at a particular stress,
defined as the yield stress (σy) of the material. Beyond the yield point the material is
described to be behaving plastically, with strain being irreversible and the deformation
occurring at constant volume. The material will then continue accumulating strain up to
a point known as the ultimate tensile stress (σUTS) after which it will neck until fracture.
The total strain within a material undergoing a uniaxial tensile load is the sum of its
elastic (εel) and plastic (εpl) components, as expressed in Equation (2.1). The elastic
strain is the ratio of the stress to the elastic modulus, while the plastic strain may be
described by a Ramberg-Osgood power law relationship as in Equation (2.2), where AN
and N are constants depending on the material.
ε = εel + εpl (2.1)
εpl = ANσ
N (2.2)
If Equation (2.2) is substituted into Equation (2.1) then Equation (2.3) is obtained.
ε =
σ
E
+ ANσ
N (2.3)
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2.1.1 Influence of Stress State on Behaviour
The previous section described the behaviour of a material under uniaxial loading
conditions. However, it will behave differently when subject to a positive (or negative)
stress in multiple directions (see [4–6]), and the material may be subject to constraint
preventing it from straining. Yielding is not influenced by the mean hydrostatic stress
(σm, calculated using Equation (2.4)) and therefore it is necessary to determine a measure
of how the material will behave under a combination of stresses i.e. an equivalent stress,
σeq. There are two main criteria used to determine σeq: the Tresca criterion and the von
Mises criterion.
σm =
σ1 + σ2 + σ3
3
(2.4)
The Tresca criterion is dictated by the material attaining the maximum shear stress as
in Equation (2.5) while the Von Mises criterion assumes that yield occurs when the shear
strain energy reaches a certain limit, and is determined using Equation (2.6), where σ1,
σ2 and σ3 are the principal stresses.
σeq = MAX(|σ1 − σ2|; |σ2 − σ3|; |σ3 − σ1|) (2.5)
σeq =
1√
2
[(σ1 − σ2)2) + (σ2 − σ3)2 + (σ3 − σ1)2] (2.6)
The stress state of any point within a material under load can be described by the
triaxiality ratio at that point. A triaxial stress state means that there are tensile stresses
acting in three dimensions. A point experiencing a triaxial stress state will deform less
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than if it were subject to a uniaxial stress state. Therefore the triaxiality of a point within
a piece of material will describe the relative magnitudes of the hydrostatic component
of stress to its deviatoric component. Triaxiality (h) is expressed in Equation (2.7) as
the ratio of the mean of the principal stresses to the von Mises equivalent stress (σvm,
calculated from σeq in Equation (2.6)).
h =
σm
σvm
(2.7)
It has been shown that higher triaxialities will have a significant bearing on the rate of
void growth in a material [7]. A high stress in all three directions will cause the mean stress
to be large, with the equivalent stress being much smaller, the latter of which influences
the strain accumulation of the material. If the stresses are increased, σm will increase,
while σvm will stay relatively constant. Eventually σm will exceed the stress to cause
fracture. Therefore an increase in triaxiality will cause reduced ductility in comparison
to the uniaxial case [3].
2.2 Creep
As described in [3,4,8], creep is a deformation mechanism that occurs in materials subject
to a homologous temperature of 0.3 or greater. It is the time dependent accumulation of
inelastic strain due to the effects of a stress in combination with the temperature field,
and can happen at stresses well below the yield stress of the material. Increases in stress
or temperature will reduce the time to failure, although whether the strain to failure is
affected will depend on the alloy in question, with some showing a reduction in creep
ductility at lower test stresses. The strain response produced by a creep test at constant
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stress and temperature will typically be according to the format of Figure 2.1, with three
distinct stages of creep: primary, secondary and tertiary.
Secondary (steady-state) creep Tertiary creep
Primary creep t (h)
ε c
Figure 2.1: Example of a typical creep curve divided into the three creep regimes
Primary creep is a relatively small period of straining that occurs soon after loading
during which work hardening processes dominate, impeding the motion of dislocations
and causing an incrementally decreasing strain rate [4]. It is followed by the secondary
(or steady state) creep regime, where the work hardening reaches an equilibrium with
recovery processes triggered by the action of temperature, causing a period of constant
strain rate. During the latter part of the secondary regime, isolated voids may form, which
begin to link up and initiate the tertiary creep phase. This is where there is a localised
stress increase by the action of the microstructure causing the strain rate to accelerate
until failure. Damage can form where there is a mechanical instability such as necking,
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microstructural instability (such as thermal ageing) or the formation of microcracks and
their subsequent growth [8].
The creep strain rate of a component at any point in time will depend on the stress,
temperature and what point in its creep life the component is. The first two quantities
are defined by the operator of the component, while the third is measured experimentally
and can be defined using either a strain-hardening formulation (2.8) or a time-hardening
formulation (Equation (2.9)), where εc is the creep strain. The choice of either depends
on the material under test, with the former being more appropriate for those undergoing
work hardening while the latter is more appropriate for those where thermal ageing is the
primary contributor to the material behaviour.
ε˙c = f(σ, T, ε) (2.8)
ε˙c = f(σ, T, t) (2.9)
Crack growth and hence creep fracture is mostly along grain boundaries (i.e. intergranular).
At lower stresses cavity link-up happens at grain boundaries oriented 90◦ to the loading
axis while at higher stresses cracking tends to be of the wedge or triple-point variety.
Where intergranular failure predominates, many engineering alloys exhibit the Monkman-
Grant relationship between steady state strain rate (ε˙s) and the time to failure (tr, also
referred to as time to rupture).
tr ∝ 1
ε˙s
(2.10)
Creep inherently has a non-linear relationship with respect to stress, so it is not possible
to account for multiaxial loading conditions by superposition of two or three uniaxial
analyses. As creep is heavily dependent on the motion of dislocations, it is necessary to
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consider the equivalent stress (σeq), which can be formulated using either the Tresca or
von Mises yield criterion mentioned in Section 2.1.1. In order to compare the behaviour
of specimens uniaxially loaded to those experiencing multiaxial conditions, a power-law
relationship between the time to failure and the applied stress is defined according to
Equation (2.11) [8], where νr is the rupture index of a material obtained from the a plot
of stress against time to failure as in Figure 2.2, where the gradient is − 1
νr
.
tr = Brσ
−νr (2.11)
-1/νr
Figure 2.2: Example of relationship between stress and time to failure
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2.3 Representation of Creep Behaviour
Creep as a whole is generally modelled through various uses of power-law models to
represent the relationship between different quantities. A representation of the entire
creep curve of a material can be made using Equation (2.12), combining the effects of all
three stages of creep into one expression.
ε˙avg = Aσ
n (2.12)
The average creep strain rate is defined as the uniaxial creep strain to failure (εf ) divided
by the time to failure (tr), as in Equation (2.13). It is always greater in magnitude than
the secondary (or minimum) creep strain rate described within this section (ε˙min). A
comparison between these two quantities is illustrated in Figure 2.3.
ε˙avg =
εf
tr
(2.13)
It is possible to combine Equations (2.11) to (2.13) to find the dependency of the strain
to failure on stress, expressed in Equation (2.14) and illustrated in Figure 2.4, where
C = ABr.
εf = Cσ
n−νr (2.14)
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Average creep strain rate
Minimum creep strain rate
t  (h)
εf
ε c
Figure 2.3: Average and minimum creep strain rates
n - νr
σ (MPa)
ε f
Figure 2.4: Example of relationship between stress and failure strain
If it is desired, each individual phase of creep can be modelled separately. Primary creep
strain can be related to stress and time using Equation (2.15), where Ap, np and p are
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material dependent constants and p is a positive integer less than 1. Primary creep
strain rate can be determined by differentiating Equation (2.15) with respect to strain
(time hardening) or time (strain-hardening) and substituting Equation (2.15) back in,
producing Equations (2.16) and (2.17) respectively.
εp = Apσ
nptp (2.15)
ε˙p = pA
1/p
p σ
nptp−1 (2.16)
ε˙p = pA
1/p
p σ
np/pε(p−1)/p (2.17)
The secondary or minimum creep strain rate can be represented using a power law
expression of the form Equation (2.18), where A and n are material properties determined
by regression fits to uniaxial creep data.
ε˙s = Aσ
n (2.18)
If this is compared to Equation (2.3), a similarity between this and the plastic term
in the Ramberg-Osgood relationship can be seen. Hence it is said that plastic and creep
deformation are analogous mechanisms.
Tertiary creep is where the accumulation of damage begins to have significant effect on
the creep strain. To model this portion of creep, it is necessary to introduce a damage
parameter, ω. One method of defining the damage is using ductility exhaustion concepts,
whereby a critical strain to failure is determined and the amount of damage present within
a structure is defined by Equation (2.19), with ε being the strain accumulated at any point
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in time.
ω =
ε
εf
(2.19)
Creep crack formation and growth depends on the nucleation, growth and coalescence
of voids. Therefore it is possible to model a multiaxial stress state by expressing the
multiaxial failure strain (ε∗f ) in terms of the triaxiality and the uniaxial creep failure
strain. Two commonly used relationships are stated here, the eponymous Rice-Tracey
and Cocks-Ashby models. The first relationship is based on growth of a spherical void in
a perfectly plastic material [9]. It developed previous work in the field with cylindrical
void growth [7] and is expressed in Equation (2.20), where h is the previously defined
triaxiality.
ε∗f
εf
= 1.65e−
3
2
h (2.20)
The second model, which is used in finite element modelling within this body of work,
contemplates a series of spherical voids on the grain boundary of a material experiencing
power law creep [10]. If the time to nucleate a void is assumed to be negligible, the
ratio of multiaxial to uniaxial failure strain can be described by Equation (2.21). The
multiaxial failure strain can be determined experimentally by performing creep tests on
axisymmetric notched bars of various notch acuities as in [11].
ε∗f
εf
=
sinh[2
3
(n−0.5
n+0.5
)]
sinh[2(n−0.5
n+0.5
)h]
(2.21)
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Chapter 3
Condition Monitoring Techniques for
Strain Measurement
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3.1 Introduction
Condition monitoring is a term used to describe the field concerned with evaluating the
ability of a tool or component to continue doing its job. In its simplest form, it is no
different in principle to the medical health check-up that people may get. Accordingly, it
is applicable to any situation concerning an engineering component being used. The vast
array of different techniques that are used can be divided into two categories: destructive
and non-destructive.
Destructive testing comprises experiments which irreversibly change the characteristics
of a test piece in order to obtain information from it, usually in the form of specific
mechanical properties such as the yield stress, failure strain or the fracture toughness.
This type of testing requires standalone test machines, and exhaust the serviceable
life of the test piece, meaning it cannot be used further [12]. Non-destructive testing
(NDT) is also referred to as non-destructive evaluation (NDE) and refers to any kind of
investigation into a test piece’s condition that in itself does not alter the condition of the
test piece. Typically these tests use secondary property measurements (e.g. magnetic
or electrical properties) that do not directly impact the functionality of the test piece
to determine its microstructural condition. As these do not affect the characteristics of
the material, more than one characteristic of the test subject can be investigated [12].
Non-destructive evaluation techniques are classified as either active or passive depending
on their principles. Active techniques are those that can make measurements during
the operation of the component, while passive techniques may only be used during an
intermission.
Overall, there is no direct competition between destructive and non-destructive methods
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as in practice it is necessary to develop a variety of methods that can be deployed so as
to complement each other. This chapter describes different classes of monitoring methods
that can be used to assess the condition of a component. There already exists several
published reviews of the many, varied methods that can be used [13, 14], a selection of
which are discussed in this section.
3.2 Visual Examination
Visual testing is one of the simplest methods to use. In essence it involves directly
inspecting the test piece either with the naked eye or using external aids in order to detect
or visualise any defects. Its simplicity means that it requires highly trained operators with
significant expertise to be able to identify signs of weakness or damage within the test
subject. In a power plant, visual inspection can be performed by taking progressive
measurements of pipe diameter at critical locations, or by assessing the quality of welds
by looking for under or overfilled regions along the weld line or crater formation, for
example.
However, due to its highly qualitative nature, it is typically used in situations where
other methods are unavailable, although attempts to develop a more formal method of
visual inspection were instigated by EPRI in the 1980’s [15] and involved a minimum of
120 hours training to be a certified inspector. Similar codes have been published by the
American Society of Mechanical Engineers (ASME) to perform inspections in the nuclear
industry [16].
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3.3 Use of Dye Penetrants
Dye penetration is a common, inexpensive method of inspecting for surface cracks and
discontinuities. Although it has some overlap with visual examination it is typically
classed as a separate type of inspection. It is versatile in application [17] and is popular for
use in large structures such as ships [18] or, of more relevance, in power plant component
assessment [19,20]. The dye penetrant method involves first cleaning the test subject with
a strong solvent to remove any contaminants and ensure there are no obstructions on the
surface that could prevent dye entering a defect. The test piece is then immersed in the
dye of choice for an extended period of time depending on the choice of dye, the geometry
of the test piece and the desired size of defects to be detected before being cleaned again
by the solvent to remove any dye residue. By capillary action, the dye will be drawn
towards any kind of crevice on the surfaces tested and will not be removed by the solvent.
However, dye penetration requires direct access to the test surface and cannot quantify
the size of defects by itself. In addition, there needs to be a path between the surface and
the defect itself otherwise it cannot be detected.
The quality of inspection is dependent on the kind of dye used. Most importantly, a dye
must form a low enough contact angle with the surfaces so that it can penetrate deeper
into the material. Furthermore, it is necessary to select a dye which provides a high
contrast with the colour of the surface to be tested. For this reason, fluorescent dyes have
been popular historically as their visibility is much greater than that of standard coloured
dyes [17]. For example, some early work detected cracks in rocks using fluorescent dyes
showed the ability to detect cracks as small as 50 μm, with images taken using a high
intensity ultraviolet light to show the interconnected cracks formed [21]. It should be noted
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that standard coloured dyes remain in significant use as the aforementioned works [18,20]
detail, identifying cracks clearly against the white surface of the test subjects.
Development of more exotic forms of penetrant fluid has taken place, with recent work
using bacterial growth to detect the presence of cracks [22]. The principle behind this
variation is similar to the formation of plaque on teeth, where bacteria adhere well to any
rough depositions on the smooth enamel surface of a tooth. Similarly, the method uses a
combination of capillary action to draw in the bacterial suspension to cracks. The bacteria
fluoresce and so in this way are similar to using fluorescent dyes with the advantages of
being less toxic and easier to clean as the bacteria have a lifetime of a few minutes. Using
this the authors were able to detect cracks of a few microns in length in different metals,
finding it unsuitable for use on copper due to the bactericidal properties of the element.
3.4 Metallographic Replica Methods
Metallography involves obtaining an imprint of the polished surface of a component and
observing it under an optical microscope. It is used to investigate the microstructure of the
surface at a point in time, and can detect the presence of cracks and voids. It is performed
by first preparing the surface of interest before applying a replica film, which is forced by
the action of manual pressure to take the shape of the surface condition. This enables the
film to take on the shape of any defects present, which are identifiable in the micrograph
produced. However, much like visual inspection (Section 3.2) it is only useful if performed
adequately by well-trained individuals [23]. In addition, it only allows a measure of the
surface condition to be taken and gives no indication of the through-thickness condition
of the test structure. Although attempts using computer-based image analysis have
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shown some promise [24, 25], the method is inherently susceptible to subjective analysis
of micrographs.
3.5 Hardness Measurements
Hardness is a measure of the resistance to plastic deformation of a material, usually
measured by indenting a specimen with a known force and measuring the size of
indentation produced. In itself, hardness is not a material property as it is dependent
on the force applied or depth of indentation, however testing can be performed using
standardised processes such as the Vickers or Brinell methods to allow a quantitative
measure of hardness to be used [3]. Indeed, work has shown it possible to derive the elastic
and plastic material properties from an indentation test [26], which has been subsequently
optimised [27,28] and used to formulate numerical simulations [29].
As a component creeps the microstructural changes it undergoes will affect its tensile
properties. Therefore the change in hardness can be related to the level of damage within
the material [30]. Work on 9Cr1Mo steel has shown how hardness decreases linearly with
creep time [31, 32]. However, it should be noted that materials that work harden would
show a hardness increase until tertiary creep, with a decrease occurring only preceding
failure, as evidenced in research on type 304 stainless steel [33].
3.6 Optical Techniques
Optical techniques are a class of methods which use a camera system in order to produce
a contour map of the strain accumulated by the surface of a structure. This is usually
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performed by applying some kind of marker to the test structure surface, which mimics
the deformation of the structure itself. They have the advantage of being non-contact
(i.e. it is not necessary for the camera to touch the test surface). Markers chosen can
either give information about the full strain field experienced or the isolated displacement
between two points.
3.6.1 Point-to-Point Strain Measurement
Point-to-point strain measurement devices provide displacement data between two points
selected on a test piece. If a reference distance is used then a value of strain can
be calculated. One example of a point-to-point device is the ARCMAC gauge (Auto-
Reference Creep Management and Control) developed by E.ON. This is performed by
use of a pair of Inconel gauge tablets with an arrangement of three reflective, Silicon
Nitride (SiN) spheres within the tablets as shown in Figure 3.1. A collimated light
source is used to create the appearance of a light spot on the centre-points of each of the
spheres, to locate their relative positions. The ‘paired’ spheres are fixed at a distance of
3 mm apart and are used as the reference distance. A camera then takes an image of the
arrangement at progressive points during the component of interest’s deformation. As
the strain increases, the tablets move further apart - as do the spheres and their lights
spots in subsequent captured images.
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a) b)
Figure 3.1: The ARCMAC gauge, seen here in a) biaxial configuration and b) during
image capture
Extensive research has been performed into the suitability of the ARCMAC gauge and
development of accompanying camera systems and image processing procedures to make
measurements [34–38]. Two generations of camera systems exist, the Conventional
ARCMAC and the DSLR ARCMAC. Testing conducted to determine the overall accuracy
of both camera systems have shown that the ARCMAC gauge can be used to measure low
strain within the elastic region to an accuracy of about 50 με in addition to being able to
measure large strains up to 0.5 ε to within 10% the actual value [39, 40]. At present the
ARCMAC gauge has been installed in more than 250 locations on power plants across
Europe. Work is currently in progress to evaluate the effectiveness of a similar method
using ceramic inlays bonded to a component surface [2].
Although these kind of measurement systems are relatively easy to set up and measure,
their inherent weakness is that they can only provide surface measurements across a short,
straight line necessitating very careful selection of installation locations.
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3.6.2 Full Field Strain Measurement
There are also optical methods that allow visualisation of the strain field and consequently
identification of stress concentrations that exist within a test piece. One such method is
Moire´ interferometry, which uses the interference pattern caused by the interaction of
two beams of light on a structure to determine the strain. A reference fringe pattern is
applied to the surface of the test specimen as what is called a grating [41]. Two beams of
collimated light are directed at the surface to have the same incident angle. The beams
interfere creating the Moire´ fringe pattern, which is captured by a camera positioned
perpendicular to the test surface. The fringe pattern produced gives contours of equal
displacement, from which strain is calculated.
It is integral that a suitable grating be applied that can mimic the strain behaviour of
the test structure. Gratings made of an epoxy resin [42] or glass [43] have been used
although these are unsuitable for high temperature work. However, research performed
has utilised chemical etchants in order to deposit the grating on the test surface to good
effect [43–45], even in high strain rate tests [43].
Digital Image Correlation (DIC) uses a contrast pattern (also called a speckle pattern,
shown in Figure 3.2) applied to the test structure surface to provide a measure of strain,
and is a method used within this body of research. More detailed information on its
principles can be found in Section 4.2, with this section focussing on the capabilities of
the technique. DIC is of relevance to the power generation industry due to its versatility,
as measurements essentially are limited on the size and quality of the paint pattern and
the resolution of the camera. As it can be used to visualise the strain field, it has potential
to detect stress concentrations occurring just below surface level, its usage remains limited
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to the surface deformation of the test structure.
Research has been performed showcasing its ability to measure quantities from the
material properties of the wing of a fly [46] to the velocity of carriages on the London
Eye [47] and at very high strain rates up to 350 s−1 including investigations into the blast
response of structures [48–50]. Indeed, research has even been performed using DIC to
measure the strain distribution in a larynx during self-oscillation of the vocal chords [51]
using graphite powder to apply the speckle pattern. When applied to structures more
representative of power plant piping, it has been used to detect the site of cracking [52,53]
and is therefore a tool of interest to the industry.
Figure 3.2: Example speckle paint pattern, showing white speckles on black base layer
All of the aforementioned research on DIC has been performed at room temperature.
For test structures subject to elevated temperatures, consideration needs to be taken of
the material of the structure as many alloys will oxidise under the these conditions, with
the surface layer peeling off. Therefore some kind of non-porous thermal barrier coating
will be required to protect the surface from this. Furthermore, research has shown that
black body radiation is a significant issue depending on the temperatures of operation
at so optical filters are necessary to ensure a good quality of image [54, 55]. Even if the
material does not oxidise, suitable media to create the speckle pattern must be found such
as the ceramic coating used in [56] or the high temperature exhaust paint used within
this body of work.
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3.7 Magnetic Techniques
This class of techniques make use of the various magnetic properties of a material in order
to identify a defect. Their main limitation is the fact that they can only be performed
on those materials which exhibit a magnetic field, excluding an array of important high
temperature, power generation alloys such as austenitic stainless steels (304, 316 etc.) or
nickel based alloys (617, 718 etc.). Three common magnetic techniques used have been
reviewed in great detail [57] but are nevertheless summarised here for information.
3.7.1 Magnetic Field Distortion
If either the magnetic field of a permanent magnet or an electromagnet is observed, the
presence of any discontinuity within the material will either distort the field locally or
cause it to deteriorate [58]. Where the field is distorted, there is a local increase in
reluctance (a magnetic property analogous to electrical resistance) and an alteration in
the pattern of magnetic force lines. Flux leakage occurs when the defect is large enough
that the magnetic field has to pass through air, inducing a local concentration of magnetic
flux density. Results may be compared with analytical models, although it has been noted
by Forster [59] that many experimental results published show poor agreement with these
predictions and care is necessary to ensure that thorough investigations are performed.
In most cases, the test piece itself needs to magnetised, which is usually done by turning
it into an electromagnet. Both direct current (DC) or alternating current (AC) may be
used. The former has greater depth of penetration, while the latter is preferred where
accurate measured of surface defects are needed.
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The field itself can either be visualised using small ferromagnetic particles or using
other sensors such as Hall probes. These can be applied to the surface, and will align
with discontinuities along the surface. In this manner they share similarities with dye
penetrants. Indeed, the use of fluorescent bacteria as a penetrant in [22] was inspired by
the usage of magnetotactic bacteria in place of particles [60]. Other work has allowed a
contour map of the magnetic field to be visualised using nanoemulsion trapped within a
film applied to the surface [61].
Nevertheless, one significant drawback of using the shape of the magnetic field is that
complex geometrical elements such as screw threads will also distort the field. Similarly,
it is also necessary to ensure that the magnetic field source is uniform to ensure that any
interruptions in it are being caused by the defects themselves. In addition, they depend
on the defects being of sufficient size so as to affect the magnetic field.
3.7.2 Magnetic Hysteresis
A change in condition of a material, due to accumulation of strain, microstructural changes
or the action of temperature will cause a change in its magnetic properties [62]. As
the name suggests, magnetic hysteresis methods use the changes in these properties to
evaluate the level of damage present within a test subject. Two properties often used
are the coercivity and the remanence, where the coercivity is the ability of a material to
withstand a demagnetising field and the remanence is the residual magnetisation present
in a material on removal of an external magnetic field. In general both quantities decrease
with increasing creep damage and so a product of the two can be used as a measure of
the material condition [62]. However these require a saturated magnetic field, where an
increase in magnetic field no longer increases the magnetisation of the test subject.
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Alternative quantities have also been suggested to increase sensitivity to these properties
without having to magnetically saturate the material [63], but it should be noted that
the magnetic behaviour can be complex and requires nuanced understanding, as grain
growth can decrease the magnetic properties while non-magnetic precipitate formation will
increase them [64]. Both of these are events that occur significantly in creep conditions,
presenting a problem to be overcome in order obtain reliable data.
3.7.3 Barkhausen Noise
Barkhausen noise or Barkhausen emission refers to the noise that occurs in a magnetic
signal due to a change in the magnetising force acting on the magnetic material. This noise
is affected by the material composition including impurity content, precipitate and crack
formation, and can be used to determine the stress field present around a defect [65]. In
general the relationship between Barkhausen emission and creep damage has been found
to be quite variable [14, 57], with investigations having found that magnetic Barkhausen
emission can increase and decrease at various points within the creep life for different
reasons [64, 66], with significant differences between the behaviour of virgin and service-
aged material. Indeed, as trends are non-monotonic they are not easy to analyse unless
the magnetic properties are measured continuously [67].
3.8 Eddy Current Techniques
Eddy current techniques depend on electromagnetic induction, where a magnetic field is
moved in the vicinity of an electrical conductor, inducing a potential difference within
it. Unlike the magnetic techniques previously described in Section 3.7, it is possible to
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make measurements on non-ferromagnetic alloys. In basic form eddy current testing is
performed by applying an alternating current (and hence alternating voltage) to a coil
(known as the primary conductor), inducing a magnetic field within itself. If the coil is
moved near the test structure (the secondary conductor), it will induce a voltage and thus
a current within the secondary conductor as the form of a circular pattern of eddies [68].
Any inhomogeneity in the secondary conductor will disrupt the eddy currents induced,
increasing the impedance to the primary circuit, requiring an additional voltage from the
primary conductor to maintain a constant current [69]. These perturbations can be related
to damage by reference to standards, although these are not always comprehensive.
Through-thickness measurements are possible, limited primarily by what is called the
skin effect, where the current decreases exponentially away from the surface. A standard
penetration depth, defined as the depth at which the current has reduced to 1/e the
injected amount can be calculated using Equation (3.1), where δ is the penetration
depth, f is the frequency of the current supply, μ is the relative magnetic permeability of
the material and σ is its electrical conductivity. Test frequencies must be selected with
caution, as while low frequencies penetrate a greater depth of the structure, they decrease
the signal-to-noise ratio. The skin effect means that the separation of the probe from the
test surface can cause noise in the signal, called lift-off noise. A fundamental limitation
of eddy current techniques is that they cannot detect defects positioned parallel to the
current flow (and conversely have maximum sensitivity when the defect is normal to the
flow).
δ =
1√
pifµσ
(3.1)
30
The variable magnetic permeability of ferromagnetic materials makes them especially
difficult to test and analyse [69,70]. In order to avoid this it is necessary to magnetically
saturate the test structure. However, if these kinds of problems are overcome it has
been found to be sensitive to chemical composition [68], having been used to determine
the percentage of pearlite in a ferritic steel [71]. Investigations by Shaikh [72] into the
performance of the eddy current method on austenitic steels found that it was sensitive to
increase levels of corrosion by chromium depletion of the austenite matrix, although any
work must calibrate sensors to account for the thermoelectric effect, which is especially
problematic for materials of high conductivity such as copper [73].
Two variations to this method have been developed called the remote field eddy current
method (RFEC) the pulsed eddy current method (PEM). The remote field method differs
from the standard method in that it performs excitations from the inside of the pipe
structure, with a coil placed a significant distance (usually two pipe diameter lengths)
away to detect the eddy currents [74]. It is less susceptible to lift-off noise [75] and
can detect the presence of defects through the thickness of the test structure with equal
sensitivity although it cannot pinpoint the exact location [76].
The pulsed eddy current method imparts a transient, multi-frequency signal into the test
frequency as opposed to the continuous sinusoidal excitation of the standard method.
The energy dissipation is much less and the penetration depth can be increased. The
pulses make the data relatively simple to analyse with the same information content [77]
although the fact that more frequencies can be input means that there is the potential to
obtain more information from the test structure [78]. However this comes at the cost of
phase information [79] and severe lift-off noise, although methods have been proposed to
combat this [80].
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3.9 Potential Drop Techniques
Potential drop (PD) methods use the local resistance of a material as an indication of
its condition at any point in time. Currently potential drop methods have been used
to monitor crack growth for many years in a variety of different materials using both
alternating and direct current [81–83], with associated standards governing how tests
must be set up [84]. In a typical set-up, two pairs of probes are attached to the surface
of a test structure at appropriate locations. One pair injects a current into the structure,
while the other measures the voltage across the distance that separates them. As the
test progresses, the combination of microstructural changes, accumulation of creep strain
and crack extension causes the local resistance to increase and consequently the measured
potential to drop [85]. In order to predict crack initiation and the onset of failure it
is necessary to calibrate the voltage response to changes in crack length, which can be
performed numerically or analytically [82,86].
As previously described, alternating current (AC) methods are restricted in their
penetration of the test structure by the skin effect (see Equation (3.1)). This can be
made use of in situations requiring accurate surface measurements of crack extension, as
the output voltage is much higher than in DC methods [87], although for these type of
techniques more elaborate hardware is required and the probes will in any case be unable
to measure phenomena occurring further away from their position. Work performed using
alternating current potential drop (ACPD) methods showed that crack initiation could
be predicted from the minima of a graph of potential drop against displacement [88].
Overall, direct current potential drop (DCPD) techniques are relatively cheap and easy
to implement, with direct current found to be more suitable for crack growth while
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alternating current is more suited to general NDT inspection [87]. In addition, using DC
allows through thickness measurements to be made while AC techniques are somewhat
limited by the aforementioned skin effect. However, DC techniques suffer from the
thermoelectric effect occurring if the probe wire and test material are made of dissimilar
metals, although this is only significant if the probes are at different temperatures [85,89].
A new sensor to measure strain was proposed by Nagy [90–92] and has been developed
in conjunction with Imperial College London [93–96]. This sensor, about which more
detailed explanation is given in Section 4.3 is unique in that is uses a square grid of probes
to measure orthogonal resistances, and uses a low frequency current of 3 Hz to obtain
through thickness penetration. This allows the technique to measure sub-surface effects on
material microstructure. As mentioned in [85], the resistance change depends on both the
geometry change and the microstructural evolution of the test subject, particularly if it is
an uncracked body where there is not such a severe stress concentration. Therefore it was
originally thought that there would be significant contributions from both the geometry
and material changes [93, 97]. However, subsequent work to determine the gauge factor
of both components [98, 99] determined that the influence of the material on resistance
changes only becomes significant during tertiary creep [91]. The performance of this
sensor is further described in Chapters 7 to 9.
3.10 Ultrasonics
Ultrasonic testing uses the resonance of sound waves within a material in order to detect
the presence of any structural damage. In its simplest form it can be thought of as tapping
a bell and listening to the note produced to determine whether a flaw is present [100].
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In the case of ultrasonics the waves are of a high frequency as this allows a smaller
defect size to be detected (the detection limit of a defect is half the wavelength of the
sound wave), and a wide variety of wave characteristics such as velocity and attenuation
can all be measured and related to void size [101]. In general it has been found that
wave attenuation increases with creep damage [102] and that sensitivity of ultrasonics
to creep damage is particularly evident later during the creep life [101, 103]. However,
the waves themselves interact with their own reflected and refracted elements and so
significant understanding of the behaviour of the structure is required to analyse the
signals produced. This is without taking into account the fact that shear waves may be
generated within the test structure, although wave generators exist that can impart either
longitudinal or shear waves depending on what is desired [100]. Therefore, measurements
are heavily dependent on the quality of transducer used in investigations.
Ultrasonic measurements are also sensitive to the microstructure present, with ultrasonic
velocities decreasing as the volume of martensite within the material increased [104].
The same research also found that wave velocities and attenuation were each useful for
characterising different aspects of the test structure’s behaviour. Furthermore, it has also
been shown that there is a much greater sensitivity at temperatures above 450 K, which
has relevance for creep damage monitoring [105]. These findings can be complemented
either with statistical models [106] or finite element (FE) models [107] to enhance analysis
of results and hence draw more reliable conclusions.
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Chapter 4
Description of Experimental
Methods Used
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4.1 Introduction
High temperature experiments have been performed on four different alloys encompassing
three classes of materials while experiments at room temperature have been performed
on Alloy 617. Tests at high temperature were mostly creep tests on uncracked bodies of
various geometries, although tensile tests at high temperature have also been performed.
This section describes the methods in which testing was performed to generate the results
described in subsequent chapters.
4.2 Digital Image Correlation
4.2.1 Sensing Principle
Digital Image Correlation (DIC) is a method of strain measurement that enables mapping
of the strain field of an entire region. A stochastic paint pattern is applied to an area of
interest, and successive images of the pattern are captured as it deforms along with the
substrate material. Using either commercial or self-coded software (as used in [47]), the
images are processed to determine the strain field over the entire area.
Explanations of the technique exist that go into its principles in exhaustive detail, for
example [108,109]. To summarise, strain is determined from the images by dividing them
into small, overlapping sections called subsets or facets on the assumption that the paint
marks that the speckle pattern consists of have a one-to-one relationship across different
images [108], and that neighbouring points remain adjacent throughout. The stochastic
pattern within a subset is converted to grey-scale, with each pixel in the image having
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a grey-scale value from 0 to 255. The unique arrangement of grey-scale values within a
subset allows each subset to be assigned a ‘signature’ by the software. The signatures
are used to match each subset in the original image to its deformed copy in subsequent
images. The software then calculates a displacement field for the image that would cause
each subset to deform into its copy in the following image, by seeking to minimise the
value of an error function. The calculated result can then be displayed as a contour plot
of a variety of other quantities including both displacement and strain. Within this body
of research, all DIC processing has been made using the commercial software package
ARAMIS [110].
4.2.2 High Temperature DIC
The experimental setup for DIC image capture is shown in Figure 4.1. A custom built,
windowed furnace with portholes to illuminate the inside was used with a set of fibre-optic
lights to enable the direction of the illumination to be controlled. The lights themselves
were controlled via a remote-controlled plug adapter triggered by the opening and closing
of the camera shutter. The furnace had a support bar with a standard camera attachment
to allow cameras to be affixed to it. The camera used was a Nikon D7000 SLR Camera
controlled using Nikon Camera Control Pro software installed on the computer shown.
Spray cans of vehicle exhaust paint capable of withstanding temperatures in excess of
1000◦C was used for application of the speckle pattern as this does not deteriorate at the
test temperatures. First, a base coat of black paint was applied to cover the entire gauge
section of the test specimen, before a white paint can was held and sprayed such that a
fine layer of white paint droplets was dispersed over the surface. The applied pattern was
repeatedly checked using ARAMIS before each different stage of testing commenced to
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make sure that its clarity was maintained. Images were captured at regular intervals
depending on the necessity at each stage of testing and once captured, images were
processed using the method described previously in Section 4.2.1.
Creep testing 
machine
Porthole
Camera
Computer used 
to control 
camera and 
SRS unit
Fibre-optic 
light 
Support bar
Figure 4.1: Experiment arrangement for capturing images for DIC
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4.3 The ACPD Strain Sensor
As mentioned in Section 3.9, the advantages of using PD methods are that they allow
continuous measurements to be made and enable passive operation, meaning that no
operator input is required in order to take measurements. While ACPD sensors in general
will be more responsive to local changes, use of a low frequency current (2 Hz) enables sub-
surface defects to be detected. This is critical for operation on power plant components
as some pipe networks can have thick walls. The depth of penetration of the current is
controlled by the skin effect described by Equation (3.1) and hence it is possible to detect
defects sited out of the vicinity of the probes.
The actual current distribution within a specimen will be between the two extremes of the
semi-infinite conductor (also termed a half-space) and an infinitely thin plate [91]. If two
electrodes separated by a distance a are attached to a conductor of thickness t, and are
assumed to inject current as point sources from the point of contact with the conductor,
the path taken by the current will depend on the probe separation and the thickness of
the conductor. Where a t, the current will reach the maximum depth before it reaches
the adjacent electrode. Due to the boundary, current can only spread in the direction
parallel to the surface. Where a  t, the boundary is much further away than the other
electrode and so the current will continue to flow in the through-thickness direction up
to the depth of penetration determined according to Equation (3.1). As the electrical
conductivity is temperature dependent, the penetration depth will vary depending on the
test conditions. Ferritic steels are ferromagnetic and so have a lower depth of penetration
than the paramagnetic alloys 316H and Alloy 617. However, the design of this sensor
is such that the penetration depth should exceed the electrode separation of the former
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class of materials [93,111].
a
a)
b)
Electrodes injecting current
Conductor
a
Electrodes injecting current
Conductor
t
Current flowing
from electrodes
Figure 4.2: Flow of current in a plate where a) a  t and b) a  t (outer boundary not
shown)
4.3.1 Sensing Principle
The ACPD strain sensor used within this body of work consists of a set of four electrodes
welded to the specimen surface, arranged in a 2 x 2 square grid as shown in Figure 4.3
which is novel to this particular sensor [91–94]. The ACPD sensor is sensitive to both
geometric changes due to strain [98] and material changes due to effects such as void
growth and microcrack formation [99], although the sensitivity to geometry changes
is much greater [91]. As accumulation of strain dominates the creep processes [6, 8],
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the sensor may be used as a high temperature strain gauge where deformation occurs
uniaxially. During tertiary creep the growth and coalescence of voids and formation of
microcracks means that microstructural evolution of the material begins to have more
of an effect on the current flow and therefore the resistance measured, meaning that the
sensor is expected to overestimate the amount of strain measured.
Figure 4.3: Schematic diagram of ACPD probes in 2 x 2 grid
Rn =
Vn
In
(4.1)
Using Ohm’s Law (Equation (4.1) where R is electrical resistance, V is voltage and I is
current) it is possible to calculate the transfer resistances in the longitudinal (direction
of loading) and transverse directions, denoted by n (1 in the longitudinal direction and
2 in the transverse direction). In order to eliminate the effect of resistance variation due
to changes in temperature, which are isotropic, the resulting values are first expressed
as the ratio of longitudinal to transverse resistance (η = R1/R2). Then, in order
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to suppress the influence of pre-existing inhomogeneities in the material, this ratio is
normalised to its initial value (η/ηinit). The quantity that arises from this is known as the
Normalised Resistance Ratio, ξ. As the specimen deforms, the changes in geometry and
eventually microstructure that occur within the material induces anisotropy that affects
the resistance measurements in both directions, causing ξ to increase and act as a measure
of the strain accumulated.
Strain itself is calculated by first considering the relationship between the aspect ratio of
the gauge, Γ, and the strain accumulated. According to [98], the displacement change in
the loading direction is a1 = a1,init(1+ε1), and the change in displacement in the transverse
direction is a2=a2,init(1-νε1), where a1 and a2 are the probe separations in either direction.
The aspect ratio of the sensor is the ratio of the probe separations at any point in time,
and is hence given by Equation Equation (4.2). Note that elsewhere the aspect ratio is
referred to as γ, but to avoid confusion with aforementioned terminology has been termed
Γ here.
Γ =
a1,init(1 + ε1)
a2,init(1− νε1) (4.2)
If the probes are arranged in a squared grid, the initial aspect ratio (a1,init/a2,init) is 1.
In order to connect this to the normalised resistance ratio, it is assumed that it obeys a
power law relationship with respect to the aspect ratio (ξ ≈ Γφ) [98], where φ (referred
to as ‘n’ in [91, 98, 99, 111], but renamed here to avoid confusion with other indices) is a
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constant depending on the geometry of the specimen. By substituting this into Equation
Equation (4.2) and rearranging terms, strain can be expressed as a function of normalised
resistance ratio as in Equation (4.3).
ε =
ξ
1
φ − 1
1 + νξ
1
φ
(4.3)
Equation (4.3) is valid for any kind of uniaxial deformation, and so can be used to measure
elastic and plastic if the appropriate value of Poisson’s ratio is (ν = 0.3 in the elastic region;
ν = 0.5 in plasticity). Creep is a constant volume process, meaning that ν = 0.5 must
be used in order to calculate creep strain accurately. This applies where the geometric
gauge factor [98] exceeds the material gauge factor [99], and hence it is not expected to
be applicable once tertiary creep has begun.
4.3.2 Sensing Equipment
The sensing apparatus consists of a Stanford Research Systems (SRS) SIM900 unit with
a pair of SIM925 Multiplexer units connected to a SRS SIM921 AC Resistance Bridge, as
shown in Figure 4.4. One of the multiplexers is used to switch between current injection
probes, while the other is used for voltage sensing.
4.3.2.1 Probe Formation
Within this thesis the term electrode is used to refer to the single item that makes contact
with the specimen surface, while probe refers to the full connection between specimen
and multiplexer cabling. The electrodes are affixed to the specimen surface by spot
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Figure 4.4: The SRS SIM900 Unit with connected SIM925 multiplexers and SIM921 AC
resistance bridge
welding using a capacitive discharge welder. The composition of the electrodes has evolved
throughout the project. Initially, electrodes were formed by making a weld bead at the tip
of a wire pair before welding them to the specimen. This was performed for all specimens
of P22 steel tested. However, further trials showed that it is desirable to have a uniform
current path in all directions, and so subsequent tests involved an arrangement with a
circular contact area with the specimen, as shown in Figure 4.5. On specimen 316-2 3 mm
studs were used as the electrode. However, the diameter of the studs proved too large to
accurately position in a grid, so 1.5 mm dowel pins have been used on remaining tests.
Figure 4.5: Comparison of contact area of weld bead (solid line) with stud/dowel pin
(dashed line)
Resistance measurements using this electronic configuration typically have a lowest order
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of magnitude of tens of micro-Ohms, so it is necessary to make sure that the contribution
to the measured resistance is primarily from the specimen itself. This means that it is
preferable to have shorter wires with a larger cross-sectional area as per Equation 4.4
(where R is resistance of the item, ρ is its material resistivity, l is its length and A its
cross-sectional area). In practice, other considerations such as the size/positioning of the
furnace and creep testing machine mean that wires could only be as short as practically
possible. More importantly, the lengths of wire must be equal to ensure that the resistance
contribution of the wires were consistent for each probe. The wire diameter originally
used was 0.51 mm, however subsequent trials showed that the lower resistance of 0.81
mm diameter wire made it more suitable for experiments, leading to its adoption.
R =
ρl
A
(4.4)
The spacing of the probes was initially 4 mm, although after trials it was subsequently
found that a spacing of 6 mm reduced the effect of errors in positioning. A current
is injected into two adjacent probes and the reduction in potential difference is
simultaneously measured across the remaining probes. This measurement is repeated
several times in order to gain an average reading, before being repeated in the orthogonal
direction e.g. vertically and then horizontally with reference to Figure 4.3.
Multiple sets of probes can be attached to the same specimen as have been in Chapter 9, in
order to measure the progression of creep over a larger region. Measurements made using
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this kind of array are performed sequentially with only one pair of injection probes and
one pair of sensing probes active at any point in time, to prevent any electrical interference
and wire pairs are twisted together to eliminate noise by electromagnetic induction.
4.4 Material Property Determination
In order to be able to accurately model the creep behaviour of Alloy 617, it was necessary
to perform experiments that characterise it at the temperatures of interest. Results from
these tests would then be input into finite element (FE) code to use in simulations.
4.4.1 Uniaxial Tensile Tests
Uniaxial tensile tests were performed to obtain the stress-strain curves for the material,
which is ex-service and in the as-received condition. These curves provide elastic and
plastic material data to be used in Finite Element models, from which simulations may
be run. Tests have been conducted at both room temperature and at 700◦C.
The specimens were loaded in tension to failure in a tensile testing machine. Displacement
was measured using an Instron 2620-601 clip-on extensometer in room temperature tests
or a Linear Variable Differential Transducer (LVDT) at high temperature, and used to
calculate strain (expressed as εLV DT ). In the tensile test performed at 700
◦C, the specimen
temperature was monitored using thermocouples attached according to ASTM Standard
E633 [112].
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4.4.2 Uniaxial Creep Tests
In order to determine the creep properties of Alloy 617, a series of uniaxial creep tests at
700◦C were performed. Tests involved applying a constant load to the specimen at the
temperature specified, and allowing it to creep until failure. Loads were applied using dead
weights, and each specimen was tested at a different load so as to obtain the material’s
response over a range of stresses. Stress is expressed as the net section stress according
to Equation (4.5), where W is the applied load and A0 is the initial cross-sectional area
of the gauge region of the specimen.
σ =
W
A0
(4.5)
Stresses were applied to give rupture lives ranging from 100-1000 hours, and a test
matrix for these tests can be seen in Table 5.8. As in Section 4.4.1, specimen load line
displacement was used to calculate strain, and measured using LVDTs where the length of
the specimen’s gauge region was the reference length. A schematic of how measurements
were obtained is given in Figure 4.6. The load is applied to the top shackle via a the
lever arm (an example of which is seen in Figure 4.1), and the bottom shackle is static.
As the specimen creeps the LVDT plate connected to the top shackle is displaced. The
bottom shackle holds the LVDT in place, and remains in position, causing the spring-
loaded LVDT tip to extend upward, measuring displacement. LVDTs were calibrated
after each test in order to obtain an accurate displacement-voltage characteristic.
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4.5 Condition Monitoring
4.5.1 Creep Tests
Creep tests were performed on a variety of instrumented specimens at different temperatures
and loads. Each specimen was first held at room temperature and then at the testing
temperature for an extended period of time (usually 24 hours) in order to assess the
stability of the resistance measurements as well as any speckle pattern applied. Once
these had been gauged to be giving stable results, tests were loaded to the required stress
and allowed to creep. They were then interrupted at different points in the creep life
of each material in order to evaluate the condition of the material at different points in
time. Each specimen had a set of ACPD probes and attached to its surface in order to
compare the different methods of measuring strain with each other. Results gained from
these methods was either compared to specimen load line displacement (δLLD), which was
used to calculate the load-line strain (εLV DT ), or to measurements made using DIC where
316H steel and Alloy 617 were concerned.
Creep tests were performed using similar methods to Section 4.4.2, with specific attention
paid towards the manner of loading the specimen. Tests were loaded in stages; after
each increment of weight was added, a pause was made to allow at least 2 cycles of
measurements to be made using the ACPD strain sensor, and at least two images to
be captured in the tests where DIC was used. This enabled measurements to be made
during periods when the aspect ratio of the former was constant, as the measurement of
the different resistances is performed sequentially rather than simultaneously.
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4.5.2 Metallographic Examination of Specimens
Metallographic examination of the material surface was conducted in order to examine
the microstructure of the material before and after testing. This was performed in two
different ways. First, the specimen surface was directly observed under a microscope to
visually evaluate the grain structure. Then, a replica micrograph taken of the specimen
surface was observed, with software [25] used in order to make an estimation of the creep
damage present within. The purpose of these was both to assess the condition of the
material, as well as serve as a point of comparison with results obtained using the ACPD
strain sensor.
After specimens had completed their respective creep tests, they were removed from
the machines and sectioned using an electrical discharge machine (EDM). They were
subsequently mounted in an acrylic based resin and subject to grinding using sequentially
finer grades of grit paper. They were then polished using 3 μm diamond paste, and
etched using a suitable etchant as per Table 4.1. A replica micrograph was made of the
surface using the processes outlined in [25]. The resulting micrograph was then examined
under an optical microscope along the centreline of the specimen in the axial direction.
When metallography on notched specimens has been performed, only one half has been
examined.
Material type Etchant
Ferritic Steels Nital
316H Ferric Chloride
Table 4.1: List of materials and corresponding etchants used
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4.5.3 Indentation Testing
A measure of the damage experienced by a material after creep has been measured using
an indentation test. A micro-indenter makes a localised measurement and hence it is
possible to obtain a surface map of the plastic properties of the specimen. Using a
diamond-shaped Vickers micro-indenter, a region of the specimen 22.5 mm x 12.0 mm in
dimension was subjected to indentations involving the indenter head loading a point on
the specimen up to 50 N as measured by the indenter’s load cell, before being unloaded,
producing a diamond shaped indent, an example of which is in Figure 4.7.
d1
d2
Figure 4.7: Sample indentation using micro-indenter (bordered by blue square)
The hardness is calculated using a customised software created by the manufacturers of
the indentation testing machine, with the user manually determining the position of the
corner points of the indentation and the software calculating the Vickers hardness directly
from the average length of the diagonals. Four columns of ten indentations were made at
a distance of 4.0 mm apart in the x-direction and 2.5 mm apart in the y-direction, setting
the origin of the coordinate system used at the centre point of the specimen’s surface,
as per Figure 4.8. Results are expressed as the normalised hardness, defined within this
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thesis as H*, which is the ratio of hardness after testing (Hafter) to hardness before testing
(Hbefore) and shown in Equation (4.6). Hbefore has been determined by calculating the
average hardness of six indentations made at various locations on a piece of untested
material. As with metallography (Section 4.5.2), hardness investigations have only been
performed on one half of the notched specimens.
H∗ = Hafter
Hbefore
(4.6)
x
y
Figure 4.8: Specimen with definition of spatial coordinate system for indentation
testing, with top of the specimen in positive y-direction
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Chapter 5
Material Deformation and Creep
Behaviour Determination
53
5.1 Introduction
This section describes the general behaviour and relevance on the different materials used
in high temperature testing. The specific properties of two materials (316H and Alloy
617) are described in detail as it is necessary to be able to characterise them for FE
modelling work. The properties of 316H have been previously characterised in [11], but
the properties required are reviewed within this chapter. Furthermore, at present there is
little data for Alloy 617 at 700◦C, so the results of experiments conducted to determine
its properties are documented here.
5.2 Ferritic Steels
Ferritic steels are a group of ferromagnetic steels widely used in the power generation
industry, named as such because their microstructure is dominated by the ferrite phase
(termed the α phase). Within the power generation industry, alloys contain chromium
(Cr) and molybdenum (Mo) as well as other elements which are strong carbide formers
such as tungsten (W) and vanadium (V) in order to harden the material [113]. Unlike
the 316H material described in Section 5.3, a feature of ferritic steels is that they corrode,
although ferritic stainless steels exist. In some cases, the corrosion can reduce the creep
life of a component to a third of its creep life when tested in a vacuum [114].
In terms of properties, ferritic steels tend to possess superior yield and tensile strengths in
comparison to austenitic steels and therefore do not incur much plastic strain on loading
[113]. However, they exhibit much poorer creep resistance at similar operating conditions.
2.25Cr-Mo, also known as P22, which it henceforth referred to as, is chosen as a component
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material because of its resistance to stress corrosion cracking (SCC) and was introduced
in the 1940’s to form part of the early generation of power plants [115]. Its weld material
generally has greater creep strength than the parent material [116], despite having faster
creep crack growth rates [117] although its HAZ is generally where failure of the weld
joint tends to occur [116,118].
9Cr-1.8W or P92 is a ferritic-martensitic steel that is relatively recent in its introduction.
It is part of several high chromium steels (between 9 and 12% Cr) considered an integral
part of the design of future nuclear reactors, being less prone to embrittlement than
similar steels with a lower chromium content, such as P22 [115,119]. Ferritic-martensitic
steels are known for having better creep strength and ductility than other ferritic steels
[120], and when compared with the austenitic steels popular in the nuclear industry,
martensitic steels are preferred for their higher thermal conductivity, lower thermal
expansion coefficient and better resistance to irradiation [115]. P92 is different to its
relative P91 in that it contains tungsten as a strengthening alloy [113,121], although this
effect reduces with increased exposure time due to the tungsten carbides precipitating out
of the matrix [121].
5.3 316H Stainless Steel
316H Stainless Steel is an austenitic (also termed the γ phase), stainless steel that is
of particular interest to the power generation industry. It is extensively used in the
nuclear industry in the UK, being a major constituent of the Advanced Gas-Cooled
Reactors (AGR). Type 316 steels generally contain alloying elements of chromium (Cr),
nickel (Ni) and molybdenum (Mo) in various quantities (approximately 17%, 11% and 2-
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4% respectively). When the nickel and chromium are both alloyed in this particular
ratio it helps stabilise the austenite phase at room temperature by eliminating the
ferritic phase, which also means that there is no ductile to brittle transition [113]. The
chromium prevents corrosion by forming an oxide layer on the surface of the steel and
the molybdenum improves the anti-corrosion performance and is the difference between
these and type 304 steels [11]. Where 316H differs from its siblings (316L, 316N) is that
it possesses more carbon.
316H - and austenitic steels in general - has markedly different properties to ferritic
steels, including significantly lower strength, which means that it has a large capacity
for work hardening. It is also very ductile in both plasticity and creep, and can see
significant plastic strains incurred for small changes in stress [122]. This means that
a plant component can experience large plastic strains on loading, in addition to high
residual stresses after a loading cycle. This pre-straining before creep causes reduced
ductility despite the associated increase in strength due to work hardening [123] and
may lead to the material behaving similarly to a heat affected zone (HAZ) [124] ,
while the stress redistribution and relaxation that occurs causes 316H components to
be susceptible to reheat cracking [122]. This interaction between plasticity and creep
damage mechanisms means it is more difficult to predict the material’s behaviour as it
requires well-developed creep models in order to separate the creep strain from the plastic
strain [122]. Furthermore, although austenitic steels on the whole have good corrosion
resistance, they can be prone to localised, intergranular stress-corrosion cracking, often
due to Cr and Mo carbides precipitating out of the matrix because of extended periods
under temperature [72].
Due to its popularity and the fact that its temperature of operation is usually limited to
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550◦C, a vast amount of research has been performed on it [1,11,125,126]. This is partly
out of necessity, as there is significant variation in the data and a strong influence of the
material cast on its creep properties [122]. The material property data for this material
has previously been presented [1,11], and will be described in greater detail in Chapter 6,
where it has been used to simulate and validate existing creep models.
5.3.1 Material Properties
EDF Energy Ltd. has provided general tensile data for 316H steel at a temperature of
550◦C, which has previously been used [1, 11] but is replotted here for convenience in
Figure 5.1. 316H is a work hardening material, and hence exhibits a non-linear increase
in strain with stress in plasticity. The tensile properties for the material obtained from
Figure 5.1 are tabulated in Table 5.1. The material does not have a definite yield stress
(σy), and so the 0.2% proof stress is taken as the point at which the elastic region
terminates. E is the elastic modulus. Ramberg-Osgood fits to the material data have
determined that the best fitting of the data is obtained using the constants specified in
Table 5.2.
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Figure 5.1: True stress-true strain curve for 316H steel at 550◦C
E (GPa) σ0.2% (MPa)
140 170
Table 5.1: Tensile properties of 316H at 550◦C
N σp0 (MPa) εp0 α AN (MPA1/Nh−1)
3 170 1.21 x 10−3 5.79 1.43 x 10−9
Table 5.2: Coefficients to Ramberg-Osgood fit of 316H tensile data at 550◦C [1]
The power law creep constants for the material have been calculated previously [11],
and are the same ones used within this body of research. Both primary and steady
state creep constants are listed here, in Tables 5.3 and 5.4 respectively, which references
Equations (2.15) and (2.18). Steady state creep constants comprise of the average creep
strain rate (ε˙avg) and minimum creep strain (ε˙min). The value of uniaxial failure strain
(εf ) used in the damage models was 21.4 %, originally calculated from the reduction in
area of uniaxial creep tests [11].
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Ap (MPa
1/nph−1) np p
2.60 x 10−23 7.45 0.746
Table 5.3: Primary creep constants for 316H steel
A (MPa1/nh−1) n
ε˙min (h
−1) 1.559 x 10−35 11.95
ε˙avg (h
−1) 7.227 x 10−32 10.62
Table 5.4: Secondary creep constants for 316H steel using both minimum and average
creep rate
Specimens of 316H tested within (see Chapters 8 and 9) have been extracted from EDF
Energy cast 55915, with the gauge region aligned with the axial direction of the piping.
5.4 Alloy 617
Alloy 617 (also known as Inconel 617, with Inconel being a registered trademark of the
Special Metals Corporation) is a nickel-chromium based superalloy, of the composition of
at least 44.5% nickel and 20% chromium (composition can be found in [127]). Superalloys
are a class of material so named because of their far superior performance at elevated
temperatures to conventional alloys, leading them to be popular for use in both aerospace
and power generation applications, usually in the manufacture of turbine blades. The
strength of superalloys is largely due to alloying with aluminium and titanium causing
formation of a secondary phase of Ni3(Al,Ti) precipitates (called the γ’ phase) within the
main austenitic structure, and which possess the characteristic of having a flow stress that
increases with temperature [128].
Alloy 617 is known for good oxidation resistance and creep strength up to 1093◦C,
and strengthens upon exposure to moderate temperatures - with room temperature
tensile properties significantly improved after 1000 hours exposure to temperatures
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between 649 and 870◦C [129]. Although the alloy has been considered for use in high
temperature applications for many years, most of the existing literature concerns its
usage at temperatures well above those in plant condition and limited data exists on
its properties, even from manufacturers data sheets [127]. Recently long term tests have
been performed to determine creep properties of specimens extracted from thick-walled
pipes [130], while work has shown that modifying alloy 617 by adding more boron up to
60 ppm increases its creep rupture strength [131]. Nevertheless, there remains much more
work to be done in order to obtain a detailed understanding of its behaviour.
5.4.1 Material Properties
TU¨V Saarland provided a section of Alloy 617 piping (seen in Figure 5.2). After
fabrication the pipe had been annealed at 1175 K for 50 minutes before being cooled
by water. Its chemical composition is in Table 5.5. The pipe component itself had
been operated at a maximum temperature of 700◦C for approximately 17000 hours. The
stress-strain curve for Alloy 617 at room temperature is shown in Figure 5.4. The room
temperature tensile properties are given in Table 5.6. The elastic modulus is greater
than that quoted in [127] by 10%, while both the proof stress (σ0.2) and ultimate tensile
strength (σUTS) are significantly greater, which is likely to be due to work hardening as the
material is ex-service. Tests were performed on round bar specimens, of the dimensions
specified in Figure 5.3.
Ni Cr Co Mo C Si Al Fe Ti
54.27 22.34 11.70 9.26 0.06 0.06 0.97 0.87 0.43
Table 5.5: Chemical composition of Alloy 617 pipe material provided (by % wt)
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Figure 5.2: Section of Alloy 617 piping used for experimentation
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Figure 5.3: Dimensions of specimen used in uniaxial tensile and creep testing
Figure 5.4: True stress-true strain curve for Alloy 617 at room temperature
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E (GPa) σ0.2 (MPa) σUTS (MPa)
233 580 1253
Table 5.6: Tensile properties of Alloy 617 at room temperature
Two tensile tests were performed for Alloy 617 at 700◦C, with the mean value of elastic
modulus and proof stress (E and σ0.2 respectively) listed in Table 5.7. One of the tensile
curves obtained is displayed in Figure 5.5. The effect of temperature has been to reduce
both the proof stress and modulus, with E at 700◦C being 76% the room temperature
value and σ0.2 decreasing by 29.5%. When compared to the data sheet value [127], the
former is 6% greater than the listed value of 166 GPa at 700◦C, which is to be expected
when one considers that the room temperature experimental value of 233 GPa is 8%
greater than the corresponding data sheet value.
E (GPa) σ0.2 (MPa)
169 379
Table 5.7: Tensile properties of Alloy 617 at 700◦C
Figure 5.5: True stress-true strain curve for Alloy 617 at 700◦C
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Six uniaxial creep tests have been performed and are listed in Table 5.8. Strain-time
histories for all specimens are plotted in Figure 5.6. The specimen tested at 325 MPa
has failed before the specimens tested at 330 MPa and 340 MPa, which could be due to
material variability as these were relatively short term tests. Additionally, the latter two
specimens failed at almost twice the creep strain of the former. This suggests that in this
material, the creep ductility cannot be assumed to be constant over the stress range of
the tests, which is borne out by Figure 5.7. Here a strong relationship between the two
quantities is evident, with a gradient of 5.47. If stress is plotted against time to rupture
for the four completed tests as in Figure 5.8, the rupture constants from Equation (2.11)
can be found, and are displayed in Table 5.9.
σ(MPa) tf (h) εf ε˙min (h−1) ε˙avg (h−1)
270 2535 0.055 1.31 x 10−5 2.19 x 10−5
279 1034 0.052 2.78 x 10−5 5.06 x 10−5
315 619 0.085 5.50 x 10−5 1.37 x 10−4
325 220 0.096 2.39 x 10−4 4.39 x 10−4
330 402 0.194 1.11 x 10−4 4.82 x 10−4
340 385 0.187 1.55 x 10−4 4.86 x 10−4
Table 5.8: Details of testing on completed uniaxial creep specimens
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Figure 5.6: Creep curves for uniaxial specimens of Alloy 617
Figure 5.7: Relationship between stress and failure strain for uniaxial creep tests on
Alloy 617
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Figure 5.8: Stress against time to rupture (tr) for creep tests on Alloy 617
νr Br (MPaνrh)
10.20 1.52 x 1028
Table 5.9: Rupture constants for Alloy 617 at 700◦C
The primary creep constants for Alloy 617 at 700◦C have been obtained by modelling
the primary creep behaviour using a power law (Equation (2.15)), and analysing the
strain-time behaviour for the primary phase of each test captured. The values for Ap
and np are shown in Table 5.10 as p is stress dependent (values of p can be found in
Appendix Chapter A along with an explanation of how they were determined). Figure 5.9
shows how a curve fit made using Equation (2.15) compares with the experimental
data with only primary creep shown for each data set. It can be seen that there is
good agreement with a stress of 315 MPa. However, at lower stresses these properties
significantly overestimate strain while at underestimating the primary creep strain at
higher stresses. This suggests that there is unlikely to be a single set of constants that
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describes the behaviour of the material. Nevertheless, as primary creep represents a small
portion of the creep life of a specimen, the effect of these discrepancies is relatively small.
Ap (MPa
1/np) np
2.20 x 10−23 7.71
Table 5.10: Primary creep constants Ap and np for Alloy 617 at 700
◦C
Figure 5.9: Comparison between actual primary creep data and fit of Equation (2.15)
for Alloy 617
Steady state creep properties have been determined by assuming a power law relationship
of the form Equation (2.18) using both the minimum (ε˙min) and average (ε˙avg) creep
strain rates. Both are shown in Figure 5.10, and the creep constants derived are listed
in Table 5.11 using a regression fit to the data on a set of logarithmic axes. It should be
noted that these results may be subject to alteration as more experimental data becomes
available, and have been presented here to give a preliminary assessment of the material
behaviour of Alloy 617. Further uniaxial creep tests will be performed in order to obtain
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a more comprehensive characterisation of the behaviour of Alloy 617 over a greater range
of test stresses. With reference to Equation (2.14) and Figure 5.7 it is apparent that
n - νr = 3.10, which is reasonable compared to the actual gradient of Figure 2.4 (a value
of 5.47) as there is limited material data, meaning the behaviour of Alloy 617 has not
been fully characterised.
A (MPa1/np) n
ε˙min (h
−1) 2.43 x 10−30 10.23
ε˙avg (h
−1) 1.35 x 10−37 13.30
Table 5.11: Steady state creep constants using minimum and average creep strain rates
for Alloy 617
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a)
b)
Figure 5.10: a) Minimum creep rate and b) Average creep rate plotted against stress for
uniaxial creep specimens of Alloy 617
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5.5 Discussion
Creep constants for Alloy 617 have been calculated and presented within this chapter
using data from four tests to provide preliminary data for modelling of notched DIC
specimens in Chapter 9. Testing is ongoing in order to better characterise the behaviour
of the alloy over a range of lifetimes and the constants will be updated accordingly in
future work as more data becomes available, although values stated here are used to
provide preliminary material properties to approximate the behaviour of Alloy 617 for
comparison with FE models in Chapter 9. In future, it will be necessary to extend the
work on to other aspects of creep behaviour including its response to multiaxial stress
states (i.e. using notched bars) and with regards to creep crack growth (CCG), neither of
which are within the scope of this research.
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Chapter 6
Finite Element Modelling of Creep
of 316H Stainless Steel
70
6.1 Introduction
The kind of time scales involved in the life of a power plant component are impractical
to imitate in laboratory conditions. Hence, data from accelerated tests must be used
to predict the real-life behaviour of plant components. To this end, finite element (FE)
analyses are an integral part as they can transfer laboratory data to simulate complex
conditions which are prohibitive to test and predict material behaviour within these
conditions.
Within this section, the methodology used to model the effect of multiaxial stress states
on specimens of 316H is described. This has been done by designing specimens with
controlled geometric features to induce triaxiality, specifically using notches of different
acuities. For each notch type, the location of a skeletal point has been established to
enable fair comparisons to be made between different simulated conditions. Then, the
effect of the notch geometry on the creep behaviour of the specimen is investigated. In
this body of work, simulations using primary-secondary-tertiary creep models have been
considered along with the effect of damage modelled using the Cocks-Ashby approach for
a multiaxial stress state. The model has been subsequently compared to experimental
results in Section 9.2.3.
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6.2 Application of Model
6.2.1 Choice of Model Geometry
Three notches of varying acuities have been modelled. Where results for the notched
geometries are expressed across the notch throat, they are presented as the distance from
the notch root, as shown in Figure 6.1. The geometries were chosen to match typical
notch profiles for notched bar tests, displayed in Figure 6.2. The dimensions specified
in Figure 6.2 have been scaled up proportionally in order to match the geometry of
experimental specimens used (Chapter 9).
r
a
R
Figure 6.1: Schematic showing coordinate scheme for expressing distance along notch
throat (r/a)
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Figure 6.2: Drawing of typical notched bar geometries
6.2.2 Model Conditions
Specimens are modelled as 1/8 of the full geometry to take advantage of symmetry in all
three coordinate directions. Symmetry boundary conditions are applied on the internal
surfaces to this end. A load is applied as a uniformly distributed, negative pressure load to
the top surface. The geometry was simplified to reduce the number of elements modelled
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in the simulation, removing the pin-loaded region of the specimen, an example of which
is shown in Figure 6.3. Several simulations are run at different loads in order to simulate
the effect of different stresses on the creep behaviour.
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Figure 6.3: Schematic of a/R = 15 geometry; section within dashed lines is retained
(N.B. Full width of geometry shown for clarity)
6.2.3 Material Damage Model
The model used incorporates an elastic-plastic analysis of the material behaviour during
loading, and simulates the effect of primary, secondary and tertiary creep as previously
described in Section 2.2. A customised script using the *CREEP and *USDFLD
subroutines (see Appendix C for full code) was used. When a portion of material becomes
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fully damaged (ω = 0.999) as described Equation (2.19), it no longer has the ability to
take the load. Thus it is assumed that the stress components in all directions will be
zero in the elements concerned, which is simulated in a similar manner to [125, 132, 133]
whereby the material properties of the damaged element (i.e. its stiffness) is reduced as
shown in Figures 6.4 and 6.5. To avoid numerical difficulty, the local behaviour of the
material is altered using the *USDFLD subroutine to elastic-plastic behaviour with a
yield stress of near-zero value. For similar reasons, the stress release is modelled using a
sudden drop as is common in the field [132–134].
The uniaxial failure strain used in the formulation depends on the stress dependency of
the material in question. As the failure strain of 316H is found to have insignificant stress
dependency [133], the value quoted in [11] (21.4%) is used. This value was obtained by
the mean failure strain over a series of uniaxial creep tests, calculated using the reduction
in area of the creep test specimens.
t (h)
ω
σ (
M
Pa
)
Load application
Damage reaches 0.999
causing stress release
Figure 6.4: Typical stress variation for an element during simulation, note the reduction
in stress when ω = 0.999
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Figure 6.5: Stress-strain behaviour used for 316H in undamaged (ω < 0.999) and fully
damaged (ω = 0.999) elements
6.2.4 Mesh and Element Type
FE simulations have been run on ABAQUS versions 6.11 [135] and 6.13 [136]. As all
geometries used are relatively thin (thickness/width; B/w = 20 across the notch throat) it
is likely to be in plane stress conditions, thus investigations were performed to determine
whether a 2D analysis was a suitable representation of the test specimens. The sharp
notch geometry (a/R = 15) will have the most triaxiality within it, and therefore this is
the one which is least suitable out of the three for a 2D analysis. Figure 6.6 shows the
effect of a tensile load of 370 MPa (σnet/σy = 2.18) and the strain distribution across the
notch throat. It can be seen that there is significant difference between the two cases over
the majority of the notch throat meaning that a 3D model is required.
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Figure 6.6: Comparison of strain across notch throat for 2D and 3D analyses
Trials were performed to determine a suitable mesh to use. It is acknowledged that the
results can be sensitive to the mesh size where there is either a discontinuity in the stress
field or where any localisation of strain occurs [137]. Investigations into the sensitivity of
results to the mesh spacing in the near-notch region are shown in Figure 6.7 for coarse
(125 μm), medium (62.5 μm) and fine (31.25 μm) mesh spacings, where the first element
ends at r/a = 12.5 x 10−3, r/a = 6.25 x 10−3 and r/a = 3.125 x 10−3 respectively. It can be
seen that the results are roughly similar in all cases, although when the near-notch region
is magnified the coarse mesh spacing deviates more. Although there is some difference
between the fine and medium meshes, the fine mesh took significantly longer to run (one
day as opposed to three hours) and so the medium mesh spacing was preferred as being
the best balance between computation time and accuracy. This spacing is a similar order
of magnitude to previous work performed on notched bars in [132].
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a)
b)
Figure 6.7: Mesh sensitivity study for three mesh sizes a) showing overall results and b)
focussing on notch root
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As strain is concentrated around the notch, it is undesirable for all elements to be of
the aforementioned magnitude; hence the mesh was focussed around the notched and
transitioned to a more coarse mesh spacing further away. The mesh was focussed in a
concentric manner about the notch radius’ centre for a distance of r/a = 0.1. The meshes
used for the three geometries is shown in Figure 6.8, where the element size at the notch
is 62.5 μm as previously mentioned.
a) b) c)
a/R = 1.5 a/R = 5 a/R = 15
Figure 6.8: Meshes for notches tested, a) a/R = 1.5; b) a/R = 5; a/R = 15
6.3 Stress Distributions in Notched Plate Specimens
During creep the stresses are varying continuously [8]. In a uniaxial specimen these
stresses are relatively constant across a line perpendicular to the loading axis and thus
deformation is uniform. In a notched specimen (or indeed, any component experiencing a
multiaxial stress state), strain is focussed around the notch or other stress concentration
and so it is necessary to consider the behaviour with respect to time and space. Therefore
it is necessary to identify a fixed point within the material that is relatively constant in
its behaviour over time, whose results which can be used to make comparisons between
different simulations. This is called the skeletal point and can be defined as the point
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whose stress state does not depend on the stress index and is invariant with time [4].
Although a structure may have more than one skeletal point within, in the case of the
notched plate geometries it is necessary to consider the skeletal point positioned along
the notch throat on the inner surface of the model (i.e. across the centre) as this part of
the structure is where creep has most of an effect. The skeletal point can be determined
by simulating a tensile test on the geometry of interest, varying the stress index of the
material by altering the parameters of the Ramberg-Osgood model (see Equation (2.3)
for further details). The point at which the stress across the throat is constant for all
stress indices (i.e. where the curves intersect) is the skeletal point and it is assumed
that behaviour of the material at this point can accurately describe the behaviour in the
remainder of the material [4, 138, 139]. In practice, it is not always the case all curves
intersect at the same location, so the skeletal point must be estimated as the point where
the closest incidence of all data sets occurs.
Figures 6.9 and 6.10 and Figure 6.11 plot the stress distribution across the notch for the
three notch acuities. The greater the notch acuity, the further from the notch root the
skeletal point is. Furthermore, the stress at the notch root increases significantly with
notch acuity due to the increased stress concentration factor. When compared to notched
bars [11], the skeletal points are much further towards the centre of the model, possibly
because of the fact that the notched bars are axisymmetric and accordingly the material
is more constrained along the throat and so the stress state does not vary as much.
a/R rsk
1.5 0.502
5 0.367
15 0.306
Table 6.1: Position of skeletal point (normalised)
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Figure 6.9: Variation of normalised σvm over the notch throat (a/R = 1.5)
Figure 6.10: Variation of normalised σvm over the notch throat (a/R = 5)
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Figure 6.11: Variation of normalised σvm over the notch throat (a/R = 15)
As previously mentioned in Section 2.1.1, the multiaxial damage models have been
formulated to depend on the ratio of the mean stress to the equivalent stress (σm/σvm).
This expression denotes the triaxiality at a point and is used to describe the stress state
at a point. For a uniaxial specimen, the triaxiality is 1/3 as there is only one principal
stress, σ1.
The triaxiality variation across the throat for the three geometries has been plotted in
Figure 6.12 for a net section stress (σnet) of 370 MPa (σnet/σ0.2 = 2.18). Results are
presented after application of the load and during steady state creep. This shows that
in general the triaxiality increases after loading, especially further away from the notch.
However, as the notch is approached the values appear to be relatively constant, which
is especially evident for a/R = 1.5. Overall, the minimum in all cases is directly at the
notch root (r/a = 0) as the outer surface is free to deform here, lowering the constraint.
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It should be noted that in the results for a/R = 1.5 and a/R = 5, this value is tending
towards the aforementioned uniaxial case (h = 1/3). The a/R = 15 case is sharp enough
to induce stresses such that σxx is of a similar order of magnitude to σyy, and so the
triaxiality at the notch root is greater than this.
a/R = 1.5 a/R = 5 a/R = 15
h at loading 0.474 0.531 0.567
h at steady state 0.490 0.543 0.564
Table 6.2: Triaxiality at skeletal point
Figure 6.12: Triaxiality variation across notch throat for three notch geometries
In terms of each curve, for a/R = 1.5 the triaxiality is maximum at the centre of the
specimen, and decreases progressively towards the notch root. This is because the notch
is very blunt and thus does not act as enough of a stress raiser to induce multiaxial
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stresses locally, as evidenced by the fact that the triaxiality at the notch root is similar
to the uniaxial case. The trend here is similar to that of the corresponding notched bar
geometry modelled in [11]. On loading, the a/R = 5 notch has an initial acceleration up
to a peak of h = 0.532, after which it decreases gradually before plateauing from r/a = 0.9
onwards. During steady state creep, stress redistribution has increased the triaxiality at
the midpoint of the geometry and hence the trend now plateaus from r/a = 0.5. This
observation does not show similarity with the corresponding trend for notched bars, where
there is a gradual increase to a peak followed by a swifter decrease to a minimum at the
notch root.
For the sharpest notch (a/R= 15 ) the triaxiality on loading shows a sharp increase up to
a maximum of h = 0.609 close to the notch (r/a = 0.082) before gently decreasing towards
the midpoint. The triaxiality during steady state creep shows a similarly dramatic increase
to a peak value of h = 0.613, before beginning to decrease up to r/a = 0.3, after which
there is a gentle bowing towards the midpoint of the specimen geometry. The entire peak
in this case has shifted further from the notch root, although it has increased in amplitude
slightly while becoming narrower.
In all cases, when compared to similar simulations on notched bars in [11] the absolute
triaxiality of the notched plates is never more that half that of the notched bars. However,
this is to be expected as the notched plate specimens modelled here are quite thin in
comparison to the specimen width (2 mm and 20 mm respectively), meaning the stress
field will be closer to the plane stress case even across a plane through the centre of the
specimen. Therefore the maximum possible triaxiality is h = 0.667 for full biaxial loading
(σ1 = σ2, σ3 = 0). Table 6.2 lists the absolute value of triaxiality at the skeletal point
for reference, and it can been seen that the greater the notch acuity, the less change in
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triaxiality at the skeletal point.
6.4 Discussion
Skeletal points have been determined for the three notch acuities, which can be used as
reference points in further analysis of these structures. The skeletal points of each are
further away from the notch root than the corresponding notched bar geometry in [11].
This is due to the fact that the notched plates are closer to a plane stress condition than
notched bars, supported by investigations into the triaxiality of each notch acuity. The
triaxiality variation across the notch throat has been determined for each notch acuity,
finding that the two less blunt notch acuities are close to having a uniaxial stress state
at the notch root. It is necessary to extend this research to compare experimental results
obtained using DIC with FE simulations in order to validate creep damage models for
this material.
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Chapter 7
Evaluation of Strain Monitoring
Techniques on Ferritic Steels
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7.1 Introduction
In order to evaluate the ACPD strain sensor it is necessary to compare its function as
a strain measurement device to other methods that are typically used. Experiments
contained within this chapter concern the use of the ACPD strain sensor in order to
establish its accuracy with respect to the strain measured using an LVDT (εLV DT ). They
investigate the performance of the ACPD sensor at temperatures of plant operation and
determine its relative accuracy. In addition, the condition of specimens after testing has
also been analysed in the context of the measurements made to investigate the relationship
between the resistance changes and the condition of the material.
7.2 Experimental Results
Seven specimens have been tested, six of which were ASTM grade P22 (2.25Cr1Mo) and
the remaining one of grade P92 (9Cr1.8W). All had ACPD probes attached. These have
been compared to measurements made using an LVDT with other techniques such as
metallography and hardness testing to gain a more complete assessment of the condition
of the material.
7.2.1 Resistance and Strain Measurement
A full summary of the test details of all the samples is tabulated in Table 7.1. Strain
was measured on a selection of the specimens using an LVDT, and results are listed in
Table 7.1. One test was performed at a lower stress level to investigate the performance of
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the sensor in tests of a longer duration. Plotted alongside the comparison is the difference
in strain measured by the two sensors (Strain difference = εLV DT − εACPD) in order to
quantify the comparison.
Specimen σ(MPa) Test Duration (h) ε
P22-4 70 122 0.321
P22-5 70 119 0.196
P22-6 70 92 0.149
P22-7 70 62 0.116
P22-8 70 80 0.138
P22-9 60 219 0.194
Table 7.1: Details of testing on plain ferritic specimens
The P22 specimens have had their resistance data compiled and plotted in Figure 7.1.
All results show trends taking the general shape of a typical creep curve with an (in
these cases) almost negligible primary phase, a period of steady state creep and then an
acceleration that indicates tertiary creep initiation. It should be noted that the tertiary
creep regime encompasses a large proportion of the test - up to half in some cases. There is
no unifying set of trends across all specimens, showcasing the variation in creep properties
that can exist within the same material. Such variability however does not affect the
purpose of this study and therefore has not been considered further.
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Figure 7.1: Normalised Resistance Ratio against Time for all P22 specimens
Figure 7.2 shows strain measurement for specimen P22-4. The difference in strain between
the ACPD sensor and the LVDT is initially 1 x 10−3 ε or less, but begins to increase at
an accelerating rate as tertiary creep progresses. Here, the LVDT accelerates at a greater
rate than the ACPD sensor, which is unexpected as the damage accumulated within the
material should have a greater effect on its resistance [91, 98, 99]. The reason for this is
evident if the specimen is analysed post-test as in Figure 7.3, which shows that necking
has occurred outside of the location of the probes. The ACPD sensor has nevertheless
detected entry into the tertiary regime.
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Figure 7.2: Comparison between strain measurements using ACPD sensor and creep
εLLD for specimen P22-4
Figure 7.3: Specimen P22-4 after testing (black dots show locations of probes)
The previously stated level of accuracy is replicated by specimens P22-5 and P22-6,
whose results are shown in Figures 7.4 and 7.5. These two specimens show reversed
behaviour in tertiary creep, with εACPD exceeding εLV DT despite both detecting tertiary
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creep at approximately the same time. This is the expected pattern of behaviour as strain
localisation and consequently necking occurs away from the region comprising the probes,
which can be understood from Figure 7.6. It is also observable that the necked region
occurs over a length of 20+ mm, meaning that although there is a point of maximum
localisation, there is a noticeable reduction in area at the position of the probes. Therefore
this effect is still detected by the ACPD sensor, which is a positive event, although it is
necessary to investigate whether this behaviour is replicated where necking is less and
using controlled stress concentrations.
Figure 7.4: Comparison between strain measurements using ACPD sensor and creep
εLV DT for specimen P22-5
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Figure 7.5: Comparison between strain measurements using ACPD sensor and creep
εLV DT for specimen P22-6
a) b)
Figure 7.6: Comparison of position of necking for specimens a) P22-5 and b) P22-6
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Testing on specimen P22-7 produced Figure 7.7, where the strain difference remains under
1 x 10−3 ε throughout. Unlike the previous specimens there is no discernible deviation
between the two methods of strain monitoring. P22-8 is similar in trend initially, but does
show an increase in strain difference after the tertiary creep regime begins, as illustrated
in Figure 7.8.
Figure 7.7: Comparison between strain measurements using ACPD sensor and creep
εLV DT for specimen P22-7
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Figure 7.8: Comparison between strain measurements using ACPD sensor and creep
εLV DT for specimen P22-8
Figure 7.9: Comparison between strain measurements using ACPD sensor and creep
εLV DT for specimen P22-9
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Specimen P22-9’s results are given in Figure 7.9. Here, the trends in both sets of data
replicate each other throughout, and although the strain difference fluctuates between the
orders of magnitude of 1 x 10−3 and 1 x 10−4 ε, this variation occurs until the end of the
test.
Figure 7.10: Comparison between strain measurements using ACPD sensor and εLV DT
for specimen P92-1
Figure 7.10 displays the result from the solitary test conducted on P92 steel, with
only creep strain plotted. In this specimen, there is a steep increase in strain almost
immediately after creep has started, after which the strain rate begins to decrease as is
normal in primary creep phase. The test was stopped just as entry into the tertiary creep
regime occurs (∼ 350 hours into the test), although this can only be discerned if the graph
is magnified. In this test, the strain difference shows an initial spike on loading, before
reducing to values of approximately 5 x 10−4 or less up to 100 hours of test time. At this
point the strain difference increases to twice that amount, coinciding with a fluctuation
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in the LVDT signal, but remaining relatively stable for the remainder of the test.
Qualitatively, the resistance trends are as expected, with a period of steady state creep
preceding an accelerated portion of the test. In the tests on specimens of P22, strain
differences are typically of the order of magnitude of 1 x 10−3 ε or less and relatively
stable until the onset of tertiary creep. The strain difference in the test of the P92
specimen is an order of magnitude smaller than this for the initial portion of the test,
although it increases to just over 1 x 10−3 ε after 100 hours. However, it should be
mentioned that this has coincided with some minor fluctuations within the LVDT signal,
meaning that a small amount of noise within the LVDT could also have artificially inflated
the value of the strain difference. Creep failure strains are likely to significantly exceed a
value of 0.01 ε, meaning that the strain difference comprising less than 10% of the value
measured. Furthermore, the increase in strain difference at the start of tertiary creep
is due to the initiation of microcracks within the material, which affect the path taken
by the current and thus the material’s resistance locally. This increases the sensitivity
(i.e. the gauge factor) to the further creep deformation. As the LVDT only measures
load-line displacement, it does not possess the ability to detect the damage that occurs
within the specimen and hence the ACPD strain sensor tends to both show the tertiary
creep regime occurring earlier as well as overestimating the final creep strain measured.
This is expected as the LVDT measures displacement over the entire specimen, reducing
sensitivity. In addition, it can be seen that the ACPD signal contains less noise than that
of the LVDT, and so there is likely to be less chance of misinterpreting the results.
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7.2.2 Microstructure Evaluation
Analysis of the microstructural evolution of P22 samples has been performed in [25].
Figure 7.11 displays the microstructure of specimen P92-1 in five regions over the length
of the specimen for two different magnifications. At a more macroscopic level, it is
instantly obvious that there is a variation in the microstructure of the material across
the specimen. Towards the ends of the specimen, the microstructure appears more
homogeneous, while towards the centre of the sample an increasing number of spheroidal
structures are formed. Looking the highest magnification available, it is apparent that the
carbides are more concentrated at points near the specimen centre. Furthermore, there are
several microcracks between 30-40 μm in length that have formed. Flat, straight cracks
characteristic of intergranular cracking can be seen in the middle image of Figure 7.11b,
while in the bottom-most image there is a triple-point crack, which is sited at grain
boundaries. The former is present in the triple-point cracks and those forming at the
boundary of the prior-austenite and martensite phases, while the presence of transgranular
cracking supports previous observations on the material’s behaviour [120]. Nevertheless,
the initiation of cracks at this level is likely to be what has caused the trend in strain to
accelerate slightly (Figure 7.10), especially as the microcracks are situated in the vicinity
of the probes. These microcracks are yet to coalesce and form cracking on a larger scale,
and accordingly it is clear that the specimen has just entered the tertiary regime. This
explains why the acceleration present is not as dramatic as some of the P22 specimens,
some of which ran to failure.
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a) b)
Figure 7.11: Microstructural variation of specimen P92-1 from outer edges towards
centre of specimen (top to bottom) using a) magnification of 10x; b) magnification of
100x
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An additional indicator of the level of creep damage occurring is the comparison between
the gauge region, and the relatively unstressed ’reference’ part of the specimen, displayed
in Figure 7.12. In the reference region there are as more clearly defined grain boundaries,
where the characteristic lath structure of the martensite can be observed. In the gauge
region, although some lath is present, there is a larger amount of the prior austenite phase
with the micrograph in Figure 7.12 showing crack growth at the boundary between the
two phases present.
Figure 7.12: Comparison between microstructure of reference region (left) and gauge
region (right) for specimen P92-1
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7.2.3 Indentation Testing
A selection of the P22 specimens were subject to indentation tests to investigate the effect
of creep on hardness. Hardness measurements of untested material produced an average
value of 151.8 Hv with a standard deviation of 3.6. The first thing clear from the results
is that all specimens have experienced a hardness reduction, with H* varying between 0.8
and 0.9 across the surface of each one. There do not appear to be any particular trends,
which is possibly because none experienced sufficient localisation to cause a significant
hardness reduction in a particular area. It can be seen that P22-5 (Figure 7.13) shows
a slight positive trend towards the top of the specimen. However, this does not coincide
particularly with the neck and in any case the fluctuations are within a tighter band
(0.85-0.9) and so can be assumed to be due to material variation.
Figure 7.13: H* variation across surface of specimen P22-5
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Figure 7.14: H* variation across surface of specimen P22-6
Figure 7.15: H* variation across surface of specimen P22-7
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Figure 7.16: H* variation across surface of specimen P22-9
P22 is not a significantly work hardening material, but it is expected that accumulation
of creep strain will cause an increase in hardness due to dislocation build-up. However,
the fact that hardness has decreased suggests that thermal softening may have had a
greater impact on mechanical properties. Indeed, previous investigations into the thermal
ageing of P22 steel [140] have shown Vickers hardness reduced to approximately 0.9 of
the original value within 1000 hours at temperature. These specimens having undergone
hardness reduction at a quicker rate could be due to material variability.
H* appears to be relatively uniform across the surface of specimen P92-1 (Figure 7.17),
between 0.80 and 0.88 of the initial value. The initial hardness (before) testing was
determined to be 220.5 Hv (standard deviation of 4.8), with the average value of the 40
indentations on specimen P92-1 being 187.9 Hv. Although there are local peaks and
troughs within the hardness curves, there are no distinct trends observable from the
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results. This is to be expected as it was removed during the initial stages of tertiary
creep and therefore before localisation has become significant. In addition, despite being
primarily located towards the centre of the specimen, any crack formation that does exist
is very minute (of the order of a few tens of microns in length) and thus is unlikely to
have a significant effect on its properties at this stage of creep life.
Figure 7.17: H* variation across surface of specimen P92-1
7.3 Discussion
Experiments were performed on two different ferritic steels to determine the suitability
of the ACPD strain sensor for use as a tool to measure creep strain. Typical differences
in strain were 1 x 10−3 ε, an amount which would represent 10% or less of a typical
component’s lifetime, although it is apparent that measuring strain from load-line
displacement using an LVDT may introduce additional errors due to electrical noise within
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the signal. In addition, it is not an ideal comparison as it measures global displacement
over the bulk of the specimen whereas the ACPD sensor makes more local measurements
and so better captures any strain localisation provided it occurs within the vicinity of
the sensor. It is consequently necessary to use alternative strain measurement methods
to act as a point of comparison with the ACPD sensor. As work has shown that it is a
change in geometry that dominates the resistance response of a specimen until tertiary
creep [91,98,99], materials that do not oxidise should be tested in order to enable optical
techniques to be performed.
Metallography performed on a selection of the P22 specimens after testing [25] show a
correlation between the global specimen displacement (and hence accumulated strain)
and the cavity count, which is to be expected as a higher displacement implies that the
specimen has undergone more creep. It also shows that there are an increasing number of
cavities of larger area (≥ 40µm) with increasing displacement, which is similarly expected
as they will grow with the progression of creep. Additionally, the cavity count shows an
increase with the final normalised resistance ratio of the test. Metallography performed
on the P92 specimen supported previously published work by Samuel [120] which showed
a a combination of transgranular and intergranular cracking.
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Chapter 8
Evaluation of Uniaxial Plate
Specimens with DIC and ACPD
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8.1 Introduction
Experiments previously showed that the ACPD strain sensor could be used to measure
the creep strain occurring within a specimen and predict failure well before it occurred,
and in advance of more widely used measuring techniques could predict it (Chapter 7).
However, the LVDTs previously used to make comparative measurements are relatively
insensitive to strain localisation as they measure global displacement as shown in
Figure 4.6. This chapter describes the collection of resistance data using plain, uniaxial
specimens (i.e. without defects) instrumented with ACPD probes in comparison with a
full field measurement of strain using DIC. It seeks to further validate the applicability
of Equation (4.3) and accordingly the accuracy of the sensor. In addition, DIC has been
used to observe how the material deforms under creep conditions to gain an enhanced
understanding of the material.
8.2 Experimental Results
Five specimens of 316H and one of Inconel 617 were tested using the ACPD sensor in
conjunction with different strain monitoring techniques, according to Table 8.1. Two of
these specimens (316-2 and 316-4 ) have only been assessed on a qualitative basis as the
DIC setup referred to in Section 4.2.2 was still under development at the time and so no
direct comparison of strain measurements can be made. However, results obtained from
these specimens are presented due to their relevance in the context of the results of other
specimens tested.
The geometries of the two sets of specimens are shown in Figure 8.1. The specimens
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involved in DIC were designed to be wider than 316-2 and 316-4 so as to provide a larger
surface that images could be taken of as well as adapt the specimen to the capacity of
the creep testing machine used (25 kN); hence the cross-sectional area of these specimens
was reduced to be sufficiently thin such that the that the flow of current tended to the
thin plate case [91] where the power law index from Equation (4.3), φ, is 2.88. Strain
measurements made using DIC are calculated by a global average over the entire visible
surface of the specimen unless explicitly stated as the ACPD sensor can detect changes
in the specimen condition further away from where the probes are sited, as described in
Section 4.3.
a) b)
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Figure 8.1: Specimen geometries tested
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8.2.1 Qualitative Evaluation
Details of the tests the specimens are listed in Table 8.1. All of the plain 316H specimens
used in tests involving DIC were tested at the same load and temperature (328 MPa and
550◦ C respectively), as was specimen 316-4, while specimen 316-2 was tested at 320
MPa. From Table 8.1 there is an element of consistency in the loading strains as each
specimen experienced approximately the same strain as another. Specimens 316-4 and
316-8 were allowed to run to failure, but the former is an order of magnitude apart in
time of testing compared to the latter, possibly a cause of being a different geometry. The
geometries referred to in the table are displayed in Figure 8.1.
Specimen Test Duration (h) σ(MPa) σnet/σ0.2 ε Geometry
316-2 1583 320 1.88 0.106 a
316-4 1273 328 1.93 0.104 a
316-5 104 328 1.93 0.141 b
316-7 190 328 1.93 0.149 b
316-8 139 328 1.93 0.357 b
617-2 516 300 0.73 0.335 b
Table 8.1: Details of testing on plain specimens
An example of a loading curve from tests on 316H has been constructed in Figure 8.2
using strain measurements, compared to results obtained in a high temperature tensile
test [11] (which have been replotted separately in Chapter 5). It can be seen that the
specimen behaves reasonably as expected despite the fact that the dead-weight system of
loading meaning that only a limited number of points can be obtained. Error bars showing
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the limit of one standard deviation have been plotted to show the scatter in the multiple
measurements made at each loading step. It can be seen that during the loading process
for 316H specimens DIC shows negligible scatter at each increment of load, with more
precision in measurements at higher levels of strain. The ACPD sensor shows greater
variance than DIC, especially at higher strains. This is expected as the ACPD makes
continuous measurements during deformation, with each cycle lasting several minutes.
Overall both measurement systems show reasonable agreement with the tensile curve,
with the ACPD showing particularly good agreement in the elastic region (using ν = 0.3
to calculate strain from Equation (4.3)).
Figure 8.2: Stress-strain curve on loading compared with actual tensile data for 316H
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Figure 8.3: Normalised Resistance Ratio against Time for specimen 316-2
The change in ξ over time for specimen 316-2 has been plotted in Figure 8.3 for the
duration of its creeping along with the creep strain from εLV DT . It can been seen that the
trend of ξ mirrors the general layout of a creep curve. A region of primary creep can be
determined immediately after this before the long period of linearity in the graph - the
secondary creep phase. At roughly 1000 hours, it is possible to detect the curve deviating
slightly from its previously linear path slightly, showing the initiation of tertiary creep in
the specimen. This continues until approximately 1200 hours into the test, after which
it begins accelerating significantly, as the damage present in the material gives rise to
microcrack formation leading to an increase in the electrical anisotropy of the specimen
and consequently the resistance ratio. From looking at the values of creep strain (i.e.
after loading) calculated using data of the global displacement of the specimen, it can be
seen that it follows a similar trend to ξuntil the instigation of the tertiary creep phase, at
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which point there is a slight increase in gradient at approximately 1300 hours.
The results of creep strain measured by an LVDT and ξ for specimen 316-4 after loading
can be seen in Figure 8.4, where data has been plotted up to the point preceding fracture.
Here, it is immediately noticeable that the graph of ξ against time shows only a slight
increase in gradient from 900 hours onwards. Similar trends are observed on the graph
of creep strain calculated from δLV DT (εLV DT ) after loading, although in this case the
increase in gradient only becomes noticeable at approximately 1100 hours.
Figure 8.4: Normalised Resistance Ratio against Time for specimen 316-4
8.2.2 Strain Measurement
Figure 8.5 shows the results of creep strain measurement on specimen 316-5, with the
difference in strain measured by the two methods expressed as Strain difference = εDIC -
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εACPD, where εDIC has been calculated on a global average measurement over the entire
field of the field of interest (see contour plots in Section 8.2.2.1). As can be seen, there is
excellent agreement between DIC and the ACPD sensor through the entirety of the test
(up to 0.08 ε) Discrepancies between the two measurements remain relatively constant at
orders of magnitude of ∼ 1 x 10−3 ε up to 100 hours of the test, after which it increases
slightly until the test’s completion. The trend of the test suggests that it is entering the
secondary creep regime, as the gradient is showing a decrease compared to its initial value.
Figure 8.5: Comparison between strain measurements using ACPD sensor and those
made using DIC for specimen 316-5
The strain response of specimen 316-7 has been plotted in Figure 8.6. In this set of results,
the trend follows a non-standard pattern in that there is no distinct transition through
the different stages of creep. There are three distinct sections of the test, distinguished
by the two inflexion points causing changes in the gradient of the results.
112
The difference in strain measurement between DIC and the ACPD sensor is approximately
5 x 10−4 ε until around 30 hours into the test, after which it begins to increase. This
coincides with the start second section of the test, during which the strain difference
increases in magnitude to approximately 0.01 ε before plateauing. It is at this point
(roughly 120 hours into the test) that the third section begins. Therefore, it seems that
the second section of the test produces the majority of the difference in strain; if the results
are re-processed neglecting this section completely as in Figure 8.7 it can be seen that the
strain difference is an order of magnitude less (1 x 10−3 ε). This suggests that the second
section of the trend in Figure 8.6 could be due to some kind of material effect affecting the
strain rate, as both DIC and ACPD sensor are affected, although the latter to a greater
degree. Nevertheless, what Figure 8.7 shows is that despite this kind of occurrence, the
ability of the ACPD sensor to measure strain is undiminished, as it continues to measure
the change in strain accurately during the third section of the test.
The creep strain history of specimen 316-8, which was allowed to run to failure, is exhibited
in Figure 8.8. Here, the trend of the curve follows a regular creep pattern for the most part
with a slight inflection point just after 100 hours of testing. Overall, the strain difference
remains close to 1 x 10−3 ε, increasing to 5 x 10−3 ε briefly between 70 and 110 hours
before decreasing again.
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Figure 8.6: Comparison between strain measurements using ACPD sensor and those
made using DIC for specimen 316-7
Figure 8.7: Comparison between strain measurements neglecting ‘second section’ of
results for specimen 316-7
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Figure 8.8: Comparison between strain measurements using ACPD sensor and those
made using DIC for specimen 316-8
Similar results for specimen 617-2 are plotted in Figure 8.9. The strain difference in
measurement is less than 1 x 10−3 up to 190 hours into the test, after which it begins to
increase steadily. This is due to the tertiary creep regime starting at approximately 240 h,
where a mild acceleration can be seen in the ACPD trend, which has not been detected by
DIC. This supports earlier observations made regarding Figure 5.6, where several uniaxial
tests show tertiary creep occurring for more than half of the test. Therefore deviation in
strain measurement this early is to be somewhat expected.
115
Figure 8.9: Comparison between strain measurements using ACPD sensor and those
made using DIC for specimen 617-2
8.2.2.1 Strain Field Visualisation
Figure 8.10 displays contour plots of the strain field of the 316H plain specimens tested
before the start of tertiary creep phase to illustrate qualitatively the kind of variation
present before necking occurs. In these cases the strain field is not uniform, which would
be expected for a specimen without a defect. In all strain fields there is a contour of
maximal strain occurring approximately horizontally across the centre, with pockets of
less strain around it, and an intermediate band of strain further away.
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Figure 8.10: Strain fields of plain 316H specimens tested a) 316-5 at 82 h, b) 316-7 at
160 h, c) 316-8 at 127 h
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Figure 8.11: Strain fields of plain Alloy 617 specimen 617-2 at 184 h
Figure 8.11 shows a similar strain field for specimen 617-2, where there are two areas
where strain has been concentrated, one of which is surrounded by a pocket of very low
strain. As mentioned in Section 5.4, the piping from which this specimen was extracted
was subject to at least 17000 h loading and so there is the possibility that some defects
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have already been initiated within, creating such significant strain gradients. Indeed, the
final site of fracture was at the band of high strain located towards the bottom of the
specimen, as shown in Figure 8.12. It is also possible to observe the jagged fracture surface
that is characteristic of creep crack growth.
Figure 8.12: Fracture surface of specimen 617-2 after testing
8.2.3 Microstructure Evaluation
Results of optical microscopy performed on specimen 316-2 are given in Figure 8.14, with
Figure 8.13 displaying the approximate locations at which these images were taken. From
this, the size of the cracks present suggests that the specimen was very close to failure and
had been removed from the test just as failure was imminent, which is confirmed through
the result of Figure 8.3 that shows a very clear entry into the tertiary creep regime and
an almost vertical slope after 1400 hours.
Figure 8.13: Schematic of specimen 316-2 identifying locations where metallography was
performed
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The location of regions A and B (as shown in Figure 8.13) are both relatively close to
the ACPD probe, which explains why the increase in slope of the resistance ratio was
so dramatic, when such large cracks had begun to run so close to the probes. Replica
metallography was performed to obtain the cavity distribution within the specimen, and
is presented in Figure 8.15 with the distance expressed as being positive in the direction
of the top of the specimen. Observing the cavity count density obtained using replica
metallography, it can be seen that there is a relatively even distribution of voids constant
across the surface apart from a spike 4.5 mm from the centre.
Figure 8.14: Micrographs of specimen 316-2 identifying locations with severe cracking
(arrows show direction of loading)
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Figure 8.15: Cavity count density over the axial centreline of specimen 316-2
Figure 8.16 shows optical microscopy performed on specimen 316-4 showing the extent of
microcracking present following failure. Two regions have been highlighted in Figure 8.17
to demonstrate how cracking varied across the length of the specimen - where D is close
to the failure point, which is some distance from the ACPD probe. For comparison,
C is in close proximity to the probes. These results go some way to explaining the
behaviour of the specimen in creep as measured by the varying resistance ratio shown
previously. Region C shows no significant microcracks with little separation between
grains towards the centre of the area shown, this is despite the specimen having completely
fractured elsewhere. In contrast region D shows some microcrack formation, all of which
run perpendicular to the direction of loading and have grown along grain boundaries.
These are likely to have been the cause of the slight increase in gradient observed in
Figure 8.4 by the ACPD probes. Replica studies (Figure 8.20) for the specimen show
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an increasing trend in cavity count density with distance from the crack. A micrograph
taken of the region at the crack is displayed in Figure 8.18, which shows the intergranular
cracking that has occurred meaning the specimen has failed by creep. More evidence of
this is present in an examination of the fracture surface of the specimen, as in Figure 8.19,
where the slightly jagged nature of the cracking is a hallmark of creep crack growth along
grain boundaries. There is also negligible necking, eliminating the possibility of plastic
rupture.
Figure 8.16: Micrographs of specimen 316-4 displaying locations with significant
microcrack formation
Figure 8.17: Schematic of specimen 316-4 identifying locations where metallography was
performed, with bottom of specimen oriented left (black dots show previous locations of
probes that are no longer attached to specimen)
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intergranular cracks
200 μm
Figure 8.18: Micrographs of specimen 316-4 in the vicinity of the crack
Figure 8.19: Fracture surface of specimen 316-4 after testing
Figure 8.20: Cavity count density over the axial centreline of specimen 316-4
If the mean cavity area is plotted against the position along the surface for specimen
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316-2, the position where the average cavity area is greatest is at the centreline (over
1000 mm2). Away from this location, the mean area varies from 400-600 mm2 in value.
Likewise for specimen 316-4, where the position of largest cavities occurs within 1 mm of
the crack and the mean area is on average more than five times the size of cavities further
away.
Figure 8.21: Mean area of cavity with respect to position along specimen 316-2 surface
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Figure 8.22: Mean area of cavity with respect to position along specimen 316-4 surface
Optical microscopy of specimen 316-5, in Figure 8.23, shows little void formation. This
is to be expected, considering the specimen was only within the secondary phase of
creep. To reinforce this, cavity counts performed using replica metallography are shown
in Figure 8.24, where there is less than one cavity detected per mm2.
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a)
b)
c)
400 μm
Figure 8.23: Micrographs of specimens a) 316-5 b) 316-7 and c) 316-8; arrows show
direction of loading
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Figure 8.24: Cavity count density over the axial centreline of specimen 316-5
Figure 8.25: Cavity count density over the axial centreline of specimen 316-7
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Specimen 316-7 was also subject to a cavity count, and from Figure 8.25 the results show
only slightly more void formation than specimen 316-5, which is reasonable, considering
they were tested to similar levels of strain. As with the other specimens, visually
examining the microstructure under a microscope - as in 8.23 - does not show clear void
formation.
The results for specimen 316-8 follow a similar pattern to the previous two specimens
of geometry a. Its microstructure shows no significant void formation, even towards the
crack, as shown in Figure 8.27. The cavity count in Figure 8.26 has a slight upward trend
from the bottom of the specimen to the top with a sudden increase at one end of the
specimen.
Figure 8.26: Cavity count density over the axial centreline of specimen 316-8
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Figure 8.27: Optical micrograph of specimen 316-8 showing region near crack
This is further evidenced when comparisons are made between the cavity counts of all the
specimens that entered tertiary creep (316-2, 316-4, 316-8 ). Initially, it may appear that
they all have similar levels of damage within the material. However, when the average
area of each void is calculated as in Table 8.2 it is apparent that the mean area of voids
for 316-8 is 20-25% the values for the 316-2 and 316-4, showing that the extent of the
damage is less.
Figure 8.28: Fracture surface of specimen 316-8 after testing
Specimen designation Mean cavity size (μm2)
316-2 693
316-4 655
316-8 125
Table 8.2: Mean area of cavities for specimens 316-2, 316-4 and 316-8
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8.2.4 Indentation Testing
Hardness measurements are presented within this section in relation to the average
hardness of an uncrept piece of 316H material, which was 181.0 Hv with a standard
deviation of 7.7. Results for specimen 316-2 are in Figure 8.29, where in general the
normalised hardness decreases as the y-coordinate becomes more positive. Damage is not
concentrated on any particular direction (in the x-axis) but if the x coordinate is fixed,
all series show their two uppermost values between -2.5 mm and -7.5 mm. Figure 8.30
displays the H* variation for specimen 316-4.
Figure 8.29: H* variation across surface of specimen 316-2
Due to its fracture occurring towards one end, measurements were made in the remainder
of the specimen, and expressed with respect to the crack’s position. Here, there is a
noticeable decrease in hardness away from the crack, although fluctuations about this
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trend do exist. The maximum value along three of the four of the lines of constant x-
coordinate have a maximum within 5 mm of the crack. In all cases, H* is greater than
unity, which is expected as 316H is a significantly work hardening material and an increase
in strain will therefore increase the hardness of the specimens.
Figure 8.30: H* variation across surface of specimen 316-4
The results for specimen 316-5 do not show any distinct trend, with fluctuations along
each line occurring about a H* value of 1.15. Although minima and maxima do exist, there
is no particular pattern - even where one line shows a maximal hardness, the results for
the other lines do not. H* for specimen 316-7 shows no distinct gradient in variation over
the surface, although it does possess quite fluctuating data, with maxima for three lines
of measurement coinciding between y = +5 mm and y = +7.5 mm. All the values remain
within a 0.15 range (just over 13% the minimum value) across the surface. Specimen
316-8 has a more definite trend, with a peak in hardness at y = -2.5 mm for two lines of
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measurement and at y = -5 mm for the other two. This is especially prominent for the
outermost lines of measurement, which see a marked decline in hardness away from this
peak.
Figure 8.31: H* variation across surface of specimen 316-5
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Figure 8.32: H* variation across surface of specimen 316-7
Figure 8.33: H* variation across surface of specimen 316-8
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8.3 Discussion
Experiments were performed in order to determine the accuracy of the ACPD strain
sensor in relation to a method of measuring more localised values of strain. Qualitatively
speaking, where specimens have entered the tertiary creep phase, the sensor has been
able to predict failure in advance of the other sensors/techniques, behaviour illustrated
by Figures 8.3 and 8.4 and Figure 8.8. This is fundamentally because ξ is a normalised
value itself expressed as the ratio of the expansion in one direction to the contraction in
the other, making it more sensitive to changes in the specimen condition. In addition to
this, the calibration equation to convert resistance into strain (Equation (4.3)) has been
developed specifically to fit geometrical changes [91, 98, 99], so the material effects that
affect resistance response in tertiary creep are not isolated from the signal and the sensor
overestimates strain.
Clear examples of this are present in the results of specimens 316-2 and 316-4.
Figures 8.14 and 8.16 both show that the presence of microcracks of the order of 100
μm within the material, which have little impact on the trend of εLV DT (Figures 8.3
and 8.4) until very late in the test. Location A is particularly near the probes, meaning
that the increase in local material resistivity due to the microcrack formation has been
detected strongly by the probe despite the absence of necking in the specimen. This is
where the aforementioned material effects are more prominent in comparison to geometric
effects, as there is no severe increase in the trend in creep strain. Figure 8.29 and
Figure 8.30 show H* being maximum at the positions where the cavity area and therefore
microcrack formation is greatest. As mentioned earlier, 316H is a work hardening material,
meaning accumulation of strain through the specimen causes localised resistance to plastic
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deformation. The specimens are without defects and hence H* increases everywhere, but
by a greater amount next to the site of failure.
The plain DIC specimens (316-5 onwards) were tested to observe the evolution of the
strain field during creep and to verify the accuracy of the ACPD sensor. For the latter
purpose, resistance results have been compared to global averages of the DIC strain field
value. When the specimens that failed are compared to each other, 316-8 appears to have
undergone final failure in plastic rupture, as suggested by Figure 8.28. This observation
is corroborated by the fact that there is negligible cavity localisation across the surface
as shown in Figure 8.27. If the fracture surface of 316-4 is observed as in Figure 8.19,
its shape is more indicative of creep failure, and the region at the crack (Figure 8.18) has
significant crack and void formation in comparison to 316-8 (Figure 8.27). This is further
supported by the fracture of 617-2, which bears the hallmarks of failure due to creep. As
it remained within elasticity after loading, it cannot have experienced plastic failure.
In terms of the sensor’s accuracy, specimens 316-5 and 316-8 are concerned, the ACPD
strain sensor shows accuracy to within 1 x 10−3 ε of εDIC,avg, providing further evidence
into its use and confirming previous results for ferritic steels in Chapter 7. With the
specimen 316-7 a greater strain difference has been incurred, reaching as much as 0.02
ε at its peak. However, this is due to a sudden increase during a specific section of the test,
after which the strain difference stabilises, implying that both strain sensors are detecting
strain at a similar rate. Indeed this behaviour does not conform to expectations of how a
material behaves in creep, with two points of inflexion on Figure 8.6 at 40 and later 120
hours, where some event within the specimen has caused a sudden change in strain rate
which has affected the ACPD sensor more than DIC. As seen in Figure 8.7, the removal of
this intermediate section has greatly decreased the observed strain difference, suggesting
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that some hitherto unexpected material effects may have caused the discrepancy. In any
case, as the change in strain is just as important for predicting failure as the strain itself,
the fact that the ACPD sensor’s results has a similar trend for the most part means the
effect of this increased strain difference is lessened.
Overall, experiments have shown that both qualitatively and quantitatively the ACPD
strain sensors can be used as a creep monitoring tool which allows failure predictions to be
made. DIC has also demonstrated to be a good way of monitoring the strain accumulation
over a relatively large surface area, although the necessity for surface access means that
it cannot be used as a continuous method of strain measurement. Nevertheless, both
techniques are complementary. All experiments were performed on uniaxial specimens,
meaning the stress field experienced by them was relatively simple and that there is a
straightforward relationship between resistance and strain. It is necessary to perform
these techniques on geometries which induce a multiaxial stress state within the material
so as to be able to observe the manner in which they deform during creep as well as
determine how the ACPD sensor responds under conditions more representative of a
plant component.
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Chapter 9
Evaluation of Notched Specimens
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9.1 Introduction
Experiments presented in previous sections (Chapters 7 and 8) were on uniaxial plate
specimens in order to validate the empirical relationship between resistance ratio and
strain derived in [98, 99]. However, in practice most power plant components experience
more complicated stress states due to the interaction between different loading conditions
as well as the presence of material and geometrical features including bends, joints and
weld junctions. Therefore, in order to better understand the deformation of a material it
is necessary to investigate the effect of a multiaxial stress field on its behaviour as well as
the performance of the monitoring techniques used.
Notched plate specimens have been used to simulate the effect of a multiaxial stress state
on the resistance response measured using the ACPD sensor and to use DIC as a tool for
validating creep damage models. The geometry of the notch was chosen to correspond to
the sharpest notch described in Chapter 6 (notch acuity a/R = 15), to enable comparisons
to be made between modelling and experimental work. Four specimens were tested, two
each of 316H and Alloy 617. Each material had one specimen tested with two sets of probes
attached (Figure 9.1a) and one tested with an array of probes affixed along the length of
its gauge region at a spacing of 6 mm apart (Figure 9.1b). The latter arrangement was
designed in order to observe the variation in response at distances progressively further
away from the notch. An image of one of the specimens with the array attached (in this
case specimen 316N15-2 ) is produced in Figure 9.2. Simulations using FE have also been
performed as described in Chapter 6 to investigate the fidelity of a power law creep model
in conjunction with a calibrated Cocks-Ashby multiaxial creep damage model. Table 9.1
summarises the key test details of the specimens tested within.
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Figure 9.1: Position of probes on notched specimens a) 316N15-1 and 617N15-2, b)
316N15-2 and 617N15-1
Specimen σ(MPa) σnet/σ0.2 Test Duration (h)
316N15-1 310 1.82 124
316N15-2 310 1.82 87
617N15-1 300 0.73 194
617N15-2 300 0.73 577
Table 9.1: Details of tests performed on notched samples
Figure 9.2: Specimen 316N15-2 with attached probes
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9.2 Strain Measurement
9.2.1 Strain Field Visualisation
The strain fields obtained using DIC are presented in Figures 9.3 and 9.4 at different
times during each test. Shown here are the fields at the point of loading, the midpoint of
the test and the reading preceding failure. The immediate observation is that the strains
at failure experienced by specimen 316N15-1 is much greater than specimen 316N15-2.
Close to the root of the notch, where the stress is concentrated, the strain for the former
reaches 0.65 ε whereas the latter does not reach half that amount. The second observation
is that in 316N15-1, the strain at the root of the notch is highly localised at most time
points, while in 316N15-2 the peak strain contour shows a spreading of the maximum
value further away from the notch.
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t = 0 h
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Figure 9.3: Strain field evolution of specimen1 316N15-1
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Figure 9.4: Strain field evolution of specimen 316N15-2
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Before presenting the results for 617N15-1 and 617N15-2, it should be mentioned that
although in Table 9.1 the time to failure is specified as 194 h and 577 h respectively,
cracks were observed to have initiated at 154 h in the case of the former and 479 h in the
case of the latter. These cracks grew with the jagged pattern of creep crack growth until
failure occurred. It is noted that one test lasts three times as long as the other, which is
an example of the kind of variability in material performance during creep.
cracks
4 mma) b)
Figure 9.5: Crack at failure for a) 617N15-1, b) 617N15-2
The strain fields produced by specimen 617N15-1 have been shown for t = 0 h, t = 97 h
(t/tr = 0.5) and t = 146 h, the last of which is a few hours before the crack is initiated.
Strain fields for specimen 617N15-2 are displayed for t = 0 h, t = 180 h and t = 356 h. As
the specimen had a lifetime much greater than its predecessor it has accumulated more
strain within. The contours appear much smaller than those of the 316H specimens, with
strain localised at the notch. This is expected as both Alloy 617 specimens have been
tested well below the yield stress and so any plasticity is limited to the vicinity of the
notch.
142
t = 0 h
t = 97 h
t = 135h
[εy] (x 10-2)
4 mm
0       0.4    0.8     1.2     1.6     2.0    2.4     2.8    3.2  3.4
Figure 9.6: Creep strain field evolution of specimen 617N15-1
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Figure 9.7: Creep strain field evolution of specimen 617N15-2
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9.2.2 Strain Distribution Along Notch Throat
The strain variation along the throat of the notch has been plotted for both 316H
specimens at the start and end of their creep lives in Figure 9.8. In addition, the data of
specimen 316N15-1 that corresponds to the rupture time of 316N15-2 (i.e. at 86 hours
into the test) is also plotted to compare the strain distribution to both the equivalent
absolute time (t = 86 h) and relative time (t/tr = 1). Specimen 316N15-1 incurs more
strain at the notch root than specimen 316N15-2 throughout the test, which is somewhat
expected given the scatter in the material’s failure strain [133]. However at t = 86 h,
316N15-2 has accumulated more strain in the region 0.1 < r/a < 0.3. At the notch root,
316N15-1 has more strain, while the results are identical at r/a > 0.3. Nevertheless, there
is a reasonable amount of agreement between the them. When the points of failure are
compared, the strain over the whole throat of 316N15-1 is almost 1.5 times the magnitude
of 316N15-2. However, it is noticeable that the behaviour on loading is consistent, with
both specimens showing similar strain distribution, suggesting that the differences occur
within the creep portion of testing.
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Figure 9.8: Strain along throat of both notched 316H specimens
Figure 9.9 shows an analogous plot for both notched specimens of Alloy 617 showing the
creep strain accumulated at t = 97 h and t = 135 h into each test two different time
points. At t = 97 h there is excellent consistency between the two specimens of Alloy 617.
At t = 135 h, greater deviation can be seen occurring for 0 < r/a < 0.4, with 617N15-1
incurring more strain towards the notch. However, further away from the notch root
the two specimens again show good agreement. Apart from the inherent variation in the
creep behaviour of a material, this may also be due to the fact that the crack formation
is imminent, only 19 h later becoming visible to the naked eye.
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Figure 9.9: Creep Strain along throat of both notched Alloy 617 specimens
9.2.3 Comparison with Finite Element Model
Finite element analysis was performed according to Chapter 6, simulating primary-
secondary creep on a model of 316H material with the same notch geometry displayed in
Figures 6.3 and 9.1. Tertiary creep was modelled using ductility exhaustion concepts
to express the amount of damage present within the material (see Equation (2.19)
in Section 2.3) in combination with the Cocks-Ashby void growth model for creep in
multiaxial stress states [10]. This model was chosen due to its wide use within the
field [1, 11,132,133].
A conservative measure of the time to failure predicted by the FE model was chosen as
being the time at which the first element becomes fully damaged (i.e. ω = 0.999). Using
this criteria, the FE model predicts the failure at 753 h for a net stress of 310 MPa, which
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is significantly longer than the experimental results (124 h and 86 h for 316N15-1 and
316N15-2 respectively). This can be attributed to material variability, as these tests are
relatively short term and so the difference in behaviour appears magnified. The strain
variation across the notch throat has been plotted in Figure 9.10 for both after loading
and at t = 86 h, the time preceding failure of 316N15-2. Both 316H notched specimens
show good agreement with the FE model on loading, which supports the validity of the
tensile data used as well as showing that the experimental results are accurate, as it is
not expected for elastic-plastic behaviour to vary significantly.
The strain fields produced through FE simulations has been compared with experimental
results obtained using DIC for 316N15-1 and 316N15-2 for loading in Figure 9.11. It
can be seen that generally the shape of the contours is similar. The FEA contours
closer to the notch are narrower than the corresponding DIC contour results for both
specimens. If the strain fields immediately preceding failure are compared (Figure 9.12)
then it is seen that the maximal contour is larger in the experimental results than the
FEA, although the lowest contour is much larger in the latter. Both sets of experimental
results underestimate the strain at the notch root, which is due to the resolution of the
DIC itself and the individual facet size used. Similarly, both specimens do show slightly
more strain occurring further along the throat. This is likely to be due to the machining
process, which produces imperfections that blunt the notch and allow more strain to
accumulate elsewhere, especially in a material which incurs a lot of plastic strain.
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a)
b)
t = 0 h
t = 86 h
Figure 9.10: Comparison of strain distribution along notch throat between experimental
results and FE a) at loading, b) t = 86 h
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Figure 9.11: Comparison of strain fields in region near notch for 316N15-1, 316N15-2
and FE model after loading
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Figure 9.12: Comparison of strain fields in region near notch for 316N15-1, 316N15-2
and FE model at t =86 h
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Although the general shape of the contours for Figure 9.12 are similar between all three
fields shown, the difference in size is significant as the fact FE is clearly not predicting
enough strain to accumulate further away from the notch throat. It has already been noted
that the FEA is not conservative with respect to failure time, and when considering the
results at failure it appears to be less conservative with respect to strain accumulation.
This is supported by Figure 9.10b, where it is obvious that although the general trends
of the experimental results are reasonable when compared to the FE simulations, there
remains significant discrepancies between them.
As previously displayed in Figure 9.8, 316N15-1 and 316N15-2 generally show similar
results although the latter has less strain at the notch root. Indeed, one reason for
the larger peak contour in Figure 9.12 of 316N15-1 is due to the fact that its strain
exceeds the peak FE value up to r/a = 0.1. As one moves slightly further away from the
notch, the strain gradient is much steeper for FE than the experiments. This is partly
because there is more strain along the notch throat for the experimental results than is
predicted by the simulation, and it is observed that across a large portion of the throat
the experimental results are more than twice the amount of the corresponding FE value.
The difference between the simulations and the experimental results may be due to the
fact that the model only simulates the effect of creep damage on the material, where there
is an interaction between plasticity and creep deformation of the material where 316H is
concerned. Therefore the combination of creep and plasticity, in addition to the variation
in material creep behaviour [122,133], may have caused this difference to occur. Overall it
may be suggested that without accounting for plastic strain and damage, FE predictions
using this kind of model are unlikely to be accurate.
Using results obtained in Chapter 5, a similar model was constructed to simulate the
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behaviour of the Alloy 617 specimens. Although more data is required to produce more
comprehensive characterisation of the creep behaviour of the material, it was desired to
investigate how well the preliminary properties compared to experimental results. An
identical creep and damage model was used to that which is described in Chapter 6,
with Alloy 617 properties substituted in. Although the uniaxial failure strain (εf ) has
a dependency on stress (Figure 2.4), for the purposes of this model an average value
of 7.38% was used. The model predicted failure occurring for a stress of 300 MPa at
t = 309 h. This is in between the two experimental results (194 h and 577 h respectively),
suggesting that there is reasonable fidelity between the model and the actual behaviour
of the material.
Figure 9.13 shows a strain field comparison between the two specimens and FE results at
t = 97 h. As mentioned earlier with respect to Figures 9.6 and 9.7, although the critical
region near the notch has been well resolved by DIC, there has been a loss of resolution
towards the edges of the specimen meaning it has not been possible to calculate the strain
field for parts of the speckle pattern. Regardless, it can be seen that although the FE
shows a higher contour of strain at the notch root and in general the field around the
notch is similar in size for all three cases. The lower strain occurring at the notch root in
the experimental results is likely due to speckle pattern decorrelation towards the edge of
the specimens. Figure 9.14 shows a similar plot for t = 135 h. It is evident that 617N15-2
has an almost identical strain field to the FE, and overall from both Figures 9.13 and 9.14
it appears that this specimen has the best agreement with the FE.
The strain distribution along the notch throat is plotted for 617N15-1 in Figure 9.15,
showing good agreement with FE for t = 97 h. The peak strain at the notch root is less
in the experiment than the FE, which is due to ARAMIS being unable to correlate the
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strain field at the edge of the specimen as previously mentioned.
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Figure 9.13: Comparison of strain fields in region near notch for 617N15-1, 617N15-2
and FE model at t = 97 h
155
t = 135 h
617N15-1
617N15-2
FE
0 0.6 1.2 1.8 2.4 3.0 3.6 4.0 4.5
[εy] x 10-2
4 mm
Figure 9.14: Comparison of strain fields in region near notch for 617N15-1, 617N15-2
and FE model at t = 135 h
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The strain distribution along the notch throat is plotted for 617N15-2 in Figure 9.16
compared to FE results for t = 155 h and t = 309 h (corresponding to the midpoint
and end of the simulation). Here it is clear that there is good agreement between the
two. Although the FE underestimates the strain slightly the trends are very similar and
overall the model can be considered to be accurate within the natural variation of the
material. This supports the observation in Figures 9.13 and 9.14 that 617N15-2 shows
better agreement with the FE than 617N15-1.
It is important to note that the creep properties used for Alloy 617 have been obtained
from only four uniaxial creep tests (in Chapter 5), which is insufficient data for a full
representation of the material. Therefore, it is a particularly positive outcome that the
experimental results show this level of agreement with the model, and indicative that a
better fit may be obtained when more data is available.
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a)
b)
Figure 9.15: Comparison of strain distribution along notch throat between experimental
results and FE for 617N15-1 a) t = 97 h, b) t = 135 h
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Figure 9.16: Comparison of strain distribution along notch throat between experimental
results and FE for 617N15-2 a) t = 155 h, b) t = 309 h
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9.2.4 Resistance Response
The resistance response of specimen 316N15-1 has been produced in Figure 9.17 for
both sets of probes, and incorporates the component due to loading. On loading, the
remote probes increase only half as much in resistance ratio compared to the probes
at the notch, which is expected as the latter is positioned near a stress concentration
and so will experience more strain. The trend obtained from the probes at the notch
are representative of a creep curve showing three stages, with an acceleration around 30
hours before failure. However, once the creep portion of the test begins, the trend of the
remote probes is almost negligible compared to those at the notch, although a steady and
gradual upward trend is noticeable.
Figure 9.17: Normalised resistance ratio for specimen 316N15-1 showing response of
probes at notch and remote location
The resistance trends obtained from testing on specimen 316N15-2 are in Figure 9.18,
where they have been expressed as the change in ξ (Δξ) during creep for clarity of
comparison. Unfortunately, the y = +24 mm and y = -6 mm sets of probes fell off
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the specimen soon after loading so results have not been plotted for these sets. The
remaining sets are displayed with matching colours to identify the ‘twinned’ sets positioned
symmetrically about the centreline.
All the sets of data for this specimen show creep-like response, with an extended steady
state period of creep noticeable in their trends. The set at the notch has the greatest
steady state rate of change of resistance ratio, and begins to accelerate earliest of all the
sets at approximately 70 hours into the test, which is to be expected from its location.
The detection of this acceleration diminishes the further away from the notch the probes
are, and is distinguishable at y = +/- 12 mm only if the trend in either data series is
magnified, as shown in Figure 9.19.
Figure 9.18: Normalised resistance ratio for specimen 316N15-2 showing response of all
probes along array from loading
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Figure 9.19: Data series for y = +12 mm and y = -12 mm data sets of specimen
316N15-2, isolated and magnified
These observations are validated when strain measurements using DIC are evaluated for a
section of area (6 mm x 6 mm) around the location of each set of probes, as in Figure 9.20.
Although areas bounding only five out of the nine sets of probes are visible, the ones that
exist show similar trends. It is clear on loading that the pockets of area 6 mm away
from the notch are subject to almost twice the strain of the area surrounding the notch.
The relative similarity in their trends is as expected as it suggests a symmetrical strain
field about the centre. The area analogous to the y = +12 mm set of probes also shows a
loading strain in excess of the y = 0 mm region. It is also apparent that both y = +12 mm
and y = +18 mm sets of probes have similar trends in creep, and do not show acceleration.
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Figure 9.20: Strain calculated for areas bounding the positions of each set of ACPD
probes for specimen 316N15-2
It may be inferred from Figure 9.20 that the behaviour further away from the notch is
closer to a ‘uniaxial’ field, which is confirmed when strain measurements taken around
the y = +18 mm are compared for the DIC and the ACPD sensor using Equation (4.3)
(see Figure 9.21). Here the ACPD sensor functions well as a strain measurement tool,
with errors less than 1 x 10−3 ε, further supporting results displayed in Chapters 7 and 8.
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Figure 9.21: Comparison between strain measured using ACPD sensor and DIC at
y = +18 mm away from the notch for specimen 316N15-2
The resistance response of 617N15-1 is presented in Figure 9.22 as Δξ. The probe located
at the notch (y = 0 mm) shows a distinct acceleration after 120 h, which is observable
as much as 12 mm away. The visible creep crack growth referred to in Figure 9.5 started
at approximately 154 h, 34 h after the sensor had shown entry into the accelerated phase
of the test. This constitutes 1/6 of the creep life of these accelerated tests and so in
conjunction with previous work in Chapters 7 and 8, it is posited that in actual plant
conditions it would detect this regime weeks in advance, meaning remedial action can be
planned in good time.
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Figure 9.22: Normalised resistance ratio for specimen 617N15-1 showing response of all
probes along array from loading
As evidenced earlier in this chapter, it is clear that unlike the notched specimens of 316H,
617N15-1 has almost negligible deformation away from the notch. Thus there is only a
very gradual increase in ξ in the probes situated here. This is because Alloy 617 has been
tested within the elastic limit and so there is relatively little strain occurring away from
the notch as Figures 9.6 and 9.7 show. Nevertheless, as with the other results, entry into
the accelerated creep preceding failure is detectable by probes positioned 12 mm away
from the notch. The resistance response of 617N15-2, in Figure 9.23, mimics this, with the
remote field set of probes showing almost negligible response to increasing strain whereas
the probes at the notch show dramatic acceleration before failure.
165
Figure 9.23: Normalised resistance ratio for specimen 617N15-2
9.2.5 Microstructural Evaluation
The microstructure of both notched specimens of 316H is shown in Figures 9.25 and 9.28.
In the former, there is a combination of intergranular cracking along grain boundaries
which has in some cases linked with plastic void growth occurring away from the grain
boundaries. Further away from the notch there are no perceivable microstructural defects
or cracks. Looking at the fracture surfaces it is possible to identify two different types
of fracture surface, which are described in Figure 9.24. Towards the root of the notches
there is a length of fracture surface indicative of creep cracking, while further towards the
middle of the notch throat there is a surface angled at 45◦ to the loading direction. This
observation is supported by replica studies for specimen 316N15-1 (Figure 9.26), which
show little variation across the centreline surface, with a range of 1–5 cavities per mm2.
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Figure 9.24: Fracture surfaces of specimen 316N15-1 showing location of micrographs
and different modes of fracture
a) b)
Intergranular crackIntergranular crack
linked with plastic 
void growth
Figure 9.25: Optical micrographs of specimen 316N15-1 with arrows showing direction
of loading; see Figure 9.24 for locations of micrographs
Microstructural evaluation of 316N15-2 shows similar results, as Figure 9.28 shows the
occurrence of intergranular cracking and the isolated microcracks (∼ 100µm) are on
the verge of linking either with other microcracks or voids that have formed. These
microcracks are located towards the root of the notches, with the middle of the notch
throat relatively free of linked-up voids. Specimen 316N15-2 shows similar results
(Figure 9.29), with cavity count relatively constant across its axial centreline, although
there is a peak occurring 9 mm from the crack. Unlike the results for the plain specimens,
there is no significant variation in cavity area across either notched specimen. Comparing
the two, 316N15-1 has a longer portion of surface which exhibits creep cracking.
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Figure 9.26: Cavity count density across axial centreline of specimen 316N15-1
a
b
Plasticity
Creep
Figure 9.27: Fracture surfaces of specimen 316N15-2 showing location of optical
micrographs and different modes of fracture
168
a) b)
Intergranular cracking 
(note lower crack has wedge shape)
Figure 9.28: Optical micrographs of specimen 316N15-2 with arrows showing direction
of loading; see Figure 9.27 for locations of micrographs
Figure 9.29: Cavity count density across axial centreline of specimen 316N15-2
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9.2.6 Indentation Tests
Hardness measurements across the surface of the notched specimens according to
Section 4.5.3, show that hardness variation is inversely proportional to the distance
from the crack. Although some of the lines of measurement show fluctuations about
the trend, they can all be clearly observed to maintain this relationship. Indeed, the
major fluctuations in the results for 316N15-1 occur on the outer lines of measurement,
where any relative peaks appear to coincide for these two sets of data. Data for specimen
316N15-2 has a less negative gradient, and also fewer fluctuations in the data. In both
cases, it is noticeable that the far field hardness ∼23 mm away from the crack decreases
in comparison to the reference measurements made.
Figure 9.30: H* variation across surface of specimen 316N15-1
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Figure 9.31: H* variation across surface of specimen 316N15-2
9.3 Discussion
Notched samples were tested in order to observe the strain field evolution of the specimen
for comparison with creep models, as well as investigate the resistance behaviour of
the material under multiaxial loading and with a pre-existing defect in the specimen.
As Figures 9.3 and 9.4 show, the strain field evolution for both specimens has similarities
in terms of the contours for loading, after which they differ appreciably. This is expected
as while the tensile properties remain relatively consistent, the creep behaviour is subject
to variation within the same material. The strain along the throat, as expressed by
Figure 9.8, supports this observation as the trends are near-identical following loading. If
the strain variation before rupture is compared for both specimens, it is seen that apart
from the near-notch behaviour the trends show some similarity. 316N15-1 experiences
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more strain in general. This is supported by hardness data in Figures 9.30 and 9.31,
which show H* is also maximum closer to the notch for both, but roughly 5% greater for
316N15-1. As this specimen has undergone more strain, it experiences work hardening to
a greater degree.
Comparisons between experimental results and FE models (Figures 9.11 and 9.12) show
that the strain fields develop similarly. Figure 9.10 is further evidence that the model has
validity as the elastic-plastic behaviour is consistent between experimental results and
FE simulations. Towards rupture however, FEA underestimates the strain accumulation
further away from the notch. One reason for the variation in material properties present
in 316H is that at stresses above the yield point, creep and plasticity interact and both
contribute to the strain accumulation. Therefore it is considered that a model that does
not account for the effect of plasticity when simulating the behaviour of 316H steel is
unsuitable for use. For further development on these models for experimental cases
involving a greater amount of plastic strain, it will be necessary to incorporate a similar
term to model plastic damage such as recently proposed by Oh et al [126].
If the fracture surfaces of the two specimens are observed (Figures 9.24 and 9.27), in both
cases creep cracks are seen to propagate from the notch root until the point at which there
is insufficient area to carry the load, causing the material to plastically collapse. A crude
measure of how long a crack should be before plastic collapse happens can be made here.
The expected minimum throat width at plastic collapse is calculated as 10.4 mm in the
manner outline in Appendix B, and hence the expected creep crack extension length is
4.8 mm. The throat width at failure has been measured as being approximately 11 mm
for 316N15-1 and 16 mm for 316N15-2, equating to crack extension lengths of 4.5 mm
and 2 mm respectively.
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Although one measurement is almost perfectly in agreement, the other is 58% less than
the calculated value. This is the kind of significant variability in material behaviour that
makes 316H challenging to characterise, and is consistent with its previously inconsistent
behaviour of the material documented both in the literature [122, 133] and within this
body of work. If the 316H specimens are compared with 617N15-1, which is made of
a material with a far greater yield strength, it is observed that the strain appears to
accumulate much more quickly at the notch root. If results of initial FE simulations
on Alloy 617 are compared with the experimental results of the corresponding notched
specimens, there is all-round good agreement, lending further weight to the supposition
that the creep-plasticity interaction must be accounted for with 316H. Although more
material data is required to fully establish the creep properties of Alloy 617, these results
show some promise for future work.
In terms of the performance of the ACPD strain sensor, Figure 9.17 shows that the
notch probes can sense acceleration in the trend before failure, and well before the DIC
shows a response (100 v 120 h, respectively). The presence of the notch adds in-plane
constraint and therefore there is a more significant material component in the material’s
response, meaning that any early microcrack formation can only be detected by the ACPD
sensors. However, the remote probe set produces a negligible response during the creep
portion of the test, although it detects an increase in stress at the point of loading.
316N15-2 and 617N15-1 were tested with an array of probes in order to examine how
far from the notch the effect of the probes could be measured. Figures 9.18 and 9.19
and Figure 9.22 illustrate that the deformation at a stress concentration can be measured
up to 12 mm away from it when using the ACPD strain sensor, including detecting the
acceleration preceding failure. Another important observation is that even before the
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creep crack became visible in 617N15-2, the ACPD sensor had been accelerating for more
than 50 hours (in Figure 9.23), further underlining its capabilities as a tool to predict
failure.
Work using the ACPD strain sensor suggests that an array of similar length (48 mm
from probe centre to probe centre) installed on a component will have ‘field of detection’
of 72 x 24 mm when resistances in both directions are accounted for. In the context
of site implementation, the surface area of piping is several orders of magnitude longer
than this amount. Therefore, care must be taken to identify the locations most likely to
fail in order to ensure that they are well covered by any ACPD sensors installed. This
is especially important as most site installations will occur on in-service components i.e.
without a complete resistance characterisation. The field of detection may be extended
by increasing the probe separation, lowering the frequency of injected current or altering
the electronics used, although these factors are not within the scope of this work.
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Chapter 10
Summary
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10.1 Conclusions
The intention of this project was to develop non-destructive techniques to predict or
measure creep strain. To this end, two experimental methods (DIC and the ACPD
strain sensor) were tested, with results used in conjunction with numerical methods using
FE. The numerical FE studies referred to considered austenitic stainless steel 316H and
the nickel-based Alloy 617, necessitating some experimentation to characterise material
properties of the latter.
Tests have been performed to characterise the behaviour of Alloy 617 at 700◦C. Tensile
properties determined from tests show reasonable agreement with manufacturer values
for virgin material. Creep properties have been determined for primary and secondary
creep, as well as using an average creep strain rate approach. At present, creep tests have
been conducted up to a maximum of 2000 h, with experimentation ongoing. Therefore
properties will require updating as more data becomes available. The combination of
creep and tensile properties calculated from the results of experimentation can be used
to further develop finite element models to simulate the behaviour of this material.
Existing material data was used to develop FE models for specimens of 316H stainless steel
that experience a multiaxial stress state. Three specimen geometries were investigated
with different notch acuities based on standard axisymmetric notched bar geometries
to allow comparisons to be drawn. It was found that the skeletal points of each was
positioned further from the notch root than the related notched bar geometry. The
triaxiality induced by the each notch was also less in the plate specimens than the bar
specimens. The determination of the skeletal points can be used in future work if reference
stress analyses are required.
176
Initial experimentation to establish the accuracy of the ACPD strain sensor was performed
on ferritic steel uniaxial plate specimens, with the error being found to be less than
1 x 10−3 ε, or 10% of a typical component’s creep strain. The strain sensor also showed
particular promise in predicting the onset of tertiary creep and failure before an LVDT
measuring global displacement. Extensions of this work were made onto non oxidising
plate specimens of 316H and 617, where a similar level of accuracy was found. The strain
fields of these plate specimens was visualised using high temperature DIC to act as a more
localised comparative measure to the ACPD sensor. It was found that the strain fields
do not always show uniformity over the specimen surface.
Notched specimens were tested to evaluate the strain field around a stress concentration
using DIC for comparison with the Cocks-Ashby creep damage model. Work on 316H
showed consistent behaviour between two specimens tested, and good agreement with FE
on loading. However, it was discovered that the damage model in conjunction with a
constant creep ductility of 21.4% is not conservative with respect to this material due
to its neglecting the interaction between creep and plasticity and consequently future
work must incorporate a plastic . Ancillary experiments using other methods of creep
evaluation (e.g. hardness, metallography) also showed a significant amount of plastic
strain accumulating within 316H specimens. A similar creep model applied to Alloy 617
is further evidence that the amount of plastic strain within a material has a significant
bearing on the validity of simulations as it concurs with experimental results. To account
for the effect of plastic strain on creep behaviour, it was proposed to modify the existing
subroutine to incorporate a term to model the damage due to plasticity in a similar vein
to how the creep damage is modelled.
The performance of the ACPD strain sensor was investigated when applied to a notched
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region. It was found that in a multiaxial stress state the sensor performed well
qualitatively, displaying the acceleration in trend before strain measurements made using
DIC. These experiments also established that the strain sensor in its current configuration
can detect the presence of defect if positioned up to 12 mm away, showing promise for its
application to power plant inspection.
10.2 Future Work
Currently, further work is needed in order to completely characterise the creep behaviour
of Alloy 617 at 700◦C as the present data is insufficient to produce accurate material
properties. Tests at various lifetimes including those stretching beyond three months
must be performed. This work should be furthered into investigations on the multiaxial
performance and crack growth behaviour of the material using tests on notched bars and
cracked bodies respectively.
It is necessary to develop the existing subroutine used to account for the effects of
plasticity-creep interactions and for the stress dependence of the strain to failure, both
of which are significant in materials such as 316H. Research needs to be performed
to investigate whether modifications yield more accurate predictions of the material
behaviour. Similar investigations building on the preliminary model for Alloy 617 must
be performed with updated creep properties to ensure they remain in accord with each
other. In future, specimens greater levels of triaxiality need to be generated either through
sharper notch acuities or thicker specimens.
These investigations must be concurrent with further development of high temperature
strain monitoring techniques. It is necessary to use DIC to observe the creep strain fields
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generated in more complex geometries such as the previously mentioned cracked bodies,
as well as on specimens with material-induced stress concentrations such as welds. It is
also suggested to consider the effect of alterations in the ACPD sensor configuration on
its field of detection of the sensor as well as examine its response to loading conditions
involving more complexity such as creep-fatigue.
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Appendix A
Determination of Primary Creep
Constants for Alloy 617
Primary creep constants listed in Table 5.10 have been calculated using p determined for
a selection of applied stresses. The value of p was determined by the realisation that Apσn
is a constant for a given stress, and Equation (2.15) can be expressed as:.
εp = Xt
p (A.1)
If εp is plotted against time on log-log axes for each stress (as in Figure A.1), p is found
from the gradients of each data series.
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Figure A.1: Relationship between εp and time during primary creep of Alloy 617
In order to determine np, it is necessary to fix t
p from Equation (2.15) constant, such that
it may be rewritten as Equation (A.2).
εp = Y σ
np (A.2)
As time is in practice a variable quantity, it will only be possible to find values at each
stress which are approximately equal to one another. Using the closest matches of tp, np
can be found from the gradient of a graph of ε against σ. To find Ap an optimisation
function is run to minimise the least squares error in the fits.
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Appendix B
Crack Length Before Rupture of
Notched 316H Specimens
The load applied (W) for σ= 310 MPa is 12.4 kN as the initial area of the notch throat,
A0, is 40 mm
2. σUTS for 316H at 550◦C has been measured 595 MPa [11]. The minimum
area before rupture (Arup) is calculated as follows.
Arup =
W
σUTS
=
12400
595
= 20.8 mm2
To find the crack length, it is necessary to calculate the minimum width of the cross-
section before failure (wrup). Here, t is the thickness.
Arup = wrupt
wrup =
20.8
2
= 10.4 mm
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Therefore, the expected minimum throat width at plastic collapse is calculated as
10.4 mm. Therefore the expected creep crack extension is 4.8 mm.
acrit =
w0 − wrup
2
= 4.8 mm
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Appendix C
Subroutine Used in FE Modelling
C++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
SUBROUTINE CREEP(DECRA,DESWA,STATEV,SERD,ECO,ESWO,P,QTILD,
+ TEMP,DTEMP,PREDEF,DPRED,TIME,DTIME,CMNAME,LEXIMP,
+ LEND,COORDS,NSTATV,NOEL,NPT,LAYER,KSPT,KSTEP,KINC)
C
C++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
C Last Mod i f i ca t i on by : Aditya Narayanan on 10 .09 .2012
C
C This Subrout ine d e l e t e s e lements that exceed DMAX value .
C I t i s r e s p o n s i b i l i t y o f user to s e t DMAX
C A data tab l e template i s g iven f o r use o f complex temperature cond i t i on s
C
C++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
C THIS SUBROUTINE ENCODES THE RCC−MR EQUATIONS AND ASSOCIATED
C COEFFICIENTS FOR PRIMARY AND SECONDARY CREEP DEFORMATION
C
C A STRAIN HARDENING FORMULATION IS USED.
C
C THE COEFFICIENT USED CORRESPOND TO STRESS IN N/MMˆ 2 AND TIME IN HOURS.
C
C FOR PRIMARY AND SECONDARY CREEP
C DATA OUTSIDE OF TABLE IS FROM 316H STAINLESS STEEL AT 550
C
C
INCLUDE ’ABAPARAM. INC ’
C
CHARACTER∗80 CMNAME
DIMENSION DECRA(5 ) ,DESWA(5 ) ,PREDEF(∗ ) ,DPRED(∗ ) ,TIME(2 ) ,
+ STATEV(∗ ) ,COORDS(∗ )
C
C C1 = Ap
C1 = 2.60E−23
C C2 = p
C2 = 0.746
C RN1 = np
RN1 = 7.45
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C C = A
C = 1.559 e−35
C RN = nmin
RN = 11.95
C
C CALCULATE PRIMARY CREEP STRAIN INCREMENT
C
C++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
C CALCULATE PRIMARY CREEP STRAIN INCREMENT
C
EXP1 = 1.0/C2
U1 = (C1∗QTILD∗∗RN1)∗∗EXP1
DEP = (ECO∗∗EXP1 + U1∗DTIME)∗∗C2 − ECO
C
C CALCULATE SECONDARY CREEP STRAIN INCREMENT
C
DES = C∗DTIME∗QTILD∗∗RN
C
C SELECT THE LARGER OF THE PRIMARY
C AND SECONDARY INCREMENTS
C
C
DECRA(1) = DEP
IF (DES.GT.DEP) THEN
C
DECRA(1) = DES
ENDIF
C
C prev ious incrementa l creep s t r a i n / uni f a i l u r e s t r a i n
C
C EPSF: Uniax ia l c reep f a i l u r e s t r a i n
EPSF=0.214
DDEC=STATEV(1)/EPSF
C
C r i c e and t racey r a t i o
C
RT=1.65∗EXP(1 . 5∗ (P/QTILD) )
C
C cocks and ashby r a t i o
C
VN=RN
EVV=(VN−0.5)/(VN+0.5)
CA=sinh ( 2 . 0 / 3 . 0∗EVV)/ s inh (−2.0∗EVV∗P/QTILD)
C
C t o t a l damage
C
STATEV(2)=STATEV(2)+(DDEC/CA)
STATEV(3)=STATEV(3)+(DDEC/RT)
IF (STATEV( 2 ) .GE. 0 . 9 9 9 1 ) STATEV(2)=0.999
IF (STATEV( 3 ) .GE. 0 . 9 9 9 1 ) STATEV(3)=0.999
C
C
C STATEV(1) i s the prev ious creep s t r a i n increment
C
IF (DES.GT.DEP) THEN
C
STATEV(1)=DECRA(1)
ENDIF
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C
C++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
C CALCULATE DERIVATIVES FOR IMPLICIT INTEGATION
IF (LEXIMP.EQ. 1 ) THEN
C
C CALCULATE THE DERIVATIVES OF THE STRAIN INCREMENT
C FOR IMPLICIT INTEGRATION
C
IF (DECRA( 1 ) .EQ.DEP) THEN
C
C STRAIN IN PRIMARY RANGE,
C CALC DERIVS BY DIFFERENCING
C
U2 = (C1∗(QTILD + 1 . e−3)∗∗RN1)∗∗EXP1
DE2 = (ECO∗∗EXP1 + U2∗DTIME)∗∗C2−ECO
DE3 = ( (ECO + 1 . e−9)∗∗EXP1 + U1∗DTIME)∗∗C2
+ − (ECO + 1 . e−9)
c
DECRA(2) = (DE3 − DEP)/1 . e−9
DECRA(5) = (DE2 − DEP)/1 . e−3
C
ENDIF
C
IF (DECRA( 1 ) .EQ.DES) THEN
C
C STRAIN IN SECONDARY RANGE
C
DECRA(2)= 0
DECRA(5)= C∗RN∗DTIME∗QTILD∗∗(RN−1)
C
ENDIF
C
ENDIF
C
ENDIF
C
ENDIF
C
ENDIF
C
C
SUBROUTINE USDFLD(FIELD,STATEV,PNEWDT,DIRECT,T,CELENT,
1 TIME,DTIME,CMNAME,ORNAME,NFIELD,NSTATV,NOEL,NPT,LAYER,
2 KSPT,KSTEP,KINC,NDI ,NSHR,COORD,JMAC,JMATYP,MATLAYO,LACCFLA)
C
INCLUDE ’ABAPARAM. INC ’
C
CHARACTER∗80 CMNAME,ORNAME
CHARACTER∗3 FLGRAY(15)
DIMENSION FIELD(NFIELD) ,STATEV(NSTATV) ,DIRECT(3 , 3 ) ,T(3 , 3 ) ,TIME(2)
DIMENSION ARRAY(15) ,JARRAY(15) ,JMAC(∗ ) ,JMATYP(∗ ) ,COORD(∗ )
C
XFAIL = STATEV(2)
C
IF (XFAIL .GE. 0 . 9 9 9 ) THEN
FIELD(1)=1
ENDIF
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C
STATEV(4)=FIELD(1)
C
RETURN
END
199
