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1
Introduction
Ce travail s’inscrit dans le domaine numérique des schémas préservant l’asymptotique
pour les systèmes d’équations aux dérivées partielles hyperboliques avec terme source
[12, 24, 54, 55]. Selon le régime observé, par exemple en temps long ou lorsque le terme
source devient raide, les solutions de tels systèmes peuvent potentiellement changer de
nature et coïncider avec celles d’équations diffusives [50, 53]. De nombreux exemples
provenant de physiques complexes rentrent dans ce cadre. Par exemple dans le domaine
de la dynamique des gaz avec les équations d’Euler en friction forte [25, 64], l’hydro-
dynamique radiative avec le modèle M1 pour le transfert radiatif en temps long [33], la
chimiotaxie [49, 52] ou encore l’hydrodynamique [65] et l’acoustique [67].
Du point de vue numérique, il est donc crucial d’utiliser une discrétisation qui reste pré-
cise dans les différents régimes pour assurer une bonne approximation. Durant les deux
dernières décennies, de nombreux travaux ont été consacrés d’une part à l’élaboration
et d’autre part à l’étude de ces schémas préservant l’asymptotique, couramment appelés
schémas asymptotic preserving. Dans la communauté cinétique, cette notion a d’abord été
introduite par Jin et al. [54, 56, 73]. En effet, ils ont constaté qu’une attention toute par-
ticulière devait être portée à la discrétisation des solutions du système hyperbolique afin
de récupérer le régime asymptotique correct. Par exemple, Naldi et Pareschi ont proposé
plusieurs discrétisations de l’équation à deux vitesses dans [72] pour obtenir une discré-
tisation de l’équation de la chaleur à la limite. Dans le même esprit, le lecteur peut se
référer aux travaux de Gosse et Toscani [45]. Pour revenir aux exemples de systèmes don-
nés plus haut, des méthodes numériques préservant l’asymptotique ont été proposées pour
les équations d’Euler [15, 20], l’hydrodynamique radiative [2, 13, 18], la chimiotaxie [10,
44, 47, 74] et l’hydrodynamique [34, 36, 46].
Dans ces travaux, un schéma préserve l’asymptotique s’il discrétise le problème consi-
déré dans tous les régimes, en particulier les régimes extrêmes. Cette propriété est illustrée
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sur la Figure 1.1 où ∆ désigne les paramètres de discrétisation et ε gouverne le régime
considéré : plus ε est petit et plus on s’approche du régime limite. Un schéma numérique
préserve l’asymptotique si sa discrétisation limite est consistante avec l’équation de diffu-
sion.
Schéma numérique (S∆ε )
Système hyperbolique (Sε)
Schéma limite (P∆)
Équation de diffusion (P )
ε→ 0
∆
→
0
ε→ 0
∆
→
0
?
Figure 1.1: Illustration de la préservation de l’asymptotique.
Les objectifs de cette thèse sont le développement d’une part et l’analyse d’une autre
part de ce type de schémas préservant l’asymptotique. Les trois modèles étudiés sont le
p-système avec terme source d’amortissement, les équations de Saint-Venant avec friction
de Manning et le modèle M1 avec terme source d’opacité de scattering.
Plan du manuscrit
Chapitre 2 : Présentation des modèles
Ce chapitre est consacré à l’introduction des problèmes étudiés tout au long des tra-
vaux menés. Ce sont des systèmes de lois de conservation munis de termes sources qui
deviendront dominants dans les régimes diffusifs considérés. Avant tout, un formalisme
dans lequel tous ces modèles peuvent s’écrire est proposé.
Le premier modèle considéré est le p-système avec terme source d’amortissement. Il
décrit la dynamique des gaz en coordonnées lagrangiennes et, lorsque le temps ainsi que
la friction deviennent grands, ses solutions coïncident avec l’équation diffusive des milieux
poreux. Le second modèle considéré est celui des équations de Saint-Venant avec terme
source de friction de Manning. Il décrit l’évolution de la surface de l’eau et il est dérivé
des équations de Navier-Stokes en considérant un comportement de la matière uniforme
sur une colonne d’eau. Son régime diffusif est obtenu en temps long et friction dominante
et celui-ci est donné par une équation de diffusion comportant un opérateur de dérivation
très non linéaire. Celle-ci peut être vu comme une équation de type p-laplacien modifiée.
Enfin, le dernier système étudié est appelé modèle M1 et il est muni d’un terme source
d’opacité de scattering. Il décrit les interactions entre le rayonnement et la matière, et sa
limite de diffusion, atteinte en temps long et forte opacité, est une équation de la chaleur.
Pour chacun de ces modèles, l’équation de diffusion est systématiquement introduite
grâce à des changements d’échelle à l’aide d’un petit paramètre ε ainsi que des dévelop-
pements formels de Chapman-Enskog.
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Partie I - Un résultat de convergence asymptotique
Dans cette première partie, un résultat de convergence numérique asymptotique pour
le p-système est exposé.
Chapitre 3 : Taux de convergence asymptotique pour le p-système
Ce troisième chapitre est dédié à la démonstration rigoureuse d’un résultat de conver-
gence asymptotique pour un schéma numérique. Il s’agit de l’extension au cadre entiè-
rement discrétisé d’une estimation de convergence de solutions faibles du p-système avec
terme source d’amortissement vers les solutions de sa limite diffusive prouvé par Lattanzio
et Tzavaras dans [60]. Dans cet article, les auteurs ont utilisé la méthode dite d’entropie
relative afin de démontrer cette convergence, et ils ont également pu exhiber un taux ex-
plicite. Cette méthode consiste à estimer l’erreur entre deux quantités comme l’intégrale
d’une fonction, appelée entropie relative, qui correspond au terme d’erreur du premier
ordre dans le développement de Taylor d’une fonction d’entropie en la solution diffusive
pour le problème étudié. Par la suite, Berthon et al. [6] ont élargi ce résultat au cadre
semi-discret en espace. Un taux de convergence similaire à celui du cadre continu a pu
être exhibé.
Le travail présenté dans ce chapitre est la démonstration du résultat pour des solu-
tions complètement discrétisées à l’aide d’un schéma préservant l’asymptotique donné par
Jin et al. [56]. Les méthodes utilisées sont similaires à celles employées dans [6, 60] et
l’ordre de convergence ainsi obtenu est le même. Cependant, la discrétisation temporelle
induit des difficultés supplémentaires, notamment avec de nouveaux termes de reste qui
n’étaient pas observés auparavant. Dans la première section de ce chapitre, le schéma hy-
perbolique donné dans [56] est présenté ainsi que le schéma pour l’équation de diffusion,
qui n’est rien d’autre que la limite du schéma hyperbolique puisque celui-ci est asympto-
tic preserving. La section suivante est consacrée à l’introduction d’un couple entropie-flux
d’entropie pour le p-système ainsi que du concept d’entropie relative. Des versions dis-
crètes de ces quantités, essentielles par la suite, sont également introduites. Le résultat de
convergence est d’abord proposé et démontré dans le cas simplifié d’une pression linéaire.
En effet, sous cette condition, de nombreux termes difficiles à traiter disparaissent, en
particulier certains venant de la discrétisation temporelle. Le résultat est ensuite présenté
dans le cadre d’une fonction de pression plus générale, avec tout de même des restrictions
sur celle-ci. Néanmoins, ces hypothèses sont cohérentes avec celles requises dans les cas
discret et semi-discret et sont vérifiées par la fonction de pression classiquement utilisée
pour le p-système. Enfin, quelques illustrations numériques de ce résultat sont proposées.
Partie II - Développement de schémas préservant l’asympto-
tique
Dans cette seconde partie, deux méthodes de construction de schémas préservant
l’asymptotique diffusive sont présentées. Elles sont chacune appliquées aux trois modèles
introduits dans le Chapitre 2, et des résultats numériques sont proposés.
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Chapitre 4 : Méthode de perturbation HLL par correction visqueuse
Ce chapitre est consacré à la présentation et l’extension d’une technique de construc-
tion de schémas préservant l’asymptotique. Il s’agit de la méthode de perturbation HLL
avec correction visqueuse introduite par Berthon et Turpault dans [13]. Elle repose sur un
schéma HLL modifié pour inclure la discrétisation du terme source, par ajout d’une onde
stationnaire dans le solveur de Riemann approché. L’idée dans [13] consiste à ajouter un
degré de liberté supplémentaire, permettant de contrôler la viscosité numérique, dans ce
schéma et de le fixer afin d’obtenir un schéma convergeant vers une discrétisation correcte
de l’équation de diffusion. Il s’agit alors de choisir une discrétisation de la limite diffusive
et de fixer le degré de liberté additionnel pour que la limite du schéma coïncide avec le
schéma limite adopté. Avec cette méthode, le schéma hyperbolique construit dépend ainsi
complètement du schéma choisi pour la limite diffusive.
Dans ce chapitre, la construction du schéma pour inclure la discrétisation du terme
source est d’abord rappelée, puis des précisions sont apportées à l’approche générique
de la méthode issue de [13]. Le premier modèle discrétisé est le p-système. Il se trouve
que, pour celui-ci, il n’est pas nécessaire de perturber la viscosité numérique pour que le
schéma avec inclusion du terme source préserve l’asymptotique. Ensuite l’application de
la méthode au modèle M1, que l’on peut également retrouver dans [13], est exposée, en
commençant par choisir une discrétisation limite puis en fixant le paramètre additionnel
de manière adéquate. Enfin, l’extension aux équations de Saint-Venant est donnée. Celle-ci
n’est pas évidente à cause de la forme quadratique du terme source en le débit, qui induit
un opérateur de dérivation très non linéaire dans l’équation de diffusion. Comme pour le
modèle M1, une discrétisation limite est déterminée puis le paramètre additionnel est fixé
correctement. Cependant, le schéma limite choisi est soumis à une condition de stabilité
particulièrement restrictive. C’est pourquoi une implicitation de ce schéma est proposée.
Il est alors nécessaire de déterminer le paramètre additionnel faisant en sorte que cette
discrétisation implicite soit la limite du schéma hyperbolique. Pour chacun des résultats de
convergence asymptotique proposés dans ce chapitre, les démonstrations sont effectuées
à l’aide de développements de Chapman-Enskog.
Chapitre 5 : Schémas préservant le régime asymptotique et tous les états
stationnaires
Ce chapitre concerne à une seconde méthode de développement de schémas volumes
finis. Celle-ci permet de construire une discrétisation des solutions des équations de Saint-
Venant de sorte que tous les états stationnaires soient préservés. Cette technique a d’abord
été introduite dans [7] puis dans [69] pour un terme source de topographie et a ensuite
été étendue à un terme source de friction de Manning dans [70]. Dans ce chapitre, il
est établi que les discrétisations ainsi développées, après une simple modification dans
l’approximation du terme source, préservent le régime asymptotique en plus de tous les
états stationnaire. C’est un résultat d’un intérêt considérable puisqu’il fait le lien entre la
préservation des états stationnaires et de l’asymptotique, qui sont, dans le cadre discret,
deux concepts différents. Le chapitre est organisé de la façon suivante. Dans un premier
temps, l’obtention du schéma préservant les états stationnaires pour les équations de Saint-
Venant est décrite. Ensuite, la méthode est adaptée aux deux autres modèles considérés,
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le p-système et le modèle M1 pour lesquels la construction est simplifiée en raison de
la forme du terme source. Dans la dernière section, les preuves de la préservation de
l’asymptotique pour chacun des trois modèles sont présentées. Comme dans le Chapitre
4, les démonstrations sont effectuées à l’aide de développements de Chapman-Enskog des
discrétisations. En revanche, contrairement à la méthode développée dans le Chapitre 4,
les schémas limites ne sont pas connus ici. En effet, les discrétisations ne reposent pas
sur l’ajout d’un paramètre supplémentaire fixé pour capturer la limite diffusive correcte et
seule la consistance du schéma limite avec l’équation de diffusion est établie.
Chapitre 6 : Résultats numériques
Dans ce dernier chapitre, des résultats numériques obtenus par les schémas dévelop-
pés dans les Chapitres 4 et 5 sont proposés. Pour chacun des modèles, tous les schémas
considérés sont d’abord rappelés. En particulier, des détails concernant l’implicitation du
schéma du Chapitre 4 pour les équations de Saint-Venant sont exposés. Ensuite, la valida-
tion de la préservation des états stationnaires par le schéma du Chapitre 5 est effectuée.
Pour se faire, le schéma est utilisé avec une condition initiale stationnaire. De plus, se-
lon [70], le schéma peut également être testé avec une condition initiale stationnaire
perturbée. Le résultat attendu est une discrétisation stationnaire pour le premier test et
un retour à l’équilibre à la précision machine pour le deuxième. Ces expériences sont éga-
lement proposées pour le schéma préservant l’asymptotique développé dans le Chapitre
4. Ensuite, la validation de la préservation de l’asymptotique est proposée. Pour se faire,
l’erreur entre les discrétisations issues des schémas des Chapitres 4 et 5 et celle issue du
schéma limite est étudiée, en fonction du paramètre asymptotique ε. Enfin, quelques dis-
cussions sur les ordres de convergence en espace des différents schémas proposés sont
données.
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2
Présentation des modèles
Ce chapitre est dédié à la présentation des trois systèmes de lois de conservation munis
de termes sources sur lesquels porte ce travail. Un formalisme générique dans lequel tous
les modèles peuvent s’écrire ainsi que des précisions sur la méthode de Chapman-Enskog
sont d’abord introduits. Ensuite, une section est dédiée à chacun des trois systèmes. Le
premier est le p-système, qui décrit la dynamique d’un fluide. Ce modèle, équipé d’un
terme source d’amortissement, constitue le sujet d’étude du Chapitre 3 de ce manuscrit,
où un résultat de convergence asymptotique numérique rigoureux est présenté. Le second
modèle est celui des équations de Saint-Venant, décrivant la hauteur d’eau et la vitesse
d’un écoulement fluide. Il est muni d’un terme source de friction de Manning. Enfin, le
dernier système étudié est le modèle M1, qui décrit le transfert radiatif entre le rayonne-
ment et la matière. Celui-ci est équipé d’un terme source d’opacité de scattering. La limite
diffusive de chaque système est exhibée à l’aide de développements de Chapman-Enskog.
2.1 Formalisme
Les modèles étudiés dans ce travail peuvent tous être écrits sous la forme générique
suivante :
∂tW (x, t) + ∂xF (W (x, t)) = S(x,W (x, t)), (x, t) ∈ R× R+. (2.1)
Le vecteur W , contenant les inconnues du système, appartient à l’ensemble convexe Ω ⊂
RN appelé espace des états admissibles. Le vecteur F (W ) ∈ RN désigne le flux et S(x,W ) ∈
RN désigne le terme source, qui peut également être écrit sous la forme σ (R(W (x, t))−W )
où R ne dépend plus de σ. Ce paramètre σ décrit la raideur du terme source et peut dé-
pendre de l’espace.
Concernant le comportement asymptotique de l’équation (2.1), il est systématiquement
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obtenu en introduisant un petit paramètre ε qui contrôle les régimes considérés. Dans
ces travaux, les changements d’échelle effectués sont toujours de la forme t ← t/ε et
σ ← σ/εm, m ≥ 1.
Remarque 1. Le changement d’échelle dans le terme source fait intervenir le paramètre
m ≥ 1. Sa valeur dépend de la forme que possède le terme source. Si celui-ci est linéaire,
comme c’est le cas pour le p-système et le modèle M1 présentés plus loin, alors m est
égal à 1. En revanche, si il est quadratique, comme pour la friction de Manning dans les
équations de Saint-Venant, alors il est pris égal à 2.
En utilisant l’écriture du terme source avec R, l’équation (2.1) se réécrit alors :
ε∂tW
ε(x, t) + ∂xF (W ε(x, t)) =
σ
εm
(R(x,W ε(x, t))−W ε(x, t)) , (x, t) ∈ R× R+.
(2.2)
Le comportement asymptotique des solutions W ε de (2.2) est ensuite étudié à l’aide le
développements de Chapman-Enskog. Le développement de Chapman-Enskog est une no-
tion essentielle dans les études de préservation d’asymptotique. Cette méthode formelle
consiste à écrire les variables comme une série d’inconnues W i indépendantes de ε de la
façon suivante :
W ε = W 0 + εW 1 + ε2W 2 + . . .
Cette technique a d’abord été utilisée pour l’équation de Boltzman [22] où le petit para-
mètre ε correspond au nombre de Knudsen. Il faut toutefois souligner que cette méthode
reste formelle et que des démonstrations plus rigoureuses peuvent être effectuées [14,
64]. C’est en particulier le travail accompli par Lattanzio et Tzavaras dans [60], où les
auteurs proposent une preuve de la convergence de solutions de systèmes hyperboliques
vers celles du régime de diffusion associé, cela en utilisant la méthode appelée entropie
relative. L’objet du Chapitre 3 est d’ailleurs l’extension discrète de ces travaux dans le cas
du p-système.
Les trois modèles sur lesquels portent ces travaux sont maintenant présentés.
2.2 Le p-système
2.2.1 Le modèle
Le premier modèle présenté est le p-système. Il décrit l’évolution d’un fluide en utilisant
les coordonnées lagrangiennes, mais il peut également être utilisé pour modéliser l’élas-
ticité avec friction [60]. Le terme source de friction intervenant ici décrit l’amortissement
du fluide. Le problème s’écrit de la façon suivante :{
∂tτ − ∂xu = 0,
∂tu+ ∂xp(τ) = −σu,
(x, t) ∈ R× R+, (2.3)
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où τ > 0 est le volume spécifique du gaz et u ∈ R est sa vitesse. Les inconnues appar-
tiennent à l’espace des phases suivant :
Ω =
{
t(τ, u); τ > 0, u ∈ R
}
.
Le paramètre σ désigne l’intensité de la friction. Concernant la loi de pression p(τ) > 0,
elle est supposée assez régulière ; en général C2(R∗+). De plus, pour assurer que le sys-
tème (2.3) est de nature hyperbolique (pour σ = 0), il est nécessaire d’imposer également
p′(τ) < 0 pour tout τ > 0. Ce modèle peut s’écrire sous la forme générique (2.1) en posant
W = t(τ, u), F (W ) = t(−u, p(τ)) et S(W ) = t(0,−σu).
Il est important de remarquer que le célèbre modèle de Goldstein-Taylor peut être re-
trouvé à partir du p-système (2.3). Ce problème, également appelé modèle à deux vitesses
ou encore équations du Télégraphe [56, 72], est donné par :
∂tf
+ + ∂xf+ = σ
(
f− − f+
)
,
∂tf
− − ∂xf− = σ
(
f+ − f−
)
,
(x, t) ∈ R× R+, (2.4)
où les inconnues sont les fonctions de distribution f± associées aux vitesses particulaires
±1. Les variables macroscopiques de ce modèle sont la densité τ = f+ + f− et le courant
u = f− − f+. Les équations (2.4) donnent alors :{
∂tτ − ∂xu = 0,
∂tu− ∂xτ = −2σu,
(x, t) ∈ R× R+. (2.5)
Il s’agit du p-système (2.3) dans le cas d’une friction égale à 2σ et d’une pression linéaire
de la forme p(τ) = −τ + p0 avec p0 > 0.
La démonstration du résultat donné dans le Chapitre 3 est d’abord proposée pour ce
p-système linéarisé.
2.2.2 Le régime diffusif
Le régime asymptotique étudié est celui du temps long et de la friction forte. Les so-
lutions du problème dans ce régime sont obtenues en effectuant le changement d’échelle
suivant sur le temps t et la friction σ, à l’aide d’un petit paramètre ε :
t← t/ε et σ ← σ/ε.
Le lecteur peut se référer au récent article de Mei [68] où l’auteur donne une large litté-
rature consacrée au comportement asymptotique en temps long du p-système avec amor-
tissement (2.3). Après changement d’échelle, le problème (2.3) se réécrit : ε∂tτ − ∂xu = 0,ε∂tu+ ∂xp(τ) = −σ
ε
u.
(2.6)
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En injectant dans (2.6) les développements de Chapman-Enskog des inconnues suivants :
τ = τ0 +O(ε) et u = u0 +O(ε),
le système suivant est obtenu : ε∂tτ
0 − ∂xu0 +O(ε) = 0,
ε∂tu
0 + ∂xp(τ0) +O(ε) = −σ
ε
(
u0 +O(ε)
)
.
La limite quand ε tend vers zéro de ce système s’écrit :{
∂xu
0 = 0,
u0 = 0.
La vitesse est donc nulle à l’ordre zéro. Les développements asymptotiques de τ et u
s’écrivent donc maintenant :
τ = τ0 +O(ε) et u = ε
(
u1 +O(ε)
)
.
En injectant ces développements de Chapman-Enskog dans (2.6), le système s’écrit alors :{
∂tτ
0 − ∂xu1 +O(ε) = 0,
ε2∂tu
1 + ∂xp(τ0) = −σu1 +O(ε).
(2.7)
Ce système admet la limite suivante, quand ε tend vers zéro :{
∂tτ
0 − ∂xu1 = 0,
∂xp(τ0) = −σu1.
(2.8)
La deuxième équation de (2.8) se réécrit :
u1 = − 1
σ
∂xp(τ0), (2.9)
et se nomme, en accord avec [54], l’équilibre local des solutions. L’injecter dans la pre-
mière équation de (2.8) donne l’équation de diffusion suivante :
∂tτ
0 + 1
σ
∂xxp(τ0) = 0, (x, t) ∈ R× R+, (2.10)
qui coïncide avec l’équation des milieux poreux.
Dans les travaux pionniers de Hsiao et Liu [53], les auteurs établissent rigoureusement
la convergence des solutions de (2.3) vers les solutions de (2.10) sous des conditions de ré-
gularité sur la donnée initiale. Pour ce faire, ils emploient des estimations d’énergie sur la
différence w−w où w est solution de (2.3) et w solution de (2.10). Cela leur permet d’exhi-
ber une majoration du taux de convergence en norme L2 et L∞ de l’ordre de t−1/2 lorsque
t tend vers l’infini. Par la suite, en adoptant également des techniques d’estimation d’éner-
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gie, Nishihara améliore ce taux de convergence dans [75] en estimant l’erreur en t−3/4
pour la norme L2 et t−5/4 pour la norme L∞. Ensuite, avec ses collaborateurs dans [76],
ils affinent encore ce résultat en exhibant des taux pour les normes Lp, p ∈ [2,+∞).
Une autre méthode pour analyser la convergence de w solution de (2.3) vers w solu-
tion de (2.10) repose sur l’étude de l’erreur entre les solutions du système après change-
ment d’échelle (2.7) et celles du système limite (2.10) (voir [60, 68]). Le taux de conver-
gence ainsi obtenu s’exprime en fonction de ε et, pour ce modèle, c’est le résultat obtenu
dans [60] qui est étendu au cadre discret dans le Chapitre 3.
2.3 Les équations de Saint-Venant
2.3.1 Le modèle
Le deuxième système présenté dans ce chapitre est le modèle de Saint-Venant. Ce
système, introduit par de Saint-Venant dans [30], décrit le mouvement d’un fluide et est
obtenu à partir des équations de Navier-Stokes, en intégrant selon la profondeur, c’est-à-
dire en partant du postulat que la vitesse reste la même tout le long d’une colonne d’eau.
Le terme source choisi ici s’appelle terme source de friction de Manning [63] et modélise
la friction du fond du canal. Le système s’écrit :
∂th+ ∂x(hu) = 0,
∂t(hu) + ∂x
(
hu2 + gh
2
2
)
= −ku|u|h2−η, (x, t) ∈ R× R+, (2.11)
où h(x, t) ≥ 0 est la hauteur d’eau, u(x, t) est sa vitesse et g = 9.81 m.s−2 est la constante
de gravité. Le modèle de friction de Manning donne−k|u|uh2−η comme terme source dans
l’équation de quantité de mouvement. Il peut se réécrire −k|q|qh−η où q = hu désigne le
débit. Le paramètre k, appelé coefficient de Manning, désigne l’intensité de la friction :
plus k est grand et plus le fond exerce de friction sur l’eau. Le paramètre η est positif,
différent de 1 et en général pris égal à 7/3.
Le système (2.11) se réécrit avec les variables conservatives h et q de la manière sui-
vante : 
∂th+ ∂xq = 0,
∂tq + ∂x
(
q2
h
+ gh
2
2
)
= −kq|q|h−η, (x, t) ∈ R× R+, (2.12)
et rentre dans le formalisme (2.1) avec W = t (h, q) le vecteur des inconnues, F (W ) =
t(q, q2h + g
h2
2 ) le flux et S(W ) = t(0,−kq|q|h−η) le terme source. L’ensemble des états
admissibles de W est
Ω =
{
t(h, q); h > 0, q ∈ R
}
.
Remarque 2. Dans ces travaux, seules des hauteurs d’eau strictement positives sont consi-
dérées. Le développement de solutions approchées capables de rester précises en transition
entre zone sèche et zone mouillée constitue cependant un large sujet d’étude [31, 69, 70].
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2.3.2 Le régime diffusif
Ici encore, le régime limite considéré est celui du temps long et d’une forte friction. En
revanche, à la différence du terme source du p-système vu précédemment, le terme source
de friction de Manning est quadratique en le débit q. En effet, en procédant au changement
d’échelle k ← k/ε, comme pour le p-système, la limite déterminée par la méthode de
Chapman-Enskog n’est pas une équation de diffusion. Le changement d’échelle à utiliser
ici est k ← k/ε2. En injectant ce changement d’échelle de friction ainsi que celui du temps
t← t/ε dans (2.12), le système s’écrit alors :
ε∂th+ ∂xq = 0,
ε∂tq + ∂x
(
q2
h
+ gh
2
2
)
= − k
ε2
|q|qh−η. (2.13)
Les développements de Chapman-Enskog suivants sont considérés :
h = h0 +O(ε) et q = q0 +O(ε),
où la hauteur d’eau à l’ordre zéro h0 est supposée strictement positive. Cela semble rai-
sonnable puisque c’est également l’hypothèse faite sur h. En injectant ces développe-
ments, (2.13) devient :
ε∂th
0 + ∂xq0 +O(ε) = 0,
ε∂tq
0 + ∂x
(
(q0)2
h0
+ g(h
0)2
2
)
= − k
ε2
(
q0|q0|(h0)−η +O(ε)
)
.
Ainsi, la limite de ce système quand ε tend vers zéro s’écrit :{
∂xq
0 = 0,
q0|q0|(h0)−η = 0,
et le débit à l’ordre zéro q0 est donc nul. Les développements de Chapman-Enskog s’écrivent
maintenant :
h = h0 +O(ε) et q = ε
(
q1 +O(ε)
)
.
En injectant ces développements, (2.13) devient alors :
ε∂th
0 + ε∂xq1 +O(ε) = 0,
ε2∂tq
1 + ∂x
(
ε2(q1)2
h0
+ g(h
0)2
2
)
+O(ε) = −kq1|q1|(h0)−η,
et la limite quand ε tend vers zéro de ce système est la suivante :
∂th
0 + ∂xq1 = 0,
∂x
(
g(h0)2
2
)
= −kq1|q1|(h0)−η. (2.14)
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La deuxième équation de (2.14), appelée ici encore équilibre local, se réécrit :
q1 = −sign
(
∂xh
0
)√(h0)η
k
∣∣∣∣∂x (g(h0)22
)∣∣∣∣. (2.15)
L’équation de diffusion s’obtient en injectant l’équilibre local (2.15) dans la première équa-
tion de (2.14) :
∂th
0 + ∂x
−sign(∂xh0)
√
(h0)η
k
∣∣∣∣∂x (g(h0)22
)∣∣∣∣
 = 0. (2.16)
Remarque 3. Si la solution de (2.16) est supposée très régulière alors elle vérifie
∂th+
√
g
k
∂x
(
− |∂xh|−
1
2 ∂xhh
η+1
2
)
= 0, (x, t) ∈ R× R+. (2.17)
L’expression ci-dessus correspond à l’équation du p-laplacien pour p = 3/2 avec le facteur
non linéaire additionnel h
η+1
2 dans le flux. En effet, le p-laplacien instationnaire (voir par
exemple [1, 4, 79]), s’écrit de la manière suivante, avec p > 1 :
∂th+ ∂x
(
− |∂xh|p−2 ∂xh
)
= 0, (x, t) ∈ R× R+. (2.18)
L’opérateur de dérivation qui apparaît dans (2.16) est très non linéaire. Cela est dû au
terme source quadratique en q du système hyperbolique (2.12). Cette non linéarité donne
des schémas plus difficiles à construire avec des ordres de convergence moins bons que
dans le cas plus simple du p-système, ce qui est observé dans les Chapitres 4, 5 et 6.
2.4 Le modèle M1 pour le transfert radiatif
2.4.1 Le modèle
Le transfert radiatif décrit les interactions entre le rayonnement et la matière. Un mo-
dèle souvent utilisé pour décrire ces échanges d’énergie est le modèle M1 [23, 33], obtenu
en intégrant les deux premiers moments de l’équation du transfert radiatif [21, 71, 81].
Ici, un seul phénomène d’interaction, appelé scattering, est considéré et le rôle joué par la
température est omis. Ce système s’écrit :
∂tE + ∂xF = 0,
∂tF + ∂x
(
c2Eχ
(
F
cE
))
= −cσF, (x, t) ∈ R× R+, (2.19)
avec pour inconnues E l’énergie radiative et F le flux radiatif. L’espace des états admis-
sibles est le suivant :
Ω =
{
t (E,F ) ;E > 0, |F |
cE
≤ 1
}
. (2.20)
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Le paramètre c > 0 est la vitesse de la lumière et σ ≥ 0 désigne le coefficient d’absorption
du flux. La fonction χ, appelée facteur d’Eddington, a pour définition :
χ(f) = 3 + 4f
2
5 + 2
√
4− 3f2 pour tout f ∈
]
− 2√
3
,
2√
3
[
. (2.21)
2.4.2 Le régime diffusif
Le régime étudié est celui du temps long et d’une forte opacité [8, 9, 17]. Pour l’étu-
dier, le même changement d’échelle que celui pratiqué sur le p-système est utilisé dans
l’équation (2.19). En effet le terme source dans le modèle M1 est linéaire en F . À l’aide
d’un petit paramètre ε > 0, le problème après changement d’échelle s’écrit :
ε∂tE + ∂xF = 0,
ε∂tF + ∂x
(
c2Eχ
(
F
cE
))
= −cσ
ε
F.
(2.22)
Les développements de Chapman-Enskog suivants sont considérés :
E = E0 +O(ε) et F = F 0 +O(ε),
où l’énergie radiative à l’ordre zéro E0 est supposée strictement positive. Cela semble
raisonnable puisque c’est également l’hypothèse faite sur E. En injectant ces développe-
ments, (2.22) devient :
ε∂tE
0 + ∂xF 0 +O(ε) = 0,
ε∂tF
0 + ∂x
(
c2E0χ
(
F 0
cE0
))
= −cσ
ε
(
F 0 +O(ε)
)
.
Ainsi, la limite quand ε tend vers zéro de ce système donne :{
∂xF
0 = 0,
F 0 = 0,
et le flux radiatif à l’ordre zéro F 0 est donc nul. Les développements asymptotiques de E
et F s’écrivent donc maintenant :
E = E0 +O(ε) et F = ε
(
F 1 +O(ε)
)
.
En injectant ces développements de Chapman-Enskog, (2.22) fournit alors :
ε∂tE
0 + ε∂xF 1 +O(ε2) = 0,
ε2∂tF
1 + ∂x
(
c2E0χ
(
εF 1
cE0
))
= −cσF 1 +O(ε),
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et la limite quand ε tend vers zéro du système ci-dessus est la suivante : ∂tE
0 + ∂xF 1 = 0,
∂x
(
c2E0χ (0)
)
= −cσF 1. (2.23)
Puisque la définition de χ donnée par (2.21) permet d’écrire χ(0) = 1/3, alors la deuxième
équation de (2.23), ici encore appelée équilibre local, se réécrit :
F 1 = − c3σ∂xE
0. (2.24)
L’équation de diffusion s’obtient en injectant l’équilibre local (2.24) dans la première équa-
tion de (2.23) :
∂tE
0 − ∂x
(
c
3σ∂xE
0
)
= 0, (x, t) ∈ R× R+. (2.25)
Remarque 4. Le paramètre σ peut dépendre de la variable d’espace x. Cependant, si ce
n’est pas le cas, l’équation diffusive (2.25) correspond à l’équation de la chaleur avec
coefficient de diffusion c3σ .
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Partie I
Un résultat de convergence
asymptotique
La première partie de ce manuscrit est dédiée à la présentation d’un résultat de conver-
gence asymptotique numérique pour le p-système (2.3). Ce résultat est une adaptation au
cadre discret des travaux de Lattanzio et Tzavaras [60]. Dans cet article, ils ont rigou-
reusement démontré, à l’aide de méthodes d’entropie relative, que les solutions faibles du
p-système (2.3) convergent vers les solutions de sa limite diffusive (2.8), à savoir l’équa-
tion des milieux poreux. Les travaux présentés dans cette partie s’appuient sur ce résultat,
obtenu dans le cadre continu, mais également sur l’extension semi-discrète réalisée par
Berthon, Bessemoulin-Chatard et Mathis dans [6], où seul l’espace est discrétisé.
La méthode numérique utilisée par la suite est donnée par Jin, Pareschi et Toscani
dans [56]. Le schéma ainsi obtenu est asymptotic preserving dans le sens où il préserve la
limite diffusive. La démonstration de ce résultat peut se faire dans un cadre formel par
des développements de Chapman-Enskog mais l’objet de cette partie est la preuve rigou-
reuse, sans développement asymptotique, de la préservation de l’asymptotique. De plus, le
schéma est stable sous une condition indépendante du paramètre de changement d’échelle
ε. Le taux de convergence en ε est également exhibé et est en accord avec les taux déjà
obtenus dans [6, 60]. Cependant la discrétisation temporelle induit de nombreux termes
additionnels de viscosité numérique qui ne sont pas présents dans les cadres continu et
semi-discret, ce qui complique fortement la démonstration.
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3
Taux de convergence asymptotique
d’un schéma préservant
l’asymptotique pour le p-système
Dans ce chapitre, un résultat de convergence numérique avec taux explicite est pré-
senté. Le problème considéré est le p-système, qui décrit la dynamique des gaz isentro-
piques en coordonnées lagrangiennes. Il s’écrit :{
∂tτ − ∂xv = 0,
∂tv + ∂xp(τ) = −σv,
(x, t) ∈ R× R+, (3.1)
où τ > 0 est le volume spécifique du gaz et v ∈ R est sa vitesse. Le paramètre σ > 0
désigne la friction et la fonction p > 0 est la loi de pression. En général elle est de classe
C2 sur R∗+ et est telle que p′(τ) < 0 pour tout τ > 0. Cela permet aux valeurs propres de
la jacobienne de la fonction de flux de (3.1) d’être réelles et assure alors au système (3.1)
d’être de nature hyperbolique. Le vecteur des inconnues, noté w = t(τ, v), est supposé
appartenir à l’espace des phases suivant :
Ω =
{
t(τ, v); τ > 0, v ∈ R
}
. (3.2)
Le système (3.1) est doté de l’inégalité d’entropie suivante :
∂tη(w) + ∂xψ(w) ≤ −σv2, (3.3)
où le couple entropie-flux d’entropie (η, ψ) est défini par :
η(w) = v
2
2 − P (τ) et ψ(w) = vp(τ), (3.4)
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et la fonction P désigne une énergie interne donnée par :
P (τ) =
∫ τ
τ∗
p(s)ds, (3.5)
avec τ∗ > 0 un volume spécifique de référence fixé.
Comme évoqué dans le Chapitre 2, le comportement en temps long et friction dominante
des solutions du système (3.1) peut être décrit par le système suivant : ε∂tτ
ε − ∂xvε = 0,
ε∂tv
ε + ∂xp(τ ε) = −σ
ε
vε,
(x, t) ∈ R× R+, (3.6)
où le paramètre ε contrôle le régime adopté. Par des développements de Chapman-Enskog
des inconnues, la vitesse vε est de l’ordre de ε. Ainsi, en posant :
vε = εuε,
le système (3.6) se réécrit :{
∂tτ
ε − ∂xuε = 0,
ε2∂tu
ε + ∂xp(τ ε) = −σuε,
(x, t) ∈ R× R+. (3.7)
L’inégalité d’entropie associée est la suivante :
∂tη
ε(τ ε, uε) + ∂xψ(τ ε, uε) ≤ −σ (uε)2 , (3.8)
où l’entropie après changement d’échelle s’écrit :
ηε(τ, u) = ε2u
2
2 − P (τ). (3.9)
La limite du système (3.7) lorsque ε tend vers zéro coïncide donc avec l’équation des
milieux poreux donnée par :
∂tτ = ∂xu,
u = − 1
σ
∂xp(τ),
(x, t) ∈ R× R+, (3.10)
ou de manière équivalente
∂tτ +
1
σ
∂xxp(τ) = 0 (x, t) ∈ R× R+.
Comme mentionné dans le Chapitre 2, une vaste littérature consacrée au comportement
asymptotique en temps long du p-système avec amortissement existe [68]. De plus la
convergence des solutions de (3.1) vers les solutions de (3.10) a été largement étudiée,
notamment à l’aide de techniques d’estimation d’énergie [53, 75, 76]. Une deuxième mé-
thode pour analyser la convergence de w, solution de (3.1), vers w = t (τ , u), solution
de (3.10), repose sur l’étude de l’erreur entre les solutions du système après changement
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d’échelle (3.7) et celles du système limite (3.10) (voir [60, 68]). Le taux de convergence
ainsi obtenu s’exprime en fonction de ε et c’est ce type de résultat qui est étendu au cadre
discret dans ce chapitre. Dans [60], Lattanzio et Tzavaras ont rigoureusement prouvé la
convergence des solutions de (3.7) vers les solutions de (3.10) et ont exhibé le taux expli-
cite en adoptant une approche par entropie relative. L’entropie relative est un outil très
utile pour comparer la différence (dans un sens à préciser) entre deux solutions. Cette
notion a été introduite dans les travaux novateurs de DiPerna [32] et de Dafermos [27]
pour les systèmes hyperboliques de loi de conservation. Elle était initialement utilisée pour
étudier rigoureusement la convergence de modèles cinétiques vers leur limite hydrodyna-
mique [42, 80]. Plus tard, dans [29], Dafermos adopte cette méthode pour établir un
résultat de stabilité sur les solutions classiques dans la classe des solutions faibles entro-
piques. Ensuite, dans [83], Tzavaras utilise une méthode d’entropie relative similaire pour
étudier la convergence de systèmes hyperboliques avec terme source raide vers la limite
hyperbolique correspondante. En se fondant sur les mêmes idées, Lattanzio et Tzavaras
considèrent dans [60] le cas des limites diffusives. Ils traitent plusieurs systèmes hyperbo-
liques avec terme source du type (3.7) qui convergent vers un problème diffusif quand ε
tend vers zéro.
Pour être plus précis, dès qu’un système hyperbolique (Hε) de limite diffusive (P ) est
muni d’une fonction d’entropie ηε, l’entropie relative associée est définie comme le terme
quadratique du développement de Taylor de ηε en w, solution de (P ) :
ηε(w|w) = ηε(w)− ηε(w)−5ηε(w) · (w − w) . (3.11)
L’intégrale spatiale de cette entropie relative s’écrit :
φε(t) =
∫
R
ηε(w|w)dx, (3.12)
et se comporte de manière similaire à ‖w − w‖2L2 dès que ηε est une fonction convexe.
Cette fonction permet alors d’estimer l’erreur entre les solutions de (Hε) et celles de (P ).
Le résultat de convergence obtenu par Lattanzio et Tzavaras sur cet estimateur, pour le
p-système (3.7), est le suivant :
φε(t) ≤ C
(
φε(0) + ε4
)
, t ∈ [0, T ) , (3.13)
où C est une constante positive dépendant uniquement de T , des propriétés de la fonction
de pression p et d’estimations sur la limite diffusive w supposée régulière.
L’objectif de ce chapitre est d’obtenir de manière rigoureuse un taux de convergence
asymptotique similaire à (3.13) dans le contexte d’un schéma numérique préservant l’asymp-
totique proposé par Jin et al. dans [56]. En général, cette propriété est obtenue formelle-
ment grâce à un développement de Chapman-Enskog. Cependant, Mathis et Therme ont
récemment adopté dans [66] une technique d’entropie relative pour analyser la limite dif-
fusive d’un schéma volumes finis pour le système de Goldstein Taylor linéaire sur domaine
borné. L’entropie relative peut également être appliquée à d’autres contextes numériques.
Par exemple, dans [36, 39], les auteurs ont utilisé des estimations d’entropie relative pour
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contrôler l’erreur de convergence d’une approximation des équations de Navier-Stokes ba-
rotropes (voir aussi [19, 57]). Dans [6], une extension semi-discrète du résultat de Lattan-
zio et Tzavaras est proposée. Pour ce faire, les auteurs considèrent une approche similaire
pour étudier le comportement asymptotique en temps long d’un schéma semi-discret pour
le système non linéaire (3.7). En supplément, les auteurs exhibent un taux de convergence
en accord avec (3.13). À la différence des travaux de [6], la discrétisation temporelle, qui
est en partie l’objet du travail présenté ici, induit de nouveaux termes d’erreur qui néces-
sitent une attention toute particulière pour pouvoir être contrôlés.
Dans la section 3.1, le schéma considéré pour (3.7) est détaillé ainsi que sa limite
diffusive lorsque ε tend vers zéro, qui discrétise l’équation de diffusion (3.10).
Ensuite, dans la section 3.2, des extensions au cadre complètement discret de la notion
d’entropie relative ainsi que d’estimateurs d’erreur sont présentés.
Puis la section 3.3 est dédiée au cas simplifié d’une pression linéaire p(τ) = −τ + p0. Cette
situation reste en effet très intéressante puisque pour une friction 2σ, le système (3.7)
coïncide avec le célèbre modèle de Goldstein Taylor (2.5) présenté dans le Chapitre 2. Son
expression se réécrit : {
∂tτ − ∂xu = 0,
∂tu− ∂xτ = −2σu,
(x, t) ∈ R× R+. (3.14)
Le résultat de convergence numérique est d’abord proposé pour ce problème dans le
Théorème 3.3.1. Puis il est démontré à l’aide de lemmes très techniques. Pour en donner
quelques idées, la première étape est de déterminer une loi d’évolution discrète satisfaite
par l’entropie relative discrète. Ensuite il s’agit d’exhiber l’équation de dissipation gouver-
nant l’estimateur d’erreur donné par la moyenne spatiale discrète de l’entropie relative.
Les derniers lemmes techniques proposent des estimations astucieuses des termes de dis-
sipation. Cette section se conclue par la preuve les lemmes. Ce cas particulier de pression
linéaire permet en fait de comprendre les clés de la preuve du cas non linéaire en suppri-
mant une grosse partie des termes additionnels difficiles à traiter.
Enfin, la section 3.4 est dédiée au résultat de convergence asymptotique discret dans le
cadre général. Il est donné dans le Théorème 3.4.1 qui est démontré, lui aussi, à l’aide
d’une série de lemmes techniques. Les démonstrations du résultat principal et des lemmes
se feront en se référant systématiquement, quand cela est possible, au cas d’une pression
linéaire.
Pour finir, plusieurs résultats numériques permettant d’illustrer le résultat du Théorème
3.4.1 dans la section 3.5.
3.1 Schémas numériques
Dans cette partie, les deux schémas considérés sont présentés : le schéma hyperbolique
pour (3.7) qui a été donné dans [6, 56] ainsi que son schéma limite discrétisant le modèle
asymptotique (3.10).
Le maillage spatial considéré est uniforme et composé des cellules (xi−1/2, xi+1/2)i∈Z de
taille constante ∆x. Concernant la discrétisation temporelle, l’incrément de temps est noté
∆t, et tn+1 = tn + ∆t pour tout n ∈ N.
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Par souci de clarté dans les notations, la discrétisation des solutions de (3.7) est notée
wni = t (τni , uni ) et celle des solutions de (3.10) est notée wni = t (τni , uni ). Selon [6, 60], les
approximations numériques satisfont les limites suivantes pour tout temps :
lim
i→±∞
τni = lim
i→±∞
τni = τ±,
lim
i→±∞
uni = lim
i→±∞
uni = 0.
(3.15)
De plus, pour alléger les expressions dans la suite, la notation suivante est proposée :
∆τni = τni − τni et ∆uni = uni − uni , (3.16)
les erreurs entre les discrétisations des solutions de (3.7) et celles des solutions de (3.10).
Les opérateurs de dérivation discrets suivants sont également introduits :
δtX
n+1/2
i =
Xn+1i −Xni
∆t , δxX
n
i =
Xni+1 −Xni−1
2∆x ,
δxxX
n
i =
Xni+1 − 2Xni +Xni−1
∆x2 , δ˜xX
n
i+1/2 =
Xni+1 −Xni
∆x ,
(3.17)
et les deux normes discrètes suivantes :
‖Xn‖L2x =
∑
i∈Z
(Xni )2 ∆x
1/2 ,
‖Xn‖L∞x =sup
i∈Z
|Xni | ,
(3.18)
pour une quantité discrète (Xni )ni donnée.
3.1.1 Schéma hyperbolique
L’approche numérique utilisée pour obtenir une discrétisation de (3.7) a été proposée
dans [56]. Elle est basée sur une reformulation astucieuse du système comme suit :
∂tτ − ∂xu = 0,
∂tu+ ∂xp(τ) = − σ
ε2
u− 1− ε
2
ε2
∂xp(τ).
Une méthode de splitting à deux étapes est utilisée sur cette reformulation. La première
étape consiste en l’approximation des solutions du système hyperbolique suivant :{
∂tτ − ∂xu = 0,
∂tu+ ∂xp(τ) = 0,
(3.19)
33
Chapitre 3 – Taux de convergence asymptotique d’un schéma préservant l’asymptotique
pour le p-système
tandis que, dans un second temps, les solutions du problème
∂tτ = 0,
∂tu = − σ
ε2
u− 1− ε
2
ε2
∂xp(τ),
(3.20)
sont approchées. Les discrétisations de chaque étape sont maintenant détaillées. Concer-
nant la première, la discrétisation HLL [51], détaillée plus loin dans l’introduction de la
partie II de ce manuscrit, est employée. Pour ce problème elle est donnée par :
τ
n+1/2
i = τni +
∆t
2∆x
(
uni+1 − uni−1
)
+ λ∆t2∆x
(
τni+1 − 2τni + τni−1
)
,
u
n+1/2
i = uni −
∆t
2∆x
(
p(τni+1)− p(τni−1)
)
+ λ∆t2∆x
(
uni+1 − 2uni + uni−1
)
,
(3.21)
où
λ ≤ max
0≤n≤N
sup
i∈Z
(√
−p′(τni )
)
.
De par le choix de ce schéma, le pas de temps est nécessairement restreint selon la condi-
tion CFL hyperbolique suivante :
∆t
∆xλ ≤
1
2 .
Concernant la deuxième étape, le système (3.20) est approché par une méthode implicite :
τn+1i = τ
n+1/2
i ,
un+1i − un+1/2i
∆t = −
σ
ε2
un+1i −
1− ε2
ε2
p
(
τn+1i+1
)
− p
(
τn+1i−1
)
2∆x .
(3.22)
En combinant (3.21) et (3.22), le schéma complet s’écrit :
τn+1i =τni +
λ∆t
2∆x
(
τni+1 − 2τni + τni−1
)
+ ∆t2∆x
(
uni+1 − uni−1
)
,
un+1i =uni −
σ∆t
ε2
un+1i −
∆t
2∆x
((
p(τni+1)− p(τni−1
)
+
(
1− ε2)
ε2
(
p
(
τn+1i+1
)
− p
(
τn+1i−1
)))
+ λ∆t2∆x
(
uni+1 − 2uni + uni−1
)
.
(3.23)
En utilisant les notations (3.17), il se réécrit :
δtτ
n+1/2
i = δxuni +
λ
2 ∆xδxxτ
n
i ,
ε2δtu
n+1/2
i = −σun+1i − δxp
(
τn+1
)
i
+ ε2∆tδtxp (τ)n+1/2i +
λε2
2 ∆xδxxu
n
i ,
(3.24)
où δtx = δtδx.
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3.1.2 Schéma limite
La discrétisation du système diffusif limite (3.10) s’obtient comme la limite du schéma
hyperbolique (3.23) quand ε tend vers zéro. Des calculs directs donnent l’approximation
suivante de w solution de (3.10) :
τn+1i =τni +
∆t
2∆x
(
uni+1 − uni−1
)
+ λ∆t2∆x
(
τni+1 − 2τni + τni−1
)
,
un+1i =−
1
2σ∆x
(
p(τn+1i+1 )− p(τn+1i−1 )
)
.
(3.25)
Comme τni+1 − 2τni + τni−1 = O(∆x2) coïncide avec de la viscosité numérique, ce schéma
est naturellement consistant avec le régime limite (3.10) d’où la propriété asymptotic pre-
serving vérifiée par le schéma (3.23).
En utilisant les notations (3.17), ce schéma se réécrit :
δtτ
n+1/2
i = δxuni +
λ
2 ∆xδxxτ
n
i ,
un+1i = −
1
σ
δxp
(
τn+1
)
i
.
(3.26)
3.2 Entropie relative
Afin de présenter le taux de convergence de (3.24) vers (3.26), il est important de
définir une mesure de distance entre wni et w
n
i . De manière complètement analogue au
cadre semi-discret [6], cette dernière s’écrit :
φnε =
∑
i∈Z
ηε,ni ∆x, (3.27)
où ηε,ni est l’entropie relative discrète. Celle-ci est définie comme la fonction d’entro-
pie relative appliquée aux discrétisations hyperbolique et parabolique. L’entropie relative
ηε(w|w) est définie comme le terme quadratique dans le développement de Taylor de l’en-
tropie ηε en w :
ηε(w|w) = ε
2
2 (u− u)
2 − P (τ |τ),
où P (τ |τ) s’écrit :
P (τ |τ) = P (τ)− P (τ)− p(τ) (τ − τ) . (3.28)
L’entropie relative discrète s’écrit donc de la manière suivante :
ηε,ni = ηε(wni |wni ) =
ε2
2 (u
n
i − uni )2 − P (τni |τni ). (3.29)
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3.3 Résultat dans le cadre d’une pression linéaire
Dans cette partie, le cadre du modèle bivitesse, donné par (3.14), est considéré. La
pression s’écrit alors :
p(τ) = −τ + p0, (3.30)
avec p0 > 0. La restriction sur les volumes spécifiques
τ < p0, (3.31)
est bien entendu nécessaire pour garder une pression positive. En considérant la fonction
de pression (3.30) et la friction de (3.14) donnée par 2σ, les schémas (3.24) et (3.32) se
réécrivent respectivement de la façon suivante :
δtτ
n+1/2
i = δxuni +
λ
2 ∆xδxxτ
n
i ,
ε2δtu
n+1/2
i = −2σun+1i + δxτn+1i − ε2∆tδtxτn+1/2i +
λε2
2 ∆xδxxu
n
i ,
(3.32)
et

δtτ
n+1/2
i = δxuni +
λ
2 ∆xδxxτ
n
i ,
un+1i =
1
2σδxτ
n+1
i .
(3.33)
De plus l’expression de l’entropie relative est donnée par :
ηε,ni = ηε(wni |wni ) =
ε2
2 (u
n
i − uni )2 +
1
2 (τ
n
i − τni )2 . (3.34)
L’entropie relative discrète ηε,ni représente donc bien une mesure de distance entre w
n
i
et wni .
Théorème 3.3.1. Soit T = (N + 1)∆t le temps final, (wni ) donné par le schéma (3.32)
et (wni ) donné par le schéma asymptotique (3.33). Les trois hypothèses suivantes sont
nécessaires.
— Il existe une constante K > 0 telle que les discrétisations asymptotiques vérifient :
‖δtun+1/2‖2L2x ≤ K et ‖δxxu
n‖2L2x ≤ K. (3.35)
— Le pas de temps ∆t est restreint selon une condition CFL parabolique :
∆t
∆x2 ≤ Cp, (3.36)
où
Cp =
σ
10 . (3.37)
— Le paramètre ε vérifie la condition de petitesse suivante :
ε2 ≤ σ∆x4 (Cp∆x+ λ) . (3.38)
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Alors le résultat de convergence suivant est satisfait :
φN+1ε ≤ C
(
φ0ε + ‖u0 − u0‖2L2x + ε
4
)
, (3.39)
où C est une constante positive dépendant seulement de T et des paramètres σ, λ, K et a.
L’estimation (3.39) contient le taux de convergence escompté ε4 ainsi que le terme
φ0ε + ‖u0 − u0‖2L2x qui correspond à l’erreur au temps initial t = 0 pour des conditions
initiales générales. Dans la section 3.5, les données initiales utilisées sont bien préparées,
c’est-à-dire qu’elles vérifient :
φ0ε + ‖u0 − u0‖2L2x = 0. (3.40)
Le résultat (3.39) donne alors un taux de l’ordre de ε4 en accord avec celui établi par Lat-
tanzio et Tzavaras (3.13) dans [60].
Pour obtenir (3.39), les hypothèses (3.35), (3.36) et (3.38) sont nécessaires. Essentielle-
ment, elles permettent toutes un contrôle des termes de viscosité numérique. Celles sur
la discrétisation (wni ) (3.35) sont analogues à celles requises dans [60] (ou encore [6]).
Elles semblent naturelles puisque les solutions du système asymptotique (3.10) sont sup-
posées assez régulières. La condition CFL parabolique (3.36) est pertinente au regard des
expérimentations numériques réalisées avec le schéma (3.23) et est naturelle puisque le
schéma limite considéré est une discrétisation explicite de la limite de diffusion. Cette
condition CFL est traitée dans la section 3.5, consacrée aux résultats numériques. Enfin,
l’hypothèse concernant (3.38) n’est pas du tout restrictive puisque le paramètre ε est petit
par définition.
3.3.1 Preuve du Théorème 3.3.1
Afin d’établir le taux de convergence (3.39), plusieurs lemmes techniques sont néces-
saires. Ils sont prouvés dans la sous-section 3.3.2.
En premier lieu et conformément aux travaux issus de [6, 60], une loi d’évolution discrète
satisfaite par la mesure de distance φnε définie par (3.27) est exhibée. Pour ce faire, il faut
d’abord établir une loi d’évolution discrète vérifiée par l’entropie relative discrète. C’est
l’objet du lemme suivant.
Lemme 3.3.2. Soit (wni )ni donné par (3.32) et (wni )ni donné par (3.33). L’entropie relative
discrète ηε,ni , définie par (3.34), satisfait la relation suivante :
δtη
ε,n+1/2
i +
1
∆x
(
ψn+1i+1/2 − ψn+1i−1/2
)
=− 2σ
(
∆un+1i
)2 − ε22 ∆t
(
δt∆un+1/2i
)2
+Rn,1i +R
n,2
i +R
n,3
i +R
n,4
i ,
(3.41)
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où les termes de reste sont donnés par :
Rn,1i =− ε2∆un+1i δtun+1/2i − ε2∆t∆un+1i δtxτn+1/2i +
λ
2 ε
2∆x∆un+1i δxxuni ,
Rn,2i =− ε2∆t∆un+1i δtx∆τn+1/2i +
λ
2 ε
2∆x∆un+1i δxx∆uni ,
Rn,3i =−∆t∆τn+1i δtx∆un+1/2i +
λ
2 ∆x∆τ
n+1
i δxx∆τni ,
Rn,4i =−
1
2∆t
(
δt∆τn+1/2i
)2
,
(3.42)
et où le flux d’entropie discret s’écrit :
ψn+1i+1/2 =−
1
2
(
∆un+1i+1 ∆τn+1i + ∆un+1i ∆τn+1i+1
)
. (3.43)
La relation (3.41) doit maintenant être intégrée en temps et en espace. En sommant
(3.41) en espace, la loi d’évolution discrète suivante sur φε est obtenue :
δtφ
n+1/2
ε +
∑
i∈Z
(
ψn+1i+1/2 − ψn+1i−1/2
)
= −2σ
∑
i∈Z
(
∆un+1i
)2
∆x
− ε
2
2 ∆t
∑
i∈Z
(
δt∆un+1/2i
)2
∆x+
∑
i∈Z
Rn,1i ∆x
+
∑
i∈Z
Rn,2i ∆x+
∑
i∈Z
Rn,3i ∆x+
∑
i∈Z
Rn,4i ∆x.
(3.44)
En utilisant (3.15), la dérivée discrète du flux d’entropie discret s’annule à l’infini :∑
i∈Z
(
ψn+1i+1/2 − ψn+1i−1/2
)
= 0,
et en injectant la définition de la norme L2 discrète (3.18) dans (3.44) puis en l’intégrant
numériquement temps, l’expression suivante est obtenue :
N∑
n=0
δtφ
n+1/2
ε ∆t = −2σ
N∑
n=0
‖∆un+1‖2L2x∆t−
ε2
2 ∆t
N∑
n=0
‖δt∆un+1/2‖2L2x∆t
+
N∑
n=0
∑
i∈Z
Rn,1i ∆x∆t+
N∑
n=0
∑
i∈Z
Rn,2i ∆x∆t+
N∑
n=0
∑
i∈Z
Rn,3i ∆x∆t+
N∑
n=0
∑
i∈Z
Rn,4i ∆x∆t.
Puisque
N∑
n=0
δtφ
n+1/2
ε ∆t = φN+1ε − φ0ε,
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alors la relation suivante sur φN+1ε est déterminée :
φN+1ε =φ0ε − 2σ
N∑
n=0
‖∆un+1‖2L2x∆t−
ε2
2 ∆t
N∑
n=0
‖δt∆un+1/2‖2L2x∆t+
N∑
n=0
∑
i∈Z
Rn,1i ∆x∆t
+
N∑
n=0
∑
i∈Z
Rn,2i ∆x∆t+
N∑
n=0
∑
i∈Z
Rn,3i ∆x∆t+
N∑
n=0
∑
i∈Z
Rn,4i ∆x∆t.
(3.45)
Maintenant l’objectif est d’acquérir une estimation de φN+1ε de la forme suivante :
φN+1ε ≤ α
(
φ0ε + ‖∆u0‖2L2x + ε
4
)
+ β
N∑
n=0
φnε∆t, (3.46)
où α ≥ 1 et β ≥ 0 sont deux constantes dépendant uniquement du temps final T =
(N + 1)∆t et des paramètres σ, λ, K et a. En effet, dès qu’une telle inégalité est vérifiée,
le lemme de Gronwall discret suivant peut être appliqué.
Lemme 3.3.3 (Lemme de Gronwall discret). Soit (φN )N∈N une suite positive. Si il existe
des constantes α ≥ 1, β ≥ 0 et γ ≥ 0 telles que
φN+1 ≤ α
(
φ0 + γ
)
+ β
N∑
n=0
φn∆t ∀N ∈ N, (3.47)
alors l’estimation suivante est vérifiée :
φN+1 ≤ α
(
φ0 + γ
)
eβ(N+1)∆t ∀N ∈ N. (3.48)
La démonstration de ce lemme est donnée dans la partie suivante, consacrée à la dé-
monstration des lemmes techniques. L’utilisation du résultat (3.48) sur l’estimation (3.46)
permet d’écrire :
φN+1ε ≤ αeβT
(
φ0ε + ‖∆u0‖2L2x + ε
4
)
,
et la preuve du théorème 3.3.1 est achevée.
Afin d’avoir une estimation de la forme (3.46), il est nécessaire de contrôler chaque
terme de reste, essentiellement par ε4, des termes de condition initiale, des termes pouvant
être compensés par les termes négatifs de (3.45) ou des termes en φnε . Dans la suite, une
série d’estimations requises est proposée aux travers de trois lemmes.
Lemme 3.3.4. En supposant l’hypothèse (3.35) sur les normes discrètes de (wni ), alors
pour tout θ > 0 l’estimation suivante sur le premier résidu est vérifiée :
N∑
n=0
∑
i∈Z
Rn,1i ∆x∆t ≤ θ
N∑
n=0
‖∆un+1‖2L2x∆t+
KT
4θ
(
1 + 2σ∆t+ λ2 ∆x
)2
ε4. (3.49)
Lemme 3.3.5. En supposant la condition CFL (3.36), l’estimation suivante sur le deuxième
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résidu est vérifiée :
N∑
n=0
∑
i∈Z
Rn,2i ∆x∆t ≤
ε2
∆x
(3
2Cp∆x+ λ
) N∑
n=0
‖∆un+1‖2L2x∆t
+ ε
2
∆x
(1
2Cp∆x+ λ
) N∑
n=0
‖∆un‖2L2x∆t+ 2λ
2Cpε
2
N∑
n=0
φnε∆t.
(3.50)
Lemme 3.3.6. En supposant la condition CFL (3.36), l’estimation suivante sur le troi-
sième résidu est vérifiée :
N∑
n=0
∑
i∈Z
Rn,3i ∆x∆t ≤Cp
N∑
n=0
‖∆un+1‖2L2x∆t+ 4Cp
N∑
n=0
‖∆un‖2L2x∆t
+ 12λ2Cp
N∑
n=0
φnε∆t+
1
2φ
N+1
ε +
1
2φ
0
ε.
(3.51)
Après de fastidieux calculs, les estimations issues des trois lemmes (3.49)–(3.51) per-
mettent de réécrire (3.45) de la manière suivante :
φN+1ε ≤3φ0ε + 2a1
N∑
n=0
‖∆un+1‖2L2x∆t+ 2a2
N∑
n=0
‖∆un‖2L2x∆t+ 2a3ε
4 + 2a4
N∑
n=0
φnε∆t
+
N∑
n=0
∑
i∈Z
Rn,4i ∆x∆t−
ε2
2 ∆t
N∑
n=0
‖δt∆un+1/2‖2L2x∆t,
(3.52)
où a1, a2, a3 et a4 sont définis par :
a1 =− 2σ + θ + Cp + ε
2
∆x
(3
2Cp∆x+ λ
)
,
a2 =
ε2
∆x
(1
2Cp∆x+ λ
)
+ 4Cp,
a3 =
KT
4θ
(
1 + 2σ∆t+ λ2 ∆x
)2
,
a4 =2λ2Cp
(
ε2 + 6
)
.
De plus, les deux derniers termes de l’estimation (3.52) sont négatifs :
N∑
n=0
∑
i∈Z
Rn,4i ∆x∆t = −
1
2∆t
N∑
n=0
∑
i∈Z
(
δt∆τn+1/2i
)2
∆x∆t ≤ 0,
− ε
2
2 ∆t
N∑
n=0
‖δt∆un+1/2‖2L2x∆t ≤ 0,
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et l’expression (3.52) se réécrit donc :
φN+1ε ≤3φ0ε + 2a1
N∑
n=0
‖∆un+1‖2L2x∆t+ 2a2
N∑
n=0
‖∆un‖2L2x∆t+ 2a3ε
4 + 2a4
N∑
n=0
φnε∆t.
(3.53)
Le coefficient précédant le terme en ‖∆un+1‖2L2x dans (3.53) n’est, a priori, pas signé.
En revanche, celui précédant ‖∆un‖2L2x est clairement positif. Une attention particulière
doit alors être portée sur ce terme pour qu’il puisse être compensé. En appliquant une
intégration par parties discrète temporelle, ce terme se réécrit :
2a2
N∑
n=0
‖∆un‖2L2x∆t =2a2
N∑
n=0
(
‖∆un‖2L2x − ‖∆u
n+1‖2L2x
)
∆t+ 2a2
N∑
n=0
‖∆un+1‖2L2x∆t
=− 2a2‖∆uN+1‖2L2x∆t+ 2a2‖∆u
0‖2L2x∆t+ 2a2
N∑
n=0
‖∆un+1‖2L2x∆t
≤ 2a2Cp∆x2‖∆u0‖2L2x + 2a2
N∑
n=0
‖∆un+1‖2L2x∆t,
et (3.53) se réécrit comme suit :
φN+1ε ≤3φ0ε + 2 (a1 + a2)
N∑
n=0
‖∆un+1‖2L2x∆t+ 2a3ε
4 + 2a4
N∑
n=0
φnε∆t+ 2a2∆t‖∆u0‖2L2x .
(3.54)
En choisissant θ = σ et sous les hypothèses (3.36) et (3.38) :
a1 + a2 ≤ 0,
et l’inégalité (3.46) est obtenue en choisissant α ≥ max (3, 2a3, 2a2∆t) et β ≥ 2a4. La
preuve du Théorème 3.3.1 est ainsi achevée.
3.3.2 Preuve des lemmes techniques
Ce paragraphe est consacré à la démonstration du lemme de Gronwall discret 3.3.3
ainsi que des lemmes techniques 3.3.2 à 3.3.6. Celle du Lemme 3.3.3 est d’abord proposée.
Preuve du Lemme de Gronwall 3.3.3. Le résultat (3.48) est obtenu par récurrence.
— Comme α ≥ 1 et γ ≥ 0 alors φ0 ≤ α(φ0 + γ) et la relation
x ≤ ex − 1 ∀ x ≥ 0, (3.55)
donne directement :
β∆tφ0 ≤ α
(
φ0 + γ
) (
eβ∆t − 1
)
,
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qui se réécrit sous la forme suivante :
α
(
φ0 + γ
)
+ β∆tφ0 ≤ α
(
φ0 + γ
)
eβ∆t.
En considérant l’hypothèse (3.47) l’expression ci-dessus implique le résultat requis
(3.48) au rang N = 0.
— Soit N ≥ 1. L’hypothèse de récurrence suivante est vérifiée pour n ∈ 0, . . . , N − 1 :
φn+1 ≤ α(φ0 + γ)eβ(n+1)∆t. (3.56)
— En utilisant l’hypothèse (3.48) ainsi que l’hypothèse de récurrence (3.56), l’inégalité
suivante s’écrit :
φN+1 ≤ α(φ0 + γ) + β∆tφ0 + β
N−1∑
n=0
α(φ0 + γ)eβ(n+1)∆t∆t,
ou encore, après sommation de la série géométrique :
φN+1 ≤ β∆tφ0 + α(φ0 + γ)
(
1 + β∆teβ∆t e
βN∆t − 1
eβ∆t − 1
)
.
De simples calculs utilisant la relation (3.55) donnent :
1 + β∆teβ∆t e
βN∆t − 1
eβ∆t − 1 ≤ e
β(N+1)∆t + 1− eβ∆t.
La combinaison des deux estimations ci-dessus donne :
φN+1 ≤ β∆tφ0 + α(φ0 + γ)
(
eβ(N+1)∆t + 1− eβ∆t
)
,
ce qui se réécrit de la façon suivante en utilisant encore une fois (3.55) :
φN+1 ≤
(
eβ∆t − 1
) (
φ0 − α(φ0 + γ)
)
+ α(φ0 + γ)eβ(N+1)∆t.
La preuve se termine en remarquant que, puisque α ≥ 1 et γ ≥ 0 alors φ0 − α(φ0 +
γ) ≤ 0.

Pour des raisons de simplicité dans la présentation, deux résultats systématiquement
utilisés dans la suite sont établis dans le lemme suivant.
Lemme 3.3.7. (i) Pour toute quantité discrète (Xni ) donnée par une combinaison li-
néaire des (wni ) et (wni ), les estimations suivantes sur les normes discrètes sont
vérifiées :
‖δxXn‖L2x ≤
1
∆x‖X
n‖L2x , ‖δ˜xXn‖L2x ≤
2
∆x‖X
n‖L2x ,
‖δxxXn‖L2x ≤
4
∆x2 ‖X
n‖L2x .
(3.57)
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(ii) L’estimation suivante sur l’erreur entre les discrétisations (τni ) et (τni ) est satisfaite :
‖∆τn‖2L2x ≤ 2φ
n
ε . (3.58)
Démonstration. Les majorations données dans (3.57) s’obtiennent en utilisant les défini-
tions des opérateurs de dérivation discrets (3.17) et par intégration par partie discrète en
espace combinée avec l’hypothèse (3.15). Le point (i) est ainsi démontré.
Concernant le point (ii), l’estimation (3.58) s’obtient facilement en utilisant l’expression
de l’entropie relative (3.34) pour écrire la minoration suivante de l’estimateur d’erreur :
φnε =
∑
i∈Z
(
ε2
2 (∆u
n
i )2 +
1
2 (∆τ
n
i )2
)
∆x ≥ 12‖∆τ
n‖2L2x ,
et l’estimation (3.58) attendue est retrouvée.
La preuve du premier lemme technique, donnant la loi d’évolution discrète sur l’esti-
mateur d’erreur φnε , est maintenant établie.
Preuve du Lemme 3.3.2. Par définition de l’entropie relative discrète (3.34) et de
l’opérateur discret δt donné par (3.17), l’expression suivante sur ηε est obtenue :
δtη
ε,n+1/2
i =
ε2
2∆t
((
∆un+1i
)2 − (∆uni )2)+ 12∆t
((
∆τn+1i
)2 − (∆τni )2) .
Puisque pour tous a, b ∈ R, a2 − b2 = 2a(a− b)− (a− b)2, alors :
δtη
ε,n+1/2
i =
ε2
2∆t
(
2∆un+1i
(
∆un+1i −∆uni
)
−
(
∆un+1i −∆uni
)2)
+ 12∆t
((
∆τn+1i
)2 − (∆τni )2) .
La relation ci-dessus peut être reformulée de la manière suivante :
δtη
ε,n+1/2
i = ε2∆un+1i δt∆u
n+1/2
i −
ε2
2 ∆t
(
δt∆un+1/2i
)2
+ 12∆t
((
∆τn+1i
)2 − (∆τni )2) ,
(3.59)
et, par les deux schémas (3.32) et (3.33), la loi d’évolution sur ∆uni s’écrit :
ε2δt∆un+1/2i =− 2σ∆un+1i + δx∆τn+1i − ε2∆tδtxτn+1/2i +
λ
2 ε
2∆xδxxuni − ε2δtun+1/2i .
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En injectant l’égalité ci-dessus dans (3.59), la loi d’évolution se reformule comme suit :
δtη
ε,n+1/2
i = −2σ
(
∆un+1i
)2
+ ∆un+1i δx∆τn+1i − ε2∆t∆un+1i δtxτn+1/2i
+ λ2 ε
2∆x∆un+1i δxxuni − ε2∆un+1i δtun+1/2i −
ε2
2 ∆t
(
δt∆un+1/2i
)2
+ 12∆t
((
∆τn+1i
)2 − (∆τni )2) .
(3.60)
De plus, l’utilisation de la définition du flux d’entropie relatif discret (3.43) donne :
1
∆x
(
ψn+1i+1/2 − ψn+1i−1/2
)
=− 12∆x
(
∆un+1i+1 ∆τn+1i + ∆un+1i ∆τn+1i+1
−∆un+1i ∆τn+1i−1 −∆un+1i−1 ∆τn+1i
)
=−∆τn+1i δx∆un+1i −∆un+1i δx∆τn+1i .
En ajoutant et en retranchant ∆τn+1i δx∆uni dans l’expression ci-dessus, l’égalité suivante
est obtenue :
∆un+1i δx∆τn+1i =−
1
∆x
(
ψn+1i+1/2 − ψn+1i−1/2
)
−∆t∆τn+1i δtx∆un+1/2i −∆τn+1i δx∆uni .
(3.61)
L’utilisation des schémas (3.32) et (3.33) conduit à :
δx∆uni = δt∆τ
n+1/2
i −
λ
2 ∆xδxx∆τ
n
i ,
et (3.61) devient :
∆un+1i δx∆τn+1i =−
1
∆x
(
ψn+1i+1/2 − ψn+1i−1/2
)
−∆t∆τn+1i δtx∆un+1/2i
−∆τn+1i δt∆τn+1/2i +
λ
2 ∆x∆τ
n+1
i δxx∆τni .
(3.62)
L’utilisation de l’expression (3.62) dans (3.60), donne alors :
δtη
ε,n+1/2
i +
1
∆x
(
ψn+1i+1/2 − ψn+1i−1/2
)
= −2σ
(
∆un+1i
)2 −∆t∆τn+1i δtx∆un+1/2i
+ λ2 ∆x∆τ
n+1
i δxx∆τni − ε2∆t∆un+1i δtxτn+1/2i
+ λ2 ε
2∆x∆un+1i δxxuni − ε2∆un+1i δtun+1/2i −
ε2
2 ∆t
(
δt∆un+1/2i
)2
−∆τn+1i δt∆τn+1/2i +
1
2∆t
((
∆τn+1i
)2 − (∆τni )2) .
Il suffit maintenant de modifier les termes contenant uniquement de la discrétisation hy-
perbolique (seulement wni sans w
n
i ) en ajoutant et en ôtant la quantité analogue en la
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discrétisation parabolique :
δtη
ε,n+1/2
i +
1
∆x
(
ψn+1i+1/2 − ψn+1i−1/2
)
= −2σ
(
∆un+1i
)2 − ε22 ∆t
(
δt∆un+1/2i
)2
− ε2∆un+1i δtun+1/2i − ε2∆t∆un+1i δtxτn+1/2i +
λ
2 ε
2∆x∆un+1i δxxuni
− ε2∆t∆un+1i δtx∆τn+1/2i +
λ
2 ε
2∆x∆un+1i δxx∆uni
−∆t∆τn+1i δtx∆un+1/2i +
λ
2 ∆x∆τ
n+1
i δxx∆τni
−∆τn+1i δt∆τn+1/2i +
1
2∆t
((
∆τn+1i
)2 − (∆τni )2) .
Le résultat attendu (3.41) est ainsi obtenu en reconnaissant les résidus Rn,1i , R
n,2
i , R
n,3
i et
Rn,4i donnés par (3.42) dans l’expression ci-dessus. 
Les preuves des Lemmes 3.3.4 à 3.3.6, donnant les estimations sur les résidus Rn,1i ,
Rn,2i et R
n,3
i sont maintenant présentées.
Preuve du Lemme 3.3.4. En utilisant la définition des résidus (3.42), on a :∑
i∈Z
Rn,1i ∆x =− ε2
∑
i∈Z
∆un+1i δtu
n+1/2
i ∆x− ε2∆t
∑
i∈Z
∆un+1i δtxτ
n+1/2
i ∆x
+ λ2 ε
2∆x
∑
i∈Z
∆un+1i δxxuni ∆x.
(3.63)
L’objectif ici est de majorer ce terme par des termes en ‖un+1‖2L2x et des termes en ε
4.
L’utilisation du schéma limite sur la vitesse (3.33) permet d’écrire :
δtxτ
n+1/2
i = 2σδtu
n+1/2
i ,
et l’injection de l’expression ci-dessus dans (3.63) permet d’obtenir :∑
i∈Z
Rn,1i ∆x =− ε2
∑
i∈Z
∆un+1i δtu
n+1/2
i ∆x− 2σε2∆t
∑
i∈Z
∆un+1i δtu
n+1/2
i ∆x
+ λ2 ε
2∆x
∑
i∈Z
∆un+1i δxxuni ∆x.
Ensuite, l’application de l’inégalité de Cauchy-Schwarz aux trois termes de l’expression
ci-dessus donne :∑
i∈Z
Rn,1i ∆x ≤ε2‖∆un+1‖L2x‖δtun+1/2‖L2x + 2σε2∆t‖∆un+1‖L2x‖δtun+1/2‖L2x
+ λ2 ε
2∆x‖∆un+1‖L2x‖δxxun‖L2x .
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Les hypothèses (3.35) conduisent alors à :
∑
i∈Z
Rn,1i ∆x ≤
√
Kε2
(
1 + 2σ∆t+ λ2 ∆x
)
‖∆un+1‖L2x .
Ainsi pour tout θ > 0, l’application de l’inégalité de Young à l’expression ci-dessus donne :
∑
i∈Z
Rn,1i ∆x ≤θ‖∆un+1‖2L2x +
K
4θ
(
1 + 2σ∆t+ λ2 ∆x
)2
ε4.
Il suffit de sommer en temps l’expression ci-dessus et de remarquer que
∑N
n=0 ∆t = T
pour obtenir le résultat attendu (3.49). 
Concernant la démonstration des lemmes 3.3.5 et 3.3.6 pour les majorations de Rn,2i et
Rn,3i , il est nécessaire de procéder différemment. En effet, contrairement au résidu R
n,1
i ,
ceux-ci ne contiennent pas de termes contenant uniquement de la discrétisation limite
(wni ) et les hypothèses (3.35) ne peuvent pas être utilisées. Il s’agit, essentiellement à l’aide
des schémas numériques (3.32) et (3.33) et d’inégalités de Cauchy-Schwarz et de Young,
de majorer ces résidus par des termes en ‖∆un+1‖2L2x , en ‖∆u
n‖2L2x et en
∑N
n=0 φ
n∆t.
Preuve du Lemme 3.3.5. En utilisant la définition des résidus (3.42), on a :
∑
i∈Z
Rn,2i ∆x = −ε2∆t
∑
i∈Z
∆un+1i δtx∆τ
n+1/2
i ∆x+
λ
2 ε
2∆x
∑
i∈Z
∆un+1i δxx∆uni ∆x. (3.64)
Tous les termes contenus par Rn,2i sont donc précédés de ε
2 et puisqu’on s’autorise une
condition de petitesse sur ε (3.38), il n’est pas nécessaire de faire des estimations très
fines. L’utilisation des schémas sur les volumes spécifiques (3.32) et (3.33), permettent
d’écrire :
δt∆τn+1/2i = δx∆uni +
λ
2 ∆xδxx∆τ
n
i ,
et en injectant la relation ci-dessus dans (3.64), l’égalité suivante est obtenue :
∑
i∈Z
Rn,2i ∆x =− ε2∆t
∑
i∈Z
∆un+1i δxδx∆uni ∆x−
λ
2 ε
2∆x∆t
∑
i∈Z
∆un+1i δxδxx∆τni ∆x
+ λ2 ε
2∆x
∑
i∈Z
∆un+1i δxx∆uni ∆x.
Ici encore, l’application de l’inégalité de Cauchy-Schwarz aux trois termes de l’expression
ci-dessus conduit à :∑
i∈Z
Rn,2i ∆x ≤ε2∆t‖∆un+1‖L2x‖δxδx∆un‖L2x +
λ
2 ε
2∆x∆t‖∆un+1‖L2x‖δxδxx∆τn‖L2x
+ λ2 ε
2∆x‖∆un+1‖L2x‖δxx∆un‖L2x .
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De plus, en appliquant les majorations (3.57) à ‖δxδx∆un‖L2x , ‖δxδxx∆τn‖L2x et ‖δxx∆un‖L2x ,
l’estimation devient :
∑
i∈Z
Rn,2i ∆x ≤
ε2∆t
∆x2 ‖∆u
n+1‖L2x‖∆un‖L2x +
2λε2∆t
∆x2 ‖∆u
n+1‖L2x‖∆τn‖L2x
+ 2λε
2
∆x ‖∆u
n+1‖L2x‖∆un‖L2x ,
et en utilisant l’estimation (3.58) sur ‖∆τn‖L2x :
∑
i∈Z
Rn,2i ∆x ≤
2ε2
∆x
( ∆t
2∆x + λ
)
‖∆un+1‖L2x‖∆un‖L2x +
2λε2∆t
∆x2 ‖∆u
n+1‖L2x
√
2φnε .
Enfin, l’application de l’inégalité de Young aux deux termes de l’expression ci-dessus donne :
∑
i∈Z
Rn,2i ∆x ≤
ε2
∆x
( 3∆t
2∆x + λ
)
‖∆un+1‖2L2x +
ε2
∆x
( ∆t
2∆x + λ
)
‖∆un‖2L2x +
2λ2ε2∆t
∆x2 φ
n
ε .
Une intégration discrète en temps ainsi que l’utilisation de la condition CFL (3.36) donnent
l’estimation requise (3.50). 
Preuve du Lemme 3.3.6. En utilisant la définition des résidus (3.42), on a :∑
i∈Z
Rn,3i ∆x = An +Bn,
où
An =−∆t
∑
i∈Z
∆τn+1i δtx∆u
n+1/2
i ∆x,
Bn =λ2 ∆x
∑
i∈Z
∆τn+1i δxx∆τni ∆x.
Contrairement à Rn,2i , il n’y a pas de terme précédé par ε
2 dans ce résidu. L’hypothèse sur
la petitesse de ε (3.38) ne peut donc en aucun cas être utilisée. Il est alors nécessaire d’être
plus délicat dans les estimations. Tout d’abord, une estimation pour An est proposée. Une
intégration par parties discrète en temps fournit :
N∑
n=0
An∆t =∆t
N∑
n=0
∑
i∈Z
δt∆τn+1/2i δx∆uni ∆x∆t
−∆t
∑
i∈Z
∆τN+1i δx∆uN+1i ∆x+ ∆t
∑
i∈Z
∆τ0i δx∆u0i∆x.
(3.65)
En utilisant les schémas sur les volumes spécifiques (3.32) et (3.33), l’égalité suivante est
obtenue :
δt∆τn+1/2i = δx∆uni +
λ
2 ∆xδxx∆τ
n
i ,
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et injecter la relation ci-dessus dans (3.65) donne :
N∑
n=0
An∆t =∆t
N∑
n=0
∑
i∈Z
(δx∆uni )2 ∆x∆t+
λ
2 ∆x∆t
N∑
n=0
∑
i∈Z
δxx∆τni δx∆uni ∆x∆t
−∆t
∑
i∈Z
∆τN+1i δx∆uN+1i ∆x+ ∆t
∑
i∈Z
∆τ0i δx∆u0i∆x.
Ici encore, l’application de l’inégalité de Cauchy-Schwarz aux quatre termes de l’expression
ci-dessus ainsi que les estimations sur les dérivées discrètes (3.57) donnent :
N∑
n=0
An∆t ≤ ∆t∆x2
N∑
n=0
‖∆un‖2L2x∆t+
2λ∆t
∆x2
N∑
n=0
‖∆τn‖L2x‖∆un‖L2x∆t
+ ∆t∆x‖∆τ
N+1‖L2x‖∆uN+1‖L2x +
∆t
∆x‖∆τ
0‖L2x‖∆u0‖L2x ,
puis l’estimation (3.58) sur ‖∆τn‖L2x permet d’écrire :
N∑
n=0
An∆t ≤ ∆t∆x2
N∑
n=0
‖∆un‖2L2x∆t+
2λ∆t
∆x2
N∑
n=0
√
2φnε ‖∆un‖L2x∆t
+ ∆t∆x
√
2φN+1ε ‖∆uN+1‖L2x +
∆t
∆x
√
2φ0ε‖∆u0‖L2x .
L’étape suivante consiste à appliquer l’inégalité de Young aux trois derniers termes pour
obtenir :
N∑
n=0
An∆t ≤ 2∆t∆x2
N∑
n=0
‖∆un‖2L2x∆t+
2λ2∆t
∆x2
N∑
n=0
φnε∆t
+ 12φ
N+1
ε +
∆t2
∆x2 ‖∆u
N+1‖2L2x +
1
2φ
0
ε +
∆t2
∆x2 ‖∆u
0‖2L2x .
(3.66)
L’utilisation de cette inégalité sur le terme de bord en N + 1 est effectuée de façon à
obtenir un facteur 1/2 devant φN+1ε . En effet, quand l’estimation sera injectée dans (3.45),
ce terme sera compensé par le terme à gauche de l’inégalité, lui aussi en φN+1ε .
De plus des majorations directes donnent les estimations suivantes :
∆t2
∆x2 ‖∆u
N+1‖2L2x ≤
∆t
∆x2
N∑
n=0
‖∆un+1‖2L2x∆t
et
∆t2
∆x2 ‖∆u
0‖2L2x ≤
∆t
∆x2
N∑
n=0
‖∆un‖2L2x∆t,
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qui sont injectées dans (3.66) pour obtenir :
N∑
n=0
An∆t ≤ ∆t∆x2
N∑
n=0
‖∆un+1‖2L2x∆t+
3∆t
∆x2
N∑
n=0
‖∆un‖2L2x∆t
+ 2λ
2∆t
∆x2
N∑
n=0
φnε∆t+
1
2φ
N+1
ε +
1
2φ
0
ε.
La condition CFL (3.36) permet d’écrire l’estimation finale suivante pour An :
N∑
n=0
An∆t ≤Cp
N∑
n=0
‖∆un+1‖2L2x∆t+ 3Cp
N∑
n=0
‖∆un‖2L2x∆t
+ 2λ2Cp
N∑
n=0
φnε∆t+
1
2φ
N+1
ε +
1
2φ
0
ε.
(3.67)
Maintenant, l’estimation de Bn est établie. En ajoutant et soustrayant ∆τni puis en
procédant à une intégration par parties discrète en espace, cette quantité s’écrit :
Bn =λ2 ∆x∆t
∑
i∈Z
δt∆τn+1/2i δxx∆τni ∆x+
λ
2 ∆x
∑
i∈Z
∆τni δxx∆τni ∆x.
En utilisant une intégration par parties discrète en espace, le deuxième terme de cette
égalité se réécrit de la façon suivante, l’opérateur δ˜x étant défini en (3.17) :
λ
2 ∆x
∑
i∈Z
∆τni δxx∆τni ∆x = −
λ
2 ∆x
∑
i∈Z
(
δ˜x∆τni
)2
∆x ≤ 0.
Ce terme étant négatif, l’estimation suivante de Bn suivante est alors vérifiée :
Bn ≤λ2 ∆x∆t
∑
i∈Z
δt∆τn+1/2i δxx∆τni ∆x. (3.68)
En utilisant les schémas (3.32) et (3.33), l’égalité suivante s’écrit :
δt∆τn+1/2i = δx∆uni +
λ
2 ∆xδxxτ
n
i ,
et injecter l’expression ci-dessus dans (3.68) donne l’inégalité suivante :
Bn ≤λ2 ∆x∆t
∑
i∈Z
δx∆uni δxx∆τni ∆x+
λ2
4 ∆x
2∆t
∑
i∈Z
(δxx∆τni )2 ∆x.
L’application de l’inégalité de Cauchy-Schwarz au premier terme de l’estimation ci-dessus
donne alors :
Bn ≤λ2 ∆x∆t‖δx∆u
n‖L2x‖δxx∆τn‖L2x +
λ2
4 ∆x
2∆t‖δxx∆τn‖2L2x ,
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puis l’utilisation des majorations (3.57) sur les opérateurs de dérivation discrets permet
d’obtenir :
Bn ≤2λ∆t∆x2 ‖∆u
n‖L2x‖∆τn‖L2x +
4λ2∆t
∆x2 ‖∆τ
n‖2L2x .
Enfin, l’estimation (3.58) sur ∆τn et la condition CFL (3.36) permettent d’écrire :
Bn ≤2λCp‖∆un‖L2x
√
2φnε + 4λ2Cpφnε ,
puis l’inégalité de Young appliquée au premier terme de l’estimation ci-dessus donne :
Bn ≤Cp‖∆un‖2L2x + 10λ
2Cpφ
n
ε . (3.69)
Le résultat attendu (3.51) est retrouvé en sommant l’estimation (3.67) de An avec l’inté-
gration discrète en temps de l’estimation (3.69) de Bn. 
3.4 Résultat dans le cadre général
Dans cette partie, le théorème dans le cadre d’une pression plus générale est présenté.
Des conditions sur cette fonction de pression restent cependant nécessaires afin d’établir
un taux de convergence similaire au cadre linéaire (3.39). Néanmoins, celles-ci autorisent
l’utilisation de la loi de pression usuelle donnée par p(τ) = τ−γ avec γ > 1. Malgré l’ajout
de ces hypothèses additionnelles sur p, de nombreux termes de résidus sont plus difficiles
à traiter que ceux donnés par (3.42) dans le cas linéaire.
Théorème 3.4.1. Soit T = (N + 1)∆t le temps final, (wni )ni donné par le schéma (3.24)
et (wni )ni donné par le schéma asymptotique (3.26).
Les cinq hypothèses suivantes sont nécessaires.
— Il existe une constante K > 0 telle que :
‖δtun+1/2‖2L2x ≤ K, ‖δxxu
n‖2L2x ≤ K,
‖δtτn+1/2‖L∞x ≤ K, et ‖δ˜xτn‖L∞x ≤ K.
(3.70)
— Il existe une constante Lτ > 0 telle que les volumes spécifiques sont bornés comme
suit :
1
Lτ
≤ τni , τni ≤ Lτ ∀ i ∈ Z, 0 ≤ n ≤ N. (3.71)
— Il existe une constante Lp > 0 telle que la pression p et ses trois premières dérivées
sont bornées de la façon suivante :
1
Lp
≤ p(τ) ≤ Lp, −Lp ≤ p′(τ) ≤ − 1
Lp
,
1
Lp
≤ p′′(τ) ≤ Lp, −Lp ≤ p(3)(τ) ≤ − 1
Lp
,
∀ τ ∈ [1/Lτ , Lτ ] .
(3.72)
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— Le pas de temps ∆t est borné par une constante ∆tm > 0 :
∆t ≤ ∆tm. (3.73)
— Le pas de temps ∆t est restreint selon une condition de CFL parabolique :
∆t
∆x2 ≤ Cp, (3.74)
où
Cp =
σ
4α, (3.75)
et
α =2L3p + 9L2p
(
1 + K
2
4 ∆t
2
m
)
+ 12
+ Lp
(1
2K +
1
3K
2∆tm +KLτ +
10
3 Lτ +K∆tm
+16K
2∆t2m +
11
4 KLτ∆tm +
16
3 L
2
τ
)
.
— Le paramètre ε vérifie la condition de petitesse suivante :
ε2 ≤ σ∆x
Cp∆x
(
4 + 3L2p (4 +K2∆t2m)
)
+ 8λ
. (3.76)
Alors le résultat de convergence suivant est satisfait :
φN+1ε ≤ C
(
φ0ε + ‖u0 − u0‖2L2x + ε
4
)
, (3.77)
où C est une constante positive dépendant seulement de T et des paramètres σ, λ, K, Lτ
et Lp.
L’estimation (3.77) contient le taux de convergence attendu ε4, en accord avec les ré-
sultats de [6, 60], ainsi que le terme φ0ε + ‖u0 − u0‖2L2x désignant l’erreur au temps initial.
Cette partie de l’estimation peut disparaître à condition d’adopter une condition initiale
bien préparée au sens de (3.40).
Des remarques sur les hypothèses nécessaires à l’établissement de (3.77) sont maintenant
données.
Les conditions (3.70) traduisent la régularité que doit satisfaire la solution du problème
limite (3.10). Celles concernant la norme L2 discrète sont analogues à celles du cadre
linéaire (3.35), cependant des hypothèses sur les normes L∞ discrètes, absentes du cas
linéaire, sont maintenant essentielles afin de contrôler les termes issus de la non linéarité
de la pression. Elles sont en accord avec les hypothèses des théorèmes de [6, 60] dans le
cadre continu et semi-discret.
La condition (3.71) impose des bornes sur les volumes spécifiques des discrétisations de
(3.7) et (3.10). Celles-ci peuvent sembler restrictives mais sont indispensables à l’établis-
sement de (3.77). Il faut préciser que cette hypothèse est déjà nécessaire dans le cadre
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linéaire par (3.31) mais également dans la démonstration du résultat en semi-discret [6].
Concernant les hypothèses de régularité (3.72) sur la fonction de pression p, des conditions
sur les trois premières dérivées sont indispensables. Dans [6, 60], seules des conditions sur
les deux premières dérivées sont demandées, mais, ici, les termes de viscosité numérique
issus de la discrétisation temporelle nécessitent ces conditions additionnelles afin d’être
contrôlés. Il faut préciser que la fonction de pression utilisée usuellement p(τ) = τ−γ avec
γ > 1 satisfait cette condition.
L’hypothèse (3.73) impose une borne supérieure sur le pas de temps. Il n’est pas nécessaire
à la preuve du Théorème 3.4.1 que celle-ci soit fixée, tant qu’elle ne dépend pas de ε. Il
est même possible de choisir ∆tm = T puisqu’on a directement ∆t ≤ T .
Enfin, l’hypothèse concernant la petitesse de ε (3.76) n’est pas restrictive puisque ce para-
mètre est petit par définition.
3.4.1 Preuve du Théorème 3.4.1
Cette partie est dédiée à la démonstration du Théorème 3.4.1. Celle-ci est globalement
construite de la même manière que la preuve du Théorème 3.3.1 décrite dans la sous-
section 3.3.1 dans le cadre d’une pression linéaire. En effet, le résultat (3.77) est lui aussi
prouvé à l’aide d’une séquence de lemmes techniques qui seront démontrés dans la sous-
section 3.4.2. La réelle difficulté du cas non linéaire apparaît dans les démonstrations de
ces lemmes.
De la même manière que pour le cadre linéaire, la première étape est d’exhiber une loi
d’évolution discrète satisfaite par la mesure de distance φnε définie par (3.27). Pour ce faire,
le lemme suivant permet tout d’abord d’établir une loi d’évolution vérifiée par l’entropie
relative.
Lemme 3.4.2. Soit (wni )ni donné par (3.24) et (wni )ni donné par (3.26). L’entropie relative
discrète ηε,ni , définie par (3.29), satisfait l’expression suivante :
δtη
ε,n+1/2
i +
1
∆x
(
ψn+1i+1/2 − ψn+1i−1/2
)
=− σ
(
∆un+1i
)2 − ε22 ∆t
(
δt∆un+1/2i
)2
+Rn,1i +R
n,2
i +R
n,3
i +R
n,4
i ,
(3.78)
où les termes de reste sont donnés par :
Rn,1i =− ε2∆un+1i δtun+1/2i + ε2∆t∆un+1i δtxp (τ)n+1/2i +
λ
2 ε
2∆x∆un+1i δxxuni ,
Rn,2i =ε2∆t∆un+1i δtx∆p (τ)
n+1/2
i +
λ
2 ε
2∆x∆un+1i δxx∆uni ,
Rn,3i =∆t∆p(τn+1i )δtx∆u
n+1/2
i −
λ
2 ∆x∆p(τ
n+1
i )δxx∆τni ,
Rn,4i =
(
−Qn+1/2i +Qn+1/2i + qn+1/2i ∆τni
)
δtτ
n+1/2
i +
(
p(τn+1i )−Qn+1/2i
)
δt∆τn+1/2i ,
(3.79)
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avec
Q
n+1/2
i =
P (τn+1i )− P (τni )
τn+1i − τni
, Q
n+1/2
i =
P (τn+1i )− P (τni )
τn+1i − τni
, q
n+1/2
i =
p(τn+1i )− p(τni )
τn+1i − τni
,
(3.80)
et où le flux d’entropie discret s’écrit :
ψn+1i+1/2 =
1
2
(
∆un+1i+1 ∆p(τn+1i ) + ∆un+1i ∆p(τn+1i+1 )
)
. (3.81)
La relation (3.78) doit maintenant être sommée en temps et en espace pour obtenir la
loi d’évolution discrète suivante sur φε :
δtφ
n+1/2
ε +
∑
i∈Z
(
ψn+1i+1/2 − ψn+1i−1/2
)
= −σ
∑
i∈Z
(
∆un+1i
)2
∆x− ε
2
2 ∆t
∑
i∈Z
(
δt∆un+1/2i
)2
∆x
+
∑
i∈Z
Rn,1i ∆x+
∑
i∈Z
Rn,2i ∆x+
∑
i∈Z
Rn,3i ∆x+
∑
i∈Z
Rn,4i ∆x.
(3.82)
En utilisant (3.15), la dérivée discrète du flux d’entropie discret s’annule à l’infini :∑
i∈Z
(
ψn+1i+1/2 − ψn+1i−1/2
)
= 0,
et en injectant la définition de la norme L2 discrète (3.18) dans (3.82) puis en sommant
en temps, l’expression suivante est obtenue :
N∑
n=0
δtφ
n+1/2
ε ∆t = −σ
N∑
n=0
‖∆un+1‖2L2x∆t−
ε2
2 ∆t
N∑
n=0
‖δt∆un+1/2‖2L2x∆t
+
N∑
n=0
∑
i∈Z
Rn,1i ∆x∆t+
N∑
n=0
∑
i∈Z
Rn,2i ∆x∆t+
N∑
n=0
∑
i∈Z
Rn,3i ∆x∆t+
N∑
n=0
∑
i∈Z
Rn,4i ∆x∆t.
Puisque
N∑
n=0
δtφ
n+1/2
ε ∆t = φN+1ε − φ0ε,
alors la relation suivante sur φN+1ε est déterminée :
φN+1ε =φ0ε − σ
N∑
n=0
‖∆un+1‖2L2x∆t−
ε2
2 ∆t
N∑
n=0
‖δt∆un+1/2‖2L2x∆t+
N∑
n=0
∑
i∈Z
Rn,1i ∆x∆t
+
N∑
n=0
∑
i∈Z
Rn,2i ∆x∆t+
N∑
n=0
∑
i∈Z
Rn,3i ∆x∆t+
N∑
n=0
∑
i∈Z
Rn,4i ∆x∆t.
(3.83)
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L’objectif est, encore une fois, d’acquérir une estimation de φnε de la forme suivante :
φN+1ε ≤ α
(
φ0ε + ‖∆u0‖2L2x + ε
4
)
+ β
N∑
n=0
φnε∆t, (3.84)
où α > 1 et β > 0 sont deux constantes dépendant uniquement du temps final T =
(N + 1)∆t et des paramètres σ, λ, K, Lτ et Lp. Dès qu’une telle inégalité est vérifiée, le
lemme de Gronwall discret 3.3.3 permet, ici encore, d’obtenir le résultat attendu (3.77).
Afin d’avoir une estimation de la forme (3.84), il est nécessaire de contrôler chaque
terme de reste. Comme dans la preuve avec pression linéaire, ces résidus sont essentielle-
ment estimés par des termes en ε4, des termes de condition initiale, des termes pouvant
être compensés par les termes négatifs de (3.83) ou des termes en φnε . Dans la suite, une
série d’estimations requises est proposée au travers de quatre lemmes.
Lemme 3.4.3. En supposant l’hypothèse (3.70) sur les normes discrètes de (wni ), alors
pour tout θ > 0, l’estimation suivante sur le premier résidu est vérifiée :
N∑
n=0
∑
i∈Z
Rn,1i ∆x∆t ≤ θ
N∑
n=0
‖∆un+1‖2L2x∆t+
KT
4θ
(
1 + σ∆t+ λ2 ∆x
)2
ε4. (3.85)
Lemme 3.4.4. En supposant l’hypothèse (3.70) sur les normes discrètes de (wni ) ainsi
que les hypothèses (3.72) sur la pression et la condition CFL (3.74), l’estimation suivante
sur le second résidu est vérifiée :
N∑
n=0
∑
i∈Z
Rn,2i ∆x∆t ≤
ε2
∆x
(
Cp
2 ∆x+ λ
) N∑
n=0
‖∆un+1‖2L2x∆t
+ ε
2
∆x
(
3L2pCp∆x
(
1 + K
2
4 ∆t
2
)
+ λ
)
N∑
n=0
‖∆un‖2L2x∆t
+ 3ε2L3p
(
8λ2Cp
(
1 + K
2
4 ∆t
2
)
+K2∆t
)
N∑
n=0
φnε∆t.
(3.86)
Lemme 3.4.5. En supposant les hypothèses (3.70) sur les normes discrètes de (wni ) ainsi
que les conditions (3.72) sur la pression et la condition CFL (3.74), l’estimation suivante
sur le troisième résidu est vérifiée :
N∑
n=0
∑
i∈Z
Rn,3i ∆x∆t ≤
1
2φ
N+1
ε +
1
2φ
0
ε + L3pCp
N∑
n=0
‖∆un+1‖2L2x∆t
+ Cp
(
9L2p
(
1 + K
2
4 ∆t
2
)
+ 12 + L
3
p
)
N∑
n=0
‖∆un‖2L2x∆t
+
(
9L3p
(
8λ2Cp
(
1 + K
2
4 ∆t
2
)
+K2∆t
)
+ 2Lp
(
λ2Cp + 2λKLp
)) N∑
n=0
φnε∆t.
(3.87)
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Lemme 3.4.6. En supposant l’hypothèse (3.70) sur les normes discrètes de (wni ) ainsi
que les conditions (3.71) sur les volumes spécifiques, celles sur la pression (3.72) et la
condition CFL (3.74), l’estimation suivante sur le dernier résidu est vérifiée :
N∑
n=0
∑
i∈Z
Rn,4i ∆x∆t ≤CpLp
(1
2K +
1
3K
2∆t+KLτ +
10
3 Lτ +K∆t
+16K
2∆t2 + 114 KLτ∆t+
16
3 L
2
τ
) N∑
n=0
‖∆un‖2L2x∆t
+L2p
(
8λ2Cp
(1
2K +
1
3K
2∆t+KLτ +
10
3 Lτ +K∆t
+16K
2∆t2 + 114 KLτ∆t+
16
3 L
2
τ
)
+K
(1
2∆t+
1
3K∆t
2 + Lτ∆t+K∆t+ 1
)) N∑
n=0
φnε∆t.
(3.88)
Après de fastidieux calculs, les estimations issues des quatre lemmes (3.85)–(3.88) per-
mettent de réécrire (3.83) de la manière suivante :
φN+1ε ≤
3
2φ
0
ε +
1
2φ
N+1
ε + a1
N∑
n=0
‖∆un+1‖2L2x∆t+ a2
N∑
n=0
‖∆un‖2L2x∆t+ a3ε
4
+ a4
N∑
n=0
φnε∆t−
ε2
2 ∆t
N∑
n=0
‖δt∆un+1/2‖2L2x∆t,
(3.89)
où a1, a2, a3 et a4 sont définis par :
a1 = −σ + θ + ε
2
∆x
(
Cp
2 ∆x+ λ
)
+ L3pCp,
a2 =
ε2
∆x
(
3L2pCp∆x
(
1 + K
2
4 ∆t
2
)
+ λ
)
+ Cp
(
9L2p
(
1 + K
2
4 ∆t
2
)
+ 12 + L
3
p
)
+ CpLp
(1
2K +
1
3K
2∆t+KLτ +
10
3 Lτ +K∆t+
1
6K
2∆t2 + 114 KLτ∆t+
16
3 L
2
τ
)
,
a3 =
KT
4θ
(
1 + σ∆t+ λ2 ∆x
)2
,
a4 = 3ε2L3p
(
8λ2Cp
(
1 + K
2
4 ∆t
2
)
+K2∆t
)
+ 9L3p
(
8λ2Cp
(
1 + K
2
4 ∆t
2
)
+K2∆t
)
+ 2Lp
(
λ2Cp + 2λKLp
)
+ L2p
(
8λ2Cp
(1
2K +
1
3K
2∆t+KLτ +
10
3 Lτ +K∆t +
1
6K
2∆t2 + 114 KLτ∆t+
16
3 L
2
τ
)
+K
(1
2∆t+
1
3K∆t
2 + Lτ∆t+K∆t+ 1
))
.
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De plus, le dernier terme de l’estimation (3.89) est négatif :
−ε
2
2 ∆t
N∑
n=0
‖δt∆un+1/2‖2L2x∆t ≤ 0,
et l’expression (3.89) se réécrit donc :
φN+1ε ≤
3
2φ
0
ε +
1
2φ
N+1
ε + a1
N∑
n=0
‖∆un+1‖2L2x∆t+ a2
N∑
n=0
‖∆un‖2L2x∆t+ a3ε
4
+ a4
N∑
n=0
φnε∆t.
(3.90)
Comme dans le cadre linéaire, le coefficient a1 du terme en ‖∆un+1‖L2x n’est, a priori,
pas signé. En revanche, le coefficient a2 précédant le terme en ‖∆un‖L2x est positif. Une
intégration par partie discrète en temps permet, ici encore, d’écrire :
a2
N∑
n=0
‖∆un‖2L2x∆t ≤ a2‖∆u
0‖2L2x∆t+ a2
N∑
n=0
‖∆un+1‖2L2x∆t,
et, en utilisant l’estimation ci-dessus, (3.90) se réécrit de la manière suivante :
φN+1ε ≤3φ0ε + 2(a1 + a2)
N∑
n=0
‖∆un+1‖2L2x∆t+ 2a3ε
4 + 2a4
N∑
n=0
φnε∆t+ 2a2Cp∆x2‖∆u0‖2L2x .
(3.91)
En choisissant θ = σ/2 et sous les hypothèses (3.74) et (3.76) :
a1 + a2 ≤ 0,
et l’inégalité (3.84) est obtenue en choisissant α ≥ max (3, 2a3, 2a2Cp∆x2) et β ≥ 2a4. La
preuve du Théorème 3.4.1 est achevée.
3.4.2 Preuve des lemmes techniques
Ce paragraphe est consacré à la démonstration des lemmes techniques 3.4.2 à 3.4.6.
Pour des raisons de simplicité dans la présentation, quatre résultats, systématiquement
utilisés dans la suite, sont tout d’abord établis dans le lemme suivant.
Lemme 3.4.7. (i) Les discrétisations issues des schémas numériques (3.24) et (3.26)
satisfont la relation suivante :
δ˜x∆p (τn)i+1/2 = δ˜x∆τ
n
i+1/2
∫ 1
0
p′(τni + s∆xδ˜xτni+1/2)ds
+ δ˜xτni+1/2∆τni
∫ 1
0
Ini+1/2,sds+ ∆xδ˜xτni+1/2δ˜x∆τni+1/2
∫ 1
0
sIni+1/2,sds,
(3.92)
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où
Ini+1/2,s =
∫ 1
0
p′′
(
τni + s∆xδ˜xτni+1/2 + t
(
∆τni + s∆xδ˜x∆τni+1/2
))
dt. (3.93)
(ii) En supposant les hypothèses (3.72) sur la régularité de la pression, les discrétisations
issues des schémas numériques (3.24) et (3.26) vérifient l’ estimation suivante :
‖∆τn‖2L2x ≤ 2Lpφ
n
ε . (3.94)
(iii) En supposant les hypothèses (3.72) sur la régularité de la pression et la condition CFL
(3.74), les discrétisations issues des schémas numériques (3.24) et (3.26) vérifient
les estimations suivantes :
∆t‖δt∆τn+1/2‖2L2x ≤ 2Cp‖∆u
n‖2L2x + 16λ
2CpLpφ
n
ε , (3.95)
∆t‖δt∆p(τ)n+1/2‖2L2x ≤6L
2
pCp
(
1 + K
2
4 ∆t
2
)
‖∆un‖2L2x
+6L3p
(
8λ2Cp
(
1 + K
2
4 ∆t
2
)
+K2∆t
)
φnε .
(3.96)
Démonstration. La démonstration de (i) s’obtient en utilisant des développements de Tay-
lor. Par définition de l’opérateur discret δ˜x, l’expression suivante s’écrit :
δ˜x∆p (τn)i+1/2 =
1
∆x
((
p(τni+1)− p(τni )
)− (p(τni+1)− p(τni ))) .
De plus, grâce à un développement de Taylor, les deux égalités suivantes sont établies :
p(τni+1) = p(τni ) + ∆xδ˜xτni+1/2
∫ 1
0
p′(τni + s∂xδ˜xτni+1/2)ds,
p(τni+1) = p(τni ) + ∆xδ˜xτni+1/2
∫ 1
0
p′(τni + s∂xδ˜xτni+1/2)ds,
pour écrire
δ˜x∆p (τn)i+1/2 =δ˜xτni+1/2
∫ 1
0
p′(τni + s∂xδ˜xτni+1/2)ds
− δ˜xτni+1/2
∫ 1
0
p′(τni + s∂xδ˜xτni+1/2)ds.
Puisque δ˜xτni+1/2 = δ˜x∆τni+1/2 + δ˜xτni+1/2, alors :
δ˜x∆p (τn)i+1/2 =δ˜x∆τni+1/2
∫ 1
0
p′(τni + s∂xδ˜xτni+1/2)ds
+ δ˜xτni+1/2
∫ 1
0
(
p′(τni + s∂xδ˜xτni+1/2)− p′(τni + s∆xδ˜xτni+1/2)
)
ds.
(3.97)
57
Chapitre 3 – Taux de convergence asymptotique d’un schéma préservant l’asymptotique
pour le p-système
De manière analogue, un développement de Taylor donne :
p′(τni + s∂xδ˜xτni+1/2) = p′(τni + s∂xδ˜xτni+1/2) +
(
∆τni + s∆xδ˜x∆τni+1/2
)
Ini+1/2,s,
avec Ini+1/2,s définie par (3.93). Il suffit d’injecter la quantité ci-dessus dans le deuxième
terme de (3.97) pour obtenir le résultat attendu (3.92).
Concernant (ii), par la définition de φnε et η
ε,n
i , l’égalité suivante est vérifiée :
φnε =
∑
i∈Z
(
ε2
2 (∆u
n
i )2 − P (τni |τni )
)
∆x ≥ −
∑
i∈Z
P (τni |τni )∆x. (3.98)
De plus, la définition (3.28) de P (τni |τni ) ainsi qu’un développement de Taylor permettent
d’écrire :
P (τni |τni ) = (∆τni )2
∫ 1
0
(1− s)p′(τni + s∆τni )ds.
L’utilisation des hypothèses (3.72) sur la régularité de la pression p dans l’expression
ci-dessus donne :
P (τni |τni ) ≤ −
1
2Lp
(∆τni )2 .
Enfin, l’injection de l’estimation ci-dessus dans (3.98) permet d’obtenir :
φnε ≥
1
2Lp
∑
i∈Z
(∆τni )2 ∆x,
et l’inégalité (3.94) est établie.
Concernant le point (iii), les schémas (3.24) et (3.26) permettent d’écrire la loi d’évo-
lution discrète suivante sur ∆τni :
δt∆τni = δx∆uni +
λ
2 ∆xδxx∆τ
n
i ,
et la définition des normes discrètes (3.18) donne :
∆t‖δt∆τn+1/2‖2L2x = ∆t
∑
i∈Z
(
δx∆uni +
λ
2 ∆xδxx∆τ
n
i
)2
∆x.
Puisque pour tous a, b ∈ R, (a+ b)2 ≤ 2(a2 + b2) alors l’estimation suivante est établie :
∆t‖δt∆τn+1/2‖2L2x ≤ 2∆t
∑
i∈Z
(
(δx∆uni )2 +
λ2
4 ∆x
2 (δxx∆τni )2
)
∆x.
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Grâce à la définition des normes discrètes (3.18), cette inégalité se réécrit :
∆t‖δt∆τn+1/2‖2L2x ≤ 2∆t‖δx∆u
n‖2L2x +
λ2
2 ∆t∆x
2‖δxx∆τn‖2L2x .
En appliquant les estimations sur ‖δxXn‖L2x et ‖δxxXn‖L2x données par (3.57), l’expression
ci-dessus donne :
∆t‖δt∆τn+1/2‖2L2x ≤ 2
∆t
∆x2 ‖∆u
n‖2L2x + 8λ
2 ∆t
∆x2 ‖∆τ
n‖2L2x ,
et le résultat attendu (3.95) s’obtient facilement grâce à l’inégalité (3.94) ainsi que la
condition CFL (3.74).
La démonstration du Lemme 3.4.7 se termine en établissant la deuxième estimation (3.96)
du point (iii). Par définition des normes discrètes (3.18), l’égalité suivante est obtenue :
∆t‖δt∆p(τ)n+1/2‖2L2x = ∆t
∑
i∈Z
(
δt∆p(τ)n+1/2
)2
∆x. (3.99)
En utilisant le même type d’arguments basés sur des développements de Taylor que pour
le point (i), l’expression suivante s’écrit :
δt∆p(τi)n+1/2 =δt∆τn+1/2i
∫ 1
0
p′(τni + s∆tδtτ
n+1/2
i )ds
+ δtτn+1/2i ∆τni
∫ 1
0
I
n+1/2
i,s ds+ ∆tδtτ
n+1/2
i δt∆τ
n+1/2
i
∫ 1
0
sI
n+1/2
i,s ds,
où
I
n+1/2
i,s =
∫ 1
0
p′′
(
τni + s∆tδtτ
n+1/2
i + t
(
∆τni + s∆tδt∆τ
n+1/2
i
))
dt.
En injectant l’expression ci-dessus dans (3.99), l’égalité suivante est obtenue :
∆t‖δt∆p(τ)n+1/2‖2L2x = ∆t
∑
i∈Z
(
δt∆τn+1/2i
∫ 1
0
p′(τni + s∆tδtτ
n+1/2
i )ds
+δtτn+1/2i ∆τni
∫ 1
0
I
n+1/2
i,s ds+ ∆tδtτ
n+1/2
i δt∆τ
n+1/2
i
∫ 1
0
sI
n+1/2
i,s ds
)2
∆x.
De plus, puisque pour tous a, b, c ∈ R, (a+ b+ c)2 ≤ 3 (a2 + b2 + c2), l’égalité ci-dessus
permet d’écrire :
∆t‖δt∆p(τ)n+1/2‖2L2x ≤ 3∆t
∑
i∈Z
((
δt∆τn+1/2i
∫ 1
0
p′(τni + s∆tδtτ
n+1/2
i )ds
)2
+
(
δtτ
n+1/2
i ∆τni
∫ 1
0
I
n+1/2
i,s ds
)2
+
(
∆tδtτn+1/2i δt∆τ
n+1/2
i
∫ 1
0
sI
n+1/2
i,s ds
)2)
∆x.
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De plus, les conditions (3.72) sur la loi de pression donnent :∫ 1
0
p′(τni + s∆tδtτ
n+1/2
i )ds ≤ Lp,
∫ 1
0
I
n+1/2
i,s ds ≤ Lp, et
∫ 1
0
sI
n+1/2
i,s ds ≤ Lp/2,
donc
∆t‖δt∆p(τ)n+1/2‖2L2x ≤ 3L
2
p∆t
(
1 + ∆t
2
4 ‖δtτ
n+1/2‖2L∞x
)
‖δt∆τn+1/2‖2L2x
+ 3L2p∆t‖δtτn+1/2‖2L∞x ‖∆τn‖2L2x .
Enfin, puisque ‖δtτn+1/2‖L∞x ≤ K par (3.70) et en utilisant l’estimation (3.95) sur δt∆τn+1/2
ainsi que celle sur ∆τni (3.94), l’estimation suivante s’écrit :
∆t‖δt∆p(τ)n+1/2‖2L2x ≤6L
2
pCp
(
1 + ∆t
2
4 K
2
)
‖∆un‖2L2x
+6L3p
(
8λ2Cp
(
1 + ∆t
2
4 K
2
)
+K2∆t
)
φnε ,
et l’inégalité (3.96) est obtenue en utilisant, encore une fois, la condition CFL (3.74). La
preuve du Lemme 3.4.7 est ainsi achevée.
La preuve du premier lemme technique, donnant la loi d’évolution discrète sur l’esti-
mateur d’erreur φnε est maintenant établie.
Preuve du Lemme 3.4.2. Par définition de l’entropie relative discrète (3.29) et de
l’opérateur discret δt donné par (3.17), l’expression suivante sur ηε s’écrit :
δtη
ε,n+1/2
i =
ε2
2∆t
((
∆un+1i
)2 − (∆uni )2)− 1∆t
(
P (τn+1i |τn+1i )− P (τni |τni )
)
.
En appliquant la définition de pression relative P (τ |τ) donnée par (3.28), et puisque pour
tous a, b ∈ R, a2 − b2 = 2a(a− b)− (a− b)2, alors :
δtη
ε,n+1/2
i =
ε2
2∆t
(
2∆un+1i
(
∆un+1i −∆uni
)
−
(
∆un+1i −∆uni
)2)
− 1∆t
(
P (τn+1i )− P (τn+1i )− p(τn+1i )∆τn+1i − P (τni ) + P (τni ) + p(τni )∆τni
)
.
La relation ci-dessus peut être reformulée de la manière suivante :
δtη
ε,n+1/2
i = ε2∆un+1i δt∆u
n+1/2
i −
ε2
2 ∆t
(
δt∆un+1/2i
)2 − P (τn+1i )− P (τni )
τn+1i − τni
δtτ
n+1/2
i
+ P (τ
n+1
i )− P (τni )
τn+1i − τni
δtτ
n+1/2
i + p(τn+1i )δt∆τ
n+1/2
i +
p(τn+1i )− p(τni )
τn+1i − τni
δtτ
n+1/2
i ∆τni .
(3.100)
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De plus, par les deux schémas (3.24) et (3.26), la loi d’évolution sur ∆ui s’écrit :
ε2δt∆un+1/2i =− σ∆un+1i − δx∆p
(
τn+1
)
i
+ ε2∆tδtxp (τ)n+1/2i
+ λ2 ε
2∆xδxxuni − ε2δtun+1/2i .
En injectant l’égalité ci-dessus dans (3.100) et en utilisant les notations Qn+1/2i , Q
n+1/2
i ,
q
n+1/2
i définies par (3.80), la loi d’évolution se réécrit :
δtη
ε,n+1/2
i = −σ
(
∆un+1i
)2 −∆un+1i δx∆p (τn+1)i + ε2∆t∆un+1i δtxp (τ)n+1/2i
+ λ2 ε
2∆x∆un+1i δxxuni − ε2∆un+1i δtun+1/2i −
ε2
2 ∆t
(
δt∆un+1/2i
)2
−Qn+1/2i δtτn+1/2i +Qn+1/2i δtτn+1/2i + p(τn+1i )δt∆τn+1/2i + qn+1/2i ∆τni δtτn+1/2i .
(3.101)
De plus, en utilisant la définition du flux d’entropie relatif discret (3.81), l’expression sui-
vante est obtenue :
1
∆x
(
ψn+1i+1/2 − ψn+1i−1/2
)
= 12∆x
(
∆un+1i+1 ∆p(τn+1i ) + ∆un+1i ∆p(τn+1i+1 )
−∆un+1i ∆p(τn+1i−1 )−∆un+1i−1 ∆p(τn+1i )
)
=∆p(τn+1i )
∆un+1i+1 −∆un+1i−1
2∆x + ∆u
n+1
i
∆p(τn+1i+1 )−∆p(τn+1i−1 )
2∆x
=∆p(τn+1i )δx∆un+1i + ∆un+1i δx∆p
(
τn+1
)
i
.
L’injection de ∆p(τn+1i )δx∆uni dans l’expression ci-dessus donne :
−∆un+1i δx∆p
(
τn+1
)
i
=− 1∆x
(
ψn+1i+1/2 − ψn+1i−1/2
)
+ ∆t∆p(τn+1i )δtx∆u
n+1/2
i + ∆p(τn+1i )δx∆uni .
(3.102)
De plus, les discrétisations (3.24) et (3.26) permettent d’écrire :
δx∆uni = δt∆τ
n+1/2
i −
λ
2 ∆xδxx∆τ
n
i ,
et (3.102) devient :
−∆un+1i δx∆p
(
τn+1
)
i
=− 1∆x
(
ψn+1i+1/2 − ψn+1i−1/2
)
+ ∆t∆p(τn+1i )δtx∆u
n+1/2
i
+ ∆p(τn+1i )δt∆τ
n+1/2
i −
λ
2 ∆x∆p(τ
n+1
i )δxx∆τni .
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L’injection de l’expression ci-dessus dans (3.101) donne :
δtη
ε,n+1/2
i +
1
∆x
(
ψn+1i+1/2 − ψn+1i−1/2
)
= −σ
(
∆un+1i
)2 − ε22 ∆t
(
δt∆un+1/2i
)2
+ ∆t∆p(τn+1i )δtx∆u
n+1/2
i + ∆p(τn+1i )δt∆τ
n+1/2
i −
λ
2 ∆x∆p(τ
n+1
i )δxx∆τni
+ ε2∆t∆un+1i δtxp (τ)
n+1/2
i +
λ
2 ε
2∆x∆un+1i δxxuni − ε2∆un+1i δtun+1/2i
−Qn+1/2i δtτn+1/2i +Qn+1/2i δtτn+1/2i + p(τn+1i )δt∆τn+1/2i + qn+1/2i ∆τni δtτn+1/2i .
(3.103)
La définition des résidus (3.79) permet de reconnaître Rn,3i et R
n,4
i dans l’expression ci-
dessus :
∆t∆p(τn+1i )δtx∆u
n+1/2
i −
λ
2 ∆x∆p(τ
n+1
i )δxx∆τni = R
n,3
i ,
∆p(τn+1i )δt∆τ
n+1/2
i −Qn+1/2i δtτn+1/2i
+Qn+1/2i δtτ
n+1/2
i + p(τn+1i )δt∆τ
n+1/2
i + q
n+1/2
i ∆τni δtτ
n+1/2
i = R
n,4
i .
Pour les termes contenant uniquement de la discrétisation hyperbolique (en wni ), la quan-
tité analogue en la discrétisation parabolique est ajoutée et retranchée, conduisant à ré-
écrire (3.103) de la manière suivante :
δtη
ε,n+1/2
i +
1
∆x
(
ψn+1i+1/2 − ψn+1i−1/2
)
= −σ
(
∆un+1i
)2 − ε22 ∆t
(
δt∆un+1/2i
)2
− ε2∆un+1i δtun+1/2i + ε2∆t∆un+1i δtxp (τ)n+1/2i +
λ
2 ε
2∆x∆un+1i δxxuni
+ ε2∆t∆un+1i δtx∆p (τ)
n+1/2
i +
λ
2 ε
2∆x∆un+1i δxx∆uni
+Rn,3i +R
n,4
i .
Le résultat attendu (3.78) est obtenu en reconnaissant les résidus Rn,1i et R
n,2
i donnés par
(3.79) dans l’expression ci-dessus. 
Les preuves des Lemmes 3.4.3 à 3.4.6, donnant les estimations sur les résidus Rn,1i ,
Rn,2i , R
n,3
i et R
n,4
i sont maintenant présentées.
Preuve du Lemme 3.4.3. En utilisant la définition des résidus (3.79), on a :∑
i∈Z
Rn,1i ∆x =− ε2
∑
i∈Z
∆un+1i δtu
n+1/2
i ∆x+ ε2∆t
∑
i∈Z
∆un+1i δtxp (τ)
n+1/2
i ∆x
+ λ2 ε
2∆x
∑
i∈Z
∆un+1i δxxuni ∆x.
(3.104)
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L’objectif ici est de majorer ce terme par des termes en ‖∆un+1‖2L2x et des termes en ε
4.
L’utilisation du schéma limite sur la vitesse (3.26) permet d’écrire :
δtxp(τ)
n+ 12
i = −σδtun+1/2i ,
ce qui permet de modifier (3.104) en :∑
i∈Z
Rn,1i ∆x =− ε2
∑
i∈Z
∆un+1i δtu
n+1/2
i ∆x− σε2∆t
∑
i∈Z
∆un+1i δtu
n+1/2
i ∆x
+ λ2 ε
2∆x
∑
i∈Z
∆un+1i δxxuni ∆x.
Ensuite, l’inégalité de Cauchy-Schwarz appliquée aux trois termes de l’estimation ci-dessus
donne : ∑
i∈Z
Rn,1i ∆x ≤ε2‖∆un+1‖L2x‖δtun+1/2‖L2x + σε2∆t‖∆un+1‖L2x‖δtun+1/2‖L2x
+ λ2 ε
2∆x‖∆un+1‖L2x‖δxxun‖L2x .
En considérant les hypothèses (3.70), l’inégalité suivante est obtenue :
∑
i∈Z
Rn,1i ∆x ≤
√
Kε2
(
1 + σ∆t+ λ2 ∆x
)
‖∆un+1‖L2x .
Ainsi, pour tout θ > 0, l’application de l’inégalité de Young à l’estimation ci-dessus donne :
∑
i∈Z
Rn,1i ∆x ≤θ‖∆un+1‖2L2x +
K
4θ
(
1 + σ∆t+ λ2 ∆x
)2
ε4.
Pour finir, il suffit d’intégrer en temps l’estimation ci-dessus et de remarquer que
∑N
n=0 ∆t =
T pour obtenir le résultat attendu (3.85). 
Concernant la démonstration des lemmes 3.4.4, 3.4.5 et 3.4.6 pour les estimations des
résidus Rn,2i , R
n,3
i et R
n,4
i , il est nécessaire de procéder différemment. En effet, contraire-
ment au premier résidu Rn,1i , ceux-ci ne comportent pas de termes contenant uniquement
de la discrétisation limite (wni ) et les hypothèses (3.70) sur les normes L2 ne peuvent
pas être utilisées. Il s’agit alors d’estimer ces restes, essentiellement à l’aide des schémas
numériques (3.24) et (3.26), des estimations sur les normes L∞ (3.70), de celles sur les
volumes spécifiques (3.71) et d’inégalités de Cauchy-Schwarz et de Young, par des termes
en ‖∆un+1‖2L2x , en ‖∆u
n‖2L2x et en
∑N
n=0 φ
n
ε∆t.
Preuve du Lemme 3.4.4. En utilisant la définition des résidus (3.79), on a :
∑
i∈Z
Rn,2i ∆x = ε2∆t
∑
i∈Z
∆un+1i δtx∆p (τ)
n+1/2
i ∆x+
λ
2 ε
2∆x
∑
i∈Z
∆un+1i δxx∆uni ∆x. (3.105)
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Tous les termes de Rn,2i sont précédés de ε
2 et, puisqu’on s’autorise une condition (3.76)
de petitesse sur ε, il n’est ici encore pas nécessaire d’effectuer des estimations très fines.
L’inégalité de Cauchy-Schwarz appliquée aux deux termes de l’expression (3.105) donne :
∑
i∈Z
Rn,2i ∆x ≤ ε2∆t‖∆un+1‖L2x‖δtx∆p(τ)n+1/2‖L2x +
λ
2 ε
2∆x‖∆un+1‖L2x‖δxx∆un‖L2x .
De plus, en appliquant les majorations (3.57) du Lemme 3.3.7 à ‖δx
(
δt∆p(τ)n+1/2
)
‖L2x et
‖δxx∆un‖L2x , l’estimation ci-dessus peut écrire :
∑
i∈Z
Rn,2i ∆x ≤
ε2∆t
∆x ‖∆u
n+1‖L2x‖δt∆p(τ)n+1/2‖L2x +
2λε2
∆x ‖∆u
n+1‖L2x‖∆un‖L2x .
L’application de l’inégalité de Young aux deux termes ci-dessus permet d’obtenir :
∑
i∈Z
Rn,2i ∆x ≤
ε2
2
( ∆t
∆x2 ‖∆u
n+1‖2L2x + ∆t‖δt∆p(τ)
n+1/2‖2L2x
)
+ λε
2
∆x
(
‖∆un+1‖2L2x + ‖∆u
n‖2L2x
)
,
et, en utilisant (3.96) donnée par le Lemme 3.4.7, l’estimation suivante s’écrit :
∑
i∈Z
Rn,2i ∆x ≤
ε2
∆x
( ∆t
2∆x + λ
)
‖∆un+1‖2L2x +
ε2
∆x
(
3L2p
∆t
∆x
(
1 + K
2
4 ∆t
2
)
+ λ
)
‖∆un‖2L2x
+ 3L3pε2
(
8λ2 ∆t∆x2
(
1 + K
2
4 ∆t
2
)
+K2∆t
)
φnε .
Une intégration discrète en temps ainsi que l’utilisation de la condition CFL (3.74) donnent
l’estimation requise (3.86). 
Preuve du Lemme 3.4.5. En utilisant la définition des résidus (3.79), on a :∑
i∈Z
Rn,3i ∆x = An +Bn,
où
An =∆t
∑
i∈Z
∆p(τn+1i )δtx∆u
n+1/2
i ∆x,
Bn =− λ2 ∆x
∑
i∈Z
∆p(τn+1i )δxx∆τni ∆x.
Contrairement à Rn,2i , il n’y a pas de terme précédé par ε
2 dans ce résidu. L’hypothèse
sur la petitesse de ε (3.76) ne peut donc pas être utilisée. Il est alors nécessaire d’être
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plus délicat dans les estimations. Tout d’abord, une estimation pour An est proposée. Une
intégration par parties discrète en temps fournit :
N∑
n=0
An∆t =−∆t
N∑
n=0
∑
i∈Z
δt∆p(τi)n+1/2δx∆uni ∆x∆t
+ ∆t
∑
i∈Z
∆p(τN+1i )δx∆uN+1i ∆x−∆t
∑
i∈Z
∆p(τ0i )δx∆u0i∆x.
L’inégalité de Cauchy-Schwarz appliquée aux trois termes de l’expression ci-dessus permet
d’écrire :
N∑
n=0
An∆t ≤∆t
N∑
n=0
‖δt∆p(τ)n+1/2‖L2x‖δx∆un‖L2x∆t
+ ∆t‖∆p(τN+1)‖L2x‖δx∆uN+1‖L2x + ∆t‖∆p(τ0)‖L2x‖δx∆u0‖L2x ,
puis les estimations (3.57) sur les normes des opérateurs de dérivation discrets en espace
donnent :
N∑
n=0
An∆t ≤∆t∆x
N∑
n=0
‖δt∆p(τ)n+1/2‖L2x‖∆un‖L2x∆t
+ ∆t∆x‖∆p(τ
N+1)‖L2x‖∆uN+1‖L2x +
∆t
∆x‖∆p(τ
0)‖L2x‖∆u0‖L2x .
(3.106)
Un développement de Taylor avec reste intégral de p permet d’écrire, pour tout 0 ≤ n ≤
N :
‖∆p(τn)‖2L2x =
∑
i∈Z
(
∆τni
∫ 1
0
p′′(τni + s∆τni )ds
)2
∆x.
Les conditions (3.72) sur p permettent d’obtenir :
‖∆p(τn)‖2L2x ≤ L
2
p‖∆τn‖2L2x ,
et par (3.94), l’estimation suivante sur la norme de ∆p(τni ) est déterminée :
‖∆p(τn)‖2L2x ≤ 2L
3
pφ
n
ε .
En utilisant cette dernière inégalité et l’estimation (3.94) sur la norme de ∆τni , l’inégalité
(3.106) sur An devient alors :
N∑
n=0
An∆t ≤∆t∆x
N∑
n=0
‖δt∆p(τ)n+1/2‖L2x‖∆un‖L2x∆t
+ ∆t∆x
√
2L3pφN+1ε ‖∆uN+1‖L2x +
∆t
∆x
√
2L3pφ0ε‖∆u0‖L2x .
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L’utilisation d’une inégalité de Young sur les trois termes de l’expression ci-dessus permet
d’obtenir :
N∑
n=0
An∆t ≤12
N∑
n=0
∆t‖δt∆p(τ)n+1/2‖2L2x∆t+
1
2Cp
N∑
n=0
‖∆un‖2L2x∆t
+ ∆t
2
∆x2L
3
p‖∆uN+1‖2L2x +
1
2φ
N+1
ε +
∆t2
∆x2L
3
p‖∆u0‖2L2x +
1
2φ
0
ε.
(3.107)
L’utilisation de cette inégalité sur le terme de bord enN+1 est effectuée de façon à obtenir
un facteur 1/2 devant φN+1ε . En effet, quand cette estimation sera injectée dans (3.83), ce
terme de bord sera compensé par le terme de gauche de l’inégalité, lui aussi en φN+1ε . De
plus des majorations directes permettent d’écrire :
‖∆uN+1‖2L2x∆t ≤
N∑
n=0
‖∆un+1‖2L2x∆t et ‖∆u
0‖2L2x∆t ≤
N∑
n=0
‖∆un‖2L2x∆t,
qui sont injectées dans (3.107) pour obtenir :
N∑
n=0
An∆t ≤12φ
N+1
ε +
1
2φ
0
ε +
∆t
2
N∑
n=0
‖δt∆p(τ)n+1/2‖2L2x∆t
+
(1
2Cp +
∆t
∆x2L
3
p
) N∑
n=0
‖∆un‖2L2x∆t+
∆t
∆x2L
3
p
N∑
n=0
‖∆un+1‖2L2x∆t.
Enfin, en utilisant l’estimation (3.96) sur δt∆p (τ)n+1/2i ainsi que la condition CFL (3.74)
dans l’inégalité ci-dessus, la majoration suivante de An est obtenue :
N∑
n=0
An∆t ≤12φ
N+1
ε +
1
2φ
0
ε + L3pCp
N∑
n=0
‖∆un+1‖2L2x∆t
+ Cp
(
3L2p
(
1 + K
2
4 ∆t
2
)
+ 12 + L
3
p
)
N∑
n=0
‖∆un‖2L2x∆t
+ 3L3p
(
8λ2Cp
(
1 + K
2
4 ∆t
2
)
+K2∆t
)
N∑
n=0
φnε∆t.
(3.108)
Maintenant, une estimation pour Bn est fournie. En ajoutant et soustrayant ∆p(τni ) puis
en procédant à une intégration par parties discrète en espace, Bn se réécrit de la manière
suivante :
Bn =− λ2 ∆x∆t
∑
i∈Z
δt∆p(τi)n+1/2δxx∆τni ∆x+
λ
2 ∆x
∑
i∈Z
δ˜x∆p (τn)i+1/2 δ˜x∆τ
n
i+1/2∆x.
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En appliquant la formule (3.92) pour δ˜x∆p (τn)i+1/2 donnée par le point (iii) du Lemme
3.4.7, la relation ci-dessus devient :
Bn =− λ2 ∆x∆t
∑
i∈Z
δt∆p(τi)n+1/2δxx∆τni ∆x
+ λ2 ∆x
∑
i∈Z
(
δ˜x∆τni+1/2
)2 ∫ 1
0
p′(τni + s∆xδ˜xτni+1/2)ds∆x
+ λ2 ∆x
∑
i∈Z
∆τni δ˜xτni+1/2δ˜x∆τni+1/2
∫ 1
0
Ini+1/2,sds∆x
+ λ2 ∆x
2∑
i∈Z
δ˜xτ
n
i+1/2
(
δ˜x∆τni+1/2
)2 ∫ 1
0
sIni+1/2,sds∆x,
(3.109)
où Ini+1/2,s est défini par (3.93). Chaque terme de l’expression ci-dessus peut maintenant
être majoré afin d’obtenir une estimation de Bn. En utilisant les conditions sur la pression
(3.72), les trois estimations suivantes s’écrivent :
λ
2 ∆x
∑
i∈Z
(
δ˜x∆τni+1/2
)2 ∫ 1
0
p′(τni + s∆xδ˜xτni+1/2)ds∆x ≤ 0,∫ 1
0
Ini+1/2,sds ≤ Lp et
∫ 1
0
sIni+1/2,sds ≤ Lp/2,
qui sont injectées dans (3.109) pour obtenir :
Bn =λ2 ∆x∆t
∑
i∈Z
∣∣∣δt∆p(τi)n+1/2∣∣∣ |δxx∆τni |∆x
+ λ2Lp∆x
∑
i∈Z
|∆τni |
∣∣∣δ˜xτni+1/2∣∣∣ ∣∣∣δ˜x∆τni+1/2∣∣∣∆x
+ λ4Lp∆x
2∑
i∈Z
∣∣∣δ˜xτni+1/2∣∣∣ ∣∣∣δ˜x∆τni+1/2∣∣∣2 ∆x.
(3.110)
De plus, en majorant
∣∣∣δ˜xτni+1/2∣∣∣ par ‖δ˜xτn‖L∞x ≤ K par (3.70) et en utilisant l’inégalité de
Cauchy-Schwarz sur les trois termes de l’estimation ci-dessus, celle-ci se réécrit :
Bn ≤λ2 ∆x∆t‖δt∆p(τ)
n+1/2‖L2x‖δxx∆τn‖L2x
+ λ2KLp∆x‖∆τ
n‖L2x‖δ˜x∆τn‖L2x +
λ
4KLp∆x
2‖δ˜x∆τn‖2L2x .
Les estimations sur les normes des opérateurs de dérivation spatiaux, données par (3.57),
permettent d’estimer l’expression ci-dessus de la façon suivante :
Bn ≤2λ∆t∆x‖δt∆p(τ)
n+1/2‖L2x‖∆τn‖L2x + 2λKLp‖∆τn‖2L2x .
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L’inégalité de Young appliquée aux deux termes ci-dessus permet ensuite d’écrire :
Bn ≤∆t‖δt∆p(τ)n+1/2‖2L2x +
(
λ2
∆t
∆x2 + 2λKLp
)
‖∆τn‖2L2x .
Enfin, les estimations (3.96) et (3.94) sur δt∆p(τi)n+1/2 et ∆τni ainsi que la condition CFL
(3.74) permettent d’obtenir :
Bn ≤6L2pCp
(
1 + K
2
4 ∆t
2
)
‖∆un‖2L2x
+ 2Lp
(
3L2p
(
8λ2Cp
(
1 + K
2
4 ∆t
2
)
+K2∆t
)
+ λ2Cp + 2λKLp
)
φnε .
Le résultat attendu (3.87) est établi en sommant en temps cette estimation de Bn et en la
combinant avec l’estimation (3.108) de An. 
Preuve du Lemme 3.4.6. En utilisant la définition des résidus (3.79), on a :
Rn,4i =
(
−Qn+1/2i +Qn+1/2i + qn+1/2i ∆τni
)
δtτ
n+1/2
i +
(
p(τn+1i )−Qn+1/2i
)
δt∆τn+1/2i .
(3.111)
Une série de développements de Taylor permet d’écrire :
Q
n+1/2
i =
∫ 1
0
[
p(τni ) + ∆t (1− s) δtτn+1/2i p′s
]
ds,
q
n+1/2
i =
∫ 1
0
[
p′(τni ) + ∆t(1− s)δtτn+1/2i p′′s
]
ds,
p(τn+1i ) =
∫ 1
0
[
p(τni ) + ∆τni p′(τni ) + ∆tδtτ
n+1/2
i p
′
s + ∆tδt∆τ
n+1/2
i p
′
s
+∆t2sδtτn+1/2i δt∆τ
n+1/2
i p
′′
s + ∆t∆τni δtτ
n+1/2
i p
′′
s + Tnis1 + Tnis2
]
ds,
Q
n+1/2
i =
∫ 1
0
[
p(τni ) + ∆τni p′(τni ) + ∆t(1− s)δtτn+1/2i p′s + ∆t(1− s)δt∆τn+1/2i p′s
+∆t2s(1− s)δtτn+1/2i δt∆τn+1/2i p′′s + ∆t(1− s)∆τni δtτn+1/2i p′′s + Tnis1
+(1− s)Tnis2] ds,
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avec pour tout s ∈ [0, 1] :
p′s = p′(τni + s∆tδtτ
n+1/2
i ),
p′′s = p′′(τni + s∆tδtτ
n+1/2
i ),
Tnis1 = (∆τni )2 (1− s) p′′(τni + s∆τni ),
Tnis2 = ∆t∆τni δt∆τ
n+1/2
i p
′′
s + ∆t2s
(
δt∆τn+1/2i
)2
p′′s
+ ∆t
(
δtτ
n+1/2
i + δt∆τ
n+1/2
i
) (
s∆τn+1i + (1− s)∆τni
)2 ∫ 1
0
(1− t)p(3)(mst)dt,
où mst = τni + t∆τni + s∆t
(
δtτ
n+1/2
i + tδt∆τ
n+1/2
i
)
pour tous s, t ∈ [0, 1].
Grâce à ces formules, l’expression (3.111) se réécrit de la façon suivante :
Rn,4i =
∫ 1
0
[(
−p(τni )−∆τni p′(τni )−∆t(1− s)δtτn+1/2i p′s −∆t(1− s)δt∆τn+1/2i p′s
−∆t2s(1− s)δtτn+1/2i δt∆τn+1/2i p′′s −∆t(1− s)∆τni δtτn+1/2i p′′s − Tnis1 − (1− s)Tnis2
+p(τni ) + ∆t (1− s) δtτn+1/2i p′s + ∆τni p′(τni ) + ∆t(1− s)∆τni δtτn+1/2i p′′s
)
δtτ
n+1/2
i
+ s
(
∆tδtτn+1/2i p′s + ∆tδt∆τ
n+1/2
i p
′
s + ∆t2sδtτ
n+1/2
i δt∆τ
n+1/2
i p
′′
s
+∆t∆τni δtτ
n+1/2
i p
′′
s + Tnis2
)
δt∆τn+1/2i
]
ds.
(3.112)
De plus, en posant :
Tni =
∫ 1
0
[
− (Tnis1 + (1− s)Tnis2) δtτn+1/2i + sTnis2δt∆τn+1/2i
]
ds, (3.113)
l’expression (3.112) se réécrit :
Rn,4i =∆tδt∆τ
n+1/2
i
[
δtτ
n+1/2
i
∫ 1
0
(2s− 1)p′sds+ δt∆τn+1/2i
∫ 1
0
sp′sds
−∆t
(
δtτ
n+1/2
i
)2 ∫ 1
0
s(1− s)p′′sds+ ∆tδtτn+1/2i δt∆τn+1/2i
∫ 1
0
s2p′′sds
+∆τni δtτ
n+1/2
i
∫ 1
0
sp′′sds
]
+ Tni .
(3.114)
Un développement de Taylor sur p′s donne :∫ 1
0
(2s− 1)p′sds =
∫ 1
0
(2s− 1)
(
p′(τni ) + s∆tδtτ
n+1/2
i
∫ 1
0
p′′(τni + st∆tδtτ
n+1/2
i )dt
)
ds
=∆tδtτn+1/2i
∫ 1
0
s(1− s)p′′sds,
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et ∫ 1
0
sp′sds =
∫ 1
0
s
(
p′(τni ) + s∆tδtτ
n+1/2
i
∫ 1
0
p′′(τni + st∆tδtτ
n+1/2
i )dt
)
ds
=12p
′(τni ) +
∆t
2 δtτ
n+1/2
i
∫ 1
0
(1− s2)p′′sds.
L’utilisation de ces développements dans (3.114) permet d’obtenir :
Rn,4i =∆tδt∆τ
n+1/2
i
[
∆t
(
δtτ
n+1/2
i
)2 ∫ 1
0
s(1− s)p′′sds+
1
2δt∆τ
n+1/2
i p
′(τni )
+∆t2 δtτ
n+1/2
i δt∆τ
n+1/2
i
∫ 1
0
(1− s2)p′′sds−∆t
(
δtτ
n+1/2
i
)2 ∫ 1
0
s(1− s)p′′sds
+δtτn+1/2i δt∆τ
n+1/2
i
∫ 1
0
∆ts2p′′sds+ ∆τni δtτ
n+1/2
i
∫ 1
0
sp′′sds
]
+ Tni ,
et l’expression ci-dessus se réécrit de la manière suivante après simplifications :
Rn,4i =
∆t
2
(
δt∆τn+1/2i
)2
p′(τni ) +
∆t2
2 δtτ
n+1/2
i
(
δt∆τn+1/2i
)2 ∫ 1
0
(1 + s2)p′′sds
+ ∆t∆τni δtτ
n+1/2
i δt∆τ
n+1/2
i
∫ 1
0
sp′′sds+ Tni .
(3.115)
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Maintenant, l’expression de Tni donnée par (3.113) est détaillée. En posant Is =
∫ 1
0
(1 −
t)p(3)(mst)dt et en développant Tni , l’égalité suivante est obtenue :
Tni = ∆t∆τni
(
δt∆τn+1/2i
)2 ∫ 1
0
sp′′sds−∆t∆τni δtτn+1/2i δt∆τn+1/2i
∫ 1
0
(1− s)p′′sds
+ ∆t2
(
δt∆τn+1/2i
)3 ∫ 1
0
s2p′′sds−∆t2δtτn+1/2i
(
δt∆τn+1/2i
)2 ∫ 1
0
s(1− s)p′′sds
−∆t (∆τni )2
(
δtτ
n+1/2
i
)2 ∫ 1
0
(1− s)Isds
− 2∆t2∆τni
(
δtτ
n+1/2
i
)2
δt∆τn+1/2i
∫ 1
0
s(1− s)Isds
−∆t3
(
δtτ
n+1/2
i
)2 (
δt∆τn+1/2i
)2 ∫ 1
0
s2(1− s)Isds
+ ∆t (∆τni )2 δtτ
n+1/2
i δt∆τ
n+1/2
i
∫ 1
0
(2s− 1)Isds
+ 2∆t2∆τni δtτ
n+1/2
i
(
δt∆τn+1/2i
)2 ∫ 1
0
s(2s− 1)Isds
+ ∆t3δtτn+1/2i
(
δt∆τn+1/2i
)3 ∫ 1
0
s2(2s− 1)Isds
+ ∆t (∆τni )2
(
δt∆τn+1/2i
)2 ∫ 1
0
sIsds+ 2∆t2∆τni
(
δt∆τn+1/2i
)3 ∫ 1
0
s2Isds
+ ∆t3
(
δt∆τn+1/2i
)4 ∫ 1
0
s3Isds− (∆τni )2 δtτn+1/2i
∫ 1
0
(1− s)p′′(τni + s∆τni )ds.
71
Chapitre 3 – Taux de convergence asymptotique d’un schéma préservant l’asymptotique
pour le p-système
En injectant l’expression ci-dessus dans celle de Rn,4i donnée par (3.115), cette dernière se
réécrit :
Rn,4i =
∆t
2
(
δt∆τn+1/2i
)2
p′(τni )
+ ∆t∆τni
(
δt∆τn+1/2i
)2 ∫ 1
0
sp′′sds+ ∆t∆τni δtτ
n+1/2
i δt∆τ
n+1/2
i
∫ 1
0
(2s− 1)p′′sds
+ ∆t2
(
δt∆τn+1/2i
)3 ∫ 1
0
s2p′′sds+
∆t2
2 δtτ
n+1/2
i
(
δt∆τn+1/2i
)2 ∫ 1
0
(
3s2 − 2s+ 1
)
p′′sds
−∆t (∆τni )2
(
δtτ
n+1/2
i
)2 ∫ 1
0
(1− s)Isds
− 2∆t2∆τni
(
δtτ
n+1/2
i
)2
δt∆τn+1/2i
∫ 1
0
s(1− s)Isds
−∆t3
(
δtτ
n+1/2
i
)2 (
δt∆τn+1/2i
)2 ∫ 1
0
s2(1− s)Isds
+ ∆t (∆τni )2 δtτ
n+1/2
i δt∆τ
n+1/2
i
∫ 1
0
(2s− 1)Isds
+ 2∆t2∆τni δtτ
n+1/2
i
(
δt∆τn+1/2i
)2 ∫ 1
0
s(2s− 1)Isds
+ ∆t3δtτn+1/2i
(
δt∆τn+1/2i
)3 ∫ 1
0
s2(2s− 1)Isds
+ ∆t (∆τni )2
(
δt∆τn+1/2i
)2 ∫ 1
0
sIsds+ 2∆t2∆τni
(
δt∆τn+1/2i
)3 ∫ 1
0
s2Isds
+ ∆t3
(
δt∆τn+1/2i
)4 ∫ 1
0
s3Isds− (∆τni )2 δtτn+1/2i
∫ 1
0
(1− s)p′′(τni + s∆τni )ds.
(3.116)
Les hypothèses (3.72) sur p, qui donnent en particulier que Is est négatif, permettent
d’écrire :
∆t
2
(
δt∆τn+1/2i
)2
p′(τni ) ≤ 0, ∆t (∆τni )2
(
δt∆τn+1/2i
)2 ∫ 1
0
sIsds ≤ 0,
∆t3
(
δt∆τn+1/2i
)4 ∫ 1
0
s3Isds ≤ 0,
et
∣∣∣∣∫ 10 sp′′sds
∣∣∣∣ ≤ Lp2 ,
∣∣∣∣∫ 10 (2s− 1)p′′sds
∣∣∣∣ ≤ Lp2 ,
∣∣∣∣∫ 10 s2p′′sds
∣∣∣∣ ≤ Lp3 ,∣∣∣∣∫ 10
(
3s2 − 2s+ 1
)
p′′sds
∣∣∣∣ ≤ Lp, ∣∣∣∣∫ 10 (1− s)Isds
∣∣∣∣ ≤ Lp2 ,
∣∣∣∣∫ 10 s(1− s)Isds
∣∣∣∣ ≤ Lp6 ,∣∣∣∣∫ 10 s2(1− s)Isds
∣∣∣∣ ≤ Lp12 ,
∣∣∣∣∫ 10 (2s− 1)Isds
∣∣∣∣ ≤ Lp2 ,
∣∣∣∣∫ 10 s(2s− 1)Isds
∣∣∣∣ ≤ Lp4 ,∣∣∣∣∫ 10 s2(2s− 1)Isds
∣∣∣∣ ≤ 316Lp,
∣∣∣∣∫ 10 s2Isds
∣∣∣∣ ≤ Lp3 ,
∣∣∣∣∫ 10 (1− s)p′′(τni + s∆τni )ds
∣∣∣∣ ≤ Lp2 .
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En injectant ces majorations ainsi que l’estimation (3.70) sur la norme infinie discrète de
δtτ
n dans (3.116), l’inégalité suivante sur Rn,4i est établie :
Rn,4i ≤
1
2Lp∆t |∆τ
n
i |
∣∣∣δt∆τn+1/2i ∣∣∣2 + 12KLp∆t |∆τni |
∣∣∣δt∆τn+1/2i ∣∣∣
+ 13Lp∆t
2
∣∣∣δt∆τn+1/2i ∣∣∣3 + 12KLp∆t2
∣∣∣δt∆τn+1/2i ∣∣∣2
+ 12K
2Lp∆t |∆τni |2 +
1
3K
2Lp∆t2 |∆τni |
∣∣∣δt∆τn+1/2i ∣∣∣
+ 112K
2Lp∆t3
∣∣∣δt∆τn+1/2i ∣∣∣2 + 12KLp∆t |∆τni |2
∣∣∣δt∆τn+1/2i ∣∣∣
+ 12KLp∆t
2 |∆τni |
∣∣∣δt∆τn+1/2i ∣∣∣2 + 316KLp∆t3
∣∣∣δt∆τn+1/2i ∣∣∣3
+ 23Lp∆t
2 |∆τni |
∣∣∣δt∆τn+1/2i ∣∣∣3 + 12KLp |∆τni |2 .
(3.117)
Il s’agit maintenant de choisir judicieusement certains termes de (3.117) qui seront majorés
par une norme infinie de ∆τni ou de δt∆τ
n+1/2
i :
Rn,4i ≤
1
2Lp∆t‖∆τ
n‖L∞x
∣∣∣δt∆τn+1/2i ∣∣∣2 + 12KLp∆t |∆τni |
∣∣∣δt∆τn+1/2i ∣∣∣
+ 13Lp∆t
2
∣∣∣δt∆τn+1/2i ∣∣∣2 ‖δt∆τn+1/2‖L∞x + 12KLp∆t2
∣∣∣δt∆τn+1/2i ∣∣∣2
+ 12K
2Lp∆t |∆τni |2 +
1
3K
2Lp∆t2 |∆τni |
∣∣∣δt∆τn+1/2i ∣∣∣
+ 112K
2Lp∆t3
∣∣∣δt∆τn+1/2i ∣∣∣2 + 12KLp∆t |∆τni | ‖∆τn‖L∞x
∣∣∣δt∆τn+1/2i ∣∣∣
+ 12KLp∆t
2‖∆τn‖L∞x
∣∣∣δt∆τn+1/2i ∣∣∣2 + 316KLp∆t3
∣∣∣δt∆τn+1/2i ∣∣∣2 ‖δt∆τn+1/2‖L∞x
+ 23Lp∆t
2‖∆τn‖L∞x
∣∣∣δt∆τn+1/2i ∣∣∣2 ‖δt∆τn+1/2‖L∞x + 12KLp |∆τni |2 .
(3.118)
Les hypothèses (3.71) sur les volumes spécifiques donnent les majorations suivantes :
‖∆τn‖L2x ≤ 2Lτ et ∆t‖δt∆τn+1/2‖L2x ≤ 2Lτ .
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L’utilisation de ces estimations dans (3.118) fournit alors :
Rn,4i ≤ LτLp∆t
∣∣∣δt∆τn+1/2i ∣∣∣2 + 12KLp∆t |∆τni |
∣∣∣δt∆τn+1/2i ∣∣∣
+ 23LτLp∆t
∣∣∣δt∆τn+1/2i ∣∣∣2 + 12KLp∆t2
∣∣∣δt∆τn+1/2i ∣∣∣2
+ 12K
2Lp∆t |∆τni |2 +
1
3K
2Lp∆t2 |∆τni |
∣∣∣δt∆τn+1/2i ∣∣∣
+ 112K
2Lp∆t3
∣∣∣δt∆τn+1/2i ∣∣∣2 +KLτLp∆t |∆τni | ∣∣∣δt∆τn+1/2i ∣∣∣
+KLτLp∆t2
∣∣∣δt∆τn+1/2i ∣∣∣2 + 38KLτLp∆t2
∣∣∣δt∆τn+1/2i ∣∣∣2
+ 83L
2
τLp∆t
∣∣∣δt∆τn+1/2i ∣∣∣2 + 12KLp |∆τni |2 ,
ce qui donne en rassemblant les termes :
Rn,4i ≤ KLp
(1
2 +
1
3K∆t+ Lτ
)
∆t |∆τni |
∣∣∣δt∆τn+1/2i ∣∣∣
+ Lp
(5
3Lτ +
1
2K∆t+
1
12K
2∆t2 + 118 KLτ∆t+
8
3L
2
τ
)
∆t
∣∣∣δt∆τn+1/2i ∣∣∣2
+ 12KLp (K∆t+ 1) |∆τ
n
i |2 .
(3.119)
En effectuant une intégration discrète en espace puis en appliquant l’inégalité de Cauchy-
Schwarz sur le premier terme, (3.119) se réécrit :
∑
i∈Z
Rn,4i ∆x ≤ KLp
(1
2 +
1
3K∆t+ Lτ
)
∆t‖∆τn‖L2x‖δt∆τn+1/2‖L2x
+ Lp
(5
3Lτ +
1
2K∆t+
1
12K
2∆t2 + 118 KLτ∆t+
8
3L
2
τ
)
∆t‖δt∆τn+1/2‖2L2x
+ 12KLp (K∆t+ 1) ‖∆τ
n‖2L2x ,
(3.120)
et grâce à une inégalité du Young sur le premier terme, (3.120) devient :
∑
i∈Z
Rn,4i ∆x ≤Lp
(1
4K +
1
6K
2∆t+ 12KLτ +
5
3Lτ +
1
2K∆t
+ 112K
2∆t2 + 118 KLτ∆t+
8
3L
2
τ
)
∆t‖δt∆τn+1/2‖2L2x
+ 12KLp
(1
2∆t+
1
3K∆t
2 + Lτ∆t+K∆t+ 1
)
‖∆τn‖2L2x .
(3.121)
Il suffit alors d’utiliser l’estimation (3.95) sur ∆t‖δt∆τn+1/2‖2L2x sur le premier terme de
(3.121) ainsi que l’estimation (3.94) sur ‖∆τn‖2L2x sur le deuxième terme de (3.121) pour
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obtenir : ∑
i∈Z
Rn,4i ∆x ≤CpLp
(1
2K +
1
3K
2∆t+KLτ +
10
3 Lτ +K∆t
+16K
2∆t2 + 114 KLτ∆t+
16
3 L
2
τ
)
‖∆un‖2L2x
+L2p
(
8λ2Cp
(1
2K +
1
3K
2∆t+KLτ +
10
3 Lτ +K∆t
+16K
2∆t2 + 114 KLτ∆t+
16
3 L
2
τ
)
+K
(1
2∆t+
1
3K∆t
2 + Lτ∆t+K∆t+ 1
))
φnε .
L’estimation (3.88) est obtenue et le Lemme 3.4.6 est ainsi démontré. 
3.5 Illustration numérique
Dans cette partie, des expérimentations numériques sont effectuées afin d’illustrer le
Théorème 3.4.1. Pour ce faire, trois simulations, avec différentes conditions initiales et
différentes lois de pression, sont présentées sur le domaine spatial (−10, 10). Tous les
résultats numériques sont considérés au temps final T = 0.5. Le coefficient de friction est
fixé à σ = 1 et des conditions au bord de Neumann homogène sont utilisées. La loi de
pression choisie est de la forme
p(τ) = τ−γ , (3.122)
avec γ > 1. Les solutions approchées du système (3.7) sont calculées avec différentes
valeurs de ε :
ε ∈
{
1, 5.10−1, 3.10−1, 1.10−1, 5.10−2, 1.10−2, 1.10−3, 1.10−4
}
,
et différents nombres de cellules
M ∈ {50, 100, 200, 500, 1500} .
Concernant le pas de temps ∆t, il doit être restreint selon une condition CFL parabolique.
Celle donnée par (3.75) peut être utilisée, cependant les constantes apparaissant dans
(3.70), (3.71) et (3.72) ne sont clairement pas optimales. En effet, pour améliorer la lisibi-
lité du Théorème 3.4.1, le nombre de constantes a été limité, mais une meilleure condition
CFL aurait pu être obtenue en l’augmentant. La constante de CFL Cp définie par (3.75),
en utilisant les valeurs numériques décrites plus haut, est d’ordre 10−6. Ici la constante
utilisée est moins restrictive, et est donnée par :
∆t = CCFL
∆x2
max
i=0,...,M
(|p′(τni )|, |p′(τni )|)
.
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Dans la suite, des simulations issues de différentes valeurs de CCFL sont proposées.
Afin d’observer l’impact de la donnée initiale sur le taux de convergence, les résultats sont
également calculés avec les deux données initiales différentes suivantes :
• Condition initiale discontinue :
τ0(x) =
{
1 si x < 0,
2 sinon.
(3.123)
• Condition initiale régulière :
τ0(x) = 2 + cos
(
pix
10
)
. (3.124)
De plus, pour que la donnée initiale soit bien préparée au sens de (3.40), la vitesse initiale
est fixée comme suit :
u0i = −
1
σ
p(τ0i+1)− p(τ0i−1)
2∆x . (3.125)
Tout d’abord, sur la Figure 3.1 sont présentés les résultats obtenus avec CCFL = 0.4
et γ = 1.4 pour la condition initiale discontinue à gauche et la condition initiale régulière
à droite. Les courbes tracées correspondent aux intégrales en espace discrètes de l’entro-
pie relative au temps final φN+1ε tracées en fonction de ε en échelle logarithmique pour
différentes valeurs de M . La courbe en pointillés est la droite de référence, de pente −4.
Pour les deux données initiales considérées, les droites obtenues par les simulations sont
parallèles à la droite de référence et le taux de convergence est alors de l’ordre de ε4, ce
qui est en accord avec le Théorème 3.4.1. Il semble, et c’est encore une fois en accord avec
le Théorème 3.4.1, que le taux de convergence est indépendant de la condition initiale
adoptée ainsi que du nombre de mailles utilisé.
(a) Condition initiale discontinue (b) Condition initiale régulière
Figure 3.1: Intégrale en espace de l’entropie relative φN+1ε en fonction de ε en échelle
logarithmique avec CCFL = 0.4 et γ = 1.4.
Ensuite, le comportement du taux de convergence est présenté pour différentes valeurs
de la constante CCFL. La donnée initiale discontinue, donnée par (3.123), est considérée.
Le coefficient de pression γ est égal, ici encore, à 1.4. Sur la Figure 3.2, est présentée
l’intégrale en espace discrète de l’entropie relative φN+1ε en fonction de ε en échelle loga-
rithmique pour CCFL = 0.4 à gauche et CCFL = 0.25 à droite et pour différentes valeurs
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de M . Comme attendu, les deux résultats sont très similaires, toujours de pentes d’ordre
ε4 en accord avec le Théorème 3.4.1. Le coefficient CCFL ne semble pas non plus jouer de
rôle dans la vitesse de convergence.
(a) CCFL = 0.4 (b) CCFL = 0.25
Figure 3.2: Intégrale en espace de l’entropie relative φN+1ε en fonction de ε en échelle
logarithmique avec la condition initiale discontinue et γ = 1.4.
Enfin, sur la Figure 3.3, l’influence de la loi de pression est étudiée. Pour ce faire, le
taux de convergence est tracé avec la donnée initiale discontinue donnée par (3.123) et
CCFL = 0.4 pour la fonction de pression définie par (3.122) avec γ = 1.4 à gauche et
γ = 3.5 à droite. Ici encore, un taux de convergence de l’ordre de ε4, en accord avec le
Théorème 3.4.1, est retrouvé, indépendamment de γ.
(a) γ = 1.4 (b) γ = 3.5
Figure 3.3: Intégrale en espace de l’entropie relative φN+1ε en fonction de ε en échelle
logarithmique avec la condition initiale discontinue et CCFL = 0.4.
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Partie II
Développement de schémas
préservant l’asymptotique
Dans cette seconde partie, deux méthodes de construction de schémas préservant
l’asymptotique diffusive sont présentées. Elles sont toutes les deux basées sur des sol-
veurs de Riemann approchés de type Godunov, qui sont dès à présent rappelés brièvement
dans le cadre du problème hyperbolique homogène suivant :
∂tW (x, t) + ∂xF (W (x, t)) = 0, (x, t) ∈ R× R+, (1)
où W ∈ RN est le vecteur contenant les inconnues et F (W ) ∈ RN désigne le flux. L’espace
R est discrétisé à l’aide des cellules (Ki = [xi− 12 , xi+ 12 ])i∈Z de taille constante ∆x et de
centres (xi)i∈Z comme illustré sur la Figure 3.4.
x×
xi−1
Ki−1
xi− 12
×
xi
Ki
xi+ 12
×
xi+1
Ki+1
Figure 3.4: Discrétisation spatiale.
Concernant la discrétisation temporelle, le pas de temps est noté ∆t, supposé constant,
et tn = n∆t pour n ∈ N. La solution du système hyperbolique (1) est alors approchée par
une fonction constante par morceaux de valeur Wni pour x dans la maille Ki et t entre
tn et tn+1. Cette discrétisation (Wni )n∈Ni∈Z est une approximation de la moyenne de W , la
solution exacte de (1), sur Ki au temps tn :
Wni '
1
∆x
∫ x
i+12
x
i− 12
W (x, tn)dx. (2)
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L’intégration de l’équation (1) sur Ki et entre tn et tn+1 donne :∫ x
i+12
x
i− 12
(
W (x, tn+1)−W (x, tn)
)
dx+
∫ tn+1
tn
(
F (W (xi+ 12 , t))− F (W (xi− 12 , t))
)
dt = 0,
et en utilisant (2), la mise à jour de l’approximation se fait de la manière suivante :
Wn+1i = Wni −
∆t
∆x
(
Fi+ 12 −Fi− 12
)
, (3)
où
Fi+ 12 '
1
∆t
∫ tn+1
tn
F (W (xi+ 12 , t)) dt.
Pour établir complètement le schéma (3), il est nécessaire de définir les flux aux interfaces
(Fi+ 12 )i∈Z. C’est un travail très délicat et, dans ce manuscrit, la définition des flux numé-
riques est obtenue à partir d’un solveur de Riemann approché.
Un solveur de Riemann est une fonction WR qui décrit les solutions du problème
homogène (1) muni de la condition initiale suivante :
W (x, 0) =
{
WL si x < 0,
WR sinon,
x ∈ R. (4)
Les solutions de ce problème de Cauchy, appelé problème de Riemann, sont autosimilaires,
c’est-à-dire qu’elles s’écrivent comme fonction d’une seule variable x/t. Elles peuvent ainsi
être représentées dans le plan (x, t) et sont définies comme une succession d’ondes, des
discontinuités de contact, des chocs ou des détentes, séparant des états constants [40, 82].
Sur la Figure 3.5, un exemple est proposé dans le cas d’un problème à deux inconnues avec
une détente pour la première onde et un choc pour la deuxième. Une des variables (disons
u) est également représentée en fonction de x, au temps T > 0 donné.
x
t
0
WL WR
−T
x
u
0
détente choc
u(x, T )
−uL
−uR
Figure 3.5: Illustration du problème de Riemann.
L’étude des problèmes de Riemann est essentielle dans le développement d’une cer-
taine classe de discrétisations de systèmes de lois de conservation (voir [28, 35, 40, 62,
80
82] par exemple). En effet, au temps tn, une discrétisation de la solution de (1) est don-
née par une fonction constante par morceaux. Localement, à une interface quelconque,
il s’agit donc de résoudre un problème de Riemann. Si le solveur de Riemann exact
WR(xt ;WL,WR), solution de (1) muni de la condition initiale (4), est connu, alors, à
une interface xi+ 12 , la solution exacte en x ∈ [xi, xi+1] au temps t
n + ∆t est donnée par
WR(
x−x
i+12
∆t ;Wni ,Wni+1) pour un pas de temps ∆t suffisamment petit. Ainsi, à partir de la
solution approchée au temps tn notée (Wni )i∈Z, la solution exacte au temps tn + ∆t peut
être définie sur R de la manière suivante :
W∆(x, tn + ∆t) =
∑
i∈Z
WR
(
x− xi+ 12
∆t ;W
n
i ,W
n
i+1
)
1x∈[xi,xi+1], ∀ x ∈ R.
Bien entendu, afin de garantir la non interaction d’ondes issues de deux interfaces diffé-
rentes (voir Figure 3.6 pour l’illustration), il est nécessaire de restreindre le pas de temps
∆t par la condition CFL suivante (voir [26]) :
∆tmax
i∈Z
Λi+ 12 ≤
∆x
2 , (5)
où Λi+ 12 désigne la plus grande (en valeur absolue) des vitesses d’onde associées à l’inter-
face xi+ 12 .
tn
tn+1
xi−1
|
xi− 12 xi
|
xi+ 12
xi+1
x
∆tmax
Figure 3.6: Juxtaposition d’ondes.
Pour avoir une discrétisation constante par morceaux au temps tn + ∆t, il suffit de
choisir l’approximation comme la valeur moyenne de la solution comme suit :
Wn+1i =
1
∆x
∫ x
i+12
x
i− 12
W∆(x, tn + ∆t) dx. (6)
Le schéma (6) ainsi obtenu, appelé schéma de Godunov (voir [41]), s’écrit dans la formu-
lation flux (3) avec les flux aux interfaces (Fi+ 12 )i∈Z définis par la formule suivante :
Fi+ 12 = F
(
WR
(
0;Wni ,Wni+1
))
.
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En pratique, le schéma de Godunov est difficile à mettre en place puisque le solveur de
Riemann exact n’est pas nécessairement connu. De plus, quand c’est le cas, il est lourd à
implémenter en raison du grand nombre de cas à traiter. Il est donc préférable d’utiliser des
schémas de type Godunov [37, 38, 51], c’est-à-dire des schémas issus d’une approximation
W˜ du solveur de Riemann exact WR. La fonction W˜ est appelée solveur de Riemann
approché. Les vitesses d’onde sont également approchées en gardant à l’esprit qu’il est
nécessaire que l’éventail des ondes du solveur de Riemann exact soit inclus dans celui du
solveur de Riemann approché [40, 62, 82]. En effet, cela garantit la non interaction des
ondes et donc la stabilité du schéma. En général, les schémas de type Godunov utilisés
sont construits comme une succession d’états constants séparés par des ondes. Un solveur
de Riemann approché de type Godunov s’écrit de la façon suivante dans le cas de n + 1
ondes :
W˜
(
x
t
,WL,WR
)
=

WL si
x
t
≤ λ1,
W ∗1 si λ1 <
x
t
≤ λ2,
. . .
W ∗n si λn <
x
t
≤ λn+1,
WR si λn+1 <
x
t
,
et est illustré sur la Figure 3.7.
|−∆x/2 |∆x/2
x
t
0
WL
λ1
W ∗1
λ2 . . .
λn
W ∗n
λn+1
WR
Figure 3.7: Solveur type Godunov.
De manière analogue au schéma de Godunov, ce solveur permet de définir la fonc-
tion W∆, approchant la solution du problème (1) avec la condition initiale donnée par
(Wni )i∈Z, de la façon suivante :
W∆(x, tn + ∆t) =
∑
i∈Z
W˜
(
x− xi+ 12
∆t ;W
n
i ,W
n
i+1
)
1x∈[xi,xi+1], ∀x ∈ Z.
La mise à jour de l’approximation s’obtient ensuite en considérant les valeurs moyennes
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de W∆ sur chaque cellule (voir une illustration pour deux ondes en Figure 3.8) :
Wn+1i =
1
∆x
∫ x
i+12
x
i− 12
W∆ (x, tn + ∆t) dx,
c’est-à-dire :
Wn+1i =
1
∆x
∫ xi
x
i− 12
W˜
(
x− xi− 12
∆t ,W
n
i−1,W
n
i
)
dx
+ 1∆x
∫ x
i+12
xi
W˜
(
x− xi+ 12
∆t ,W
n
i ,W
n
i+1
)
dx.
(7)
|
xi−1
|
xi− 12
|
xi
|
xi+ 12
|
xi+1
x
WniW
n
i−1 Wni+1
t
−tn
−tn + ∆t
W ∗
i− 12
W ∗
i+ 12
Wn+1i
Figure 3.8: Illustration du schéma issu d’un solveur de Riemann approché dans le cas de
deux ondes.
Pour écrire ce schéma sous la formulation flux (3), il est nécessaire de rappeler une
des propriétés fondamentales que doit vérifier un solveur de Riemann approché. Il s’agit
de la consistance intégrale : la solution approchée du problème de Riemann doit avoir la
même moyenne que la solution exacte du problème Riemann sur les cellules duales (c’est-
à-dire les cellules centrées aux interfaces). Cette propriété, introduite dans [51], s’exprime
comme suit, à l’interface générique située en zéro :
1
∆x
∫ ∆x/2
−∆x/2
W˜ ( x∆t ;WL,WR) dx =
1
∆x
∫ ∆x/2
−∆x/2
WR(
x
∆t ;WL,WR) dx, (8)
où WR désigne le solveur de Riemann exact. Or, en intégrant l’équation (1) avec la condi-
tion initiale de Riemann donnée par (4), dontWR est solution, sur [0,∆t]×[−∆x/2,∆x/2],
l’égalité suivante est obtenue :
1
∆x
∫ ∆x/2
−∆x/2
WR
(
x
∆t ;WL,WR
)
dx = 12 (WL +WR)
− 1∆x
∫ ∆t
0
(
F
(
WR
(∆x
2t ;WL,WR
))
− F
(
WR
(−∆x
2t ;WL,WR
)))
dt.
Par la condition CFL (5), les ondes sont incluses dans le pavé [0, T ]× [−∆x/2,∆x/2] (voir
83
Figure 3.7), ce qui permet d’écrire :
WR
(−∆x
2t ;WL,WR
)
= WL et WR
(∆x
2t ;WL,WR
)
= WR ∀ t ∈ (0,∆t).
La propriété de consistance intégrale (8) se réécrit donc de la façon suivante :
1
∆x
∫ ∆x/2
−∆x/2
W˜
(
x
∆t ;WL,WR
)
dx = 12 (WL +WR)−
∆t
∆x (F (WR)− F (WL)) . (9)
Cette propriété permet d’écrire le schéma (7) sous la formulation flux (3). En effet, en
procédant aux changements de variables en espace x ← x − xi− 12 et x ← x − xi+ 12 dans
les deux intégrales définissant le schéma (7), l’égalité suivante est obtenue :
Wn+1i =
1
∆x
∫ ∆x/2
0
W˜
(
x
∆t ,W
n
i−1,W
n
i
)
dx
+ 1∆x
∫ 0
−∆x/2
W˜
(
x
∆t ,W
n
i ,W
n
i+1
)
dx.
L’expression ci-dessus se réécrit de la manière suivante, en ajoutant et en ôtant l’intégrale
du solveur approché entre −∆x/2 et ∆x/2 :
Wn+1i =
1
∆x
∫ ∆x/2
0
W˜
(
x
∆t ,W
n
i−1,W
n
i
)
dx
+ 1∆x
∫ ∆x/2
−∆x/2
W˜
(
x
∆t ,W
n
i ,W
n
i+1
)
dx− 1∆x
∫ ∆x/2
0
W˜
(
x
∆t ,W
n
i ,W
n
i+1
)
dx.
La propriété de consistance intégrale (9) permet d’obtenir :
Wn+1i =
1
∆x
∫ ∆x/2
0
W˜
(
x
∆t ,W
n
i−1,W
n
i
)
dx− 1∆x
∫ ∆x/2
0
W˜
(
x
∆t ,W
n
i ,W
n
i+1
)
dx
+12
(
Wni +Wni+1
)− ∆t∆x (F (Wni+1)− F (Wni )) .
Après quelques manipulations, l’expression ci-dessus peut se réécrire sous la formulation
flux (3) avec Fi+ 12 = F(W
n
i ,W
n
i+1) pour tout i ∈ Z, où la fonction F , appelée flux numé-
rique, est définie par :
F(WL,WR) = F (WR)− ∆x2∆tWR +
1
∆t
∫ ∆x/2
0
W˜
(
x
∆t ,WL,WR
)
dx. (10)
Elle peut également être obtenue en travaillant sur des intégrales entre −∆x/2 et 0 et
admet donc la deuxième écriture qui suit :
F(WL,WR) = F (WL) + ∆x2∆tWL −
1
∆t
∫ 0
−∆x/2
W˜
(
x
∆t ,WL,WR
)
dx. (11)
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Le flux numérique doit satisfaire la propriété de consistance suivante :
F(W,W ) = F (W ),
qui, en utilisant (10) ou (11), est obtenue dès que le solveur de Riemann approché vérifie
W˜
(
x
t
,W,W
)
= W, ∀x ∈ R, t > 0.
Le développement d’un solveur de type Godunov très célèbre et particulièrement im-
portant dans les travaux présentés dans cette partie, le schéma HLL, est maintenant ex-
posé. Il a été proposé par Harten, Lax et Van-Leer dans [51] et est issu d’un solveur de
Riemann approché composé de deux ondes et d’un seul état intermédiaire constant, noté
W ∗. Les deux ondes associées à l’interface sont notées λL et λR et sont telles que λL < λR.
Le solveur, illustré sur la Figure 3.9, s’écrit :
W˜
(
x
t
;WL,WR
)
=

WL si
x
t
≤ λL,
W ∗ si λL <
x
t
≤ λR,
WR sinon.
(12)
|−∆x/2 |∆x/2
x
t
0
λL λR
WL WR
W ∗
−∆t
Figure 3.9: Solveur HLL.
L’état intermédiaire W ∗ est déterminé grâce à la propriété de consistance intégrale (9).
En effet, elle impose l’égalité suivante :
1
∆x
∫ ∆x/2
−∆x/2
W˜
(
x
∆t ;WL,WR
)
dx = 12 (WL +WR)−
∆t
∆x (F (WR)− F (WL)) .
Or, en utilisant la forme du solveur (12), cette intégrale s’écrit également :
1
∆x
∫ ∆x/2
−∆x/2
W˜
(
x
∆t ;WL,WR
)
dx = 12 (WL +WR)−
∆t
∆x (λRWR − λLWL − (λR − λL)W
∗) .
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La consistance intégrale (9) impose alors la définition suivante de l’état intermédiaire W ∗ :
W ∗ = λRWR − λLWL
λR − λL −
F (WR)− F (WL)
λR − λL . (13)
En injectant (13) dans la forme générique du flux numérique (10) (ou (11)), la discrétisa-
tion peut s’écrire sous forme de formulation flux (3) avec le flux numérique suivant :
F (WL,WR) =

F (WL) si 0 < λL,
F ∗ si λL ≤ 0 < λR,
F (WR) si λR ≤ 0,
(14)
où
F ∗ = λRF (WL)− λLF (WR)
λR − λL +
λLλR
λR − λL (WR −WL) . (15)
Ce schéma est à la base de toutes les méthodes numériques présentées dans cette partie.
Le plan de cette deuxième partie est le suivant.
Dans le Chapitre 4, une extension aux équations de Saint-Venant (2.12) de la méthode
introduite par Berthon et Turpault dans [13] est proposée. Dans cet article, les auteurs dé-
veloppent des schémas préservant l’asymptotique dans le cas où l’opérateur de dérivation
dans la limite de diffusion est linéaire. Ce n’est pas le cas pour la limite diffusive des équa-
tions de Saint-Venant, comme cela est mentionné dans le Chapitre 2. L’objet de ce chapitre
est donc d’adapter la méthode, qui se fonde sur l’ajout d’un paramètre supplémentaire ser-
vant à contrôler la viscosité numérique dans une discrétisation HLL, à ce modèle.
Le Chapitre 5 traite d’une méthode de construction différente. L’idée de base est de
préserver les états stationnaires du modèle hyperbolique, c’est-à-dire de déterminer une
méthode exacte pour les solutions indépendantes du temps. Elle a été proposée dans [70]
pour les équations de Saint-Venant avec terme source de friction de Manning (2.12). Dans
ce chapitre il est montré que, grâce à une modification assez simple ne perturbant pas la
préservation des états stationnaires, la discrétisation ainsi obtenue préserve la limite de
diffusion. C’est un résultat fondamental puisque le schéma n’est pas initialement construit
dans ce but. Ensuite, la méthode pour conserver les états stationnaires est appliquée au
p-système (2.3) et au modèle M1 (2.19). Il est établi, ici encore, que les discrétisations ainsi
construites préservent la limite de diffusion.
Pour finir, le Chapitre 6 est consacré à des illustrations numériques des deux méthodes
proposées dans les Chapitres 4 et 5 pour chacun des trois modèles mentionnés. L’impli-
citation du schéma développé dans le Chapitre 4 pour les équations de Saint-Venant est
nécessaire et des explications sur la manière de l’implémenter sont proposées. De plus,
des discussions sur les ordres de convergence en espace des schémas sont données.
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4
Méthode de perturbation HLL par
correction visqueuse
Ce chapitre est dédié au développement de schémas dérivés du schéma HLL, capables
de préserver l’asymptotique de diffusion. Ces travaux sont fondés sur les discrétisations
proposées par Berthon et Turpault dans [13]. Leur idée consiste à considérer un schéma
HLL modifié, dans lequel la discrétisation du terme source est injectée, puis à y ajouter un
paramètre additionnel, jouant le rôle de degré de liberté supplémentaire. Ce paramètre
permet une maîtrise de la viscosité numérique, qui devient dominante dans le régime
asymptotique. Il est fixé de sorte que cette diffusion numérique coïncide avec une discréti-
sation de la diffusion intervenant dans l’équation limite associée au modèle hyperbolique.
Le schéma ainsi développé est préserve alors l’asymptotique par construction.
Dans la section 4.1, la discrétisation HLL modifiée pour y inclure le terme source est
exposée.
Ensuite, dans la section 4.2, la méthode introduite dans [13] est présentée plus en
détails et un résultat de stabilité, également proposé dans [13], est exposé.
La section 4.3 concerne le cas du p-système pour lequel il n’est pas nécessaire d’ajouter
de paramètre supplémentaire dans le schéma exposé en Section 4.1 pour préserver la
limite de diffusion. La démonstration de la préservation de l’asymptotique est effectuée à
l’aide de développements de Chapman-Enskog.
À l’opposé, la section 4.4 concerne le modèle M1, pour lequel il est indispensable
d’ajouter un paramètre supplémentaire pour retrouver la limite de diffusion correcte. La
préservation de l’asymptotique est démontré à l’aide, ici encore, de développements de
Chapman-Enskog.
Enfin, dans la section 4.5, l’objet principal d’intérêt de ce chapitre est présenté. Il s’agit
de l’extension de la méthode aux équations de Saint-Venant. Celle-ci n’est pas triviale
puisque le terme source quadratique, impliquant un opérateur de dérivation très non li-
néaire dans l’équation de diffusion, impose un changement d’échelle différent de celui ha-
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bituel pour cette méthode. Des propositions pour adapter la méthode à ce type de terme
source sont proposées dans [34, 65]. L’adaptation exposée ici permet de garder une forme
très proche du schéma proposé dans [13] pour les termes sources linéaires. Une implicita-
tion du schéma hyperbolique et du schéma limite est ensuite donnée. En effet, le schéma
pour la limite diffusive qui a été choisi est soumis à une condition CFL très restrictive et
l’implicitation est nécessaire. Il faut toutefois préciser que le schéma hyperbolique impli-
cite établi est toujours soumis à une restriction sur le pas de temps dépendant de ε car
la jacobienne à inverser devient singulière quand ε tend vers zéro. Ces préoccupations
numériques sont traitées dans le Chapitre 6.
4.1 Schéma HLL avec inclusion de la discrétisation du terme
source
Pour commencer, le système hyperbolique avec terme source étudié est introduit en
utilisant le formalisme (2.1) présenté dans le Chapitre 2. Il s’écrit :
∂tW + ∂xF (W ) = σ (R(x,W )−W ) , ∀(x, t) ∈ R× R+, (4.1)
où W (x, t) ∈ RN désigne le vecteur des inconnues appartenant à l’ensemble convexe
Ω ⊂ RN . La fonction F (W ) ∈ RN désigne le flux. Le terme source est écrit de façon à
exhiber le paramètre σ, qui contrôle, avec le temps t, le régime des solutions considéré.
C’est pourquoi la fonction R(x,W ) ∈ RN ne dépend pas de σ.
Un maillage uniforme composé des cellules (xi−1/2, xi+1/2)i∈Z de taille constante ∆x
est considéré. Pour la discrétisation temporelle, l’incrément de temps est noté ∆t et tn =
n∆t pour tout n ∈ N.
La discrétisation présentée ici, introduite dans [18], permet d’inclure la discrétisation
du terme source dans le solveur HLL en ajoutant dans ce dernier de la viscosité numérique
additionnelle. Pour ce faire, les auteurs proposent de modifier le solveur de Riemann ap-
proché (12) en ajoutant une onde stationnaire (de vitesse nulle) de la manière suivante :
W˜
(
x
t
,WL,WR
)
=

WL si
x
t
≤ λL,
W ∗L si min(λL, 0) <
x
t
≤ min(λR, 0),
W ∗R si max(λL, 0) <
x
t
≤ max(λR, 0),
WR si λR <
x
t
,
(4.2)
où les états intermédiaires s’écrivent :
W ∗L = α˜W ∗ + (1− α˜)R
(
0−,WL
)
,
W ∗R = α˜W ∗ + (1− α˜)R
(
0+,WR
)
,
(4.3)
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avec W ∗ l’état intermédiaire du solveur HLL, donné par (13), et où
R(0±,W ) = lim
x→0±
R(x,W ).
Le coefficient α˜ intervenant dans les états intermédiaires est un paramètre compris entre
0 et 1, supposé consistant avec 1 quand ∆x tend vers zéro. La proposition faite dans [13]
est la suivante :
α˜ = λR − λL
λR − λL + σ∆x. (4.4)
Des illustrations du solveur (4.2) sont présentées en Figure 4.1 pour deux configurations
d’ondes différentes.
|−∆x/2 |∆x/2
x
t
0
λL λR
WL WR
W ∗L W
∗
R
−∆t
|−∆x/2 |∆x/2
x
t
0
λL λR
WL
WR
W ∗R
−∆t
Figure 4.1: Solveur HLL perturbé
L’état mis à jour Wn+1i est obtenu en injectant le solveur de Riemann approché (4.2)
aux interfaces xi− 12 et xi+ 12 puis en intégrant sur la maille Ki :
Wn+1i =
1
∆x
∫ ∆x/2
0
W˜
(
x
∆t ,W
n
i−1,W
n
i
)
dx+
∫ 0
−∆x/2
W
(
x
∆t ,W
n
i ,W
n
i+1
)
dx.
En utilisant la forme du solveur (4.2), le schéma ci-dessus se réécrit :
Wn+1i = Wni +
∆t
∆x
(
min(0, λL
i+ 12
)
(
Wni −WL∗i+ 12
)
+ min(0, λR
i+ 12
)
(
WL∗
i+ 12
−Wni+1
)
+ max(0, λL
i− 12
)
(
Wni−1 −WR∗i− 12
)
+ max(0, λR
i− 12
)
(
WR∗
i− 12
−Wni
))
.
Il suffit alors d’injecter dans l’expression ci-dessus la définition des états intermédiaires
(4.3) et d’utiliser les formules suivantes reliant le flux HLL F ∗ donné par (15) à l’état
intermédiaire HLL W ∗ donné par (13) :
λL (W ∗ −WL) = F ∗ − FL et λR (W ∗ −WR) = F ∗ − FR,
89
Chapitre 4 – Méthode de perturbation HLL par correction visqueuse
pour obtenir le schéma suivant :
Wn+1i = Wni +
∆t
∆x
[
−
(
α˜i+ 12
(
F ∗
i+ 12
− Fni
)
+
(
1− α˜i+ 12
)
λL
i+ 12
(
R
(
x−
i+ 12
,Wni
)
−Wni
))
1λL
i+12
<0
+
(
α˜i+ 12
(
F ∗
i+ 12
− Fni+1
)
+
(
1− α˜i+ 12
)
λR
i+ 12
(
R
(
x−
i+ 12
,Wni
)
−Wni+1
))
1λR
i+12
<0
−
(
α˜i− 12
(
F ∗
i− 12
− Fni−1
)
+
(
1− α˜i− 12
)
λL
i− 12
(
R
(
x+
i− 12
,Wni
)
−Wni−1
))
1λL
i− 12
>0
+
(
α˜i− 12
(
F ∗
i− 12
− Fni
)
+
(
1− α˜i− 12
)
λR
i− 12
(
R
(
x+
i− 12
,Wni
)
−Wni
))
1λR
i− 12
>0
]
,
où Fni = F (Wni ). En utilisant l’expression du flux numérique F du schéma HLL (14), le
schéma complet s’écrit de la façon suivante :
Wn+1i = Wni −
∆t
∆x
(
α˜i+ 12
F (Wni ,Wni+1)− α˜i− 12F (Wni−1,Wni ))
+∆t
(1− α˜i+ 12
∆x S
−
i+ 12
+
1− α˜i− 12
∆x S
+
i− 12
)
,
(4.5)
avec
S−
i+ 12
= min(0, λL
i+ 12
)
(
Wni −R
(
x−
i+ 12
,Wni
))
+ min(0, λR
i+ 12
)
(
R
(
x−
i+ 12
,Wni
)
−Wni+1
)
− Fni ,
S+
i− 12
= max(0, λL
i− 12
)
(
Wni−1 −R
(
x+
i− 12
,Wni
))
+ max(0, λR
i− 12
)
(
R
(
x+
i− 12
,Wni
)
−Wni
)
+ Fni .
(4.6)
De par sa définition (4.4), α˜ coïncide avec 1 à l’ordre zéro en ∆x. Le flux du schéma ci-
dessus est donc consistant avec le flux du schéma HLL. De plus, les auteurs de [13] ont
montré à l’aide de développements de Taylor que, avec le choix (4.4) pour α˜, le deuxième
terme de (4.5) est consistant avec le terme source appliqué à l’état dans la cellule considé-
rée S(Wni ) dans le cas d’un coefficient σ constant.
Dans toutes les applications présentées par la suite, les pentes utilisées sont systémati-
quement symétriques autour de zéro :
λR = −λL = λ > 0,
et le paramètre σ ainsi que la fonction R ne dépendent pas de la variable d’espace x.
Ces hypothèses se justifient par soucis de clarté mais tous les résultats présentés dans ce
chapitre restent vrais dans le cadre général. Dans ce cadre simplifié, les discrétisations du
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terme source (4.6) s’écrivent :
S−
i+ 12
=λi+ 12 (R (W
n
i )−Wni )− F (Wni ),
S+
i− 12
=λi− 12 (R (W
n
i )−Wni ) + F (Wni ),
(4.7)
et le paramètre α˜ donné par (4.4) devient :
α˜ = 2λ2λ+ σ∆x.
Il est à noter que α˜, défini ci-dessus, vérifie l’égalité suivante :
1− α˜
∆x =
σ
2λα˜,
et que, avec les pentes symétriques, le flux intermédiaire HLL s’écrit :
F ∗ = 12 (F (WL) + F (WR))−
λ
2 (WR −WL) .
En considérant les deux expressions ci-dessus, le schéma (4.5) admet finalement l’écriture
simplifiée suivante :
Wn+1i = Wni −
∆t
2∆x
(
α˜i+ 12
(
Fni+1 − Fni
)
+ α˜i− 12
(
Fni − Fni−1
))
+ ∆t2∆x
(
α˜i+ 12
λi+ 12
(
Wni+1 −Wni
)− α˜i− 12λi− 12 (Wni −Wni−1))
+ σ∆t2
(
α˜i+ 12
+ α˜i− 12
)
(R (Wni )−Wni ) .
(4.8)
La méthode pour construire un schéma préservant l’asymptotique à partir du schéma
(4.8) est maintenant exposée.
4.2 Description de la méthode
L’idée des auteurs de [13] est d’utiliser le schéma HLL perturbé pour inclure le terme
source (4.5) sur le système suivant, équivalent à (4.1) :
∂tW + ∂xF (W ) = (σ + σ)
(
R(x,W )−W
)
, ∀(x, t) ∈ R× R+, (4.9)
où σ est un paramètre additionnel vérifiant σ + σ ≥ 0. Le terme source a été modifié et
s’écrit maintenant avec R dont la définition est la suivante :
R(x,W ) = σ
σ + σR(x,W ) +
σ
σ + σW. (4.10)
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La discrétisation de (4.9) donnée par le schéma HLL perturbé (4.5) s’écrit de la façon
suivante :
Wn+1i = Wni −
∆t
∆x
(
αi+ 12
F (Wni ,Wni+1)− αi− 12F (Wni−1,Wni ))
+∆t
(1− αi+ 12
∆x S
−
i+ 12
+
1− αi− 12
∆x S
+
i− 12
)
,
(4.11)
où F désigne le flux numérique HLL défini par (14) et où le paramètre α est maintenant
donné par :
α = λR − λL
λR − λL + (σ + σ) ∆x,
et dépend donc de σ. Il est important de noter que le paramètre α peut toujours dépendre,
lui, de la variable d’espace x. En effet, puisque le paramètre σ est fixé pour que le régime
diffusif du schéma coïncide avec une discrétisation de l’équation de diffusion, il peut dé-
pendre des états de part et d’autre de l’interface à laquelle il est lié, et donc de x. La
distinction entre α˜ et α est effectuée puisque α˜ est utilisé dans le schéma HLL perturbé
(4.5), tandis que α est utilisé dans le schéma (4.11), désormais appelé schéma HLL consis-
tant à la limite.
De plus, les discrétisations du terme source s’écrivent :
S−
i+ 12
= min(0, λL
i+ 12
)
(
Wni −R
(
x−
i+ 12
,Wni
))
+ min(0, λR
i+ 12
)
(
R
(
x−
i+ 12
,Wni
)
−Wni+1
)
− F (Wni ),
S+
i− 12
= max(0, λL
i− 12
)
(
Wni−1 −R
(
x+
i− 12
,Wni
))
+ max(0, λR
i− 12
)
(
R
(
x+
i− 12
,Wni
)
−Wni
)
+ F (Wni ).
En travaillant de la même façon qu’avec le schéma HLL perturbé (4.8) et en utilisant la
définition de R donnée par (4.10), les pentes symétriques ainsi que σ et R indépendants
de x permettent de réécrire le schéma (4.11) comme suit :
Wn+1i = Wni −
∆t
2∆x
(
αi+ 12
(
Fni+1 − Fni
)
+ αi− 12
(
Fni − Fni−1
))
+ ∆t2∆x
(
αi+ 12
λi+ 12
(
Wni+1 −Wni
)− αi− 12λi− 12 (Wni −Wni−1))
+ σ∆t2
(
αi+ 12
+ αi− 12
)
(R (Wni )−Wni ) ,
(4.12)
avec
α = 2λ2λ+ (σ + σ) ∆x.
Le but de la méthode étant d’obtenir un schéma préservant l’asymptotique, le paramètre
supplémentaire σ doit être fixé de sorte que le régime diffusif de (4.12) coïncide avec une
discrétisation de l’équation de diffusion. Pour ce faire, il suffit d’injecter le changement
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d’échelle du temps et du paramètre σ dans (4.12) puis de faire tendre ε vers zéro pour
obtenir le schéma limite. Ensuite, un schéma pour l’équation de diffusion est choisit, puis
σ est fixé pour que les deux schémas soient les mêmes. Il peut alors être fonction des
discrétisations des deux côtés de l’interface associée :
σ = σ(WL,WR),
d’où sa dépendance potentielle en la variable d’espace x.
Les auteurs de [13] ont obtenu un résultat de robustesse rappelé dans le théorème
suivant.
Théorème 4.2.1. Dès que les discrétisations (Wni )i∈Z au temps tn appartiennent à l’en-
semble convexe des états admissibles Ω et que la condition CFL suivante est vérifiée :
λi+ 12
∆t
∆x ≤
1
2 , ∀ i ∈ Z, (4.13)
les discrétisations (Wn+1i )i∈Z au temps tn+1 obtenues par le schéma (4.12) appartiennent
également à Ω.
Le lecteur peut se référer à [13] pour la preuve, qui utilise la forme convexe des états
intermédiaires du solveur de Riemann utilisé.
Dans la prochaine section, il est établi que le schéma (4.8) pour le p-système préserve
l’asymptotique et qu’il n’est pas nécessaire d’y injecter le paramètre additionnel σ.
4.3 La question du p-système
Ce système, présenté dans le Chapitre 2, s’écrit de la manière suivante :{
∂tτ − ∂xu = 0,
∂tu+ ∂xp(τ) = −σu,
∀ (t, x) ∈ R+ × R, (4.14)
c’est-à-dire dans le formalisme (4.1) avec :
W = t (τ, u) , F (W ) = t (−u, p(τ)) et R(W ) = t (τ, 0) .
La variable τ > 0 désigne le volume spécifique du gaz et u sa vitesse. La pression p est
décroissante pour assurer l’hyperbolicité du système et les valeurs propres de la jacobienne
du flux sont données par λ = ±√−p′(τ). Le modèle présenté ici est celui où la friction σ
ne dépend pas de l’espace. La limite de diffusion de ce problème correspond à l’équation
des milieux poreux rappelée ici :
∂tτ +
1
σ
∂xxp(τ) = 0, ∀ (t, x) ∈ R+ × R, (4.15)
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et son équilibre local est le suivant :
u = − 1
σ
∂xp(τ), ∀ (t, x) ∈ R+ × R. (4.16)
Les vitesses d’onde utilisées sont choisies de sorte que le cône qu’elles forment contienne
les valeurs propres de la jacobienne du flux pour les états des deux côtés de l’interface
considérée. Elles sont choisies symétriques autour de zéro et sont données par :
λ := λR = max
(√
−p′(τL),
√
−p′(τR)
)
= −λL > 0. (4.17)
Le schéma HLL perturbé (4.8) pour le p-système (4.14), après changement d’échelle du
temps ∆t← ∆t/ε et de la friction σ ← σ/ε, s’écrit :
τn+1i = τni +
∆t
2ε∆x
(
α˜ε
i+ 12
(
uni+1 − uni
)
+ α˜ε
i− 12
(
uni − uni−1
))
+ ∆t2ε∆x
(
α˜ε
i+ 12
λi+ 12
(
τni+1 − τni
)− α˜ε
i− 12
λi− 12
(
τni − τni−1
))
,
un+1i = uni −
∆t
2ε∆x
(
α˜ε
i+ 12
(
p(τni+1)− p(τni )
)
+ α˜ε
i− 12
(
p(τni )− p(τni−1)
))
+ ∆t2ε∆x
(
α˜ε
i+ 12
λi+ 12
(
uni+1 − uni
)− α˜ε
i− 12
λi− 12
(
uni − uni−1
))
− σ∆t2ε2
(
αε
i+ 12
+ αε
i− 12
)
uni ,
(4.18)
où le paramètre α˜ε est défini comme suit, sans degré de liberté additionnel σ :
α˜ε = 2λε2λε+ σ∆x. (4.19)
Théorème 4.3.1. (limite correcte) Quand ε tend vers zéro, les discrétisations définies
par (4.18) vérifient l’équation de diffusion discrète suivante :
τn+1i = τni +
∆t
σ∆x2
(
λ2
i+ 12
(
τni+1 − τni
)− λ2
i− 12
(
τni − τni−1
))
. (4.20)
Remarque 5. La discrétisation limite obtenue (4.20) est consistante avec l’équation de
diffusion (4.15). En effet, par la définition des pentes (4.17), la quantité
λ2
i+ 12
(
τni+1 − τni
)− λ2
i− 12
(
τni − τni−1
)
σ∆x2 ,
est consistante avec ∂x(−p′(τ)∂xτ)/σ, c’est-à-dire avec −∂xxp(τ)/σ dans le cas de solutions
régulières.
Démonstration. La démonstration s’effectue à l’aide de développements de Chapman-
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Enskog des discrétisations :
τni = τ
0,n
i +O(ε), et uni = u0,ni +O(ε). (4.21)
En notant que la quantité p(τni ) admet le développement suivant :
p(τni ) = p(τ
0,n
i ) +O(ε),
et, en injectant (4.21) dans la seconde équation de (4.18), l’égalité suivante est obtenue :
u0,n+1i = u
0,n
i −
∆t
2ε∆x
(
α˜ε
i+ 12
(
p(τ0,ni+1)− p(τ0,ni ) +O(ε)
)
+α˜ε
i− 12
(
p(τ0,ni )− p(τ0,ni−1) +O(ε)
))
+ ∆t2ε∆x
(
α˜ε
i+ 12
λi+ 12
(
u0,ni+1 − u0,ni +O(ε)
)
−α˜i− 12λ
ε
i− 12
(
u0,ni − u0,ni−1 +O(ε)
))
− σ∆t2ε2
(
αε
i+ 12
+ αε
i− 12
)(
u0,ni +O(ε)
)
+O(ε).
(4.22)
La définition de α˜ε (4.19) fournit immédiatement :
lim
ε→0
α˜ε
ε
= 2λ
σ∆x. (4.23)
Ainsi, le terme dominant de l’équation (4.22) quand ε tend vers zéro est le dernier, ce qui
donne :
u0,ni = 0, pour tout i ∈ Z, n ∈ N.
Le terme d’ordre zéro dans le développement de Chapman-Enskog de la vitesse est donc
nul et les développements asymptotiques (4.21) s’écrivent alors :
τni = τ
0,n
i +O(ε), et uni = ε
(
u1,ni +O(ε)
)
. (4.24)
En utilisant les développements (4.24), la première équation du schéma (4.18) s’écrit :
τ0,n+1i = τ
0,n
i +
∆t
2∆x
(
α˜ε
i+ 12
(
u1,ni+1 − u1,ni +O(ε)
)
+α˜ε
i− 12
(
u1,ni − u1,ni−1 +O(ε)
))
+ ∆t2ε∆x
(
α˜ε
i+ 12
λi+ 12
(
τ0,ni+1 − τ0,ni +O(ε)
)
−α˜ε
i− 12
λi− 12
(
τ0,ni − τ0,ni−1 +O(ε)
))
+O(ε).
En faisant tendre ε vers zéro dans l’équation ci-dessus et en utilisant l’expression de la
limite de α˜εε donnée par (4.23), le résultat attendu (4.20) est obtenu.
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Il est à noter que, à la limite, la deuxième expression de (4.18) est bien consistante avec
l’équilibre local (4.16). En effet, en considérant les développements de Chapman-Enskog
(4.24), la deuxième équation de (4.18) s’écrit :
εu1,n+1i = εu
1,n
i −
∆t
2ε∆x
(
α˜ε
i+ 12
(
p(τ0,ni+1)− p(τ0,ni )
)
+ α˜ε
i− 12
(
p(τ0,ni )− p(τ0,ni−1)
)
+O(ε)
)
+ ∆t2∆x
(
α˜ε
i+ 12
λi+ 12
(
u1,ni+1 − u1,ni
)
− α˜ε
i− 12
λi− 12
(
u1,ni − u1,ni−1
))
− σ∆t2ε
(
αε
i+ 12
+ αε
i− 12
)(
u1,ni +O(ε)
)
+O(ε).
En utilisant la limite de la quantité α
ε
ε donnée par (4.23), la limite de l’équation ci-dessus
est la suivante :
u1,ni = −
1
2σ∆x
 2λi+ 12
λi+ 12
+ λi− 12
(
p(τ0,ni+1)− p(τ0,ni )
)
+
2λi− 12
λi+ 12
+ λi− 12
(
p(τ0,ni )− p(τ0,ni−1)
) ,
qui est bien une discrétisation de l’équilibre local (4.16).
Le résultat de cette section montre que l’ajout d’un paramètre additionnel σ pour ob-
tenir un schéma préservant l’asymptotique n’est pas systématiquement nécessaire. Cepen-
dant, le cas du p-système reste isolé et, en général, le schéma (4.8) ne préserve pas la limite
diffusive. En effet, dans la suite, ce schéma est appliqué au modèle M1 et il est montré que
l’ajout d’un paramètre supplémentaire est indispensable pour retrouver une discrétisation
correcte de la limite diffusive.
4.4 Application au modèle M1
Ce système, également présenté dans le Chapitre 2, s’écrit de la manière suivante :
∂tE + ∂xF = 0,
∂tF + c2∂x
(
Eχ
(
F
cE
))
= −cσF, ∀ (t, x) ∈ R+ × R, (4.25)
c’est-à-dire dans le formalisme (4.1) avec
W = t (E,F ) , F (W ) = t
(
F, c2Eχ
(
F
cE
))
et R(W ) = t (E, (1− c)F ) .
La variable E > 0 désigne l’énergie radiative et F le flux radiatif. La fonction χ, appelée
facteur d’Eddington, s’écrit :
χ(f) = 3 + 4f
2
5 + 2
√
4− 3f2 ∀ f ∈
]
−2/√3, 2/√3
[
. (4.26)
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Le modèle présenté ici est celui où le paramètre d’opacité σ ne dépend pas de l’espace. La
limite de diffusion de ce problème correspond à l’équation de la chaleur rappelée ici :
∂tE − c3σ∂xxE = 0, ∀ (t, x) ∈ R+ × R, (4.27)
et son équilibre local est le suivant :
F = − c3σ∂xE, ∀ (t, x) ∈ R+ × R. (4.28)
En accord avec les vitesses d’onde utilisées dans [13, 16], λL et λR sont choisies constantes
égales à ±c et sont donc bien symétriques autour de zéro.
Dans cette partie, les deux résultats proposés dans [13] pour le modèle M1 sont rappe-
lés. Le premier concerne la non préservation de la limite diffusive du schéma HLL perturbé
(4.8) tandis que le deuxième donne une définition du paramètre additionnel σ pour obte-
nir la préservation de l’asymptotique par le schéma (4.12).
Le schéma HLL perturbé (4.8) pour le modèle M1 (4.25), après changement d’échelle
du temps ∆t← ∆t/ε et de l’opacité σ ← σ/ε, s’écrit :
En+1i = Eni −
∆tα˜ε
2ε∆x
(
Fni+1 − Fni−1
)
+ c∆tα˜
ε
2ε∆x
(
Eni+1 − 2Eni + Eni−1
)
,
Fn+1i = Fni −
c2∆tα˜ε
2ε∆x
(
Eni+1φ
n
i+1 − Eni−1φni−1
)
+ c∆tα˜
ε
2ε∆x
(
Fni+1 − 2Fni + Fni−1
)− cσ∆tα˜ε
ε2
Fni ,
(4.29)
où (φni )ni défini par
φni = χ
(
Fni
cEni
)
, (4.30)
a été introduit afin d’alléger les notations. Le paramètre α˜ε est défini constant comme suit,
sans degré de liberté additionnel σ :
α˜ε = 2cε2cε+ σ∆x. (4.31)
Théorème 4.4.1. (limite incorrecte) Quand ε tend vers zéro, les discrétisations définies
par (4.29) vérifient l’équation de diffusion discrète suivante :
En+1i = Eni +
c2∆t
σ∆x2
(
Eni+1 − 2Eni + Eni−1
)
. (4.32)
Remarque 6. La discrétisation limite obtenue (4.32) n’est pas consistante avec l’équation
de diffusion (4.27) puisque le coefficient de diffusion est −c2/σ et non −c/(3σ).
Démonstration. La démonstration s’effectue à l’aide de développements de Chapman-
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Enskog des discrétisations :
Eni = E
0,n
i +O(ε) et Fni = F 0,ni +O(ε), (4.33)
où l’ordre zéro de l’énergie radiative E0,ni est supposé strictement positif pour tout i ∈ Z,
n ∈ N, comme l’énergie radiative globale Eni l’est. Ainsi, le développement de (φni ), défini
par (4.30), est le suivant :
φni = φ
0,n
i +O(ε), avec φ0,ni = χ
(
F 0,ni
cE0,ni
)
. (4.34)
En injectant les développements (4.33) et (4.34), la deuxième équation de (4.29) devient :
F 0,n+1i = F
0,n
i −
c2∆tα˜ε
2ε∆x
(
E0,ni+1φ
0,n
i+1 − E0,ni−1φ0,ni−1 +O(ε)
)
+ c∆tα˜
ε
2ε∆x
(
F 0,ni+1 − 2F 0,ni + F 0,ni−1 +O(ε)
)
− cσ∆tα˜
ε
ε2
(
F 0,ni +O(ε)
)
+O(ε).
(4.35)
La définition de α˜ε donnée par (4.31) fournit immédiatement :
lim
ε→0
α˜ε
ε
= 2c
σ∆x. (4.36)
Ainsi, le terme dominant de l’équation (4.35) quand ε tend vers zéro est le dernier, ce qui
donne :
F 0,ni = 0, pour tout i ∈ Z, n ∈ N.
Le terme d’ordre zéro dans le développement de Chapman-Enskog du flux radiatif est donc
nul et les développements asymptotiques (4.33) s’écrivent alors :
Eni = E
0,n
i +O(ε) et Fni = ε
(
F 1,ni +O(ε)
)
. (4.37)
En utilisant les développements (4.37), la première équation du schéma (4.29) devient :
E0,n+1i = E
0,n
i −
∆tα˜ε
2∆x
(
F 1,ni+1 − F 1,ni−1 +O(ε)
)
+ c∆tα˜
ε
2ε∆x
(
E0,ni+1 − 2E0,ni + E0,ni−1 +O(ε)
)
+O(ε).
(4.38)
En faisant tendre ε vers zéro dans l’équation ci-dessus et en utilisant l’expression de la
limite de α˜εε donnée par (4.36), le résultat attendu (4.32) est obtenu.
Ainsi, le schéma HLL perturbé (4.8) ne préserve pas, cette fois-ci, l’asymptotique. Il est
donc nécessaire ici d’utiliser la méthode décrite dans la section 4.2. Le schéma (4.12) pour
le modèle M1 (4.25), après changement d’échelle du temps ∆t ← ∆t/ε et de l’opacité
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σ ← σ/ε, s’écrit de la façon suivante :
En+1i = Eni −
∆t
2ε∆x
(
αε
i+ 12
(
Fni+1 − Fni
)
+ αε
i− 12
(
Fni − Fni−1
))
+ c∆t2ε∆x
(
αε
i+ 12
(
Eni+1 − Eni
)− αε
i− 12
(
Eni − Eni−1
))
,
Fn+1i = Fni −
c2∆t
2ε∆x
(
αε
i+ 12
(
Eni+1φ
n
i+1 − Eni φni
)
+ αε
i− 12
(
Eni φ
n
i − Eni−1φni−1
))
+ c∆t2ε∆x
(
αε
i+ 12
(
Fni+1 − Fni
)− αε
i− 12
(
Fni − Fni−1
))
− cσ∆t2ε2
(
αε
i+ 12
+ αε
i− 12
)
Fni ,
(4.39)
où la variable φ est définie par (4.30) et le paramètre αε est défini par :
αε = 2cε2cε+ (σ + σ) ∆x. (4.40)
Théorème 4.4.2. (limite correcte) Si le paramètre σ est fixé comme suit :
σ = (3c− 1)σ, (4.41)
alors, quand ε tend vers zéro, les discrétisations définies par (4.39) vérifient l’équation de
diffusion discrète suivante :
En+1i = Eni +
c∆t
3σ∆x2
(
Eni+1 − 2Eni + Eni−1
)
. (4.42)
Remarque 7. Dans ce cas particulier, puisque le coefficient σ est choisi indépendant de
l’espace, le paramètre additionnel αε est également indépendant de l’espace.
Remarque 8. En considérant σ donné par (4.41), la quantité σ + σ est bien strictement
positive.
Remarque 9. L’expression (4.42) est bien consistante avec l’équation de diffusion (4.27).
Bien entendu, cette discrétisation asymptotique a été choisie en amont puis le paramètre
σ a été fixé pour que la limite du schéma (4.39) coïncide avec cette discrétisation.
Démonstration. La démonstration s’effectue à l’aide des développements de Chapman-
Enskog suivants :
Eni = E
0,n
i +O(ε) et Fni = F 0,ni +O(ε), (4.43)
où l’ordre zéro de l’énergie radiative E0,ni est supposé strictement positif pour tout i ∈ Z,
n ∈ N, comme l’énergie radiative globale Eni l’est. Ainsi, le développement de (φni ), défini
par (4.30), est le suivant :
φni = φ
0,n
i +O(ε), avec φ0,ni = χ
(
F 0,ni
cE0,ni
)
. (4.44)
99
Chapitre 4 – Méthode de perturbation HLL par correction visqueuse
En injectant les développements (4.43) et (4.44), la deuxième équation de (4.39) devient :
F 0,n+1i = F
0,n
i −
c2∆tαε
2ε∆x
(
E0,ni+1φ
0,n
i+1 − E0,ni−1φ0,ni−1 +O(ε)
)
+ c∆tα
ε
2ε∆x
(
F 0,ni+1 − 2F 0,ni + F 0,ni−1 +O(ε)
)
− cσ∆tα
ε
ε2
(
F 0,ni +O(ε)
)
+O(ε).
(4.45)
Le paramètre αε ne dépend pas de l’espace puisque σ donné par (4.41) ne dépend pas de
l’espace. La définition de αε donnée par (4.40) et celle de σ (4.41) fournissent immédiate-
ment :
lim
ε→0
αε
ε
= 23σ∆x. (4.46)
Ainsi, αεε admet une limite non nulle et le terme dominant de l’équation (4.45) quand ε
tend vers zéro est le dernier. Sa limite s’écrit alors :
F 0,ni = 0, pour tout i ∈ Z, n ∈ N.
Le terme d’ordre zéro dans le développement de Chapman-Enskog du flux radiatif est donc
nul et les développements asymptotiques (4.43) s’écrivent alors :
Eni = E
0,n
i +O(ε) et Fni = ε
(
F 1,ni +O(ε)
)
. (4.47)
Concernant (φni ) donné par (4.30), son développement s’écrit maintenant :
φni =
1
3 +O(ε), (4.48)
car χ(0) = 13 par la définition (4.26). En utilisant les développements (4.47), la première
équation du schéma (4.39) s’écrit :
E0,n+1i = E
0,n
i −
∆tαε
2∆x
(
F 1,ni+1 − F 1,ni−1 +O(ε)
)
+ c∆tα
ε
2ε∆x
(
E0,ni+1 − 2E0,ni + E0,ni−1 +O(ε)
)
+O(ε).
(4.49)
En faisant tendre ε vers zéro dans l’équation ci-dessus et en utilisant l’expression de la
limite de αεε donnée par (4.46), le résultat attendu (4.42) est obtenu.
Il est à noter que, à la limite, la deuxième équation de (4.39) est également consistante
avec l’équilibre local (4.28). En effet, en considérant les développements de Chapman-
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Enskog (4.47) et (4.48), la deuxième équation de (4.39) s’écrit :
εF 1,n+1i = εF
1,n
i −
c2∆tαε
2ε∆x
(1
3E
0,n
i+1 −
1
3E
0,n
i−1 +O(ε)
)
+ c∆tα
ε
2∆x
(
F 1,ni+1 − 2F 1,ni + F 1,ni−1 +O(ε)
)
− cσ∆tα
ε
ε
(
F 1,ni +O(ε)
)
+O(ε2).
En utilisant la limite non nulle de la quantité α
ε
ε donnée par (4.46), la limite de l’équation
ci-dessus est la suivante :
F 1,ni =−
c
3σ
E0,ni+1 − E0,ni−1
2∆x ,
qui est bien une discrétisation consistante avec l’équilibre local (4.28).
L’extension de la méthode issue de [13] pour les équations de Saint-Venant est main-
tenant proposée. La difficulté réside dans le changement d’échelle différent de la friction.
4.5 Extension aux équations de Saint-Venant
Dans cette partie, l’extension des travaux issus de [13] aux équations de Saint-Venant
est proposée. Comme présenté dans le Chapitre 2, les équations de Saint-Venant s’écrivent :
∂th+ ∂xq = 0,
∂tq + ∂x
(
q2
h
+ gh
2
2
)
= −kq|q|h−η, ∀ (x, t) ∈ R× R
+, (4.50)
c’est-à-dire dans le formalisme (4.1) avec :
W = t (h, q) , F (W ) = t
(
q,
q2
h
+ gh
2
2
)
et R(W ) = t
(
h, q − q|q|h−η) . (4.51)
La variable h > 0 désigne la hauteur d’eau et q son débit. Dans ce modèle, le coefficient
décrivant la raideur du terme source se note non plus σ mais k et il ne dépend toujours pas
de l’espace. La limite de diffusion de ce modèle correspond à l’équation très non linéaire
suivante :
∂th+ ∂x
−sign(∂xh)
√√√√hη
k
∣∣∣∣∣∂x
(
gh2
2
)∣∣∣∣∣
 = 0, ∀ (x, t) ∈ R× R+, (4.52)
et son équilibre local s’écrit :
q = −sign(∂xh)
√√√√hη
k
∣∣∣∣∣∂x
(
gh2
2
)∣∣∣∣∣, ∀ (x, t) ∈ R× R+. (4.53)
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Les vitesses d’onde utilisées sont choisies en fonction des valeurs propres de la jacobienne
du flux, qui valent :
λ−(W ) = q
h
−√gh et λ+(W ) = q
h
+
√
gh,
et sont choisies symétriques centrées autour de zéro comme suit :
λR = max
( |qL|
hL
+
√
ghL,
|qR|
hR
+
√
ghR
)
= −λL > 0. (4.54)
Comme observé dans le Chapitre 2, le terme source quadratique nécessite un changement
d’échelle de k en k ← k/ε2 et non k ← k/ε comme pour les deux autres systèmes étu-
diés. Cela impose également des modifications dans le schéma HLL avec perturbation. En
effet, si le schéma HLL perturbé (4.8) est appliqué directement au modèle (4.50), alors la
discrétisation s’écrit :
hn+1i = hni −
∆t
2∆x
(
α˜i+ 12
(
qni+1 − qni
)
+ α˜i− 12
(
qni − qni−1
))
+ ∆t2∆x
(
α˜i+ 12
λi+ 12
(
hni+1 − hni
)− α˜i− 12λi− 12 (hni − hni−1)) ,
qn+1i = qni −
∆t
2∆x
(
α˜i+ 12
((
(qni+1)2
hni+1
+
g(hni+1)2
2
)
−
(
(qni )2
hni
+ g(h
n
i )2
2
))
+α˜i− 12
((
(qni )2
hni
+ g(h
n
i )2
2
)
−
(
(qni−1)2
hni−1
+
g(hni−1)2
2
)))
+ ∆t2∆x
(
α˜i+ 12
λi+ 12
(
qni+1 − qni
)− α˜i− 12λi− 12 (qni − qni−1))
− k∆t2
(
α˜i+ 12
+ α˜i− 12
)
qni |qni |(hni )−η,
(4.55)
avec
α˜ = 2λ2λ+ k∆x.
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L’introduction du même changement d’échelle que celui utilisé dans le cadre continu ∆t←
∆t/ε et k ← k/ε2 permet de réécrire (4.55) de la façon suivante :
hn+1i = hni −
∆t
2ε∆x
(
α˜ε
i+ 12
(
qni+1 − qni
)
+ α˜ε
i− 12
(
qni − qni−1
))
+ ∆t2ε∆x
(
α˜ε
i+ 12
λi+ 12
(
hni+1 − hni
)− α˜ε
i− 12
λi− 12
(
hni − hni−1
))
,
qn+1i = qni −
∆t
2ε∆x
(
α˜ε
i+ 12
((
(qni+1)2
hni+1
+
g(hni+1)2
2
)
−
(
(qni )2
hni
+ g(h
n
i )2
2
))
+α˜ε
i− 12
((
(qni )2
hni
+ g(h
n
i )2
2
)
−
(
(qni−1)2
hni−1
+
g(hni−1)2
2
)))
+ ∆t2ε∆x
(
α˜ε
i+ 12
λi+ 12
(
qni+1 − qni
)− α˜ε
i− 12
λi− 12
(
qni − qni−1
))
− k∆t2ε3
(
α˜ε
i+ 12
+ α˜ε
i− 12
)
qni |qni |(hni )−η,
(4.56)
et α˜ε est défini par :
α˜ = 2λε
2
2λε2 + k∆x.
La limite de α˜
ε
ε quand ε tend vers zéro est donc nulle et, à la limite, la première équation
de (4.56) s’écrit :
hn+1i = hni , (4.57)
ce qui ne correspond pas à une discrétisation de l’équation de diffusion (4.52).
Il est alors nécessaire de procéder à une modification dans le schéma HLL perturbé.
Il s’agit de modifier le paramètre α˜ et les discrétisations du terme source (4.7) via l’ajout
d’un paramètre positif δ comme suit :
α˜ = 2λ2λ+ kδ∆x, (4.58)
et 
S−
i+ 12
=
λi+ 12
δ
(R (Wni )−Wni )− F (Wni ),
S+
i− 12
=
λi− 12
δ
(R (Wni )−Wni ) + F (Wni ).
(4.59)
Après quelques calculs, le schéma (4.8) est retrouvé :
Wn+1i = Wni −
∆t
2∆x
(
α˜i+ 12
(
Fni+1 − Fni
)
+ α˜i− 12
(
Fni − Fni−1
))
+ ∆t2∆x
(
αi+ 12
λi+ 12
(
Wni+1 −Wni
)− α˜i− 12λi− 12 (Wni −Wni−1))
+ k∆t2
(
α˜i+ 12
+ α˜i− 12
)
(R (Wni )−Wni ) ,
(4.60)
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et δ intervient uniquement dans le paramètre α˜. Puisque α˜ = 1 + O(∆x), le schéma
ci-dessus est bien consistant avec le système hyperbolique considéré (4.1), de la même
manière que l’était (4.8).
L’astuce est en fait de poser δ = ε. En effet, cela permet au coefficient α˜ d’être de
l’ordre de ε après avoir injecté le changement d’échelle de l’opacité k ← k/ε2 :
α˜ε = 2λε2λε+ k∆x. (4.61)
En utilisant (4.51), et après changement d’échelle du temps et de k, le schéma (4.60) pour
les équations de Saint-Venant (4.50) s’écrit :
hn+1i = hni −
∆t
2ε∆x
(
α˜ε
i+ 12
(
qni+1 − qni
)
+ α˜ε
i− 12
(
qni − qni−1
))
+ ∆t2ε∆x
(
α˜ε
i+ 12
λi+ 12
(
hni+1 − hni
)− α˜ε
i− 12
λi− 12
(
hni − hni−1
))
,
qn+1i = qni −
∆t
2ε∆x
(
α˜ε
i+ 12
(
uni+1 − uni
)
+ α˜ε
i− 12
(
uni − uni−1
))
+ ∆t2ε∆x
(
α˜ε
i+ 12
λi+ 12
(
qni+1 − qni
)− α˜ε
i− 12
λi− 12
(
qni − qni−1
))
− k∆t2ε3
(
α˜ε
i+ 12
+ α˜ε
i− 12
)
qni |qni |(hni )−η,
(4.62)
où la variable u définie par
u = q
2
h
+ gh
2
2 , (4.63)
a été introduite afin d’alléger les notations et où le paramètre α˜ε est donné par (4.61).
Théorème 4.5.1. (limite incorrecte) Quand ε tend vers zéro, les discrétisations définies
par (4.62) vérifient l’équation de diffusion discrète suivante :
hn+1i = hni +
∆t
k∆x2
(
λ2
i+ 12
(
hni+1 − hni
)− λ2
i− 12
(
hni − hni−1
))
. (4.64)
Remarque 10. La discrétisation limite obtenue (4.64) n’est pas consistante avec l’équation
de diffusion (4.52).
Démonstration. La démonstration s’effectue ici encore à l’aide de développements de
Chapman-Enskog des discrétisations :
hni = h
0,n
i +O(ε) et qni = q0,ni +O(ε), (4.65)
où l’ordre zéro de la hauteur d’eau h0,ni est supposé strictement positif pour tout i ∈ Z,
n ∈ N, comme la hauteur d’eau globale hni l’est. Ainsi, le développement de (uni ), défini
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par (4.63), est le suivant :
uni = u
0,n
i +O(ε), avec u0,ni =
(
q0,ni
)2
h0,ni
+ g
(
h0,ni
)2
2 . (4.66)
Le développement suivant est également obtenu :
qni |qni | (hni )−η = q0,ni |q0,ni |
(
h0,ni
)−η
+O(ε). (4.67)
En injectant les développements (4.65), (4.66) et (4.67), la deuxième équation de (4.62)
devient :
q0,n+1i = q
0,n
i −
∆t
2ε∆x
(
α˜ε
i+ 12
(
u0,ni+1 − u0,ni +O(ε)
)
+α˜ε
i− 12
(
u0,ni − u0,ni−1 +O(ε)
))
+ ∆t2ε∆x
(
α˜ε
i+ 12
λi+ 12
(
q0,ni+1 − q0,ni +O(ε)
)
−α˜ε
i− 12
λi− 12
(
q0,ni − q0,ni−1 +O(ε)
))
− k∆t2ε3
(
α˜ε
i+ 12
+ α˜ε
i− 12
)(
q0,ni |q0,ni |
(
h0,ni
)−η
+O(ε)
)
+O(ε).
(4.68)
La définition de α˜ε donnée par (4.61) fournit immédiatement :
lim
ε→0
α˜ε
ε
= 2λ
k∆x. (4.69)
Ainsi, le terme dominant de l’équation (4.68) quand ε tend vers zéro est le dernier, ce qui
donne :
q0,ni = 0, pour tout i ∈ Z, n ∈ N.
Le terme d’ordre zéro dans le développement de Chapman-Enskog du débit est donc nul
et les développements asymptotiques (4.66) s’écrivent alors :
hni = h
0,n
i +O(ε) et qni = ε
(
q1,ni +O(ε)
)
. (4.70)
En utilisant les développements (4.70), la première équation de (4.62) devient :
h0,n+1i = h
0,n
i −
∆t
2∆x
(
α˜ε
i+ 12
(
q1,ni+1 − q1,ni +O(ε)
)
+α˜ε
i− 12
(
q1,ni − q1,ni−1 +O(ε)
))
+ ∆t2ε∆x
(
α˜ε
i+ 12
λi+ 12
(
h0,ni+1 − h0,ni +O(ε)
)
−α˜ε
i− 12
λi− 12
(
h0,ni − h0,ni−1 +O(ε)
))
+O(ε).
(4.71)
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En faisant tendre ε vers zéro dans l’équation ci-dessus et en utilisant l’expression de la
limite de α˜εε donnée par (4.69), le résultat attendu (4.64) est obtenu.
Ainsi, le schéma HLL perturbé pour inclure le terme source (4.60) ne préserve pas
l’asymptotique. Il est donc nécessaire, ici encore, d’utiliser la méthode décrite dans la
section 4.2. Cependant, il est essentiel d’y ajouter le paramètre supplémentaire δ qui sera
pris égal à ε après changement d’échelle. Pour obtenir ce schéma, il suffit d’appliquer
la discrétisation (4.60) au système (4.1) avec k + k pour friction et R défini en (4.10).
Après quelques calculs similaires à ceux effectués pour acquérir (4.60), le schéma (4.12)
est retrouvé :
Wn+1i = Wni −
∆t
2∆x
(
αi+ 12
(
Fni+1 − Fni
)
+ αi− 12
(
Fni − Fni−1
))
+ ∆t2∆x
(
αi+ 12
λi+ 12
(
Wni+1 −Wni
)− αi− 12λi− 12 (Wni −Wni−1))
+ k∆t2
(
αi+ 12
+ αi− 12
)
(R (Wni )−Wni ) ,
(4.72)
et δ intervient uniquement dans le paramètre α défini par :
α = 2λ
2λ+
(
k + k
)
∆x
.
Puisque α = 1 +O(∆x), le schéma (4.72) est bien consistant avec le système hyperbolique
considéré (4.1), de la même manière que l’était (4.12).
En posant δ = ε et en effectuant les changements d’échelle ∆t ← ∆t/ε, k ← k/ε2
et k ← k/ε2 dans le schéma (4.72) pour les équations de Saint-Venant (4.50), le schéma
suivant est obtenu :
hn+1i = hni −
∆t
2ε∆x
(
αε
i+ 12
(
qni+1 − qni
)
+ αε
i− 12
(
qni − qni−1
))
+ ∆t2ε∆x
(
αε
i+ 12
λi+ 12
(
hni+1 − hni
)− αε
i− 12
λi− 12
(
hni − hni−1
))
,
qn+1i = qni −
∆t
2ε∆x
(
αε
i+ 12
(
uni+1 − uni
)
+ αε
i− 12
(
uni − uni−1
))
+ ∆t2ε∆x
(
αε
i+ 12
λi+ 12
(
qni+1 − qni
)− αε
i− 12
λi− 12
(
qni − qni−1
))
− k∆t2ε3
(
αε
i+ 12
+ αε
i− 12
)
qni |qni |(hni )−η,
(4.73)
où la variable u est définie en (4.63) et où le paramètre αε est donné par :
αε = 2λε
2λε+
(
k + k
)
∆x
. (4.74)
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Théorème 4.5.2. (limite correcte) Si k est fixé comme suit :
k = 2λ2
√
k
g
√
|hR − hL|
(hηR + h
η
L) ∆x(hR + hL)
− k, (4.75)
avec hL et hR les discrétisations de h au temps tn de part et d’autre de l’interface, alors,
quand ε tend vers zéro, les discrétisations définies par (4.73) vérifient l’équation de diffu-
sion discrète suivante :
hn+1i = hni +
∆t
2∆x
√
g
k
(
f(hni , hni+1)− f(hni−1, hni )
)
, (4.76)
où la fonction antisymétrique f définie par
f(hL, hR) = sign(hR − hL)
√√√√(hηR + hηL)
∣∣∣∣∣h2R − h2L∆x
∣∣∣∣∣, (4.77)
a été introduite afin d’alléger les notations.
Remarque 11. Le paramètre α dépend de la variable de temps t. Il est calculé ici au temps
tn, mais l’indexation par n est omise pour alléger la lecture. Dans la prochaine partie
concernant l’implicitation du schéma (4.73), le paramètre α est cette fois pris au temps
tn+1.
Remarque 12. En considérant la définition (4.75) de k, la quantité k + k est positive
mais peut être nulle lorsque hL = hR, c’est-à-dire en hauteur d’eau constante. Cela peut
paraître ennuyeux de premier abord, mais ces cas singuliers se traitent à part sans poser
de problème particulier, comme cela sera vu dans la preuve du Théorème 4.5.2.
Remarque 13. La discrétisation limite obtenue (4.76) est bien consistante avec l’équation
de diffusion (4.52). Ici encore, partant de la discrétisation de la limite de diffusion (4.76),
le paramètre k est fixé de telle sorte que la limite du schéma (4.73) coïncide avec cette
discrétisation du problème limite.
Démonstration. La démonstration s’effectue ici encore à l’aide des développements de
Chapman-Enskog suivants :
hni = h
0,n
i +O(ε) et qni = q0,ni +O(ε), (4.78)
où l’ordre zéro de la hauteur d’eau h0,ni est supposé strictement positif pour tout i ∈ Z,
n ∈ N, comme la hauteur d’eau globale hni l’est. Ainsi, le développement de (uni ), défini
par (4.63), est le suivant :
uni = u
0,n
i +O(ε), avec u0,ni =
(
q0,ni
)2
h0,ni
+ g
(
h0,ni
)2
2 . (4.79)
Le développement suivant est également obtenu :
qni |qni | (hni )−η = q0,ni |q0,ni |
(
h0,ni
)−η
+O(ε). (4.80)
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En injectant les développements (4.78), (4.79) et (4.80), la deuxième équation de (4.73)
devient :
q0,n+1i = q
0,n
i −
∆t
2ε∆x
(
αε
i+ 12
(
u0,ni+1 − u0,ni +O(ε)
)
+αε
i− 12
(
u0,ni − u0,ni−1 +O(ε)
))
+ ∆t2ε∆x
(
αε
i+ 12
λi+ 12
(
q0,ni+1 − q0,ni +O(ε)
)
−αε
i− 12
λi− 12
(
q0,ni − q0,ni−1 +O(ε)
))
− k∆t2ε3
(
αε
i+ 12
+ αε
i− 12
)(
q0,ni |q0,ni |
(
h0,ni
)−η
+O(ε)
)
+O(ε).
(4.81)
La définition de αε donnée par (4.74) fournit immédiatement :
lim
ε→0
αε
ε
=

1
λ
√
g
(
(h0L)η + (h0R)η
) (
h0L + h0R
)
k|h0R − h0L|∆x
si h0L 6= h0R,
+∞ si h0L = h0R.
Même si la limite de αεε peut ne pas être finie, le terme dominant quand ε tend vers zéro
dans l’équation (4.81) est le dernier. Sa limite s’écrit alors :
q0,ni = 0, pour tout i ∈ Z, n ∈ N.
Le terme d’ordre zéro dans le développement de Chapman-Enskog du débit est donc nul
et les développements asymptotiques (4.78) s’écrivent alors :
hni = h
0,n
i + εh
1,n
i + ε2h
2,n
i +O(ε3) et qni = ε
(
q1,ni +O(ε)
)
, (4.82)
et le développement suivant est également obtenu :
qni |qni | (hni )−η = ε2
(
q1,ni |q1,ni |
(
h0,ni
)−η
+O(ε)
)
. (4.83)
Pour terminer cette preuve, il est nécessaire de distinguer différents cas selon les ordres
zéro et un des hauteurs d’eau hni−1, hni et hni+1. Pour ce faire, le développement suivant
de αε à une interface générique avec hL = h0L + εh1L + ε2h2L + O(ε3) pour hauteur d’eau
à gauche et hR = h0R + εh1R + ε2h1R +O(ε3) pour hauteur d’eau à droite est tout d’abord
écrit :
αε =

εα1 +O(ε2) si h0L 6= h0R,√
εα1/2 +O(ε) si h0L = h0R et h1L 6= h1R,
α0 +O(ε) si h0L = h0R et h1L = h1R,
(4.84)
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où
α1 = 1
λ
√
g
(
(h0R)η + (h0L)η
) (
h0R + h0L
)
k|h0R − h0L|∆x
> 0,
α1/2 = 2
λ
√
g(h0R)η+1
k|h1R − h1L|∆x
> 0,
et α0 =
(
1 + λ2
√
k|h2R − h2L|∆x
g(h0R)η+1
)−1
> 0.
(4.85)
Les quantités βL et βR à cette même une interface sont définies de la façon suivante,
K ∈ {L,R} :
βK = −∆t2ε α
ε
(
g
2∆x
(
(hR)2 − (hL)2
)
+ k
ε2
qK |qK |(hK)−η
)
.
Ces quantités interviennent dans la deuxième équation du schéma (4.73) qui peut se ré-
écrire comme suit après utilisation de la définition de u donnée par (4.63) :
qn+1i = qni + βLi+ 12 + β
R
i− 12
+ ∆t2ε∆x
(
αε
i+ 12
λi+ 12
(
qni+1 − qni
)− αε
i− 12
λi− 12
(
qni − qni−1
))
− ∆t2ε∆x
(
αε
i+ 12
(
(qni+1)2
hni+1
− (q
n
i )2
hni
)
+ αε
i− 12
(
(qni )2
hni
− (q
n
i−1)2
hni−1
))
.
Par les développements (4.82), (4.83) et (4.84), les quantités βL et βR admettent les
développements suivants, K ∈ {L,R} :
βK =

− ∆t2 α
1
(
g
2∆x
(
(h0R)2 − (h0L)2
)
+ kq1K |q1K |(h0K)−η
)
+O(ε) si h0L 6= h0R,
− k∆t2√εα
1/2q1K |q1K |(h0K)−η +O(1) si h0L = h0R et h1L 6= h1R,
− k∆t2ε α
0q1K |q1K |(h0K)−η +O(1) si h0L = h0R et h1L = h1R.
De plus
∆t
2ε∆xα
ελ (qR − qL) =

ε∆t
2∆xα
1
(
q1R − q1L
)
+O(ε2) si h0L 6= h0R,
√
ε∆t
2∆x α
1/2
(
q1R − q1L
)
+O(ε) si h0L = h0R et h1L 6= h1R,
∆t
2∆xα
0
(
q1R − q1L
)
+O(ε) si h0L = h0R et h1L = h1R,
et
∆t
2ε∆xα
ε
(
q2R
hR
− q
2
L
hL
)
= ∆t2∆xα
εε
(
(q1R)2
h0R
− (q
1
L)2
h0L
+O(ε)
)
= O(ε).
Grâce aux développements ci-dessus ainsi que (4.82), la seconde équation du schéma
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(4.73) devient :
O(ε) =− g∆t4∆x
(
α1
i+ 12
(
(h0,ni+1)2 − (h0,ni )2
)
+ α1
i− 12
(
(h0,ni )2 − (h0,ni−1)2
))
− k∆t2
(
α1
i+ 12
+ α1
i− 12
)
q1,ni |q1,ni |(h0,ni )−η si h0,ni 6= h0,ni+1 et h0,ni 6= h0,ni−1,
O(√ε) = q1,ni |q1,ni |(h0,ni )−η sinon.
Ainsi, si à aucune des deux interfaces la hauteur d’eau à l’ordre zéro est constante, la
limite de la seconde équation du schéma (4.73) s’écrit :
g
2
 α1i+ 12
α1
i+ 12
+ α1
i− 12
(h0,ni+1)2 − (h0,ni )2
∆x +
α1
i− 12
α1
i+ 12
+ α1
i− 12
(h0,ni )2 − (h0,ni−1)2
∆x
 = −kq1,ni |q1,ni |(h0,ni )−η,
qui est bien une discrétisation de l’équilibre local (4.53). En revanche, dès que la hauteur
d’eau à l’ordre zéro est constante à une des deux interfaces alors la seconde équation
du schéma (4.73) donne q1,ni = 0. De la même façon, le débit à l’ordre un est nul de
l’autre côté de l’interface où la hauteur d’eau à l’ordre zéro est constante. Pour le voir, il
suffit d’établir la limite de la seconde équation dans le schéma (4.73) sur la maille Ki+1
(si l’interface concernée est en xi+ 12 ). Un débit nul à l’ordre un pour une hauteur d’eau
constante à l’ordre zéro est ici encore en accord avec l’équilibre local (4.53). Maintenant,
le développement de Chapman-Enskog de qni s’écrit :
qni =

ε
(
q1,ni +O(ε)
)
si h0,ni 6= h0,ni−1 et h0,ni 6= h0,ni+1,
ε2
(
q2,ni +O(ε)
)
sinon.
(4.86)
Le développement asymptotique de αε donné par (4.84) ainsi que (4.86) fournissent :
1
2ε∆xα
ε (qR − qL) = O(ε). (4.87)
La quantité ci-dessus intervient dans la première équation du schéma (4.73). Celle-ci se
réécrit donc :
hn+1i = hni + ∆tO(ε) +
∆t
2ε∆x
(
αε
i+ 12
λi+ 12
(
hni+1 − hni
)− αε
i− 12
λi− 12
(
hni − hni−1
))
.
(4.88)
Il s’agit maintenant de déterminer la limite de la quantité
1
2ε∆x
(
αε
i+ 12
λi+ 12
(
hni+1 − hni
)− αε
i− 12
λi− 12
(
hni − hni−1
))
.
Pour ce faire, le paramètre suivant est introduit :
γ = 12ε∆xα
ελ (hR − hL) .
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Alors, par le développement (4.84) de αε, le développement de ce paramètre s’écrit :
γ =

1
2∆xα
1λ
(
h0R − h0L
)
+O(ε) si h0L 6= h0R,
√
ε
2∆xα
1/2λ
(
h1R − h1L
)
+O(ε) si h0L = h0R et h1L 6= h1R,
ε
2∆xα
0λ
(
h2R − h2L
)
+O(ε2) si h0L = h0R et h1L = h1R.
(4.89)
Il est donc clair que γ = O(√ε) dès que h0L = h0R. La première équation du schéma (4.73),
réécrite en (4.88), devient alors :
h0,n+1i = h
0,n
i + ∆tO(
√
ε) + ∆t2∆x
(
α1
i+ 12
λi+ 12
(
h0,ni+1 − h0,ni
)
1
h0,ni 6=h0,ni+1
−α1
i− 12
λi− 12
(
h0,ni − h0,ni−1
)
1
h0,ni 6=h0,ni−1
)
.
En utilisant l’expression de α1 donnée par (4.85), la limite de la relation ci-dessus quand
ε tend vers zéro est la suivante :
h0,n+1i = h
0,n
i +
∆t
2∆x

√√√√√g
(
(h0,ni+1)η + (h
0,n
i )η
) (
h0,ni+1 + h
0,n
i
)
k|h0,ni+1 − h0,ni |∆x
(
h0,ni+1 − h0,ni
)
−
√√√√√g
(
(h0,ni )η + (h
0,n
i−1)η
) (
h0,ni + h
0,n
i−1
)
k|h0,ni − h0,ni−1|∆x
(
h0,ni − h0,ni−1
) .
La preuve se conclut en utilisant la fonction f donnée par (4.77) dans l’équation ci-dessus.
Le résultat attendu (4.76) est alors établi.
Pour finir ce chapitre, l’implicitation du schéma (4.73) est proposée. Celle-ci trouve
son utilité numériquement. En effet, une condition très restrictive sur le pas de temps est
nécessaire pour que le schéma limite pour les équations de Saint-Venant (4.76) soit stable.
Expérimentalement, cette restriction est de l’ordre de ∆x5, ce qui n’est pas exploitable.
L’implicitation suivante du schéma limite est donc proposée :
hn+1i = hni +
∆t
2∆x
√
g
k
(
f(hn+1i , hn+1i+1 )− f(hn+1i−1 , hn+1i )
)
, (4.90)
où la fonction f est définie par (4.77). L’ennui maintenant est que ce schéma ne corres-
pond pas à la limite du schéma préservant l’asymptotique (4.73). La première idée pour y
remédier peut être de recalculer le coefficient k dans le schéma (4.73) pour que (4.90) soit
sa limite. Cependant, cette méthode donne des termes mixtes en temps, avec des discréti-
sations au temps tn et des discrétisations au temps tn+1. La semi-implicitation suivante du
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schéma (4.73) est alors proposée :
hn+1i = hni −
∆t
2ε∆x
(
αε
i+ 12
(
qn+1i+1 − qn+1i
)
+ αε
i− 12
(
qn+1i − qn+1i−1
))
+ ∆t2ε∆x
(
αε
i+ 12
λi+ 12
(
hn+1i+1 − hn+1i
)
− αε
i− 12
λi− 12
(
hn+1i − hn+1i−1
))
,
qn+1i = qni −
∆t
2ε∆x
(
αε
i+ 12
(
un+1i+1 − un+1i
)
+ αε
i− 12
(
un+1i − un+1i−1
))
+ ∆t2ε∆x
(
αε
i+ 12
λi+ 12
(
qn+1i+1 − qn+1i
)
− αε
i− 12
λi− 12
(
qn+1i − qn+1i−1
))
− k∆t2ε3
(
αε
i+ 12
+ αε
i− 12
)
qn+1i |qn+1i |(hn+1i )−η,
(4.91)
où (uni )i et α sont encore définis par :
uni =
(qni )2
hni
+ g(h
n
i )2
2 , (4.92)
et α = 2λε
2λε+
(
k + k
)
∆x
. (4.93)
Les pentes (λi+ 12 )i sont toujours définies au temps t
n par (4.54). Le résultat de préservation
d’asymptotique suivant peut alors être établi.
Théorème 4.5.3. (limite correcte) Si k est fixé comme suit :
k = 2λ2
√
k
g
√
|hR − hL|
(hηR + h
η
L) ∆x(hR + hL)
− k, (4.94)
où cette fois hL et hR désignent les discrétisations de h au temps tn+1 de part et d’autre de
l’interface, alors, quand ε tend vers zéro, les discrétisations définies par (4.91) coïncident
avec les discrétisations issues du schéma (4.90).
Remarque 14. Le paramètre α dépend maintenant, et uniquement, des discrétisations au
temps tn+1.
Remarque 15. Le Théorème 4.5.3 est la version implicite du Théorème 4.5.2 et se démontre
de façon totalement analogue.
Remarque 16. Le schéma donné par (4.91) avec k défini de façon implicite par (4.94) est
encore soumis à une restriction dépendante de ε sur le pas de temps ∆t. En effet, pour
déterminer (hn+1i )i et (qn+1i )i, un système non linéaire doit être résolu et celui-ci devient
singulier quand ε tend vers zéro. La méthode numérique pour implémenter ce schéma est
présentée plus en détails dans le Chapitre 6.
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5
Schémas préservant le régime
asymptotique et tous les états
stationnaires
Ce chapitre est dédié à l’étude d’une seconde classe de schémas, initialement construits
dans le but de préserver tous les états stationnaires. La méthode a été développée pour les
équations de Saint-Venant et l’extension au p-système et au modèle M1 est proposée ici.
Le formalisme utilisé ici est le suivant :
∂tW + ∂xF (W ) = S(W ) (x, t) ∈ R× R+. (5.1)
Le vecteur W , contenant les inconnues du système, appartient à l’ensemble convexe Ω ⊂
RN appelé espace des états admissibles. La fonction F (W ) ∈ RN , dont la jacobienne est
diagonalisable dans R, désigne le flux et S(W ) ∈ RN désigne le terme source. Contrai-
rement au formalisme (4.1) utilisé dans le Chapitre 4, il n’est pas nécessaire ici que ce
dernier soit écrit en extrayant le paramètre σ (ou k). En effet, les schémas présentés dans
ce chapitre ne sont pas basés sur l’ajout d’un paramètre supplémentaire à fixer correcte-
ment mais sur un choix approprié des états intermédiaires et de la discrétisation du terme
source. De cette façon, tous les états stationnaires associés au système (5.1) sont préservés.
Définition 5.0.1. Un état stationnaire du problème (5.1) est une solution du système
stationnaire suivant :
∂xF (W ) = S(W ), x ∈ R. (5.2)
La préservation de ce type de solutions est cruciale puisqu’un schéma ne vérifiant pas
cette propriété peut développer des perturbations dans les approximations qui peuvent
potentiellement devenir importantes et remettre en cause la validité des approximations
obtenues. C’est donc un enjeu essentiel, en particulier dans le cadre de l’hydrodynamique
avec le système d’équations de Saint-Venant. En effet, c’est pour ce modèle qu’ont été ini-
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tialement développé les schémas préservant les états stationnaires, appelés schémas well-
balanced ou schémas équilibres. Le but premier était de capter l’état d’équilibre nommé
lac au repos, c’est-à-dire celui où la vitesse de l’eau est nulle. Les travaux pionniers dans
ce domaine ont été, entre autres, proposés dans [5, 48, 61]. De nombreuses techniques de
construction de schémas capables de préserver tous les états stationnaires (et plus seule-
ment le lac au repos) ont ensuite été données [43, 78], notamment grâce à des méthodes
de reconstruction hydrostatique [3, 11, 77].
La notion de schémas well-balanced a plus récemment été étendue à d’autres modèles et
en particulier à la dynamique des gaz avec les équations d’Euler munies d’un terme source
de gravité [58, 59].
Le plan de ce chapitre est le suivant. Dans la Section 5.1, le schéma générique pour
(5.1) est présenté. Il est issu d’un solveur de Riemann approché à deux états intermé-
diaires. Ceux-ci sont en partie déterminés grâce à la propriété indispensable de consistance
intégrale. Cependant, ils ne peuvent être complètement déterminés dans le cas général.
En effet, une discrétisation du terme source doit être effectuée et des versions discrètes de
la stationnarité (5.2) sont utilisées. Ces étapes sont spécifiques au modèle étudié et sont
traitées dans les Sections 5.2 et 5.3.
L’objet de la Section 5.2 est de présenter le schéma issu de [70] pour les équations de
Saint-Venant. La discrétisation du terme source ainsi que les deux équations supplémen-
taires pour déterminer les états intermédiaires sont proposées.
Ensuite, dans la Section 5.3, le schéma pour le p-système et le modèle M1 sont proposés.
Pour chacun de ces deux problèmes, la discrétisation du terme source ainsi que les deux
équations additionnelles pour calculer les états intermédiaires sont obtenues en utilisant
une méthode complètement analogue à celle employée pour les équations de Saint-Venant.
Cependant, la forme moins complexe du terme source pour ces deux systèmes simplifie
grandement l’obtention des états intermédiaires.
Enfin, dans la section 5.4, trois résultats sont proposés puis démontrés. Ils traitent du ca-
ractère asymptotique de chacun des schémas développés dans les Sections 5.2 et 5.3. Les
preuves sont toutes les trois analogues et reposent, comme c’est également le cas dans
le Chapitre 4, sur des développements de Chapman-Enskog des discrétisations. Ces résul-
tats sont d’une importance remarquable puisqu’ils démontrent qu’une discrétisation bien
choisie du terme source pour capter les états stationnaires permet également de capter la
limite diffusive. En revanche, à l’inverse des schémas présentés dans le Chapitre 4, la dis-
crétisation limite n’est pas connue exactement car certains termes de viscosité numérique
ne peuvent pas être exhibés explicitement.
5.1 Méthode générique
La méthode de construction a été développée pour les équations de Saint-Venant
dans [70]. C’est une discrétisation type volumes finis qui repose sur l’utilisation d’un sol-
veur de Riemann approché à deux états intermédiaires ainsi qu’une discrétisation adap-
tée du terme source. Le maillage spatial considéré est uniforme et composé des cellules
(Ki = (xi−1/2, xi+1/2))i∈Z de taille constante ∆x et de centre xi. Concernant la discré-
tisation temporelle, l’incrément de temps est noté ∆t et tn+1 = n∆t pour tout n ∈ N.
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La discrétisation est basée sur l’utilisation d’un solveur de Riemann à deux états intermé-
diaires séparés par les ondes λL < 0, l’onde stationnaire de vitesse nulle et λR > 0. Afin
d’alléger les calculs, les pentes sont supposées symétriques :
λR = −λL = λ > 0,
et sont déterminées à partir des valeurs propres de la jacobienne du flux F intervenant
dans le problème (5.1). Comme rappelé dans l’introduction de la Partie II, un solveur de
Riemann approché W˜
(
x
t ,WL,WR
)
approche les solutions de (5.1) en x au temps t pour la
condition initiale :
W 0(x) =
{
WL si x ≤ 0,
WR sinon.
Dans le cas ici de deux états intermédiaires, il s’écrit comme suit, ∀ t ∈ (0,∆t], x ∈
[−∆x/2,∆x/2] :
W˜
(
x
t
,WL,WR
)
=

WL si
x
t
< −λ,
W ∗L si − λ ≤
x
t
< 0,
W ∗R si 0 ≤
x
t
< λ,
WR si λ ≤ x
t
,
(5.3)
et sa structure est représentée sur la Figure 5.1.
|−∆x/2 |∆x/2
x
t
0
−λ λ
WL WR
W ∗RW
∗
L
−∆t
Figure 5.1: Solveur à deux états intermédiaires.
Le solveur W˜ défini par (5.3) peut être introduit à chaque interface xi+ 12 , i ∈ Z, par
une simple translation en temps et en espace. Pour s’assurer que les ondes n’interagissent
pas entre elles, il suffit que les pas de discrétisation ∆t et ∆x vérifient la condition CFL
hyperbolique suivante :
max
i∈Z
λi+ 12
∆t
∆x ≤
1
2 , (5.4)
avec λi+ 12 l’onde positive associée à l’interface située en xi+ 12 . La fonction de juxtaposition
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suivante est définie à partir du solveur de Riemann approché (5.3) :
W (tn + t, x) = W˜
(
x− xi+ 12
t
,Wni ,W
n
i+1
)
∀ t ∈ (0,∆t], ∀ x ∈ [xi, xi+1). (5.5)
La fonction ci-dessus, illustrée dans la maille Ki sur la Figure 5.2, est utilisée pour mettre
à jour l’état Wn+1i en appliquant l’intégration suivante :
Wn+1i =
1
∆x
∫ x
i+12
x
i− 12
W (t+ ∆t, x) dx. (5.6)
|
xi−1
|
xi− 12
|
xi
|
xi+ 12
|
xi+1
x
WniW
n
i−1 Wni+1
t
−tn
−tn + ∆t
WR∗
i− 12
WL∗
i+ 12
Wn+1i
λi− 12 −λi+ 12
Figure 5.2: Schéma type-Godunov obtenu par le solveur de Riemann approché.
En utilisant la forme du solveur de Riemann (5.3), la discrétisation décrite par (5.6)
s’obtient par intégration de trois états constants. Elle se réécrit donc :
Wn+1i = Wni +
∆t
∆x
(
λi+ 12
(
WL∗
i+ 12
−Wni
)
+ λi− 12
(
WR∗
i− 12
−Wni
))
. (5.7)
Pour établir entièrement le schéma donné par (5.7), il est nécessaire de définir les états
intermédiaires WL∗
i+ 12
et WR∗
i− 12
. Pour ce faire, la propriété de consistance intégrale est uti-
lisée. Cependant, ici, le système (5.1) n’est pas homogène et l’expression de consistance
intégrale (9) ne peut pas être utilisée directement. Il faut refaire les calculs en partant
du principe que l’intégrale du solveur de Riemann approché sur la maille [−∆x/2,∆x/2]
est égale à celle du solveur de Riemann exact, noté WR. L’égalité suivante doit donc être
satisfaite :
1
∆x
∫ ∆x/2
−∆x/2
W˜ ( x∆t ,WL,WR) dx =
1
∆x
∫ ∆x/2
−∆x/2
WR
(
x
∆t ,WL,WR
)
dx. (5.8)
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Or l’intégration de l’équation (5.1) sur [0,∆t]× [−∆x/2,∆x/2] permet d’écrire :
1
∆x
∫ ∆x/2
−∆x/2
∂tWR
(
x
∆t ,WL,WR
)
dx = 12 (WL +WR)
− 1∆x
∫ ∆t
0
(
F
(
WR
(−∆x
2t ,WL,WR
))
− F
(
WR
(∆x
2t ,WL,WR
)))
dt
+ 1∆x
∫ ∆t
0
∫ ∆x/2
−∆x/2
S
(
WR
(
x
t
,WL,WR
))
dx dt.
Sous la condition CFL (5.4), les ondes sont incluses dans le pavé [0,∆t] × [−∆x/2,∆x/2]
et donc :
WR
(−∆x
2t ;WL,WR
)
= WL et WR
(∆x
2t ;WL,WR
)
= WR ∀ t ∈ (0,∆t).
La propriété de consistance intégrale (5.8) se réécrit donc :
1
∆x
∫ ∆x/2
−∆x/2
W˜
(
x
∆t ,WL,WR
)
dx =12 (WL +WR)−
∆t
∆x (F (WR)− F (WL))
+ 1∆x
∫ ∆t
0
∫ ∆x/2
−∆x/2
S
(
WR
(
x
t
,WL,WR
))
dx dt.
(5.9)
De plus, par la définition du solveur approché (5.3), son intégrale sur [−∆x/2,∆x/2] est
la suivante :
1
∆x
∫ ∆x/2
−∆x/2
W˜
(
x
∆t ,WL,WR
)
dx = 12 (WL +WR) +
λ∆t
∆x (−WL +W
∗
L +W ∗R −WR) .
(5.10)
Ainsi, en utilisant les expressions (5.9) et (5.10), la consistance intégrale (5.8) se réécrit
comme suit :
W ∗L +W ∗R =WL +WR −
1
λ
(F (WR)− F (WL))
+ 1
λ∆t
∫ ∆t
0
∫ ∆x/2
−∆x/2
S
(
WR
(
x
t
,WL,WR
))
dx dt.
(5.11)
En utilisant l’état intermédiaire issu du solveur HLL classique, défini par (13) et noté ici
WHLL par souci de clarté dans les notations, l’expression (5.11) se réécrit :
W ∗L +W ∗R =2WHLL +
1
λ∆t
∫ ∆t
0
∫ ∆x/2
−∆x/2
S
(
WR
(
x
t
,WL,WR
))
dx dt. (5.12)
Afin de pouvoir exploiter (5.12), une discrétisation du terme source, notée S, doit être
calculée :
S ' 1∆t
1
∆x
∫ ∆t
0
∫ ∆x/2
−∆x/2
S
(
WR
(
x
t
,WL,WR
))
dx dt.
Pour ce faire, des versions discrètes de la stationnarité (5.2) sont utilisées. La relation de
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consistance intégrale s’écrit alors :
W ∗L +W ∗R =2WHLL +
∆x
λ
S. (5.13)
Étant donné que les trois systèmes étudiés dans ce manuscrit sont composés de deux
inconnues, la relation (5.13) impose deux équations que doivent vérifier les états intermé-
diaires W ∗L et W
∗
R. Or ces deux vecteurs sont chacun constitué de deux composantes, donc
il est nécessaire de déterminer deux autres équations afin d’exprimer pleinement W ∗L et
W ∗R. Celles-ci sont obtenues de sorte que le schéma préserve les états stationnaires. Une
condition suffisante est la suivante.
Principe (WB). Les états intermédiaires vérifient W ∗L = WL et W ∗R = WR dès que WL
et WR définissent un état stationnaire.
Dans le principe (WB), un couple (WL,WR) est appelé état stationnaire s’il satisfait la
version discrète suivante du problème stationnaire donné par (5.2) :
F (WR)− F (WL) = S∆x. (5.14)
De par la forme du schéma (5.7), si les états intermédiaires vérifient le principe (WB) et
si (Wni ,Wni+1) et (Wni−1,Wni ) sont stationnaires au sens de (5.14), alors Wn+1i = Wni et le
schéma préserve alors bien les états stationnaires.
À partir de (5.14), l’idée est de poser l’équation suivante sur les états intermédiaires :
F (W ∗R)− F (W ∗L) = S∆x, (5.15)
ou bien une équation linéarisée de l’expression ci-dessus. Ces étapes sont spécifiques au
modèle étudié et sont traitées dans les Sections 5.2 et 5.3.
5.2 Description de la méthode pour les équations de Saint-
Venant
Comme présenté dans le Chapitre 2, les équations de Saint-Venant s’écrivent :
∂th+ ∂xq = 0,
∂tq + ∂x
(
q2
h
+ gh
2
2
)
= −kq|q|h−η, ∀ (t, x) ∈ R+ × R, (5.16)
c’est-à-dire dans le formalisme (5.1) avec :
W = t (h, q) , F (W ) = t
(
q,
q2
h
+ gh
2
2
)
et S(W ) = t
(
0,−kq|q|h−η) . (5.17)
La variable h > 0 désigne la hauteur d’eau et q son débit. Dans ce modèle, la friction se
note k et ne dépend pas de l’espace. Le paramètre η est strictement positif et différent de
1, usuellement fixé à 7/3. Pour ce modèle, l’onde positive λ, intervenant dans le schéma
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(5.7), est définie à partir des valeurs propres de la jacobienne de F donné en (5.17), comme
suit :
λ = max
( |qL|
hL
+
√
ghL,
|qR|
hR
+
√
ghR
)
. (5.18)
Concernant les états stationnaires de (5.16), ils sont solutions du problème suivant :
∂xq = 0,
∂x
(
q2
h
+ gh
2
2
)
= −kq|q|h−η, ∀ (t, x) ∈ R+ × R. (5.19)
De la première équation de (5.19), le débit d’eau est uniforme et est noté q0. La deuxième
équation de (5.19) contrôle la hauteur d’eau des états stationnaires et s’écrit :
∂x
(
q20
h
+ g2h
2
)
= −kq0|q0|h−η, ∀ (t, x) ∈ R+ × R. (5.20)
Il est important de noter pour la suite que, dans le cas d’un état stationnaire assez régulier,
l’équation (5.20) peut se réécrire de la façon suivante :
− q
2
0
η − 1∂xh
η−1 + g
η + 2∂xh
η+2 = −kq0|q0|, ∀ (t, x) ∈ R+ × R. (5.21)
Afin de pleinement déterminer le schéma (5.7) exposé dans la section précédente, il est
nécessaire d’avoir une expression complète des états intermédiaires W ∗L = t (h∗L, q∗L) et
W ∗R = t (h∗R, q∗R). Ils sont calculés à l’interface générique située en zéro, dans la maille
(−∆x/2,∆x/2), dont l’état initial en t = 0 est donné par WL = t(hL, qL) à gauche de
zéro et WR = t(hR, qR) à droite. En utilisant (5.17), les équations données pour avoir la
consistance intégrale (5.13) s’écrivent :
h∗L + h∗R = 2hHLL,
q∗L + q∗R = 2qHLL −
k∆x
λ
q|q|h−η,
(5.22)
où les états intermédiaires HLL valent :
hHLL =
1
2 (hL + hR)−
1
2λ (qR − qL) ,
qHLL =
1
2 (qL + qR)−
1
2λ
(
q2R
hR
+ gh
2
R
2 −
q2L
hL
− gh
2
L
2
)
,
(5.23)
et où la quantité −kq|q|h−η discrétise le terme source :
− kq|q|h−η ' 1∆t
1
∆x
∫ ∆t
0
∫ ∆x/2
−∆x/2
(−kq|q|h−η) (WR (x
t
,WL,WR
))
dx dt. (5.24)
Les expressions des inconnues q et h−η doivent alors être déterminées de sorte qu’elles
soient consistantes respectivement avec h−η et q. Concernant h−η, une version discrète de
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l’équation différentielle (5.20), satisfaite par les états stationnaires, est utilisée pour écrire
la définition suivante :
h−η = − µ0
k∆x
([1
h
]
+ g
q20
[
h2
]
2
)
, (5.25)
où les crochets désignent la notation de saut générique [X] = XR − XL. La quantité µ0
désigne le signe de q0, le débit à l’équilibre, dont le carré est déterminé en utilisant une
version discrète de l’expression (5.21) satisfaite par les états stationnaires réguliers :
−q20
[
hη−1
]
η − 1 + g
[
hη+2
]
η + 2 = −kµ0q
2
0∆x.
L’égalité ci-dessus permet alors d’écrire :
q20 = g
[
hη+2
]
η + 2
(
−kµ0∆x+
[
hη−1
]
η − 1
)−1
. (5.26)
L’injection de l’expression de q20 ci-dessus dans la relation (5.25) sur h−η donne :
h−η =
[
h2
]
2
η + 2
[hη+2] −
µ0
k∆x
([1
h
]
+
[
h2
]
2
η + 2
[hη+2]
[
hη−1
]
η − 1
)
.
Cependant, puisque q0 n’est pas déterminé, µ0 n’est toujours pas connu. Il suffit de prendre
µ0 = µ := sign(q) en imposant par la suite sur q que q = q0 = qL = qR en état stationnaire.
L’expression de h−η ci-dessus se réécrit donc ainsi :
h−η =
[
h2
]
2
η + 2
[hη+2] −
µ
k∆x
([1
h
]
+
[
h2
]
2
η + 2
[hη+2]
[
hη−1
]
η − 1
)
. (5.27)
Proposition 5.2.1. La quantité h−η donnée par (5.27) est consistante avec h−η.
Démonstration. La preuve, proposée dans [70], s’effectue en posant hL = h(x) et hR =
h(x+ ∆x) puis, à l’aide de développements de Taylor, en montrant que[
h2
]
2
η + 2
[hη+2] = h
−η +O(∆x),
et
− µ
k∆x
([1
h
]
+
[
h2
]
2
η + 2
[hη+2]
[
hη−1
]
η − 1
)
= O(∆x).
Remarque 17. Le paramètre q0 intervenant dans (5.25) et dont le carré est défini par
(5.26) a été fixé en utilisant une version discrète de l’équation (5.21) satisfaite par les
états stationnaires réguliers. Cependant, afin de prendre en compte les conditions initiales
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non régulières, le cut-off suivant peut-être effectué :
h−η =
[
h2
]
2
η + 2
[hη+2] −
µ
k∆x [h]c
(
− 1
hLhR
+ hL + hR2
η + 2
[hη+2]
[
hη−1
]
η − 1
)
,
où
[h]c =
{
[h] si |hR − hL| ≤ C∆x,
C∆x sinon.
La constante C est positive et une étude de son impact dans les résultats numériques est
proposée dans [70].
La définition de q proposée dans [70] est la suivante :
q =

2|qL||qR|
|qL|+ |qR|sign(qL + qR) si qL 6= 0 et qR 6= 0,
0 si qL = 0 ou qR = 0,
(5.28)
cependant, pour démontrer la préservation de la limite diffusive dans la Section 5.4, il est
nécessaire que l’implication suivante soit vérifiée :
q = 0⇒ qL = qR = 0. (5.29)
C’est pourquoi q est défini ici de la manière suivante :
q = sign(qL + qR)
√
1
2
(
q2L + q2R
)
, (5.30)
et q est clairement consistant avec q.
La dernière étape dans la construction du schéma est d’établir deux autres équations,
qui viendront s’ajouter à (5.22) pour déterminer complètement les états intermédiairesW ∗L
et W ∗R. D’après (5.15), pour assurer la préservation des états stationnaires, il suffit que :
q∗R − q∗L = 0,
(q∗R)2
h∗R
+ g(h
∗
R)2
2 −
(q∗L)2
h∗L
− g(h
∗
L)2
2 = −kq|q|h
−η∆x.
(5.31)
En particulier, la première équation de (5.31) impose q∗L = q∗R et ce débit intermédiaire est
noté q∗. La seconde équation de (5.22) donne alors :
q∗ = qHLL − kq|q|h
−η∆x
2λ . (5.32)
Concernant h∗L et h
∗
R, une linéarisation de la deuxième équation de (5.31) est utilisée :(
− q
2
hRhL
+ g2 (hR + hL)
)
(h∗R − h∗L) = −kq|q|h−η∆x. (5.33)
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En posant
α = − q
2
hRhL
+ g2 (hR + hL) , (5.34)
les hauteurs d’eau des états intermédiaires vérifient :
h∗R − h∗L = −
kq|q|h−η∆x
α
. (5.35)
Enfin, en combinant (5.22) et (5.35), les expressions suivantes des hauteurs d’eau intermé-
diaires sont obtenues :
h∗L = hHLL +
kq|q|h−η∆x
2α ,
h∗R = hHLL −
kq|q|h−η∆x
2α .
(5.36)
Remarque 18. A priori, il n’y a pas de raison que la quantité α ne soit jamais nulle. Dans
ce cas, les définitions de h∗L et h∗R données par (5.36) sont mal posées. Un cut-off dans la
définition (5.34) de α de la forme :
α =

− q
2
hRhL
+ g2 (hR + hL) si
∣∣∣∣∣− q2hRhL + g2 (hR + hL)
∣∣∣∣∣ ≥ C,
sign
(
− q
2
hRhL
+ g2 (hR + hL)
)
C sinon,
peut être proposé, où C est une constante positive donnée. Dans les cas tests numériques
utilisés dans ces travaux et dans ceux de [70], le cas α nul n’arrive pas et le cut-off ci-dessus
n’est pas nécessaire.
En injectant les expressions (5.32) et (5.36) dans le schéma (5.7), celui-ci se réécrit
comme suit :
hn+1i = hni +
∆t
∆x
λi+ 12
hHLLi+ 12 +
kqi+ 12
|qi+ 12 |h
−η
i+ 12
∆x
2αi+ 12
− hni

+λi− 12
hHLLi− 12 −
kqi− 12 |qi− 12 |h
−η
i− 12
∆x
2αi− 12
− hni

 ,
qn+1i = qni +
∆t
∆x
λi+ 12
qHLL
i+ 12
− k∆x2λi+ 12
qi+ 12
|qi+ 12 |h
−η
i+ 12
− qni

+λi− 12
qHLL
i− 12
− k∆x2λi− 12
qi− 12 |qi− 12 |h
−η
i− 12
− qni
 ,
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c’est-à-dire, en utilisant les définitions de hHLL et qHLL données par (5.23) :
hn+1i = hni +
∆t
2∆x
(
λi+ 12
(
hni+1 − hni
)− λi− 12 (hni − hni−1))
− ∆t2∆x
(
qni+1 − qni−1
)
+ k∆t2
(
λi+ 12
qi+ 12
|qi+ 12 |h
−η
i+ 12
α−1
i+ 12
− λi− 12 qi− 12 |qi− 12 |h
−η
i− 12
α−1
i− 12
)
,
qn+1i = qni +
∆t
2∆x
(
λi+ 12
(
qni+1 − qni
)− λi+ 12 (qni − qni−1))
− ∆t2∆x
(
(qni+1)2
hni+1
+
g(hni+1)2
2 −
(qni−1)2
hni−1
− g(h
n
i−1)2
2
)
− k∆t2
(
qi+ 12
|qi+ 12 |h
−η
i+ 12
+ qi− 12 |qi− 12 |h
−η
i− 12
)
.
(5.37)
Le schéma (5.37) possède la propriété de consistance avec le problème initial (5.16). Elle
est démontrée dans [70].
Concernant la robustesse du schéma, une modification des états intermédiaires est inévi-
table pour assurer la positivité de la hauteur d’eau. Les variables h∗L et h
∗
R sont corrigées
comme suit :
h∗L = min
(
max
(
hHLL +
kq|q|h−η∆x
2α , ε
)
, 2hHLL − ε
)
,
h∗R = min
(
max
(
hHLL − kq|q|h
−η∆x
2α , ε
)
, 2hHLL − ε
)
,
où ε est pris égal à min(hL, hR, hHLL). Cependant, dans les travaux présentés ici, les hau-
teurs d’eau sont supposées suffisamment grandes pour que ce cut-off ne soit pas nécessaire
et la démonstration de la préservation de l’asymptotique, présentée dans la Section 5.4,
est effectuée en utilisant les définitions données par (5.36) pour les hauteurs d’eau inter-
médiaires.
Le schéma ainsi développé est bien well-balanced. Pour le montrer, il suffit de vérifier
que W ∗L = WL et W ∗R = WR si WL et WR définissent un état stationnaire au sens de (5.14).
En effet, si tel est le cas, alors :
qL = qR et q2
[1
h
]
+ g2
[
h2
]
= −kq|q|h−η∆x. (5.38)
Ainsi, les débits qL et qR sont égaux et notés q. Le débit intermédiaire q∗ donné par (5.32)
s’écrit alors :
q∗ =qHLL +
1
2λ
(
q2
[1
h
]
+ g2
[
h2
])
,
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et en utilisant la définition de qHLL donnée par (5.23) :
q∗ =qL + qR2 −
1
2λ
([1
h
]
+ g2
[
h2
])
+ 12λ
(
q2
[1
h
]
+ g2
[
h2
])
= q.
Ainsi, q∗L = qL et q∗R = qR. Maintenant, par les expressions de h∗L et h∗R données par (5.36)
ainsi que la relation (5.38), les deux égalités suivantes peuvent s’écrire :
h∗L = hHLL −
1
2α
(
q2
[1
h
]
+ g2
[
h2
])
,
h∗R = hHLL +
1
2α
(
q2
[1
h
]
+ g2
[
h2
])
,
et en utilisant la définition de hHLL donnée par (5.23) :
h∗L =
1
2 (hL + hR)−
1
2λ (qR − qL)−
1
2α
(
q2
[1
h
]
+ g2
[
h2
])
,
h∗R =
1
2 (hL + hR)−
1
2λ (qR − qL) +
1
2α
(
q2
[1
h
]
+ g2
[
h2
])
.
Or qL = qR en état stationnaire et, en utilisant l’expression de α donnée par (5.34), les
expressions ci-dessus donnent h∗L = hL et h∗R = hR.
5.3 Extension au p-système et au modèle M1
Dans cette section, les états intermédiaires apparaissant dans le schéma (5.7) sont
exprimés dans le cadre du p-système puis du modèle M1. Cette extension est relativement
aisée puisque ces deux modèles sont plus simples que les équations de Saint-Venant dans
le sens où la variable τ (pour le p-système) ou E (pour le modèle M1) n’intervient pas
dans le terme source. En effet, la discrétisation du terme source ne nécessite alors la
détermination que d’une seule inconnue, analogue à q dans les équations de Saint-Venant.
5.3.1 Application au p-système
Comme présenté dans le Chapitre 2, le p-système s’écrit :{
∂tτ − ∂xu = 0,
∂tu+ ∂xp (τ) = −σu,
∀ (t, x) ∈ R+ × R, (5.39)
c’est-à-dire dans le formalisme (5.1) avec :
W = t (τ, u) , F (W ) = t (−u, p(τ)) et S(W ) = t (0,−σu) . (5.40)
La variable τ > 0 désigne le volume spécifique du gaz considéré et u sa vitesse. Dans ce
modèle la friction se note σ et ne dépend pas de l’espace. La fonction p désigne la pression
et est supposée strictement positive et strictement décroissante. Pour ce modèle, l’onde
positive λ, intervenant dans le schéma (5.7), est définie à partir des valeurs propres de la
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jacobienne de F donné en (5.40) comme suit :
λ = max
(√
−p′(τL),
√
−p′(τR)
)
. (5.41)
Concernant les états stationnaires de (5.39), ils sont solutions du problème suivant :{
∂xu = 0,
∂xp (τ) = −σu,
∀ (t, x) ∈ R+ × R. (5.42)
De la première équation de (5.42), la vitesse est uniforme et est notée u0. La deuxième
équation de (5.42) contrôle le volume spécifique des états stationnaires et s’écrit :
∂xp (τ) = −σu0, ∀ (t, x) ∈ R+ × R. (5.43)
Il est important de noter que, contrairement à l’équation vérifiée par les états stationnaires
pour les équations de Saint-Venant (5.20), le terme source dans (5.43) ne dépend pas de
τ . Il n’est donc pas nécessaire de considérer l’équation satisfaite par les états stationnaires
réguliers ici. La discrétisation du terme source pour avoir la stationnarité se trouvera éga-
lement simplifiée.
Afin de pleinement déterminer le schéma (5.7) exposé dans la Section 5.1, il faut, ici
encore, obtenir une expression complète des états intermédiaires WR∗
i− 12
= t(τR∗
i− 12
, uR∗
i− 12
)
et WL∗
i+ 12
= t(τL∗
i+ 12
, uL∗
i+ 12
). Ils sont calculés à l’interface générique en zéro, dans la maille
(−∆x/2,∆x/2), dont l’état initial en t = 0 est donné par WL = t(τL, uL) à gauche de
zéro et WR = t(τR, uR) à droite. En utilisant (5.40), les équations données pour avoir la
consistance intégrale (5.13) s’écrivent :
τ∗L + τ∗R = 2τHLL,
u∗L + u∗R = 2uHLL −
σ∆x
λ
u,
(5.44)
où les états intermédiaires HLL valent :
τHLL =
1
2 (τL + τR) +
1
2λ (uR − uL) ,
uHLL =
1
2 (uL + uR)−
1
2λ (p(τR)− p(τL)) ,
(5.45)
et où la quantité −σu discrétise le terme source à l’interface entre deux états WL =
t(τL, uL) et WR = t(τR, uR) :
− σu ' 1∆t
1
∆x
∫ ∆t
0
∫ ∆x/2
−∆x/2
(−σu)
(
WR
(
x
t
,WL,WR
))
dx dt. (5.46)
Une expression de l’inconnue u, consistante avec u, doit alors être déterminée. Pour ce
faire, une version discrète de l’équation différentielle (5.43), satisfaite par les états sta-
tionnaires, est utilisée. Celle-ci impose que u = uL dès que uL = uR. Il suffit de choisir u
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comme une moyenne des états uL et uR. La définition suivante est proposée :
u = sign(uL + uR)
√
1
2
(
u2L + u2R
)
. (5.47)
Ensuite, il s’agit d’établir deux autres équations qui viendront s’ajouter à (5.44) pour dé-
terminer complètement les états intermédiaires W ∗L et W
∗
R. D’après (5.15), pour assurer la
préservation des états stationnaires, il suffit que :{
u∗R − u∗L = 0,
p(τ∗R)− p(τ∗L) = −σu∆x.
(5.48)
En particulier, la première équation de (5.48) impose u∗L = u∗R et cette vitesse intermédiaire
est notée u∗. La seconde équation de (5.44) donne alors :
u∗ = uHLL − σ∆x2λ u. (5.49)
Concernant τ∗L et τ
∗
R, une linéarisation de la deuxième équation de (5.48) est utilisée :
(τ∗R − τ∗L)
p(τR)− p(τL)
τR − τL = −σu∆x,
et les volumes spécifiques des états intermédiaires vérifient alors :
τ∗R − τ∗L = −
τR − τL
p(τR)− p(τL)σu∆x. (5.50)
Le terme de droite dans l’expression ci-dessus est bien défini puisque la fonction de pres-
sion p est supposée strictement décroissante. Dans le cas où τL = τR alors le terme
τR−τL
p(τR)−p(τL) sera pris égal à
1
p′(τL) . Enfin, en combinant (5.44) et (5.50), les expressions
suivantes des volumes spécifiques intermédiaires sont obtenues :
τ∗L = τHLL +
τR − τL
p(τR)− p(τL)
σu∆x
2 ,
τ∗R = τHLL −
τR − τL
p(τR)− p(τL)
σu∆x
2 .
(5.51)
En injectant les expressions (5.49) et (5.51) dans le schéma (5.7), celui-ci se réécrit
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comme suit :
τn+1i = τni +
∆t
∆x
(
λi+ 12
(
τHLL
i+ 12
+
τni+1 − τni
p(τni+1)− p(τni )
σui+ 12
∆x
2 − τ
n
i
)
+λi− 12
(
τHLL
i− 12
− τ
n
i − τni−1
p(τni )− p(τni−1)
σui− 12 ∆x
2 − τ
n
i
))
,
un+1i = uni +
∆t
∆x
λi+ 12
uHLL
i+ 12
− σ∆x2λi+ 12
ui+ 12
− uni

+λi− 12
uHLL
i− 12
− σ∆x2λi− 12
ui− 12 − u
n
i
 ,
c’est-à-dire, en utilisant les définitions de τHLL et uHLL données par (5.45) :
τn+1i = τni +
∆t
2∆x
(
λi+ 12
(
τni+1 − τni
)− λi− 12 (τni − τni−1))
+ ∆t2∆x
(
uni+1 − uni−1
)
+ σ∆t2
(
λi+ 12
ui+ 12
τni+1 − τni
p(τni+1)− p(τni )
− λi− 12ui− 12
τni − τni−1
p(τni )− p(τni−1)
)
,
un+1i = uni +
∆t
2∆x
(
λi+ 12
(
uni+1 − uni
)− λi+ 12 (uni − uni−1))
− ∆t2∆x
(
p(τni+1)− p(τni−1)
)
− σ∆t2
(
ui+ 12
+ ui− 12
)
.
(5.52)
Le schéma (5.52) possède la propriété de consistance avec le problème initial (5.39). Elle
se démontre en remarquant que, pour la première équation (5.52), le premier et le dernier
terme du membre de droite coïncident avec de la viscosité numérique et que le deuxième
est une discrétisation du flux. Pour la deuxième équation de (5.52), le premier terme du
membre de droite coïncide avec de la viscosité numérique, le second avec une discrétisa-
tion du flux et le dernier avec une discrétisation du terme source puisque u est consistant
avec u.
Le caractère well-balanced du schéma (5.52) se montre aisément en prouvant queW ∗L =
WL et W ∗R = WR dès que WL et WR définissent un état stationnaire au sens de (5.14). En
effet, si tel est le cas alors :
uL = uR et p(τR)− p(τL) = −σu∆x. (5.53)
Ainsi, les vitesses uL et uR sont égales et notées u. La vitesse intermédiaire u∗ donnée par
(5.49) s’écrit alors :
u∗ = uHLL +
p(τR)− p(τL)
2λ ,
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et en utilisant la définition de uHLL donnée par (5.45) :
u∗ = uL + uR2 −
p(τR)− p(τL)
2λ +
p(τR)− p(τL)
2λ = u.
Ainsi, u∗L = uL et u∗R = uR. Maintenant, par les expressions de h∗L et h∗R données par
(5.51), ainsi que la relation (5.53), les deux égalités suivantes peuvent s’écrivent :
τ∗L = τHLL −
τR − τL
p(τR)− p(τL)
p(τR)− p(τL)
2 ,
τ∗R = τHLL +
τR − τL
p(τR)− p(τL)
p(τR)− p(τL)
2 ,
et, en utilisant la définition de τHLL donnée par (5.45) :
τ∗L =
τL + τR
2 −
uR − uL
2λ −
τR − τL
2 ,
τ∗R =
τL + τR
2 −
uR − uL
2λ +
τR − τL
2 .
Or uL = uR en état stationnaire donc les expressions ci-dessus donnent τ∗L = τL et τ∗R =
τR.
5.3.2 Application au modèle M1
Comme présenté dans le Chapitre 2, le modèle M1 s’écrit :
∂tE + ∂xF = 0,
∂tF + ∂x
(
c2Eχ
(
F
cE
))
= −cσF, ∀ (t, x) ∈ R+ × R, (5.54)
c’est-à-dire dans le formalisme (5.1) avec :
W = t (E,F ) , F (W ) = t
(
F, c2Eχ
(
F
cE
))
et S(W ) = t (0,−cσF ) . (5.55)
La variable E > 0 désigne l’énergie radiative et F le flux radiatif. L’intensité du terme
source se note σ et ne dépend pas de l’espace, et le paramètre c décrit la vitesse de la
lumière. La fonction χ s’écrit :
χ(f) = 3 + 4f
2
5 + 2
√
4− 3f2 ∀ f ∈
]
− 2√
3
,
2√
3
[
. (5.56)
L’onde positive λ est définie constante égale à c.
Concernant les états stationnaires de (5.54), ils sont solutions du problème suivant :
∂xF = 0,
∂x
(
c2Eχ
(
F
cE
))
= −cσF, ∀ (t, x) ∈ R+ × R. (5.57)
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De la première équation de (5.57), le flux radiatif est uniforme et est noté F0. La deuxième
équation de (5.57) contrôle le volume spécifique des états stationnaires et s’écrit :
∂x
(
c2Eχ
(
F0
cE
))
= −cσF0, ∀ (t, x) ∈ R+ × R. (5.58)
Comme c’était déjà le cas pour l’équation vérifiée par les états stationnaires pour le p-
système (5.43) et contrairement à l’équation vérifiée par les états stationnaires pour les
équations de Saint-Venant (5.20), le terme source dans (5.58) ne dépend pas de E. Il n’est
donc pas nécessaire de considérer l’équation satisfaite par les états stationnaires réguliers
et la discrétisation du terme source pour avoir la stationnarité se trouvera simplifiée.
Afin de pleinement déterminer le schéma (5.7) exposé dans la Section 5.1, il faut en-
core une fois écrire une expression complète des états intermédiairesWR∗
i− i2
= (ER∗
i− i2
, FR∗
i− i2
)
et WL∗
i+ i2
= (EL∗
i+ i2
, FL∗
i+ i2
). Ils sont calculés à l’interface générique en zéro, dans la maille
(−∆x/2,∆x/2), dont l’état initial en t = 0 est donné par WL = t(EL, FL) à gauche de
zéro et WR = t(ER, FR) à droite. En utilisant (5.55), les équations données pour avoir la
consistance intégrale (5.13) s’écrivent :
E∗L + E∗R = 2EHLL,
F ∗L + F ∗R = 2FHLL −
cσ∆x
λ
F ,
(5.59)
où les états intermédiaires HLL valent :
EHLL =
1
2 (EL + ER)−
1
2λ (FR − FL) ,
FHLL =
1
2 (FL + FR)−
1
2λ
(
c2ERχ
(
FR
cER
)
− c2ELχ
(
FL
cEL
))
,
(5.60)
et où la quantité −cσF discrétise le terme source à l’interface entre deux états WL =
t(EL, FL) et WR = t(ER, FR) :
− cσF ' 1∆t
1
∆x
∫ ∆t
0
∫ ∆x/2
−∆x/2
(−cσF )
(
WR
(
x
t
,WL,WR
))
dx dt. (5.61)
Une expression de l’inconnue F , consistante avec F , doit alors être déterminée. Pour ce
faire, une version discrète de l’équation différentielle (5.58), satisfaite par les états station-
naires, est utilisée. Celle-ci impose que F = FL dès que FL = FR. Il suffit de choisir F
comme une moyenne des états FL et FR. La définition suivante est proposée :
F = sign(FL + FR)
√
1
2
(
F 2L + F 2R
)
. (5.62)
Ensuite, il s’agit d’établir deux autres équations qui viendront s’ajouter à (5.59) pour dé-
terminer complètement les états intermédiaires W ∗L et W
∗
R. D’après (5.15), pour assurer la
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préservation des états stationnaires, il suffit que :
F ∗R − F ∗L = 0,
c2E∗Rχ
(
F ∗R
cE∗R
)
− c2E∗Lχ
(
F ∗L
cE∗L
)
= −cσF∆x. (5.63)
En particulier, la première équation de (5.63) impose F ∗L = F ∗R et ce flux radiatif intermé-
diaire est noté F ∗. La seconde équation de (5.59) donne alors :
F ∗ = FHLL − cσ∆x2λ F . (5.64)
Concernant E∗L et E
∗
R, une linéarisation de la deuxième équation de (5.63) est utilisée :
E∗Rχ
(
FR
cER
)
− E∗Lχ
(
FL
cEL
)
= −σ
c
F∆x. (5.65)
Enfin, en combinant (5.59) et (5.65), les expressions suivantes des énergies radiatives in-
termédiaires sont obtenues :
E∗L =
2φR
φR + φL
EHLL +
σF∆x
c (φR + φL)
,
E∗R =
2φL
φR + φL
EHLL − σF∆x
c (φR + φL)
,
(5.66)
où les notations φL := χ
(
FL
cEL
)
et φR = χ
(
FR
cER
)
ont été introduites pour alléger l’écriture.
En injectant les expressions (5.64) et (5.66) dans le schéma (5.7), celui-ci se réécrit
comme suit :
En+1i = Eni +
∆t
∆x
λi+ 12
 2φni+1
φni+1 + φni
EHLL
i+ 12
+
σF
n
i+ 12
∆x
c
(
φni+1 + φni
) − Eni

+λi− 12
 2φni−1
φni + φni−1
EHLL
i− 12
−
σF
n
i− 12 ∆x
c
(
φni + φni−1
) − Eni
 ,
Fn+1i = Fni +
∆t
∆x
λi+ 12
FHLL
i+ 12
− cσ∆x2λi+ 12
F
n
i+ 12
− Fni

+λi− 12
FHLL
i− 12
− cσ∆x2λi− 12
F
n
i− 12 − F
n
i
 ,
où φni = χ
(
Fni
cEni
)
. En utilisant les définitions de EHLL et FHLL données par (5.60), le
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schéma ci-dessus se réécrit :
En+1i = Eni +
∆t
∆x
(
λi+ 12
φni+1 + φni
(
Eni+1φ
n
i+1 − Eni φni
)− λi− 12
φni + φni−1
(
Eni φ
n
i − Eni−1φni−1
))
− ∆t∆x
(
φni+1
φni+1 + φni
(
Fni+1 − Fni
)
+
φni−1
φni + φni−1
(
Fni − Fni−1
))
+ σ∆t
c
(
λi+ 12
φni+1 + φni
F
n
i+ 12
−
λi− 12
φni + φni−1
F
n
i− 12
)
,
Fn+1i = Fni +
∆t
2∆x
(
λi+ 12
(
Fni+1 − Fni
)− λi+ 12 (Fni − Fni−1))
− c
2∆t
2∆x
(
Eni+1φ
n
i+1 − Eni−1φni−1
)
− cσ∆t2
(
F
n
i+ 12
+ Fni− 12
)
.
(5.67)
Le schéma (5.67) possède la propriété de consistance avec le problème initial (5.54). Elle
se démontre en remarquant que, pour la première équation de (5.67), le premier et le
dernier terme du membre de droite coïncident avec de la viscosité numérique et que le
deuxième est une discrétisation du flux. Pour la deuxième équation de (5.67), le premier
terme du membre de droite coïncide avec de la viscosité numérique, le second avec une
discrétisation du flux et le dernier avec une discrétisation du terme source puisque F est
consistant avec F .
Le caractère well-balanced du schéma (5.67) se montre aisément en prouvant que W ∗L =
WL et W ∗R = WR dès que WL et WR définissent un état stationnaire au sens de (5.14). En
effet, si tel est le cas alors :
FL = FR et c2ERφR − c2ELφL = −cσF∆x. (5.68)
Ainsi, les flux radiatifs FL et FR sont égaux et sont notés F . Le flux intermédiaire F ∗
donné par (5.64) s’écrit alors :
F ∗ = FHLL +
c2ERφR − c2ELφL
2λ ,
et en utilisant la définition de FHLL donnée par (5.60) :
F ∗ = FL + FR2 −
c2ERφR − c2ELφL
2λ +
c2ERφR − c2ELφL
2λ = F.
Ainsi, F ∗L = FL et F ∗R = FR. Maintenant, les expressions de E∗L et E∗R données par (5.66)
ainsi que la relation (5.68) permettent d’écrire :
E∗L =
2φR
φR + φL
EHLL − c
2ERφR − c2ELφL
c2 (φR + φL)
,
E∗R =
2φL
φR + φL
EHLL +
c2ERφR − c2ELφL
c2 (φR + φL)
,
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et, en utilisant la définition de EHLL donnée par (5.60) :
E∗L =
2φR
φR + φL
(
EL + ER
2 −
FR − FL
2λ
)
− ERφR − ELφL
φR + φL
,
E∗R =
2φL
φR + φL
(
EL + ER
2 −
FR − FL
2λ
)
+ ERφR − ELφL
φR + φL
.
Or FL = FR en état stationnaire donc les expressions ci-dessus donnent E∗L = EL et
E∗R = ER.
5.4 Préservation de l’asymptotique
Dans cette section, trois résultats concernant les schémas (5.37), (5.52) et (5.67) sont
proposés. Ils traitent de la préservation de l’asymptotique par ces schémas, et sont remar-
quables car, à la base, ces schémas n’ont pas été construits pour préserver cette asymp-
totique. Dans la suite, ces trois résultats sont énoncés puis prouvés. Les démonstrations
reposent sur des développements de Chapman-Enskog des discrétisations.
5.4.1 Les équations de Saint-Venant
Concernant les équations de Saint-Venant (5.16), le schéma donné par (5.37) après
injection du changement d’échelle ∆t← ∆t/ε et k ← k/ε2 s’écrit :
hn+1i = hni +
∆t
2ε∆x
(
λi+ 12
(
hni+1 − hni
)− λi− 12 (hni − hni−1))
− ∆t2ε∆x
(
qni+1 − qni−1
)
+ k∆t2ε3
(
λi+ 12
qi+ 12
|qi+ 12 |h
−η
i+ 12
α−1
i+ 12
− λi− 12 qi− 12 |qi− 12 |h
−η
i− 12
α−1
i− 12
)
,
qn+1i = qni +
∆t
2ε∆x
(
λi+ 12
(
qni+1 − qni
)− λi+ 12 (qni − qni−1))
− ∆t2ε∆x
(
(qni+1)2
hni+1
+
g(hni+1)2
2 −
(qni−1)2
hni−1
− g(h
n
i−1)2
2
)
− k∆t2ε3
(
qi+ 12
|qi+ 12 |h
−η
i+ 12
+ qi− 12 |qi− 12 |h
−η
i− 12
)
,
(5.69)
où q est donné par (5.30), α est donné par (5.34) et où la définition de h−η donnée par
(5.27) s’écrit maintenant :
h−η =
[
h2
]
2
η + 2
[hη+2] −
ε2µ
k∆x
([1
h
]
+
[
h2
]
2
η + 2
[hη+2]
[
hη−1
]
η − 1
)
. (5.70)
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La limite diffusive associée aux équations de Saint-Venant (5.16), donnée dans le Chapitre
2, s’écrit :
∂th+ ∂x
−sign(∂xh)
√√√√hη
k
∣∣∣∣∣∂x
(
gh2
2
)∣∣∣∣∣
 = 0, (5.71)
et que son équilibre local s’écrit comme suit :
q = −sign(∂xh)
√√√√hη
k
∣∣∣∣∣∂x
(
gh2
2
)∣∣∣∣∣. (5.72)
Dans le théorème suivant, un résultat sur la convergence asymptotique de (5.69) est pro-
posé.
Théorème 5.4.1. Si les pentes λi+ 12 , i ∈ Z définies par (5.18) et les quantités αi+ 12 , i ∈ Z
définies par (5.34) sont telles que
λi− 12αi+ 12 + λi+ 12αi− 12 6= 0 ∀i ∈ Z, (5.73)
alors les deux propositions suivantes sont vérifiées.
(i) À la limite ε tend vers zéro, la première équation de (5.69) est consistante avec la
limite diffusive du modèle (5.71).
(ii) À la limite ε tend vers zéro, la deuxième équation de (5.69) est consistante avec
l’équilibre local (5.72).
Remarque 19. L’hypothèse (5.73) est purement technique. De plus, dans le régime asymp-
totique, les discrétisations du débit deviennent nulles. Ainsi la quantité λi− 12αi+ 12 +λi+ 12αi− 12
est strictement positive en régime de diffusion et l’hypothèse (5.73) est satisfaite.
Démonstration. La preuve s’effectue à l’aide de développements de Chapman-Enskog des
discrétisations. Ils s’écrivent :
hni = h
0,n
i +O(ε) et qni = q0,ni +O(ε), (5.74)
où l’ordre zéro de la hauteur d’eau h0,ni est supposé strictement positif pour pour tout i ∈ Z,
n ∈ N, comme la hauteur d’eau l’est. De plus, en utilisant (5.74), les développements des
quantités q, h−η et α, données respectivement par (5.30), (5.27) et (5.34), s’écrivent :
q = q0 +O(ε),
h−η = h−η0 +O(ε),
α = α0 +O(ε),
(5.75)
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où
q0 = sign(q0R + q0L)
√
1
2
(
(q0L)2 + (q0R)2
)
, (5.76)
h−η =
[
(h0)2
]
2
η + 2
[(h0)η+2] , (5.77)
et α0 = − q
0
h0Rh
0
L
+ g2
(
h0R + h0L
)
. (5.78)
En injectant les développements (5.74) et (5.75) dans (5.69), le schéma se réécrit :
h0,n+1i =h
0,n
i +
∆t
2ε∆x
(
λi+ 12
(
h0,ni+1 − h0,ni
)
− λi− 12
(
h0,ni − h0,ni−1
)
+O(ε)
)
− ∆t2ε∆x
(
q0,ni+1 − q0,ni−1 +O(ε)
)
+ k∆t2ε3
λi+ 12
α0
i+ 12
qi+ 12
0|qi+ 12
0|h−η
i+ 12
0 −
λi− 12
α0
i− 12
qi− 12
0|qi− 12
0|h−η
i− 12
0
+O(ε)
+O(ε),
q0,n+1i =q
0,n
i +
∆t
2ε∆x
(
λi+ 12
(
q0,ni+1 − q0,ni
)
− λi+ 12
(
q0,ni − q0,ni−1
)
+O(ε)
)
− ∆t2ε∆x
(
(q0,ni+1)2
h0,ni+1
+
g(h0,ni+1)2
2 −
(q0,ni−1)2
h0,ni−1
− g(h
0,n
i−1)2
2 +O(ε)
)
− k∆t2ε3
(
qi+ 12
0|qi+ 12
0|h−η
i+ 12
0
+ qi− 12
0|qi− 12
0|h−η
i− 12
0
+O(ε)
)
+O(ε).
(5.79)
Quand ε tend vers zéro, la limite du système d’équations (5.79) s’écrit :
λi+ 12
α0
i+ 12
qi+ 12
0|qi+ 12
0|h−η
i+ 12
0 −
λi− 12
α0
i− 12
qi− 12
0|qi− 12
0|h−η
i− 12
0
= 0,
qi+ 12
0|qi+ 12
0|h−η
i+ 12
0
+ qi− 12
0|qi− 12
0|h−η
i− 12
0
= 0.
En injectant la première expression du système ci-dessus dans la deuxième, la relation
suivante s’écrit : (
λi− 12α
0
i+ 12
+ λi+ 12α
0
i− 12
)
qi− 12
0|qi− 12
0|h−η
i− 12
0
= 0, (5.80)
et l’utilisation de l’hypothèse (5.73) donne alors :
qi− 12
0 = 0 pour tout i ∈ Z.
La définition de q0 donnée dans (5.75), donne donc nécessairement :
q0,ni = 0 pour tout i ∈ Z, n ∈ N.
Remarque 20. C’est ici que la modification effectuée sur q, l’approximation du débit aux
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interfaces, prend son sens. En effet, avec la définition de q proposée dans [70], dont la
définition est donnée par (5.28), un débit nul à l’interface n’impose pas nécessairement un
débit nul des deux côtés de l’interface. C’est en revanche le cas avec la définition (5.30)
choisie ici.
L’ordre zéro du développement asymptotique du débit est donc nul. Les développe-
ments asymptotiques de h et q s’écrivent alors maintenant de la façon suivante :
hni = h
0,n
i +O(ε) et qni = ε
(
q1,ni +O(ε)
)
. (5.81)
Ainsi, les développements des quantités q, h−η et α sont donnés par :
q = ε
(
q1 +O(ε)
)
,
h−η = h−η0 +O(ε),
α = α˜0 +O(ε),
(5.82)
où
q1 = sign(q1R + q1L)
√
1
2
(
(q1L)2 + (q1R)2
)
(5.83)
et α˜0 = g2
(
h0R + h0L
)
. (5.84)
En injectant les développements (5.81) et (5.82) dans le schéma (5.69),on obtient :
h0,n+1i =h
0,n
i +
∆t
2ε∆x
(
λi+ 12
(
h0,ni+1 − h0,ni
)
− λi− 12
(
h0,ni − h0,ni−1
)
+O(ε)
)
− ∆t2∆x
(
q1,ni+1 − q1,ni−1 +O(ε)
)
+ k∆t2ε
λi+ 12
α˜0
i+ 12
qi+ 12
1|qi+ 12
1|h−η
i+ 12
0 −
λi− 12
α˜0
i− 12
qi− 12
1|qi− 12
1|h−η
i− 12
0
+O(ε)
+O(ε),
εq1,n+1i =εq
1,n
i +
∆t
2∆x
(
λi+ 12
(
q1,ni+1 − q1,ni
)
− λi+ 12
(
q1,ni − q1,ni−1
)
+O(ε)
)
− ∆t2ε∆x
(
ε2(q1,ni+1)2
h0,ni+1
+
g(h0,ni+1)2
2 −
ε2(q1,ni−1)2
h0,ni−1
− g(h
0,n
i−1)2
2 +O(ε)
)
− k∆t2ε
(
qi+ 12
1|qi+ 12
1|h−η
i+ 12
0
+ qi− 12
1|qi− 12
1|h−η
i− 12
0
+O(ε)
)
+O(ε).
(5.85)
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Quand ε tend vers zéro, les expressions (5.85) s’écrivent :
∆t
2∆x
(
λi+ 12
(
h0,ni+1 − h0,ni
)
− λi− 12
(
h0,ni − h0,ni−1
))
+ k∆t2
λi+ 12
α˜0
i+ 12
qi+ 12
1|qi+ 12
1|h−η
i+ 12
0 −
λi− 12
α˜0
i− 12
qi− 12
1|qi− 12
1|h−η
i− 12
0
 = 0,
− ∆t2∆x
(
g(h0,ni+1)2
2 −
g(h0,ni−1)2
2
)
− k∆t2ε
(
qi+ 12
1|qi+ 12
1|h−η
i+ 12
0
+ qi− 12
1|qi− 12
1|h−η
i− 12
0)
= 0,
ou encore, en utilisant l’expression de α˜0 donnée par (5.84) :
λi+ 12
h0,ni+1 − h0,ni
∆x − λi− 12
h0,ni − h0,ni−1
∆x
+ 2k
g
λi+ 12 qi+ 12
1|qi+ 12
1|h−η
i+ 12
0
h0,ni+1 + h
0,n
i
−
λi− 12 qi− 12
1|qi− 12
1|h−η
i− 12
0
h0,ni + h
0,n
i−1
 = 0,
(h0,ni+1)2 − (h0,ni−1)2
∆x +
2k
g
(
qi+ 12
1|qi+ 12
1|h−η
i+ 12
0
+ qi− 12
1|qi− 12
1|h−η
i− 12
0)
= 0.
(5.86)
La seconde équation du système limite ci-dessus est une discrétisation de l’équilibre local
donné par (5.72). En effet, celui-ci peut se réécrire comme suit :
∂x
gh2
2 = −kq|q|h
−η. (5.87)
Le point (ii) du Théorème 5.4.1 est donc vérifié. De cet équilibre local discret, la relation
suivante est obtenue :
h0,ni − h0,ni−1
∆x +
2k
g
qi− 12
1|qi− 12
1|h−η
i− 12
0
h0,ni + h
0,n
i−1
= −h
0,n
i+1 + h
0,n
i
h0,ni + h
0,n
i−1
h0,ni+1 − h0,ni∆x + 2kg
qi+ 12
1|qi+ 12
1|h−η
i+ 12
0
h0,ni+1 + h
0,n
i
 .
L’injection de l’expression ci-dessus dans la première équation de (5.86) donne :
(
λi+ 12
+ λi− 12
h0,ni+1 + h
0,n
i
h0,ni + h
0,n
i−1
)h0,ni+1 − h0,ni∆x + 2kg
qi+ 12
1|qi+ 12
1|h−η
i+ 12
0
h0,ni+1 + h
0,n
i
 = 0.
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Puisque λi+ 12 + λi− 12
h0,ni+1+h
0,n
i
h0,ni +h
0,n
i−1
> 0, la relation ci-dessus permet d’écrire l’égalité suivante,
vérifiée pour toute interface xi+ 12 :
h0,ni+1 − h0,ni
∆x +
2k
g
qi+ 12
1|qi+ 12
1|h−η
i+ 12
0
h0,ni+1 + h
0,n
i
= 0. (5.88)
Maintenant que la relation (5.88) est établie, les développements asymptotiques utilisés
pour h et q sont les suivants :
hni = h
0,n
i + εh
1,n
i +O(ε2) et qni = ε
(
q1,ni + εq
2,n
i +O(ε2)
)
. (5.89)
Ainsi, les développements des quantités q, h−η et α sont donnés par :
q = ε
(
q1 + εq2 +O(ε2)
)
,
h−η = h−η0 + εh−η1 +O(ε2),
α = α˜0 + εα˜1 +O(ε2),
(5.90)
où
q2 = sign(q1R + q1L)
q2Lq
1
L + q2Rq1R√
2
(
(q1L)2 + (q1R)2
)1(q1L)2+(q1R)2 6=0 (5.91)
h−η1 = h−η0
(
2[h1h0]
[(h0)2] −
(η + 2) [h1(h0)η+1]
[(h0)η+2]
)
(5.92)
et α˜1 = g2
(
h1R + h1L
)
. (5.93)
Les développements (5.89) et (5.90) permettent d’écrire également les développements
suivants :
q|q|h−η/α = ε2
(
β0 + εβ1 +O(ε2)
)
, (5.94)
où
β0 = q
1|q1|h−η0
α˜0
, (5.95)
et β1 = 2q
2|q1|h−η0 + q1|q1|h−η1
α˜0
− q
1|q1|h−η0α˜1
(α˜0)2
. (5.96)
L’injection des développements (5.89) et (5.94) dans la première équation du schéma (5.69)
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donne :
h0,n+1i = h
0,n
i +
∆t
2ε∆x
(
λi+ 12
(
h0,ni+1 − h0,ni
)
− λi− 12
(
h0,ni − h0,ni−1
))
+ ∆t2∆x
(
λi+ 12
(
h1,ni+1 − h1,ni
)
− λi− 12
(
h1,ni − h1,ni−1
))
− ∆t2∆x
(
q1,ni+1 − q1,ni−1
)
+ k∆t2ε
(
λi+ 12
(
β0
i+ 12
+ εβ1
i+ 12
)
− λi− 12
(
β0
i− 12
+ εβ1
i− 12
))
+O(ε).
(5.97)
En rassemblant les termes en facteurs de 1/ε, l’expression (5.97) se réécrit
h0,n+1i = h
0,n
i +
∆t
2ε
(
λi+ 12
(
h0,ni+1 − h0,ni
∆x + kβ
0
i+ 12
)
− λi− 12
(
h0,ni − h0,ni−1
∆x + kβ
0
i− 12
))
+ ∆t2∆x
(
λi+ 12
(
h1,ni+1 − h1,ni
)
− λi− 12
(
h1,ni − h1,ni−1
))
− ∆t2∆x
(
q1,ni+1 − q1,ni−1
)
+ k∆t2
(
λi+ 12
β1
i+ 12
− λi− 12β
1
i− 12
)
+O(ε).
(5.98)
En utilisant la définition de β0 donnée par (5.95) ainsi que la relation (5.88), la relation
suivante s’écrit :
h0,ni+1 − h0,ni
∆x + kβ
0
i+ 12
=
h0,ni − h0,ni−1
∆x + kβ
0
i− 12
= 0, (5.99)
et l’équation (5.98) se réécrit comme suit :
h0,n+1i = h
0,n
i −
∆t
2∆x
(
q1,ni+1 − q1,ni−1
)
+ ∆tRni +O(ε), (5.100)
où le résidu Rni est défini par :
Rni =
1
2∆x
(
λi+ 12
(
h1,ni+1 − h1,ni
)
− λi− 12
(
h1,ni − h1,ni−1
))
+k2
(
λi+ 12
β1
i+ 12
− λi− 12β
1
i− 12
)
.
(5.101)
La dernière étape de la preuve consiste à remarquer que Rni = O(∆x). En effet,
Rni =
∆x
2
λi+ 12
(
h1,ni+1 − h1,ni
)
− λi− 12
(
h1,ni − h1,ni−1
)
∆x2 + k
λi+ 12
β1
i+ 12
− λi− 12β
1
i− 12
∆x
 ,
et puisque les deux termes ci-dessus sont des dérivées discrètes, Rni est un terme de diffusion
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numérique. Ainsi, la limite diffusive discrète du schéma (5.69) s’écrit :
h0,n+1i = h
0,n
i −
∆t
2∆x
(
q1,ni+1 − q1,ni−1
)
+ ∆tO(∆x) +O(ε), (5.102)
et est donc bien consistante avec
∂th+ ∂xq = 0.
De plus, puisqu’on a vu que les discrétisations à l’ordre un du débit (q1,ni )ni sont consistantes
avec l’équilibre local donné par (5.72), alors (5.100) discrétise bien l’équation de diffusion
donnée par (5.71). Le point (i) du Théorème 5.4.1 est donc vérifié et la preuve est achevée.
5.4.2 Le p-système
Le schéma donné par (5.52) pour le p-système (5.39), après injection du changement
d’échelle ∆t← ∆t/ε et σ ← σ/ε, s’écrit :
τn+1i = τni +
∆t
2ε∆x
(
λi+ 12
(
τni+1 − τni
)− λi− 12 (τni − τni−1))
+ ∆t2ε∆x
(
uni+1 − uni−1
)
+ σ∆t2ε2
(
λi+ 12
ui+ 12
τni+1 − τni
p(τni+1)− p(τni )
− λi− 12ui− 12
τni − τni−1
p(τni )− p(τni−1)
)
,
un+1i = uni +
∆t
2ε∆x
(
λi+ 12
(
uni+1 − uni
)− λi+ 12 (uni − uni−1))
− ∆t2ε∆x
(
p(τni+1)− p(τni−1)
)
− σ∆t2ε2
(
un
i+ 12
+ un
i− 12
)
.
(5.103)
où u est donné par (5.47). La limite diffusive associée au p-système (5.39), donnée dans le
Chapitre 2, s’écrit :
∂tτ +
1
σ
∂xxp(τ) = 0, (5.104)
et que son équilibre local s’écrit comme suit :
u = − 1
σ
∂xp(τ). (5.105)
Dans le théorème suivant, un résultat sur la convergence asymptotique de (5.103) est
proposé.
Théorème 5.4.2. Les deux propositions suivantes sont vérifiées par les discrétisations
données par le schéma (5.103).
(i) À la limite ε tend vers zéro, la première équation de (5.103) est consistante avec la
limite diffusive du modèle (5.104).
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(ii) À la limite ε tend vers zéro, la deuxième équation de (5.103) est consistante avec
l’équilibre local (5.105).
Démonstration. La preuve s’effectue à l’aide de développements de Chapman-Enskog des
discrétisations. Ils s’écrivent :
τni = τ
0,n
i +O(ε) et uni = u0,ni +O(ε). (5.106)
Pour simplifier l’écriture des expressions à venir, les notations suivantes sont introduites :
β := τR − τL
p(τR)− p(τL) ,
γ := uβ.
(5.107)
En utilisant (5.106), les développements des quantités u, β et γ s’écrivent :
u = u0 +O(ε),
β = β0 +O(ε),
γ = γ0 +O(ε),
(5.108)
où
u0 = sign(u0R + u0L)
√
1
2
(
(u0L)2 + (u0R)2
)
, (5.109)
β0 = τ
0
R − τ0L
p(τ0R)− p(τ0L)
, (5.110)
γ0 = u0β0. (5.111)
L’injection des développements (5.106) et (5.108) dans (5.103) donne :
τ0,n+1i = τ
0,n
i +
∆t
2ε∆x
(
λi+ 12
(
τ0,ni+1 − τ0,ni
)
− λi− 12
(
τ0,ni − τ0,ni−1
)
+O(ε)
)
+ ∆t2ε∆x
(
u0,ni+1 − u0,ni−1 +O(ε)
)
+ σ∆t2ε2
(
λi+ 12
γ0,n
i+ 12
− λi− 12γ
0,n
i− 12
+O(ε)
)
+O(ε),
u0,n+1i = u
0,n
i +
∆t
2ε∆x
(
λi+ 12
(
u0,ni+1 − u0,ni
)
− λi+ 12
(
u0,ni − u0,ni−1
)
+O(ε)
)
− ∆t2ε∆x
(
p(τ0,ni+1)− p(τ0,ni−1) +O(ε)
)
− σ∆t2ε2
(
u0,n
i+ 12
+ u0,n
i− 12
+O(ε)
)
+O(ε).
(5.112)
140
5.4. Préservation de l’asymptotique
Quand ε tend vers zéro, la limite du système d’équations (5.112) s’écrit :
σ∆t
2
(
λi+ 12
γ0,n
i+ 12
− λi− 12γ
0,n
i− 12
)
= 0,
σ∆t
2
(
u0,n
i+ 12
+ u0,n
i− 12
)
= 0.
En utilisant la définition de γ0 (5.111) et en injectant la première expression du système
ci-dessus dans la deuxième, la relation suivante s’écrit :(
λi+ 12
β0,n
i+ 12
+ λi− 12β
0,n
i− 12
)
u0,n
i+ 12
= 0,
et puisque λi+ 12β
0,n
i+ 12
+ λi− 12β
0,n
i− 12
< 0 par décroissance stricte de la pression p, alors
u0
i+ 12
= 0 pour tout i ∈ Z.
La définition de u0 donnée dans (5.109) donne donc nécessairement :
u0,ni = 0 pour tout i ∈ Z, n ∈ N.
L’ordre zéro du développement asymptotique de la vitesse est donc nul. Les développe-
ments asymptotiques de τ et u s’écrivent donc maintenant de la façon suivante :
τni = τ
0,n
i +O(ε) et uni = ε
(
u1,ni +O(ε)
)
. (5.113)
Ainsi, les développements des quantités u et γ sont donnés par :
u = ε
(
u1 +O(ε)
)
,
γ = ε
(
γ1 +O(ε)
)
,
(5.114)
où
u1 = sign(u1R + u1L)
√
1
2
(
(u1L)2 + (u1R)2
)
, (5.115)
γ1 = u1β0. (5.116)
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En injectant les développements (5.113) et (5.114) dans le schéma (5.103),on obtient :
τ0,n+1i = τ
0,n
i +
∆t
2ε∆x
(
λi+ 12
(
τ0,ni+1 − τ0,ni
)
− λi− 12
(
τ0,ni − τ0,ni−1
)
+O(ε)
)
+ ∆t2∆x
(
u1,ni+1 − u1,ni−1
)
+ σ∆t2ε
(
λi+ 12
γ1,n
i+ 12
− λi− 12γ
1,n
i− 12
+O(ε)
)
+O(ε),
εu1,n+1i = εu
1,n
i +
∆t
2∆x
(
λi+ 12
(
u1,ni+1 − u1,ni
)
− λi+ 12
(
u1,ni − u1,ni−1
))
− ∆t2ε∆x
(
p(τ0,ni+1)− p(τ0,ni−1) +O(ε)
)
− σ∆t2ε
(
u1,n
i+ 12
+ u1,n
i− 12
+O(ε)
)
+O(ε).
(5.117)
Quand ε tend vers zéro, les expressions (5.117) s’écrivent :
∆t
2∆x
(
λi+ 12
(
τ0,ni+1 − τ0,ni
)
− λi− 12
(
τ0,ni − τ0,ni−1
))
+ σ∆t2
(
λi+ 12
γ1,n
i+ 12
− λi− 12γ
1,n
i− 12
)
= 0,
− ∆t2∆x
(
p(τ0,ni+1)− p(τ0,ni−1)
)
− σ∆t2
(
u1,n
i+ 12
+ u1,n
i− 12
)
= 0.
et après simplifications :
λi+ 12
(
τ0,ni+1 − τ0,ni
∆x + σγ
1,n
i+ 12
)
− λi− 12
(
τ0,ni − τ0,ni−1
∆x + σγ
1,n
i− 12
)
= 0,
1
2
(
u1,n
i+ 12
+ u1,n
i− 12
)
= − 1
σ
p(τ0,ni+1)− p(τ0,ni−1)
2∆x .
(5.118)
La seconde équation du système limite ci-dessus est une discrétisation de l’équilibre local
donné par (5.105). Le point (ii) du Théorème 5.4.2 est donc démontré. De cet équilibre
local discret, et en utilisant la définition de γ1 donnée par (5.116) ainsi que celle de β0
donnée par (5.110), la relation suivante est obtenue :
τ0,ni − τ0,ni−1
∆x + σγ
1,n
i− 12
= −
β0,n
i− 12
β0,n
i+ 12
(
τ0,ni+1 − τ0,ni
∆x + σγ
1,n
i+ 12
)
.
L’injection de l’expression ci-dessus dans la première équation de (5.118) donne :λi+ 12 + λi− 12
β0,n
i− 12
β0,n
i+ 12
(τ0,ni+1 − τ0,ni∆x + σγ1,ni+ 12
)
= 0.
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Puisque λi+ 12 + λi− 12
β0,n
i− 12
β0,n
i+12
> 0 alors la relation ci-dessus permet d’écrire l’égalité suivante,
vérifiée pour toute interface xi+ 12 :
τ0,ni+1 − τ0,ni
∆x + σγ
1,n
i+ 12
= 0. (5.119)
Maintenant que la relation (5.119) est établie, les développements asymptotiques utilisés
pour τ et u sont les suivants :
τni = τ
0,n
i + ετ
1,n
i +O(ε2) et uni = ε
(
u1,ni + εu
2,n
i +O(ε2)
)
. (5.120)
Ainsi, les développements des quantités u, β et γ sont donnés par :
u = ε
(
u1 + εu2 +O(ε2)
)
,
β = β0 + εβ1 +O(ε2),
γ = ε
(
γ1 + εγ2 +O(ε2)
)
,
(5.121)
où
u2 =

sign(u2R + u2L)
√
1
2
(
(u2L)2 + (u2R)2
)
si u1L = u2L = 0,
sign(u1R + u1L)
u2Lu
1
L + u2Ru1R√
2
(
(u1L)2 + (u1R)2
) sinon, (5.122)
β1 = τ
1
R − τ1L − β0
(
τ1Rp
′(τ0R)− τ1Lp′(τ0L)
)
p(τ0R)− p(τ0L)
, (5.123)
γ2 = u2β0 + u1β1. (5.124)
L’injection des développements (5.120) et (5.121) dans la première équation du schéma
(5.103) donne :
τ0,n+1i = τ
0,n
i +
∆t
2ε∆x
(
λi+ 12
(
τ0,ni+1 − τ0,ni
)
− λi− 12
(
τ0,ni − τ0,ni−1
))
+ ∆t2∆x
(
λi+ 12
(
τ1,ni+1 − τ1,ni
)
− λi− 12
(
τ1,ni − τ1,ni−1
))
+ ∆t2∆x
(
u1,ni+1 − u1,ni−1
)
+ σ∆t2ε
(
λi+ 12
γ1,n
i+ 12
− λi− 12γ
1,n
i− 12
)
+ σ∆t2
(
λi+ 12
γ2,n
i+ 12
− λi− 12γ
2,n
i− 12
)
+O(ε).
(5.125)
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En rassemblant les termes en facteurs de 1/ε, l’expression (5.97) se réécrit :
τ0,n+1i = τ
0,n
i +
∆t
2ε
(
λi+ 12
(
τ0,ni+1 − τ0,ni
∆x + σγ
1,n
i+ 12
)
− λi− 12
(
τ0,ni − τ0,ni−1
∆x + σγ
1,n
i− 12
))
+ ∆t2∆x
(
λi+ 12
(
τ1,ni+1 − τ1,ni
)
− λi− 12
(
τ1,ni − τ1,ni−1
))
+ ∆t2∆x
(
u1,ni+1 − u1,ni−1
)
+ σ∆t2
(
λi+ 12
γ2,n
i+ 12
− λi− 12γ
2,n
i− 12
)
+O(ε).
(5.126)
En utilisant la relation (5.119), la relation suivante s’écrit :
τ0,ni+1 − τ0,ni
∆x + σγ
1,n
i+ 12
=
τ0,ni − τ0,ni−1
∆x + σγ
1,n
i− 12
= 0,
et l’équation (5.126) s’écrit maintenant :
τ0,n+1i = τ
0,n
i +
∆t
2∆x
(
u1,ni+1 − u1,ni−1
)
+ ∆tRni +O(ε),
où le résidu Rni est défini par :
Rni =
1
2∆x
(
λi+ 12
(
τ1,ni+1 − τ1,ni
)
− λi− 12
(
τ1,ni − τ1,ni−1
))
+ σ2
(
λi+ 12
γ2,n
i+ 12
− λi− 12γ
2,n
i− 12
)
.
(5.127)
La dernière étape de la preuve consiste à remarquer que Rni = O(∆x). En effet, ce résidu
s’écrit :
Rni =
∆x
2
λi+ 12
(
τ1,ni+1 − τ1,ni
)
− λi− 12
(
τ1,ni − τ1,ni−1
)
∆x2 + σ
λi+ 12
γ2,n
i+ 12
− λi− 12γ
2,n
i− 12
∆x
 ,
et puisque les deux termes ci-dessus sont des dérivées discrètes, Rni est un terme de diffusion
numérique en O(∆x). Ainsi, la limite diffusive discrète du schéma (5.103) s’écrit :
τ0,n+1i = τ
0,n
i +
∆t
2∆x
(
u1,ni+1 − u1,ni−1
)
+ ∆tO(∆x) +O(ε), (5.128)
et est donc consistante avec
∂tτ − ∂xu = 0.
De plus, puisqu’on a vu que les discrétisations à l’ordre un de la vitesse (u1,ni )ni sont
consistantes avec l’équilibre local donné par (5.105), alors (5.128) discrétise bien l’équation
de diffusion donnée par (5.104) et le point (i) du Théorème 5.4.2 est démontré.
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5.4.3 Le modèle M1
Le schéma donné par (5.67) pour le modèle M1 (5.54), après injection du changement
d’échelle ∆t← ∆t/ε et σ ← σ/ε, s’écrit :
En+1i = Eni +
∆t
ε∆x
(
λi+ 12
φni+1 + φni
(
Eni+1φ
n
i+1 − Eni φni
)− λi− 12
φni + φni−1
(
Eni φ
n
i − Eni−1φni−1
))
− ∆t
ε∆x
(
φni+1
φni+1 + φni
(
Fni+1 − Fni
)
+
φni−1
φni + φni−1
(
Fni − Fni−1
))
+ σ∆t
cε2
(
λi+ 12
φni+1 + φni
F
n
i+ 12
−
λi− 12
φni + φni−1
F
n
i− 12
)
,
Fn+1i = Fni +
∆t
2ε∆x
(
λi+ 12
(
Fni+1 − Fni
)− λi+ 12 (Fni − Fni−1))
− c
2∆t
2ε∆x
(
Eni+1φ
n
i+1 − Eni−1φni−1
)
− cσ∆t2ε2
(
F
n
i+ 12
+ Fni− 12
)
.
(5.129)
où F est donné par (5.62) et φni désigne χ(
Fni
cEni
) avec χ le facteur d’Eddington donné en
(5.56). La limite diffusive associée au modèle M1 (5.54), donnée dans le Chapitre 2, s’écrit :
∂tE − c3σ∂xxE = 0, (5.130)
et que son équilibre local s’écrit comme suit :
F = − c3σ∂xE. (5.131)
Dans le théorème suivant, un résultat sur la convergence asymptotique de (5.129) est
proposé.
Théorème 5.4.3. Les deux propositions suivantes sont vérifiées par les discrétisations
données par le schéma (5.129).
(i) À la limite ε tend vers zéro, la première équation de (5.129) est consistante avec la
limite diffusive du modèle (5.130).
(ii) À la limite ε tend vers zéro, la deuxième équation de (5.129) est consistante avec
l’équilibre local (5.131).
Démonstration. La preuve s’effectue à l’aide de développements de Chapman-Enskog des
discrétisations. Ils s’écrivent :
Eni = E
0,n
i +O(ε) et Fni = F 0,ni +O(ε), (5.132)
où l’ordre zéro de l’énergie radiative E0,ni est supposé strictement positif pour tout i ∈
Z, n ∈ N. De plus, en utilisant (5.132), les développements des quantités F donné par
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(5.62) et de φ = χ( FcE ) s’écrivent :
F = F 0 +O(ε),
φ = φ0 +O(ε),
(5.133)
où
F
0 = sign(F 0R + F 0L)
√
1
2
(
(F 0L)2 + (F 0R)2
)
, (5.134)
φ0 = χ
(
F 0
cE0
)
. (5.135)
L’injection des développements (5.132) et (5.133) dans (5.129) donne :
E0,n+1i = E
0,n
i +
∆t
ε∆x
(
λi+ 12
φ0,ni+1 + φ
0,n
i
(
E0,ni+1φ
0,n
i+1 − E0,ni φ0,ni
)
−
λi− 12
φ0,ni + φ
0,n
i−1
(
E0,ni φ
0,n
i − E0,ni−1φ0,ni−1
)
+O(ε)
)
− ∆t
ε∆x
(
φ0,ni+1
φ0,ni+1 + φ
0,n
i
(
F 0,ni+1 − F 0,ni
)
+
φ0,ni−1
φ0,ni + φ
0,n
i−1
(
F 0,ni − F 0,ni−1
)
+O(ε)
)
+ σ∆t
cε2
(
λi+ 12
φ0,ni+1 + φ
0,n
i
F
0,n
i+ 12
−
λi− 12
φ0,ni + φ
0,n
i−1
F
0,n
i− 12
+O(ε)
)
+O(ε),
F 0,n+1i = F
0,n
i +
∆t
2ε∆x
(
λi+ 12
(
F 0,ni+1 − F 0,ni
)
− λi+ 12
(
F 0,ni − F 0,ni−1
)
+O(ε)
)
− c
2∆t
2ε∆x
(
E0,ni+1φ
0,n
i+1 − E0,ni−1φ0,ni−1 +O(ε)
)
− cσ∆t2ε2
(
F
0,n
i+ 12
+ F 0,ni− 12 +O(ε)
)
+O(ε).
(5.136)
Les développements impliquant des termes en φ se font facilement puisque, la définition
(5.56) du facteur d’Eddington χ donne φ > 0. Quand ε tend vers zéro, la limite du système
d’équations (5.136) s’écrit :
λi+ 12
φ0,ni+1 + φ
0,n
i
F
0,n
i+ 12
−
λi− 12
φ0,ni + φ
0,n
i−1
F
0,n
i− 12
= 0,
F
0,n
i+ 12
+ F 0,ni− 12 = 0.
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L’injection de la première expression du système ci-dessus dans la deuxième permet d’écrire :(
λi+ 12
φ0,ni+1 + φ
0,n
i
+
λi− 12
φ0,ni + φ
0,n
i−1
)
F
0,n
i+ 12
= 0,
et puisque
λ
i+12
φ0,ni+1+φ
0,n
i
+
λ
i− 12
φ0,ni +φ
0,n
i−1
> 0 alors
F
0,n
i+ 12
= 0 pour tout i ∈ Z.
Enfin, la définition de F 0 donnée dans (5.134) donne nécessairement :
F 0,ni = 0 pour tout i ∈ Z, n ∈ N.
L’ordre zéro du développement asymptotique du flux radiatif est donc nul. Les dévelop-
pements asymptotiques de E et F s’écrivent donc maintenant de la façon suivante :
Eni = E
0,n
i +O(ε) et Fni = ε
(
F 1,ni +O(ε)
)
. (5.137)
Ainsi, les développements des quantités F et φ sont donnés par :
F = ε
(
F
1 +O(ε)
)
,
φ = 13 +O(ε),
(5.138)
où
F
1 = sign(F 1R + F 1L)
√
1
2
(
(F 1L)2 + (F 1R)2
)
. (5.139)
La quantité 1/3 vient de l’évaluation de χ en zéro. En injectant les développements (5.137)
et (5.138) dans le schéma (5.129),on obtient :
E0,n+1i = E
0,n
i +
∆t
2ε∆x
(
λi+ 12
(
E0,ni+1 − E0,ni
)
− λi− 12
(
E0,ni − E0,ni−1
)
+O(ε)
)
− ∆t2∆x
(
F 1,ni+1 − F 1,ni−1
)
+ 3σ∆t2cε
(
λi+ 12
F
1,n
i+ 12
− λi− 12F
1,n
i− 12
+O(ε)
)
+O(ε),
εF 1,n+1i = εF
0,n
i +
∆t
2∆x
(
λi+ 12
(
F 1,ni+1 − F 1,ni
)
− λi+ 12
(
F 1,ni − F 1,ni−1
)
+O(ε)
)
− c
2∆t
6ε∆x
(
E0,ni+1 − E0,ni−1 +O(ε)
)
− cσ∆t2ε
(
F
1,n
i+ 12
+ F 1,ni− 12 +O(ε)
)
+O(ε).
(5.140)
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Quand ε tend vers zéro, les expressions (5.140) s’écrivent :
∆t
2∆x
(
λi+ 12
(
E0,ni+1 − E0,ni
)
− λi− 12
(
E0,ni − E0,ni−1
))
+ 3σ∆t2c
(
λi+ 12
F
1,n
i+ 12
− λi− 12F
1,n
i− 12
)
= 0,
− c
2∆t
6∆x
(
E0,ni+1 − E0,ni−1
)
− cσ∆t2
(
F
1,n
i+ 12
+ F 1,ni− 12
)
= 0,
et après simplifications :
λi+ 12
(
E0,ni+1 − E0,ni
∆x +
3σ
c
F
1,n
i+ 12
)
− λi− 12
(
E0,ni − E0,ni−1
∆x +
3σ
c
F
1,n
i− 12
)
= 0,
1
2
(
F
1,n
i+ 12
+ F 1,ni− 12
)
= − c3σ
E0,ni+1 − E0,ni−1
2∆x .
(5.141)
La seconde équation du système limite ci-dessus est une discrétisation de l’équilibre local
donné par (5.131). Le point (i) du Théorème 5.4.3 est donc démontré. De cet équilibre
local discret, la relation suivante est obtenue :
E0,ni+1 − E0,ni
∆x +
3σ
c
F
1,n
i+ 12
= −
(
E0,ni − E0,ni−1
∆x +
3σ
c
F
1,n
i− 12
)
.
L’injection de l’expression ci-dessus dans la première équation de (5.141) donne :
(
λi+ 12
+ λi− 12
)(E0,ni − E0,ni−1
∆x +
3σ
c
F
1,n
i− 12
)
= 0.
Puisque λi+ 12 + λi− 12 > 0, la relation ci-dessus permet d’écrire l’égalité suivante, vérifiée
pour toute interface xi+ 12 :
E0,ni − E0,ni−1
∆x +
3σ
c
F
1,n
i− 12
= 0. (5.142)
Maintenant que la relation (5.142) est établie, les développements asymptotiques utilisés
pour E et F sont les suivants :
Eni = E
0,n
i + εE
1,n
i +O(ε2) et Fni = ε
(
F 1,ni + εF
2,n
i +O(ε2)
)
. (5.143)
Ainsi, les développements des quantités F et φ sont donnés par :
F = ε
(
F
1 + εF 2 +O(ε2)
)
,
φ = 13 +O(ε
2),
(5.144)
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où
F
2 =

sign(F 2R + F 2L)
√
1
2
(
(F 2L)2 + (F 2R)2
)
si F 1L = F 2L = 0,
sign(F 1R + F 1L)
F 2LF
1
L + F 2RF 1R√
2
(
(F 1L)2 + (F 1R)2
) sinon. (5.145)
Le terme d’ordre un dans le développement de φ est nul puisque χ′(0) = 0. En effet, grâce
à la définition de χ donnée par (5.56), sa dérivée s’écrit :
χ′(f) = 2f√
4− 3f2 .
L’injection des développements (5.143) et (5.144) dans la première équation du schéma
(5.129) donne :
E0,n+1i = E
0,n
i +
∆t
2ε∆x
(
λi+ 12
(
E0,ni+1 − E0,ni
)
− λi− 12
(
E0,ni − E0,ni−1
))
+ ∆t2∆x
(
λi+ 12
(
E1,ni+1 − E1,ni
)
− λi− 12
(
E1,ni − E1,ni−1
))
− ∆t2∆x
(
F 1,ni+1 − F 1,ni−1
)
+ 3σ∆t2cε
(
λi+ 12
F
1,n
i+ 12
− λi− 12F
1,n
i− 12
)
+ 3σ∆t2c
(
λi+ 12
F
2,n
i+ 12
− λi− 12F
2,n
i− 12
)
+O(ε).
(5.146)
En rassemblant les termes en facteurs de 1/ε, l’expression (5.97) se réécrit :
E0,n+1i = E
0,n
i +
∆t
2ε
(
λi+ 12
(
E0,ni+1 − E0,ni
∆x +
3σ
c
F
1,n
i+ 12
)
− λi− 12
(
E0,ni − E0,ni−1
∆x +
3σ
c
F
1,n
i− 12
))
+ ∆t2∆x
(
λi+ 12
(
E1,ni+1 − E1,ni
)
− λi− 12
(
E1,ni − E1,ni−1
))
− ∆t2∆x
(
F 1,ni+1 − F 1,ni−1
)
+ 3σ∆t2c
(
λi+ 12
F
2,n
i+ 12
− λi− 12F
2,n
i− 12
)
+O(ε).
(5.147)
En utilisant la relation (5.142), la relation suivante s’écrit :
E0,ni+1 − E0,ni
∆x +
3σ
c
F
1,n
i+ 12
=
E0,ni − E0,ni−1
∆x +
3σ
c
F
1,n
i− 12
= 0,
et l’équation (5.147) s’écrit maintenant :
E0,n+1i = E
0,n
i −
∆t
2∆x
(
F 1,ni+1 − F 1,ni−1
)
+ ∆tRni +O(ε),
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où le résidu Rni est défini par :
Rni =
1
2∆x
(
λi+ 12
(
E1,ni+1 − E1,ni
)
− λi− 12
(
E1,ni − E1,ni−1
))
+ 3σ2c
(
λi+ 12
F
2,n
i+ 12
− λi− 12F
2,n
i− 12
)
.
(5.148)
La dernière étape de la preuve consiste à remarquer que Rni = O(∆x). En effet, ce résidu
s’écrit :
Rni =
∆x
2
λi+ 12
(
E1,ni+1 − E1,ni
)
− λi− 12
(
E1,ni − E1,ni−1
)
∆x2 +
3σ
c
λi+ 12
F
2,n
i+ 12
− λi− 12F
2,n
i− 12
∆x
 ,
et puisque les deux termes ci-dessus sont des dérivées discrètes, Rni est un terme de diffusion
numérique en O(∆x). Ainsi, la limite diffusive discrète du schéma (5.129) s’écrit :
E0,n+1i = E
0,n
i −
∆t
2∆x
(
F 1,ni+1 − F 1,ni−1
)
+ ∆tO(∆x) +O(ε), (5.149)
et est donc consistante avec
∂tE + ∂xF = 0.
De plus, puisqu’on a vu que les discrétisations à l’ordre un du flux radiatif (F 1,ni )ni sont
consistantes avec l’équilibre local donné par (5.131), alors (5.149) discrétise bien l’équation
de diffusion donnée par (5.130) et le point (ii) du Théorème 5.4.3 est démontré.
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Résultats numériques
Ce dernier chapitre est consacré aux simulations numériques des schémas présentés
dans les Chapitres 4 et 5 de ce manuscrit. Pour chacun des trois modèles étudiés, le p-
système, le modèle M1 et les équations de Saint-Venant, les différents schémas construits
sont tout d’abord rappelés. Pour les équations de Saint-Venant, les détails de l’implémen-
tation des schémas implicites (4.90) et (4.91) sont présentés. Ensuite, la préservation des
états stationnaires par les schémas développés dans le Chapitre 5 est mise en évidence.
Ainsi, l’évolution des solutions approchées pour une condition initiale stationnaire mais
également pour une condition initiale stationnaire perturbée, est présentée. Enfin, la pré-
servation de la limite diffusive est illustrée pour deux conditions initiales, l’une continue
et l’autre discontinue, et des discussions sur les ordres de convergence en espace sont pro-
posées.
Dans tout ce chapitre, une discrétisation uniforme du domaine spatial [a, b] avecN ∈ N
mailles (Ki)i=1,...,N est considérée. La taille de chaque maille est alors donnée par ∆x =
b−a
N , xi = a+ (i− 12)∆x désigne le centre de la maille Ki et xi± 12 = xi±
∆x
2 ses extrémités.
Concernant les conditions de bord utilisées, elles sont de type Dirichlet non homogène,
compatibles avec l’état stationnaire, pour la validation de la préservation des états station-
naires, et de type flux nul pour la validation de la préservation de l’asymptotique.
6.1 Le p-système
Ce système, présenté dans le Chapitre 2, s’écrit de la manière suivante après change-
ment d’échelle du temps et de la friction par le paramètre ε : ε∂tτ − ∂xu = 0,ε∂tu+ ∂xp(τ) = −σ
ε
u,
∀ (t, x) ∈ R+ × R. (6.1)
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Dans les simulations, la pression p est définie par
p(τ) = τ−1.4. (6.2)
Le paramètre σ est le coefficient de friction et est fixé à 1. La limite de diffusion de ce
problème, pour ε qui tend vers zéro, correspond à l’équation des milieux poreux rappelée
ici :
∂tτ +
1
σ
∂xxp(τ) = 0, ∀ (t, x) ∈ R+ × R. (6.3)
Les différents schémas pour le p-système (6.1) proposés dans ces travaux sont tout
d’abord rappelés. Le premier est donné par (4.18). Il a été obtenu par la méthode HLL
perturbée pour inclure le terme source décrite dans le Chapitre 4, sans nécessité d’un
paramètre additionnel. Il s’écrit :
τn+1i = τni +
∆t
2ε∆x
(
α˜ε
i+ 12
(
uni+1 − uni
)
+ α˜ε
i− 12
(
uni − uni−1
))
+ ∆t2ε∆x
(
α˜ε
i+ 12
λi+ 12
(
τni+1 − τni
)− α˜ε
i− 12
λi− 12
(
τni − τni−1
))
,
un+1i = uni −
∆t
2ε∆x
(
α˜ε
i+ 12
(
p(τni+1)− p(τni )
)
+ α˜ε
i− 12
(
p(τni )− p(τni−1)
))
+ ∆t2ε∆x
(
α˜ε
i+ 12
λi+ 12
(
uni+1 − uni
)− α˜ε
i− 12
λi− 12
(
uni − uni−1
))
− σ∆t2ε2
(
αε
i+ 12
+ αε
i− 12
)
uni ,
(PSεAP )
où
λi+ 12
= max
(√
−p′(τni ),
√
−p′(τni+1)
)
, (6.4)
α˜ε
i+ 12
=
2λi+ 12 ε
2λi+ 12 ε+ σ∆x
.
Le second schéma est donné par (5.103). Il est introduit dans le Chapitre 5 et a été
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conçu pour préserver tous les états stationnaires. Il s’écrit :
τn+1i = τni +
∆t
2ε∆x
(
λi+ 12
(
τni+1 − τni
)− λi− 12 (τni − τni−1))
+ ∆t2ε∆x
(
uni+1 − uni−1
)
+ σ∆t2ε2
(
λi+ 12
ui+ 12
τni+1 − τni
p(τni+1)− p(τni )
− λi− 12ui− 12
τni − τni−1
p(τni )− p(τni−1)
)
,
un+1i = uni +
∆t
2ε∆x
(
λi+ 12
(
uni+1 − uni
)− λi+ 12 (uni − uni−1))
− ∆t2ε∆x
(
p(τni+1)− p(τni−1)
)
− σ∆t2ε2
(
un
i+ 12
+ un
i− 12
)
,
(PSεFWB)
où les pentes (λi+ 12 )i sont données par (6.4) et où les vitesses aux interfaces (u
n
i+ 12
)i sont
définies par :
un
i+ 12
= sign(uni + uni+1)
√
1
2
(
(uni )2 + (uni+1)2
)
.
6.1.1 Préservation des états stationnaires par le schéma (PSεFWB)
Avant de s’intéresser à la préservation de la limite de diffusion par les deux schémas
développés (PSεAP ) et (PSεFWB), la préservation des états stationnaires par le schéma
(PSεFWB) est vérifiée numériquement. Les tests proposés dans cette partie sont aussi
effectués sur le schéma (PSεAP ) qui ne préserve, a priori, pas les états stationnaires. Il
faut tout d’abord déterminer une condition initiale stationnaire, c’est-à-dire une solution
W = t(τ, u) du problème stationnaire suivant : ∂xu = 0,∂xp(τ) = −σ
ε
u.
(6.5)
Puisque la fonction de pression p est définie par (6.2), la condition initiale suivante W0 =
t(τ0, u0), solution du problème stationnaire (6.5), est proposée :
u0(x) = 1 et τ0 =
(
−σ
ε
(x− 10)
)−1/1.4
, ∀ x ∈ (−5, 5). (6.6)
Comme proposé dans [69, 70], les schémas (PSεAP ) et (PSεFWB) sont également testés
avec la condition initiale perturbée W˜0 = t(τ˜0, u˜0) obtenue à partir de W0 comme suit :
u˜0(x) = 1 et τ˜0 = τ0(x) +
1
2 1x∈(−1,1), ∀ x ∈ (−5, 5). (6.7)
L’allure des volumes spécifiques donnés par (6.6) et (6.7) est représentée sur la Figure 6.1.
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(a) Condition initiale stationnaire (b) Condition initiale stationnaire perturbée
Figure 6.1: Volumes spécifiques des conditions initiales pour N = 400.
Par construction, le schéma (PSεFWB) est censé préserver les états stationnaires. L’ap-
proximation obtenue avec la condition initiale W0 donnée par (6.6) ne devrait donc pas
être modifiée au cours du temps. De plus, selon [69, 70], celle obtenue avec la condition
initiale W˜0 donnée par (6.7) devrait retourner à l’équilibre W0. En revanche, il n’y a pas
de raison que le schéma (PSεAP ) vérifie ces propriétés.
L’erreur entre l’approximation (Wni ), calculée au temps T par le schéma (PSεAP ) ou
(PSεFWB) avec N mailles, et la solution stationnaire W0 donnée par (6.6), est calculée en
norme L2 à l’aide de la formule suivante :
EN (T ) =
√√√√ N∑
i=1
(
(τni − τ0(xi))2 + (uni − u0(xi))2
)
∆x. (6.8)
Sur la Figure 6.2, l’erreur en échelle logarithmique pour chacun des schémas (PSεAP )
et (PSεFWB) et chacune des conditions initiales (6.6) et (6.7) est représentée en fonction
du temps T . Les conditions au bord utilisées sont de type Dirichlet non homogènes. Elles
sont données par :
Wn0 = W0
(
a− ∆x2
)
et WnN+1 = W0
(
b+ ∆x2
)
. (6.9)
Par soucis de clarté, l’erreur obtenue par le schéma (PSεFWB) n’est pas tracée sur la
Figure 6.2 (a) car elle reste égale au zéro machine, 10−15 environ. Cela correspond au
résultat attendu pour ce schéma. En revanche, les approximations données par le schéma
(PSεAP ) s’écartent de l’état stationnaire. Le schéma (PSεAP ) ne préserve donc pas les états
stationnaires, ce qui était prévisible.
Le comportement au cours du temps, tracé en échelle logarithmique, de l’erreur entre
les discrétisations données par les schémas (PSεAP ) et (PSεFWB), avec la condition initiale
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(a) Condition initiale stationnaire (b) Condition initiale stationnaire perturbée
Figure 6.2: Erreur en échelle logarithmique pour N = 400 et ε = 1.
perturbée (6.7), et l’état stationnaire W0 donné par (6.6) est représenté sur le graphe
(b) de la Figure 6.2. Les approximations calculées par (PSεFWB) retournent donc bien
à l’équilibre W0. L’élimination de la perturbation est représentée sur la Figure 6.3. En
(a) T=0 (b) T=0.1 (c) T=0.5
Figure 6.3: Volume spécifique obtenu par le schéma (PSεFWB) pour la condition initiale
perturbée avec N = 400 et ε = 1.
revanche, l’erreur pour les discrétisations données par le schéma (PSεAP ) se stabilise à
environ 10−3. Les discrétisations ne retournent donc pas à l’état stationnaire W0. Cela
met bien en évidence la préservation des états stationnaires par (PSεFWB) mais pas par le
schéma (PSεAP ).
6.1.2 Préservation de l’asymptotique
La validation de la préservation de l’asymptotique par les schémas (PSεAP ) et (PSεFWB)
est maintenant exposée. En effet, il a été démontré dans le Théorème 4.3.1 que la discré-
tisation du volume spécifique issue du schéma (PSεAP ) converge vers celle donnée par
(4.20), qui discrétise l’équation de diffusion (6.3). Ce schéma limite est rappelé :
τn+1i = τni +
∆t
σ∆x2
(
λ2
i+ 12
(
τni+1 − τni
)− λ2
i− 12
(
τni − τni−1
))
, (PSlim)
où les pentes (λi+ 12 )i sont toujours données par (6.4). De plus, le Théorème 5.4.2 propose
un résultat de convergence asymptotique pour le schéma (PSεFWB), dont la limite n’est pas
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connue. Seule sa consistance avec l’équation de diffusion (6.3) est satisfaite. Cependant,
la mise en évidence de la convergence peut tout de même être effectuée en comparant les
approximations données par (PSεFWB) avec les approximations de la limite de diffusion
(6.3) données par (PSlim).
Pour illustrer numériquement la préservation de l’asymptotique, les deux conditions
initiales suivantes, définies sur le domaine spatial (−5, 5), sont considérées.
• Condition initiale discontinue :
τ0(x) =
{
2 si x < 0,
1 sinon,
et u0(x) = 0. (6.10)
• Condition initiale continue :
τ0(x) =

2 si x ≤ −1,
1
2
(
3 + sin
(3pix
2
))
si − 1 < x ≤ 1,
1 sinon,
et u0(x) = 0. (6.11)
Les volumes spécifiques pour les conditions (6.10) et (6.11) sont illustrées sur la Figure
6.4.
Figure 6.4: Volumes spécifiques des conditions initiales (6.10) et (6.11) pour N = 400.
À partir de maintenant, le temps final T est fixé à 0.3. Les conditions au bord utilisées
pour le calcul des approximations par les schémas (PSεAP ) et (PSεFWB) sont de type flux
nul et elles s’écrivent :
Wn0 = Wn1 et WnN+1 = WnN . (6.12)
Sur la Figure 6.5 est tracé le régime hyperbolique, obtenu à l’aide d’une discrétisation
HLL du problème hyperbolique homogène, ainsi que le régime diffusif, obtenu avec le
schéma (PSlim), pour chacune des deux conditions initiales (6.10) et (6.11). D’après les
résultats théoriques de préservation d’asymptotique, les schémas (PSεAP ) et (PSεFWB)
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devraient donner des résultats similaires à la courbe rouge, le régime hyperbolique, quand
ε est proche de 1, et à des résultats similaires à la bleue, le régime de diffusion, lorsque ε
se rapproche de zéro.
(a) Condition initiale discontinue (b) Condition initiale continue
Figure 6.5: Volumes spécifiques des différents régimes pour N = 400.
Sur les Figures 6.6 et 6.7, une illustration de la convergence du schéma (PSεAP ) vers le
schéma limite (PSlim) est proposée pour chacune des conditions initiales (6.10) et (6.11).
Les régimes hyperbolique et diffusif sont à chaque fois rappelés sur la figure de gauche tan-
dis que sur la figure de droite sont tracées les volumes spécifiques obtenus par le schéma
(PSεAP ) avec différentes valeurs de ε, le paramètre gouvernant le régime. Les graphiques
analogues obtenus avec le schéma (PSεFWB) ne sont pas présentés car ils sont quasiment
identiques à ceux des Figures 6.6 et 6.7.
(a) Régime hyperbolique et diffusif (b) Résultats obtenus par (PSεAP )
Figure 6.6: Volumes spécifiques pour N = 400 et la condition initiale discontinue.
Les courbes d’erreur en fonction de ε pour les schémas (PSεAP ) et (PSεFWB) peuvent
maintenant être tracées. Elles sont obtenues en considérant la norme L2 discrète de la dif-
férence entre la discrétisation du volume spécifique issue du schéma (PSεAP ) ou (PSεFWB),
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(a) Régimes hyperbolique et diffusif (b) Résultats obtenus par (PSεAP )
Figure 6.7: Volumes spécifiques pour N = 400 et la condition initiale continue.
notée (τni )i, et celle issue du schéma limite (PSlim), notée (τni )i. Les erreurs sont donc cal-
culées par la formule suivante :
EN (ε) =
√√√√ N∑
i=1
|τni − τni |2 ∆x. (6.13)
Sur la Figure 6.8 sont représentées, en échelle logarithmique, l’erreur calculée avec
l’expression (6.13) des discrétisations du schéma (PSεAP ) en fonction de ε, pour chacune
des deux conditions initiales (6.10) et (6.11). Pour ces deux conditions initiales, l’erreur
(a) Condition initiale discontinue (b) Condition initiale continue
Figure 6.8: Erreur calculée par (6.13) pour le schéma (PSεAP ).
tend vers zéro. Un ressaut autour de ε = 0.1, d’autant plus important que le nombre de
mailles est grand, est cependant observé. Une mise en cause d’une mauvaise approxima-
tion des états transitoires par le schéma (PSεAP ) peut être envisagée pour expliquer ce
phénomène.
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De la même façon, les courbes d’erreur en fonction de ε obtenues avec la formule (6.13)
pour le schéma hyperbolique (PSεFWB) comparé au schéma limite (PSlim) sont représen-
tées, toujours en échelle logarithmique, sur la Figure 6.9. Ces courbes d’erreur n’ont ab-
(a) Condition initiale discontinue (b) Condition initiale continue
Figure 6.9: Erreur calculée par (6.13) pour le schéma (PSεFWB).
solument pas la même allure que pour le schéma (PSεAP ) puisqu’elles semblent atteindre
un palier de plus en plus faible que le nombre de mailles augmente. C’est un résultat pré-
visible puisqu’il est montré dans le Théorème 5.4.2 que, à la limite, le schéma (PSεFWB)
est consistant avec la limite diffusive (6.3). L’erreur entre cette limite et le schéma (PSlim)
est ainsi fonction de ∆x et donc de plus en plus petite quand N augmente.
6.1.3 Ordre des schémas en espace
Une étude des ordres de convergence en espace des différents schémas est maintenant
proposée. Pour ce faire, les discrétisations obtenues avec N mailles sont comparées avec
celles obtenues avec 2N mailles. Il est alors nécessaire de distinguer les quantités discrètes
provenant d’une discrétisation avecN mailles de celles provenant d’une discrétisation avec
2N mailles. Toutes les quantités pour lesquelles c’est nécessaire sont alors indicées par (N)
ou (2N). En particulier, les pas d’espace ∆x(N) et ∆x(2N) vérifient ∆x(N) = 2∆x(2N) et les
centres des mailles (x(N)i )i=1,N et (x
2N)
i )i=1,2N vérifient x
(N)
i = x
(2N)
2i . Le temps final T est
toujours égal à 0.3.
Pour l’étude d’ordre du schéma limite (PSlim), la discrétisation du volume spécifique
obtenu avec N mailles est notée (τ (N),ni )n∈Ni=1,N et celle obtenue avec 2N mailles est notée
(τ (2N),ni )n∈Ni=1,2N . L’erreur E(N) pour N mailles est alors calculée par la formule suivante :
E(N) =
√√√√ N∑
i=1
∣∣∣τ (2N),n2i − τ (N),ni ∣∣∣2 ∆x(N). (6.14)
Cette formule d’erreur est adéquate car une approximation (τ (N),ni )n∈Ni=1,N d’ordre p en es-
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pace vérifie l’égalité suivante :
τN,ni = τ(x
(N)
i , t
n) +O((∆x(N))p), (6.15)
où τ(xi, tn) désigne la solution exacte au temps tn en xi. De la même façon pour la discré-
tisation avec 2N mailles, une erreur en espace d’ordre p s’écrit :
τ2N,n2i = τ(x
(2N)
2i , t
n) +O((∆x(2N))p). (6.16)
En considérant la différence entre les expressions (6.15) et (6.16) et puisque x(N)i = x
(2N)
2i
et ∆x(2N) = ∆x(N)/2 alors :
τN,ni − τ2N,n2i = O((∆x(N))p) +O((∆x(N)/2)p) = O((∆x(N))p). (6.17)
Ainsi si la discrétisation (τ (N),ni )n∈Ni=1,N est d’ordre p alors la quantité e
N,n
i := τ
N,n
i −τ2N,n2i est
de l’ordre de O((∆x(N))p) c’est à dire de l’ordre de N−p. Cette méthode de calcul permet
donc d’obtenir une estimation de l’erreur sans connaître l’expression de la solution exacte.
Dans la suite, l’erreur donnée par (6.14) est tracée en fonction de N en échelle logarith-
mique. Les résultats attendu sont alors des droites dont la pente correspond à l’opposé de
l’ordre p.
Concernant l’étude d’ordre des schémas hyperboliques (PSεAP ) et (PSεFWB), la discré-
tisation obtenue avec N mailles est notée (W (N),ni )n∈Ni=1,N et celle obtenue avec 2N mailles
est notée (W (2N),ni )n∈Ni=1,2N . Les composantes de ces vecteurs sont définies comme suit :
W
(N),n
i = t
(
(τ (N),ni ), (u
(N),n
i )
)
.
L’erreur Eε(N) pour N mailles est alors calculée par la formule suivante :
Eε(N) =
√√√√ N∑
i=1
(∣∣∣τ (2N),n2i − τ (N),ni ∣∣∣2 + ∣∣∣u(2N),n2i − u(N),ni ∣∣∣2)∆x(N). (6.18)
Sur la Figure 6.10, le comportement de l’erreur Eε(N), calculée avec la formule (6.18),
des solutions approchées par le schéma (PSεAP ) pour différentes valeurs de ε est repré-
senté. Ces erreurs sont tracées en échelle logarithmique. L’erreur pour l’approximation
donnée par le schéma limite (PSlim), obtenue par la formule (6.14), est également re-
présentée sur la Figure 6.10. La pente de cette droite est d’environ -1 pour chacune des
conditions initiales (6.10) et (6.11). Le schéma limite est donc un schéma d’ordre 1 en
espace. Ce résultat n’est pas surprenant puisque ce schéma n’est pas obtenu par une dis-
crétisation classique de l’équation des milieux poreux qui serait d’ordre 2, mais par une
discrétisation de la quantité ∂x(−p′(τ)∂xτ))/σ. Concernant le schéma (PSεAP ), avec la
condition initiale discontinue (6.10), une convergence des tracés d’erreur, quand ε tend
vers zéro, vers le tracé de l’erreur du schéma limite est observée. De plus, pour ε = 1,
l’ordre du schéma est d’environ 0.6, ce qui est acceptable pour une condition initiale dis-
continue, puis, plus ε se rapproche de zéro et plus la courbe d’erreur se rapproche de celle
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du schéma limite, d’ordre 1. En revanche, pour la condition initiale continue, un phéno-
mène différent est observé, avec des courbes d’erreurs qui ne sont pas satisfaisantes en
états transitoires (ε compris entre 10−1 et 10−3 ici). Pour ε = 1, un ordre d’environ 1 est
obtenu, ce qui était attendu pour cette condition initiale régulière. Pour ε inférieur à 10−3
l’erreur semble converger vers zéro avec un ordre qui tend vers 1, comme le schéma limite
(PSlim).
(a) Condition initiale discontinue (b) Condition initiale continue
Figure 6.10: Erreurs calculées par (6.14) et (6.18) pour les schémas (PSεAP ) et (PSlim).
Sur la Figure 6.11, le comportement de l’erreur Eε(N), calculée avec la formule (6.18),
des solutions approchées par le schéma (PSεFWB) pour, toujours, différentes valeurs de
ε est représenté. Ici encore, l’erreur pour le schéma limite (PSlim) est tracée. Cette fois,
la convergence des tracés vers cette courbe d’erreur n’est pas attendue puisque le schéma
(PSlim) n’est pas, a priori, la limite du schéma (PSεFWB). Concernant les résultats avec
la condition initiale discontinue (6.10), une convergence très rapide des tracés d’erreur
vers le tracé limite, quand ε tend vers zéro, est toutefois observé. Pour ε = 1, l’ordre du
schéma est d’environ 0.4, ce qui est encore une fois acceptable pour une condition initiale
discontinue. Pour la condition initiale continue, les résultats sont satisfaisants pour ce
schéma (PSεFWB). En effet, il n’est pas observé, cette fois, de courbe d’erreur anormale en
état transitoire. Pour ε = 1, une convergence en ∆x est obtenue, donc d’ordre 1, ce qui
est attendu. De plus, quand ε tend vers zéro, l’ordre de convergence tend vers 2, ce qui est
mieux que l’ordre du schéma limite (PSlim). Cela donne ainsi une première information
sur la limite du schéma (PSεFWB), inconnue.
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(a) Condition initiale discontinue (b) Condition initiale continue
Figure 6.11: Erreurs calculées par (6.18) et (6.14) pour les schémas (PSεFWB) et (PSlim).
6.2 Le modèle M1
Ce système, présenté dans le Chapitre 2, s’écrit de la manière suivante après change-
ment d’échelle du temps et de σ par le paramètre ε :
ε∂tE + ∂xF = 0,
ε∂tF + ∂x
(
c2Eχ
(
F
cE
))
= −cσ
ε
F,
∀ (t, x) ∈ R+ × R. (6.19)
Dans tous les résultats exposés dans la suite, le coefficient c, correspondant à la vitesse de
la lumière adimensionnée, ainsi que le paramètre d’opacité σ, sont pris égaux à 1.
La limite de diffusion de ce problème, pour ε qui tend vers zéro, correspond à l’équa-
tion de la chaleur suivante :
∂tE − c3σ∂xxE = 0, ∀ (t, x) ∈ R+ × R. (6.20)
Les différents schémas pour le modèle M1 (6.19) proposés dans ces travaux sont tout
d’abord rappelés. Le premier schéma est donné dans le Chapitre 4 par (4.39). Il s’écrit :
En+1i = Eni −
∆tαε
2ε∆x
(
Fni+1 − Fni−1
)
+ c∆tα
ε
2ε∆x
(
Eni+1 − 2Eni + Eni−1
)
,
Fn+1i = Fni −
c2∆tαε
2ε∆x
(
Eni+1φ
n
i+1 − Eni−1φni−1
)
+ c∆tα
ε
2ε∆x
(
Fni+1 − 2Fni + Fni−1
)− cσ∆tαε
ε2
Fni ,
(M1εAP )
où φni = χ(
Fni
cEni
). Le paramètre αε est défini par :
αε = 2ε2ε+ 3σ∆x.
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Le second schéma pour (6.19), introduit dans le Chapitre 5, est donné par (5.129) et est
réécrit ici :
En+1i = Eni +
c∆t
ε∆x
(
Eni+1φ
n
i+1 − Eni φni
φni+1 + φni
− E
n
i φ
n
i − Eni−1φni−1
φni + φni−1
)
− ∆t
ε∆x
(
φni+1
φni+1 + φni
(
Fni+1 − Fni
)
+
φni−1
φni + φni−1
(
Fni − Fni−1
))
+ cσ∆t
cε2
(
1
φni+1 + φni
F
n
i+ 12
− 1
φni + φni−1
F
n
i− 12
)
,
Fn+1i = Fni +
c∆t
2ε∆x
(
Fni+1 − 2Fni + Fni−1
)
− c
2∆t
2ε∆x
(
Eni+1φ
n
i+1 − Eni−1φni−1
)
− cσ∆t2ε2
(
F
n
i+ 12
+ Fni− 12
)
.
(M1εFWB)
Les flux radiatifs aux interfaces (Fni+ 12 )i sont définis par :
F
n
i+ 12
= sign
(
Fni+1 + Fni
)√1
2
(
(Fni+1)2 + (Fni )2
)
.
Ce schéma a été conçu de façon à préserver tous les états stationnaires et un résultat de
préservation d’asymptotique est également proposé dans le Théorème 5.4.3.
6.2.1 Préservation des états stationnaires par le schéma (M1εFWB)
Avant de s’intéresser à la préservation de l’asymptotique par les deux schémas dé-
veloppés (M1εAP ) et (M1εFWB), la préservation des états stationnaires par le schéma
(M1εFWB) est vérifiée numériquement. Les tests proposés ici sont également effectués
sur le schéma (M1εAP ) même si celui-ci ne préserve, a priori, pas les états stationnaires. Il
faut tout d’abord déterminer une condition initiale stationnaire, c’est-à-dire une solution
W = t(E,F ) du problème stationnaire suivant :
∂xF = 0,
∂xcEχ
(
F
cE
)
= −σ
ε
F.
(6.21)
La condition initiale W0 = t(E0, F0) suivante peut être proposée :
F0(x) = 1 et E0(x) =
−(3 σ2
c2ε2 (x− 10)2 + 4)
c(5 σcε(x− 10) + 2
√
4 σ2
c2ε2 (x− 10)2 − 3)
, ∀ x ∈ (−1, 1). (6.22)
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Encore selon [69, 70], les schémas (M1εAP ) et (M1εFWB) sont également testés avec la
condition initiale perturbée W˜0 = t(E˜0, F˜0) obtenue à partir de W0 comme suit :
F˜0(x) = 1 et E˜0 = E0(x) +
1
2 1x∈(−0.1,0.1), ∀ x ∈ (−1, 1). (6.23)
L’allure des énergies radiatives données par (6.22) et (6.23) est représentée sur la Figure
6.12.
(a) Condition initiale stationnaire (b) Condition initiale stationnaire perturbée
Figure 6.12: Énergies radiatives des conditions initiales pour N = 400.
Par construction, le schéma (M1εFWB) est censé préserver les états stationnaires. L’ap-
proximation obtenue avec la condition initiale W0 donnée par (6.22) ne devrait donc pas
être modifiée au cours du temps tandis que celle obtenue avec la condition initiale W˜0
donnée par (6.23) devrait retourner à l’équilibre W0. En revanche, il n’y a pas de raison
que le schéma (M1εAP ) vérifie ces propriétés.
L’erreur entre l’approximation (Wni ), calculée au temps T par le schéma (M1εAP ) ou
(M1εFWB) avec N mailles, et la solution stationnaire W0 donnée par (6.22), est calculée
en norme L2 à l’aide de la formule suivante :
EN (T ) =
√√√√ N∑
i=1
(
(Eni − E0(xi))2 + (Fni − F0(xi))2
)
∆x. (6.24)
Sur la Figure 6.13, l’erreur en échelle logarithmique pour chacun des schémas (M1εAP )
et (M1εFWB) et chacune des conditions initiales (6.22) et (6.23) est tracée en fonction du
temps T . Les conditions au bord utilisées sont les conditions de Dirichlet non homogènes
données par (6.9).
Les même remarques que pour le p-système peuvent être faites ici. L’erreur pour le
schéma (M1εFWB) n’est pas tracée sur la Figure 6.13 (a) car elle reste égale au zéro ma-
chine en tout temps. Cela correspond au résultat attendu. En revanche, comme pour le
p-système, les approximations données par le schéma (M1εAP ) s’écartent de l’état station-
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(a) Condition initiale stationnaire (b) Condition initiale stationnaire perturbée
Figure 6.13: Erreur en échelle logarithmique pour N = 400 et ε = 1.
naire. Le schéma (M1εAP ) ne préserve donc pas les états stationnaires, ce qui était prévi-
sible.
Le comportement au cours du temps, tracé en échelle logarithmique, de l’erreur entre
les discrétisations données par les schémas (M1εAP ) et (M1εFWB), avec la condition initiale
perturbée (6.23), et l’état stationnaire W0 donné par (6.22) est représenté sur le graphe
(b) de la Figure 6.13. Les approximations calculées par (M1εFWB) retournent donc bien
vers l’équilibre W0. L’élimination de la perturbation est représentée sur la Figure 6.14.
En revanche, l’erreur pour les discrétisations données par le schéma (M1εAP ) se stabilise
(a) T=0 (b) T=0.1 (c) T=0.8
Figure 6.14: Énergie radiative obtenue par le schéma (M1εFWB) pour la condition initiale
perturbée avec N = 400 et ε = 1.
à environ 10−5. Les discrétisations ne retournent donc pas à l’état stationnaire W0. Cela
met bien en évidence la préservation des états stationnaires par (M1εFWB) mais pas par le
schéma (M1εAP ).
6.2.2 Préservation de l’asymptotique
À présent, la préservation de l’asymptotique par les schémas (M1εAP ) et (M1εFWB) est
mise en évidence. En effet, il a été démontré dans le Théorème 4.4.2 que la discrétisation
de l’énergie radiative donnée par le schéma (M1εAP ) converge vers celle issue du schéma
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(4.42), qui discrétise l’équation de diffusion (6.20). Ce schéma limite est rappelé :
E
n+1
i = E
n
i +
c∆t
3σ∆x2
(
E
n
i+1 − 2Eni + Eni−1
)
. (M1lim)
De plus, le Théorème 5.4.3 propose un résultat de préservation de l’asymptotique par le
schéma (M1εFWB), dont la limite n’est pas connue. Seule sa consistance avec l’équation de
diffusion (6.20) est satisfaite. Cependant, la mise en évidence de la convergence peut tout
de même être effectuée en comparant les approximations données par (M1εFWB) avec les
approximations de la limite de diffusion (6.20) données par (M1lim).
Afin d’illustrer numériquement cette propriété, les deux conditions initiales suivantes,
définies sur le domaine spatial (−5, 5) discrétisé en N mailles, sont considérées.
• Condition initiale discontinue :
E0(x) =
{
2 si x < 0,
1 sinon,
et F0(x) = 0. (6.25)
• Condition initiale continue :
E0(x) =

2 si x ≤ −1,
1
2
(
3 + sin
(3pix
2
))
si − 1 < x ≤ 1,
1 sinon,
et F0(x) = 0. (6.26)
Ce sont les mêmes conditions initiales que pour le p-système et elles sont représentées sur
la Figure 6.4.
À partir de maintenant, le temps final T est fixé à 0.3. Ici encore les conditions de
bord utilisée sont de flux nul (6.12). Le régime hyperbolique, obtenu à l’aide d’une dis-
crétisation HLL du problème hyperbolique homogène, et le régime diffusif, obtenu avec le
schéma (M1lim), sont représentés sur la Figure 6.15. D’après les résultats théoriques de
préservation de l’asymptotique, les schémas (M1εAP ) et (M1εFWB) devraient donner des
résultats similaires à la courbe rouge, le régime hyperbolique, quand ε est proche de 1, et
à des résultats similaires à la bleue, le régime de diffusion, lorsque ε se rapproche de zéro.
Sur les Figures 6.16 et 6.17, une illustration de la convergence du schéma (M1εAP )
vers le schéma limite (M1lim) est proposée pour chacune des conditions initiales (6.25)
et (6.26). Les régimes hyperbolique et diffusif sont à chaque fois rappelés sur la figure de
gauche tandis que sur la figure de droite sont tracées les énergies radiatives obtenues par
le schéma (M1εAP ) avec différentes valeurs de ε. Les graphiques analogues obtenus avec
le schéma (M1εFWB) ne sont pas présentés car ils sont quasiment identiques à ceux des
Figures 6.16 et 6.17.
Sur la Figure 6.18 sont représentées, en échelle logarithmique, les courbes d’erreur
en fonction de ε pour le schéma (M1εAP ). Elles sont obtenues en considérant la norme
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(a) Condition initiale discontinue (b) Condition initiale continue
Figure 6.15: Énergies radiatives des différents régimes pour N = 400.
(a) Régimes hyperbolique et diffusif (b) Résultats obtenus par (M1εAP )
Figure 6.16: Énergies radiatives pour N = 400 et la condition initiale discontinue.
L2 discrète de la différence entre la discrétisation de l’énergie radiative issue du schéma
(M1εAP ) ou (M1εFWB), notée (Eni )i, et celle issue du schéma limite (M1lim), notée (E
n
i )i.
Les erreurs sont donc calculées par la formule suivante :
EN (ε) =
√√√√ N∑
i=1
∣∣∣Eni − Eni ∣∣∣2 ∆x. (6.27)
Pour les deux conditions initiales considérées, l’erreur tend vers zéro. Cependant, contrai-
rement au cas du p-système, aucun ressaut n’est observé et la convergence semble ne pas
dépendre du nombre de mailles N ni de la condition initiale choisie.
Sur la Figure 6.19 sont représentées, en échelle logarithmique, les courbes d’erreur
en fonction de ε pour le schéma (M1εFWB) comparé au schéma limite (M1lim) (qui n’est
pas la limite de (M1εFWB)). Elles sont obtenues par la même formule (6.27) avec (Eni )i la
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(a) Régimes hyperbolique et diffusif (b) Résultats obtenus par (M1εAP )
Figure 6.17: Énergies radiatives pour N = 400 et la condition initiale continue.
(a) Condition initiale discontinue (b) Condition initiale continue
Figure 6.18: Erreur calculée par (6.27) pour le schéma (M1εAP ).
discrétisation de l’énergie radiative donnée par le schéma (M1εFWB). Comme pour le p-
système, une convergence puis un palier, d’autant plus bas que N est grand, sont observés.
C’est un résultat prévisible puisqu’il est montré dans le Théorème 5.4.3 que, à la limite, le
schéma (M1εFWB) est consistant avec la limite diffusive (6.20). L’erreur entre cette limite
et le schéma (M1lim) diminue donc avec ∆x.
6.2.3 Ordre des schémas en espace
Une étude des ordres de convergence en espace des différents schémas est maintenant
proposée. Pour ce faire, les discrétisations obtenues avec N mailles sont comparées avec
celles obtenues avec 2N mailles. Il est alors nécessaire de distinguer les quantités discrètes
provenant d’une discrétisation avecN mailles de celles provenant d’une discrétisation avec
2N mailles. Toutes les quantités pour lesquelles c’est nécessaire sont alors indicées par (N)
ou (2N). En particulier, les pas d’espace ∆x(N) et ∆x(2N) vérifient ∆x(N) = 2∆x(2N) et les
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(a) Condition initiale discontinue (b) Condition initiale continue
Figure 6.19: Erreur calculée par (6.27) pour le schéma (M1εFWB).
centres des mailles (x(N)i )i=1,N et (x
2N)
i )i=1,2N vérifient x
(N)
i = x
(2N)
2i . Le temps final T est
toujours pris égal à 0.3.
Pour l’étude de l’ordre du schéma limite (M1lim), la discrétisation de l’énergie radiative
obtenue avec N mailles est notée (E(N),ni )n∈Ni=1,N et celle obtenue avec 2N mailles est notée
(E(2N),ni )n∈Ni=1,2N . L’erreur E(N) pour N mailles est alors calculée par la formule suivante :
E(N) =
√√√√ N∑
i=1
∣∣∣E(2N),n2i − E(N),ni ∣∣∣2 ∆x(N). (6.28)
Concernant l’étude d’ordre des schémas hyperboliques (M1εAP ) et (M1εFWB), la discréti-
sation obtenue avec N mailles est notée (W (N),ni )n∈Ni=1,N et celle obtenue avec 2N mailles
est notée (W (2N),ni )n∈Ni=1,2N . Les composantes de ces vecteurs sont définies comme suit :
W
(N),n
i = t
(
(E(N),ni ), (F
(N),n
i )
)
.
L’erreur Eε(N) pour N mailles est alors calculée par la formule suivante :
Eε(N) =
√√√√ N∑
i=1
(∣∣∣E(2N),n2i − E(N),ni ∣∣∣2 + ∣∣∣F (2N),n2i − F (N),ni ∣∣∣2)∆x(N). (6.29)
Sur la Figure 6.20, le comportement de l’erreur Eε(N), calculée avec la formule (6.29),
des solutions approchées par le schéma (M1εAP ) pour différentes valeurs de ε est repré-
senté. Ces erreurs sont tracées en échelle logarithmique. L’erreur pour l’approximation
donnée par le schéma limite (M1lim), calculée avec la formule (6.28), est également re-
présentée sur la Figure 6.20. La pente de cette droite est d’environ -1 pour la conditions
initiale discontinue (6.25) et -2 pour la condition initiale continue (6.26). Ce schéma limite
est donc d’ordre 2 en espace. C’est un résultat connu puisque ce schéma correspond à une
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discrétisation aux différences finies classique d’une équation de la chaleur. Concernant le
schéma (M1εAP ), avec la condition initiale discontinue (6.25), une convergence des tracés
d’erreur vers le tracé de l’erreur limite, quand ε tend vers zéro, est observée. De plus, pour
ε = 1, l’ordre du schéma est d’environ 0.3, ce qui est faible, mais acceptable pour une
condition initiale discontinue. Puis, plus ε se rapproche de zéro et plus la courbe d’erreur
se rapproche de celle du schéma limite, d’ordre 1. Pour la condition initiale continue, la
convergence des courbes d’erreurs, d’ordre 1 pour ε = 1, vers l’erreur limite, d’ordre 2
est également observée. Ici, les états transitoires ne semblent pas avoir d’impact sur les
erreurs.
(a) Condition initiale discontinue (b) Condition initiale continue
Figure 6.20: Erreurs calculées par (6.29) et (6.28) pour les schémas (M1εAP ) et (M1lim).
Sur la Figure 6.21, le comportement de l’erreur, calculée avec la formule (6.29), des
solutions approchées par le second schéma (M1εFWB) pour, toujours, différentes valeurs
de ε est représenté. Ici encore, l’erreur pour le schéma limite (M1lim) est tracée. Cette
fois, la convergence des tracés vers cette courbe d’erreur n’est cette fois pas attendue
puisque le schéma (M1lim) n’est, a priori, pas la limite du schéma (M1εFWB). Concernant
les résultats avec la condition initiale discontinue (6.25), une convergence très rapide des
tracés d’erreur vers le tracé limite, quand ε tend vers zéro, est toutefois observée. Pour
ε = 1, l’ordre du schéma est d’environ 0.35, ce qui n’est pas très bon mais toutefois
acceptable pour une condition initiale discontinue. Pour la condition initiale continue, les
résultats sont moins satisfaisants que ceux dans le cas du p-système, tracés sur la Figure
6.11. En effet, même si la courbe d’erreur semble converger vers le tracé limite, d’ordre 2,
la convergence est moins bonne (d’ordre 0.6 environ) pour ε = 0.1. Les états transitoires
doivent encore une fois jouer un rôle dans ces erreurs.
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(a) Condition initiale discontinue (b) Condition initiale continue
Figure 6.21: Erreurs calculées par (6.29) et (6.28) pour les schémas (M1εFWB) et (M1lim).
6.3 Les équations de Saint-Venant
Ce système hyperbolique, présenté dans le Chapitre 2, s’écrit de la manière suivante
après changement d’échelle du temps et de la friction par le paramètre ε :
ε∂th+ ∂xq = 0,
ε∂tq + ∂x
(
q2
h
+ gh
2
2
)
= − k
ε2
q|q|h−η, ∀ (t, x) ∈ R+ × R. (6.30)
Le coefficient de friction k fixé égal à 1 dans la suite tandis que la gravité g est fixée à 9.81.
La limite de diffusion de ce modèle, pour ε qui tend vers zéro, correspond à l’équation
très non linéaire suivante :
∂th+ ∂x
−sign(∂xh)
√√√√hη
k
∣∣∣∣∣∂x
(
gh
2
2
)∣∣∣∣∣
 = 0, ∀ (x, t) ∈ R× R+. (6.31)
Les deux schémas explicites à comparer sont rappelés. Le premier, donné dans le Cha-
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pitre 4, est le suivant :
hn+1i = hni −
∆t
2ε∆x
(
αε
i+ 12
(
qni+1 − qni
)
+ αε
i− 12
(
qni − qni−1
))
+ ∆t2ε∆x
(
αε
i+ 12
λi+ 12
(
hni+1 − hni
)− αε
i− 12
λi− 12
(
hni − hni−1
))
,
qn+1i = qni −
∆t
2ε∆x
(
αε
i+ 12
(
(qni+1)2
hni+1
+ g2(h
n
i+1)2 −
(qni )2
hni
− g2(h
n
i )2
)
+αε
i− 12
(
(qni )2
hni
+ g2(h
n
i )2 −
(qni−1)2
hni−1
− g2(h
n
i−1)2
))
+ ∆t2ε∆x
(
αε
i+ 12
λi+ 12
(
qni+1 − qni
)− αε
i− 12
λi− 12
(
qni − qni−1
))
− k∆t2ε3
(
αε
i+ 12
+ αε
i− 12
)
qni |qni |(hni )−η,
(SVAP ε)
où les pentes utilisées (λi+ 12 )i sont données par :
λi+ 12
= max
(
|qni |
hni
+
√
ghni ,
|qni+1|
hni+1
+
√
ghni+1
)
. (6.32)
Le paramètre αε est défini comme suit :
αε
i+ 12
=
2λi+ 12 ε
2λi+ 12 ε+
(
k + ki+ 12
)
∆x
,
où le coefficient k, permettant au schéma (SVAP ε) de préserver l’asymptotique, est donné
par :
ki+ 12
= 2λ2
i+ 12
√
k
g
√√√√ ∣∣hni+1 − hni ∣∣(
(hni+1)η + (hni )η
)
∆x(hni+1 + hni+1)
− k.
Le second schéma, conçu pour préserver tous les états stationnaires de (6.30), est donné
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par (5.69) dans le Chapitre 5 et il s’écrit :
hn+1i = hni +
∆t
2ε∆x
(
λi+ 12
(
hni+1 − hni
)− λi− 12 (hni − hni−1))
− ∆t2ε∆x
(
qni+1 − qni−1
)
+ k∆t2ε3
(
λi+ 12
qi+ 12
n|qi+ 12
n|h−η
i+ 12
n
α−1
i+ 12
− λi− 12 qi− 12
n|qi− 12
n|h−η
i− 12
n
α−1
i− 12
)
,
qn+1i = qni +
∆t
2ε∆x
(
λi+ 12
(
qni+1 − qni
)− λi+ 12 (qni − qni−1))
− ∆t2ε∆x
(
(qni+1)2
hni+1
+
g(hni+1)2
2 −
(qni−1)2
hni−1
− g(h
n
i−1)2
2
)
− k∆t2ε3
(
qi+ 12
n|qi+ 12
n|h−η
i+ 12
n
+ qi− 12
n|qi− 12
n|h−η
i− 12
n
)
,
(SV εFWB)
où les pentes (λi+ 12 )i sont données par (6.32). Les débits aux interfaces q
n
i+ 12
sont définis
par :
qn
i+ 12
= sign
(
qni+1 + qni
)√1
2
(
(qni+1)2 + (qni )2
)
,
tandis que les hauteurs d’eau aux interfaces h−η
i+ 12
n
s’écrivent :
h−η
i+ 12
n
=
((hni+1)2 − (hni )2)(η + 2)
2((hni+1)η+2 − (hni )η+2)
− ε
2
k∆xsign
(
qi+ 12
)( 1
hni+1
− 1
hni
+
((hni+1)2 − (hni )2)(η + 2)((hni+1)η−1 − (hni )η−1)
2((hni+1)η+2 − (hni )η+2)(η − 1)
)
.
Le dernier schéma pour les équations de Saint-Venant (6.30) est donné dans le Chapitre
4 par (4.91). Il est maintenant rappelé et des explications sur son implémentation sont
proposées.
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6.3.1 Implicitation du schéma (SVAP ε)
Quelques détails concernant l’implicitation du schéma (SVAP ε) sont maintenant don-
nés. Son expression, donnée dans le Chapitre 4 par (4.91), est la suivante :
hn+1i = hni −
∆t
2ε∆x
(
αε
i+ 12
(
qn+1i+1 − qn+1i
)
+ αε
i− 12
(
qn+1i − qn+1i−1
))
+ ∆t2ε∆x
(
αε
i+ 12
λi+ 12
(
hn+1i+1 − hn+1i
)
− αε
i− 12
λi− 12
(
hn+1i − hn+1i−1
))
,
qn+1i = qni −
∆t
2ε∆x
(
αε
i+ 12
(
un+1i+1 − un+1i
)
+ αε
i− 12
(
un+1i − un+1i−1
))
+ ∆t2ε∆x
(
αε
i+ 12
λi+ 12
(
qn+1i+1 − qn+1i
)
− αε
i− 12
λi− 12
(
qn+1i − qn+1i−1
))
− k∆t2ε3
(
αε
i+ 12
+ αε
i− 12
)
qn+1i |qn+1i |(hn+1i )−η,
(SV εAP imp)
où les pentes λi+ 12 sont définies explicitement par (6.32). Le paramètre α
ε est donné par :
αε
i+ 12
= αε(hn+1i , hn+1i+1 ),
avec
αε(hL, hR),
ε
ε+ λ
√
k
g
√
|hR − hL|∆x
(hηR + h
η
L) (hR + hL)
,
et où les pentes λ sont toujours les pentes explicites (6.32).
Le schéma limite, consistant avec la limite diffusive des équations de Saint-Venant
(6.31), est donné par (4.90) et s’écrit :
h
n+1
i = h
n
i +
∆t
2∆x
√
g
k
(
f(hn+1i , h
n+1
i+1 )− f(hn+1i−1 , hn+1i )
)
, (SV implim )
où la fonction f est définie par :
f(hL, hR) = sign(hR − hL)
√√√√(hηR + hηL)
∣∣∣∣∣h2R − h2L∆x
∣∣∣∣∣. (6.33)
Quelques précisions sur l’implémentation de ce schéma limite sont d’abord proposées. En
posant hn = t
(
h
n
1 , . . . , h
n
N
)
∈ RN , alors le vecteur hn+1 est obtenu en résolvant le système
non linéaire suivant :
Gn(hn+1) = 0,
avec Gn(u) = t (Gn1 (u), . . . , GnN (u)) ∈ RN . Les fonctions scalaires Gni , dépendantes de h
n,
sont définies comme suit pour i ∈ {2, . . . N − 1} :
Gni (u) = ui − hni −
∆t
2∆x
√
g
k
(f (ui, ui+1)− f (ui−1, ui)) .
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En utilisant les conditions de flux nul au bord (6.12), Gn1 et GnN sont définies de la façon
suivante :
Gn1 (u) = u1 − hn1 −
∆t
2∆x
√
g
k
f (u1, u2) ,
et GnN (u) = uN − hnN +
∆t
2∆x
√
g
k
f (uN−1, uN ) .
La méthode de Newton pour rechercher un zéro de la fonction ci-dessus s’écrit :u
0 = hn,
∇Gn
(
uk
) (
uk+1 − uk
)
= −Gn
(
uk
)
, k ∈ N,
où ∇Gn(u) désigne la jacobienne de la fonction G en u. L’élément de cette matrice à la
ligne i et à la colonne j correspond à ∂Fi∂uj (u). Cependant l’application f , intervenant dans
F , n’est pas différentiable sur l’ensemble
{(hL, hR) ∈ (R∗+)2, hR = hL},
c’est-à-dire en hauteur d’eau constante. Une méthode pour pallier à ce défaut a été propo-
sée dans [79] pour le p-laplacien avec p < 2. L’auteur propose d’effectuer une troncature
à l’aide d’un paramètre C >> 1. Cela donne dans le cas présent :
∂hLf(hL, hR) = max
ηhη−1L (h2R − h2L)− 2hL (hηR + hηL)
2
√
∆x (hηR + h
η
L)
∣∣h2R − h2L∣∣ ,−C
 ,
∂hRf(hL, hR) = min
ηhη−1R (h2R − h2L)+ 2hR (hηR + hηL)
2
√
∆x (hηR + h
η
L)
∣∣h2R − h2L∣∣ , C
 .
Une autre technique consiste à utiliser une méthode de la sécante pour approcher les
dérivées partielles de Gn, à l’aide d’un coefficient δ << 1 :
∂
∂uj
Gi(u) ' Gi
(
t(u1, . . . , uj + δ, . . . , uN )
)−Gi(u)
δ
, (6.34)
puis d’itérer de la façon modifiée suivante par l’ajout d’un facteur 1/2 :
u0 = hn,
∇Gn
(
uk
) (
uk+1 − uk
)
= −12G
n
(
uk
)
, k ∈ N.
(6.35)
Ce facteur s’explique par le fait que la non différentiabilité de la fonction Gn est due à la
présence de la fonction racine carrée dans f . Celle-ci n’est pas différentiable en zéro mais y
est, en revanche, 12−hölderienne. La proposition suivante concerne justement l’algorithme
de Newton modifié pour les fonctions hölderiennes à une variable réelle.
Proposition 6.3.1. Soit f ∈ C∞(R\{x}) avec x ∈ R l’unique zéro de f telle que f est
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1
α−hölderienne, α > 1, c’est-à-dire que la fonction ϕ := fα appartient à l’espace C∞(R).
Alors s’il existe m > 0 et M > 0 tels que la fonction ϕ vérifie :
|ϕ′(x)| > m et |ϕ′′(x)| < M, (6.36)
pour tout x dans un voisinage V de x, alors la suite définie par
xk+1 = xk − 1
α
f(xk)
f ′(xk)
1xk 6=x, k ∈ N, (6.37)
converge vers x pour tout x0 ∈ V \{x}.
Démonstration. Il suffit d’observer que, sous les conditions (6.36), la méthode de Newton
définie pour la fonction ϕ converge vers x pour x0 dans un voisinage de x et que cet
algorithme est strictement identique à (6.37) tant que x n’est pas atteint. En effet, sous
les hypothèses (6.36), la suite définie par
x0 ∈ V,
xk+1 = xk − ϕ(xk)
ϕ′(xk)
, k ∈ N, (6.38)
converge vers x au moins pour V ⊂ [x− mM , x+ mM ]. De plus, si xk 6= x alors :
ϕ′(xk) = αf(xk)α−1f ′(xk),
et l’itéré xk+1 donné par (6.38) est bien défini par (6.37).
L’algorithme (6.35) nécessite l’inversion d’une matrice tridiagonale. L’utilisation d’une
méthode de décomposition LU adaptée à ce type de matrice, qui permet de gagner en
temps de calcul, peut être proposée. Soit A ∈ MN×N (R) une matrice tridiagonale d’élé-
ments (ai,j)i,j=1,...N . Alors sa décomposition LU est donnée par les matrices L,U ∈MN×N (R)
définies comme suit, pour tout i, j = 1, . . . , N :
li,j =

1 si j = i,
ai,i−1
αi−1
si j = i− 1,
0 sinon,
et ui,j =

αi si j = i,
ai,i+1 si j = i+ 1,
0 sinon,
(6.39)
où la suite αk est définie par récurrence de la façon suivante :
α1 = a1,1,
αk = ak,k − ak−1,kak,k−1
αk−1
, ∀ k = 2, . . . N.
Il faut toutefois mentionner que, pour que la jacobienne approchée soit inversible, une
restriction sur le pas de temps est nécessaire. En effet, il suffit qu’elle soit à diagonale
strictement dominante, c’est-à-dire, que l’expression suivante soit vérifiée pour tout i =
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1, . . . , N :∣∣∣∣δ− ∆t2∆x
√
g
k
(f(ui + δ, ui+1)− f(ui, ui+1)− f(ui−1, ui + δ) + f(ui−1, ui))
∣∣∣∣
≥ ∆t2∆x
√
g
k
(|f(ui, ui+1 + δ)− f(ui, ui+1)|+ |f(ui−1 + δ, ui)− f(ui−1, ui)|) .
En pratique, cette condition est bien moins restrictive que celle nécessaire à l’utilisation du
schéma limite explicite. Pour l’implémenter, un pas de temps adaptatif est utilisé. Il fonc-
tionne de la façon suivante. Le pas de temps de départ est fixé de manière arbitraire (en
pratique, une condition CFL hyperbolique est utilisée) puis l’algorithme de Newton (6.35)
est utilisé. L’algorithme s’arrête dès que le critère d’arrêt est atteint ou alors s’il dépasse
un certain nombre d’itérations. Si c’est ce second critère qui a forcé l’arrêt de l’algorithme,
le pas de temps est divisé par 10 et la procédure est réeffectuée.
Concernant l’implémentation du schéma (SV εAP imp), le système non linéaire à ré-
soudre est le suivant :
Hn(un+1) = 0, (6.40)
avec un+1 = t
(
hn+11 , . . . , h
n+1
N , q
n+1
1 , . . . , q
n+1
N
)
∈ R2N et
Hn(u) = t
(
H1,n1 (u), . . . ,H
1,n
N (u), H
2,n
1 (u), H
2,n
N (u)
)
∈ R2N où les Hk,ni , dépendants de
(hni )i et (qni )i, sont définis comme suit pour i ∈ {2, . . . N − 1} :
H1,ni (u) = ui − hni +
∆t
2ε∆x (α
ε(ui, ui+1) (ui+N+2 − ui+N+1)
+αε(ui−1, ui) (ui+N+1 − ui+N ))
− ∆t2ε∆x
(
αε(ui, ui+1)λi+ 12 (ui+1 − ui)
−αε(ui−1, ui)λi− 12 (ui − ui−1)
)
,
et
H2,ni (u) = ui+N+1 − qni +
∆t
2ε∆x (α
ε(ui, ui+1) (ui+1 − ui)
+αε(ui−1, ui) (ui − ui−1))
− ∆t2ε∆x
(
αε(ui, ui+1)λi+ 12 (ui+N+2 − ui+N+1)
−αε(ui−1, ui)λi− 12 (ui+N+1 − ui+N )
)
+k∆t2ε3 (α
ε(ui, ui+1) + αε(ui−1, ui))ui+N+1|ui+N+1|u−ηi .
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Les termes de bord, toujours calculés avec les conditions de flux nul (6.12), s’écrivent :
H1,n1 (u) = u1 − hn1 +
∆t
2ε∆xα
ε(u1, u2) (uN+2 − uN+1)
+ ∆t2ε∆xα
ε(u1, u2)λ 1
2
(u2 − u1) ,
H1,nN (u) = uN − hnN+
∆t
2ε∆xα
ε(uN−1, uN ) (u2N − u2N−1)
− ∆t2ε∆xα
ε(uN−1, uN )λN− 12 (uN − uN−1) ,
et
H2,n1 (u) = uN − qn1 +
∆t
2ε∆xα
ε(u1, u2) (u2 − u1)
− ∆t2ε∆xα
ε(u1, u2)λi+ 12 (uN+2 − uN+1)
+k∆t2ε3 (α
ε(u1, u2) + 1)uN+1|uN+1|u−η1 .
H2,nN (u) = u2N − qnN+
∆t
2ε∆xα
ε(uN−1, uN ) (uN − uN−1)
+ ∆t2ε∆xα
ε(uN−1, uN )λN− 12 (u2N − u2N−1)
+k∆t2ε3 (1 + α
ε(uN−1, uN ))u2N |u2N |u−ηN .
Les pentes (λi± 12 )i sont explicites et dépendent de (
t(hni , qni ))i. L’algorithme de Newton
pour approcher la solution de (6.40) s’écrit :u
0 = hn,
∇Hn
(
uk
) (
uk+1 − uk
)
= −Hn
(
uk
)
, k ∈ N.
Pour la même raison de non différentiabilité de Hn en hauteur d’eau constante que pour
l’implicitation du schéma limite, l’alternative suivante est préférée :
u0 = hn,
∇Hn
(
uk
) (
uk+1 − uk
)
= −12H
n
(
uk
)
, k ∈ N,
avec une approximation des dérivées partielles de la forme (6.34). La jacobienne ∇Hn est
alors approchée par une matrice M ∈M2N×2N (R) tridiagonale par blocs de la forme
M =
(
M1 M2
M3 M4
)
, avec M1,M2,M3,M4 ∈MN×N (R) tridiagonales.
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Le système linéaire Mx = b, avec x, b ∈ R2N se réécrit alors :{
M1x1 +M2x2 = b1,
M3x1 +M4x2 = b2,
(6.41)
où x1, x2, b1, b2 ∈ RN sont tels que x = t(x1, x2) et b = t(b1, b2). La matrice M4 peut être
supposée est inversible, ce qui est raisonnable sous condition sur ∆t. En effet, comme pour
la matrice intervenant dans le schéma limite, M4 est à diagonale strictement dominante
sous une condition de petitesse sur ∆t (dépendante de ε malheureusement). Le système
(6.41) se réécrit alors comme suit :
(
M1 −M2M−14 M3
)
x1 = b1 −M2M−14 b2,
x2 = M−14 (b2 −M3x1) ,
Il suffit alors d’utiliser une décomposition LU ou un algorithme itératif pour inverser la
matrice M1−M2M−14 M3, qui est de taille N ×N et non 2N ×2N comme l’est M . Concer-
nant l’inversion de M4, sa tridiagonalité permet d’utiliser la décomposition donnée par
(6.39).
Cette méthode de Newton converge assez rapidement mais, malgré un gain de temps de
calcul, elle reste très lourde. C’est pourquoi dans les résultats qui suivent, une méthode de
point fixe est utilisée sur la fonction H˜n(u) = u −Hn(u). Les résultats obtenus par cette
méthode sont pratiquement identiques à ceux issus de la méthode de Newton.
6.3.2 Préservation des états stationnaires par le schéma (SV εFWB)
Avant de s’intéresser à la préservation de l’asymptotique par les schémas (SVAP ε),
(SV εAP imp) et (SV εFWB), la préservation des états stationnaires par le schéma (SV εFWB)
est illustrée graphiquement. Les tests proposés ici sont également effectués sur le schéma
(SVAP ε) même si celui-ci ne préserve, a priori, pas les états stationnaires. Il faut tout
d’abord déterminer une condition initiale stationnaire, c’est-à-dire une solution W =
t(h, q) du problème stationnaire suivant :
∂xq = 0,
∂x
(
q2
h
+ gh
2
2
)
= − k
ε2
q|q|h−η. (6.42)
Le débit d’eau q est nécessairement constant et est noté q0. Concernant la hauteur d’eau,
la recherche d’une solution stationnaire assez régulière est proposée. Ainsi, la seconde
équation de (6.42) peut se réécrire comme suit :
− q
2
0
η − 1∂xh
η−1 + g
η + 2∂xh
η+2 = − k
ε2
q0|q0|.
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Après intégration de l’équation ci-dessus entre x0 et x, la hauteur d’eau h est alors telle
que :
− q
2
0
η − 1
(
hη−1 − hη−10
)
+ g
η + 2
(
hη+2 − hη+20
)
= − k
ε2
q0|q0|(x− x0),
où h0 désigne l’évaluation de h en x0. La fonction ξ est alors définie de la façon suivante :
ξ(h;x, h0, q0, x0) =− q
2
0
η − 1
(
hη−1 − hη−10
)
+ g
η + 2
(
hη+2 − hη+20
)
+ k
ε2
q0|q0|(x− x0),
Une étude de cette fonction est proposée dans [70] où les auteurs ont démontré l’existence
de zéro, une ou deux solutions à l’équation
ξ(h;x, h0, q0, x0) = 0, (6.43)
selon les valeurs de x, h0, q0 et x0. Considérons le cas où (6.43) admet deux solutions. La
plus grande de ces solutions, appelée solution subcritique, est approchée à l’aide d’un algo-
rithme de Newton sur la fonction ξ. Le domaine spatial considéré, (0.75, 0.9), est subdivisé
en N = 400 mailles de taille constante ∆x. Soit h0 = 0.25, q0 = −√g/8 et x0 = 0.75−∆x.
La solution stationnaire est approchée avec une précision de 10−20 par la méthode de
Newton. Cette condition initiale, notée W0 = t(h0, q0), est représentée sur le graphe (a)
de la Figure 6.22. Sur le graphe (b) est tracée la hauteur d’eau perturbée h˜0 donnée par la
condition initiale W˜0 = t(h˜0, q˜0) suivante :
q˜0(x) = q0(x) et h˜0(x) = h0(x)− 0.03 10.81<x<0.85 . (6.44)
(a) Condition initiale stationnaire (b) Condition initiale stationnaire perturbée
Figure 6.22: Hauteurs d’eau des conditions initiales pour N = 400.
Par construction, le schéma (SV εFWB) est censé préserver les états stationnaires. L’ap-
proximation obtenue avec la condition initiale W0 ne devrait donc pas être modifiée au
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cours du temps et, selon [70], celle obtenue avec la condition initiale W˜0 devrait retour-
ner à l’équilibre W0. En revanche, ici encore, ce comportement n’est pas attendu pour le
schéma (SVAP ε).
L’erreur entre l’approximation (Wni ), calculée au temps T par le schéma (SVAP ε) ou
(SV εFWB) avec N mailles, et la solution stationnaire W0, est calculée en norme L2 à l’aide
de la formule suivante :
EN (T ) =
√√√√ N∑
i=1
(
(hni − h0(xi))2 + (qni − q0(xi))2
)
∆x. (6.45)
Sur la Figure 6.23, l’erreur en échelle logarithmique pour chacun des schémas (SVAP ε)
et (SV εFWB) munis des conditions au bord données par (6.9), et chacune des conditions
initiales W0 et W˜0 est tracée en fonction du temps T .
(a) Condition initiale stationnaire (b) Condition initiale stationnaire perturbée
Figure 6.23: Erreur en échelle logarithmique pour N = 400 et ε = 1.
Encore une fois, les mêmes remarques que pour les deux modèles précédents peuvent
être données. L’erreur obtenue par (6.45) pour le schéma (SV εFWB) avec la condition ini-
tiale stationnaire n’est pas tracée sur la Figure 6.23 (a) car elle reste au niveau du zéro
machine, comme prévu. En revanche, les approximations données par le schéma (SVAP ε)
s’écartent de l’état stationnaire. Celui-ci ne préserve donc, encore une fois, pas les états
stationnaires. Sur le graphe (b) de la Figure 6.23, le comportement au cours du temps
de l’erreur pour les deux schémas avec la condition initiale perturbée est représentée.
Les approximations calculées par (SV εFWB) convergent bien vers W0. L’élimination de la
perturbation est représentée sur la Figure 6.24.
En revanche, l’erreur pour les discrétisations données par le schéma (SVAP ε) se stabi-
lisent à environ 5.10−3. Les discrétisations ne retournent donc pas à l’équilibre W0. Cela
met bien en évidence la préservation des états stationnaires par (SV εFWB) mais pas par
(SVAP ε). Les résultats pouvant être obtenus avec le schéma implicite (SV εAP imp) sont
complètement analogues à ceux pour le schéma explicite (SVAP ε) et le schéma ne pré-
serve pas non plus les états stationnaires.
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(a) T=0 (b) T=0.002 (c) T=0.01
Figure 6.24: Hauteur d’eau obtenue par le schéma (SV εFWB) pour la condition initiale
perturbée avec N = 400 et ε = 1.
6.3.3 Préservation de l’asymptotique
À présent, la préservation de l’asymptotique par les schémas (SVAP ε), (SV εFWB) et
(SV εAP imp) est mise en évidence. En effet, il a été démontré dans le Théorème 4.5.2 que
la discrétisation de la hauteur d’eau donnée par le schéma explicite (SVAP ε) converge
vers celle donnée par le schéma (4.76), qui discrétise l’équation de diffusion (6.31) de
façon explicite. Ce schéma limite est rappelé :
h
n+1
i = h
n
i +
∆t
2∆x
√
g
k
(
f(hni , h
n
i+1)− f(hni−1, hni )
)
, (SVlim)
où la fonction f est définie par (6.33).
De plus, le Théorème 5.4.1 propose un résultat de préservation de l’asymptotique par
le schéma (SV εFWB), dont la limite n’est pas connue. Seule sa consistance avec l’équation
de diffusion (6.31) est satisfaite. Cependant, la mise en évidence de la convergence peut
tout de même être effectuée en comparant les approximations données par (SV εFWB) avec
les approximations de la limite de diffusion (6.31) données par le schéma limite explicite
(SVlim).
Enfin, le Théorème 4.5.3 donne un résultat de convergence asymptotique du schéma
implicite (SV εAP imp) vers le schéma limite implicite (SV
imp
lim ).
Afin d’illustrer numériquement cette propriété, les deux conditions initiales suivantes,
définies sur le domaine spatial (−5, 5) discrétisé en N mailles, sont considérées.
• Condition initiale discontinue :
h0(x) =
{
2 si x < 0,
1 sinon,
et q0(x) = 0. (6.46)
• Condition initiale continue :
h0(x) =

2 si x ≤ −1,
1
2
(
3 + sin
(3pix
2
))
si − 1 < x ≤ 1,
1 sinon,
et q0(x) = 0. (6.47)
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Ce sont les mêmes conditions initiales que pour le p-système et le modèle M1 et elles sont
représentées sur la Figure 6.4.
À partir de maintenant, le temps final T est fixé à 0.01. Ici encore les conditions de
bord utilisée sont de flux nul (6.12). Le régime hyperbolique, obtenu à l’aide d’une dis-
crétisation HLL du problème hyperbolique homogène, et le régime diffusif, obtenu avec
le schéma limite explicite (SVlim), sont représentés sur la Figure 6.25. D’après les ré-
sultats théoriques de préservation de l’asymptotique, les schémas (SVAP ε), (SV εFWB) et
(SV εAP imp) devraient donner des résultats similaires à la courbe rouge, le régime hyper-
bolique, quand ε est proche de 1, et à des résultats similaires à la bleue, le régime de
diffusion, lorsque ε se rapproche de zéro.
(a) Condition initiale discontinue (b) Condition initiale continue
Figure 6.25: Hauteurs d’eau des différents régimes pour N = 400.
Sur les Figures 6.26 et 6.27, une illustration de la convergence du schéma (SVAP ε) vers
le schéma limite explicite (SVlim) est proposée pour chacune des conditions initiales (6.46)
et (6.47). Les régimes hyperbolique et diffusif sont à chaque fois rappelés sur la figure de
gauche tandis que sur la figure de droite sont tracées les hauteurs d’eau obtenues par le
schéma (SVAP ε) avec différentes valeurs de ε. Les graphiques analogues obtenus avec les
schémas (SV εFWB) et (SV εAP imp) ne sont pas proposés car ils sont quasiment identiques à
ceux des Figures 6.26 et 6.27.
Sur la Figure 6.28 sont représentées, en échelle logarithmique, les courbes d’erreur en
fonction de ε pour le schéma explicite (SVAP ε). De la même façon, sur la Figure 6.29 sont
représentées les courbes d’erreur pour le schéma implicite (SV εAP imp). Elles sont toutes
obtenues en considérant la norme L2 discrète de la différence entre la discrétisation de
la hauteur d’eau issue de (SVAP ε) ou (SV εAP imp), notée (hni )i, et celle issue du schéma
limite explicite (SVlim) ou implicite (SV implim ), notée (h
n
i )i. Les erreurs sont donc calculées
par la formule suivante :
EN (ε) =
√√√√ N∑
i=1
∣∣∣hni − hni ∣∣∣2 ∆x. (6.48)
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(a) Régimes hyperbolique et diffusif (b) Résultats obtenus par (SVAP ε)
Figure 6.26: Hauteurs d’eau données pour N = 400 et la condition initiale discontinue.
(a) Régimes hyperbolique et diffusif (b) Résultats obtenus par (SVAP ε)
Figure 6.27: Hauteurs d’eau données pour N = 400 et la condition initiale continue.
Les observations qui peuvent être faites sur ces résultats sont très similaires à celles don-
nées pour le p-système, que ce soit pour le schéma explicite que pour le schéma implicite.
Pour les deux conditions initiales, l’erreur converge vers zéro quand ε tend vers zéro. Ce-
pendant, comme dans le cas du p-système, un ressaut autour de ε = 0.1 est observé. Ici
encore, celui-ci est d’autant plus important que le nombre de mailles est élevé.
Enfin, sur la Figure 6.30 sont représentées, en échelle logarithmique, les courbes d’er-
reur en fonction de ε pour le schéma (SV εFWB) comparé au schéma limite explicite (SVlim)
(qui n’est pas la limite de (SV εFWB)). Elles sont également obtenues par la formule (6.48).
Comme pour le p-système et le modèle M1, une convergence puis un palier, d’autant plus
bas que N est grand, sont observés. Ce résultat est moins visible que pour les autres mo-
dèles avec les valeurs de ε utilisées. Il faudrait tester le schéma avec des valeurs de ε plus
faibles pour mettre mieux en évidence ce phénomène. Ici encore c’est un résultat prévi-
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(a) Condition initiale discontinue (b) Condition initiale continue
Figure 6.28: Erreur calculée par (6.48) pour le schéma explicite (SVAP ε).
(a) Condition initiale discontinue (b) Condition initiale continue
Figure 6.29: Erreur calculée par (6.48) pour le schéma implicite (SV εAP imp).
sible puisqu’il est montré dans le Théorème 5.4.1 que, à la limite, le schéma (SV εFWB) est
consistant avec la limite diffusive (6.31). L’erreur entre cette limite et le schéma (SVlim)
est ainsi dépendante en ∆x et donc de plus en plus petite quand N augmente.
6.3.4 Ordre des schémas en espace
Une étude des ordres de convergence en espace des différents schémas est maintenant
proposée. Pour ce faire, les discrétisations obtenues avec N mailles sont comparées avec
celles obtenues avec 2N mailles. Il est alors nécessaire de distinguer les quantités discrètes
provenant d’une discrétisation avecN mailles de celles provenant d’une discrétisation avec
2N mailles. Toutes les quantités pour lesquelles c’est nécessaire sont alors indicées par (N)
ou (2N). En particulier, les pas d’espace ∆x(N) et ∆x(2N) vérifient ∆x(N) = 2∆x(2N) et les
centres des mailles (x(N)i )i=1,N et (x
2N)
i )i=1,2N vérifient x
(N)
i = x
(2N)
2i . Le temps final T est
toujours pris égal à 0.01.
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(a) Condition initiale discontinue (b) Condition initiale continue
Figure 6.30: Erreur calculée par (6.48) pour le schéma (SV εFWB).
Pour l’étude d’ordre des schémas limites (SVlim) et (SV implim ), la discrétisation de l’éner-
gie radiative obtenue avec N mailles est notée (h(N),ni )n∈Ni=1,N et celle obtenue avec 2N
mailles est notée (h(2N),ni )n∈Ni=1,2N . L’erreur E(N) pour N mailles est alors calculée par la
formule suivante :
E(N) =
√√√√ N∑
i=1
∣∣∣h(2N),n2i − h(N),ni ∣∣∣2 ∆x(N). (6.49)
Concernant l’étude d’ordre des schémas hyperboliques (SVAP ε) et (SV εFWB), la discrétisa-
tion obtenue avec N mailles est notée (W (N),ni )n∈Ni=1,N et celle obtenue avec 2N mailles est
notée (W (2N),ni )n∈Ni=1,2N . Les composantes de ces vecteurs sont définies comme suit :
W
(N),n
i = t
(
(h(N),ni ), (q
(N),n
i )
)
.
L’erreur Eε(N) pour N mailles est alors calculée par la formule suivante :
Eε(N) =
√√√√ N∑
i=1
(∣∣∣h(2N),n2i − h(N),ni ∣∣∣2 + ∣∣∣q(2N),n2i − q(N),ni ∣∣∣2)∆x(N). (6.50)
Sur la Figure 6.31, le comportement de l’erreur Eε(N), calculée avec la formule (6.50),
des solutions approchées par le schéma (SVAP ε) pour différentes valeurs de ε est repré-
senté. Ces erreurs sont tracées en échelle logarithmique. Les erreurs pour les approxima-
tions données par les schémas limites (SVlim) et (SV implim ), calculées avec la formule (6.49)
et également représentées sur la Figure 6.31, sont très similaires. Les pentes de ces droites
sont d’environ -1 pour la condition initiale discontinue (6.46) et −2 pour la condition ini-
tiale continue (6.47). Ces schémas limites sont donc d’ordre 2 en espace. En revanche,
pour les deux conditions initiales, les résultats d’erreur obtenus avec le schéma explicite
(SVAP ε) ne sont pas convaincants. Pour ε = 1, la convergence en espace est d’ordre 1 mais
dès que ε diminue, les courbes perdent leur monotonie. Ce phénomène est plus visible en-
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core avec la condition initiale régulière. En observant les courbes obtenues avec ε = 10−2
et ε = 10−3, une convergence des erreurs vers zéro à partir d’un nombre de mailles d’au-
tant plus grand que ε est petit peut se conjecturer. Les résultats obtenus avec le schéma
implicite (SV εAP imp) sont similaires à ceux présentés dans la Figure 6.31. Cependant, pour
des raisons de temps de calcul important, ils ne sont pas exposés ici.
(a) Condition initiale discontinue (b) Condition initiale continue
Figure 6.31: Erreurs calculées par (6.49) et (6.50) pour les schémas (SVAP ε), (SVlim) et
(SV implim ).
Sur la Figure 6.32, le comportement de l’erreur Eε(N), calculée avec la formule (6.50),
des solutions approchées par le second schéma (SV εFWB) pour, toujours, différentes va-
leurs de ε est représenté. La courbe de l’erreur pour le schéma limite explicite (SVlim),
obtenue par la formule (6.28), est également représentée sur chaque graphe. En revanche,
ici, la convergence des tracés vers cette courbe d’erreur limite n’est pas attendue puisque
le schéma (SVlim) n’est, a priori, pas la limite du schéma (SV εFWB). Concernant les résul-
(a) Condition initiale discontinue (b) Condition initiale continue
Figure 6.32: Erreurs calculées par (6.49) et (6.50) pour les schémas (SV εFWB) et (SVlim).
tats avec la condition initiale discontinue (6.46), une convergence très rapide des tracés
d’erreur vers le tracé de l’erreur limite est observée quand ε tend vers zéro. De plus, pour
187
Chapitre 6 – Résultats numériques
la condition initiale continue, les tracés semblent également converger vers une erreur
d’ordre 2, ce qui donne une première information sur la limite du schéma (SV εFWB).
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Conclusion et perspectives
Partie I :
Dans la première partie de ce manuscrit, un résultat de convergence asymptotique nu-
mérique pour le p-système avec terme source d’amortissement a été démontré rigoureuse-
ment. Il constitue l’extension des travaux de [6, 60], dans lesquels les cas continu et semi-
discret sont traités. La méthode utilisée est l’extension au cadre discret de la technique
dite d’entropie relative, qui permet de manipuler des quantités se comportant comme
des normes d’erreur. Le schéma utilisé est issu de la méthode de discrétisation implicite-
explicite introduite dans [56]. Ce résultat est notable car le taux de convergence vers les
discrétisations limites s’exprime explicitement et est en accord avec celui obtenu dans les
cadres continu et semi-discret. Les outils utilisés dans la preuve de ce résultat sont très
techniques et, à cause de la discrétisation temporelle, le nombre de termes de viscosité à
traiter est bien plus grand que dans le cadre continu ou semi-discret.
Une perspective intéressante pour ces travaux serait d’appliquer la méthode à d’autres
systèmes, comme par exemple ceux proposés dans [56, 60]. Un système assez simple qui
peut être choisi est celui des équations d’Euler mono-dimensionnelles avec friction, qui
s’écrivent : 
∂tρ+ ∂xu = 0,
∂tu+ ∂x
(
u2
ρ
+ p(ρ)
)
= −σu,
où ρ > 0 est la densité du gaz et u sa vitesse. Le paramètre σ désigne la friction et la
fonction de pression p est croissante. Lattanzio et Tzavaras ont montré dans [60], encore
à l’aide de l’entropie relative, que les solutions de ces équations, en temps long et friction
forte, convergent vers celles du système suivant :{
∂tρ+ ∂xu = 0,
∂xp(ρ) = −σu.
Le taux de convergence obtenu dans [60] est, comme pour le p-système, en ε4. La tech-
nique peut alors être étendue, au cadre semi-discret d’abord, puis ensuite au cadre entiè-
rement discrétisé. Cette extension est bien entendu plus difficile que celle présentée dans
ce manuscrit pour le p-système. En effet, ici, la seconde composante de la fonction de flux
dépend des deux variables u et ρ alors que pour le p-système, elle dépendait uniquement
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du volume spécifique (analogue à ρ ici).
Partie II :
La seconde partie de ce manuscrit est consacrée au développement de méthodes de
construction de schémas préservant l’asymptotique. Chacune d’entre elles est appliquée
aux trois modèles suivants : le p-système avec terme source d’amortissement, les équations
de Saint-Venant avec friction de Manning et le modèle M1 avec terme source d’opacité de
scattering. Pour les deux méthodes, la préservation de la limite de diffusion est démontrée
à l’aide de développements de Chapman-Enskog.
La première méthode développée, introduite dans [13], consiste à utiliser une discré-
tisation HLL munie d’une correction visqueuse fixée pour capturer l’asymptotique correcte
à la limite. Un avantage de cette méthode est que la discrétisation limite est déterminée
en amont. La deuxième méthode, introduite dans [70] pour les équations de Saint-Venant,
peut également être vue comme une discrétisation HLL perturbée. Cependant, celle-ci est
construite afin de préserver tous les états stationnaires et non la limite de diffusion. La pré-
servation de l’asymptotique est néanmoins également acquise pour cette seconde classe de
schémas. La discrétisation limite n’est en revanche pas connue ici.
Les deux méthodes sont comparées dans le Chapitre 6 de ces travaux. La préservation
des états stationnaires par les schémas issus de la deuxième technique est validée pour
chacun des trois modèles étudiés. Concernant la préservation de l’asymptotique, elle est
validée pour toutes les discrétisations construites mais la convergence n’est pas la même
selon la méthode utilisée et le modèle sur lequel elle est appliquée. En particulier, un
phénomène étonnant est constaté pour les discrétisations issues de la première méthode,
développée dans le Chapitre 4. En effet, pour le p-système et les équations de Saint-Venant,
la convergence en ε des approximations données par le schéma hyperbolique vers celles
données par le schéma limite possède une allure surprenante pour certaines valeurs de
ε. De plus, plus le nombre de cellules utilisé dans la discrétisation est grand et plus ce
phénomène est visible. Il faut préciser que cette anomalie est présente pour la discrétisa-
tion du p-système alors que, pour ce modèle, il n’est pas nécessaire d’ajouter de paramètre
additionnel pour obtenir une discrétisation correcte de la limite de diffusion. L’hypothèse
proposée pour expliquer ce phénomène, qui semble inhérent à la discrétisation HLL pertur-
bée sans ajout de paramètre additionnel (qui ne préserve donc pas forcément la limite de
diffusion), est que les schémas obtenus par cette méthode ne discrétisent pas correctement
les états transitoires. Il faut également préciser que, pour le modèle M1, ce problème n’ap-
paraît pas. Un autre constat concernant cette méthode est relatif à l’ordre de convergence
en espace. En effet, lorsque ε diminue, une mauvaise convergence en ∆x est observée
pour les discrétisations du p-système et des équations de Saint-Venant. Ici encore, cela
n’apparaît pas pour le modèle M1 où l’ordre correspond à ce qui peut être attendu. En ef-
fet, les discrétisations obtenues par le schéma dans le régime hyperbolique (ε de l’ordre de
1) satisfont un ordre en espace d’environ 1, tandis que dans le régime diffusif (ε proche de
zéro), l’ordre se rapproche de 2. Cet ordre est bien celui du schéma limite puisque celui-ci
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correspond à une discrétisation aux différences finies classique d’une équation de la cha-
leur. Enfin, concernant la stabilité des schémas présentés dans cette seconde partie, elle
est systématiquement restreinte par une condition CFL hyperbolique dépendante du pa-
ramètre asymptotique ε et il faut noter que cette condition est légèrement plus restrictive
pour la méthode qui préserve les états stationnaires que pour la méthode de perturbation
HLL visqueuse.
Pour conclure sur cette partie, c’est sur la seconde méthode développée que se dirige
ma préférence. En effet, pour celle-ci, la convergence asymptotique correspond à ce que
l’on pouvait attendre. Les ordres de convergence en espace sont satisfaisants et surtout, les
discrétisations obtenues préservent l’asymptotique alors que ce n’est pas le but dans lequel
elles ont été construites. Les résultats proposés dans ce manuscrit semblent donc montrer
qu’une discrétisation adéquate du terme source pour préserver tous les états stationnaires
permet également de préserver l’asymptotique de diffusion.
Les perspectives émergeant de ces travaux peuvent être, en premier lieu, de com-
prendre le rôle que jouent les états transitoires dans la convergence asymptotique mais
également dans la convergence en espace pour la première méthode de discrétisation
proposée. Il peut également être intéressant de généraliser cette méthode pour des chan-
gements d’échelle du terme source en 1/εm, m ∈ N∗, et pas seulement en 1/ε comme
cela a été fait dans [13]. Enfin, un résultat important reposerait sur la construction d’une
procédure générique pour la seconde méthode présentée, pour développer des schémas
préservant tous les états stationnaires. En effet, en utilisant à chaque fois la même tech-
nique mais au cas par cas, des schémas préservant tous les états stationnaires ont pu être
construits pour chacun des trois problèmes étudiés. Pour ces trois modèles, les discrétisa-
tions obtenues préservent également l’asymptotique diffusive, c’est pourquoi nous pensons
qu’une méthode générique peut être développée.
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Résumé : Le but de cette thèse est de construire et analyser des schémas numériques capables de dis-
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convergence ainsi obtenu est exprimé explicitement et est en accord avec les résultats déjà connus dans
les cadres continu et semi-discret. La seconde partie de ce manuscrit est dédiée au développement de
schémas préservant l’asymptotique, pour lequel deux méthodes sont proposées. La première constitue
une généralisation du schéma HLL perturbé proposé par Berthon et Turpault afin de traiter les termes
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Abstract : The aim of this work is to build and analyze schemes able to discretize the solutions of
hyperbolic systems of conservation laws endowed with a source term. The main property required here
is the preservation of the asymptotic behaviour, in other words the schemes must stay accurate in the
diffusive regime, namely the long time and stiff source term regime. This manuscript is divided in two
parts. The first one is dedicated to the presentation of a rigorous numerical convergence result for a
scheme discretizing the solutions of the p-system. The convergence rate obtained is explicitly exhibited
and coincides with the results obtained in the continuous and semi-discrete frameworks. The second part
is devoted to the development of asymptotic preserving schemes and two methods are proposed. The first
one is a generalization of the perturbed HLL method introduced by Berthon and Turpault in order to treat
source terms of quadratic form and the second one is able to preserve both all the steady states and the
diffusive limit.
