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This paper presents a fractional generalized Cauchy process (FGCP) with an additive and a
multiplicative Gaussian white noise for describing subordinated anomalous fluctuations. The FGCP
displays intermittent dynamics during random time durations, whose analytical representation is
given by the Itoˆ stochastic integral. The associated probability density function is given by the Tsallis
q-Gaussian distribution at the stationary state. The method of fractional Feynman-Kac formula
shows that weak ergodicity breaking of the FGCP depends on the existence of the subordinator
and/or the divergence of variance.
I. INTRODUCTION
Anomalous fluctuations associated with fat-tailed dis-
tributions have been observed in many complex systems.
In order to identify the anomalous fluctuations, Tsallis
introduced the concept of nonextensive statistical me-
chanics (NESM), based on the principle of a generalized
maximum entropy [1]. Also, a nonlinear kinetic equation,
known as a nonlinear Fokker-Planck equation (NFPE),
provides the probability density function (PDF) for the
NESM [2]. Applications of the NESM in various areas
have been reported, such as, option pricing in stock mar-
kets [3], fully developed fluid turbulence [4], magneto-
spheric self-organization [5] and so on.
As a dynamical foundation of the NESM, Beck in-
troduced a stochastic differential equation (SDE) with
a slowly fluctuating parameter [6]. His idea that the
NESM results from inhomogeneous heat bath leads to
the concept of superstatistics (SS) [7, 8]. On the other
hand, the NFPE for a harmonic potential is equiva-
lent to the Fokker-Planck equation (FPE) of a general-
ized Cauchy process (GCP) whereby the corresponding
stochastic process is given by the solution of an SDE [9].
The stationary PDF of the GCP provides the q-Gaussian
distribution with a specific set of parameters.
In the past few decades stochastic processes on random
time durations have been extensively investigated, as-
sociated with continuous time random walks (CTRWs),
where the evolution of the time variable is also a ran-
dom variable following a waiting time distribution [10–
12]. Under an appropriate scaling limit, a CTRW is ap-
proximated by a set of SDEs for coordinate and time vari-
ables [13]. In the case of power-law waiting time distribu-
tions, such SDE systems are alternatively expressed by
subordinated stochastic differential equations (SSDEs),
and then derive fractional Fokker-Planck equations (FF-
PEs) as their kinetic equations [14, 15].
Related to comprehensive studies of the SSDE, their
fluctuations are assumed to follow the Gaussian distri-
bution. However, we can observe anomalous fluctuations
following non-Gaussian distributions in the real world:
fluid particle transport in a rotating cylinder [16], a hop-
ping cold atom in optical lattices [17], wave propagation
in dissipative media [18], etc. For the sake of identifying
the anomalous fluctuations on random time durations,
the SSDE is a suitable model to describe non-Gaussian
distributions.
In this paper we introduce an SSDE as a model of
anomalous fluctuations with the power-law waiting time
distribution. Section II provides a brief review of the
dynamical foundation of the NESM, where the concept
of environmental fluctuations and a characteristic time
scale are mentioned. In Sec. III, the basic idea of sub-
ordinated stochastic processes is presented and then is
applied to the GCP. Section IV shows the correspond-
ing kinetic equation, where the analytical representation
of the PDF and slow relaxation play a dominant role.
Section V considers weak ergodicity breaking due to the
existence of a subordinator or the divergence of the sec-
ond moment, with the use of the fractional Feynman-Kac
formula. Section VI provides conclusions and aspects of
future work.
II. DYNAMICAL FOUNDATION OF
NONEXTENSIVE STATISTICAL MECHANICS
The NESM is constructed based on Tsallis q-entropy,
which is a generalization of the conventional Boltzmann-
Gibbs entropy, being of the form
Sq[p] =
1
q − 1
(
1−
∫
[p(x)]qdx
)
, (1)
where p(x) is a PDF and q is a positive real parameter.
Under the constraint for a potential function Φ(x),∫
Φ(x)[p(x)]qdx = 〈Φ(x)〉, (2)
the general form of the Tsallis distributions is derived as
p(x) =
1
Zq[1 + β˜(q − 1)Φ(x)]
1
q−1
, (3)
2where Zp is a partition function defined by the normal-
ization factor of p(x), and β˜ is a positive real parameter.
In the case of harmonic potential, Φ(x) = x2, p(x) in
Eq. (3) leads to the q-Gaussian distribution.
Alternatively, the NFPE has been developed as a
macroscopic dynamical model of the NESM, namely, the
kinetic equation of the PDF in Eq. (3) [2]. The NFPE is
given by
∂fµ
∂t
= − ∂
∂x
[K(x, t)fµ] +
∂2
∂x2
[Q(x, t)fν ], (4)
where µ and ν are positive real parameters. Although
the NFPE in Eq. (4) is a nonlinear partial differential
equation, analytical solutions can be obtained in specific
cases [2, 19].
As a microscopic dynamical model of the NESM, whose
statistical laws are derived from the q-Gaussian distri-
bution, Beck introduced the Ornstein-Uhlenbeck (OU)
process with fluctuating parameters:
dX = −γXdt+ σdW (t), (5)
where W (t) is a Brownian motion, and positive real pa-
rameters γ and σ define a random parameter, known as
inverse temperature, as β = γ/σ, which follows the χ2
distribution with n degrees of freedom as
f(β) =
1
Γ
(
n
2
) ( n
2β0
)n
2
β
n
2
−1exp
(
− nβ
2β0
)
, (6)
where Γ(z) is the gamma function and β0 is a positive
real parameter. It is assumed that the characteristic time
scale of β is much larger than that of X(t) in Eq. (5). In
this situation, the conditional stationary PDF is obtained
as
p(x|β) =
√
β
2pi
exp
(
−1
2
βx2
)
. (7)
The marginalization with respect to β for Eq. (7) with
Eq. (6), p(x) =
∫
p(x|β)f(β)dβ, gives
p(x) =
Γ
(
n+1
2
)
Γ
(
n
2
) ( β0
pin
) 1
2 1(
1 + β0n x
2
)n+1
2
, (8)
which corresponds to the q-Gaussian distribution with
the relations for q and β˜ in Eq. (3): q = 1 + 2/(n + 1)
and β˜ = 2β0/(3− q).
An alternative microscopic dynamical model of the
NESM is the GCP driven by both additive and multi-
plicative noise in the form:
dX = −γXdt+X
√
2DmdWm(t) +
√
2DadWa(t), (9)
where γ is a positive real parameter, Wa(t) and Wm(t)
are Brownian motions with respective noise intensities
2Da and 2Dm [9]. The FPE of the GCP is the same
form as the NFPE in Eq. (4) with µ = 1 in the case of
a periodic potential. The stationary PDF of the GCP,
known as a generalized Cauchy distribution (GCD), is
geven by
p(x) =
a2b−1
B(b− 1/2, 1/2)
1
(x2 + a2)b
, (10)
where a =
√
Da/Dm, b = γ/2Dm and B(z, z
′) is the
beta function [20]. The GCD in Eq. (10) is also the q-
Gaussian distribution with relations that q = b−1 and
β˜ = a−2b for Eq. (8). In this case, the multiplicative
noise in Eq. (9) generates the power-law tails of the PDF,
because without the term, Eq. (9) reduces to the OU
process.
III. SUBORDINATED STOCHASTIC
PROCESSES
Random dynamics during random time durations are
described by the CTRWs with waiting time distribu-
tions having a power-law tail. A CTRW provides a ki-
netic equation, whose particle fluctuations obey a sub-
ordinated stochastic process. In order to describe such
fluctuations under an appropriate scaling limit, the SSDE
is introduced in the form
Y (t) = X(St), (11)
where the subordinated stochastic process Y (t) is gener-
ated from an SDE on intrinsic time τ ,
dX = F (X, τ)dτ +G(X, τ)dW (τ) (12)
with W (τ) being a Brownian motion. The subordinator
St in the right hand side of Eq. (11), which provides
physical time evolution, is defined as
St = inf{τ ;U(τ) > t} (13)
with U(τ) being a strictly increasing α-stable Le´vy mo-
tion, whose Laplace transform is given by 〈e−kU(τ)〉 =
eτk
α
, where 0 < α < 1 [21].
Based on the above notion of the SSDE, we construct
a dynamical model for subordinated anomalous fluctua-
tions. The SDEs presented in Sec. II are candidates for
the intrinsic SDE of the subordinated dynamics. For this
purpose, however, the assumption of the first model in
Sec. II is contradictory because the characteristic time
scale of the subordinated OU process diverges due to the
power-law tail of the waiting time distribution. On the
other hand, the GCP has no assumption about the time
scale, whereby it is employed as the intrinsic SDE of the
SSDE, named subordinated GCP (SGCP). We investi-
gate statistical properties of the SGCP hereafter.
To obtain a realization of the SGCP, it is necessary
to solve the GCP with respect to intrinsic time τ in the
form:
dX = −γXdτ+X
√
2DmdWm(τ)+
√
2DadWa(τ), (14)
3where γ is a positive real parameter, Wa(τ) and Wm(τ)
are Brownian motions with respective noise intensities
2Da and 2Dm. The GCP can be solved with the use of
the Itoˆ integral as
X(τ) = X(0)e−(γ+Dm)τ+
√
2DmWm(τ) (15)
+
√
2Da
∫ t
0
e(γ+Dm)(τ
′−τ)−√2Dm[Wm(τ ′)−Wm(τ)]dWa(τ ′)
with X(0) being the initial value almost surely. The com-
bination of X(τ) in Eq. (15) and the subordinator St
gives realizations of the SGCP.
Although the SGCP is solved analytically, it is often
useful to carry out numerical simulations to obtain sam-
ple paths. As a numerical integration scheme of Eq. (15),
a recursion relation of the GCP with respect to τ is ob-
tained. A discrete time τn = n∆τ , and random numbers
ξa and ξm, which follow mutually independent Gaussian
distributions, gives a recursion relation of Eq. (15) as
X(τn+1) = X(τn)e
−(γ+Dm)∆τ+
√
2Dm∆τξm
+
√
2Da∆τξae
(γ+Dm)∆τ−
√
2Dm∆τξm . (16)
The numerical scheme for solving SSDEs presented in
Ref. [15] provides realizations of the SGCP as shown in
Fig. 1. The left and right figures are realizations of the
SGCP in the case of finite and infinite variances, respec-
tively. It is seen that the magnitude of these realizations
shows fluctuations of different orders depending on the
value of the parameters. The realizations of the SGCP
on physical time (top figures) are generated from those on
intrinsic time (middle figures) and the corresponding sub-
ordinators (bottom figures). It is seen that intermittent
dynamics are under the constraint of long time durations
due to the subordinator. Thus the SGCP can describe
the large fluctuations in magnitude with long memory,
which are often investigated in complex systems.
IV. FRACTIONAL FOKKER-PLANCK
EQUATION
Ensemble dynamics of the subordinated stochastic pro-
cesses determine their kinetics. The evolution equation
for the PDF of the SSDE is generally given as a frac-
tional Fokker-Planck equation (FFPE), which consists of
the Fokker-Planck operator LFP derived from the SDE in
Eq. (12) and the Riemann-Liouville fractional derivative
0D
1−α
t [22], in the form:
∂
∂t
P (x, t) = 0D
1−α
t LFPP (x, t), (17)
where the Riemann-Liouville fractional derivative for a
time dependent function is defined by
0D
1−α
t f(t) =
1
Γ(α)
d
dt
∫ t
0
(t− t′)α−1f(t′)dt′ (18)
with Γ(z) being the gamma function [20]. Here, in the
case of the SGCP, the corresponding Fokker-Planck op-
erator is given by
LFP =
∂
∂x
γx+
∂2
∂x2
(Dmx
2 +Da), (19)
which is the same form as that of the GCP [9]. On equi-
librium state, the GCD is derived from LFP in Eq. (19)
as the stationary PDF in the form:
Ps(x) =
a2b−1
B(b − 1/2, 1/2)
1
(x2 + a2)b
. (20)
The value of the parameter b = γ/2Dm determines
whether the variance is finite or not, as is shown in Fig. 2:
The solid line shows the case of finite variance, γ > 2Dm,
the dashed line shows that of infinite variance, γ < 2Dm.
The respective cases correspond to the realizations of the
SGCP in Fig. 1, which are at a quite different order of
magnitude.
The transition PDF of the SGCP is obtained by solving
the FFPE in Eq. (17) with the Fokker-Planck operator
in Eq. (19). The inverse Le´vy transform (ILT) is utilized
to solve the FFPE [12]. For the solution of the FFPE,
P (x, t), the ILT is introduced as
P (x, t) =
∫ ∞
0
p(x, τ)T (τ, t)dτ, (21)
where the kernel function T (τ, t) is given in the Laplace
space as
T (τ, s) = sα−1e−τs
α
(22)
and p(x, τ) is the solution of the conventional Fokker-
Planck equation (FPE) with LFP in Eq. (19) as
∂
∂τ
p(x, τ) = LFP p(x, τ). (23)
In general the FPE is solved by the method of eigenfunc-
tion expansion. In this case, LFP in Eq. (19) has both
discrete and continuous eigenvalues, and thus gives the
expression of p(x, τ) as
p(x, τ |x0, τ0) = eU(x)/2−U(x0)/2
[ ∞∑
n=0
φn(x)φn(x0)e
−λnτ +
∫
φλ(x)φλ(x0)e
−λτdλ
]
, (24)
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FIG. 1. Realizations of the SGCP in the case of finite variance (left side: γ = 1.2) and infinite variance (right side: γ = 0.7).
The noise intensities and fractional index are fixed as Da = 1.0, Dm = 0.5 and α = 0.7. The top figures are the realizations of
the SGCP on physical time t. The middle figures are the realizations of the GCP on intrinsic time τ . The bottom figures are
the random processes of the subordinator St defined by inversion of a positive one-sided Le´vy process.
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FIG. 2. The GCDs derived from Eqs. (17) and (19) on sta-
tionary states. The solid line shows the case of finite variance
with γ = 1.2, Da = 1.0 andDm = 0.5. The dashed line
shows the case of infinite variance with γ = 0.7, Da = 1.0
and Dm = 0.5, corresponding to the realizations in Fig. 1.
It is shown that the tails of the latter case are broader than
those of the former case.
where {λn, φn(·)} and {λ, φ(·)} are pairs of eigenvalues
and eigenfunctions for the discrete and continuous cases,
respectively. The specific form of the eigenfunction ex-
pansion in Eq. (24) is given by the hypergeometric func-
tion as explained in Appendix A. Note that the discrete
eigenvalues vanish when γ < 2Dm, namely, the variance
of the GCD in Eq. (20) is infinite.
The ILT in Eq. (21) converts the eigenfunction expan-
sion in Eq. (24) to that of the FFPE in Eq. (17) as
5P (x, t|x0, t0) = eU(x)/2−U(x0)/2
[
N∑
n=0
φn(x)φn(x0)Eα,1[−λn(t− t0)α] +
∫
φλ(x)φλ(x0)Eα,1[−λ(t− t0)α]dλ
]
, (25)
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FIG. 3. ACF of the SGCP (solid line) and the GCP (dashed
line) with the parameters γ = 0.7, Dm = 0.5 and α = 0.7. Re-
laxation of the SGCP is slower than that of the GCP because
of the power-law tail.
where Eα,β(t) is the generalized Mittag-Leffler function
defined by
Eα,β(t) =
∞∑
n=0
tn
Γ(αn+ β)
(26)
with Γ(z) being the gamma function. Eventually, statis-
tics of the SGCP are calculated with the transition PDF
in Eq. (25).
Alternatively, the ILT in Eq. (21) gives the formula
for calculating statistics of a random variable generated
from FFPEs as
〈f(X(t))〉 =
∫
〈f(X(τ))〉T (τ, t)dτ (27)
with f(X) being a function of a random variable X .
Since the normalized autocorrelation function (ACF) for
the GCP is derived from Eq. (15) as C(τ) = e−(γ−Dm)τ
and the ILT of the exponential function is the Mittag-
Leffler function, the ACF for the SGCP is given as
C(t) = Eα,1[−(γ −Dm)tα]. (28)
In Fig. (3), the ACF for the SGCD displays slow relax-
ation due to the long time durations generated by the
subordinator.
As is shown in Eqs. (10) and (28), the SGCP pro-
vides the fat-tailed PDF and the ACF with a long time
tail, which respectively correspond to large deviations
and long memory of fluctuations. Therefore, in many
complex systems. the SGCP can be utilized to describe
anomalous fluctuations with a subordinator.
V. WEAK ERGODICITY BREAKING
Ergodicity is one of the most fundamental properties of
statistical mechanics, which guarantees the equivalence
between the ensemble average and the time average in
the equilibrium state. Based on ergodicity, thus, one can
implement a statistical analysis of experimental data or a
time series analysis using the tools for time averaging. To
investigate ergodicity, Khinchin’s theorem, which shows
that an ACF converging to zero guarantees ergodicity,
was developed [23]. Nevertheless, it was proved that the
subordinated OU process, whose ACF converges to zero,
shows weak ergodicity breaking [24]. Here, we investigate
whether ergodicity of the SGCP breaks or not by means
of a kinetic equation for a Brownian functional.
The Brownian functional of a stochastic process
{X(t)}t>0 is defined by A(t) =
∫ t
0 U [X(τ)]dτ with a pre-
scribed function U(x). Then time average is given by
X¯(t) = A(t)/t with U(x) = x. When the PDF of X¯(t)
leads to Dirac delta function, namely, the variance of
X¯(t) converges to zero, at infinite time limit, {X(t)}t>0
is confirmed to be ergodic. It is thus necessary to ob-
tain the PDF for A(t) by calculating the statistics of the
Brownian functional.
To calculate the Brownian functional of a subordinated
stochastic process, the fractional Feynman-Kac equation
(FFKE) with a fractional substantial derivative was in-
troduced [24]. In the case of the SGCP, the corresponding
FFKE is of the form:
∂
∂t
G(x,A, t) = LFPD1−αt G(x,A, t) − x
∂
∂A
G(x,A, t),
(29)
where the Fokker-Planck operator is the same as LFP in
Eq. (19) and the fractional substantial derivative is de-
fined by D1−αt = (∂/∂t+ x∂/∂A)1−α with a real param-
eter 0 < α < 1. With the help of the Laplace transform,
G˜(x,A, s) =
∫∞
0 G(x,A, t)e
−stdt, the variance of A can
be obtained in the Laplace space as
〈(A− 〈A〉)2〉 = 2
s3
(1− α)γ + sα
γ + sα
2Da + x
2
0s
α
2(γ −Dm) + sα (30)
with x0 being the initial value of X(t) almost surely.
Derivation of the moments with respect to X and A up
to the second-order are shown in Appendix B. With the
use of the Laplace transform of the Mittag-Leffler func-
tion,
∫∞
0
e−stEα,3(−ctα)dt = sα−3/(sα + c), 〈X¯2〉 in the
6time domain is obtained as
〈X¯2〉 = (1− α)Da
γ −Dm +
2α(2Da − x20)
γ − 2Dm Eα,3(−γt
α)
+
2[x20(γ −Dm)(γ + α− 2Dm)− (1− α)γ + 2Dm]
(γ −Dm)(γ − 2Dm)
× Eα,3(−2(γ −Dm)tα). (31)
When γ > Dm, the infinite time limit of 〈X¯2〉 leads to a
finite value as limt→∞ 〈X¯2〉 = (1−α)Da/(γ−Dm), except
α = 1. On the other hand, when γ≤Dm, limt→∞ 〈X¯2〉 =
∞. This result means that the case of the GCP with
finite variance only guarantees ergodicity whereas the
GCP with infinite variance and the SGCP with both fi-
nite and infinite variance show weak ergodicity breaking.
In other words, one should carefully choose whether to
use an ensemble or a time average to implement a statis-
tical analysis for empirical intermittent fluctuations with
random time durations.
VI. CONCLUSIONS
We have reviewed the two alternative models for dy-
namical foundation of the NESM, where the q-Gaussian
distribution, as the specific case of the GCD, is given
at the stationary state. In both cases the environmen-
tal fluctuations play the dominant role in generating the
power-law tails of the PDF.
To employ these models as the intrinsic SDE of the
subordinated stochastic process, we have considered the
characteristic time scales in the fluctuating environment,
and then have pointed out that the SGCP is the suitable
model for describing the anomalous fluctuations with the
subordinator. The statistical properties of the SGCP
have been investigated with the use of the FFPE. The
method of eigenfunction expansion and the ILT provide
an analytical description of the transition PDF, which
is available to calculate the moments of the SGCP, ex-
pressed by the combination of the Mittag-Leffler function
and the hypergeometric function.
Weak ergodicity breaking of the SGCP is ascribed to
the existence of the subordinator or infinite variance by
means of the FFKE. Thus, statistical analysis for subor-
dinated intermittent stochastic processes should be im-
plemented only by ensemble averaging to obtain correct
estimates.
The alternative GCP with a logarithmic potential also
follows the GCD at the stationary state [17]. The eigen-
function expansion of this GCP is different from that of
the GCP handled in this paper. Specific analysis of the
difference between the GCPs will be our future work.
Appendix A: Eigenfunction expansion of the
generalized Cauchy process
The GCP in Eq. (14) is transformed into the canonical
form by replacing γ/(2Dm)→γ − 1/2 and Dmτ→τ as
dX = (1− 2γ)Xdτ +
√
2(X2 + a2)dW (τ). (A1)
By change of the variable, X = a sinhY , Eq. (A1) leads
to
dY = − dU
dY
dτ +
√
2dW (τ) (A2)
with the potential function U(Y ) = 2γ ln(coshY ). The
corresponding FPE is readily obtained as
∂
∂τ
p(y, τ) =
∂
∂y
[
dU
dy
+
∂
∂y
]
p(y, τ). (A3)
The unitary transform, p(y, τ) = e−U(y)/2−γ
2τψ(y, τ),
gives the imaginary time Schro¨dinger equation as
− ∂
∂τ
ψ(y, τ) =
[
− ∂
2
∂y2
+ V (y)
]
ψ(y, τ), (A4)
where the potential function V (y) is given by
V (y) = −γ(γ + 1)sech2y. (A5)
The form of V (y) in Eq. (A5) is known as the modi-
fied Po¨schel type potential, which has, depending on the
parameter γ, discrete and continuous eigenvalues since
limy→±∞ V (y) = 0 [25]. Let us take the separation of
variables as ψ(y, τ) = e−λτφ(y) with λ being the eigen-
value. For a continuous eigenvalue, λ = k2 gives the
time-independent Schro¨dinger equation as
d2φ
dy2
+
[
k2 + γ(γ + 1)sech2y
]
φ = 0. (A6)
Changing the variable, z = cosh2y, and taking the
ansatz, φ(y) = z(γ+1)/2ϕ(z), Eq. (A6) yields the hyper-
geometric differential equation,
z(z − 1)d
2ϕ
dz2
+
[(
γ +
3
2
)
− (γ + 2)z
]
dϕ
dz
− (γ + 1)
2 + k2
4
ϕ = 0. (A7)
Thus ϕ(z) is expressed by superposition of the hyperge-
ometric functions, F (ξ, η; ζ; z) [20], as
ϕ(z) = AF
(
α, β;
1
2
; 1− z
)
+ B(1 − z) 12F
(
α+
1
2
, β +
1
2
;
3
2
; 1− z
)
, (A8)
where the coefficients A and B are determined by bound-
ary conditions, and the parameters α and β are de-
fined by α = (γ + 1 + ik)/2 and β = (γ + 1 − ik)/2.
7Assume that φ(y) consists of an even function φe(y)
and an odd function φo(y), then φ(y) is expressed by
φ(y) = Aφe(y) +Bφo(y) with
φe(y) = (cosh y)
γ+1F
(
α, β;
1
2
;−sinh2y
)
(A9)
and
φo(y) = (cosh y)
γ+1F
(
α+
1
2
, β +
1
2
;
3
2
;−sinh2y
)
.
(A10)
A well-known formula of the hypergeometric function,
F (κ, µ; ν; ζ)
Γ(ν)
=
(−ζ)−κΓ(µ− κ)
Γ(ν − κ)Γ(µ) F
(
κ, κ− ν + 1;κ− µ+ 1; 1
ζ
)
+
(−ζ)−µΓ(κ− µ)
Γ(ν − µ)Γ(κ) F
(
κ, µ− ν + 1;µ− κ+ 1; 1
ζ
)
,
(A11)
and the asymptotic form of sinh2y in Eqs. (A9) and (A10)
give, on |y|→∞,
φe(y)→Γ
(
1
2
)[
Γ(−ik)eik log 2
Γ
(
γ+1
2 − ik2
)
Γ
(− γ2 − ik2)e
−k|y|
+
Γ(ik)e−ik log 2
Γ
(
γ+1
2 + i
k
2
)
Γ
(− γ2 + ik2 )e
k|y|
]
, (A12)
and,
φo(y)→±Γ
(
3
2
)[
Γ(−ik)eik log 2
Γ
(
γ+2
2 − ik2
)
Γ
(− γ+12 − ik2)e
−k|y|
+
Γ(ik)e−ik log 2
Γ
(
γ+2
2 + i
k
2
)
Γ
(− γ−12 + ik2 )e
k|y|
]
, (A13)
where ± in the right hand side of Eq. (A13) depends on
the sign of y. The coefficients A and B are determined
on scattering states,
φ(y) =
{
eiky +Re−iky (y→−∞)
Teiky (y→+∞) (A14)
with |T |2 = sin2(θe − θo) and |R|2 = cos2(θe − θo), as
A =
eiθe
2Γ
(
1
2
)
re
, ree
iθe =
Γ(ik)e−ik log 2
Γ
(
γ+1
2 + i
k
2
)
Γ
(− γ2 + ik2 ) ,
(A15)
and
B = − e
iθo
2Γ
(
3
2
)
ro
, roe
iθo =
Γ(ik)e−ik log 2
Γ
(
γ+2
2 + i
k
2
)
Γ
(− γ−12 + ik2 ) .
(A16)
Discrete eigenvalues are estimated by setting λ = −l2.
In this case the parameters α and β in Eq. (A8) are
replaced by α = (γ + 1 − l)/2 and β = (γ + 1 + l)/2.
To avoid φ(y) diverging, the coefficients of el|y| should be
zero for both φe(y) and φo(y). Hence discrete eigenvalues
are readily obtained as
l =
{
γ − 2n for φe(y)
γ − 2n− 1 for φo(y)
(A17)
with n being the natural number, which corresponds to
the respective even and odd functions. Note that the
discrete eigenvalue can exist when γ > 1. That situation
corresponds to the case of finite variance.
Eventually, the eigenfunction expansion of ψ(y, τ) in
Eq. (A4) is completed as
ψ(y, τ) =
n< γ
2∑
n=0
[
Anφe,n(y)e
−(γ−2n)2τ +Bnφo,n(y)e−(γ−2n−1)
2τ
]
+ 2
∫ ∞
0
k [Aφe(y) +Bφo(y)] e
−k2τdk. (A18)
Appendix B: Moments of the fractional
Feynman-Kac equation
The FFKE in the Laplace space is of the form:
sGˆ(x,A, s)−G0(x,A) = LFPD1−αs Gˆ(x,A, s)
− x ∂
∂A
Gˆ(x,A, s). (B1)
In the Laplace space the fractional substantial derivative,
D1−αs = (s+ x∂/∂A)1−α, can be expanded as
D1−αs = s1−α
(
1 + s−1x
∂
∂A
) ∞∑
r=0
(
s−1x
∂
∂A
)r
. (B2)
8The expansion of D1−αs is terminated at most at the sec-
ond order in the case of the FGCP when calculating mo-
ments with respect toX and A. Hence all of the moments
are readily obtained as
〈x(s)〉 = s
α−1
sα + γ
x0, (B3)
〈A(s)〉 = 1
s
〈x(s)〉, (B4)
〈x2(s)〉 = 1
s
2Da + x
2
0s
α
sα + 2(γ −Dm) , (B5)
〈x(s)A(s)〉 = 1
s
(1− α)γ + sα
sα + γ
〈x2(s)〉, (B6)
〈A2(s)〉 = 2
s
〈x(s)A(s)〉. (B7)
It is shown that the convergence of the second order mo-
ments depends on the balance between the dissipation
coefficient γ and the multiplicative noise intensity Dm.
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