Introduction
In 1973, N.G. de Bruijn [:I.] gave a complete characterization of the unitary operators in certain function spaces, which produce linear transformations in the two-dimensional phase plane corresponding to the Wigner-Ville distributioll. He showed that the determinant of such a linear transformation must be equal to one (needed and sufficient) and gave explicit integral formula's for the corresponding unitary operators. De Bruijn's theory was mainly restricted to univariate functions. Later on, in 1977 G.M.M. Frederix [3] , a student of De Bruijn, succeeded to overcome the difficulties to generalise De Bruijn's theory to higher dimensions. Unfortunately, Frederix's contribution was less known to the mathematical community. In [3] , Frederix established that a linear transformation in the 2 n-dimensional phase space, which is related to the Wigner distribution of functions of n variables, stems from a unitary operator if and only if the linear transformation can be described by a 2 n x 2 n symplectic matrix. He also gave explicit integral formula's for special cases. For the general case, he proposed a method (d. [3] , p.68 ) how to obtain "the building blocks" for an integral formula and he observed that the n-dimensional integrals must be replaced by r-dimensional integrals, where r is the rank of a specific submatrix of the symplectic matrix. In our representations, given in Section 4 , this observation will be explicitly demonstrated, since the integration domain is precisely the range of this submatrix. In Folland's book [2] on Harmonic analysis in phase space some explicit representations were given in the way, we will present our formula's, but now extended to the general case. Recently, in 1999, in his thesis [5] N. Keiblinger also referred to the problem of finding integral repesentations for metaplectic operators. Our formulas and those of Keiblinger have much in common. However, our different and more elementary approach leads for the metaplectic operators on L2 (IR n ) to explicit representations in which also the phase factors are included.
The Wigner distribution
The Wigner distribution W [j, f] , also known as the Wigner-Ville distribu-
In the exponent, (', .) stands for the usual inner product in IR n . The notation C, ·h will be used to denote the inner product of two functions in the space
In fact, the Wigner distribution of a function is a special case of the (mixed) Wigner distribution for two functions. One has (r,w) 
It is well known (d. [2] ) that for (almost) all x and w in IR n the following relation holds
where I n is the 2 n x 2 n orthogonal matrix given by the block decompostion:
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Here In is the n x n identity matrix and On is the n x n null matrix.
We may also write relatIon (4) as folllows 
Hence, len I = 1. Note that any constant C a in (7) with Ical = 1 will lead to formula (6) . The constant C a is called a phase factor. Like, the n-dimensional Fourier transform, the n-dimensional Fractional Fourier transform can be introduced as a repeated application of the one-dimensional Fractional Fourier transform with respect to the n independent variables, but now n different angles al,' .. ,an could be in-
where len I = e nj .. , c a ", and Band Care n x n diagonal matrices given by B diag (cot al, ... ,cot an), 
The Wigner dustribution of a function f integrated over the entire phase space W P n will deliver the "energy contents" fIR" If(xW dx of f. This is a direct consequence of the relation
The 2 n-dimensional Fourier transform of the Wigner distribution will iritroduce a function, the so-called characteristic function, which has a couple of attractive properties. It is defined as follows:
Hence,
g]( O, T)e-i(B,x)e-i(T,W) dO dT. (14)
IRn IRn It can be shown that the following relation holds for (almost) all x and y in IR 11 :
Another important relation for the characteristic function is the following one:
which can be rewritten as
As mentioned in the introduction section, we are looking for integral representations for unitary operarors V defined on L 2 (IR n ), which produce a linear transformation in the phase space W P n . These unitary operators are called metaplectic operators. So, a unitary opator 11 defined on L2 (IR ll ) is called a metaplectic operator if there exists a linear map A defined on W P n such that
In order to obtain such a relation in which the characteristic function is involved, we carry out the following computation:
IRn IRn
By assuming that A is non-singular, substitution of the new variables
for all f and 9 in L 2 (JRn).
It follows from (12) MOTeove1', the operator V is uniquely determined up to a multiplicative phase factor G wdh IGI = 1 which may depend on A.
As known, the determinant of a symplectic matrix equals 1. In the next section we will focus on these matrices and derive some less known properties.
Symplectic matrices
We start this section by giving the definition of a symplectic matrix. 
It is well known that A-I and AT are symplectic, whenever A is symplectic and that det A = 
Proof:
which proves (26). Now let x E A T (L1-), and yEW. Then Ay E L, 
Since A is symplectic, we have: We extend our definition of qdA) to the following cases: If L is the null space and A is regular, then we define qdA) = 1.
If A is the null matrix and dimL > 0, then we define qdA) = 1.
The number qL(A) plays, like a determiniant, a role in case a substitution is applied in more dimensional integrals. The following relation holds for functions cp for which the ocurring integrals exist . This will always be the case if cp is taken from the Schwarz class 5 n C L 2 (JRn). One has
Now, our Lemma can be stated as follows.
Lemma 3.6 Let cp E 5 n and A a symplectic 2 n x 2 n matrix with block decomposition
A 21 An . 
JN(A12l
The next step is to apply a property, which is well known in the theory of the Radon Transform and which for our purposes can be formulated as follows. Let L be a subspace in JRn with dimL = 1 and let cp E 5 n , then
.
An(N(A12)) (An(N(A12)))1-
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t From (30), we know that (A 22 (N(A 12 ) 
fAn(N(Au)) .fR(A12)
l,From this equation (32) easily follows.
The integral representation o
In this section, we will compute integral representations for the metaplectic operators.
It follows from (15), (16) and (20) that a unitary map V we are looking for must satisfy 
Because of the existence and convergence of the integrals involved, we assume in our calculations below that f and 9 are functions in the Schwarz space Sn' We substitute the new variable u : where F(u, e, x, y) 
By using the relations (23), (24) and (25) this expression can be simplified as follows
where .4. 12 0 , .'1.21 (x+y) ) e i (. '1.22 0 -.'1.21 (x-y) , u) du dO"
where, O 2 , u) ).
We are now in the position to apply Lemma (3.6) with respect to the function '1.22 0 1 -.'1.21 (x-y),u) . From this lemma we conclude that 
Our next step is to substitute tl = w -~0 1 and t2 = w +~0 1 . Again by using (23), (24) and (25) 
):= c(A) e-i(A[1 A2I X ,X)/2 x f(A12t+Allx)e-i(A[2Ant,t)/2-i(t,A[2 A21X)dt. . H(A[l)
Om main theorem will be stated in the following way. 
for all f and 9 in 5 n and for all x and y in IR n . Hence V = C :FA on A on 5n with ICI = 1. Note that C may depend on A. By the usual continuity arguments, we may say that V = C:FA on the whole space L 2 (IR n ). This proves our theorem for d > O. (23) 
By substituting a new variable 7 := Au 7, we get JIRn (37) . You may also find these formulas up to a constant factor in Frederix ([3J, p.66), Folland ([2] , p.191) and Keiblinger ( [5J, p.16 ).
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The Fractional Fourier transform
Let 0' = (1'1, ... ,O'n) such that sin 0'1 =I-0 for l = 1, ... ,n. We recall, that the n-dimensional Fractional Fourier transform (cf (9) is given by It can easily be verified from Formula (37) that the Fractional Fourier transform corresponds to the symplectic matrix A for which All diag (cos al, ... ,cos an), A 2l diag(sinal,". ,sina n ),
A 1 2 -A 2l , A22 = All.
Since, sinal "# 0 for l = 1, ... n, the matrix A 12 is nonsingular. However, our integral formula for FA also include nonsingular matrices A 12 , so we may allow that sin al = 0 for some l. As an example we consider the 4 x 4 matrix A, for which All = (~~), Note that all these four matrices are singular. According to our representation formula for F4., we have wich is, as expected, the one-dimensional Fourier transform of f restricted to the variable Xl-Evidently, the transform is the Fractional Fourier transform with al = 0 and a2 = 7["/2.
