The recently developed technique for computation of piecewise quadratic Lyapunov functions is further developed for performance analysis and controller synthesis for nonlinear systems. In this way, degree of observability is estimated, L2 induced gain is computed and optimal control problems are solved. The computations are based on convex optimization in terms of linear matrix inequalities.
Introduction
The theory for linear control systems is well-developed, and linear control techniques are being successfully used in a large number of applications. For processes with severe nonlinearities, however, the theory is substantially less powerful, and much research remains to be done. Even fundamental questions such as stability of nonlinear systems cannot easily be addressed.
A natural and powerful extension of linear system theory is to consider systems with piecewise affine dynamics. Such systems arise naturally from linear systems with actuator constraints and gain scheduled controllers and can also be used as approximations of other nonlinear systems. Moreover, piecewise linear systems is an interesting system class in its own right [Sontag, 19811 . In a previous paper [Johansson and Rantzer, 19961 , we developed a technique for stability analysis of systems with piecewise affine dynamics. The approach was t o use convex optimization to search for piecewise quadratic Lyapunov functions. This covers stability analysis both for continuous dynamics and for a class of hybrid systems. The use of piecewise quadratic Lyapunov functions appears to be a powerful extension of quadratic stability [Corless, 19941 that also covers polytopic Lyapunov functions, see [Blanchini and Miani, 19961 and the references therein. Similar work was also reported in [Pettersson, 19961. and L2 induced gain can be generalized using the framework of piecewise quadratic Lyapunov functions.
Quadratic control of piecewise linear systems has previously been addressed in [Banks and Khathur, 19891 . That solution was based on solving Riccati equations backwards in time, and the optimium had to be recomputed for each new final state. Lz gain computation for nonlinear systems amounts to solving Hamilton-Jacobi equations and inequalities [van der Schaft, 19921 . The linear matrix inequalities presented here give a piecewise quadratic approximation of the solution to the Hamilton-Jacobi inequalities and can be viewed as an alternative to numerical computations based on finite difference schemes [James and Yuliar, 19951. 
Model Description
We consider analysis and control of a piecewice affine system of the form Here { X i } i 6 1 is a partitioning of the state space into polytopic cells. The matrices Ai are assumed to satisfy a transversality condition, stating that if A;x is directed towards the cell boundary X; nXj at a certain point x E X ; n Xj, then Ajz is directed away from the cell boundary at this point. For any two neighboring cells X i and Xj, it is also assumed that B; -Bj is parallel to the cell boundary Xi n X j . This ensures that the transversality condition holds also after introdution of feedback.
Let I be the index set of the cells. Define 10 E I to be the set of indices for cells that contain the origin, and 11 C I to be the set of indices for cells that do not contain the origin. For each cell, construct matrices E;
and E, such that
In this paper, the method is developed further to treat performance analysis and optimal control. We show as observability Gramians, linear quadratic regulators that several concepts from linear systems theory, such
and assume that ai = 0 and ci = 0 for i E Io. The following result is proved in [Johansson and Rantzer, 19971 (1) with U E 0. 
Degree of Observability
With the stability result in mind, we now also consider the output function y. The "degree of observability'' can be measured by the amount of output energy 1yl'ddt that is generated for different values of the initial state ~( 0 ) . This amount can be estimated using a minor modification of the Lyapunov inequalities. 
Piecewise Linear Quadratic Control
In duality with the observability problem, one may also consider reachability. The problem is then to estimate the input energy si Iu(t)('dt that is needed to reach a certain state X(T) starting from z(0) = 0.
The level surfaces of the computed Lyapunov function are shown in Figure 2 . Simulation of the system with z(0) = (1,O) gives the output shown in Figure 3 . This output has the total energy lyl'dt = 1.88, while solving the linear matrix inequalities in Theorem 3 gives the values presented in Table 1 and Figure 4 . It is interesting to note that the matrices computed for the bounds on the output energy with initial state (1,O) also give good estimates for other initial states, as shown in Table 2 .
However, rather than the reachability problem, we will consider a generalization of standard linear quadratic control. The problem is to bring the system to x ( w ) = 0 from an arbitratry initial state x(O), while limiting the
Here i ( t ) is defined so that a @ ) t
Under the assumption that
Qi 0
this can be done in analogy with the previous results as follows.
THEOREM 3-LOWER BOUND ON OPTIMAL C O S T
Consider symmetric matrices T and U,, such that Ui have non-negative entries, while P, = FjTF, and Pi = FiTFi satisfy Then, every trajectory ( z , u ) of (1) Integration from 0 to CO gives the desired result.
0
Theorem 3 gives a lower bound on the minimal value of the cost function J . However, it is natural to also search for a control law that achieves a low cost. In analogy with ordinary linear quadratic control, we therefore introduce the following notation. 
P1= [
The level curves for the upper and lower bounds on the 0 optimal cost function are plotted in Figure 5 . can then be evaluated as follows. 
Input-Output Gain

0
T h e best upper bound on t h e LZ induced gain is achieved by minimizing 7 subject to t h e constraints defined by t h e inequalities.
P~o o f . It follows as in t h e proof of Theorem 3 t h a t Integration from 0 to T gives and the proof is complete.
A corresponding lower bound can be computed similarly, but is excluded due t o space limitations.
. Conclusions
T h e results above give just a glimpse of the power of piecewice quadratic Lyapunov functions in the context of nonlinear control. It is however clear that generalizations are possible in serveral different directions. More general hybrid dynamics can for example be introduced along the lines of [Johansson and Rantzer, 19961. 
