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Abstract
The depth of a sequence plays an important role in studying its linear complexity in game theory, commu-
nication theory and cryptography. In this paper, we determine depth spectra of all repeated-root (α + γβ)-
constacyclic codes of arbitrary lengths over a finite commutative chain ring R, where α is a non-zero element
of the Teichmu¨ller set of R and β is a unit in R. We also illustrate our results with some examples.
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1 Introduction
The derivative is a well-known operator of sequences and is useful in investigating the linear complexity of
sequences in game theory, communication theory and cryptography (see [1, 3, 6, 9]). Etzion [8] first applied the
derivative operator on codewords of linear codes over finite fields, and defined the depth of a codeword in terms
of the derivative operator. He showed that there are exactly k distinct non-zero depths attained by non-zero
codewords of a k-dimensional linear code C, and any k non-zero codewords of C with distinct depths form a basis
of C. This shows that the depth distribution is an interesting parameter of linear codes. In the same work, he
determined depth spectra of all binary Hamming codes, extended binary Hamming codes and first-order binary
Reed-Muller codes. He also established a relation between the depth spectrum of a binary linear code of length
2n and the depth spectrum of its dual code. He also showed that the depth of a binary sequence of length 2n
as a non-cyclic word is equal to its linear complexity as a cyclic word. Later, Mitchell [14] applied the derivative
operator on binary sequences (either finite or infinite), and extended the definition of depth for such sequences.
He showed that the set of infinite sequences of finite depth corresponds to a set of equivalence classes of rational
polynomials, and established an equivalence between infinite sequences of finite depth and sequences of specified
periodicity. He also explicitly determined depth spectra of all cyclic codes over arbitrary finite fields. Luo et al.
[13] showed that depth distributions of linear codes over arbitrary finite fields are completely determined by their
depth spectra. They also studied the enumeration problem of counting linear subcodes with a prescribed depth
spectrum of a given linear code over a finite field. Using these results, they determined depth distributions of all
rth order binary Reed-Muller codes.
In another related direction, many important binary non-linear codes are viewed as Gray images of linear
codes over the ring Z4 of integers modulo 4 (see [4, 10, 17]). Since then, codes over finite commutative chain rings
have received a lot of attention. Kong et al. [11] determined depth spectra of all simple-root constacyclic codes
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over finite commutative chain rings. Recently, Kai et al. [16] studied depth spectra of negacyclic codes of even
lengths over Z4 (see Kai et al. [16, Th. 2-4]). However, we noticed errors in proofs of Theorems 2-4 of Kai et al.
[16], which we illustrate in Examples 4.1-4.3 and Remark 4.1. We rectify these errors in Theorem 4.2.
Throughout this paper, let R be a finite commutative chain ring with the unique maximal ideal as 〈γ〉. The
main goal of this paper is to determine depth spectra of all repeated-root (α+γβ)-constacyclic codes of arbitrary
lengths over R, where α is a non-zero element of the Teichmu¨ller set of R and β is a unit in R. In a subsequent
work, we determine depth distributions of all repeated-root (α + γβ)-constacyclic codes of prime power lengths
over R. As applications of these results, we also design some new games and propose winning strategies for these
games.
This paper is structured as follows: In Section 2, we state some preliminaries and derive some basic results
that are needed to prove our main results. In Section 3, we determine all repeated-root (α + γβ)-constacyclic
codes of arbitrary lengths over R, their torsion codes, their sizes and their dual codes (Theorems 3.1 and 3.2). In
Section 4, we determine depth spectra of all repeated-root (α+γβ)-constacyclic codes of arbitrary lengths over R
(Theorems 4.1 and 4.2). In Section 5, we mention a brief conclusion and discuss some interesting open problems.
2 Some preliminaries
Let R be a finite commutative ring with unity, N be a positive integer, and let RN be the R-module consisting
of all N -tuples over R. The derivative D : RN → RN−1 is defined as D(a0, a1, · · · , aN−1) = (a1 − a0, a2 −
a1, · · · , aN−1 − aN−2) for each (a0, a1, · · · , aN−1) ∈ RN .
Definition 2.1. [8] The depth of a vector a = (a0, a1, · · · , aN−1) ∈ RN , denoted by depth(a), is defined as the
smallest integer i (if it exists) satisfying 0 ≤ i ≤ N − 1 and Di(a) = (0, 0, · · · , 0) ∈ RN−i. If no such integer i
exists (i.e., DN−1(a) 6= 0), then the depth of the vector a ∈ RN is defined to be N.
It is easy to see that depth(a) = i if and only if Di−1(a) = (b, b, · · · , b) ∈ RN−i+1 for some b(6= 0) ∈ R.
Further, note that depth(a) = 0 if and only if a = 0.
Definition 2.2. [8] Let C be a code of length N over R. For 0 ≤ ρ ≤ N, let Dρ(C) denote the number of codewords
in C having the depth as ρ. The depth distribution of the code C is defined as the list D0(C),D1(C), · · · ,DN (C).
Further, the depth spectrum of the code C is defined as Depth(C) = {i : 1 ≤ i ≤ N and Di(C) 6= 0}.
A linear code C of length N over R is defined as an R-submodule of RN . Further, for a unit λ ∈ R,
the code C is called a λ-constacyclic code if it satisfies the following: (a0, a1, a2, · · · , aN−1) ∈ C implies that
(λaN−1, a0, a1, · · · , aN−2) ∈ C. Under the standard R-module isomorphism from RN onto R[x]/〈xN −λ〉, defined
as (a0, a1, · · · , aN−1) 7→ a0 + a1x + · · · + aN−1xN−1 + 〈xN − λ〉 for each (a0, a1, · · · , aN−1) ∈ RN , the code C
can be identified as an ideal of the quotient ring R[x]/〈xN − λ〉. Thus the study of λ-constacyclic codes of length
N over R is equivalent to the study of ideals of the ring R[x]/
〈
xN − λ
〉
. Further, the (Euclidean) dual code
C⊥ of C is given by C⊥ = {a(x) ∈ R[x]/〈xN − λ−1〉 : a(x)c∗(x) = 0 in R[x]/〈xN − λ−1〉 for all c(x) ∈ C}, where
c∗(x) = xdeg c(x)c(x−1) for all c(x) ∈ C\{0} and c∗(x) = 0 if c(x) = 0. From now on, we shall represent elements of
the ring R[x]/〈xN −λ〉 by their representatives in R[x] of degree less than N, and we shall perform their addition
and multiplication modulo xN − λ. Now the derivative of c(x) = c0 + c1x + · · · + cN−1xN−1 ∈ R[x]/〈xN − λ〉
is defined as the derivative of the vector c = (c0, c1, · · · , cN−1) ∈ RN . In view of this, the depth of an element
c(x) = c0 + c1x+ · · ·+ cN−1xN−1 ∈ R[x]/〈xN − λ〉, denoted by depth(c(x)), is defined as the depth of the vector
c = (c0, c1, · · · , cN−1) ∈ RN . The following two results are useful in the determination of depths of non-zero
codewords of constacyclic codes.
Proposition 2.1. [14] Let 0 ≤ i ≤ N − 1 be fixed. For c(x) ∈ R[x]/〈xN − λ〉, let us write (1 − x)ic(x) = d0 +
d1x+d2x
2+ · · ·+dN−1xN−1 modulo xN −λ. Then the ith derivative Di(c(x)) of the element c(x) ∈ R[x]/〈xN −λ〉
is given by
Di(c(x)) = (di, di+1, · · · , dN−1),
i.e., Di(c(x)) appears as the last N − i coefficients of the polynomial (1− x)ic(x) modulo xN − λ.
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Lemma 2.1. Let c(x) ∈ R[x]/〈xN−λ〉, and let ℓ, t be positive integers satisfying ℓ+t ≤ N. If depth((1−x)ℓc(x)) =
t, then depth(c(x)) = ℓ+ t.
Proof. As depth((1−x)ℓc(x)) = t, we haveDt−1((1−x)ℓc(x)) = (d, d, · · · , d) ∈ RN−t+1 for some d(6= 0) ∈ R. Now
by Proposition 2.1, we see that the last (N−t+1) coefficients of the element (1−x)t−1(1−x)ℓc(x) ∈ R[x]/〈xN−λ〉
are equal to d. In particular, the last (N − t− ℓ+1) coefficients of the element (1− x)ℓ+t−1c(x) ∈ R[x]/〈xN − λ〉
are equal to d. By Proposition 2.1 again, we note that Dt+ℓ−1(c(x)) = (d, d, · · · , d) ∈ RN−t−ℓ+1, which gives
depth(c(x)) = ℓ+ t. This proves the lemma.
However, when ℓ+ t > N, Lemma 2.1 does not hold. In this case, the depth of c(x) may be strictly less than
N. The following example illustrates this.
Example 2.1. Let R = Z4, N = 4 and λ = −1. Let us take c(x) = x + 2x2 + 3x3 ∈ Z4[x]/〈x4 + 1〉, and
c1(x) = (1 − x)c(x) = 3 + x + x2 + x3 ∈ Z4[x]/〈x4 + 1〉. It is easy to see that t = depth(c1(x)) = 4 and
depth(c(x)) = 3. Here we note that ℓ+ t = 1 + t = 5 > 4 = N and depth(c(x)) = 3 < 4 = N.
The following proposition plays a key role in the determination of depth spectra of linear codes over finite
fields.
Proposition 2.2. [8] If C is a linear code over a finite field, then |Depth(C)| equals the dimension of C. (Through-
out this paper, |A| denotes the cardinality of the set A.)
In the following proposition, depth spectra of all cyclic codes over finite fields are determined.
Proposition 2.3. [14] Let C be a cyclic code of length N over the finite field Fq with the generator polynomial as
g(x). Then for an integer t ≥ 0, (x− 1)t||x
N−1
g(x) in Fq[x] if and only if Depth(C) = {1, 2, · · · , t} ∪ {deg g(x) + t+
1, deg g(x) + t+2, · · · , N − 1, N}. Here by (x− 1)t||x
N−1
g(x) in Fq[x], we mean (x− 1)
t|x
N−1
g(x) and (x− 1)
t+1 ∤ x
N−1
g(x)
in Fq[x]. (Throughout this paper, deg h(x) denotes the degree of a non-zero polynomial h(x) ∈ Fq[x].)
In a recent work, Zhang [20, Th. 4] determined depth spectra of all η-constacyclic codes over finite fields of
prime order when η 6= 1. In the following theorem, we extend this result to η-constacyclic codes over arbitrary
finite fields.
Theorem 2.1. Let η(6= 1) be a non-zero element of the finite field Fq of order q. Let C be a non-trivial η-
constacyclic code of length N over Fq with the generator polynomial as g(x). Then we have
Depth(C) = {deg g(x) + 1, deg g(x) + 2, · · · , N − 1, N}.
Proof. To prove the result, let k = deg g(x). We first assert that
Dk(c(x)) 6= (0, 0, · · · , 0) ∈ FN−kq for each c(x)(6= 0) ∈ C.
Suppose, on the contrary, that there exists c(x)(6= 0) ∈ C satisfying Dk(c(x)) = (0, 0, · · · , 0) ∈ FN−kq . This, by
Proposition 2.1, implies that the last N − k coefficients of the codeword (1− x)kc(x) modulo xN − η are equal to
zero. From this, it follows that either (1− x)kc(x) = 0 or deg
(
(1− x)kc(x)
)
≤ k − 1.
If (1− x)kc(x) 6= 0, then (1− x)kc(x) is a non-zero codeword of C, which implies that deg
(
(1− x)kc(x)
)
≥ k.
This gives k ≤ deg
(
(1− x)kc(x)
)
≤ k − 1, which is a contradiction.
Therefore we must have (1− x)kc(x) = 0 in Fq[x]/〈xN − η〉. As c(x) ∈ C is a non-zero codeword, we can write
c(x) = g(x)f(x), where f(x) ∈ Fq[x] satisfies deg f(x) < N−k. This gives (1−x)kg(x)f(x) = 0 in Fq[x]/〈xN −η〉,
which implies that xN − η divides (1− x)kg(x)f(x) in Fq[x]. From this and using the fact that η 6= 1, we see that
(xN − η)/g(x) divides f(x) in Fq[x]. This is a contradiction, as deg g(x) = k and deg f(x) < N − k.
This shows that Dk(c(x)) 6= (0, 0, · · · , 0) ∈ FN−kq for each c(x)(6= 0) ∈ C. This implies that depth(c(x)) ≥ k+1
for each c(x)(6= 0) ∈ C, which gives Depth(C) ⊆ {k + 1, k + 2, · · · , N}. Further, by Proposition 2.2, we note that
|Depth(C)| = dim C = N − k. From this, the desired result follows immediately.
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From now on, throughout this paper, let R be a finite commutative chain ring with unity, and let γ be a
generator of the maximal ideal of R. Further, let e be the nilpotency index of γ, and let R = R/〈γ〉 be the residue
field of R. As R is a finite field, we assume that R ≃ Fpm for some prime p and positive integer m, where Fpm is
the finite field of order pm. Further, there exists an element ζ ∈ R whose multiplicative order is pm − 1. The set
T = {0, 1, ζ, · · · , ζp
m−2} is called the Teichmu¨ller set of R. Let − : R → R be the natural epimorphism from R
onto R, which is given by r 7→ r = r + 〈γ〉 for each r ∈ R. For a unit λ ∈ R, the map − can be further extended
to a map µ from Rλ = R[x]/〈x
N − λ〉 into Rλ = R[x]/〈x
N − λ〉 as follows:
N−1∑
i=0
aix
i 7→
N−1∑
i=0
aix
i for each
N−1∑
i=0
aix
i ∈ Rλ.
It is easy to observe that µ is a surjective ring homomorphism from Rλ onto Rλ.
Proposition 2.4. [12] The following hold.
(a) The characteristic of R is pa, where 1 ≤ a ≤ e. Moreover, we have |R| = |R|e = pme.
(b) For a positive integer s and a non-zero θ ∈ T , there exists θ0 ∈ T satisfying θ
ps
0 = θ.
(c) Each element r ∈ R can be uniquely expressed as r = r0 + r1γ + r2γ
2 + · · · + re−1γ
e−1, where ri ∈ T for
0 ≤ i ≤ e− 1. Moreover, r is a unit in R if and only if r0 6= 0.
By Proposition 2.4(c), we see that a unit λ ∈ R can be written as λ = α + γβ, where α(6= 0) ∈ T and
β ∈ {0} ∪ (R \ 〈γe−1〉). Let C be a λ-constacyclic code of length N over R, (i.e., an ideal of the ring Rλ). For
0 ≤ i ≤ e− 1, the ith torsion code of C is defined as
Tori(C) = {µ(f(x)) ∈ Rλ|γ
if(x) ∈ C}.
Theorem 2.2. [15] If C is a λ-constacyclic code of length N over R, then we have |C| =
e−1∏
i=0
|Tori(C)|.
Note that each non-zero element c(x) ∈ Rλ can be expressed as c(x) = γℓA(x), where 0 ≤ ℓ ≤ e − 1 and
A(x) ∈ Rλ satisfies µ(A(x)) 6= 0. In the following lemma, we relate the depth of c(x) with the depth of µ(A(x)).
Lemma 2.2. Let c(x) be a non-zero element of Rλ. Let us write c(x) = γℓA(x), where 0 ≤ ℓ ≤ e − 1 and
µ(A(x)) 6= 0. Then the following hold.
(a) We have depth(c(x)) ≥ depth(µ(A(x))).
(b) When ℓ = e− 1, we have depth(c(x)) = depth(µ(A(x))).
Proof. (a) When depth(c(x)) = N, the result holds trivially. Now we assume that depth(c(x)) = t < N.
This implies that γℓDt(A(x)) = Dt(γℓA(x)) = Dt(c(x)) = (0, 0, · · · , 0) ∈ RN−t, which further implies that
Dt(A(x)) ∈ 〈γe−ℓ〉N−t. From this, we obtain Dt(µ(A(x))) = µ(Dt(A(x))) = (0, 0, · · · , 0) ∈ R
N−t
. This shows
that depth(µ(A(x))) ≤ t = depth(c(x)).
(b) If depth(µ(A(x))) = N, then by part (a), we get N ≥ depth(c(x)) ≥ depth(µ(A(x))) = N, which gives
depth(c(x)) = N = depth(µ(A(x))). Now we assume that depth(µ(A(x))) = k < N. This gives µ(Dk(A(x))) =
Dk(µ(A(x))) = (0, 0, · · · , 0) ∈ R
N−k
, which implies thatDk(A(x)) ∈ 〈γ〉N−k. This further implies thatDk(c(x)) =
Dk(γe−1A(x)) = γe−1Dk(A(x)) = (0, 0, · · · , 0) ∈ RN−k. This shows that depth(c(x)) ≤ k = depth(µ(A(x))).
From this and by part (a), we get the desired result.
From now on, we will follow the same notations as in Section 2, and we will focus our attention on λ-constacyclic
codes of length nps over R, where n, s are positive integers with gcd(n, p) = 1, and λ = α+ γβ with α(6= 0) ∈ T
and β a unit in R.
4
3 Determination of λ-constacyclic codes of length nps over R and
their dual codes
Dinh and Lo´pez-Permouth [7] determined all simple-root cyclic and negacyclic codes of arbitrary lengths over
finite commutative chain rings and their dual codes. They also established algebraic structures of all negacyclic
codes of length 2s over the ring Z2e of integers modulo 2
e and their dual codes, where s ≥ 1 and e ≥ 2 are integers.
Cao [5] determined all repeated-root (1+γβ)-constacyclic codes of length nps over R, where β is a unit in R. In a
related direction, Sharma and Sidana [18] determined all repeated-root constacyclic codes of prime power lengths
over finite commutative chain rings and their sizes. However, algebraic structures of all (α + γβ)-constacyclic
codes of length nps over R are not known in general.
In this section, we will determine all λ-constacyclic codes of length nps over R and their dual codes, where
λ = α + γβ with α(6= 0) ∈ T and β a unit in R. We will also determine their torsion codes and the number
of codewords in each code. To do this, we recall that a λ-constacyclic code of length nps over R is an ideal
of the quotient ring Rλ = R[x]/〈x
nps − λ〉 = R[x]/〈xnp
s
− α − γβ〉. Further, by Proposition 2.4(b), there
exists α0 ∈ T satisfying α
ps
0 = α. As gcd(n, p) = 1, by Theorem 2.7 of Norton and Sa˘la˘gean [15], we can
write xn − α0 = f1(x)f2(x) · · · fr(x), where f1(x), f2(x), · · · , fr(x) are monic basic irreducible pairwise coprime
polynomials in R[x]. Further, by Lemma 2.8 of Norton and Sa˘la˘gean [15], we observe that the polynomials
f1(x)
ps , f2(x)
ps , · · · , fr(x)p
s
are pairwise coprime in R[x]. For 1 ≤ u ≤ r − 1, by applying Lemma 2.8 of Norton
and Sa˘la˘gean [15] again, we see that the polynomials fu(x)
ps and fu+1(x)
psfu+2(x)
ps · · · fr(x)p
s
are coprime in
R[x]. Now working in a similar manner as in Lemma 3.1 of Sharma and Sidana [19], we see that
xnp
s
− λ =
r∏
j=1
(fj(x)
ps + γgj(x)),
where the polynomials g1(x), g2(x), · · · , gr(x) ∈ R[x] are such that fj(x) and gj(x) are coprime in R[x] for
1 ≤ j ≤ r. Further, by applying Lemma 2.8 of Norton and Sa˘la˘gean [15], we observe that the polynomials
f1(x)
ps + γg1(x), f2(x)
ps + γg2(x), · · · , fr(x)p
s
+ γgr(x) are pairwise coprime in R[x]. From now on, we define
kj(x) = fj(x)
ps + γgj(x) for 1 ≤ j ≤ r. Then we have xnp
s
− λ =
r∏
j=1
kj(x). Further, if deg fj(x) = dj , then
we observe that deg kj(x) = djp
s for each j. As k1(x), k2(x), · · · , kr(x) are pairwise coprime in R[x], by Chinese
Remainder Theorem, we get
Rλ ≃
r⊕
j=1
Kj ,
where Kj = R[x]/ 〈kj(x)〉 for 1 ≤ j ≤ r. Now we observe the following:
Proposition 3.1. (a) Let C be a λ-constacyclic code of length nps over R, i.e., an ideal of the ring Rλ. Then
we have C = C1 ⊕ C2 ⊕ · · · ⊕ Cr, where Cj is an ideal of Kj for 1 ≤ j ≤ r.
(b) If Ij is an ideal of Kj for 1 ≤ j ≤ r, then I = I1⊕ I2⊕ · · ·⊕ Ir is an ideal of Rλ, (i.e., I is a λ-constacyclic
code of length nps over R). Moreover, we have |I| = |I1||I2| · · · |Ir|.
Proof. Proof is trivial.
Next if C is a λ-constacyclic code of length nps over R, then its dual code C⊥ is a λ−1-constacyclic code of
length nps over R. This implies that C⊥ is an ideal of the ring Rλ−1 = R[x]/〈x
nps − λ−1〉. In order to determine
C⊥ more explicitly, we observe that xnp
s
− λ−1 = −α−1k∗1(x)k
∗
2(x) · · · k
∗
r (x) and λ
−1 = (α−10 )
ps + γω, where ω is
a unit in R. By applying Chinese Remainder Theorem again, we get Rλ−1 ≃
r⊕
j=1
K̂j , where K̂j = R[x]/〈k∗j (x)〉
for 1 ≤ j ≤ r. Now we make the following observation.
Proposition 3.2. Let C be a λ-constacyclic code of length nps over R, i.e., an ideal of the ring Rλ. If C =
C1⊕C2⊕· · ·⊕Cr with Cj an ideal of Kj for each j, then the dual code C
⊥ of C is given by C⊥ = C⊥1 ⊕C
⊥
2 ⊕· · ·⊕C
⊥
r ,
where C⊥j = {aj(x) ∈ K̂j : aj(x)c
∗
j (x) = 0 in K̂j for all cj(x) ∈ Cj} is the orthogonal complement of Cj for each j.
Furthermore, C⊥j is an ideal of K̂j = R[x]/〈k
∗
j (x)〉 for each j.
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Proof. Its proof is straightforward.
In the following proposition, we determine all ideals of the ring Kj , their orthogonal complements and their
sizes.
Proposition 3.3. All the ideals of the ring Kj are given by 〈fj(x)u〉, where 0 ≤ u ≤ eps. Furthermore, for
0 ≤ u ≤ eps, we have |〈fj(x)u〉| = pmdj(ep
s−u) and 〈fj(x)u〉⊥ = 〈f∗j (x)
eps−u〉 in K̂j
Proof. Working in a similar manner as in Theorem 3.1 of Sharma and Sidana [19], the desired result follows.
In the following theorem, we determine all λ-constacyclic codes of length nps over R, their dual codes and
their sizes.
Theorem 3.1. Let C be a λ-constacyclic code of length nps over R, (i.e., an ideal of the ring Rλ). Then we
have the following:
(a) C = 〈
r∏
ℓ=1
fℓ(x)
kℓ 〉 in Rλ, where 0 ≤ kℓ ≤ eps for 1 ≤ ℓ ≤ r.
(b) |C| = p
m
(
enps−
r∑
ℓ=1
kℓdℓ
)
.
(c) C⊥ = 〈
r∏
ℓ=1
f∗ℓ (x)
eps−kℓ〉 in Rλ−1 .
Proof. It is an immediate consequence of Propositions 3.1-3.3 and the Chinese Remainder Theorem.
To determine torsion codes of all λ-constacyclic codes of length nps over R and their depth spectra, we need
the following lemma:
Lemma 3.1. In the ring Rλ, the following hold.
(a) xn − α0 is a nilpotent element of Rλ and (xn − α0)p
s
= γH(x), where H(x) is a unit in Rλ.
(b) 〈(xn − α0)
ps〉 = 〈γ〉 and the nilpotency index of xn − α0 is ep
s.
(c) Any non-zero polynomial a(x) ∈ R[x] coprime to xn − α0 is a unit in Rλ.
Proof. Its proof is similar to that of Lemma 3.2 of Sharma and Sidana [19].
In the following theorem, we determine torsion codes of a λ-constacyclic code of length nps over R.
Theorem 3.2. Let C = 〈
r∏
ℓ=1
fℓ(x)
kℓ〉 be a λ-constacyclic code of length nps over R, where 0 ≤ kℓ ≤ eps for
1 ≤ ℓ ≤ r. Then for 0 ≤ i ≤ e− 1, we have
Tori(C) =
〈 r∏
ℓ=1
fℓ(x)
τℓ(i)
〉
in Rλ,
where τℓ(i) = min{(i+ 1)ps, kℓ} −min{ips, kℓ} for 1 ≤ ℓ ≤ r.
Proof. To prove the result, let 0 ≤ i ≤ e − 1 be fixed. Let Bi = 〈γi
r∏
ℓ=1
fℓ(x)
ωℓ(i)〉 be an ideal of Rλ, where
ωℓ(i) = kℓ −min{ips, kℓ} for 1 ≤ ℓ ≤ r. By Lemma 3.1(b) and using the fact that ips + ωℓ(i) ≥ kℓ, we see that
Bi = 〈γ
i
r∏
ℓ=1
fℓ(x)
ωℓ(i)〉 = 〈(xn − α0)
ips
r∏
ℓ=1
fℓ(x)
ωℓ(i)〉 = 〈
r∏
ℓ=1
fℓ(x)
ips+ωℓ(i)〉 ⊆ C,
which implies that
Wi = 〈
r∏
ℓ=1
fℓ(x)
ωℓ(i)
〉 ⊆ Tori(C) in Rλ. (3.1)
Further, one can easily observe that
Wi = 〈
r∏
ℓ=1
fℓ(x)
ωℓ(i)
〉 = 〈
r∏
ℓ=1
fℓ(x)
τℓ(i)
〉,
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where τℓ(i) = min{(i + 1)ps, kℓ} −min{ips, kℓ} = min{ps, ωℓ(i)}. Now as Wi = 〈
r∏
ℓ=1
fℓ(x)
τℓ(i)
〉 is an ideal of Rλ
(i.e., a λ-constacyclic code of length nps over R), one can easily show that |Wi| = p
m
(
nps−
r∑
ℓ=1
τℓ(i)dℓ
)
. This, by
(3.1), implies that
|Tori(C)| ≥ |Wi| = p
m
(
nps−
r∑
ℓ=1
τℓ(i)dℓ
)
for 0 ≤ i ≤ e− 1. (3.2)
Now by Theorems 2.2 and 3.1 and by (3.2), we get
p
m
(
enps−
r∑
ℓ=1
kℓdℓ
)
= |C| =
e−1∏
i=0
|Tori(C)| ≥
e−1∏
i=0
|Wi| = p
m
e−1∑
i=0
(
nps−
r∑
ℓ=1
τℓ(i)dℓ
)
. (3.3)
Further, using the fact that
e−1∑
i=0
τℓ(i) = kℓ, we obtain
|Tori(C)| = p
m
(
nps−
r∑
ℓ=1
τℓ(i)dℓ
)
= |Wi|.
From this, the desired result follows.
In the following two examples, we illustrate Theorems 3.1 and 3.2.
Example 3.1. Here we will apply Theorems 3.1 and 3.2 to determine all 2-constacyclic codes of length 18 over
Z9, their dual codes, their sizes and their Torsion codes. To do this, we first observe that the Teichmu¨ller set
of Z9 is given by T = {0, 1, 8}. Note that for λ = 2, we have α0 = 8 and β = 1. We also observe that x2 − 8
is a basic irreducible polynomial over Z9. Now by applying Theorem 3.1, we see that all 2-constacyclic codes of
length 18 over Z9 are given by Ct = 〈(x2 − 8)t〉 ⊆ Z9[x]/〈x18 − 2〉, where 0 ≤ t ≤ 18. By Theorem 3.1 again, we
see that |Ct| = 3(36−2t) and C⊥t = 〈(x
2− 8)18−t〉 ⊆ Z9[x]/〈x18− 5〉 for 0 ≤ t ≤ 18. Furthermore, for 0 ≤ t ≤ 18, by
Theorem 3.2, we see that Tor0(Ct) = 〈(x2 +1)min{9,t}〉 and Tor1(Ct) = 〈(x2 +1)t−min{9,t}〉 in Z3[x]/〈x18 − 2〉.
Example 3.2. Let GR(4, 4) be the Galois ring of characteristic 4 and cardinality 28. Here we will apply Theorems
3.1 and 3.2 to determine all negacyclic codes of length 56 over the Galois ring GR(4, 4), their sizes, their dual
codes and their Torsion codes. For this, we observe that x7 − 1 = (x + 3)(x3 + 2x2 + x + 3)(x3 + 3x2 + 2x+ 3)
is the factorization of x7 − 1 into monic pairwise coprime basic irreducible polynomials over GR(4, 4). Now
by Theorem 3.1, we see that all negacyclic codes of length 56 over GR(4, 4) are given by Ck1,k2,k3 = 〈(x +
3)k1(x3 + 2x2 + x + 3)k2(x3 + 3x2 + 2x + 3)k3〉 ⊆ GR(4, 4)[x]/〈x56 + 1〉, where 0 ≤ k1, k2, k3 ≤ 24. For 0 ≤
k1, k2, k3 ≤ 24, by applying Theorem 3.1 again, we see that |Ck1,k2,k3 | = 2
4(112−k1−3k2−3k3) and C⊥k1,k2,k3 =
〈(x+3)2
4−k1(x3 +3x2 +2x+3)2
4−k2(x3 +2x2 + x+3)2
4−k3〉 ⊆ GR(4, 4)[x]/〈x56 +1〉. Furthermore, by Theorem
3.2, we see that Tor0(Ck1,k2,k3) = 〈(x+1)
min{8,k1}(x3+x+1)min{8,k2}(x3+x2+1)min{8,k3}〉 and Tor1(Ck1,k2,k3) =
〈(x+1)k1−min{8,k1}(x3+x+1)k2−min{8,k2}(x3+x2+1)k3−min{8,k3}〉 in F24 [x]/〈x
56+1〉 for 0 ≤ k1, k2, k3 ≤ 24.
In the next section, we will determine depth spectra of all λ-constacyclic codes of length nps over R, where
λ = α+ γβ with α(6= 0) ∈ T and β a unit in R.
4 Determination of depth spectra of λ-constacyclic codes of length
nps over R
Recently, Kai et al. [16, Th. 2-4] studied depth spectra of all negacyclic codes of even lengths over Z4.
While proving Theorems 2-4, Kai et al. [16] assumed that if c(x) ∈ Z4[x]/〈xn2
s
+ 1〉 and c1(x) = (x − 1)ℓc(x) ∈
Z4[x]/〈xn2
s
+ 1〉 with ℓ, s ≥ 1 and n odd, then
depth(c(x)) = ℓ+ depth(c1(x)) (4.1)
(see proofs of Lemmas 6-8 of Kai et al. [16] for more details). In the following examples, we show that equation
(4.1) does not hold when ℓ+depth(c1(x)) > n2
s, and that the depth of c(x) need not be equal to the length n2s
when ℓ+ depth(c1(x)) > n2
s, even for the codes and codewords considered in Lemmas 6-8 of Kai et al. [16].
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Example 4.1. Let k ≥ 2 be an integer. Now let us consider the negacyclic code G = 〈(x − 1)(x2 + x + 1)2
k+1〉
of length 3.2k over Z4. Let us take the codewords c(x) = x
3.2k−1(x− 1)(x2 + x+ 1)2
k+1 and c1(x) = x
3.2k−1(x−
1)2
k+1
(x2 + x+ 1)2
k+1 in G. Note that c1(x) = (x − 1)2
k+1−1c(x) and that the codewords c(x) and c1(x) satisfy
all the conditions imposed on the codewords c(x) and c1(x) chosen in the proof of Lemma 6 of Kai et al. [16].
Here we will show that
depth(c1(x)) + 2
k+1 − 1 > 3.2k and depth(c(x)) < 3.2k.
Now to show that depth(c1(x))+ 2
k+1− 1 > 3.2k, let us consider the code A3 = 〈(x− 1)2
k+1
(x2+x+1)2
k+1〉.
By Theorem 3.5 of Zhu et al. [21], we see that Tor1(A3) = 〈(x− 1)2
k
(x2 + x+ 1)〉. Now by applying Proposition
2.3, we obtain
Depth(Tor1(A3)) = {2
k + 3, 2k + 4, · · · , 3.2k}. (4.2)
Further, we see, by Lemma 1 of Kai et al. [16], that
(x3 − 1)2
k
= 2x3.2
k−1
in Z4[x]/〈x
3.2k + 1〉, (4.3)
which implies that c1(x) = 2x
3.2k−1x3.2
k−1
(x − 1)2
k
(x3 + x + 1) = 2(x − 1)2
k
(x3 + x + 1) in Z4[x]/〈x3.2
k
+ 1〉.
Next we note that µ((x− 1)2
k
(x3 + x+1)) 6= 0 and µ((x− 1)2
k
(x3 + x+1)) ∈ Tor1(A3). This, by Lemma 2.2(b)
and using (4.2), implies that depth(c1(x)) = depth(µ((x− 1)2
k
(x3 + x+ 1))) ≥ 2k + 3. From this, it follows that
depth(c1(x)) + 2
k+1 − 1 ≥ 2k + 3 + 2k+1 − 1 > 3.2k.
Now we claim that depth(c(x)) < 3.2k, i.e., D3.2
k−1(c(x)) = 0. For this, we see, by (4.3), that (1 −
x)3.2
k−1c(x) = (−1)3.2
k−12x3.2
k−1
x3.2
k−1
(x−1)2
k+1
(x3+x+1) = (−1)3.2
k−12(x−1)2
k+1
(x3+x+1) in Z4[x]/〈x3.2
k
+
1〉. This gives deg ((1− x)3.2
k−1c(x)) = 2k+1 + 2 < 3.2k − 1 in Z4[x]/〈x3.2
k
+ 1〉. Now by Proposition 2.1, we get
D3.2
k−1(c(x)) = 0, which implies that depth(c(x)) ≤ 3.2k − 1 < 3.2k.
This shows that there is an error in the proof of Lemma 6 of Kai et al. [16].
Example 4.2. Let us consider the negacyclic code C = 〈(x3 + 2x2 + x + 3)3(x3 + 3x2 + 2x + 3)8〉 of length
28 over Z4. Now let us take the codewords c(x) = x
6(x3 + 2x2 + x + 3)3(x3 + 3x2 + 2x + 3)8 and c1(x) =
x6(x− 1)4(x3 + 2x2 + x+ 3)3(x3 + 3x2 + 2x+ 3)8 in C. Note that c1(x) = (x− 1)4c(x), and that the codewords
c(x) and c1(x) satisfy all the conditions imposed on the codewords c(x) and c1(x) chosen in the proof of Lemma
7 of Kai et al. [16]. Here we will show that
depth(c1(x)) + 4 > 28 and depth(c(x)) ≤ 27.
To show that depth(c1(x)) + 4 > 28, let us consider the negacyclic code A1 = 〈(x − 1)
4(x3 + 2x2 + x+ 3)3(x3 +
3x2 + 2x+ 3)8〉 of length 28 over Z4. By Theorem 3.5 of Zhu et al. [21], we see that Tor0(A1) = 〈(x − 1)4(x3 +
x+ 1)3(x3 + x2 + 1)4〉. Now by applying Proposition 2.3, we obtain
Depth(Tor0(A1)) = {26, 27, 28}. (4.4)
We further note that µ(c1(x)) 6= 0 and µ(c1(x)) ∈ Tor0(A1). This, by Lemma 2.2(a) and using (4.4), implies that
depth(c1(x)) ≥ depth(µ(c1(x))) ≥ 26. From this, it follows that depth(c1(x)) + 4 ≥ 26 + 4 > 28.
Next we claim that depth(c(x)) ≤ 27, i.e., D27(c1(x)) = 0. For this, we see, by Lemma 1 of Kai et al. [16],
that (x7 − 1)4 = 2x14 in Z4[x]/〈x28 + 1〉. This implies that (1− x)27c(x) = x25 + 2x24 + 3x23 + x22 + x21 +
2x20 + 2x19 + x18 + 3x16 + x15 + x14 + 2x13 + 2x12 + x11 + 2x10 + x9 + 3x8 + x7 + 2x5 + x4 + 3x2 + x + 3 in
Z4[x]/〈x28 + 1〉. Now by applying Proposition 2.1, we get depth(c1(x)) ≤ 27 < 28.
This shows that there is an error in the proof of Lemma 7 of Kai et al. [16].
Example 4.3. Next consider the negacyclic code D = 〈(x− 1)5(x3 + 2x2 + x+ 3)3(x3 + 3x2 + 2x+ 3)8〉 of length
28 = 7 × 22 over Z4. Let us take the codewords c(x) = x
15(x − 1)5(x3 + 2x2 + x + 3)3(x3 + 3x2 + 2x+ 3)8 and
c1(x) = x
15(x − 1)8(x3 + 2x2 + x + 3)3(x3 + 3x2 + 2x + 3)8 in D. Note that c1(x) = (x − 1)3c(x) and that the
codewords c(x) and c1(x) satisfy all the conditions imposed on the codewords c(x) and c1(x) chosen in the proof
of Lemma 8 of Kai et al. [16]. Here working in a similar manner as in Example 4.1, we see that
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depth(c1(x)) + 3 > 28 and depth(c(x)) ≤ 27.
This shows that there is an error in the proof of Lemma 8 of Kai et al. [16].
Apart from errors in the proofs of Lemmas 6-8 of Kai et al. [16], we also noticed that the proof of Theorem 2
of Kai et al. [16] is incomplete, which we illustrate as follows:
Remark 4.1. LetR = Z4, and let λ = −1 = 1+2. Here we have α0 = β = 1. Note that x−1 divides xn−α0 = xn−1
in Z4[x]. Without any loss of generality, let us take f1(x) = x − 1. Now by Theorem 1 of Kai et al. [16], we
see that a negacyclic code C of length n2s over Z4 is given by C = 〈(x − 1)
k1f2(x)
k2f3(x)
k3 · · · fr(x)
kr 〉, where
0 ≤ ki ≤ 2s+1 for 1 ≤ i ≤ r. In Theorem 2, Kai et al. [16] considered the case when min{k1, k2, · · · , kr} < 2s <
max{k1, k2, · · · , kr} and 0 ≤ k1 ≤ 2
s − 1, and claimed that
Depth(C) = {1, 2, · · · , 2s+1 − k1} ∪ {2
s +
r∑
ℓ=2
dℓτℓ(1) + 1, 2
s +
r∑
ℓ=2
dℓτℓ(1) + 2, · · · , n2
s − 1, n2s}, (4.5)
where τℓ(1) = kℓ −min{2s, kℓ} for 2 ≤ ℓ ≤ r. To prove (4.5), Kai et al. [16] applied Lemmas 2, 6 and 7 (recall
that Lemmas 6 and 7 have errors in their proofs as illustrated in Examples 4.1-4.3). Further, by Lemmas 2, 6
and 7 of Kai et al. [16], one can conclude that
{1, 2, · · · , 2s} ∪ {2s +
r∑
ℓ=2
dℓτℓ(1) + 1, 2
s +
r∑
ℓ=2
dℓτℓ(1) + 2, · · · , n2
s − 1, n2s} ⊆ Depth(C)
and
Depth(C) ⊆ {1, 2, · · · , 2s+1 − k1} ∪ {2
s +
r∑
ℓ=2
dℓτℓ(1) + 1, 2
s +
r∑
ℓ=2
dℓτℓ(1) + 2, · · · , n2
s − 1, n2s}.
Since 0 ≤ k1 ≤ 2s − 1, max{k1, k2, · · · , kr} > 2s and τℓ(1) = kℓ − min{2s, kℓ} for 2 ≤ ℓ ≤ r, we see that
r∑
ℓ=2
dℓτℓ(1) ≥ 1, which implies that 2s +
r∑
ℓ=2
dℓτℓ(1) + 1 ≥ 2s + 2. So to prove (4.5), one needs to show that
{2s +1, 2s + 2, · · · ,M} ⊆ Depth(C) with M = min{2s+1− k1, 2s +
r∑
ℓ=2
dℓτℓ(1)} ≥ 2s + 1, which is not proved in
Theorem 2 of Kai et al. [16]. Hence the proof of Theorem 2 of Kai et al. [16] is incomplete.
Now we proceed to determine depth spectra of all λ-constacyclic codes of length nps over R, besides rectifying
errors in the work of Kai et al. [16]. To do so, we first prove the following lemma.
Lemma 4.1. Let A(x) ∈ R[x] be such that µ(A(x)) 6= 0. If there exists an integer t satisfying 0 ≤ t ≤ e− 1 such
that the polynomial xnp
s
− λ divides γtA(x) in R[x], then xnp
s
− λ divides µ(A(x)) in R[x].
Proof. As xnp
s
− λ divides γtA(x) in R[x], we can write γtA(x) = (xnp
s
− λ)B(x), where B(x) ∈ R[x]. Now
we observe that all the coefficients of the polynomial B(x) lie in 〈γt〉. So we can write B(x) = γtV (x), where
V (x) ∈ R[x]. This gives γtA(x) = γt(xnp
s
− λ)V (x), which implies that γe−1A(x) = γe−1(xnp
s
− λ)V (x). As
µ(A(x)) 6= 0, we have µ(V (x)) 6= 0. Next we see that
γe−1(xnp
s
− λ) = γe−1
(
(xn − α0 + α0)
ps − αp
s
0 − γβ
)
= γe−1(xn − α0)
ps + γe−1
ps−1∑
k=1
(
ps
k
)
(xn − α0)
kα0
ps−k.
Further, for 1 ≤ k ≤ ps − 1, by applying Kummer’s Theorem, we note that p divides
(
ps
k
)
, which implies that(
ps
k
)
∈ 〈γ〉. From this, we obtain γe−1A(x) = γe−1(xn−α0)p
s
V (x), which gives γe−1
(
A(x)−(xn−α0)p
s
V (x)
)
= 0.
From this, it follows that
µ(A(x)) = (xn − α0)
psµ(V (x)) = (xnp
s
− λ)µ(V (x)) in R[x],
which proves the lemma.
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Next by Theorem 3.1(a), we recall that a λ-constacyclic code C of length nps overR is generated by
r∏
ℓ=1
fℓ(x)
kℓ ,
where 0 ≤ kℓ ≤ eps for 1 ≤ ℓ ≤ r. Further, for 0 ≤ i ≤ e−1, by Theorem 3.2, we note that Tori(C) = 〈
r∏
ℓ=1
fℓ(x)
τℓ(i)
〉,
where τℓ(i) = min{(i + 1)ps, kℓ} − min{ips, kℓ} for 1 ≤ ℓ ≤ r. We also recall that deg fℓ(x) = dℓ for 1 ≤ ℓ ≤ r.
Let us define
S1(C) =
r∑
ℓ=1
dℓτℓ(e − 1) and S2(C) =
r∑
ℓ=2
dℓτℓ(e− 1).
Now we shall distinguish the following two cases: (i) λ 6= 1 and (ii) λ = 1.
In the following theorem, we consider the case λ 6= 1, and we determine depth spectra of all λ-constacyclic
codes of length nps over R.
Theorem 4.1. Let C = 〈
r∏
ℓ=1
fℓ(x)
kℓ 〉 be a non-trivial λ-constacyclic code of length nps over R with the ith torsion
code as Tori(C) = 〈
r∏
ℓ=1
fℓ(x)
τℓ(i)
〉 for 0 ≤ i ≤ e−1, where 0 ≤ kℓ ≤ eps and τℓ(i) = min{(i+1)ps, kℓ}−min{ips, kℓ}
for each i and ℓ. When λ 6= 1, the depth spectrum of the code C is given by
Depth(C) = {S1(C) + 1,S1(C) + 2, · · · , np
s}.
Proof. To prove the result, by Theorem 3.2, we see that Tore−1(C) is a λ-constacyclic code of length nps over R.
This, by Theorem 2.1, implies that
Depth(Tore−1(C)) = {S1(C) + 1,S1(C) + 2, · · · , np
s}. (4.6)
We further note that each non-zero codeword c(x) ∈ C ∩ 〈γe−1〉 can be written as c(x) = γe−1c1(x), where
c1(x) ∈ Rλ satisfies µ(c1(x)) 6= 0. This, by Lemma 2.2(b), implies that depth(c(x)) = depth(µ(c1(x))). This gives
Depth(C ∩ 〈γe−1〉) = Depth(Tore−1(C)) = {S1(C) + 1,S1(C) + 2, · · · , np
s}. (4.7)
Next we assert that
depth(c(x)) ≥ S1(C) + 1 for each c(x) ∈ C \ 〈γ
e−1〉. (4.8)
To prove this assertion, let 0 ≤ t ≤ e − 2 be fixed, and let c(x) ∈ C ∩
(
〈γt〉 \ 〈γt+1〉
)
. It is easy to see that
the codeword c(x) can be written as c(x) = γtg(x), where g(x) ∈ Rλ satisfies µ(g(x)) 6= 0. This, by Lemma
2.2(a), implies that depth(c(x)) ≥ depth(µ(g(x))). As µ(g(x)) ∈ Tort(C) ⊆ Tore−1(C), by (4.6), we see that
depth(c(x)) ≥ depth(µ(g(x))) ≥ S1(C) + 1, which proves (4.8).
Now by (4.7) and (4.8), the desired result follows.
To illustrate the above theorem, we determine depth spectra of all 2-constacyclic codes of length 18 over Z9.
Example 4.4. By Example 3.1, we see that all 2-constacyclic codes of length 18 over Z9 are given by Ct = 〈(x2−8)t〉,
where 0 ≤ t ≤ 18. Now by applying Theorem 4.1, we have the following:
t |Ct| Depth(Ct)
0 ≤ t ≤ 9 336−2t {1, 2, · · · , 18}
t = 10 316 {3, 4, · · · , 18}
t = 11 314 {5, 6, · · · , 18}
t = 12 312 {7, 8, · · · , 18}
t = 13 310 {9, 10, · · · , 18}
t |Ct| Depth(Ct)
t = 14 38 {11, 12, · · · , 18}
t = 15 36 {13, 14, · · · , 18}
t = 16 34 {15, 16, 17, 18}
t = 17 32 {17, 18}
t = 18 1 ∅
In the following theorem, we consider the case λ = 1, and we determine depth spectra of all λ-constacyclic
codes of length nps over R. It also rectifies errors (as discussed in Examples 4.1-4.3 and Remark 4.1) in the work
of Kai et al. [16]. As λ = α + γβ with α ∈ T and β a unit in R, one can easily observe that λ = 1 if and
only if α = 1, which holds if and only if λ = 1 + γβ. When λ = 1, without any loss of generality, we can take
f1(x) = x− 1.
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Theorem 4.2. Let λ = 1+γβ, where β is a unit in R. Let C = 〈(x−1)k1
r∏
ℓ=2
fℓ(x)
kℓ〉 be a non-trivial λ-constacyclic
code of length nps over R with the ith torsion code as Tori(C) = 〈(x − 1)τ1(i)
r∏
ℓ=2
fℓ(x)
τℓ(i)
〉 for 0 ≤ i ≤ e − 1,
where 0 ≤ kℓ ≤ eps and τℓ(i) = min{(i+1)ps, kℓ}−min{ips, kℓ} for each i and ℓ. Then the depth spectrum of the
code C is given by
Depth(C) =
{
{1, 2, · · · , nps} if 0 ≤ k1 < max{0, (e− n)ps};
{1, 2, · · · , eps − k1} ∪ {p
s + S2(C) + 1, p
s + S2(C) + 2, · · · , np
s} otherwise.
Proof. To prove the result, we see that each non-zero codeword c(x) ∈ C ∩ 〈γe−1〉 can be expressed as c(x) =
γe−1c1(x), where c1(x) ∈ Rλ satisfies µ(c1(x)) 6= 0. This, by Lemma 2.2(b), implies that depth(c(x)) =
depth(µ(c1(x))), which gives
Depth(Tore−1(C)) = Depth(C ∩ 〈γ
e−1〉) ⊆ Depth(C). (4.9)
By Lemma 3.1(a), we see that (xn−1)p
s
= γH(x), where H(x) is a unit in Rλ. Let G(x) ∈ Rλ satisfy G(x)H(x) =
1 in Rλ. Now we shall consider the following three cases separately: (i) 0 ≤ k1 < max{0, (e − n)ps}, (ii)
max{0, (e− n)ps} ≤ k1 < (e− 1)ps, and (iii) (e− 1)ps ≤ k1 ≤ eps.
(i) Let 0 ≤ k1 < max{0, (e − n)ps}. Here we have (e − n)ps > 0 and τ1(e− 1) = 0. This gives Tore−1(C) =
〈
r∏
ℓ=2
fℓ(x)
τℓ(e−1)
〉, which, by Proposition 2.3, implies that
Depth(Tore−1(C)) = {1, 2, · · · , p
s} ∪ {ps + S2(C) + 1, p
s + S2(C) + 2, · · · , np
s}.
This, by (4.9), further implies that
{1, 2, · · · , ps} ∪ {ps + S2(C) + 1, p
s + S2(C) + 2, · · · , np
s} ⊆ Depth(C). (4.10)
For 0 ≤ u ≤ (n− 1)ps − 1, let us define
cu(x) = (−1)
(e−1)ps(1− x)(e−n)p
s+u
r∏
ℓ=2
fℓ(x)
eps
G(x)e−1.
Now as k1 < (e − n)ps, we note that cu(x) ∈ C for 0 ≤ u ≤ (n − 1)ps − 1. This, by Lemma 3.1(a), implies
that
(1−x)(n−1)p
s−ucu(x) = (x−1)
(e−1)ps
r∏
ℓ=2
fℓ(x)
epsG(x)e−1 = γe−1
r∏
ℓ=2
fℓ(x)
ps ∈ C for 0 ≤ u ≤ (n−1)ps−1.
Further, by Lemma 2.2(b), we see that
depth
(
(1 − x)(n−1)p
s−ucu(x)
)
= depth(γe−1
r∏
ℓ=2
fℓ(x)
ps ) = depth(
r∏
ℓ=2
fℓ(x)
ps
) for each u.
We also observe that (1 − x)p
s
r∏
ℓ=2
fℓ(x)
ps
= 0 in Rλ and deg
(
(1 − x)p
s−1
r∏
ℓ=2
fℓ(x)
ps)
= nps − 1. This, by
Proposition 2.1, implies that
Dp
s−1(
r∏
ℓ=2
fℓ(x)
ps
) 6= (0, 0, · · · , 0) ∈ R(n−1)p
s+1 and Dp
s
(
r∏
ℓ=2
fℓ(x)
ps
) = (0, 0, · · · , 0) ∈ R(n−1)p
s
,
which gives
depth
(
(1− x)(n−1)p
s−ucu(x)
)
= depth(
r∏
ℓ=2
fℓ(x)
ps
) = ps.
Now by applying Lemma 2.1, we obtain depth(cu(x)) = (n− 1)p
s − u+ ps for 0 ≤ u ≤ (n− 1)ps − 1. This
implies that
{ps + 1, ps + 2, · · · , nps} ⊆ Depth(C).
From this and by (4.10), we obtain Depth(C) = {1, 2, · · · , nps}.
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(ii) Next let max{0, (e − n)ps} ≤ k1 < (e − 1)ps. Here we have τ1(e − 1) = 0, which gives Tore−1(C) =
〈
r∏
i=2
fi(x)
τi(e−1)
〉. This, by Proposition 2.3, implies that
Depth(Tore−1(C)) = {1, 2, · · · , p
s} ∪ {ps + S2(C) + 1, p
s + S2(C) + 2, · · · , np
s}.
From this and by (4.9), we get
Depth(C ∩ 〈γe−1〉) = {1, 2, · · · , ps} ∪ {ps + S2(C) + 1, p
s + S2(C) + 2, · · · , np
s} ⊆ Depth(C). (4.11)
For 0 ≤ u < (e− 1)ps − k1, let us define
au(x) = (−1)
(e−1)ps(1− x)k1+u
r∏
ℓ=2
fℓ(x)
epsG(x)e−1.
Further, we note that au(x) ∈ C, which, by Lemma 3.1(a), implies that
(1− x)(e−1)p
s−k1−uau(x) = (x − 1)
(e−1)ps
r∏
ℓ=2
fℓ(x)
epsG(x)e−1 = γe−1
r∏
ℓ=2
fℓ(x)
ps ∈ C.
Next by Lemma 2.2(b), we see that
depth
(
(1− x)(e−1)p
s−k1−uau(x)
)
= depth(γe−1
r∏
ℓ=2
fℓ(x)
ps) = depth(
r∏
ℓ=2
fℓ(x)
ps
) for each u.
Further, by Proposition 2.1, we see that depth
(
(1−x)(e−1)p
s−k1−uau(x)
)
= depth(
r∏
ℓ=2
fℓ(x)
ps
) = ps, which,
by Lemma 2.1, implies that depth(au(x)) = (e − 1)ps − k1 − u + ps for 0 ≤ u < (e − 1)ps − k1. This gives
{ps + 1, ps + 2, · · · , eps − k1} ⊆ Depth(C). From this and by (4.11), we see that
{1, 2, · · · , eps − k1} ∪ {p
s + S2(C) + 1, p
s + S2(C) + 2, · · · , np
s} ⊆ Depth(C). (4.12)
Now we assert that
Depth(C) ⊆ {1, 2, · · · , eps − k1} ∪ {p
s + S2(C) + 1, p
s + S2(C) + 2, · · · , np
s}. (4.13)
When eps − k1 ≥ ps + S2(C) + 1, we see that
{1, 2, · · · , eps − k1} ∪ {p
s + S2(C) + 1, p
s + S2(C) + 2, · · · , np
s} = {1, 2, · · · , nps},
and hence (4.13) holds in this case. So from now on, we assume that eps − k1 < ps + S2(C) + 1. To prove
the assertion (4.13), it suffices to prove the following:
either depth(c(x)) ≤ eps − k1 or depth(c(x)) ≥ p
s + S2(C) + 1 for each c(x)(6= 0) ∈ C. (4.14)
To do this, we note that each non-zero codeword c(x) ∈ C can be written as c(x) = (1−x)h1
r∏
ℓ=2
fℓ(x)
hℓh(x),
where hℓ ≥ kℓ for 1 ≤ ℓ ≤ r, and h(x) ∈ R[x] is such that µ(h(x)) 6= 0 and h(x) is coprime to xn−1 in R[x].
Now the following two cases arise: A. hℓ ≥ eps for 2 ≤ ℓ ≤ r, and B. there exists an integer t satisfying
2 ≤ t ≤ r and ht < eps.
A. Let us suppose that hℓ ≥ eps for 2 ≤ ℓ ≤ r. As c(x) ∈ C is a non-zero codeword, we must have h1 < eps.
We further note that
(1− x)ep
s−h1c(x) = (1− x)ep
s
r∏
ℓ=2
fℓ(x)
hℓh(x) = 0 in Rλ.
This, by Proposition 3.2, implies that Dep
s−h1(c(x)) = (0, 0, · · · , 0) ∈ Rnp
s−eps+h1 , which further implies
that depth(c(x)) ≤ eps − h1 ≤ eps − k1. This proves (4.14) in this case.
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B. Now suppose that there exists an integer t satisfying 2 ≤ t ≤ r and ht < eps. As h(x) is coprime to
xn − 1 in R[x], by Lemma 3.1(c), we see that h(x) is a unit in Rλ. Further, since ht < eps, we note that
(1− x)p
s+S2(C)c(x) = (1− x)p
s+S2(C)+h1
r∏
ℓ=2
fℓ(x)
hℓh(x) 6∈ 〈(xn − 1)ep
s
〉 = {0} in Rλ.
That is, we have (1 − x)p
s+S2(C)c(x) 6= 0 in Rλ.
Now as ps + S2(C) + h1 ≥ p
s + S2(C) + k1 ≥ ep
s, there exist integers u and v satisfying 2 ≤ u ≤ r,
0 ≤ v ≤ e− 1, hu < (v + 1)ps and hℓ ≥ vps for 1 ≤ ℓ ≤ r. So we can write
(1 − x)p
s+S2(C)+h1
r∏
ℓ=2
fℓ(x)
hℓ = (−1)vp
s
γv(1 − x)p
s+S2(C)+h1−vp
s
r∏
ℓ=2
fℓ(x)
hℓ−vp
s
H(x)v.
Next we assert that
deg
(
(1 − x)p
s+S2(C)c(x)
)
≥ ps + S2(C). (4.15)
To prove this assertion, we note that
(1− x)p
s+S2(C)c(x) = (1− x)h1+p
s+S2(C)
r∏
ℓ=2
fℓ(x)
hℓh(x) ∈ 〈(x− 1)ep
s
r∏
ℓ=2
fℓ(x)
kℓ 〉 = C1 (say).
Let us take
A(x) = (−1)vp
s
(1− x)p
s+S2(C)+h1−vp
s
r∏
ℓ=2
fℓ(x)
hℓ−vp
s
H(x)vh(x)
so that (1 − x)p
s+S2(C)c(x) = γvA(x). Note that µ(A(x)) 6= 0. Now as
(1− x)p
s+S2(C)c(x) = γvA(x) ∈ C1,
we see, by Theorem 3.2, that
µ(A(x)) ∈ Tore−1(C1) = 〈(x− 1)
ps
r∏
ℓ=2
fℓ(x)
τℓ(e−1)
〉.
This implies that deg (µ(A(x))) ≥ ps + S2(C), which further implies that
deg
(
(1− x)p
s+S2(C)c(x)
)
= deg (γvA(x)) ≥ deg (µ(A(x))) ≥ ps + S2(C).
Further, by applying Proposition 2.1 and by (4.15), we get
Dp
s+S2(C)(c(x)) 6= (0, 0, · · · , 0) ∈ R(n−1)p
s−S2(C).
This implies that depth (c(x)) ≥ ps + S2(C) + 1, which proves (4.14). Now by (4.13) and (4.14), we get the
desired result.
(iii) Finally, let (e− 1)ps ≤ k1 ≤ eps. Here for 0 ≤ i ≤ e− 2, we have τ1(i) = ps, which gives
Tori(C) =
〈
(x− 1)p
s
r∏
ℓ=2
fℓ(x)
τℓ(i)
〉
.
We also note that τ1(e− 1) = k1 − (e− 1)ps, which implies that
Tore−1(C) =
〈
(x− 1)k1−(e−1)p
s
r∏
ℓ=2
fℓ(x)
τℓ(e−1)
〉
.
This, by Proposition 2.3, implies that
Depth(Tori(C)) =
{
ps +
r∑
ℓ=2
dℓτℓ(i) + 1, p
s +
r∑
ℓ=2
dℓτℓ(i) + 2, · · · , np
s
}
for 0 ≤ i ≤ e− 2
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and that
Depth(Tore−1(C)) = {1, 2, · · · , ep
s − k1} ∪ {p
s + S2(C) + 1, p
s + S2(C) + 2, · · · , np
s}.
Now by (4.9), we get
Depth(C ∩ 〈γe−1〉) = {1, 2, · · · , eps− k1}∪ {p
s+S2(C) + 1, p
s+S2(C)+ 2, · · · , np
s} ⊆ Depth(C). (4.16)
Next we assert that
depth(c(x)) ≥ ps + S2(C) + 1 for each c(x) ∈ C \ 〈γ
e−1〉. (4.17)
To prove this assertion, let 0 ≤ t ≤ e − 2 be fixed. We note that each c(x) ∈ C ∩
(
〈γt〉 \ 〈γt+1〉
)
can be
written as c(x) = γtg(x), where g(x) ∈ Rλ satisfies µ(g(x)) 6= 0. This, by Lemma 2.2(a), implies that
depth(c(x)) ≥ depth(µ(g(x))). As µ(g(x)) ∈ Tort(C), we have
depth(c(x)) ≥ depth(µ(g(x))) ≥ ps +
r∑
ℓ=2
dℓτℓ(t) + 1. (4.18)
Since Tort(C) ⊆ Tore−1(C), we see that (x − 1)k1−(e−1)p
s
r∏
ℓ=2
fℓ(x)
τℓ(e−1)
divides (x − 1)p
s
r∏
ℓ=2
fℓ(x)
τℓ(t)
in
R[x], which implies that
r∑
ℓ=2
dℓτℓ(t) = deg
( r∏
ℓ=2
fℓ(x)
τℓ(t)
)
≥ deg
( r∏
ℓ=2
fℓ(x)
τℓ(e−1)
)
=
r∑
ℓ=2
dℓτℓ(e− 1) = S2(C).
This, by (4.18), implies that
depth(c(x)) ≥ ps +
r∑
ℓ=2
dℓτℓ(t) + 1 ≥ p
s + S2(C) + 1,
which proves (4.17). Now the desired result follows immediately from (4.16) and (4.17).
This completes the proof of the theorem.
To illustrate the above theorem, we determine depth spectra of some negacyclic codes of length 56 over
GR(4, 4) in the following example.
Example 4.5. By Example 3.2, we see that all negacyclic codes of length 56 over GR(4, 4) are given by Ck1,k2,k3 =
〈(x + 3)k1(x3 + 2x2 + x + 3)k2(x3 + 3x2 + 2x + 3)k3〉, where 0 ≤ k1, k2, k3 ≤ 24. Now by applying Theorem 4.1,
we have the following:
(k1, k2, k3) |Ck1,k2,k3 | Depth(Ck1,k2,k3)
(14, 12, 13) 292 {1, 2} ∪ {36, 37, · · · , 56}
(14, 14, 11) 292 {1, 2} ∪ {36, 37, · · · , 56}
(14, 16, 9) 292 {1, 2} ∪ {36, 37, · · · , 56}
(14, 10, 15) 292 {1, 2} ∪ {36, 37, · · · , 56}
(15, 16, 5) 2136 {1} ∪ {33, 34, · · · , 56}
(15, 6, 16) 2124 {1} ∪ {33, 34, · · · , 56}
(k1, k2, k3) |Ck1,k2,k3 | Depth(Ck1,k2,k3)
(7, 6, 5) 2288 {1, 2, · · · , 56}
(7, 3, 4) 2336 {1, 2, · · · , 56}
(16, 5, 16) 2132 {33, 37, · · · , 56}
(10, 6, 17) 2132 {1, 2, · · · , 6} ∪ {36, 37, · · · , 56}
(4, 9, 10) 2204 {1, 2, · · · , 12} ∪ {18, 19, · · · , 56}
(13, 6, 10) 2204 {1, 2, 3} ∪ {15, 16, · · · , 56}
5 Conclusion and Future work
Let R be a finite commutative chain ring with the unique maximal ideal as 〈γ〉. In this paper, depth spectra
of all repeated-root (α+ γβ)-constacyclic codes of arbitrary lengths over R are explicitly determined, where α is
a non-zero element of the Teichmu¨ller set of R and β is a unit in R.
In a subsequent work, we explicitly determine depth distributions of all repeated-root (α + γβ)-constacyclic
codes of prime power lengths over R. We also discuss some applications of these results in game theory.
It would be interesting to determine depth distributions of all constacyclic codes of arbitrary lengths over R.
It would be of great interest to explore more applications of depth distributions of linear codes over finite rings
in game theory, communication theory and cryptography.
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