Abstract. In this paper we prove the metric approximation property for variable exponent Lebesgue spaces, study the concept of nuclearity on such spaces and apply it to trace formulae such as the Grothendieck-Lidskii formula. We apply the obtained results to derive criteria for nuclearity and trace formulae for periodic operators on R n .
Introduction
The approximation property on a Banach space arises in the study of the concept of trace and was first introduced in its current shape by Grothendieck in his monumental work [Gro55] . In [Enf73] Enflo constructed a counterexample to the approximation property in Banach spaces. A more natural counterexample was then found by Szankowski [Sza81] who proved that B(H) does not have the approximation property. More recently these properties have been intensively investigated by Figiel, Johnson, Pelczyński and Szankowski in [FJP11] , [JS12] . Alberti, Csörnyei, Pelczyński and Preiss [ACPP05] established the bounded approximation property (BAP) for functions of bounded variations, and Roginskaya and Wojciechowski [RW14] for Sobolev spaces W 1,1 . Other works on the bounded approximation property can be found in [LLO10] , [LLO14] . A weak approximation property has been introduced and investigated in [LO05] . The fact that the approximation property does not imply the bounded approximation property was proved in [FJ73] . For a historical perspective and an introduction to the subject the reader can be referred to Pietsch's book [Pie07, Section 5.7 .4] and the recent revisited presentation on the Grothendieck's classical work by Diestel, Fourie and Swart [DFS08] . The monograph [Rya02] contains a more accessible introduction to the topic as well as several examples of spaces enjoying approximation properties. An introductory survey to the concept of trace on Banach spaces appears in [Rob14] by Robert. To formulate the notions more precisely, let B 1 , B 2 be Banach spaces. A linear operator T from B 1 to B 2 is called nuclear if there exist sequences (x x ′ n ⊗ y n is a representation of T . Grothendieck [Gro55] proved that the trace Tr(T ) is well defined for all nuclear operators T ∈ N (B) if and only if the Banach space B has the approximation property (see also Pietsch [Pie87] or Defant and Floret [DF93] ), which means that for every compact set K in B and for every ǫ > 0 there exists F ∈ F (B) such that
where we have denoted by F (B) the space of all finite rank bounded linear operators on B. We denote by L(B) the C * -algebra of bounded linear operators on B. There are more related approximation properties, e.g. if in the definition above the operator F satisfies F ≤ 1 one says that B possesses the metric approximation property. The fact that the classical spaces C(X), where X is a compact topological space and L p (µ) for 1 ≤ p < ∞ satisfy the metric approximation property can be found in [Pie80] .
As we know from Lidskii [Lid59] , in Hilbert spaces the operator trace is equal to the sum of the eigenvalues of the operator counted with multiplicities. This property is nowadays call the Lidskii formula. An important feature on Banach spaces even endowed with the approximation property is that the Lidskii formula does not hold in general for nuclear operators. Thus, in the setting of Banach spaces, Grothendieck [Gro55] introduced a more restricted class of operators where Lidskii formula holds, this fact motivating the following definition.
Let B 1 , B 2 be Banach spaces and let 0 < r ≤ 1. A linear operator T from B 1 into B 2 is called r-nuclear if there exist sequences (x ′ n ) in B ′ 1 and (y n ) in B 2 so that
We associate a quasi-norm n r (T ) by
where the infimum is taken over the representations of T as in (1.2). When r = 1 the 1-nuclear operators agree with the nuclear operators, and as already mentioned, in that case this definition also agrees with the concept of trace class operators in the setting of Hilbert spaces (B 1 = B 2 = H). More generally, Oloff proved in [Olo72] that the class of r-nuclear operators coincides with the Schatten class S r (H) when B 1 = B 2 = H is a Hilbert space and 0 < r ≤ 1. Moreover, Oloff proved that
where · Sr denotes the classical Schatten quasi-norms in terms of singular values. In [Gro55] Grothendieck proved that if T is 2 3
-nuclear from B into B for a Banach space B satisfying the approximation property, then
where λ j (j = 1, 2, . . . ) are the eigenvalues of T with multiplicities taken into account, and Tr(T ) is as in (1.1). Nowadays the formula (1.4) is referred to as Lidskii's formula, proved by V. Lidskii [Lid59] in the Hilbert space setting. Grothendieck also established its applications to the distribution of eigenvalues of operators in Banach spaces. We refer to [DR14c] for several conclusions in the setting of compact Lie groups concerning summability and distribution of eigenvalues of operators on L pspaces once we have information on their r-nuclearity. Kernel conditions on compact manifolds have been investigated in [DR14d] , [DR14b] .
On the other hand, the variable exponent Lebesgue spaces are a generalisation of the classical Lebesgue spaces, replacing the constant exponent p by a variable exponent function p(x). Variable exponent Lebesgue spaces were introduced by Orlicz [Orl31] in 1931 and some properties were further developed by Nakano in the 1950s [Nak50] , [Nak51] within the more general framework of modular spaces. Subsequently developments of modular spaces were carried out in the 1970s and 1980s by Hudzik, Musielak, Portnov [Hud76a] , [Hud76b] , [Hud76c] , [Mus83] , [Por66] .
A more specific study of variable Lebesgue spaces only appears in 1961 with the work of Tsenov [Tse61] who independently discovered those spaces and later in the works of Sharapudinov [Sha79] , [Sha83] , [Sha86] , [Sha96] and Zhikov [Zhi82] , [Zhi92] , [Zhi97] . Further, the development of the analysis of many problems on those spaces has been of great interest in the last decades as has been exhibited in the recent book [DHHR11] , [CUF13] , [CUFRW14] and the literature therein.
We now briefly recall the definition of variable exponent Lebesgue spaces and we refer the reader to [DHHR11] and [CUF13] for the basic properties of such spaces. Let (Ω, M, µ) be a σ-finite, complete measure space. We define P(Ω, µ) to be the set of all µ-measurable functions p : Ω → [1, ∞]. The functions in P(Ω, µ) are called variable exponents on Ω. We define
If p + < ∞, then p is called a bounded variable exponent. If f : Ω → R is a measurable function we define the modular associated with p = p(·) by
and
The resulting spaces L p(·) (µ) of measurable functions such that f L p(·) (µ) < ∞ are Banach spaces and enjoy many properties similar to the classical Lebesgue L p spaces. For example, we will often make use of the following modification of Hölder inequality which becomes affected by factor 2: let p, q, s ∈ P(Ω, µ) be such that 1
( 
For the study of the approximation property we will restrict to consider bounded variable exponents due to the density of the simple functions in L p(·) in that case.
In this work we are going to establish the metric approximation property for variable exponent Lebesgue spaces, study the concept of nuclearity on such spaces and apply it to trace formulae such as the Grothendieck-Lidskii formula and the analysis of pseudo-differential operators on the torus.
Metric approximation property for variable exponent Lebesgue spaces
In this section we will prove that the variable exponent spaces L p(·) (µ) satisfy the metric approximation property.
In the rest of this section we will assume that our measure space (Ω, M, µ) is σ-finite and complete. We will also assume that the exponent p(·) is bounded since only in such case the simple functions are dense in L p(·) (µ) (cf. [DHHR11] , Corollary 3.4.10).
We shall now formulate some preparatory lemmata useful for the proof of the metric approximation property. Let I be a countable set of indices endowed with the counting measure ν. For p ∈ P(I, ν), we will denote by ℓ p(·) (I) or simply by ℓ p(·) the corresponding variable exponent Lebesgue space whose norm is given by
Given a Banach space B and u ∈ B, z ∈ B ′ , we will also denote by u, z B,B ′ , or simply by u, z , the valuation z(u).
Lemma 2.1. Let B be a Banach space and q ∈ P(I, ν). Let (u i ) i∈I , (v i ) i∈I be sequences in B ′ , B respectively such that
Then the operator T = i∈I u i ⊗ v i from B into B is well defined, bounded and satisfies
Proof. Let N ⊂ I be a finite subset of I. Let us write
applying the Hölder inequality (1.5) for variable exponent spaces we obtain
for all 1 ≤ j ≤ n. Let x ∈ K and we pick j 0 such that
Therefore L i converge to L uniformly on compact sets.
As a consequence we obtain:
for every x ∈ B, then B has the bounded approximation property with constant λ.
We can now prove the main result of this section:
Theorem 2.4. Let p ∈ P(Ω, µ) be a bounded variable exponent. Then, the variable exponent Lebesgue space L p(·) (µ) has the metric approximation property.
Proof. We first consider the case when p ∈ P(Ω, µ) is a simple function and we write
where p j > 0, the sets Ω j are disjoint of finite measure, 1 Ω j denotes the characteristic function of the set Ω j .
Let P = {Ω 1 , . . . , Ω l } be a finite family of disjoint measurable sets of finite positive measure. We denote by P the collection of such families. To a P ∈ P we associate a finite rank operator
where 1 Ω k denotes the characteristic function of the set Ω k . We observe that L P f is well defined since 0
is well defined by using the Hölder inequality for variable exponent spaces, see (1.5).
In the collection P we define the partial order P 1 ≤ P 2 if any set in P 1 is the union of sets in P 2 . We also say that P 2 is finer than P 1 if P 1 ≤ P 2 . This order begets a directed set.
Let P 1 be the family of sets associated to the exponent p(·). By choosing a finer P we can rewrite the operator L P given by (2.1) in different ways which will be useful later on: we define
so that we can write
We will prove that L P L(L p(·) ) = 1 by applying Lemma 2.1 in the case B = L p(·) , the finite families u k , v k and
In order to prove the corresponding property for f ∈ L p(·) , it is enough to consider a simple function f ∈ L p(·) such that f L p(·) ≤ 1. The general case follows then by a standard density argument. By redefining partitions, we can assume that f can be written in the form
Now, for λ > 0 we have
We also observe that
We now consider the net of finite rank operators (L P ) P≥P 1 and prove that lim
. It is enough to see this for f simple by the density of simple functions in L p(·) (cf. [DHHR11] , Corollary 3.4.10). Indeed, let us write f in the form
If we chose P finer than
Therefore, L P f = f for P ≥ Q 1 and thus lim
. We have actually proved that L p(·) satisfied the metric approximation property by an application of Corollary 2.3.
By an additional argument we will obtain the desired property in the general case. We now consider a variable exponent p(·) such that p + < ∞. Then, there exists an increasing sequence of simple functions p j (·) such that lim j p j (·) = p(·) a.e. For each j we associate to a P j ∈ P an operator L P j as in (2.1) which due to its form is also defined from
as in the previous case. We claim that L P j L(L p(·) ) ≤ 1 which by an application of Corollary 2.3 with λ = 1 will conclude the proof. Indeed, if f is a simple function such that f L p(·) ≤ 1 and P 1 is its corresponding family in P, we observe that by choosing P j ≥ P 1 we obtain L P j f = f .
Nuclearity on variable exponent Lebesgue spaces
In this section we establish some basic properties for the kernels of nuclear operators on L p(·) spaces. We also prove a characterisation of nuclear operators on L p(·) . We start by proving a lemma giving basic properties of a kernel corresponding to a nuclear operator on L p(·) spaces when µ is a finite measure. In the rest of this section we shall consider two variable exponents p(·) ∈ P(Ω, µ), q(·) ∈ P(Ξ, ν) and the variable exponent conjugate p ′ (·) of p(·) such that
Lemma 3.1. Let (Ω, M, µ) and (Ξ, M ′ , ν) be two finite and complete measure spaces. g j (x)h j (y) is finite for a.e. (x, y).
for a.e x.
Proof. We first writek n (x, y) := n j=1 g j (x)h j (y)f (y) and note that since ν is finite then
dν(x) = ν(Ξ) < ∞, for λ = 1. Now, by applying the Hölder inequality (1.5) which is affected by the factor 2 in the setting of variable exponents we obtain
Hence k n L 1 (ν⊗µ) ≤ M for all n. We now consider a sequence (s n ) defined by
which is increasing in L 1 (ν ⊗ µ) and satisfies
By an application of the monotone convergence theorem, the limit
exists for a.e. (x, y) and s ∈ L 1 (ν ⊗ µ). Moreover, since f = 1 ∈ L p(·) (µ) and the fact that |k(x, y)| ≤ s(x, y) we deduce (a) and (b).
The part (c) can be deduced by using the Lebesgue dominated convergence theorem applied to the sequence (k n ) dominated by s(x, y), and setting f ≡ 1, in which casẽ k n = k n .
For the part (d) we observe that withk n (x, y) = n j=1 g j (x)h j (y)f (y), we have |k n (x, y)| ≤ s(x, y) for all n and every (x, y). From the fact that s ∈ L 1 (ν ⊗ µ) we obtain that s(x, ·) ∈ L 1 (µ) for a.e x. Then (d) is obtained from Lebesgue dominated convergence theorem.
Remark 3.2. We observe that the condition of finiteness of the measures in the lemma above is crucial to obtain k = k(x, y) ∈ L 1 (ν ⊗ µ). For instance, let Ω = Ξ = R n , µ = ν be the Lebesgue measure and p = p(·), q = q(·) constant exponents such that 1 ≤ p, q < ∞. Then by using the fact that p ′ > 1, we define k(x, y) :
We can now formulate a characterisation of r-nuclear operators on variable exponent Lebesgue spaces for finite measure spaces. 
< ∞, and such that for all f ∈ L p(·) (µ), we have
Proof. We will assume that r = 1. The case 0 < r < 1 follows by inclusion. Let T be a nuclear operator from
where the sums converge with respect to the L q(·) (ν)-norm. There exist (cf.
[DHHR11], Lemma 3.2.10) two sub-sequences ( g n ) and ( h n ) of (g n ) and (h n ) respectively such that
Now taking into account that the pair (
and by applying Lemma 3.1 (d), it follows that
Conversely, let us assume that there exist sequences
The Lemma 3.1 (d) gives
To prove that
Moreover, γ is well defined and γ ∈ L q(·) (ν) since it is the increasing limit of the
By the monotone convergence theorem we see that γ ∈ L q(·) (ν). Finally, applying the Lebesgue dominated convergence theorem we deduce that
In the sequel we also establish a characterisation of r-nuclear operators for σ-finite measures. In order to get an analogue of the finite measures setting we first generalise Lemma 3.1.
Then the parts (a) and (d) of Lemma 3.1 hold.
Proof. (a) There exist two sequences (Ω k ) k and (Ξ j ) j of disjoint subsets of Ω and Ξ respectively such that k Ω k = Ω, j Ξ j = Ξ and for all j, k
We now consider the respective restricted measure spaces (Ω k , M k , µ k ) and also (Ξ j , M ′ j , ν j ) that we obtain by restricting Ω to Ω k , and Ξ to Ξ j for every k, j, and restricting the functions g n to Ξ j , and h n to Ω k for each n. Then, for all k, j
By Lemma 3.1 (a) it follows that ∞ j=1 g j (x)h j (y) converges absolutely for a.e (x, y) ∈
This proves part (a).
From the part (a) the series We are now ready to give the main result of this section, the extension of Theorem 3.3 to the setting of σ-finite measures.
Theorem 3.5. Let (Ω, M, µ) and (Ξ, M ′ , ν) be σ-finite complete measure spaces.
< ∞, and such that for all f ∈ L p(·) (µ) we have
, then
where λ j (j = 1, 2, . . . ) are the eigenvalues of T on L p(·) (µ) with multiplicities taken into account, and
Proof. For the characterisation it is enough to consider the case r = 1. But that characterisation now follows from the same lines of the proof of Theorem 3.3 by replacing the references to part (d) of Lemma 3.1 by part (d) of Lemma 3.4. On the other hand, since p + < ∞ the metric approximation property holds and the trace is well defined. If T is r-nuclear with r ≤ 2 3 on L p(·) (µ), the GrothendieckLidskii formula for the trace follows from the aforementioned Grothendieck's theorem in the introduction. We observe that by definition (1.1) we can use the sequences g n , h n to calculate the trace, which gives Tr(T ) = ∞ n=1 g n , h n . Moreover, the kernel
g n (x)h n (y) is well defined on the diagonal since for p(·) = q(·), we have
is finite for a.e. x and
completing the proof.
Nuclearity on L p(·) of operators on the torus
In practice the application of the concept of nuclearity requires an underlying discrete analysis. A source of problems where this situation arises in a natural way is the analysis of operators on compact Lie groups due to the discreteness of the unitary dual. More generally, a discrete Fourier analysis can be associated to a compact manifold as well as a notion of global symbol as developed in [DR14a] , [DR14d] .
In this section we apply the concept of r-nuclearity on variable exponent Lebesgue spaces to the study of periodic operators on R n which we can realise as operators on the torus T n , and we point out that all the results in this section have suitable extensions to the setting of compact Lie groups. Recent results on the nuclearity on Lebesgue spaces on compact Lie groups and Grothendieck-Lidskii formulae have been obtained in [DR14c] . We first recall some notations and definitions for the Fourier analysis on the torus and the toroidal quantization. The toroidal quantization has been analysed extensively in [RT10b] and [RT09, RT10a] , following the initial analysis in [RT07] .
We denote the n-dimensional torus by T n = R n /Z n . Its unitary dual can be described as T n ≃ Z n , and the collection {ξ k (x) = e 2πix·k } k∈Z n is an orthonormal basis of L 2 (T n ).
Definition 4.1. Let us denote by S(Z n ) the space of rapidly decaying functions φ :
holds for all ξ ∈ Z n . The topology on S(Z n ) is defined by the seminorms p k , where k ∈ N 0 and p k (ϕ) = sup
In order to define the class of symbols that we will use, let us recall the definition of the Fourier transform on the torus for a function f in C ∞ (T n ) given by
One can prove that
is a continuous bijection. The reconstruction formula of f in the form of a discrete integral or sum over the dual group Z n is the Fourier series
A corresponding operator is associated to a symbol σ(x, ξ) which will be called a periodic pseudo-differential operator or the operator given by the toroidal quantization:
which can also be written as
We refer to [RT10b] for an extensive analysis of such toroidal quantization. In the rest of this section we will consider T n endowed with the Borel σ-algebra and the Lebesgue measure so that we will just write P(T n ) to denote the corresponding class of variable exponents.
Theorem 4.2. Let p(·) ∈ P(T n ) and 0 < r ≤ 1. Let σ(x, ξ) be a symbol such that
where λ j (j = 1, 2, . . . ) are the eigenvalues of T σ on L p(·) (T n ) with multiplicities taken into account.
Proof. We observe that for a pseudo-differential operator T σ of the form (4.2) its kernel can be formally written in the form k(x, y) = ξ∈Z n e 2πi(x−y)·ξ σ(x, ξ).
We write g ξ (x) = e 2πix·ξ σ(x, ξ), h ξ (y) = e −2πiy·ξ . Now, h ξ (·) L q(·) = 1 L q(·) < ∞ since the measure is finite. Hence
for all q(·) ∈ P(T n ). An application of Theorem 3.5 yields the r-nuclearity of T σ from L p(·) to L q(·) for all q(·) ∈ P(T n ). The formula for the trace also follows from Theorem 3.5 since g ξ (x)h ξ (x) = σ(x, ξ).
As an application, we will consider the composition of a multiplication operator with a multiplier (an operator with symbol depending only on ξ) on the torus T n . Given a measurable function α on T n , we take the symbols α(x) and σ(ξ), the corresponding multiplication is the operator denoted by αT σ given by αT σ f = ασ(D)f on T n .
Corollary 4.3. Let p(·) ∈ P(T n ). Let 0 < r ≤ 1, α ∈ L p ′ (·) , and let σ(ξ) be a symbol such that ξ∈Z n |σ(ξ)| r < ∞.
Then αT σ is r-nuclear from L p(·) to L q(·) for all q(·) ∈ P(T n ). If additionally p + < ∞, r ≤ 2 3
, and q(·) = p(·), then αT σ is r-nuclear on L(L p(·) (T n )) and
where λ j (j = 1, 2, . . . ) are the eigenvalues of αT σ with multiplicities taken into account.
Proof. Note that α(·)σ(ξ) 
