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Abstract
The Bunimovich stadium is a chaotic dynamical system in which a single particle, known as a billiard, moves
indefinitely within a barrier without loss of momentum. Mathematicians and physicists have been interested
in its properties since it was discovered to be chaotic in the 1970’s [5] [3] [4]. The Bunimovich stadium is
actively researched [9]. This thesis and its accompanying software, the Bunimovich Stadia Evolution Viewer
(BSEV), present a novel visual representation of the the chaotic dynamical system. The goal for the software
is to provide insights into the stadium’s properties to aid researchers. This tool allows one to visualize the
system’s evolution and see how sets of close billiard trajectories diverge over time. Current tools only provide
views of the billiard moving within the boundary. This tool provides a view of the system in terms of the
set of all possible collisions, known as the collision space. The collision space of the Bunimovich stadium
is equivalent to a cylinder and the new tool presents the visualizations on the cylinder. This view shows
the evolution of nearby billiard trajectories in the collision space. Such visualizations may provide insights
into an important aspect of the stadium’s chaos, its sensitivity to initial conditions. The BSEV allows users
to supply initial conditions for the system and generate images showing the system’s evolution with those
inputs. These images specifically aid in visualizing the system’s sensitive dependence. Other viewers do not
provide the ability to visualize the system in this way making it difficult for them to provide insights into
the chaotic nature of the stadium. The BSEV does not have these limitations and can provide new insights





The goal of this thesis is to produce a tool, in the form of software, which provides a novel way of visualizing
the evolution of a dynamical system called the Bunimovich stadium billiard. The Bunimovich stadium
consists of a single particle, called a billiard, bouncing within a boundary without loss of momentum. The
boundary is shown in Figure 1.1.
Figure 1.1: The Bunimovich stadium billiard
When the billiard encounters the boundary it bounces off with its angle of reflection equal to its angle of
incidence. Our goal is to produce a tool which enables visualization of the system’s evolution. Specifically
we seek to visualize how slight changes to the starting conditions of the billiard affect its trajectory and
where such changes have a greater effect. For an illustration of this concept consider Figure 1.2.
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Figure 1.2: Slightly changing the initial conditions of a billiard can greatly affect its trajectory
If the billiard starts at the initial condition labeledA0 and aims towardA1 it will take the pathA0, A1, A2, A3,-
A4, ... as shown in Figure 1.2. However, if the billiard starts with the slightly different initial condition labeled
B0 and aims toward B1 then it will take the path B0, B1, B2, B3, B4, ... . Note that the trajectories of the
two billiards are very different despite only having a slight difference in their initial conditions. Some ques-
tions arise: how can we visualize the difference in these trajectories are and how “fast” are these trajectories
becoming “different”? If we consider the collisions as points in a space that describe where a collision occurs
and where the next collision will be, then we can view how the sequences of collisions differ using the tool
developed for this thesis. Considering collisions as points is traditional in the study of billiards [5].
Page 11
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Figure 1.3: The trajectories from Figure 1.2 where the collisions are viewed as points in a space
Shown in Figure 1.3 are the same trajectories in Figure 1.2 except the collisions are viewed as points in
a space. When viewing the collisions in this manner we can see how the trajectories are “different” in a new
way. With this view we can see how “far” apart the trajectories have become by observing the length of the
line segment connecting them. As the billiard’s two trajectories become more “different” in Figure 1.2 the
length of the line segment in Figure 1.3 becomes larger. This helps us see how a slight change in the initial
conditions of the billiard changes the trajectory. Knowing this we can now ask: how we can visualize the
speed at which the two trajectories diverge? To answer this question consider Figure 1.4 where the difference
of the paths C0, C1, C2, ... and D0, D1, D2, ... is small. In contrast with Figure 1.2, the paths remain “close”
and don’t diverge, so we say the divergence exhibited in Figure 1.2 is greater than that in Figure 1.4. If we
view the collisions in Figure 1.4 as points in a space we get the images in Figure 1.5. When we introduce
the mathematical preliminaries for this thesis our discussion will be more formal. For now we can think of a
measure of the divergence of close initial conditions in terms of the how fast the lengths of the line segments
Page 12
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in Figures 1.3 and 1.5 grow.
Figure 1.4: Example where two billiard paths stay close
As mentioned before, the goal of this thesis is to produce a tool that enables a novel visualization of the
Bunimovich stadium billiard’s evolution. The images in Figures 1.3 and 1.5 allow changes in trajectories to
be visualized more easily than those in Figures 1.2 and 1.4. To get a better visualization it would be useful
see the trajectories of more than two initially “close” billiards in the same way as provided in Figures 1.3
and 1.5. The tool created to achieve our goal is called the Bunimvich Stadia Evolution Viewer (BSEV) and
it provides the ability to observe the evolution of many nearby initial conditions. This allows one to see
how trajectories diverge and where their divergence is greater. Images produced by this software and its use
are described in Chapter 5 and the software can be freely downloaded via Github from the following URL:
https://github.com/shoemarw/BunimovichStadium
Page 13
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Figure 1.5: Example where two billiard paths stay close with collisions as points in a space
Current visualization tools exist for the Bunimovich stadium such as those of [2] and [10]. Both of these
tools show billiards moving within the boundary and do not allow for the visualization of collisions as in the
previous figures. However, this has the advantage of allowing us to visualize the billiards’ trajectories between
collisions. As a result some interesting behavior can be observed. For instance, using the tool from [10] one
can see how billiards with initially close initial conditions become uniformly distributed throughout the
stadium. This behavior can be seen in Figures 1.6 and 1.7, which contains an image of the tool from [10].
Notice that this tool does not make it easy to see the evolving relationship of paths with initially close
billiards. After a few bounces it is hard to keep track of which billiards started out closer and which didn’t.
These tools are discussed in Chapter 3. The BSEV software can produce images where the collisions are
viewed as points in a space, as in Figures 1.3 and 1.5. This means that if two billiards started out adjacent
to one another the points corresponding to them in the space will be connected with a line. Therefore we
can keep track of which billiards started closer to one another. We discuss the use of the improved viewer
for visualizing this behavior in Chapter 5.
The Bunimovich stadium billiard is a famous mathematical object and has been studied for decades.
Mathematicians and physicists are particularly interested in the behavior of this system because it is known
to be chaotic. A careful discussion of billiard behavior is covered in Chapter 2. Since the stadium was
discovered to be chaotic it has attracted a great deal of attention and is still an active area of research [9].
The BSEV software will help researchers because it allows one to visualize how the system evolves under
Page 14
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Figure 1.6: An image of an existing visualization tool for the Bunimovich stadium. Several billiards start
their trajectories close together
Figure 1.7: The billiards which started out close in Figure 1.6 end up approximately uniformly distributed
within the boundary
slight variations of its input. Visualizing the system’s evolution in this novel way could provide insights for
researchers seeking to understand this chaotic system.
In the next chapter we will discuss the mathematical ideas necessary for understanding this work and the
Bunimovich stadium. In Chapter 3 we discuss current visualization tools for the stadium. In Chapter 4, the
software that accomplishes the goal of this thesis is presented. This software is called the “Bunimovich Stadia
Evolution Viewer.” In Chapter 4 we also discuss the development of the software along with its properties.
In Chapter 5 we discuss some results and the novel insights provided by the BSEV. In Chapter 6 we discuss




This chapter provides an introduction to the topic of dynamical systems, chaotic billiards, and specifically the
Bunimovich stadium billiard. It is meant to familiarize the reader with the topics necessary to understand
the work presented in this thesis and better understand its goal. The goal of this work is to develop a novel
visualization tool for the Bunimovich stadium. Current visual presentations of the system make it difficult
to see certain aspects of the systems evolution [10] [2]. The software developed in conjunction with this
thesis, the Bunimovich Stadia Evolution Viewer (BSEV), aims to ameliorate this issue. To help the reader
understand this goal we nust introduce the mathematical ideas key to understanding it.
2.1 Billiards and Dynamical Systems
A Bunimovich stadium is a rectangle with semi-circles capping each end, as shown in Figure 2.1. Inside
this boundary, we will assume that a point particle travels in straight paths with a velocity of constant
magnitude, meaning that its speed remains unchanged. The particle, known as a billiard, moves within the
boundary indefinitely without friction acting on it. When the billiard encounters the boundary it bounces
back with an angle of reflection equal to its angle of incidence as indicated in Figure 2.1.
During any collision, only the direction of the velocity of the billiard is changed. As stated in Chaotic
Billiards [5], the Bunimovich stadium billiard was introduced by the Mathematician Leonid Bunimovich
in 1974 [3]. The stadium is a special case of a more general class of dynamical systems called chaotic
billiards first presented by Y. G. Sinai in 1970 [11]. The stadium billiard has parameters ` and r as shown
in Figure 2.2. We define ` as half the length of one of the flat sides and r as the radius of one of the caps.
We let λ = 2`r and usually refer to λ as characterizing a particular Bunimovich stadium billiard table. In
this work we adopt the convention of setting r = 1 so that λ = 2`, thus making λ the length of one of the
16
Modeling the Bunimovich Stadium Shoemaker
Figure 2.1: The angle of incidence (in grey) and angle of reflection (in blue) are equal in a Bunimovich
stadium billiard system
flat sides. Setting r = 1 does not change the dynamics of the system; we discuss dynamics below.
Figure 2.2: The parameters r and ` in a Bunimovich stadium billiard
Informally, a dynamical system is an iterated, or repeated, process which occurs over time. For the
Bunimovich stadium system the associated iterated process is the continuous collision of the billiard against
the boundary. The rules governing iterated processes are referred to as the dynamics. The phase space
of a dynamical system is the set of all possible states that the system can be in. For example, if the system
of concern consisted of only two coins, a possible state of the system could be the first coin facing heads
up and the second facing tails up, this can be represented by (H,T ). In this example the set of all possible
states is {(H,H), (H,T ), (T,H), (T, T )}. For the Bunimovich stadium system the phase space is the set of all
possible ordered pairs where the first and second coordinates are the position and the direction of the billiard
respectively. We assumed earlier that the speed, or magnitude of the velocity, is constant. Therefore only
the direction of motion is important. Therefore an element of the phase space is an ordered pair, denoted
by (q, v̂), consisting of a position within the billiard table q and the direction at that instant v̂. Thus, the
phase space Ω is the set of all these ordered pairs.
Billiard systems, for the purposes of this work, are a class of dynamical systems in which a billiard moves
within some closed boundary consisting of some combination of lines and curves connected end to end. The
area within the boundary along with the boundary itself is known as the “billiard table” and it is denoted1
D. The boundary is denoted ∂D. The dynamics, or billiard motion, of billiard systems can be described
1We shall note here that we adopt the notation from Chaotic Billiards [5]. This notation is typical of research concerning
billiard systems.
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by a function. This function takes two inputs: a position-velocity pair (q, v̂) and a time, t, represented by a
real number. The output is a new position-velocity pair. This pair represents the position and velocity of
the particle after the time t. These functions are called flows and are usually denoted Φt for a given time
t. To formally describe Φt we write Φt : Ω → Ω, which means that Φt takes an element of Ω and maps it
to, or associates it with, an element of Ω. This is a formal way of saying that Φt takes a billiard moving
within the table as input. It then tells us where the billiard will be and its direction after a specified amount
of time t. We let q(t) denote the position of a particular billiard at time t and v̂(t) denote the velocity at
that time. For a particular billiard with an initial state (q0, v0) we can write Φ
t((q0, v0)) = (q(t), v(t)) with
Φ0((q0, v0)) = (q(0), v(0)) = (q0, v0); this means that at time t = 0 the function Φ outputs the initial state.
Later we shall introduce the discrete analog of Φt which only considers collisions.
2.2 The Behavior of Dynamical Systems
2.2.1 Sensitivity to Initial Conditions
Recall the goal of this work is to present a novel visual representation of the the evolution of the Bunimovich
stadium billiard. Our model specifically aims to provide a visualization which aides in observing how and
where the system is sensitivite to initial conditions. We now describe this property of dynamical systems. A
dynamical system such as a billiard system can be chaotic which, in this context, has a very precise meaning.
Chaos in these systems can be thought of as the general difficulty of precisely predicting any future state of
the billiard system given an initial position and velocity. To understand why such a difficulty arises consider
the billiard table in Figure 2.3. In what follows we discuss the properties a dynamical system must have in
order to be called chaotic. These properties are sensitivity to initial conditions, density of periodic orbits,
and transitivity.
Figure 2.3: A billiard table.
In Figure 2.3, we have a square billiard table that contains two circles. Billiards moving within this
system can bounce off of the sides of the square or the perimeter of either circle. Figure 2.4 shows two
possible billiard paths with the same starting position and slightly different directions. The first billiard
starts at the point labeled A in Figure 2.4 traveling in such a direction so that it strikes the smaller circle at
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point B. It then continues on, striking the larger circle and, finally, it hits the boundary at point D. For the
second path, a billiard starts at point A aiming in almost the same direction as before, but this time striking
the smaller circle at point C. This billiard would eventually reach point E after striking the larger circle.
Figure 2.4: Two possible paths of a billiard in the table from Figure 2.3.
Notice that in Figure 2.4 it looks as if both billiards have collided with the smaller circle at the same
location. In Figure 2.5 we have the same billiard table and billiard paths as Figure 2.4 except we have
zoomed in near points B and C to show that they are not the same.
Figure 2.5: This is the same image as Figure 2.4 except zoomed in around points B and C.
Notice that the billiard paths shown in Figures 2.4 and 2.5 start at the same position, A, with only a
barely noticeable difference in direction as shown in Figure 2.5. Of interest here is that they have ended up
in very different locations after bouncing off the larger circle. Indeed, if one were to witness their motion
just after their collisions with points D and E, one would be unable to predict easily that they started in
almost the same state. The behavior exhibited above is called sensitivity to initial conditions, and it is
related to the previously mentioned difficulty of predicting the future state of a chaotic dynamical system.
The goal of this research is to enable the visualization of sensitive dependence in the Bunimovich stadium
billiard. We must note that sensitivity to initial conditions is not equivalent to chaos; it is only one of the
requisite behaviors for a dynamical system to be labeled chaotic.
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2.2.2 Orbits and Density
Another requisite behavior for chaos in dynamical systems and in particular, billiards, concerns the idea of
periodic orbits. Before discussing periodic orbits we must first discuss trajectories. The trajectory of a
billiard is the path it takes from its initial starting point onward. Since the billiard moves indefinitely, the
trajectory goes on indefinitely. A trajectory is composed of links [5]. A link is the line segment connecting
any two successive collisions of a billiard with the boundary ∂D. This can be seen in Figure 2.6. Thus a
Figure 2.6: Part of a trajectory with 3 links. The links are labeled u,v, and w.
trajectory can be represented as a sequence of consecutive links.
Dynamical systems can be simplified to make them “easier” to study. The key here is to note that
each link can be identified with the collision preceding it. Notice that for each link there is exactly one
collision preceding it and for each collision there is exactly one link after it. This yields a natural one-to-one
correspondence between links and collisions. In order to properly identify a collision with a link, we need to
keep track of more than the position where the collision takes place; we must also keep track of the direction
of the billiard after the collision; this value is the direction of the post-collision velocity. Let s denote the
position on the boundary ∂D where the collision takes place and let ψ denote the direction. This yields a
position-direction ordered pair (s, ψ); an example of this pair can be seen in Figure 2.7. Formally, ψ is the
Figure 2.7: A position-direction ordered pair on a side (s, ψ).
counter-clockwise measured angle between the post-collision velocity and the line tangent to the boundary
∂D at the point of collision s. Notice that in Figure 2.7 s is on a flat side of the stadium, so the tangent line
coincides with the flat side. When s is on a cap we measure ψ as seen in Figure 2.8. We call the set of all
such pairs the collision space and denote it as M. Recall that the trajectory is the sequence of consecutive
links. Therefore, associated with each possible billiard trajectory is a sequence of collisions because each
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Figure 2.8: A position-direction ordered pair on a cap (s, ψ).
collision corresponds to a link. Now we can discuss orbits and periodic orbits.
An orbit, in the context of billiard systems and, in particular, of the Bunimovich stadium, is the sequence
of collisions with the boundary ∂D in the order in which they occur. As previously mentioned, this sequence
of collisions corresponds to a billiard trajectory. One can think of the billiard starting its motion and then
colliding with point A on the boundary, bouncing off, and then colliding with another point B on the
boundary. The billiard could then collide with point C and so forth. This is illustrated in Figure 2.9.
Figure 2.9: An example showing part of an orbit
The orbit would then be A,B,C, .... Recall earlier that each collision is associated with a position-direction
pair (s, ψ). Thus the points A,B, and C are actually position-direction pairs. The periodic orbit would
be the part of a sequence that repeats itself.
Figure 2.10: An example of a periodic orbit
For a simple example think about a billiard that starts at point A in Figure 2.10. This time, lets say it
bounces straight across so that its angle incidence and reflection are equal to π2 , then lets call the point on
the boundary where it collides on the opposite side point D. The orbit of this billiard would then be AD
because it would bounce back and forth between the points A and D indefinitely. The periodic orbit, or
the orbit which repeats, would be A,D, and we call A and D the periodic points. Periodic points are
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important in the study of dynamical systems. However, before we can discuss how periodic points relate to
chaotic behavior we must introduce a new concept, density.
We say that for a dynamical system to be called chaotic the set of periodic points must be dense in the
phase space. In the context of billiards this translates as: the set of periodic points must be dense in the
collision spaceM. The later can then be interpreted as: given any position-direction pair p inM, p is either
a point on a periodic orbit or there is a periodic point “arbitrarily close” to p. We must now discuss what
is meant by “arbitrarily close”.
In the context of billiards we say that the periodic points are dense in the collision space M precisely
when given any p ∈ M and any ε > 0 we can find a periodic point qε ∈ M with the distance between p
and qε less than ε. Notice that if p is a periodic point we can set qε = p and the distance between the two
points would be 0, which is less than ε, thus satisfying the condition. If the above condition is satisfied, we
would then be justified in saying that p has a periodic point “arbitrarily close” to it. To make this notion
precise we must define what is meant by “the distance between two collision points,” however we shall put
off this discussion until we formally develop the collision spaceM in section 1.3.3. For now we shall think of
collision points as being “close” when they are close in both position and direction. For an example consider
the position-direction pair labeled J in Figure 2.11.
Figure 2.11: A position-direction pair in the collision space M
An example of a “close” periodic point in the collision spaceM is the point labeled E in Figure 2.12, in this
image we can see that E is a periodic point.
Figure 2.12: E is a periodic point.
If we zoom into Figure 2.12, as shown in Figure 2.13, we can see that indeed the two points are “close” in
both position and direction. They are close in position because they hit the boundary ∂D at almost the
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same point. They are also close in direction because they leave ∂D going in almost the same direction. We
shall make this notion more precise in section 1.3.3 during our development of M.
Figure 2.13: Zooming into Figure 2.12 reveals that E is “close” to J.
If any point in the phase space is either a periodic point or is “arbitrarily close” to a periodic point, then
the density condition is met. So the density condition is met if given any collision point p, p is a periodic
point or given any positive distance ε we can find a periodic point qε where the distance between p and qε is
less than ε. We formally state this as
Definition 2.1. For every p ∈ M and for every ε > 0 there is a periodic point q such that d(p, q) < ε.
Where d(p, q) denotes the distance between p and q, which will be defined in Section 2.3.3.
We must note that having sensitivity to initial conditions and periodic points dense in the phase space is
still not sufficient for a dynamical system to be chaotic. There is one more condition that needs to be met
for the label of chaos to be bestowed upon a dynamical system, including billiards.
2.2.3 Transitivity and Chaos
The final condition is called transitivity. The idea of transitivity in a billiard system can be stated as
follows2. Given any two points in the collision space, we can always find a third point which orbits as “close”
as we like to both of the other points. The orbit of the third point would contain two points in the collision
spaceM that come “arbitrarily close” to the original two points respectively. So we define Transitivity as
Definition 2.2. For every p, q ∈ M and ε > 0 there is an r ∈ M that contains points p′, q′ in its orbit,
where d(p, p′) < ε and d(q, q′) < ε. Where d(p, p′) denotes the distance between p and p′, which we shall
formally define in 2.3.3.
2Another definition of transitivity uses open sets: For every pair of open sets U V in the phase space, there exists x ∈ U
and n ∈ Z+ such that Fn(x) ∈ V . This definition is used in [1]. We avoid this definition because we have no need of defining
opens sets, so instead we use the definition stated above.
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Figure 2.14: Two points, AB and DE in the collision space.
For example, suppose we are given the collision points in Figure 2.14. The first collision-point AB starts
at the location on the boundary ∂D labeled A and goes toward the location labeled B. The second collision-
point DE starts at the location labeled D and goes toward the location labeled E. When given two such
points in a transitive dynamical system there is always a third point whose orbit comes arbitrarily “close”
to the original two points respectively; in Figure 2.15 we can see an example of such a point. The collision-
point AC starts at location A with a direction very close to that of AB. The billiard traveling along the
link corresponding to AC then collides with ∂D at location C and then collides with it again at location D,
where it has a direction close to that of DE; the billiard finally collides with location F . From Figure 2.15
we can see that the orbit of AC comes “close” to the collision points corresponding to AB and DE. So for
a particular ε > 0 in the definition of transitivity the point AC has the points AC and DE in its orbit that
are within ε distance of AB and DE respectively. For the billiard system to be transitive we would need to
be able to find such points for any given pair of points and any ε.
Figure 2.15: Example of transitivity
We now have defined the concepts necessary to define a chaotic dynamical system. While chaos does
not have a definition which is universally agreed upon, the one we provide is generally accepted. Following
Devaney [6] we define a chaotic dynamical system as follows:
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Definition 2.3. A dynamical system is chaotic if it has the following properties:
(1) Sensitivity to initial conditions.
(2) The set of periodic points is dense in the phase space.
(3) The system is transitive.
As mentioned before, this is not the only definition of chaos that is used in the field of Dynamical Systems.
There is another definition which only uses the last two properties. In fact, if the function describing the
dynamics is continuous, the last two properties imply sensitive dependence [1]. For the Bunimovich stadium
billiard, the function describing the dynamics turns out to be continuous and we discuss this fact Section 2.4.
Since we have introduced the properties which define chaos we can turn our discussion toward chaotic
billiards.
2.3 Chaotic Billiards
2.3.1 The components of ∂D
When billiard systems are discussed it is useful to be able to describe certain properties of the pieces that
make up the boundary ∂D. For billiard systems it is assumed that ∂D consists of a finite number of pieces
such as lines, curves, and segments of circles. Suppose there are n such pieces, we denote each piece Γi for
i ≤ n and refer to it as a wall. For instance, in the Bunimovich stadium we label the right cap Γ1, the top
side Γ2, the left cap Γ3 and the bottom side Γ4. Then the boundary ∂D results from the juxtaposition of
the walls appropriately as in Figure 2.16.
Figure 2.16: The walls of the stadium billiard.
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Definition 2.4. The walls Γi of billiard tables are classified in the following way [5]:
1. A given Γi is flat if it is a line segment.
2. A given Γi is focusing if the curve is convex to the interior.
3. A given Γi is dispersing if the curve is concave to the interior.
Figure 2.17: Example of focusing (left), flat (top and bottom), and dispersing (right) walls.
An example of a dispersing wall can be seen in the billiard table in Figure 2.17. The curve on the
right is dispersing because billiards moving in the table only strike the part that is concave to the interior.
Dispersing walls are named this way because when close billiards hit this kind of wall they are dispersed.
The walls making up the top and bottom of the billiard table in Figure 2.17 are examples of flat walls.
Examples of focusing walls are the caps of the Bunimovich stadium. They are focusing because a billiard
can only strike the inside of the circle and thus become ‘focused’ inward. If each wall of a billiard table
is dispersing, the table is referred to as dispersing or everywhere dispersing. In 1970 Yakov G. Sinai
showed that dispersing billiards are chaotic[11]. Billiard tables that have no dispersing walls are called
nowhere dispersing or focusing tables. For a period after Y. G. Sinai showed that dispersing billiards
were chaotic, they were the only known class of chaotic billiards [5]. In 1974 Lenoid Bunimovich, a student
of Y. G. Sinai, came up with a set of billiard systems that contained only flat and focusing walls. He showed
that billiards of this type were chaotic in [3] and they came to be known as Bunimovich billiards. It was
a very surprising result because it was previously thought that only systems with dispersing components
were chaotic [5]. The Bunimovich stadium is a type of Bunimovich billiard so L. A. Bunimovich’s proof also
yielded the surprising result that the stadium is also chaotic [4]. It can be shown that billiard tables made
of only polygons, circles, or ellipses are not chaotic. Notice that the stadium billiard becomes a circle when
the lengths of the flat walls are zero. As long as the flat walls are not zero, or even very small, the system
is chaotic. When the length of the flat walls becomes zero the system is no longer chaotic because circular
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tables aren’t chaotic. The fact that this simple system can exhibit chaotic behavior is a leading reason why
it became popular among mathematicians and physicists after Bunimovich’s publications in 1974 and 1979
[5].
2.3.2 Quantifying Sensitive Dependence
One of the most important aspects of the systems’s chaos, it terms of this work, concerns sensitivity to
initial conditions. When discussing chaotic dynamical systems it is useful to quantify this behavior to
precisely describe the sensitivity. The value associated with this quantification is called a Lyapunov exponent.
Lyapunov exponents are a measure of how quickly trajectories diverge, or grow apart, over a large period
of time. The Lyapunov exponents associated with a point in the phase space measure how fast nearby
trajectories diverge. For example recall Figure 2.4 on page 19 and consider the point representing the
position-direction pair starting at position A and ending up at position D. If we look at “nearby” position-
direction pairs we can see that their trajectories diverge quickly. For instance, observe the pair starting
at position A and ending up at position E. After 3 collisions the resulting pairs are distant because they
differ in position and direction. So we can imagine that over a large period of time the trajectories would
be vastly different. The Lyapunov exponents for this point would be large. If Lyapunov exponents measure
how quick trajectories diverge over long time scales, what about when they are zero? When the Lyapunov
exponents are zero this indicates that the divergence is very slow for long periods of time. When a point
in the phase space of a dynamical system has non-zero Lyapunov exponents we say the point is hyperbolic.
Recall that the dynamics of a billiard system describes the motion of a billiard over time. We say that
a billiard system is hyperbolic if almost every point in the phase space is hyperbolic, which means that
the the points that aren’t hyperbolic are negligible; in the sense that the probability of a randomly chosen
point being non-hyperbolic is zero. When Y. G. Sinai showed that everywhere dispersing billiard tables were
chaotic, the hyperbolicity3 of these systems was one of the facts he established [11].
In his 1974 paper, Bunimovich, showed that some “nowhere dispersing” billiards were hyperbolic [3].
Recall that a “nowhere dispersing” billiard table is defined as one where there are no dispersing walls; so the
table only consists of focusing and flat walls. Also recall that the class of billiard tables with only focusing
and flat walls is referred to as Bunimovich billiards and the stadium is a particular instance of this class.
We stated that a dynamical system is hyperbolic if almost every point in its phase space is hyperbolic, so is
the stadium hyperbolic? In the stadium, there are trajectories which are not hyperbolic; these are referred
to as type B trajectories [5]. Specifically, type B trajectories are trajectories that only collide with the flat
3It must be noted that there are different classifications of hyperbolic systems: uniformly and non-uniformly hyperbolic
systems. In this text when we use the term hyperbolic, we mean non-uniformly hyperbolic. The distinction is beyond the scope
of this work. For more information we direct the reader to [5].
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boundary components, for an example refer to Figure 2.10. It turns out that if the probability of choosing a
point with a type B trajectory is zero then the system is hyperbolic [5]; this condition is met by the stadium
billiard [5].
2.3.3 The Collision Space M
Recall that the collision spaceM of a Bunimovich stadium is the set of all position-direction ordered pairs
(s, ψ). We now provide a careful definition of ψ. First we must describe the inward normal and tangent
vectors of a billiard table.
Figure 2.18: The normal N̂ and tangent T̂ to a point on ∂D
For each point on the boundary of the Bunimovich table there is an inward normal vector. For a point
on one of the flat walls, the inward normal vector associated with that point is perpendicular to the wall
and points toward the inside of the table. For a point on one of the focusing walls, the associated inward
normal points toward the center of the semi-circle as shown in Figure 2.18. The tangent vector for any
point on the boundary ∂D is perpendicular to the associated inward normal; in addition, as we travel around
∂D in a counter-clockwise direction, the tangent always points in the direction we are traveling as seen in
Figure 2.18. Notice that when the collision point is on a flat side of the stadium the tangent coincides with
that side.
Figure 2.19: The tangent T̂ and ψ
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The variable ψ is the angle measured counter-clockwise between the tangent and the post-collision velocity
vector of the billiard; this relationship is shown in Figure 2.19. This gives the following range for ψ:
0 ≤ ψ ≤ π.
Figure 2.20: The inward normal N̂ with ϕ and ψ
Traditionally, in billiard literature, ϕ = π2 − ψ is used to indicate the direction of a billiard, as in
Figure 2.20. The variable ϕ is the angle between the post-collision velocity vector and the inward normal;
it is in the range −π2 ≤ ϕ ≤
π
2 . s is the position on the boundary ∂D where the collision has occurred and
is usually measured in terms of the arclength of ∂D. Notice that this makes s a cyclic variable because it
ranges from 0 to the total arclength of ∂D and 0 is identified with this total arclength. The situation is the
same when measuring the polar angle of a circle. With this in mind, we define θ. In this paper we shall
use θ to indicate the position of a collision on the boundary ∂D and define it with the range 0 ≤ θ ≤ 2π.
The variable θ is the polar angle measured from the positive x-axis, with the origin being the center of the
stadium. Figure 2.21 shows θ at selected values on the boundary ∂D. By defining θ and ϕ, we can now
describe the collision space M as the set of all ordered pairs of the form (θ, ϕ).
Figure 2.21: The inward normal N̂ with ϕ and ψ
Since we have identified points in the collision space M with pairs of the form (θ, ϕ), we can now define
distance inM. Recall that in Sections 2.2.2 and 2.2.3 when we discussed density and transitivity we put off
defining the distance between two points in the collision space M.
Definition 2.5. We can now define the distance function, or metric, d for the collision space M. Let p, q
be collision points where p = (θp, ϕp) and q = (θq, ϕq) then we define the distance between p and q to be
d(p, q) = min
{√
(θp − θq)2 + (ϕp − ϕq)2,
√
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We must take the minimum of these three values because θ is cyclic. We shall discuss this further below.
Figure 2.22: The collision space M
If we view the collision space M in the plane we get the representation in Figure 2.22. Notice that for
this representation to be valid the lines θ = 0 and θ = 2π must correspond, or be identified with one another,
since θ is cyclic. Such an identification can be thought of as “gluing” the lines θ = 0 and θ = 2π; this yields
a cylinder, which is discussed below. We can visualize the distances measured by our metric d between two
points p and q, as shown in Figure 2.23; this distance corresponds to the euclidian distance and is the first
term inside the min function in the definition of d. The second term accounts for the occasion occurring in
Figure 2.24. In Figure 2.24 the distance between p and q is actually the sum of the two blue lines because
θ is cyclic. We refer to the second distance as the wrap around distance, the actual distance between
two points is just minimum between the euclidian and wrap around distances. Since we have defined the
collision space M and its metric d we may now discuss visual representations of M.
Figure 2.23: The metric d for the collision space M
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Figure 2.24: The metric d for the collision space M with “wrapping”
Representations of the Collision Space
In a cylindrical coordinate system a triple (r, θ′, z) corresponds to a point in three-dimensional space where
the radius r is the distance from the origin, θ′ is the polar angle, and z is the coordinate for the z-axis.
Now consider the points of the form (1, θ, ϕ) using the definitions of θ and ϕ above. This corresponds to
the surface of a cylinder, omitting its flat sides, with radius one centered at the origin. Notice that the
points on this cylinder are in a one-to-one correspondence with the points in the collision space M, and
since the lines θ = 0 and θ = 2π are glued together we can view M as a cylinder. Formally, we say that M
is topologically equivalent to a cylinder. The cylinder representation of M is shown in Figure 2.25.
Figure 2.25: The cylinder representation of the collision space M
As previously indicated, the goal of this work is to create a novel visualization of the evolution of the
Bunimovich stadium system. The Bunimovich Stadia Evolution Viewer, the software which generates the
visualization, uses the cylindrical representation. Because it is difficult to see a three dimensional object
in the two dimensions of a computer screen we use the version of the cylinder depicted in Figure 2.22.
There is another way to view the collision space M. Remember that in a spherical coordinate system a
triple (r, θ′, ϕ′) corresponds to points in three dimensional space as in Figure 2.26.
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Figure 2.26: A Spherical Coordinate System. This images is courtesy of [7]
Now consider points of the form (1, θ, ϕ + π2 ) with θ and ϕ defined as usual; notice that each of these
ordered triples corresponds to a point on a sphere of radius 1. In this representation θ gives the longitude
and ϕ+ π2 , which is ψ above, gives the latitude of a point on the sphere. In other words, we can think ofM
as the surface of a sphere4. Notice that we have allowed ϕ to obtain the values −π2 and
π
2 so that the poles
of the sphere are included. A billiard corresponding to a point in the collision space with one of these values
has a direction equal to the direction of the tangent5 of its location on the boundary ∂D. A billiard having
a post-collision direction equal to that of its tangent is equivalent to the billiard “riding” or “skirting” the
side indefinitely. Such a situation can’t naturally occur in the stadium; for if a billiard had a post-collision
direction of −π2 or
π






situation can only occur if a billiard’s initial state specifies that ϕ = −π2 or ϕ =
π
2 . We let M
′ denote the
collision space with all such collision points in addition to the regular collision space M and call this the
spherical representation. The reason we allow this possibility is because M′ is topologically equivalent
to the sphere (see the definition of topologically equivalent below). If we did not allow ϕ to take on −π2 or
π
2 then M’ is simply M, which is topologically equivalent to a cylinder.
Definition 2.6. When we say two spaces are “topologically equivalent” we mean two things:
(1) There is a one-to-one correspondence between the points in the two spaces, and
(2) If two points are close in one space then their corresponding points are close in the other space. In
the stadium we mean close in the sense of the metric d.
4This idea is due to a reader of this thesis, Bryce Weaver.
5Or the negative of the tangent.
6This is a consequence of requiring the angle of reflection to be equal to the angle of incidence.
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The motivation of desiringM to be equivalent to the sphere is because the sphere is compact, meaning,
it is topologically closed and bounded. Bounded in this context means that there is a number M > 0 for
which the distance between any point on the sphere and the origin is less than M . In the case of the sphere
corresponding to M’ we can set M to be any number greater than 1 because the sphere has radius 1. To
understand what is meant by “closed” in this context recall that the collision space M is the surface of a
cylinder where the flat sides are missing. In addition, since −π2 < ϕ <
π
2 , the cylinder does not contain
values where ϕ = −π2 or ϕ =
π
2 so the ”rims” of the cylinder are not included either; it is for this reason
that the cylinder is not closed. Consider a ϕ-value near π2 for a collision point in M. Since ϕ must be less
than π2 we can always find a ϕ
′ where ϕ < ϕ′ < π2 . If this situation can’t occur then the resulting space
is closed. We can prevent such a possibility by adding in the “rims”. Specifically, we collapse each rim
to a point and “glue” these points to the deformed cylinder. What results is topologically equivalent to a
sphere. In topology this is referred to as a two point compactification. The motivation of transforming
the cylinder representation M to the spherical representation M’ is that it is “easier” to deal with objects
that are topologically compact. For an example of the benefits of compactness in dynamical systems, we
refer the reader to [12], where compactness is used to prove a bound for the growth rate of periodic orbits
in similar dynamical systems. The Bunimovich Stadia Evolution Viewer software produced in conjunction
with this work also provides visualizations in the spherical representation.
Because we now have a better description of the collision space we define the collision map in the next
section.
2.3.4 The Collision Map F
The collision map F takes a position-velocity pair representing a collision and gives the next collision. In our
discussion of dynamics we defined the flow Φt to be the function that described a billiard system’s dynamics.
That function gave us information about where a billiard was at a given time t. Recall that the associated
phase space Ω was the set of all position velocity pairs. In our discussion of orbits we discussed how there was
a one-to-one correspondence between the trajectory of a billiard, given by Φt, and its sequence of collisions.
This meant that we only needed to consider the collision space M instead of Ω, thus simplifying our study
of the stadium. Just as Φt gave us the location of a billiard given an initial condition and a time t, there is
a function that gives us the next collision of a billiard given an “initial” collision. To formalize this we write
F :M→M. With the representation of M in Figure 2.22 in mind, we can think of F as mapping a point
in this space to another point in this space which represents the subsequent collision. In our discussion of
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chaotic billiards, we referred to systems as hyperbolic when it is actually their map7 that is hyperbolic. One
may be curious if the collision map F is hyperbolic. For any Bunimovich billiard, including the stadium, F
is hyperbolic when almost every trajectory is not a type B trajectory. In our discussion of chaotic billiards
and the quantification of sensitive dependence we defined type B trajectories to be the trajectories that only
collide with the flat boundary components, as in Figure 2.10. It turns out that almost every trajectory is
not a type B trajectory in the stadium, so this system is hyperbolic. In this context almost every point not
being type B means that the probability of randomly choosing a type B point from the collision space is
zero. The probability of choosing a point from a particular subset A of M is the area of A divided by the
area ofM. From Figure 2.22 we can see that the area of the rectangle, and thus the area ofM, is its length
times its width, yielding 2π2. To find the area of the set corresponding to type B trajectories notice that
these trajectories are points of the form (t, 0) where t is any θ-value along a flat wall. These points are all
on the line segment8 ϕ = 0, and the area of this line is 0, thus the probability of selecting a type B point is
0. This means that F is hyperbolic.
As previously stated, the goal of this work is to visualize how nearby trajectories in the stadium diverge
over time. To see how much a certain set of nearby trajectories diverge it would be useful to compute F(θ, ϕ)
for each ordered pair (θ, ϕ) in the set; this is referred to as the image of the set. To be more precise, given a
subset ofM, say S, the image of S is given by F(S) = {F(x) : x ∈ S}; this is the set of all collisions occurring
immediately after each collision in S. By viewing the image of a set S one could see how much divergence
has occurred after one collision. To know where a collision will occur after n bounces, given a starting point
x = (θ, ϕ), we compute the recurring function Fn(x). For example F1(x) = F(x), F2(x) = F(F(x)), etc.
To find the image of a set S ⊂M after n bounces we compute Fn(S) = {Fn(x) : x ∈ S}. For example, let
A be the set corresponding to the ten collision points of Figure 2.27; these correspond to the line segment
in Figure 2.28. F(A) is the set pictured in Figure 2.29. The cylinder view for the points in the set F(A) is
shown in Figure 2.28.
Figure 2.27: The set A of ten collision points in the stadium
7A system can also be established to be hyperbolic based on the flow. Here we only discuss the discrete collision map and
its relation to hyperbolicity.
8Notice that the points in type B trajectories don’t make up the entire line ϕ = 0.
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Figure 2.28: Cylinder representation of the points in A; these correspond to the points in Figure 2.27.
Figure 2.29: The image F(A) of the set of collision points in Figure 2.27
Figure 2.30: Cylinder representation of F(A); these correspond to the points in Figure 2.29.
We can now be more precise about our goal, which is to develop software that computes Fn for a given set
and presents the results graphically in the spherical representation ofM′, in the cylindrical representation of
M, and in the stadium as in Figures 2.27 and 2.29. In fact, the software developed in conjunction with this
project, the Bunimovich Stadia Evolution Viewer, was used to create the images in Figures 2.27, 2.28, 2.29,
and 2.30. Notice that between Figures 2.27 and 2.29 it is difficult to tell where particular billiards end up
in relation to where they started without “tracing” their trajectories; this is the motivation of providing the
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cylinder representation. The cylinder representation allows one to see how billiard paths which are initially
adjacent diverge over time.
In the following section we discuss a property of F which has important implications for the Bunimovich
Stadia Evolution Viewer.
2.4 The Homeomorphism F
Before we begin a discussion of homeomorphisms we must first establish the definitions of inverse and
continuity. A map, f : A→ B, is said to be invertable if there exists another map g : B → A such that for
every x ∈ A we have that g(f(x)) = x and for every y ∈ B we have that f(g(y)) = y. If such a map g exists
then we call g the inverse of f and denote it f−1 = g. The inverse of a map can be though of as “undoing”
the map and similarly, a map can be though of as “undoing” its inverse. For instance, in the above definition
when f is applied to the input x and g is applied to the result, we get x back, thus g “undoes” f . For a
similar reason we can think of f as “undoing” g. The inverse function f−1 : B → A exists if and only if f is
a bijection.
The collision map F for the Bunimovich stadium is invertable [5]. We can make sense of this by noting
that an inverse of F would take a collision point (θ, ϕ) and find the previous collision point F−1((θ, ϕ)). To
see how this is accomplished observe the red line in the upper left plot in Figure 4.1 of Section 4.2.1. The
billiard travelling along the link corresponding to this collision point leaves the bottom wall and strikes the
top wall9. This collision point, along with every collision point, is represented by a pair (θ, ϕ). Recall that
ϕ is the angle the post-collision velocity vector makes with the inward normal as described in Section 2.3.3
and is in the range (−π2 ,
π
2 ). Notice that if we want to find the previous collision point all we need to do
is reflect ϕ along the inward normal, obtaining a new collision point, and then find its succeeding collision
point and reflect this point’s ϕ-value along the inward normal. For convenience we adopt the notation
−(θ, ϕ) = (θ,−ϕ). Reflecting ϕ along the inward normal turns (θ, ϕ) into (θ,−ϕ) and finding its next
collision point amounts to simply computing F((θ,−ϕ)). Reflecting the resulting point’s ϕ-value again can
be written as −F((θ,−ϕ)). This yields the equality
F−1((θ, ϕ)) = −F((θ,−ϕ)) (2.1)
Before defining homeomorphism we need the following definition
9We remind the reader that link and wall are defined in Sections 2.2.2 and 2.3.1 respectively.
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Definition 2.7. We say that a map f : A→ B is continuous at a point c ∈ A if for every ε > 0 there is a
δ > 0 such that for every x where d(x, c) < δ it follows that d(f(x), f(c)) < ε. We say that f is continuous
if it is continuous at every point in its domain A.
It turns out that for any chaotic billiard, including the Bunimovich stadium, the collision map is con-
tinuous at every point that is not on a dispersing wall where the map is defined [5]. Dispersing walls are
defined in Section 2.3.1. In general a collision map can only fail to be defined when there are cusps. A
cusp occurs when two walls meet as shown in Figure 2.31; in this figure billiards may move in the non-
shaded region between the circles and the enclosing rectangle. There are two cusps on either side of where
the circles meet. Since there are no dispersing walls nor cusps in a Bunimovich stadium, we can conclude
that F is continuous. Note too that since F is continuous F−1 is continuous too; because by Equation 2.4
F−1((θ, ϕ)) = F((θ,−ϕ)).
Figure 2.31: An example of a billiard with a cusp
Since we have defined continuity and the inverse of a function we can define a homeomorphism.
Definition 2.8. A homeomorphism is a continuous map f : A→ B with a continuous inverse.
Since the collision map F is continuous and its inverse is continuous too it must be the case that F is a
homeomorphism. It is well known that a homeomorphism has some wonderful qualities most of which are
beyond the scope of this work. One such quality is that a homeomorphism maps simple curves without loops
to simple curves without loops10[1]. Examples of simple curves without loops are given in Figure 2.32 and
examples of simple curves with loops are shown in Figure 2.33. In Chapter 5 the fact that the collision map
is a homeomorphism will be important for the Bunimovich Stadia Evolution Viewer (BSEV) software. We
will use this property to help ensure the correctness of visualizations produced by the software.
10A homeomorphism also maps simple curves with loops to simple curves with loops, even preserving the number of loops.
For our purposes we are only concerned with the fact that simple curves without loops are mapped to simple curves without
loops.
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Figure 2.32: Four examples of simple curves without loops
Figure 2.33: Four examples of simple curves with loops
This concludes the mathematical preliminaries necessary for understanding the BSEV and the visualiza-
tions it provides. In the following chapter we discuss current visualization tools for the Bunimovich stadium.
In Chapter 4 we present the BSEV, which accomplishes the goal of this thesis. In Chapter 4 we also discuss
the development of the software along with its properties. In Chapter 5 we discuss visualizations produced
by the BSEV and how these can be used to gain insights into the Bunimovich stadium’s chaotic behavior.
We also make the case that such insights are nearly impossible to infer from the existing visualization tools.




Review of Existing Tools
In this chapter we discuss two current visualization tools for the Bunimovich stadium. These tools were
briefly mentioned in Chapter 1. As of this writing the author is only aware of these two tools for the
visualization of the stadium. The first tool was published on the American Mathematical Society’s blogs by
the physicist John Baez and is credited to Phillipe Roux [2]. The second tool was created by the computer
scientist Carlos Scheidegger [10]. Both tools show sets of billiards with close initial conditions moving in the
stadium in real time.
The tool credited to Roux [2] shows a one minute video of the billiards shown in Figure 3.1. Included
in the Figures are images of the billiards at various in points time. With this tool one can see that the
billiards become evenly distributed within the stadium rather quickly. One drawback of this viewer is that
it only allows one to see the motion of a single set of trajectories. Scheidegger’s tool [10] does not have this
shortcoming.
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Figure 3.1: Image from the viewer on the American Mathematical Societies’ blog
Scheidegger’s tool gives users a choice between viewing the trajectory of one billiard or the trajectories
of three hundred billiards. If one billiard is selected then a billiard starts in the middle of the stadium with
a random direction and bounces indefinitely. Each time the billiard encounters the boundary a line is drawn
tracing its path from the previous collision. If the option for three hundred billiards, is selected then three
hundred billiards with close initial conditions start moving in the stadium. In this case lines are drawn in the
same manner as with the single billiard. Figure 3.2 shows images produced by this Scheidegger’s viewer with
three hundred billiards. This viewer is more flexible than the one produced by Roux because it allows more
user choices. Scheidegger’s viewer traces the path of billiards too, this allows one to see how the trajectories
diverge. After several bounces, however, it is hard to distinguish which billiards were initially closer and
which were not as shown in the last four stadia in Figure 3.2. Since this viewer allows user input it is less
restrictive than Roux’s. However, it is still restrictive since it selects the initial conditions of billiards instead
of allowing the user to do so.
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Figure 3.2: Image from Carlos Scheidegger’s viewer
The Bunimovich Stadia Evolution Viewer is designed so that it does not have the shortcomings of Roux’s
and Scheidegger’s tools. It allows the user to input a set of close billiard trajectories. While it does not show
the billiards moving in real time it does allow for the visualization of divergence as we discuss in Chapter 5.
In the following chapter we discuss the design an implementation of the BSEV. In Chapter 5 we discuss




The Design and Implementation of
the Bunimovich Stadia Evolution
Viewer
In this chapter we present the Bunimovich Stadia Evolution Viewer (BSEV) software, which computes
images of close trajectories under iteration of the collision map F(x), as discussed in Section 2.3.4. We
discuss the objectives for the software and the development process used to meet these objectives. We also
describe the implementation details of the BSEV. The software can be freely downloaded via Github at the
following URL: https://github.com/shoemarw/BunimovichStadium. Its code is included in Appendix A.
4.1 Objectives for the BSEV
The goal of this thesis, as specified in Chapter 1 and more precisely in Chapter 2, is to produce software
that computes Fn(A) for some set of close trajectories A and present a novel visualization of the resulting
set. The BSEV software which achieves this goal must have the ability to carry out the following tasks.
1. It must be able to compute F(x) for a given collision point x.
2. It must be able to plot F(x) in the stadium view.
3. It must be able to compute Fn(x) for a given collision point x and a natural number n. This can only
be achieved after 1 is achieved.
4. It must be able to compute F(A) for some set A of close collision points.
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5. It must be able to compute Fn(A) for some natural number n and set of collision points A. This can
only be achieved after 4 is achieved.
6. It must provide a means of sampling points from an input set A.
7. It must be able to plot F(A) in the stadium view as shown in as shown in Figure 1.2.
8. It must be able to plot F(A) in the cylindrical and spherical views as discussed in Chapter 2.
9. It must provide a means for the user to supply the inputs necessary for its function.
The BSEV achieves each of the above objectives. The BSEV was developed in four stages. The first stage
produced a prototype that achieved objectives 1, 2, and 3. The second stage produced a prototype that
achieved objectives 4, 5, 6, and 7 in addition to those achieved by the first prototype. The third prototype
achieved the same objectives as the second in addition to objective 8. The prototype produced by the fourth
and final stage achieved all of the objectives. In the following section we discuss the development of the
BSEV.
4.2 Developement of the Bunimovich Stadia Evolution Viewer
The programming language Python version 2.7.15 was used to create the BSEV software. There are two
reasons for this choice: the ability to use matplotlib and the author’s desire to gain more experience in using
Python. Matplotlib is a software library which enables the plotting of geometric figures; matplotlib was used
to generate all images created by the BSEV software. The software was developed using an agile development
model; this was so there would always be a working prototype during every stage of the development process.
The prototypes were useful in making sure that every component of the software created during a stage was
functioning properly and achieving its objectives. The prototype created after each stage of the development
process had the ability to produce images. This enabled the developer to ensure that the software was
producing the expected output. As mentioned before, there were four stages of the development process;
each produced a working prototype as described below.
4.2.1 First BSEV Prototype
The first prototype was able to produce images of single trajectories in the stadium as in Figure 4.1.
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Figure 4.1: Output from the first prototype of the BSEV software; shows 5 iterations of the collision map F
to a point
The first plot in Figure 4.1 shows a collision point, a starting at the top side and aiming towards the
bottom side. The next five plots show F(a), F2(a), F3(a), F4(a), F5(a) respectively. Figure 4.2 shows the
first 1000 collisions of the point a. This shows that the first prototype achieved objectives 1, 2, and 3 listed
at the beginning of this chapter.
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Figure 4.2: 1000 collisions of the point in Figure 4.1
In Figure 4.3 the architecture of the final version of the Bunimovich Stadia Evolution Viewer is depicted.
It shows the “.py” files comprising the final version of the BSEV and the relationships between them. Devel-
opment of the first prototype produced CollisionMap.py, an early version of CoordinateConversion.py,
and a file not used in the final version which allowed for the plotting of images such as those in Figure 4.1
and 4.2 using the aforementioned .py files. The file that did the plotting for this prototype achieved objec-
tive 2. CollisionMap.py implements the collision map F ; its code can be found in appendix A.4. This file
defines functions which work together to compute the trajectory of a given collision point. Given an initial
collision point and a number of iterations, the function collisionLoop produces the point’s trajectory by
successively calling the function collisionMap. The function collisionMap takes a point and produces the
next collision point; this is accomplished by running collision detectors to see which wall of the stadium is
hit next. After running collision detectors, the position of the next collision is computed using the formula
~v+ = ~v− − 2(~v− · ~n)~n
where ~v+ is the post-collision velocity vector, ~v− is the pre-collision velocity vector and ~n is the inward
normal as discussed in Section 2.3.3. For specifics on how the formula is implemented we refer the reader
to the code in Apendix A.4. The functions collisionMap and collisionLoop achieve objectives 1 and 3
respectively. The early version of CoordinateConversion.py implemented in the first prototype and its
code can be found in Appendix A.5. This version of CoordinateConversion.py only contained the function
mod2pi which takes an angle and gives the angle co-terminal to it in the range (0, 2π).
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Figure 4.3: Architecture of the Bunimovich Stadia Evolution Viewer Software.
4.2.2 Second BSEV Prototype
Development of the second prototype of the Bunimovich Stadia Evolution Viewer produced Compute-
Iteration.py, PointSampling.py and the final version of CoordinateConversion.py. ComputeIteration-
.py can be found in Appendix A.3. This file defines two functions each of which takes a set of points and
computes the trajectories of the points within. Both of these functions call the functions in CollisionMap.py
to compute the trajectory of individual points. The first function, image const theta, takes a set of colli-
sion points with a constant θ-value and ranging ϕ-values and computes this set’s trajectory given a specified
number of iterations. The second function, image const phi, takes a set of collision points with a con-
stant ϕ-value and ranging θ-values and computes this set’s trajectory given a specified number of iterations.
image const theta and image const phi both achieve objectives 4, and 5 from the beginning of this chap-
ter. For these two functions the input set is specified in the same manner so we only discuss how the input
set is specified in image const theta. To specify the input set for image const theta the constant value
for θ along with the upper and lower bounds for the range of ϕ-values must be given. Such a set corresponds
to a vertical line when plotted in the collision space as shown in Figure 2.28 of Section 2.3.4. Notice that a
line contains an infinite number of points. Because a computer can only compute a finite number of things
a finite number of samples are taken from the ϕ-value range. Therefore, another input to the functions
image const theta and image const phi is required to specify a sampling method.
The second prototype and the subsequent versions of the BSEV provides two sampling methods. These
methods are enabled in PointSampling.py, as shown in Appendix A.6 the functions in this file achieve objec-
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tive 6 from the beginning of this chapter. The first sampling method is implemented in evenSpacingSample.
In this method a specified number of points evenly spaced in the specified range are selected. The second
sampling method is implemented in randomSample. In this method a specified number of points are randomly
chosen according to the uniform distribution.
The second prototype also produced a final version of CoordinateConversion.py. The functions added
during the second iteration of development convert (θ, ϕ) pairs to values used in CollisionMap.py. The
second prototype plotted the trajectories of input sets as shown in Figures 2.27 and 2.29 of Section 2.3.4.
Therefore, the second prototype also achieved objective 7.
4.2.3 Third BSEV Prototype
Development of the third prototype produced Plotter.py as seen in Appendix A.2. This file provides a
function, plotter, which produces the desired cylinder and spherical views as well as showing trajectories
in the stadium itself. Therefore plotter achieves objective 8. The outputs of this function are .pdf files of
the specified plot types. The function plotter takes inputs specifying the input set, the sampling method
used, the number of iterations to be computed and the type of plot to produce in terms of cylinder, sphere,
or stadium. Examples of stadium plot outputs of this prototype are shown in Figure 4.4.
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Figure 4.4: Example outputs of the third prototype of the BSEV software
Examples of cylinder plot outputs of this prototype are shown in Figure 4.5 and correspond to the plots
in Figure 4.4. Examples of spherical plot outputs of this prototype are shown in Figure 4.6 and correspond
to the plots of Figure 4.4.
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Figure 4.5: Example outputs of the third prototype of the BSEV software in cylindrical view
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Figure 4.6: Example outputs of the third prototype of the BSEV software in spherical view
The plots of Figure 4.4 highlight the need for the cylinder and spherical plots. In these plots it is
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difficult to see the divergence of trajectories over time because in later iterations it is difficult to see which
collision points were close initially. In fact, when viewing the plots after three iterations of the computer
representation of the collision map F one can’t easily tell which trajectories were closer to one another
initially and which ones were not. In the cylindrical and spherical plots it is easier to see which collision
points were close initially and which weren’t because they keep their relationship with one another; i.e. if
a collision point is connected to another with a line segment initially in the cylinder or spherical plots then
this will be the case after applying the computer representation of F . The images shown in the cylindrical
view illustrate the novel nature of visualizations provided by the BSEV. The evolution of the Bunimovich
stadium system can be seen in an entirely new way when compared to traditional views of billiards moving
within the boundary in real time.
4.2.4 Fourth BSEV Prototype and Final Product
The fourth and final stage of the agile development process produced BunimovichStadiaEvolutionGUI.py
as shown in Appendix A.1. This file enables the graphical user interface (GUI) of the BSEV software. It
takes input from the user and uses the function plotter from Plotter.py to produce .pdf files containing
the desired plots. Therefore, the final version of the BSEV achieves objective 9 in addition all others.
Instructions for interacting with the GUI and thus using the BSEV software are included in Appendix B.1.
In next chapter we discuss the novel visualizations produced by the BSEV and what can be inferred from
its plots. We also discuss how these visualizations can give insights into the stadium’s chaotic behavior and
how these insights are almost impossible to make using traditional viewers.
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Using the Bunimovich Stadia
Evolution Viewer
In this chapter we discuss the results of this work and what can be inferred from plots produced by the
Bunimovich Stadia Evolution Viewer (BSEV) software. We first discuss important properties of the collision
map F that imply interesting behavior in plots produced by the BSEV software and how to modify the input,
in terms of increasing the number of samples, to prevent erroneous outputs in the cylinder and spherical
plots. We then discuss how the software can be used to see where the Bunimovich stadium is more or less
sensitive to initial conditions.
In Section 2.4 we discussed that the collision map F is a homeomorphism. The fact that F is a homeo-
morphism has implications for the BSEV software. Notice that sets where one variable is constant and the
other varies correspond to lines in the cylinder representation. Because the input sets to the software are
lines and F is a homeomorphism the image of every input set is a simple curve without loops. We also have
that if any set, at a given iteration of the collision map, is a simple curve without loops then its image must
be a simple curve without loops. We can conclude by induction that every output of F must be a simple
curve without loops. The previous discussion indicates that the BSEV software should never produce loops
or intersections in the plots it produces. This implies that if there are loops or intersections in the output
then the BSEV software is not consistent with the collision map F ; with this in mind, consider the following
plots produced by the BSEV software. Figures 5.1 and 5.2 show the trajectory of 20 collision points for 8
iterations of F ; Figures 5.3 and 5.4 are the corresponding collision points in the cylinder representation.
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Figure 5.1: A portion of the trajectory of 20 collision points in the stadium up to iteration 5
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Figure 5.2: A portion of the trajectory of 20 collision points in the stadium (iterations 6 through 8)
Figure 5.3: A portion of the trajectory of 20 collision points in the cylinder view for the first 3 iterations
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Figure 5.4: A portion of the trajectory of 20 collision points in the stadium (iterations 4 and 5)
As expected, the plots in Figure 5.3 contain no intersections. However, we can clearly see intersections
in Figure 5.4. Does this mean the model is incorrect? Not necessarily. This does not mean that the BSEV
software works improperly, but it does mean that these specific outputs are not accurate. To understand
what caused the intersections, we must discuss sampling. In Section 4.2.2, we discussed that because a
computer can only compute a finite number of things, the BSEV software samples points from the user
provided range. We also discussed that one input provided to the software is the number of points to be
sampled. In Figures 5.1, 5.2, 5.3, and 5.4 only 20 points were sampled from the input range. In order
to “fix” the issue of intersections in the cylinder plots the number of sampled points must be increased.
Figures 5.5 and 5.6 show cylindrical plots for the same inputs as Figures 5.1, 5.2, 5.3, and 5.4 except 200
samples are used instead of 20 and an extra iteration of the collision map is included.
Figure 5.5: This corresponds to the motion of the same set of billiards as Figures 5.1, 5.2, 5.3, and 5.4
except 200 points were sampled instead of 20 (first 2 iterations)
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Figure 5.6: This corresponds to the motion of the same set of billiards as Figures 5.1, 5.2, 5.3, and 5.4
except 200 points were sampled instead of 20 (iterations 2 through 6)
We can see from Figures 5.5 and 5.6 that more detail has been added with respect to Figures 5.3 and 5.4
by increasing the number of samples; we sometimes refer to this as increasing the resolution. Also, the
intersections in iteration 4 have been resolved and there appears to be fewer intersections in iteration 5.
For iteration 6 of Figure 5.6 there are numerous intersections. By increasing the number of sampled points
to 2000 the intersections in iterations 5 and 6 can be resolved as shown in Figures 5.7 and 5.8. Figure 5.8
also contains iterations 7 and 8; in the former there is only minor overlapping whereas in the latter there
is significant overlap. These overlaps can be resolved too by increasing the number of sampled points. In
Figure 5.9 a sample size of 10, 000 was used; here we only include iterations beyond 5 because the resolution
was already good enough in previous iterations with a sample size of 2000. In iterations 7 and 8 in Figure 5.9,
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there is only very minor overlap when compared to a sample size of 2, 000. Iteration 9 is included in Figure 5.9
so the reader can see that as the number of iterations is increased, no matter how large the sample size,
overlap will eventually occur. The only way to guarantee no overlap is to “sample” infinitely many points,
but this is not practical. In Section 5.2 we will discuss ways to maximize the number of iterations without
overlap by modifying the input.
Figure 5.7: This corresponds to the motion of the same set of billiards as Figures 5.1, 5.2, 5.3, and 5.4
except 2000 points were sampled instead of 20 (up to iterations 5)
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Figure 5.8: This corresponds to the motion of the same set of billiards as Figures 5.1, 5.2, 5.3, and 5.4
except 2000 points were sampled instead of 20 (iterations 6 through 8)
Figure 5.9: This corresponds to the motion of the same set of billiards as Figures 5.1, 5.2, 5.3, and 5.4
except 10, 000 points were sampled instead of 20 (only iterations 6, 7, 8, and 9 are shown)
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It should be noted that increasing the sample size in spherical plots has the same effect of limiting/elim-
inating looping, or overlap. We have included images of cylindrical plots instead of spherical because they
more easily illustrate the point. In the next section we shall discuss the implications of a specific type of
chaotic behavior for the Bunimovich Stadia Evolution Viewer.
5.1 The Bunimovich Stadia Evolution Viewer and Chaos
In this section we discuss the implications of an interesting property of the Bunimovich stadium that Lenoid
Bunimovich proved in [4]. In his paper, “On the ergodic properties of nowhere dispersing billiards”, Buni-
movich showed that the stadium billiard is ergodic. The precise definition of an ergodic system is very
technical and relies on many concepts not discussed in this work, these concepts are discussed in [8] and
are beyond this work’s scope. For the purposes of this work we shall think of the fact that the stadium is
ergodic in the following way: as the number of collisions of a randomly selected point in the collision space
p tends towards infinity the orbit of p will approach containing approximately every (θ, ϕ)-pair [2]. This
implies that if a subset X of the collision spaceM is randomly selected then Fn(X) will approach containing
approximately every (θ, ϕ)-pair as n tends towards infinity. With the cylinder, and spherical representations
in mind, this means that as the number of iterations of the collision map tends to infinity, the plots will tend
towards covering the entire cylinder (or sphere). Recall from the previous section that F is a homeomor-
phism, so if the input set is a simple curve without loops or intersections then every iteration of F will1 be
a simple curve without loops or intersections. This, along with ergodicity, implies that a randomly selected
simple curve without loops or intersections in the collision space will approach covering the entire cylinder
(or sphere) as the number of iterations approaches infinity, furthermore none of the plots of these iterations
will have intersections or loops Thus it will appear that the cylinder (or sphere) has been “wrapped” by
a thread in intricate patterns, such as those seen in iteration 7 of Figure 5.9, that never crosses itself; the
author refers to this theoretical phenomena as the “fingerprint of chaos”. Notice that for this to occur in the
output of the BSEV the sample size and number of iterations need to be very large. If we consider cylinder
views of a set after several iterations of F , such as in Figure 5.9, we can see the fingerprint start to emerge.
Notice that such a visualization is not possible without the BSEV. The viewers mentioned in Chapter 3 are
unable to allow the visualization of this behavior.
In the next section we present various plots produced by the BSEV and discuss how to interpret the plots
to see where the Bunimovich stadium exhibits stronger and weaker sensitive dependencies.
1Here we mean the actual collision map, not the computer representation.
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5.2 Visualizing Sensitive Dependence
In this section we discuss how to use plots produced by the BSEV to see where the Bunimovich stadium
system has stronger and weaker sensitive dependences. We also make the argument that traditional viewers
can not be used to visualize this behavior. In the process of our discussion we state how to minimize
overlapping by modifying inputs to the BSEV.
As stated, the goal of this work is to produce software that allows users to see where sensitive dependence
is strong and weak in the Bunimovich stadium. The software produced to meet this goal is the Bunimovich
Stadium Evolution Viewer (BSEV). To see how we can use the BSEV to see where sensitive dependence
is greater, consider the portion of trajectories for the collision points depicted in Figure 5.10. The plots in
Figure 5.10 were generated with the inputs shown below.
1. Constant variable: phi
2. Value of conastant variable: 0.3926990817 ≈ π8
3. Mean value of sample variable: 5.8904862255 ≈ 15π8
4. Sampled variable range: pi/16
5. Number of samples: 200
6. Sampling method: even
7. Number of iterations: 10
8. First iteration to display: 0
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Figure 5.10: A portion of the trajectory of 200 collision points in the stadium (corresponds to the inputs
listed on page 60)
In Figure 5.10 we can see that the collision points starting at “iteration 0” become distributed across the
collision space M by iteration 5. However, it is hard to see where the sensitive dependence is greatest for
this input. If we look at the corresponding cylindrical and spherical representations we can see where the
system is more sensitive to initial conditions for the set of collision points in “iteration 0”. The corresponding
cylindrical plot is shown in Figures 5.11, though the cylindrical plots are easier to read, we also include the
corresponding spherical plots of Figure 5.12. In the cylindrical plots, as well as the spherical ones, we can see
that each image is composed of line segments of various colors. The end points of each segment correspond
to two adjacent collision points that were sampled from the input range. As these two collision point’s
trajectories diverge over iterations, the line segment grows over the iterations. So, during any given iteration,
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smaller line segments correspond to slower divergence, and larger ones correspond to faster divergence. In
other words, the sensitive dependence is greater where the line segments are larger and smaller where the
line segments are smaller. Notice that this behavior can not be observed in the viewers from Chapter 3.
Only the novel visualization provided by the BSEV can allow us to see divergence in this manner. It is
the cylinder view which enables us to visualize the growth of these line segments and thus infer information
about divergence.
Figure 5.11: These cylindrical plots correspond to those of Figure 5.10
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Figure 5.12: These spherical plots correspond to those of Figure 5.10
In Section 2.4 we saw that increasing the number of samples gave more representative plots by reducing
intersections and effectively increasing the resolution. In the cylinder plots shown in Figure 5.11 and the
corresponding spherical plots of Figure 5.12 there is significant intersecting/overlapping. In the cylinder
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plots of Figures 5.13 and 5.14 the spherical plots of Figures 5.15 and 5.16 we have increased the number of
samples to get a better resolution and included more iterations of the BSEV collision map. In addition, we
modified the input “Sampled variable range” to π64 to analyze a smaller range of collision points. During
the first four iterations of the plots with 10, 000 samples it is difficult to see the the line segments because
there are so many collision points sampled in a small area. At the fifth iteration, shown in Figure 5.13,
we can start distinguishing the line segments and thus get information about sensitive dependence. Beyond
iteration five we can see clearly where the system has more sensitivity; precisely where the line segments
are longer. Because of the BSEV’s ability to show the cylinder view we can visualize where the system has
stronger sensitivity. Notice that in viewers such as those in Chapter 3 it would be very difficult or impossible
to infer this kind of information about sensitivity.
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Figure 5.13: These cylindrical plots correspond to those of Figure 5.11 except that there are 10, 000 samples
from a restricted sample range (up to iteration 7)
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Figure 5.14: These cylindrical plots correspond to those of Figure 5.11 except that there are 10, 000 samples
from a restricted sample range (iterations 8 and 9)
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Figure 5.15: These spherical plots correspond to those of Figure 5.12 except that there are 10, 000 samples
from a restricted sample range (up to iteration 5)
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Figure 5.16: These spherical plots correspond to those of Figure 5.12 except that there are 10, 000 samples
from a restricted sample range (iterations 6 through 9)
Earlier in this chapter we mentioned that inputs could be modified to make sure that we could prolong
the number of iterations without intersections. We accomplish this by shrinking the range in which the
non-constant variable varies. We have seen examples of restricting the range in Figures 5.13 through 5.16.In
Figures 5.17 through 5.20, the same inputs were supplied to the BSEV listed on 60, with outputs shown in
Figures 5.13 through 5.16, except that the range of θ values is smaller than the range in the previous Figures.
So the input labeled “Sampled variable range” is π256 instead of
π
16 . Restricting the range in this way also
allows us to “zoom” in and see the evolution of the system with collision points from a smaller range. The
resulting plots are easier to read because of less clutter.
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Figure 5.17: These cylindrical plots correspond to those of Figure 5.13 except that the samples are from a
more restricted range (up to iteration 7)
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Figure 5.18: These cylindrical plots correspond to those of Figure 5.14 except that the samples are from a
more restricted range (iterations 8 and 9)
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Figure 5.19: These spherical plots correspond to those of Figure 5.15 except that the samples are from a
more restricted range (up to iteration 5)
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Figure 5.20: These spherical plots correspond to those of Figure 5.16 except that the samples are from a
more restricted range (iterations 6 through 9)
We mentioned that we can use the plots produced by the BSEV to see for which inputs sensitive de-
pendence is stronger and for which its weaker. As an example of an input with little sensitive dependence,
consider the plots in Figures 5.21 and 5.22. In this example divergence occurs very slowly because the bil-
liards moving along these trajectories bounce along flat sides for long periods. The corresponding cylinder
plots are shown in Figures 5.25 and 5.27. The divergence is so slow that a sample size of 20 gave a high
enough resolution to ensure no intersections. Because the divergence is slow the line segments grow slowly.
When compared to Figure 5.11 the line segments grow far slower. Therefore, we can conclude that for this
input the Bunimovich stadium less sensitive to initial conditions. Notice that the slow divergence can be
seen in the stadium view. This means that viewers like those in Chapter 3 would be able to show where
divergence is small. After many iterations, however, divergence will start to become stronger even for those
trajectories with slow divergence. It is at this point that the traditional viewers are no longer helpful for
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visualizing divergence and the BSEV is required.
Figure 5.21: Portion of a trajectory with slow divergence (first 7 iterations)
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Figure 5.22: Portion of a trajectory with slow divergence (iterations 8 through 14)
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Figure 5.23: Cylinder plots of the portion of a trajectory with slow divergence from Figure 5.21 (first 7
iterations)
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Figure 5.24: Cylinder plots of the portion of a trajectory with slow divergence from Figure 5.22 (iterations
8 through 14)
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Figure 5.25: Spherical plots of the portion of a trajectory with slow divergence from Figure 5.21 (first 5
iterations)
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Figure 5.26: Spherical plots of the portion of a trajectory with slow divergence from Figure 5.22 (iterations
6 through 11)
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Figure 5.27: Spherical plots of the portion of a trajectory with slow divergence from Figure 5.22 (iterations
12 through 14)
We conclude this chapter by summarizing the uses of the Bunimovich Stadia Evolution Viewer (BSEV)
software to visualize sensitive dependence. Mainly, the amount of divergence and thus sensitive dependence is
proportional to the rate at which line segments grow in the cylinder and spherical views. When the segments
grow slowly the divergence is slow and so the sensitive dependence is small. When the segments grow
quickly, the divergence is fast and thus the sensitive dependence is great. Thus, with the BSEV we can gain
insights into where the Bunimovich stadium billiard is more sensitive or less sensitive to initial conditions.
We reiterate that the insights which are easily inferred using the BSEV are difficult or impossible to infer
using other viewers. Since sensitive dependence is an important behavior of chaos the BSEV can help us
gain insight into the chaotic behavior of the Bunimovich stadium. The chaotic nature of the Bunimovich
stadium is the reason for how intricate the patterns produced by the software are. We encourage the reader




The Bunimovich stadium is a chaotic dynamical system first described by Bunimovich. This actively re-
searched system has been of interest to mathematicians and physicists since it was discovered to be chaotic.
Its chaotic behavior disappears when the lengths of the flat walls become 0 otherwise it remains. Because
the system is chaotic it is sensitive to initial conditions. For certain initial conditions, divergence is slow
and for others it is very fast. Previous visualization tools for the system have been created so we can see
the system’s evolution. These viewers only show billiards moving within the stadium itself which makes it
difficult to visualize sensitive dependence. The BSEV does not have these shortcomings. By taking advan-
tage of the fact that the collision space of the Bunimovich stadium can be viewed as a cylinder, we have
created a computer model to view the system’s evolution in a novel way. In the cylinder representation, sets
of close collision points correspond to line segments. When applying the collision map to such sets using
the BSEV we can see the system’s evolution as was not possible in the viewers of Roux and Scheidegger.
When the line segments connecting two collision points grows from iteration to iteration, this corresponds to
divergence of the two point’s trajectories. When the line segments grow quickly, the divergence is fast, and
for these inputs sensitive dependence is greater. When the segments grow slowly, divergence is slow, and for
such inputs the sensitive dependence is lesser. It is the novel visualization of the cylinder view produced by
the BSEV which allows one to visualize divergence and thus sensitivity. The aforementioned viewers lack
this capability. Sensitivity to initial conditions is a key behavior of chaos and thus the BSEV may be able
to provide new insights into the stadium’s chaotic behavior. The BSEV software can be freely obtained at




The Bunimovich Stadia Evolution Viewer (BSEV) is freely available via:
https://github.com/shoemarw/BunimovichStadium
The BSEV software produced all of the plots in Chapters 4 and 5. It is useful for visualizing the sensitive
dependence of the Bunimovich stadium Billiard. Here, we suggest some potential improvements of the
software and future avenues of research in the vein of this work.
The graphical user interface for the BSEV is restrictive with respect to the inputs that it accepts from
users. Potential improvements should allow the user to supply more custom inputs such as the user should
be able to supply their own numeric value for the “sampled variable range” field. The user should also have
more control over the number of points sampled from the range of input values. The user should also be
able to specify more iterations than are currently available.
A key improvement in the performance of the software would involve “smart” sampling. The software
currently samples points that are evenly spaced in the input set. A better way to sample points would be
to sample points where the divergence is greatest; this corresponds to where the derivative of the collision
map F has the largest values. A “smart” sampling algorithm would take into account where the derivative
of the map is greatest and sample more points in those regions. This would allow the software to give better
resolution with fewer sampled points and improve the speed of the software.
The software can also be improved by modifying the stadium view outputs. When viewing a plot a set
of sampled points in the stadium it is difficult to trace the trajectory of particular billiards. In order to
make it easier to trace paths future software should allow the user to specify a particular collision point, or
set of collision points, and include labels in the plots so the particular path(s) can be distinguished easily.
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The reason this is not currently implemented in the BSEV is because it uses the library matplotlib to
graph plots. Adding the aforementioned functionality to the BSEV would have required modification of the
libraries’ source code or scrapping the use of matplotlib all together.
Another avenue of future research would involve improving the accuracy of the BSEV and using the
properties of the Bunimovich stadium billiard to justify the programs correctness. This involves something
called the shadowing lemma, we refer the reader to [5] for more information. Briefly, if the shadowing lemma
holds for a certain dynamical system then the accuracy of correctly implemented computer models of the
system is almost guaranteed. The shadowing lemma holds for dynamical systems with uniformly hyperbolic
maps. The Bunimovich stadium’s collision map F is not uniformly hyperbolic, however, a restricted version
of it F is. We refer the interested reader to [5] for a definition of F.
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Code for the Bunimovich Stadia
Evolution Viewer Software
A.1 BunimovichStadiaEvolutionGUI.py
# −∗− coding : u t f−8 −∗−
”””
Created on Thu Jan 3 13 :56 :14 2019
Stad ia e v o u l u t i o n Viewer (GUI ) . Provides a GUI f o r the user to input
the parameters o f the system . Enables the Stad ia View , Cy l inder View ,
and S p h e r i c a l View . Uses P l o t t e r . py
@author : Randy
”””
import Tkinter as tk
from Tkinter import StringVar , Label , Entry , OptionMenu , Menu , Message , Button
from MessageText import TEXT, ITERMESSAGE, PHIMESSAGE1, PHIMESSAGE2
from P l o t t e r import p l o t t e r
from CoordinateConvers ion import mod2pi
import math
pi = math . p i
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# Create a GUI window
master = tk . Tk( )
## Create g l o b a l v a r i a b l e s ( t h o s e in drop down menus ) ##
constvar = Str ingVar ( master ) # Which v a r i a b l e ( t h e t a / phi ) i s cons tant ?
eRange = Str ingVar ( master ) # S p e c i f i e s a window f o r the o th er var to vary
samples = Str ingVar ( master ) # S p e c i f i e s the number o f samples
sampleType = Str ingVar ( master ) # S p e c i f i e s the sampling t e c h n i q u e to be used
i t e r a t i o n s = Str ingVar ( master ) # S p e c i f i e s the number o f i t e r a t i o n s
s t a r t = Str ingVar ( master ) # S p e c i f i e s the i t e r a t i o n to s t a r t d i s p l a y i n g
## Globa l entry v a r i a b l e s
const = Str ingVar ( master )
var = Str ingVar ( master )
## Globa l check box v a r i a b l e s
c check = Str ingVar ( )
s check = Str ingVar ( )
b check = Str ingVar ( )
# Set d e f a u l t v a l u e s f o r the g l o b a l v a r i a b l e s ( d i s p l a y e d on drop−downs )
constvar . set ( ” constant v a r i a b l e ” )
eRange . set ( ” sampled v a r i a b l e range ” )
samples . set ( ” samples ” )
sampleType . set ( ” sample method” )
i t e r a t i o n s . set ( ” i t e r a t i o n s ” )
s t a r t . set ( ” f i r s t i t e r a t i o n ” )
# Make sure check boxes s t a r t unchecked
c check . set (0 )
s check . set (0 )
b check . set (0 )
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## A f u n c t i o n f o r d i s p l a y i n g the ” about ” in format ion under the h e l p menu ##
## This uses the v a r i a b l e TEXT imported from helpAboutText . py ##
def about ( ) :
help window = tk . Topleve l ( master )
help window . geometry ( ”1000 x1000” )
help window . t i t l e ( ”About the Bunimovich Stadia Evolut ion Viewer” )
t ex t = Message ( help window , t ext = TEXT, padx = 100)
t ext . pack ( )
## A f u n c t i o n f o r r e s e t t i n g a l l v a l u e s to t h e i r d e f a u l t ##
def r e s e t a l l ( ) :
# Clear the t e x t entry boxes
c o n s t V a r f i e l d . d e l e t e (0 , tk .END)
samplVar f i e ld . d e l e t e (0 , tk .END)
constvar . set ( ” constant v a r i a b l e ” )
eRange . set ( ” sampled v a r i a b l e range ” )
samples . set ( ” samples ” )
sampleType . set ( ” sample method” )
i t e r a t i o n s . set ( ” i t e r a t i o n s ” )
s t a r t . set ( ” f i r s t i t e r a t i o n ” )
c check . set (0 )
s check . set (0 )
b check . set (0 )
## A f u n c t i o n f o r ensur ing the genera te bu t ton can only be p res sed when ##
## a l l f i e l d s have been f i l l e d in . −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ##
def protectGenerate (∗ args ) :
a = not ( constvar . get ( ) == ” constant v a r i a b l e ” )
b = not ( eRange . get ( ) == ”sampled v a r i a b l e range ” )
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c = not ( samples . get ( ) == ” samples ” )
d = not ( sampleType . get ( ) == ”sample method” )
e = not ( i t e r a t i o n s . get ( ) == ” i t e r a t i o n s ” )
f = not ( s t a r t . get ( ) == ” f i r s t i t e r a t i o n ” )
g = const . get ( )
h = var . get ( )
i = c check . get ( ) == ’ 1 ’ or s check . get ( ) == ’ 1 ’ or b check . get ( ) == ’ 1 ’
i f a and b and c and d and e and f and g and h and i :
g enerate but ton . c o n f i g ( s t a t e = ’ normal ’ )
else :
g enerate but ton . c o n f i g ( s t a t e = ’ d i s ab l ed ’ )
## A f u n c t i o n f o r ensur ing t h a t the t e x t boxes s u p p l y i n g the v a l u e s o f ##
## t h e t a and phi are f l o a t −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ##
def v a l i d a t e ( act ion , index , v a l u e i f a l l o w e d , p r i o r v a l u e , text , \
v a l i d a t i o n t y p e , t r i g g e r t y p e , widget name ) :
# a c t i o n=1 −> i n s e r t
i f ( ac t i on==’ 1 ’ ) :
i f t ex t in ’ 0123456789.−+ ’ :
try :








## A f u n c t i o n f o r g e n e r a t i n g the v i s u a l output
def generate ( ) :
## Get the v a l u e s o f a l l v a r i a b l e s ##
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cvar = constvar . get ( ) # Which v a r i a b l e i s the cons tant one?
sams = int ( samples . get ( ) ) # Number o f samples
avg = f loat ( var . get ( ) ) # Average v a l u e o f sampled v a r i a b l e
eps = eRange . get ( ) # Range o f sampled v a r i a b l e
para = f loat ( const . get ( ) ) # Value o f cons tant v a r i a b l e
i t s = int ( i t e r a t i o n s . get ( ) ) # Number o f i t e r a t i o n s
s t a r = int ( s t a r t . get ( ) ) # F i r s t i t e r a t i o n to d i s p l a y to user
styp = sampleType . get ( ) # Type o f sampling method
## Set the view v a r i a b l e s accord ing to the check boxes make t h e i r d e f a u l t
## v a l u e s an empty s t r i n g .
c , s , b = ”” , ”” , ””
i f c check . get ( ) == ’ 1 ’ :
c = ”c” # I n d i c a t e s i f c y l i n d e r view i s checked .
i f s check . get ( ) == ’ 1 ’ :
s = ” s ” # I n d i c a t e s i f s p h e r i c a l view i s checked .
i f b check . get ( ) == ’ 1 ’ :
b = ”b” # I n d i c a t e s i f s t a d i a view i s checked .
# g e t the eps v a l u e ready to pass to the p l o t t e r
i f eps == ” pi /4” :
e p s i = pi /4
e l i f eps == ” pi /16” :
e p s i = pi /16
e l i f eps == ” pi /64” :
e p s i = pi /64
e l i f eps == ” pi /256” :
e p s i = pi /256
e l i f eps == ” pi /1024” :
e p s i = pi /1024
else :
print ” I n v a l i d input from drop down menu”
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## Make sure t h a t the number o f i t e r a t i o n s and the f i r s t i t e r a t i o n to ##
## d i s p l a y are c o n s i s t e n t −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ##
i f i t s <= s t a r :
i t e r a t i o n e r r o r w i n d o w = tk . Topleve l ( master )
i t e r a t i o n e r r o r w i n d o w . geometry ( ”300 x150” )
i t e r a t i o n e r r o r w i n d o w . t i t l e ( ”ILLEGAL INPUT DETECTED” )
text = Message ( i t e r a t i on e r r o r w indow , t ext = ITERMESSAGE)
text . pack ( )
return False
## Make sure t h a t t h e t a i s in the proper range ##
i f cvar == ” theta ” and ( para < 0 or para >= 2∗ pi ) :
# para i s a t h e t a v a l u e and i t s o u t s i d e o f the [ 0 , 2 p i ) range .
# Mod i t i n t o the [ 0 ,2 p i ) range .
para = mod2pi ( para )
## Make sure t h a t phi i s in the proper range ##
i f cvar == ” phi ” and ( para <= −pi /2 or para >= pi / 2 ) :
ph i er ror window = tk . Topleve l ( master )
ph i er ror window . geometry ( ”400 x300” )
phi er ror window . t i t l e ( ”ILLEGAL INPUT DETECTED” )
text = Message ( phi error window , t ext = PHIMESSAGE1)
text . pack ( )
return False
## Make sure t h a t phi i s in the proper range ##
i f cvar == ” theta ” and ( avg − e p s i <= −pi /2 or avg + e p s i >= pi / 2 ) :
ph i er ror window = tk . Topleve l ( master )
ph i er ror window . geometry ( ”400 x200” )
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phi er ror window . t i t l e ( ”ILLEGAL INPUT DETECTED” )
text = Message ( phi error window , t ext = PHIMESSAGE2)
text . pack ( )
return False
i f p l o t t e r ( cvar , sams , avg − eps i , avg + eps i , para , i t s +1, s tar , 2 , \
styp , c + s + b ) :
confirm window = tk . Topleve l ( master )
confirm window . geometry ( ”200 x100” )
confirm window . t i t l e ( ” Success ! ” )
msg = ”””
Pdf ( s ) o f the d e s i r e d images were c r e a t e d
in the f o l d e r c o n t a i n i n g t h i s a p p l i c a t i o n .
”””
t ex t = Message ( confirm window , t ext = msg , padx = 10)
text . pack ( )
i f name == ” main ” :
# Set the s i z e o f the GUI window
master . geometry ( ”460 x285” )
master . t i t l e ( ”Bunimovich Stadia Evolut ion Viewer” )
## Create a Menu ##
menu = Menu( master )
master . c o n f i g (menu = menu)
# Add h e l p menu with an about opt ion
helpmenu = Menu(menu)
menu . add cascade ( l a b e l=”Help” , menu=helpmenu )
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helpmenu . add command ( l a b e l=”About . . . ” , command=about )
## WIDGETS ##
# Labe l s f o r drop downs
l a b e l c o n s t = Label ( master , t ex t = ”Constant Var iab le : ” )
labe l eRang = Label ( master , t ex t = ”Sampled Var iab le Range : ” )
l a b e l s a m p l e s = Label ( master , t ex t = ”Number o f Samples : ” )
label samType = Label ( master , t ex t = ”Sampling Method : ” )
l a b e l i t e r s = Label ( master , t ex t = ”Number o f I t e r a t i o n s : ” )
l a b e l s t a r t I t = Label ( master , t ex t = ” F i r s t I t e r a t i o n to Display : ” )
# Lab les f o r t e x t input boxes
l a b e l v a l u e c o n s t = Label ( master , t ex t = ”Value o f Constant Var iab le : ” )
lab le va lue sampVar = Label ( master , t ex t = \
”Mean Value o f Sampled Var iab le : ” )
## Use the g r i d method to p l a c e the w i d g e t s ##
l a b e l c o n s t . g r i d ( row = 0 , column = 0)
l a b e l v a l u e c o n s t . g r i d ( row = 1 , column = 0)
lab le va lue sampVar . g r id ( row = 2 , column = 0)
labe l eRang . g r id ( row = 3 , column = 0)
l a b e l s a m p l e s . g r i d ( row = 4 , column = 0)
label samType . g r id ( row = 5 , column = 0)
l a b e l i t e r s . g r i d ( row = 6 , column = 0)
l a b e l s t a r t I t . g r i d ( row = 7 , column = 0)
## Create t e x t entry boxes f o r g e t t i n g t h e t a and phi ##
vcmd = ( master . r e g i s t e r ( v a l i d a t e ) , ’%d ’ , ’%i ’ , ’%P ’ , ’%s ’ , ’%S ’ , ’%v ’ , \
’%V ’ , ’%W’ )
c o n s t V a r f i e l d = Entry ( master , t e x t v a r i a b l e = const , v a l i d a t e = ’ key ’ , \
validatecommand = vcmd)
samplVar f i e ld = Entry ( master , t e x t v a r i a b l e = var , v a l i d a t e = ’ key ’ , \
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validatecommand = vcmd)
# Place the t e x t entry boxes on the window
c o n s t V a r f i e l d . g r id ( row = 1 , column = 2 , ipadx = ”20” )
samp lVar f i e ld . g r id ( row = 2 , column = 2 , ipadx = ”20” )
## Create the l i s t o f op t ion f o r each drop down ##
c o n s t V a r l i s t = [ ” theta ” , ” phi ” ]
e R a n g l i s t = [ ” p i /4” , ” p i /16” , ” p i /64” , ” p i /256” , ” p i /1024” ]
s a m p l e s l i s t = [ ”2” , ”5” , ”10” , ”20” , ”50” , ”100” , ”200” , ”500” , ”1000” ,\
”2000” , ”5000” , ”10000” ]
samType l i s t = [ ”even” , ”random” ]
i t e r a t i o n s l i s t = [ ”1” , ”2” , ”3” , ”4” , ”5” , ”6” , ”7” , ”8” , ”9” , ”10” , \
”11” , ”12” , ”13” , ”14” , ”15” ]
s t a r t l i s t = [ ”0” , ”1” , ”2” , ”3” , ”4” , ”5” , ”6” , ”7” , ”8” , ”9” , ”10” , \
”11” , ”12” , ”13” , ”14” , ”15” ]
## Create drop down menus ##
con s t op t i on = OptionMenu ( master , constvar , ∗ c o n s t V a r l i s t )
eRang option = OptionMenu ( master , eRange , ∗ e R a n g l i s t )
samples opt ion = OptionMenu ( master , samples , ∗ s a m p l e s l i s t )
samType option = OptionMenu ( master , sampleType , ∗ samType l i s t )
i t e r a t e o p t i o n = OptionMenu ( master , i t e r a t i o n s , ∗ i t e r a t i o n s l i s t )
s t a r t o p t i o n = OptionMenu ( master , s t a r t , ∗ s t a r t l i s t )
# Place the drop down menus
con s t op t i on . g r id ( row = 0 , column = 2)
eRang option . g r id ( row = 3 , column = 2)
samples opt ion . g r id ( row = 4 , column = 2)
samType option . g r id ( row = 5 , column = 2)
i t e r a t e o p t i o n . g r id ( row = 6 , column = 2)
s t a r t o p t i o n . g r id ( row = 7 , column = 2)
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## Create b u t t o n s ##
c l e a r b u t t o n = Button ( master , t ex t = ” Reset Al l ” , command = r e s e t a l l )
generate but ton = Button ( master , t ex t = ” Generate ” , command = generate )
qu i t but ton = Button ( master , t ex t = ”Quit” , command = master . des t roy )
# Place the b u t t o n s
qu i t but ton . g r id ( row = 8 , column = 0)
c l e a r b u t t o n . g r id ( row = 8 , column = 1)
generate but ton . g r id ( row = 8 , column = 2)
# Configure the g e n e r a t e b u t t o n to be d i s a b l e d i n i t i a l l y . I t s h a l l
# remain d i s a b l e d u n t i l a l l f i e l d s are entered .
generate but ton . c o n f i g ( s t a t e = ’ d i s ab l ed ’ )
# Attach a t r a c e to a l l v a r i a b l e s . Use i t to ensure t h a t g e n e r a t e b u t t o n
# can only be pre s sed when a l l f i e l d s are entered .
constvar . t r a c e ( ”w” , protectGenerate )
eRange . t r a c e ( ”w” , protectGenerate )
samples . t r a c e ( ”w” , protectGenerate )
sampleType . t r a c e ( ”w” , protectGenerate )
i t e r a t i o n s . t r a c e ( ”w” , protectGenerate )
s t a r t . t r a c e ( ”w” , protectGenerate )
const . t r a c e ( ”w” , protectGenerate )
var . t r a c e ( ”w” , protectGenerate )
## Create check b u t t o n s to p rov ide o p t i o n s to the user
c checkbutton = tk . Checkbutton ( master , v a r i a b l e=c check , \
t ex t =’ c y l i n d e r view ’ , command=protectGenerate )
s checkbutton = tk . Checkbutton ( master , v a r i a b l e=s check , \
t ex t =’ s p h e r i c a l view ’ , command=protectGenerate )
b checkbutton = tk . Checkbutton ( master , v a r i a b l e=b check , \
t ex t =’ s t a d i a view ’ , command=protectGenerate )
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# Place check−b u t t o n s
c checkbutton . g r id ( row = 9 , column = 0)
s checkbutton . g r id ( row = 9 , column = 1)
b checkbutton . g r id ( row = 9 , column = 2)
master . mainloop ( )
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A.2 Plotter.py
# −∗− coding : u t f−8 −∗−
”””
Created on Sat Jan 5 12 :42 :50 2019
This code i s used by the Bunimovich Stad ia Evo lu t ion Viewer GUI to do p l o t t i n g .
I t produces p l o t s in the c y l i n d r i c a l , s p h e r i c a l , and s t a d i a v iews . Uses




from matp lo t l i b . backends . backend pdf import PdfPages
import matp lo t l i b . pyplot as p l t
import matp lo t l i b . t i c k e r as tck
import matp lo t l i b . patches as mpatches
from m p l t o o l k i t s import mplot3d
from ComputeIterat ion import image cons t ph i
from ComputeIterat ion import image cons t the ta
import math
import numpy as np
def p l o t t e r ( const , samples , sampleParamLow , sampleParamHi , param , \
i t e r a t i o n s , s t a r t , lam , sampleType , plotType ) :
””” cons t := i s ’ ph i ’ ( cons tant phi ) xor ’ t h e t a ’ ( cons tant t h e t a ) .
samples := the number o f samples o f the parameter to be v a r i e d .
sampleParamLow := lower bound f o r sampled v a l u e s o f the v a r i e d param .
sampleParamHi := upper bound f o r sampled v a l u e s o f the v a r i e d param .
param := the v a l u e o f the cons tant parameter .
i t e r a t i o n s := the number o f i t e r a t i o n s o f the c o l l i s i o n map .
lam := the r a t i o n o f the s t a d i a s s i d e to r a d i u s .
sampleType := the type o f t e c h n i q u e to use f o r sampling .
’ even ’ f o r e v e n l y spaced
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’ random ’ f o r uni formly random
plotType := which type o f p l o t ( s ) i s / are to be produced .
p o s s i b l e v a l u e s :
’ c ’ f o r c y l i n d e r view only
’ s ’ f o r s p h e r i c a l view only
’ b ’ f o r Bunimovich s t a d i a view only
’ cs ’ f o r c y l i n d e r and s p h e r i c a l v iews
’ cb ’ f o r c y l i n d e r and s t a d i a v iews
’ sb ’ f o r s p h e r i c a l and s t a d i a v iews
’ csb ’ f o r a l l t h r e e v iews
”””
pi = math . p i # We can always use some p i !
## Generate the data to be used in a l l p l o t v iews ##
i f const == ’ phi ’ :
# the cons tant parameter i s phi , the v a r i e d parameter i s t h e t a .
var = ’ theta ’
images , car te s ianImage = image cons t ph i ( sampleParamLow , \
sampleParamHi , samples , param , i t e r a t i o n s , lam , sampleType )
e l i f const == ’ theta ’ :
# the cons tant parameter i s the ta , the v a r i e d parameter i s phi .
var = ’ phi ’
images , car te s ianImage = image cons t the ta ( sampleParamLow , \
sampleParamHi , samples , param , i t e r a t i o n s , lam , sampleType )
else :
print ” I n v a l i d constant parameter . ”
print ”Computation f i n i s h e d , prepar ing image . . . ”
## Create a s t r i n g to u n i q u e l y name the output pdf ##
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name = ” cons t ” + const + ” ” + str ( param ) + ” sample s ” + str ( samples ) + \
” ” + var + ” ” + str ( sampleParamLow ) + ” to ” + str ( sampleParamHi )
name = ” ” + name + ” i t e r s ” + str ( i t e r a t i o n s ) + ” sType ” + sampleType
## −−−−−−−−−−−−−−−−−−−−−− CYLINDER VIEW −−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ##
# Check i f the c y l i n d e r view i s to be p rese n te d .
i f ”c” in plotType :
# Create a pdf f o r output
ppC = PdfPages ( ” c y l i n d e r ” + name + ” . pdf ” )
# Proceed to p r e s e n t the c y l i n d e r view .
for i t e r a t i o n in range ( s t a r t , i t e r a t i o n s ) :
f i g = p l t . f i g u r e ( f i g s i z e =(6 ,4))
ax = p l t . subp lot (111)
p l t . s u p t i t l e ( ” I t e r a t i o n ” + str ( i t e r a t i o n ) , f o n t s i z e =16)
ax . yax i s . s e t m a j o r f o r ma t t e r ( tck . FormatStrFormatter ( ’%g $\pi$ ’ ) )
ax . yax i s . s e t m a j o r l o c a t o r ( tck . Mult ip l eLocator ( base =1.0))
ax . xax i s . s e t m a j o r f o r ma t t e r ( tck . FormatStrFormatter ( ’%g $\pi$ ’ ) )
ax . xax i s . s e t m a j o r l o c a t o r ( tck . Mult ip l eLocator ( base =1.0))
ax . s e t x l i m ( [ −0 .01 , 2 ] )
ax . s e t y l i m ( [ 0 , 1 ] )
ax . p l o t (0 , 0 , ms=0)
po in t s = images [ i t e r a t i o n ]
# Go through the p o i n t s p l o t t i n g them as we go
for i in range (1 , samples ) :
d i s t = abs ( po in t s [ i −1 ] [ 0 ] − po in t s [ i ] [ 0 ] )
# See i f the r e g u l a r d i s t a n c e i s s h o r t e r than the compliment o f
# the d i s t a n c e s .
i f d i s t < (2∗ pi − d i s t ) :
# ”no wrapping ”
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# The p o i n t s must be p l o t t e d normal ly
x = [ po in t s [ i −1 ] [ 0 ] / pi , po in t s [ i ] [ 0 ] / p i ]
y = [ ( po in t s [ i −1 ] [ 1 ] + pi /2)/ pi , ( po in t s [ i ] [ 1 ] + pi /2)/ p i ]
p l t . p l o t (x , y )#33333333333333333333333333333333333333333333333
else :
# ” wrapping ”
# The p o i n t s must be p l o t t e d so t h a t the l i n e between them
# goes the ” o th er way” around the c y l i n d e r .
# Get the average o f the two p s i v a l u e s o f the p o i n t s .
# Then s h i f t up by p i /2 to turn the phi v a l u e i n t o a p s i
# v a l u e .
ps i ave rage = ( po in t s [ i −1 ] [ 1 ] + po in t s [ i ] [ 1 ] ) / 2 + pi /2
# Figure out which p o i n t has a h i g h e r t h e t a v a l u e
i f po in t s [ i −1 ] [ 0 ] < po in t s [ i ] [ 0 ] :
#p i has a h i g h e r t h e t a va lue , i t must be connected to
#(2 pi , p s i a v e r a g e )
x = [ po in t s [ i ] [ 0 ] / pi , 2 ]
y = [ ( po in t s [ i ] [ 1 ] + pi /2)/ pi , p s i ave rage / p i ]
p l t . p l o t (x , y )################################################
#p i−1 has a lower t h e t a va lue , i t must be connected to
#(0 , p s i a v e r a g e )
x = [ 0 , po in t s [ i −1 ] [ 0 ] / p i ]
y = [ ps i ave rage / pi , ( po in t s [ i −1 ] [ 1 ] + pi /2)/ p i ]
p l t . p l o t (x , y )############################################
else :
#p i has a lower t h e t a v a l u e so i t must be connected to
#(0 , p s i a v e r a g e )
x = [ 0 , po in t s [ i ] [ 0 ] / p i ]
y = [ ps i ave rage / pi , ( po in t s [ i ] [ 1 ] + pi /2)/ p i ]
p l t . p l o t (x , y )##################################################
#p i−1 has a h i g h e r t h e t a va lue , i t must be connected to
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#(2 pi , p s i a v e r a g e )
x = [ po in t s [ i −1 ] [ 0 ] / pi , 2 ]
y = [ ( po in t s [ i −1 ] [ 1 ] + pi /2)/ pi , p s i ave rage / p i ]
p l t . p l o t (x , y )################################################# ’ r ’
ppC . s a v e f i g ( f i g )
p l t . c l o s e ( f i g )
gc . c o l l e c t ( )
ppC . c l o s e ( )
print ” Cyl inder P lo t t i ng Complete”
## −−−−−−−−−−−−−−−−−−−−−− STADIA VIEW −−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ##
i f ”b” in plotType :
# Create a pdf f o r output
ppB = PdfPages ( ” s t a d i a ” + name + ” . pdf ” )
# Proceed to p r e s e n t the s t a d i a view .
f i g = p l t . f i g u r e ( f i g s i z e =(6 ,4))
x1 , y1 = [−1 , 1 ] , [ 1 , 1 ]
x2 , y2 = [−1 , 1 ] , [−1 , −1]
p l t . p l o t ( x1 , y1 , c=’b ’ )
p l t . p l o t ( x2 , y2 , c=’b ’ )
ax = p l t . subp lot (111)
rightCap = mpatches . Wedge ( ( 1 , 0 ) , 1 , −90, 90 , width =.015 , f c=’b ’ )
l e f tCap = mpatches . Wedge((−1 , 0 ) , 1 , 90 , −90, width =.015 , f c=’b ’ )
ax . p l o t (0 , 0 , ms=0)
ax . a d d a r t i s t ( r ightCap )
ax . a d d a r t i s t ( l e f tCap )
ax . s e t x l i m ( [ −2 .1 , 2 . 1 ] )
ax . s e t y l i m ( [ −1 .5 , 1 . 5 ] )
ax . p l o t (0 , 0 , ms=0)
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for i t e r a t i o n in range ( s t a r t , i t e r a t i o n s ) :
f i g = p l t . f i g u r e ( f i g s i z e =(6 ,4))
x1 , y1 = [−1 , 1 ] , [ 1 , 1 ]
x2 , y2 = [−1 , 1 ] , [−1 , −1]
p l t . p l o t ( x1 , y1 , c=’b ’ )
p l t . p l o t ( x2 , y2 , c=’b ’ )
p l t . s u p t i t l e ( ” I t e r a t i o n ” + str ( i t e r a t i o n ) , f o n t s i z e =16)
ax = p l t . subp lot (111)
rightCap = mpatches . Wedge ( ( 1 , 0 ) , 1 , −90, 90 , width =.015 , f c=’b ’ )
l e f tCap = mpatches . Wedge((−1 , 0 ) , 1 , 90 , −90, width =.015 , f c=’b ’ )
ax . p l o t (0 , 0 , ms=0)
ax . a d d a r t i s t ( r ightCap )
ax . a d d a r t i s t ( l e f tCap )
ax . s e t x l i m ( [ −2 .1 , 2 . 1 ] )
ax . s e t y l i m ( [ −1 .5 , 1 . 5 ] )
ax . p l o t (0 , 0 , ms=0)
for sample in range ( samples ) :
x = [ car te s ianImage [ sample ] [ i t e r a t i o n ] [ 0 ] , \
car te s ianImage [ sample ] [ i t e r a t i o n + 1 ] [ 0 ] ]
y = [ car te s ianImage [ sample ] [ i t e r a t i o n ] [ 1 ] , \
car te s ianImage [ sample ] [ i t e r a t i o n + 1 ] [ 1 ] ]
print ’ x = ’ + str ( x )
print ’ y = ’ + str ( y )
p l t . arrow ( x [ 0 ] , y [ 0 ] , ( x [1]−x [ 0 ] ) , ( y [1]−y [ 0 ] ) , c o l o r = ’ r ’ , \
l e n g t h i n c l u d e s h e a d = True , shape=’ f u l l ’ , head width =.05)
ppB . s a v e f i g ( f i g )
# p l t . c l o s e ( f i g )
# gc . c o l l e c t ( )
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ppB . c l o s e ( )
print ” Stadia P lo t t i ng Complete . ”
## −−−−−−−−−−−−−−−−−−−−−− SPHERICAL VIEW −−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ##
i f ” s ” in plotType :
# Create a sphere
ppS = PdfPages ( ” sphere ” + name + ” . pdf ” )
r = 1
pi = np . p i
cos = np . cos
s i n = np . s i n
phi , theta = np . mgrid [ 0 . 0 : p i : 100 j , 0 . 0 : 2 . 0 ∗ pi :100 j ]
xxx = r ∗ s i n ( phi )∗ cos ( theta )
yyy = r ∗ s i n ( phi )∗ s i n ( theta )
zzz = r ∗ cos ( phi )
for i t e r a t i o n in range ( s t a r t , i t e r a t i o n s ) :
po in t s = images [ i t e r a t i o n ]
f i g = p l t . f i g u r e ( )
ax = f i g . add subplot (111 , p r o j e c t i o n=’ 3d ’ )
ax . p l o t s u r f a c e ( xxx , yyy , zzz , r s t r i d e =1, c s t r i d e =1, c o l o r=’ c ’ , \
alpha =0.3 , l i n ew id th =0)
# Go through the p o i n t s p l o t t i n g them as we go
for i in range (1 , samples ) :
# Get the t h e t a and phi v a l u e s
theta im1 = po in t s [ i −1 ] [ 0 ]
t h e t a i = po in t s [ i ] [ 0 ]
phi im1 = po in t s [ i −1 ] [ 1 ] + pi /2
p h i i = po in t s [ i ] [ 1 ] + pi /2
# C a l c u l a t e the 3d Cartes ian v a l u e s corresponding to the
# t h e t a phi v a l u e s .
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xx im1 = math . s i n ( phi im1 )∗math . cos ( theta im1 )
x x i = math . s i n ( p h i i )∗math . cos ( t h e t a i )
yy im1 = math . s i n ( phi im1 )∗math . s i n ( theta im1 )
y y i = math . s i n ( p h i i )∗math . s i n ( t h e t a i )
zz im1 = math . cos ( phi im1 )
z z i = math . cos ( p h i i )
d i s t = abs ( po in t s [ i −1 ] [ 0 ] − po in t s [ i ] [ 0 ] )
# See i f the r e g u l a r d i s t a n c e i s s h o r t e r than the compliment o f
# the d i s t a n c e s .
i f d i s t < (2∗ pi − d i s t ) :
# ”no wrapping ”
# The p o i n t s must be p l o t t e d normal ly
x = [ xx im1 , x x i ]
y = [ yy im1 , y y i ]
z = [ zz im1 , z z i ]
ax . plot3D (x , y , z )
else :
# ” wrapping ”
# The p o i n t s must be p l o t t e d so t h a t the l i n e between them
# goes the ” o th er way” around the c y l i n d e r .
# Get the average o f the two p s i v a l u e s o f the p o i n t s .
# Create an i n t e r m e d i a t e p o i n t to prevent wrapping i t
# has a t h e t a v a l u e o f 0 .
phiaverage = ( po in t s [ i −1 ] [ 1 ] + po in t s [ i ] [ 1 ] ) / 2 + pi /2
xx0 = math . s i n ( phiaverage )
yy0 = 0
zz0 = math . cos ( phiaverage )
# Connect p i−1 to xx0 and p l o t
x = [ xx im1 , xx0 ]
y = [ yy im1 , yy0 ]
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z = [ zz im1 , zz0 ]
ax . plot3D (x , y , z )
# Connect p i to xx0 and p l o t
x = [ xx i , xx0 ]
y = [ yy i , yy0 ]
z = [ z z i , zz0 ]
ax . plot3D (x , y , z )
ax . s e t x l i m ( [ −1 ,1 ] )
ax . s e t y l i m ( [ −1 ,1 ] )
ax . s e t z l i m ( [ −1 ,1 ] )
ax . s e t a s p e c t ( ” equal ” )
p l t . t i g h t l a y o u t ( )
ppS . s a v e f i g ( f i g )
p l t . c l o s e ( f i g )
gc . c o l l e c t ( )
ppS . c l o s e ( )
print ” S p h e r i c a l P l o t t i ng Complete”
return 1
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A.3 ComputeIteration.py
# −∗− coding : u t f−8 −∗−
”””
Created on Sun Oct 28 14 :08 :19 2018
Functions f o r t a k i n g a range o f the ta−phi v a l u e s and producing images o f t h e s e
s e t s f o r d i s p l a y . We use image in the sense o f the image o f a s e t
under a f u n c t i o n . Uses PointSampling . py , CoordinateConversion . py , and
Col l i s ionMap . py .
@author : Randy
”””
from PointSampling import evenSpacingSample
from PointSampling import randomSample
from CoordinateConvers ion import thetaphiTOxybeta
from CoordinateConvers ion import xybetaTOthetaphi
from Col l i s ionMap import c o l l i s i o n L o o p
def image cons t the ta ( philow , phihigh , samples , theta , i t e r a t i o n s , lam , \
sampleType ) :
””” low := the lower bound o f the d e s i r e d range o f phi v a l u e s .
h igh := the upper bound o f the d e s i r e d range o f phi v a l u e s .
num := the number o f d e s i r e d phi v a l u e s .
t h e t a := the the t h e t a v a l u e f o r each p o i n t .
i t e r a t i o n s := the number o f i t e r a t i o n s d e s i r e d .
lam := the parameter t h a t c h a r a c t e r i z e s a Bunimovich Stadium .
sampleType := s p e c i f i e s the sampling t e c h n i q u e to be used .
’ even ’ f o r e v e n l y spaced , ’ random ’ f o r uniform random .
Uses e v e n l y spaced samples f o r now . . . Theta i s constant , on ly
phi v a r i e s . The range f o r phi i s [ low , h igh ] .
”””
i f sampleType == ’ even ’ :
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# Get e v e n l y spaced phi v a l u e s
phiArray = evenSpacingSample ( philow , phihigh , samples )
e l i f sampleType == ’ random ’ :
phiArray = randomSample ( philow , phihigh , samples )
images = [ ]
# s t o r e the Cartes ian c o o r d i n a t e s o f the t r a j e c t o r i e s
ca r t e s i an Images = [ ]
# b u i l d an l i s t o f l i s t s . The inner l i s t i s the c o l l i s i o n p o i n t s on
# i t e r a t i o n i . the outer l i s t i s a l i s t o f i t e r a t i o n s .
for k in range ( i t e r a t i o n s ) :
images . append ( [ ] )
for i in range ( samples ) :
phi = phiArray [ i ]
# Get the Cartes ian v a l u e s a s s o c i a t e d wi th the the ta−phi p a i r
(x , y , beta ) = thetaphiTOxybeta ( theta , phi , lam )
# I t e r a t e c o l l i s i o n s us ing ( x , y , be ta ) as seeds .
# This r e t u r n s the t r a j e c t o r y o f ( x , y , be ta )
po in t s = c o l l i s i o n L o o p (x , y , beta , i t e r a t i o n s , lam )
# Store t h i s t r a j e c t o r y in car tes ianImages
ca r t e s i an Images . append ( po in t s )
# Convert each p o i n t in the t r a j e c t o r y i n t o a the ta−phi p a i r .
for j in range ( i t e r a t i o n s ) :
( xi , yi , b e t a i ) = po in t s [ j ]
# Convert the p o i n t and s t o r e i t s a s s o c i a t e d the ta−phi p a i r as
# the j ˆ th c o l l i s i o n in the t r a j e c t o r y o f the i ˆ th sampled p o i n t .
# each p o i n t i s s t o r e d as a t h e t a phi p a i r .
# p r i n t ”( i , j ) = (” + s t r ( i ) + ” ,” + s t r ( j ) + ”)”
images [ j ] . append ( xybetaTOthetaphi ( xi , yi , beta i , lam ) )
return images , ca r t e s i an Images
def image cons t ph i ( thetalow , thetahigh , samples , phi , i t e r a t i o n s , lam , \
Page 104
Modeling the Bunimovich Stadium Shoemaker
sampleType ) :
””” low := the lower bound o f the d e s i r e d range o f t h e t a v a l u e s .
h igh := the upper bound o f the d e s i r e d range o f t h e t a v a l u e s .
sample := the number o f d e s i r e d t h e t a v a l u e s .
ph i := the the phi v a l u e f o r each p o i n t .
i t e r a t i o n s := the number o f i t e r a t i o n s d e s i r e d .
lam := the parameter t h a t c h a r a c t e r i z e s a Bunimovich Stadium .
sampleType := s p e c i f i e s the sampling t e c h n i q u e to be used .
’ e ’ f o r e v e n l y spaced , ’ u ’ f o r uniform random .
The range f o r phi i s [ low , h igh ] .
”””
i f sampleType == ’ even ’ :
# Get e v e n l y spaced t h e t a v a l u e s
the taar ray = evenSpacingSample ( thetalow , thetahigh , samples )
e l i f sampleType == ’ random ’ :
the taar ray = randomSample ( thetalow , thetahigh , samples )
images = [ ]
# This w i l l s t o r e the Cartes ian c o o r d i n a t e s o f the t r a j e c t o r i e s
ca r t e s i an Images = [ ]
# b u i l d an l i s t o f l i s t s . The inner l i s t i s the c o l l i s i o n p o i n t s on
# i t e r a t i o n i . the outer l i s t i s a l i s t o f i t e r a t i o n s .
for k in range ( i t e r a t i o n s ) :
images . append ( [ ] )
for i in range ( samples ) :
theta = thetaar ray [ i ]
# g e t the Cartes ian v a l u e s a s s o c i a t e d wi th t h i s the ta−phi p a i r
(x , y , beta ) = thetaphiTOxybeta ( theta , phi , lam )
# I t e r a t e c o l l i s i o n s us ing ( x , y , be ta ) as seeds .
# This r e t u r n s the t r a j e c t o r y o f ( x , y , be ta )
po in t s = c o l l i s i o n L o o p (x , y , beta , i t e r a t i o n s , lam )
# Store t h i s t r a j e c t o r y in car tes ianImages
ca r t e s i an Images . append ( po in t s )
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# Convert each p o i n t in the t r a j e c t o r y i n t o a the ta−phi p a i r .
for j in range ( i t e r a t i o n s ) :
( xi , yi , b e t a i ) = po in t s [ j ]
# Convert the p o i n t and s t o r e i t s a s s o c i a t e d the ta−phi p a i r as
# the j ˆ th c o l l i s i o n in the t r a j e c t o r y o f the i ˆ th sampled p o i n t .
# each p o i n t i s s t o r e d as a t h e t a phi p a i r .
images [ j ] . append ( xybetaTOthetaphi ( xi , yi , beta i , lam ) )
return images , ca r t e s i an Images
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A.4 CollisionMap.py
# −∗− coding : u t f−8 −∗−
”””
Created on Sun Sep 23 14 :12 :38 2018
Computes c o l l i s i o n s by i t e r a t i n g the c o l l i s i o n map . Implements the s t a d i a ’ s
C o l l i s i o n map to f i n d the s u c c e s s i v e c o l l i s i o n o f a g iven c o l l i s i o n . Uses




from CoordinateConvers ion import mod2pi
def c o l l i s i o n L o o p (x , y , beta , i t e r a t i o n s , lam ) :
””” C a l l s the c o l l i s i o n map ’ i t e r a t i o n s ’ t imes on the i n i t i a l c o n d i t i o n
( x , y , b ) . Each c a l c u l a t e d c o l l i s i o n i s saved in a l i s t which i s re turned
by t h i s f u n c t i o n .
”””
# This v a l u e s e t s an erro r t o l e r a n c e when comparing two ” e q u a l ” v a l u e s
global e p s i l o n
e p s i l o n = math .pow(10 ,−7)
global d e l t a
d e l t a = math .pow(10 ,−6)
# This v a l u e i s used f r e q u e n t l y in most o f the f u n c t i o n s .
global halfLam
halfLam = f loat ( lam )/2
po in t s = [ ( x , y , beta ) ]
# I t e r a t i v e l y c a l l t he c o l l i s i o n map . Save the c o l l i s i o n p o i n t s re turned .
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while i t e r a t i o n s > 0 :
(x , y , beta ) = co l l i s i onMap (x , y , beta )
po in t s . append ( ( x , y , beta ) )
i t e r a t i o n s = i t e r a t i o n s − 1
return po in t s
def co l l i s i onMap (x , y , beta ) :
””” C a l c u l a t e s the next c o l l i s i o n g iven the p r e v i o u s c o l l i s i o n s p e c i f i e d
by x , y , be ta . The next c o l l i s i o n i s re turned as x1 , y1 , b1 . This f u n c t i o n
uses the 4 boo lean f l a g s d e s c r i b e d be low .
”””
# : : The COLLISION v a r i a b l e : :
# This v a r i a b l e i n d i c a t e s where the p r e v i o u s c o l l i s i o n was , w i t h i n the
# c o l l i s i o n t e s t e r s i t i s s e t to where the c o l l i s i o n i s . The key d e s c r i b i n g
# the v a l u e s f o r t h i s v a r i a b l e and what they mean are as f o l l o w s :
# 0 i n d i c a t e s t h a t the v a r i a b l e has j u s t been r e s e t / c o l l i s i o n l o c a t i o n
# unknown .
# 1 i n d i c a t e s t h a t the c o l l i s i o n was wi th the l e f t cap .
# 2 i n d i c a t e s t h a t the c o l l i s i o n was wi th the upper s i d e .
# 3 i n d i c a t e s t h a t the c o l l i s i o n was wi th the r i g h t cap .
# 4 i n d i c a t e s t h a t the c o l l i s i o n was wi th the lower s i d e .
# Set the v a r i a b l e to zero to i n d i c a t e t h a t the l o c a t i o n o f the p r e v i o u s
# c o l l i s i o n i s unknown .
c o l l i s i o n = 0
beta = mod2pi ( beta )
# Check f o r the s p e c i a l case where the b i l l i a r d i s t r a v e l i n g h o r i z o n t a l l y .
i f beta == 0 or beta == math . p i :
return hor i zonta lPath (x , y , beta )
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# Check f o r the s p e c i a l case where the b i l l i a r d i s t r a v e l i n g v e r t i c a l l y .
i f abs ( beta − math . p i /2) < d e l t a or abs ( beta − 3∗math . p i /2) < d e l t a :
return v e r t i c a l P a t h (x , y , beta )
# See which par t o f the b i l l i a r d t a b l e the i n i t i a l c o n d i t i o n ( a c o l l i s i o n )
# r e s i d e s . Then s e t c o l l i s i o n to the a p p r o p r i a t e v a l u e .
# See which par t o f the t a b l e the i n i t i a l c o n d i t i o n r e s i d e s .
i f x < −halfLam :
# l e f t cap .
c o l l i s i o n = 1
e l i f x <= halfLam :
i f y > 0 :
# Upper s i d e .
c o l l i s i o n = 2
i f y < 0 :
# Lower s i d e .
c o l l i s i o n = 4
else :
# r i g h t cap .
c o l l i s i o n = 3
i f not c o l l i s i o n == 2 :
# Run c o l l i s i o n t e s t f o r upper s i d e .
po int = uppe rS ideCo l l i s i onTes t (x , y , beta )
i f po int != None :
return po int
i f not c o l l i s i o n == 4 :
# Run c o l l i s i o n t e s t f o r lower s i d e .
po int = l o w e r S i d e C o l l i s i o n T e s t (x , y , beta )
i f po int != None :
return po int
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po int = l e f t C a p C o l l i s i o n T e s t (x , y , beta , c o l l i s i o n )
i f po int != None :
return po int
po int = r i gh tCapCo l l i s i onTes t (x , y , beta , c o l l i s i o n )
i f po int != None :
return po int
print ”The c o l l i s i o n map did not de t e c t a c o l l i s i o n f o r the input : ”
print ” [ x , y , beta ] = ” + str ( [ x , y , beta ] )
return ( 0 , 0 , 0 )
###################################################END C o l l i s i o n Map##########
def uppe rS ideCo l l i s i onTes t (x , y , beta ) :
””” This f u n c t i o n checks f o r a c o l l i s i o n wi th the upper s i d e . I f one i s
de tec ted , then c a l c u l a t e the c o o r d i n a t e s where i t occurs and the
b i l l i a r d ’ s new d i r e c t i o n . The input i s the c o o r d i n a t e o f the b i l l i a r d ’ s
p r e v i o u s c o l l i s i o n a long wi th the s l o p e o f the l i n e r e p r e s e n t i n g the
path . The c o o r d i n a t e s o f the new c o l l i s i o n are re turned a long wi th the
ang le s p e c i f y i n g the d i r e c t i o n . I f no c o l l i s i o n was d e t e c t e d then None
i s re turned .
”””
# Set the s l o p e o f the l i n e r e p r e s e n t i n g the path o f the b i l l i a r d .
m = math . tan ( beta )
# See where the b i l l i a r d ’ s path i n t e r s e c t s the l i n e y=1.
# I f t h i s occurs in the proper range then a c o l l i s i o n wi th
# the upper s i d e has occurred .
i n t e r s e c t i o n = (1− f loat ( y ) )/m + x
i f −halfLam <= i n t e r s e c t i o n and i n t e r s e c t i o n <= halfLam :
x1 = i n t e r s e c t i o n
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y1 = 1
# f i n d the components o f the post−c o l l i s i o n a l v e l o c i t y v e c t o r .
vpx = math . cos ( beta )
vpy = −math . s i n ( beta )
# use the pos t c o l l i s i o n a l v e l o c i t y v e c t o r to f i n d the new d i r e c t i o n
# ang le
beta1 = math . atan2 ( vpy , vpx )
return ( x1 , y1 , mod2pi ( beta1 ) )
return None
##############################################END u p p e r S i d e C o l l i s i o n T e s t()####
def l o w e r S i d e C o l l i s i o n T e s t (x , y , beta ) :
””” Tests f o r c o l l i s i o n wi th LS . IF one occurs re turn the new c o l l i s i o n s
c o o r d i n a t e s wi th the b i l l i a r d s new d i r e c t i o n . Otherwise re turn None .
”””
# Set the s l o p e o f the l i n e r e p r e s e n t i n g the path o f the b i l l i a r d .
m = math . tan ( beta )
# See where the b i l l i a r d ’ s path i n t e r s e c t s the l i n e y=1.
# I f t h i s occurs in the proper range then a c o l l i s i o n wi th
# the upper s i d e has occurred .
i n t e r s e c t i o n = (−1− f loat ( y ) )/m + x
i f −halfLam <= i n t e r s e c t i o n and i n t e r s e c t i o n <= halfLam :
x1 = i n t e r s e c t i o n
y1 = −1
# f i n d the components o f the post−c o l l i s i o n a l v e l o c i t y v e c t o r .
vpx = math . cos ( beta )
vpy = −math . s i n ( beta )
# use the pos t c o l l i s i o n a l v e l o c i t y v e c t o r to f i n d the new d i r e c t i o n
# ang le
beta1 = math . atan2 ( vpy , vpx )
return ( x1 , y1 , mod2pi ( beta1 ) )
Page 111
Modeling the Bunimovich Stadium Shoemaker
return None
############################################END l o w e r S i d e C o l l i s o i n T e s t()######
def l e f t C a p C o l l i s i o n T e s t (x , y , beta , c o l l i s i o n ) :
””” Tests f o r a c o l l i s i o n wi th the upper l e f t cap . I f one i s d e te c t ed ,
the new x , y , and beta−v a l u e s are computed and re turned . I f not , then
None i s re turned .
”””
# Set the s l o p e o f the l i n e r e p r e s e n t i n g the path o f the b i l l i a r d .
m = math . tan ( beta )
# Set v a r i a b l e s used to t e s t f o r a c o l l i s i o n
mSquare = math .pow(m, 2 )
a = mSquare + 1
b = 2∗m∗y − 2∗mSquare∗x + 2∗halfLam
c = mSquare∗math .pow(x , 2 ) − 2∗m∗y∗x + math .pow(y , 2 ) \
+ math .pow( halfLam , 2 ) − 1
bSquare = math .pow(b , 2 )
d i s c r = bSquare − 4∗a∗c
# Ensure t h a t the d i s c r i m i n a n t i s non−n e g a t i v e !
i f d i s c r < 0 :
return None
#
square = math . s q r t ( d i s c r )
a2 = 2∗a
# Find the two p o t e n t i a l x−v a l u e s o f a c o l l i s i o n wi th the upper l e f t cap .
d = (−b + square )/ a2
e = (−b − square )/ a2
# See i f the p r e v i o u s c o l l i s i o n was in the l e f t cap .
i f c o l l i s i o n == 1 :
# The p r e v i o u s c o l l i s i o n was in the l e f t cap . See which
# p o t e n t i a l x−v a l u e was the x−v a l u e o f the p r e v i o u s c o l l i s i o n .
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# The oth er p o t e n t i a l x−v a l u e must be lon g to the new c o l l i s i o n .
# Set c o l l i s i o n to 1 to i n d i c a t e t h a t a c o l l i s i o n wi th l e f t cap
# was d e t e c t e d so t h a t the new y−v a l u e and d i r e c t i o n can be computed
# below .
i f abs (x−e ) < e p s i l o n and d < −halfLam :
x1 = d
c o l l i s i o n = 1
e l i f abs (x−d) < e p s i l o n and e < −halfLam :
x1 = e
c o l l i s i o n = 1
else :
# The p r e v i o u s c o l l i s i o n was in the upper l e f t cap and the
# o l d x−v a l u e does not correspond to one o f the s o l u t i o n s o f the
# b i l l i a r d ’ s path i n t e r s e c t i n g the cap .
c o l l i s i o n = 0
else :
# The p r e v i o u s c o l l i s i o n was not in the upper l e f t cap . Test p o t e n t i a l
# x−v a l u e s to see i f they l i e on the upper l e f t cap .
i f −halfLam −1 <= d and d < −halfLam :
# A c o l l i s i o n was de tec ted , s e t the new x−value , c o l l i s i o n to 1
# so the new y−v a l u e and d i r e c t i o n can be computed be low .
x1 = d
c o l l i s i o n = 1
e l i f −halfLam −1 <= e and e < −halfLam :
# A c o l l i s i o n was de tec ted , s e t the new x−value , c o l l i s i o n to 1
# so the new y−v a l u e and d i r e c t i o n can be computed be low .
x1 = e
c o l l i s i o n = 1
# I f a c o l l i s i o n was d e t e c t e d we must compute the new y−v a l u e and d i r e c t i o n
# Otherwise we re turn None as s p e c i f i e d .
i f c o l l i s i o n == 1 :
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# Set the new y−v a l u e
y1 = m∗( x1 − x ) + y
# C a l c u l a t e the components o f the pre−c o l l i s i o n a l v e l o c i t y v e c t o r
vmx = math . cos ( beta )
vmy = math . s i n ( beta )
# C a l c u l a t e the components o f the inward normal v e c t o r
nx = −(x1 + halfLam )
ny = −y1
# c a l c u l a t e the dot product o f the pre−c o l l i s i o n a l v e l o c i t y v e c t o r and
# the inward normal
dot = vmx∗nx + vmy∗ny
# C a l c u l a t e the components o f the post−c o l l i s i o n a l v e l o c i t y v e c t o r
vpx = vmx − 2∗dot∗nx
vpy = vmy − 2∗dot∗ny
# C a l c u l a t e the d i r e c t i o n ang le o f the post−c o l l i s i o n a l v e l o c i t y v e c t o r
beta1 = math . atan2 ( vpy , vpx )
return ( x1 , y1 , mod2pi ( beta1 ) )
return None
#####################################End L e f t Cap C o l l i s i o n Tester
def r i gh tCapCo l l i s i onTes t (x , y , beta , c o l l i s i o n ) :
””” Tests f o r a c o l l i s i o n wi th the upper r i g h t cap . I f one i s d e te c te d ,
then the new x , y , and beta−v a l u e s are computed and re turned . I f not ,
then None i s re turned .
”””
# Set the s l o p e o f the l i n e r e p r e s e n t i n g the path o f the b i l l i a r d .
m = math . tan ( beta )
# Set v a r i a b l e s used to t e s t f o r a c o l l i s i o n
mSquare = math .pow(m, 2 )
a = mSquare + 1
b = 2∗m∗y − 2∗mSquare∗x − 2∗halfLam
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c = mSquare∗math .pow(x , 2 ) − 2∗m∗y∗x + math .pow(y , 2 ) \
+ math .pow( halfLam , 2 ) − 1
bSquare = math .pow(b , 2 )
d i s c r = bSquare − 4∗a∗c
# Ensure t h a t the d i s c r i m i n a n t i s non−n e g a t i v e !
i f d i s c r < 0 :
return None
square = math . s q r t ( d i s c r )
a2 = 2∗a
# Find the two p o t e n t i a l x−v a l u e s o f a c o l l i s i o n wi th the upper r i g h t cap .
d = (−b + square )/ a2
e = (−b − square )/ a2
# Check i f the p r e v i o u s c o l l i s i o n was wi th the upper r i g h t cap .
i f c o l l i s i o n == 3 :
# The p r e v i o u s c o l l i s i o n was in the upper r i g h t cap . See which
# p o t e n t i a l x−v a l u e was the x−v a l u e o f the p r e v i o u s c o l l i s i o n .
# The oth er p o t e n t i a l x−v a l u e must be lon g to the new c o l l i s i o n .
# Set c o l l i s i o n to 3 to i n d i c a t e t h a t a c o l l i s i o n wi th upper r i g h t cap
# was d e t e c t e d so t h a t the new y−v a l u e and d i r e c t i o n can be computed
# below .
i f abs (x−d) < e p s i l o n and e > halfLam :
x1 = e
c o l l i s i o n = 3
e l i f abs (x−e ) < e p s i l o n and d > halfLam :
x1 = d
c o l l i s i o n = 3
else :
# The p r e v i o u s c o l l i s i o n was in the upper r i g h t cap and the
# o l d x−v a l u e does not correspond to one o f the s o l u t i o n s o f the
# b i l l i a r d ’ s path i n t e r s e c t i n g the cap .
c o l l i s i o n = 0
else :
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# The p r e v i o u s c o l l i s i o n was not in the r i g h t cap . Test the p o t e n t i a l
# x−v a l u e s to see i f they l i e on the r i g h t cap .
i f halfLam <= d and d <= halfLam + 1 + e p s i l o n :
# A c o l l i s i o n was de tec ted , s e t the new x−value , c o l l i s i o n to 3
# so the new y−v a l u e and d i r e c t i o n can be computed be low .
x1 = d
c o l l i s i o n = 3
e l i f halfLam <= e and e <= halfLam + 1 + e p s i l o n :
# A c o l l i s i o n was de tec ted , s e t the new x−value , c o l l i s i o n to 3
# so the new y−v a l u e and d i r e c t i o n can be computed be low .
x1 = e
c o l l i s i o n = 3
# I f a c o l l i s i o n was d e t e c t e d we must compute the new y−v a l u e and d i r e c t i o n
# Otherwise we re turn None as s p e c i f i e d .
i f c o l l i s i o n == 3 :
# Set the new y−v a l u e
y1 = m∗( x1 − x ) + y
# C a l c u l a t e the components o f the pre−c o l l i s i o n a l v e l o c i t y v e c t o r
vmx = math . cos ( beta )
vmy = math . s i n ( beta )
# C a l c u l a t e the components o f the inward normal v e c t o r
nx = −(x1 − halfLam )
ny = −y1
# c a l c u l a t e the dot product o f the pre−c o l l i s i o n a l v e l o c i t y v e c t o r and
# the inward normal
dot = vmx∗nx + vmy∗ny
# C a l c u l a t e the components o f the post−c o l l i s i o n a l v e l o c i t y v e c t o r
vpx = vmx − 2∗dot∗nx
vpy = vmy − 2∗dot∗ny
# C a l c u l a t e the d i r e c t i o n ang le o f the post−c o l l i s i o n a l v e l o c i t y v e c t o r
beta1 = math . atan2 ( vpy , vpx )
return ( x1 , y1 , mod2pi ( beta1 ) )
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return None
#####################################End Right Cap C o l l i s i o n Tester
def hor i zonta lPath (x , y , beta ) :
””” This f u n c t i o n c a l c u l a t e s the next c o l l i s i o n f o r a p a r t i c l e t r a v e l i n g
in a p u r e l y h o r i z o n t a l d i r e c t i o n . ( the s e t where t h i s happens shou ld
have a measure o f zero )
”””
# The b i l l i a r d i s t r a v e l i n g h o r i z o n t a l l y so the next c o l l i s i o n has the
# same y−v a l u e and the x−v a l u e i s r e f l e c t e d about the y−a x i s .
y1 = y
x1 = −x
# Check f o r the s p e c i a l case where the b i l l i a r d i s t r a v e l i n g a long the
# x−a x i s . I f i t i s i t s h a l l bounce back a long the same path .
i f y == 0 :
i f beta == 0 :
beta1 = math . p i
e l i f beta == math . p i :
beta1 = 0
return ( x1 , y1 , mod2pi ( beta1 ) )
# Check i f the b i l l i a r d i s t r a v e l i n g from l e f t to r i g h t .
# Notice t h a t the b i l l i a r d can not c o l l i d e wi th a f l a t w a l l because
# i t i s t r a v e l i n g h o r i z o n t a l l y , which i s p a r a l l e l to the f l a t w a l l s .
i f beta == 0 :
# This i s the ang l e between the b i l l i a r d ’ s path and the inward normal .
# Since b e ta i s zero , the d i r e c t i o n between the path ’ s l i n e and the
# inward normal i s j u s t the inward normal ’ s ang l e .
alpha = math . acos ( x1 − halfLam )
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# Check i f the b i l l i a r d i s t r a v e l i n g towards the upper r i g h t cap .
i f y > 0 :
# To g e t the new d i r e c t i o n o f the b i l l i a r d we use the
# d i r e c t i o n o f the inward normal and r o t a t e i t ccw by a lpha .
beta1 = math . p i + math . a s in ( y1 ) + alpha
# Check i f the b i l l i a r d i s t r a v e l i n g towards the lower r i g h t cap .
e l i f y < 0 :
# To g e t the new d i r e c t i o n o f the b i l l i a r d we use the d i r e c t i o n
# of the inward normal and r o t a t e i t c l o c k w i s e by a lpha .
beta1 = math . p i + math . a s in ( y1 ) − alpha
# Notice t h a t we don ’ t have to c o n s i d e r the case where y=0 because i t
# i s handled in the f i r s t i f s ta tement o f t h i s f u n c t i o n .
# Return the new p o i n t in the c o l l i s i o n space .
return ( x1 , y1 , mod2pi ( beta1 ) )
# Check i f the b i l l i a r d i s t r a v e l i n g from r i g h t to l e f t .
i f beta == math . p i :
# Find the ang le between the b i l l i a r d ’ s path and the inward normal .
alpha = math . acos (−(x1 + halfLam ) )
# Check i f the b i l l i a r d i s t r a v e l i n g towards the upper l e f t cap .
i f y > 0 :
# To g e t the new d i r e c t i o n o f the b i l l i a r d tak e the inward normal ’ s
# d i r e c t i o n and r o t a t e i f c l o c k w i s e by a lpha .
beta1 = 2∗math . p i − math . a s in ( y1 ) − alpha
# Check i f the b i l l i a r d i s t r a v e l i n g towards the lower l e f t cap .
i f y < 0 :
beta1 = −math . a s in ( y1 ) + alpha
# Return the new p o i n t in the c o l l i s i o n space .
return ( x1 , y1 , mod2pi ( beta1 ) )
############################################################END h o r i z o n t a l P a t h
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def v e r t i c a l P a t h (x , y , beta ) :
””” This f u n c t i o n c a l c u l a t e s the next c o l l i s i o n f o r a p a r t i c l e t r a v e l i n g
in a p u r e l y v e r t i c a l d i r e c t i o n .
”””
# The x−v a l u e w i l l remain unchanged .
x1 = x
y1 = −y
# See i f the b i l l i a r d i s in the l e f t cap .
i f x < −halfLam :
# See i f the b i l l i a r d i s moving up .
i f abs ( beta − math . p i /2) < d e l t a :
# This g i v e s the p o l a r ang l e wi th r e s p e c t to the c i r c l e ’ s o r i g i n
# of the new c o l l i s i o n p o i n t .
thetahat = math . acos ( x1 + halfLam )
# This g i v e s the new d i r e c t i o n o f the b i l l i a r d . This formula was
# d e r i v e d us ing b a s i c geometry and the f a c t t h a t the p r e v i o u s path
# was p a r a l l e l wi th the y−a x i s ( which a l l o w e d f o r s i m p l i f i c a t i o n s )
beta1 = mod2pi (math . p i + 2∗ thetahat )
# See i f the b i l l i a r d i s moving down
i f abs ( beta == 3∗math . p i /2) < d e l t a :
thetahat = 2∗math . p i − math . acos ( x1 + halfLam )
beta1 = mod2pi (2∗ thetahat − 5∗math . p i /2)
return ( x1 , y1 , mod2pi ( beta1 ) )
# See i f the b i l l i a r d i s t r a v e l i n g between f l a t w a l l s
i f x <= halfLam :
# See i f the b i l l i a r d i s t r a v e l i n g towards the upper s i d e . I f so i t
# w i l l j u s t be r e f l e c t e d back to where i t came from .
i f abs ( beta − math . p i /2) < d e l t a :
beta1 = 3∗math . p i /2
else :
beta1 = math . p i /2
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return ( x1 , y1 , mod2pi ( beta1 ) )
# See i f the b i l l i a r d i s in the r i g h t cap
else :
i f abs ( beta − math . p i /2) < d e l t a :
thetahat = math . acos ( x1 − halfLam )
beta1 = mod2pi (math . p i /2 + 2∗ thetahat )
e l i f abs ( beta == 3∗math . p i /2) < d e l t a :
thetahat = 2∗math . p i − math . acos ( x1 − halfLam )
beta1 = mod2pi (2∗ thetahat − 5∗math . p i /2)
return ( x1 , y1 , mod2pi ( beta1 ) )
###############################################################END v e r t i c a l P a t h
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A.5 CoordinateConversion.py
# −∗− coding : u t f−8 −∗−
”””
Created on Sat Oct 27 16 :42 :30 2018
Provides f u n c t i o n s f o r convers ion o f p o i n t s in the c o l l i s i o n space o f the
Bunimovich stadium .
This p r o v i d e s a l i b r a r y o f f u n c t i o n s t h a t transform p o i n t s in the c o l l i s i o n




def thetaphiTOxybeta ( theta , phi , lam ) :
””” t h e t a := p o l a r ang l e o f the l o c a t i o n where a c o l l i s i o n occurs .
ph i := ang le o f the post−c o l l i s i o n a l v e l o c i t y v e c t o r WRT the inward
normal v e c t o r .
lam := the r a t i o o f t w i c e the l e n g t h o f the b i l l i a r d t a b l e to i t s
r a d i u s .
This f u n c t i o n t a k e s ( the ta , ph i ) and produces the x , y p a i r r e p r e s e n t i n g
t h a t l o c a t i o n in Cartes ian c o o r d i n a t e s . I t a l s o f i n d s beta , the p o l a r
ang l e o f the d i r e c t i o n o f the v e l o c i t y v e c t o r .
”””
# C a l c u l a t e the r e f e r e n c e ang le a s s o c i a t e d wi th t h i s i n s t a n c e o f a
# Bunimovich Stadium . This ang l e w i l l be used to determine on which w a l l
# the p o i n t r e s i d e s .
r e f = math . atan ( f loat (2)/ lam )
halfLam = f loat ( lam )/2
theta = mod2pi ( theta )
# Note : i f lam = 2 then r e f = 0.785398163397 = pi /4
# See i f the p o i n t i s on the top or bottom s i d e .
Page 121
Modeling the Bunimovich Stadium Shoemaker
# Top s i d e
i f theta >= r e f and theta <= math . p i − r e f :
x = f loat (1)/ math . tan ( theta )
y = 1
beta = 3∗math . p i /2 + phi
return (x , y , beta )
# Bottom s i d e
i f math . p i + r e f <= theta and theta <= 2∗math . p i − r e f :
x = −f loat (1)/ math . tan ( theta )
y = −1
beta = math . p i /2 + phi
return (x , y , beta )
# C a l c u l a t e v a l u e s needed f o r l o c a t i o n s in e i t h e r cap .
cos = math . cos ( theta )
s i n = math . s i n ( theta )
# L e f t cap
i f math . p i − r e f < theta and math . p i + r e f > theta :
rho = −halfLam∗ cos + math . s q r t (1 − math .pow( s i n ∗halfLam , 2 ) )
x = rho∗ cos
y = rho∗ s i n
vx = −(x + halfLam )∗math . cos ( phi ) + y∗math . s i n ( phi )
vy = −(x + halfLam )∗math . s i n ( phi ) − y∗math . cos ( phi )
beta = mod2pi (math . atan2 ( vy , vx ) )
return (x , y , beta )
# Right cap
i f (0 <= theta and theta < r e f ) or \
(2∗math . p i − r e f < theta and theta <= 2∗math . p i ) :
rho = halfLam∗ cos + math . s q r t (1 − math .pow( s i n ∗halfLam , 2 ) )
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x = rho∗ cos
y = rho∗ s i n
vx = −(x − halfLam )∗math . cos ( phi ) + y∗math . s i n ( phi )
vy = −(x − halfLam )∗math . s i n ( phi ) − y∗math . cos ( phi )
beta = mod2pi (math . atan2 ( vy , vx ) )
return (x , y , beta )
#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− End o f thetaphiTOxybeta
# ( x , y , be t a ) |−−−−−> ( the ta , ph i )
def xybetaTOthetaphi (x , y , beta , lam ) :
””” ( x , y ) := The Cartes ian c o o r d i n a t e s o f the c o l l i s i o n .
be ta := The p o l a r ang l e o f the v e l o c i t y v e c t o r .
This f u n c t i o n t a k e s a ( x , y , be ta ) t r i p l e and produces a
t h e t a phi p a i r .
”””
# C a l c u l a t e t h e t a
theta = mod2pi (math . atan2 (y , x ) )
# This v a l u e i s commonly used . . .
halfLam = f loat ( lam )/2
# We s h a l l c a l c u l a t e p s i \ in [ 0 , p i ] . This i s the ang l e between the
# p os t c o l l i s i o n a l v e l o c i t y v e c t o r and the p o s i t i v e l y o r i e n t e d tangent to
# the stadium ’ s boundary . We c a l c u l a t e p s i to f i n d phi .
# Right cap
i f x > halfLam :
# s wi t che d s i g n o f y∗ cos ( b e ta ) and the second term too .
p s i = math . acos(−y∗math . cos ( beta ) + ( x − halfLam )∗math . s i n ( beta ) )
# The Sides
e l i f x >= −halfLam :
# Top Side
i f y == 1 :
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p s i = beta − math . p i
e l i f y == −1:
p s i = beta
else :
# I f the x−c o o r d i n a t e i s between −halfLambda and halfLambda
# i n c l u s i v e then the y−c o o r d i n a t e must be 1 or −1 because
# the b i l l i a r d must have i n t e r s e c t e d one o f the f l a t w a l l s .
# So i f y i s n e i t h e r o f t h e s e v a l u e s an e rro r message shou ld be
# d i s p l a y e d .
print ”An attempt was made to convert x , y to theta , phi but”
print ” the x−value corresponds to a s i d e o f the s t a d i a and”
print ” the y−value does not ! The bad va lue s are : ”
print ” [ x , y , beta ] = ” + str ( [ x , y , beta ] )
# L e f t cap
else :
p s i = math . acos(−y∗math . cos ( beta ) + ( x + halfLam )∗math . s i n ( beta ) )
# Use p s i to f i n d phi
phi = p s i − math . p i /2
return ( theta , phi )
#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− End xybetaTOthetaphi
def mod2pi ( ang le ) :
””” Takes an ang le and r e t u r n s the co−t e rmina l ang l e in [0 ,2 p i ) .
”””
while ang le < 0 :
ang le = ang le + 2∗math . p i
while ang le >= 2∗math . p i :
ang le = ang le − 2∗math . p i
return ang le
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A.6 PointSampling.py
# −∗− coding : u t f−8 −∗−
”””
Created on Sun Oct 28 12 :58 :30 2018
Handles sampling g iven numerical ranges .
@author : Randy
”””
import numpy as np
def evenSpacingSample ( low , high , num ) :
””” Samples e v e n l y spaced p o i n t s in the i n t e r v a l [ low , h igh ] .
Returns num number o f e v e n l y spaced p o i n t s in [ low , h igh ] .
USES NUMPY.
”””
return np . arange ( low , high , ( high−low )/ f loat (num ) ) . t o l i s t ( )
def randomSample ( low , high , num ) :
””” ’ Randomly ’ samples p o i n t s in the i n t e r v a l [ low , h igh ] .
Returns num # o f randomly sampled p o i n t s in [ low , h igh ] .
USES NUMPY
”””
# genera te num random numbers between 0 and 1 .
sample = np . random . rand (num)
# f i n d the range o f numbers
rangee = high − low
# s c a l e every number in the array by rangee
sample = rangee ∗ sample
# s h i f t the array o f numbers i n t o the i n t e r v a l [ low , h igh ]
sample = sample + low
sample = sample . t o l i s t ( )
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Instructions for using the Bunimovich
Stadia Evolution Viewer Software
B.1 Using the GUI
1. To use the Bunimovich Stadium Evolution Viewer you must first run the BunimovichStadiumViewer-
GUI.py file. If you are using windows 10 you can do this by clicking on the file named BSE GUI.exe.
Once the software is running the window in Figure B.1 should pop up.
2. To use the software fill in all of the fields and click the Generate button to produce pdf(s). Please note
that all fields must have a value and atleast one of the check boxes must be checked before Generate
is clickable. For an explanation of all of the fields and the software please see below.
Explanation of the Software
This software allows the user to see how the orbits of nearby billiards in the Bunimovich stadium evolve
over time. A set of nearby points in the collision space is the input of the program. The output is visual
data representing the successive collisions of the points in the input set. Recall that in the Bunimovich
stadia the collision space is represented by points of the form (θ, ϕ). θ is the polar angle of the collision
point on the stadium’s boundary. ϕ is the angle between the inward normal N̂ of the stadium at θ and the
post-collision velocity vector. The two parameters have the following ranges θ ∈ [0, 2π) and ϕ ∈ (−π2 ,
π
2 ).
Graphical representations of θ and ϕ can be seen in Figure B.2.
The input sets can be of two different forms:
(1) A set of collision points with θ constant and ϕ varying, or
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Figure B.1: The graphical user interface (GUI) for the Bunimovich Stadium Evolution Viewer Software
(2) A set of collision points with ϕ constant and θ varying.
Once the inputs are specified the software can produce 3 different kinds of views of the system’s evolution
over successive applications of Bunimovich stadium’s collision map. The first view is the trajectory of the
billiards corresponding to the input set “bouncing” in the stadia. To understand the second view notice
that the collision space is homeomorphic to a cylinder since θ is cyclic and ϕ is in an interval. Thus, the
second view shows the billiards’ trajectories represented on the cylinder1. The third view is the collision
space projected on a sphere. Once the inputs have been supplied and the Generate button is clicked, pdf(s)
of the desired views are produced in the directory containing the .py or .exe file.
1The cylinder is “cut” and “flattened out” so it can be easily viewed on a flat screen.
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Figure B.2: The inward normal N̂ , ϕ, and θ
Providing Input to the Software
There are eight fields of input that must be supplied to the software in addition to the check boxes that
specify which views to produce. For an explanation of a particular input field please find its label below.
Constant Variable
This specifies which variable is to be constant, either θ (theta) or ϕ (phi).
Value of Constant Variable




Mean Value of Sampled Variable
This, along with Sampled variable Range specifies the range of values that the non-constant variable is
allowed to take. For instance if 1 is specified as the Mean Value of Sampled Variable and “pi/8”, (about
0.392) is specified as Sampled variable Range then the range of the non-constant variable would be (about)
1± 0.392.
Sampled Variable Range
(Please see the above explanation of Mean Value of Sampled Variable).
Number of Samples
The software can not compute the trajectory of every point in the ranges specified by the user. Instead it
takes a sample of points in the range. This field tells the software how many points to sample. The more
points that are sampled, the more accurate the output is.
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Sampling Method
This specifies the sampling technique to be used by the software. If “even” is selected then the points are
evenly spaced in the non-constant variable’s range. If “random” is selected then points in the specified range
are chosen according the the uniform distribution.
Number of Iterations
This specifies the number of iterations of the collision map to be applied to the sampled points.
First iteration to Display
This specifies the first iteration to be displayed in the output pdf. For example if Number of Iterations is set
to “10” and First iteration to Display is set to “5” then iterations 5-10 of the collision map will be displayed
in the pdf(s). Please note that this value must be less than the value of Number of Iterations.
Checkboxes
The check boxes specify which views will be displayed in the pdf(s). At least one of these must be checked,
however the user can check as many as is desired. A pdf is created for each box checked in the same directory
as the .exe or .py file.
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