This paper proves some regularity criteria for the 3D incompressible MHD with the Hall or ion-slip effects.
Introduction
In this paper we consider the following incompressible MHD with the Hall or ion-slip system: ∂ t u + u · ∇u + ∇ π + 1 2 |b| 2 − µ∆u = b · ∇b, (1.1)
3) (u, b)(·, 0) = (u 0 , b 0 )(·) in R 3 .
(1. 4) Here u denotes the fluid velocity field, b the magnetic field, and π the pressure, respectively. The parameter µ > 0 denotes the viscous coefficient, η > 0 the resistivity coefficient, h the Hall effect coefficient, and β ≥ 0 the ion-slip effects coefficient, respectively. When h = β = 0, the system (1.1)-(1.4) reduces to the well-known incompressible MHD system. Sermange and Temam [22] proved the local existence of classical solutions. He and Xin [15] and Zhou [25] proved the following regularity criteria u ∈ L q (0, T ; L p ) with 2 q + 3 p = 1 and 3 < p ≤ ∞, (1. 5) or ∇u ∈ L q (0, T ; L p ) with 2 q + 3 p = 2 and 3 2 < p ≤ ∞.
(1.6)
Chen-Miao-Zhang [5, 6] showed the following regularity criterion u ∈ L q (0, T ; B Here B s p,∞ is the standard Besov space. Zhou [26] first proved the following regularity criterion
Very recently, Jia-Gui-Dong [16] (see also [10] ) obtained the following regularity criterion 10) under the technical condition µ = η.
(1.11) HereḂ s p,r is the homogeneous Besov space (see Definition 1.1 below). The first aim of this paper is to prove some regularity criteria for the MHD when µ = η. We will prove and div u 0 = div b 0 = 0. Let (u, b) be a local strong solution to the MHD system. If π and b satisfy one of the following four conditions for some T with 0 < T < ∞:
then the solution (u, b) can be extended beyond T . Here BM O is the space of functions of bounded mean oscillation.
Remark 1.1. It is obvious that our results improve those in [26] .
Next, we consider the Hall-MHD system (h = 1, β = 0). The applications of the Hall-MHD system cover a very wide range of physical objects, such as, in the magnetic reconnection in space plasmas, the star formation, neutron stars, and geo-dynamos.
Very recently, the Hall-MHD system has received many studies [2, 3, 1, 4, 8, 7, 9, 13, 11]. In [1], the local existence of smooth solutions was established. Chae and Lee [2] (see also [13, 11] ) proved the following regularity criterion
where the condition on u is the same as that in (1.5). The second aim of this paper is to prove a new regularity criterion for the Hall-MHD system. We will prove 
for some T with 0 < T < ∞, then the solution (u, b) can be extended beyond T .
Finally, we consider the problem (1.1)-(1.4) with µ = η = h = β = 1, which has been studied in [21, 18, 20, 12] . Fan-Nakamura-Zhou [12] proved the local existence and uniqueness of strong solutions and the regularity criterion (1.16). The last aim of this paper is to prove a new regularity criterion (1.17). We will prove
be a local strong solution to the problem (1.1)-(1.4). If π and ∇b satisfy (1.17) or (1.18) for some T with 0 < T < ∞, then the solution (u, b) can be extended beyond T .
Preliminaries
Here we recall the definition of the homogeneous Besov space.
and ξ = 0, whereφ is the Fourier transform of φ and B r is the ball with radius r centered at the origin. For s ∈ R, 1 ≤ p, q ≤ ∞, the homogeneous Besov space is defined asḂ s p,q := {f ∈ S /P : f Ḃs p,q < ∞} with the norm
where S is the space of tempered distributions, P is the space of polynomials, and
for some r with −1 ≤ r ≤ 1, then there exists a decomposition π :
and
We will also use the following inequalities [26, 19, 14, 17] :
(2.6)
Remark 2.1. Actual proof of (2.5) and (2.6) can be found in [17] .
3 Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1, we only need to establish a priori estimates. Testing (1.1) by u and using (1.3), we see that
Testing (1.2) by b and using (1.3), we find that
Summing up (3.1) and (3.2) and noting the cancellation of the term on the right hand side of (3.1) and (3.2), we get the well-known energy equality 1 2
Testing (1.1) by |u| 2 u and using (1.3), we infer that
Testing (1.2) by |b| 2 b and using (1.3), we deduce that
We bound I 1 in two cases as follows. Case 1. r = −1. Using (2.1) and (2.3), we bound I 1 as follows.
for any 0 < < 1. Case 2. −1 < r ≤ 1. Using Lemma 2.1, (2.2) and (2.3), we bound I 1 as follows.
for any 0 < < 1.
(I) Let (1.12) hold true. We bound I 2 as follows.
for any 0 < < 1. Similarly, we bound I 3 as follows.
for any 0 < < 1. Plugging (3.6), (3.7), (3.8) and (3.9) into (3.4) and (3.5), summing up (3.4) and (3.5), taking small enough, and using the Gronwall inequality, we arrive at
(3.10)
By (1.5), we finish the proof.
(II) Let (1.13) hold true. Using (2.4), we bound I 2 as follows.
We bound I 2 as follows.
for any 0 < < 1. Here we used the Gagliardo-Nirenberg inequality
for w := |u| 2 + |b| 2 . Similarly, we bound I 3 as follows.
for any 0 < < 1. Plugging (3.6), (3.7), (3.13) and (3.14) into (3.4) and (3.5), summing them up, taking small enough, and using the Gronwall inequality, we arrive at (3.10). This completes the proof.
(IV) Let (1.15) hold true. We use (2.5) and (2.6) to bound I 2 and I 3 as follows.
(3.15)
Plugging (3.6), (3.7), (3.15) and (3.16) into (3.4) and (3.5), summing them up, taking small enough, and using the Gronwall inequality, we arrive at (3.10) .
This completes the proof.
Proof of Theorem 1.2
This section is devoted to the proof of Theorem 1.2. For that purpose, we only need to prove a priori estimates, where we will take h = µ = η = 1 without loss of generality.
we still have (3.3).
We still have (3.4) . Similarly to (3.5), we get 1 4 
we see that
Now, we still have (3.6), (3.7), (3.8) and (3.9). We only need to bound the new term I 4 .
Inserting (3.6), (3.7), (3.8), (3.9) and (4.4) into (3.4) and (4.2), summing them up, taking small enough and using the Gronwall inequality, we arrive at (3.10).
By (1.16), this completes the proof.
(II) Let (1.18) hold true. Now we still have (3.6), (3.7), (3.15) and (3.16). We only need to bound the new term I 4 .
We use (2.5), (2.6), (3.3) and the identity 5) to bound I 4 as follows.
Plugging (3.6), (3.7), (3.15), (3.16) and (4.6) into (3.4) and (4.2), summing them up, taking small enough, and using the Gronwall inequality, we arrive at (3.10) .
This completes the proof. 
Plugging (3.6), (3.7), (3.8), (3.9), (4.4) and (5.3) into (3.4) and (5.2), summing them up, taking small enough, and using the Gronwall inequality, we arrive at (3.10). By (1.16) (see [12] ), this completes the proof.
(II) Let (1.18) hold true. Now, we still have (3.6), (3.7), (3.15), (3.16) and (4.6). We use (2.5), (2.6) and (4.5) to bound the new term I 5 as follows.
(5.4)
Plugging (3.6), (3.7), (3.15), (3.16), (4.6) and (5.4) into (3.4) and (5.2), summing them up, taking small enough, and using the Gronwall inequality, we arrive at (3.10) .
