Application development for high-performance distributed computing systems, or computational grids as they are sometimes called, requires ``grid-enabled'' tools that hide mundane aspects of the heterogeneous grid environment without compromising performance. As part of an investigation of these issues, we have developed MPICH-G, a grid-enabled implementation of the Message Passing Interface (MPI) that allows a user to run MPI programs across multiple computers at different sites using the same commands that would be used on a parallel computer. This library extends the Argonne MPICH implementation of MPI to use services provided by the Globus grid toolkit. In this paper, we describe the MPICH-G implementation and present preliminary performance results.
Introduction
High-performance ``computational grids'' [11] involve heterogeneous collections of computers that may reside in different administrative domains, run different software, be subject to different access control policies, and be connected by networks with widely varying performance characteristics. We believe that application development in these environments requires specialized ``grid-enabled'' tools that hide mundane aspects of the heterogeneous grid environment without compromising performance. These tools may implement familiar programming models, such as message passing, data parallelism, or object parallelism (perhaps with extensions), or may implement completely new programming models. In either case, research is required to understand the utility of different approaches and the techniques that may be used to implement these approaches in different environments.
As part of an investigation of these issues, we have developed MPICH-G, a grid-enabled The specific problems encountered by the developers of such grid applications vary widely according to the grid environment and application type in question. We use Figure 1 to illustrate some of the problems that we have been concerned with in the development of MPICH-G. This figure shows three massively parallel processing (MPP) systems, each constructed from symmetric multiprocessor (SMP) nodes. Two of the MPPs are located within the same institution and hence are connected by some form of (hopefully high-speed) local area network (LAN), while the third is located at a remote site and hence is reached by a wide area network (WAN). The following is a partial list of the problems that we may encounter in such an environment. Figure 1 . In some cases, a limitation on the number of nodes that can communicate using the vendor-supplied library may require the use of TCP/IP even within an MPP.) 6. The topology of the overall computational system needs to be taken into account when implementing communication algorithms. Taking into account the different TCP/IP performance (in terms of both absolute speeds and bisection bandwidths) within an MPP, over a LAN, and over a WAN, the example system features five different communication speed regimes.
Figure 1:
The structure of a prototypical ``computational grid'' computing environment, of the type supported by MPICH-G. See text for details.
We believe that the solution to these types of problem is to develop grid-enabled tools that provide efficient implementations of familiar (or unfamiliar) programming models for use by application developers. In developing these implementations, the tool developer must be concerned not only with translating the programming model to the grid environment, but also with revealing to the programmer those aspects of the grid environment that impact performance. For example, a gridenabled MPI might handle automatically issues of authorization, startup, and process management, hence addressing the first four points listed above. It might also incorporate specialized techniques for point-to-point and collective communication in highly heterogeneous environments, hence addressing points 5 and 6. Finally, it might also extend the MPI model to provide programmers with access to resource location services, information about grid topology, group communication protocols, and quality-of-service management services, so as to enable new programming techniques appropriate for grid environments.
In principle, such grid-enabled tools could be constructed from scratch. However, the task is greatly simplified if the programmer has access to appropriate low-level services. As we explain below, we use the Globus toolkit as a source of such services in our work.
The state of the art with respect to such tools is not very advanced. Systems such as Condor [18] , NEOS [5] , and NetSolve [3] all implement grid-based programming models of various sorts. 
Building Blocks
Our grid-enabled MPI implementation is constructed from two existing software systems: MPICH and Globus. We describe these briefly here. MPICH also defines a uniform startup mechanism for MPI programs. For example, the command mpirun -np 64 myprog starts the MPI program myprog as 64 processes, whether on a sharedmemory multiprocessor (via fork), a set of workstations on a local area network (e.g., via rsh), or on an MPP (e.g., via POE commands on an IBM SP). Our MPICH-G implementation allows the same command syntax to be used even when starting programs across multiple MPPs of different architectures. We believe that it is a significant achievement that we can provide a similarly simple and uniform interface in much more complex grid environments.
MPICH

Globus
Globus is a widely used toolkit for building wide area applications. The toolkit comprises a set of interrelated components, each providing services and associated APIs that address a distinct aspect of wide area computing [10] . Components developed to date are 1. the Nexus communication library, providing support for multimethod communication; 2. resource management services, providing uniform interfaces to local schedulers and support for brokering and co-allocation (see below); 3. security services, providing support for single sign-on, multiway security contexts, and interfaces to local security services; 4. file access services, providing staging services and uniform interfaces to files, regardless of location;
5. an Lightweight Directory Access Protocol (LDAP)-based information service, the Metacomputing Directory Service (MDS), providing uniform access to up-to-date information about Globus resource structure and state; 6. a fault detection service, providing a notification service for faulty processes; and 7. executable management services that support staging of executables to remote computers.
Globus has distinct local service, global service, and client components. At Globus sites, a small set of servers provide (deliberately simple) local services such as authentication, resource allocation, and status monitoring. In particular, a Globus Resource Allocation Manager (GRAM) implements a uniform interface to local resources (computers, networks, etc.) for authentication and allocation. Additional global services, defined in terms of these local services, provide more sophisticated functionality, such as resource brokering, co-allocation of resources, and fault detection. Finally, client libraries allow application programs and tools to invoke local and global services.
Globus toolkit components are designed to support the incremental development of grid-enabled tools and applications. In principle, the user should be able to take either an existing or new program and gradually make it more ``grid-aware'' by introducing additional services. Preliminary application experiences suggest that this incremental development methodology works well [10] . Various groups are using a similar methodology to apply Globus components in other tool projects (e.g., [1, 13] ); however, MPICH-G is the most sophisticated such system constructed to date.
The MPICH-G Library
We briefly describe the techniques used to implement some of the MPICH-G capabilities listed in the introduction.
Startup: mpirun and the machines File
MPICH provides a standard command for starting MPI programs, namely, mpirun. This command specifies the number of processes that are to be created and can also provide flags relating to debugging and so forth.
On a parallel computer such as the IBM SP, the MPICH implementation of mpirun simply generates an appropriate job submission command to whatever scheduler is used to obtain access to the MPP. On the other hand, in a network of workstations environment, a machines file is accessed to determine which machines the MPI program should be started on. For example, the following file indicates that one process should be started on each of donner and dalek, and two processes on pitcairn. donner dalek pitcairn 2
Our only change to the MPICH startup model is that we generalize the contents of the machines file to include resource manager (GRAM) names. For example, the following file names three such resource managers, at three different sites:
donner.mcs.anl.gov-fork 8 bonny.isi.edu-fork 8 moti4.ncsa.uiuc.edu-lsf 64
The MPICH-G implementation then uses the Globus information service, MDS, to perform a simple form of resource location, accessing MDS to determine detailed contact information (e.g., port numbers) for the specified resource managers. Hence, the user need not be concerned with low-level details regarding the physical location and interfaces of resources.
The user can build on this simple capability to implement more sophisticated resource location schemes. For example, rather than specifying node counts in the machines file, the user can perform an MDS search to determine how many nodes are available on each machine, and can rewrite the machines file appropriately. Or, the user can perform an MDS search to locate resource managers with particular properties (e.g., idle nodes and specified network bandwidth) and then place the names of those systems in the machines file.
Job Submission and Execution
Once the machines file has been read and resource manager contacts determined, the MPICH-G mpirun implementation calls a Globus-provided function called globusrun to manage the task of job submission and execution. This function uses a variety of Globus services and libraries, as follows:
As noted above, the creation of a computation that spans multiple MPPs is a difficult problem. We must allocate resources on the selected computers, start processes, and link these processes into a computation. Different computers differ widely in the mechanisms used for resource allocation and process creation, so a first requirement is to negotiate the appropriate mechanisms at each site. A second concern is that startup can be a timeconsuming and error-prone activity; hence, we require techniques for detecting failure (e.g., via timeout) and synchronizing once startup completes. These two concerns are addressed via the use of the GRAM interface (discussed above) and an appropriate co-allocator library, respectively. MPICH-G uses the Dynamically-Updated Request Online Co-allocator (DUROC). DUROC submits requests, verifies correct startup, and provides functions that can then be used to coordinate the various subjobs so as to create (in our current case) a single MPI_COMM_WORLD spanning all processes. The need to reserve resources at multiple sites simultaneously remains as a problem, which we are investigating in current work.
Authentication and authorization.
A significant obstacle to the use of multiple distributed resources is that the user will typically have a distinct ``trust relationship'' (e.g., account), or even no prior trust relationship at all, at different sites. Hence, starting a program can be a frustrating process involving multiple logins. MPICH-G avoids this because the Globus Security Infrastructure supports single sign-on and automatic mapping (under site control) to appropriate local accounts. Public key technology is used to avoid the transfer of plaintext passwords.
Executable staging.
Manual staging of executables is another painful activity. MPICH-G overcomes this obstacle by using the Globus ``Global Access Secondary Storage'' (GASS) service to stage executables to remote machines. Currently, this technique works only if the programmer has supplied an appropriate executable for each remote computer. In future work, the Globus group plans to investigate automated techniques for identifying and generating appropriate executables, for example by using compile servers.
Communication.
As described in an earlier paper [8] which focused specifically on multimethod communication in MPICH-G, the Nexus communication library is used to provide access to multiple communication methods [9] : e.g., TCP/IP in the wide area, vendor-specific protocols within a computer, and shared memory within a cluster.
Monitoring, control, stdout.
The globusrun utility used by mpirun also provides a number of other useful capabilities. Callbacks provided by GRAMs allow it to detect and report termination. Control functions provided by the GRAM API allow it to terminate a computation in the event of a user signal (control-C) or if a component fails. Finally, GASS mechanisms are used to collect standard output and error streams and route these back to the originating terminal.
Performance Studies
An empirical evaluation of a library such as MPICH-G should, ideally, address at least the following issues:
1. Startup costs: What is the cost of the authentication, authorization, resource location/allocation, and other management mechanisms? Are these mechanisms scalable? 2. Communication costs: What is the impact of the multimethod communication support on point-to-point and collective communication performance, for both simple benchmark programs and real applications, and in both homogeneous and heterogeneous environments? 3. Reliability: Are the management and communication mechanisms provided able to operate reliably in wide area environments?
We present here preliminary results for point-to-point communication performance in homogeneous systems; optimization in this configuration, and other measurements, are ongoing. We use the ``ping-pong'' benchmark programs provided with MPICH [15] to evaluate the performance of MPICH-G. We study performance on an IBM SP2 system at Lawrence Livermore National Laboratory (LLNL). This system runs AIX 4.3.1 and is configured with four-way SMP nodes with 332 MHz PowerPC 604e processors. This configuration provides 1.2 GB/s bandwidth to memory and 150 MB/s switch bandwidth. All communication measurements are between processors on different nodes.
We measured performance for five different communication libraries:
1. IBM-MPI, the nonthreaded IBM implementation of MPI. 2. IBM-MPL, the IBM implementation of MPL, the original communication library provided on the IBM SP. 3. MPICH-mpl, MPICH operating over the IBM MPL library. 4. Nexus, the Globus communication library (also operating over the IBM MPL library in this situation).
MPICH-G, MPICH-G operating over the Globus communication library (which in turn uses
the IBM MPL library).
In addition, for each of these libraries we measured performance when operating over two different bindings for the IBM and IBM MPL library: one that uses the more efficient user space communication and one based on TCP/IP. Also, for Nexus and MPICH-G we evaluated the impact of two different values for the ``skip-poll'' parameter, as discussed below. The results are presented in Tables 1 and 2 .
In brief, we find that when using user space communication, MPICH-G incurs an overhead of 48 usec for a zero-length message (when skip poll=10K) and achieves 35 percent of the peak bandwidth achieved by IBM's MPI. These are certainly not good results, but nor are they dreadful, and on the basis of previous studies [12, 8] , we believe that we understand the source of these overheads and know how to eliminate a significant part of them, by eliminating extra copies, improving memory management, and streamlining certain interfaces. Overall, we believe that we can achieve performance close to that of MPICH-mpl in most situations.
The user space results for Nexus and MPICH-mpl provide some insights into the nature of the overheads. The zero-byte latency for Nexus is 42 usec, while that for MPICH-mpl is only 32 usec; this difference reflects certain known overheads associated with the Nexus communication model and implementation [12] . But the bulk of the overhead (31 usec) is clearly associated with the layering of MPICH-G on Nexus, something that we have not optimized carefully. The bandwidth numbers for Nexus and MPICH-G are identical, indicating that the overheads here lie in Nexus. The source of this overhead is additional copies performed in the Nexus system on send and receive. These can be corrected, but the necessary optimizations have not yet been performed.
When using TCP/IP for communication, MPICH-G incurs a similar overhead for zero-length messages (69 usec) but now attains 61 percent of the bandwidth achieved by IBM's MPI. The overheads associated with the layering of MPICH-G over Nexus and the bandwidth behaviors seen for Nexus and MPICH-G are comparable to those seen in the user space case. We comment finally on the significance of the skip poll parameter. As discussed elsewhere [9] , the performance of multimethod systems that depend on polling to detect incoming communications can be sensitive to the frequency with which different interfaces are polled. In the current case, a user space poll is cheap (less than one usec), while an IP poll can cost 10s of microseconds. Hence, a simple round-robin strategy that polls the two interfaces in sequence will often delay the processing of incoming user space communications. We allow the user to control the polling strategy used by providing a parameter ``skip-poll'' that specifies how many ``fast'' polls are performed before a slow poll is performed. Hence, a very large skip-poll value such as 10,000 is a close approximation to the case when the slow protocol is not used at all, while skip-poll=0 corresponds to round-robin polling. We see from Tables 1 and 2 that the round-robin strategy performs significantly worse than skip-poll=0. Fortunately, experience shows that even quite small skip-poll values can provide acceptable overheads while providing easonable responsiveness for the different methods.
Future Work
We are working with colleagues to extend the MPICH-G implementation in a number of areas.
Shared-memory support.
To date, we have explored the use of just two communication methods: user-space communications within an MPP and TCP/IP between MPPs. On computers such as the IBM SP, we can also exploit more efficient shared memory communications within SMP clusters, hence providing a total of three different communication methods. We are working with colleagues at USC/ISI to implement and evaluate this strategy.
Topology-aware communication operations.
In heterogeneous grid environments, collective operations such as MPI_REDUCE can execute significantly faster if their implementation takes advantage of knowledge of the underlying system topology. For example, an MPI_REDUCE operation in the environment of Figure 1 might well first reduce within each SMP node, then within each MPP, and finally across MPPs. In order to implement such optimizations, the MPICH implementation requires information about the topology of the underlying machine. We are working with colleagues at LLNL to identify the required information and will extend the Globus device with additional functions that provide this information.
User-level communication structures can also take advantage of topology information. In principle, MPI's topology operations provide a basis for providing this information to applications. We plan to study whether these operations are indeed appropriate, or whether MPI extensions are needed to allow programmers to implement efficient applications in wide area environments. Looking further into the future, we are interested in exploring more sophisticated techniques suitable for true wide area operation, for example exploiting Nexus support for multicast [21] and using network performance information (e.g., [22] ) to adapt a combining tree structure in response to changing network loads.
MPI-2 extensions.
The MPI-2 revisions to the MPI standard introduce a number of new features, including singlesided operations, dynamic process creation and attachment, and parallel I/O. All three of these extensions can, in principle, be incorporated into MPICH-G easily: The Nexus communication library used in MPICH-G provides a single-sided communication operation as a primitive; Globus mechanisms support dynamic process creation and attachment; and a remote I/O binding for MPI-IO has already been developed. However, numerous details remain to be worked out in each of these areas, and the MPICH framework itself must be extended to support these new features.
Summary
We have described MPICH-G, an implementation of the Message Passing Interface that uses services provided by the Globus toolkit to allow the use of MPI in wide area environments. MPICH-G masks details of underlying networks and computer architectures so that diverse distributed resources can appear as a single `` MPI_COMM_WORLD.'' Any arbitrary MPI application can be started on heterogeneous collections of machines simply by typing mpirun: authentication, authorization, executable staging, resource allocation, job creation, startup, and routing of stdout and stderr are all handled for free.
We believe that MPICH-G is interesting not only in its own right but also as a demonstration and test case for Globus services. MPICH-G was constructed by adapting MPICH, a widely used MPI implementation for workstations and MPPs. This adaptation involved the use of various Globus tools, for security, remote file access, synchronized startup, and multimethod communication.
Relatively few changes to MPICH were required to support the use of these tools.
MPICH-G passes the MPICH test suite and is hence ready for broad distribution and use. Work is continuing on point-to-point performance optimization, application development, and research investigations relating to collective operation performance, network topology information, MPI-2 implementation, and other issues. 
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