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Résumé
Mouillage statique et dynamique :
Inﬂuences géométriques
aux échelles moléculaires
Cette thèse met en évidence diﬀérents eﬀets géométriques intervenant dans des phénomènes de mouillage.
La première partie est dédiée à l’élaboration d’un modèle d’interactions dans le liquide permettant de dé-
terminer, à partir de la géométrie de l’interface, la distribution des forces capillaires à l’échelle moléculaire.
Nous proposons dans ce cadre une interprétation de la construction d’Young en tant qu’équilibre des forces
dans un coin de liquide. Ce modèle est ensuite appliqué dans la deuxième partie à diverses situations met-
tant en jeu la capillarité aux échelles moléculaires. La tension de ligne est étudiée grâce à des simulations de
dynamique moléculaire et une interprétation géométrique du phénomène est présentée. L’existence d’un
ĕlm de prémouillage est prédite lors de la saturation du phénomène d’électromouillage. Ce modèle fait en
outre ressortir une distribution des forces tout à fait particulière dans un solide au voisinage de la ligne
de contact, dont les eﬀets ne sont visibles que lorsque le substrat est déformable. Ainsi, une conĕrmation
expérimentale de l’existence d’une pression de Laplace supplémentaire lorsqu’un solide est immergé est
apportée. Nous étudions ensuite l’inĘuence de la mouillabilité du liquide sur le Ęéchissement et le Ęambage
d’une plaque élastique sous l’eﬀet de cette distribution de forces capillaires. Pour ĕnir, la transition de dé-
mouillage dynamique par entraînement d’air est examinée, et nous mettons en évidence le rôle crucial de
la dissipation dans l’écoulement de l’air lorsque celui-ci est entraîné et conĕné sous le liquide.
Mots-clés Capillarité, mouillage, théorie de la fonctionnelle de la densité, électromouillage, tension
de ligne, élasticité, transition de mouillage dynamique
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Abstract
Static and Dynamic Wetting:
Geometrical Eﬀects at Molecular Scales
is thesis highlights diﬀerent geometric eﬀects involved in wetting phenomena. e ĕrst part is dedicated
to the development of a model of interactions in liquids to determine, from the geometry of the interface,
the distribution of capillary forces at a molecular level. In this context we propose an new microscopic
interpretation of Young’s force balance that leads to the equilibrium contact angle in a corner of Ęuid. In
the second part, this model is applied to phenomena as line tension, electrowetting and elastocapillary in-
teractions — these all involve capillary forces at molecular scales. e eﬀects of line tension are studied
by molecular dynamics simulations of nanodrops, and we present a geometrical interpretation of the phe-
nomenon. e existence of a pre-wetting ĕlm is predicted during the saturation of the phenomenon of
electrowetting. e microscopic capillary model also shows a peculiar distribution of forces in the solid
in the vicinity of the contact line, which can be observed when the substrate is deformable. In particular,
the model predicts an additional Laplace pressure when a solid is immersed in a liquid — this is conĕrmed
experimentally. We also study the inĘuence of the wettability of liquids on the bending and buckling of
an elastic plate under the inĘuence of capillary forces. Finally, the dynamic transition of air entrainment is
examined, and we highlight the crucial role of dissipation in the air Ęow when it is driven and conĕned by
the liquid.
Keywords Capillarity, wetting, density functionnal theory, electrowetting, line tension, elasticity,
dynamic wetting transition
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Introduction
Nous y trouvons encore, ce me semble, un avantage
considérable, celui d’être éclairés sur l’attraction générale de
la matière, trop longtemps contestée ; les tubes capillaires
nous mettent entre les mains un indice palpable de la
généralité de cette loi qui est la clef de la physique, le plus
grand ressort de la nature, et le mobile universel de l’univers.
J J L  L, 
Encyclopédie d’Yverdon, tome VII, article ”Capillaires, tubes”
L’étude dumouillage, c’est-à-dire de l’étalement des liquides sur des solides (ou sur d’autres liquides), est
d’une importance capitale pour de nombreuses raisons. D’une part, lemouillage est omniprésent dans notre
quotidien. La façon dont les liquides s’étalent sur diﬀérents substrats conditionne en eﬀet de nombreux
phénomènes de la vie courante : il peut s’agir des gouttes de la rosée du matin, des gouttes d’une pluie
battante sur une vitre, sur un pare-brise, avec un robinet mal fermé, ou encore sur notre peau lors de la
sortie de la douche, et cætera.
Cette étude conditionne d’autre part d’innombrables procédés industriels. En eﬀet, un solide est presque
toujours immanquablement en contact avec un liquide. Lorsqu’un traitement physique ou chimique des
surfaces intervient, et dont le contrôle est essentiel, l’étude du mouillage est alors primordiale, c’est dire
l’extrême variété des domaines industriels concernés : industrie chimique, médicale, automobile, prospec-
tion géologique, bâtiment, industrie cosmétique, du verre... Mais aussi en termes scientiĕques : étude des
écoulements, du drainage, de l’imbibition, de l’évaporation, que ce soit pour la physique, la chimie, mais
aussi pour la biologie végétale (montée de la sève dans les arbres), animale (motricité des insectes, des pa-
rasites), ou encore la physiologie (développement des poumons, les larmes des yeux).
Enĕn, d’un point de vue plus fondamental, elle constitue un formidable outil pour sonder l’état liquide
de la matière, et étudier ces phénomènes extrêmement variés qui ponctuent notre quotidien. Dans cette
perspective, ce domaine a soulevé de nombreux questionnements tout au long de son histoire. En eﬀet, le
phénomène de l’ascension capillaire a été découvert dès le XVII siècle : l’eau possède une tendance curieuse
à monter aux parois intérieures des tubes capillaires en verre, et ce d’autant plus que le diamètre intérieur
du tube est petit. Par la suite, au XVIII siècle, la force de tension de surface a commencé à être comprise
qualitativement, mais posait de nombreuses questions quant à la nature d’un liquide. La forme d’une goutte
de liquide posée sur un substrat idéal fut ensuite comprise en 1805 par Young, mais il a fallu attendre la
ĕn de ce XIX siècle pour que les outils théoriques (thermodynamique et physique statistique) nécessaires
à sa pleine compréhension soient découverts, et enĕn la deuxième moitié du XX siècle pour que la nature
profonde de la physique des liquides et de leurs interfaces soit accessible.
Aujourd’hui, il suﬃt de s’écarter bien peu de la situation académique présentée par Young en 1805 pour
rencontrer des problèmes complexes, ouverts, et tout à fait contemporains.
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1 De lʼéchelle microscopique à lʼéchelle macroscopique
L’angle de contact que fait un coin de liquide sur un substrat solide possède plusieurs déĕnitions. Il peut
se déĕnir à l’échelle macroscopique, comme condition de raccord au solide du proĕl de l’interface d’un
liquide. Mais il est de plus en plus question de sa déĕnition à l’échelle moléculaire. À cette échelle, il est sé-
lectionné par l’équilibre des forces intermoléculaires entre chaquemolécule du liquide et entre lesmolécules
du liquide et les molécules du solide. Cette sélection intervient dans les quelques couches moléculaires du
liquide au-dessus du solide à l’approche de la ligne de contact. L’angle que fait l’interface avec un solide ho-
mogène à une centaine de nanomètres de la ligne de contact représente ainsi l’angle de contact d’Young. Le
fait que cet angle d’Young soit au ĕnal sélectionné par des tensions de surface, déĕnies macroscopiquement
par la thermodynamique, est donc en soi assez surprenant. Or, de nombreux indices pointent pourtant
vers une vision moléculaire de la ligne de contact. En eﬀet, de nos jours, avec le développement des ap-
plications technologiques micro- voire nanosopiques impliquant des Ęuides et des fronts de mouillage, ce
point de vue devient primordial. Ces applications rendues possibles grâce aux développements de la mi-
croĘuidique, de l’électromouillage, de l’élasto-capillarité, ou encore de l’étude de la dynamique de la ligne
de contact mettent en exergue des paramètres microscopiques ayant une inĘuence sur ces manifestations
macroscopiques. Ces paramètres, qu’il puisse s’agir d’une longueur de glissement, d’une longueur de cou-
pure, ou de n’importe quelle longueur moléculaire, sont nécessaires pour pouvoir expliquer les phénomènes
observés à l’échelle macroscopique. Même si leur inĘuence qualitative peut rester faible, ils dégagent le rôle
de nouveaux phénomènes physiques et montrent les limites des théories macroscopiques lorsqu’elles sont
appliquées à la modélisation de la physique de la ligne de contact.
Tension de ligne, électromouillage, déformations du substrat,
transitions de mouillage dynamique. . .
Prenons quelques exemples qui seront développés par la suite. Tout d’abord, l’étude dumouillage à l’échelle
de la centaine de nanomètres est de plus en plus courante. De nombreuses applications liées à la microĘui-
dique, mais aussi à l’étude des matériaux poreux font face aux problématiques du mouillage à ces échelles.
Notamment, un paramètre thermodynamique, la tension de ligne, est souvent nécessaire pour pouvoir dé-
crire convenablement les phénomènes. Or, la tension de ligne possède encore aujourd’hui un statut assez
confus, car elle n’est expérimentalement pas mesurable aisément, et car les mesures disponibles diﬀèrent à
la fois de signe et d’ordre de grandeur. On s’attend eﬀectivement à ce que les eﬀets de tension de ligne ne
soient visibles qu’à des échelles inférieures au micromètre. Mais aucun modèle microscopique n’a encore
permis de l’expliquer ou de la modéliser. Les questions qui restent en suspens à son sujet sont liées à une
description des interactions qui interviennent au voisinage de la ligne de contact. Or ces descriptions sont
diﬃciles : quelle est l’inĘuence de la forme locale de l’interface ? Quelle est l’inĘuence des phénomènes de
stratiĕcation des molécules proches du solide ? Sont-ils déjà pris en compte dans la loi d’Young ?
Ensuite, la physique de l’électromouillage résume à elle seule l’importance de la description microsco-
pique d’une ligne de contact. Lorsqu’une goutte sur un substrat isolant est portée à un potentiel électrique
non-nul, son angle de contact change. Seulement, il a été observé depuis une quinzaine d’années que l’angle
de contact sature avant le mouillage total, et ce phénomène reste encore inexpliqué aujourd’hui. La satu-
ration s’avère dépendre à la fois du liquide utilisé et du solide sur lequel repose la goutte. L’ensemble des
modèles proposés jusqu’ici se tournent alors vers une description d’autres phénomènes à prendre en compte
au voisinage de la ligne de contact. En eﬀet, lorsque des charges se disposent à l’interface d’un liquide, et
notamment au voisinage d’un coin de liquide, les champs électriques divergent, et il est alors nécessaire
d’introduire une coupure des interactions à l’échelle moléculaire, et dont le statut est encore assez confus.
Comment ces phénomènes interagissent-ils avec la capillarité ?
Nous aurons aussi l’occasion d’aborder les eﬀets des forces capillaires sur les solides. Lorsque ceux-ci
sont déformables, la force exercée par le liquide sur le solide à la ligne de contact ne peut pas être décrite par
une force ponctuelle. En eﬀet, une telle force mène dans le cadre de la théorie élastique à des déformations
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inĕnies. Il est donc nécessaire de modéliser le comportement du liquide et du solide à l’échelle microsco-
pique pour pouvoir résoudre ce problème. Or la description de la déformation du solide est importante car
elle pourrait permettre de prédire la valeur de l’angle de contact apparent du liquide, et donc de permettre
une description, par exemple, des phénomènes d’hystérésis.
Enĕn, lorsque la ligne de contact est mobile, il est connu depuis une quarantaine d’années que, dans le
cadre de l’hydrodynamique classique, l’énergie dissipée dans le liquide est censée diverger. De nombreux
modèles ont tenté par le passé de dépasser ce paradoxe en introduisant des paramètres microscopiques tels
qu’une longueur de glissement, ou l’existence d’un ĕlm moléculaire en amont de la ligne de contact. Mais,
le problème reste subtil car les descriptions microscopiques et macroscopiques sont étroitement liées, et
inĘuent l’une sur l’autre. Ainsi, ce problème devient prépondérant lorsqu’il s’agit de décrire les transitions
demouillage dynamique. En eﬀet, lorsque le solide se translate sous un coin de liquide, il existe une vitesse à
partir de laquelle l’interface de liquide n’est plus stable. Le problème de la transition demouillage, lorsque la
ligne de contact recule, a été abondamment étudié ces dernières années. Toutefois, le problème symétrique,
de la transition de démouillage, lorsque la ligne de contact est en avancée, reste trouble tant d’un point de
vue théorique que d’un point de vue expérimental. Dans cette transition, c’est un ĕlm d’air qui est entraîné
sous le liquide lorsque le solide se déplace. Et, il a étémontré récemment que la pression de la phase vapeur a
une forte inĘuence sur le seuil d’entraînement, or celle-ci n’a aucune inĘuence sur la viscosité et donc sur la
dissipation. Un autre paramètre microscopique pourrait alors être invoqué pour expliquer ce phénomène :
le libre parcours moyen dans le gaz aurait-il une inĘuence ?
Nous voyons qu’il devient nécessaire dans beaucoup d’applications faisant appel à des phénomènes phy-
siques très diﬀérents de décrire la ligne de contact à l’échelle microscopique. Comment ces phénomènes et
la capillarité interagissent-il ? Comment décrire les forces capillaires à l’échelle moléculaire ? La loi d’Young
est-elle encore valable à ces échelles ?
2 Eﬀets géométriques à la ligne de contact
Interprétation microscopique de la capillarité
Il n’existe pas à ce jour de modèle simple de distribution des forces capillaires à l’échelle moléculaire. Les
outils théoriques actuels de la physique statistique des interfaces ne permettent pas aisément de décrire
l’interface, d’autant plus lorsque d’autres phénomènes physiques, tels que le désordre à grande échelle,
l’électromouillage ou la description d’un solide élastomérique, se greﬀent au problème. En outre, il existe
encore aujourd’hui beaucoup de confusions sur l’interprétationmicroscopique de la capillarité. Pourquoi la
tension de surface est-elle une force parallèle à l’interface, alors qu’il existe une image classique, présente
dans tous les livres d’enseignement d’unemolécule dont il manque la moitié des liaisons à l’interface, ce qui
tend à nous faire penser que la force sur unemolécule à l’interface doit être perpendiculaire à celle-ci ? De la
même façon, lorsque l’on s’approche de la ligne de contact, il existe aussi un grand nombre d’imprécisions :
quel est le système sur lequel la construction d’Young s’applique ?Quel est le statut de la force verticaleman-
quante ? Est-ce que la force de tension de surface et l’énergie de surface sont identiques pour un liquide ?
pour un solide ? Le travail d’adhésion et la tension de surface sont-ils identiques ? Ces questions font alors
écho aux forces capillaires exercées par les liquides sur les solides : Quelle est la force exercée par le liquide
sur le solide à la ligne de contact, et peut-on appliquer la construction d’Young pour la déterminer ? Où
sont localisées les forces capillaires sur un solide immergé ? Notamment, existe-t-il une pression de Laplace
aux interfaces liquide-solide courbées ?
Ces « questions simples aux réponses compliquées » montrent que l’interprétation microscopique de
la capillarité est encore très confuse. Nous aurons l’occasion dans cette thèse de créer un modèle simple
d’interactions dans les liquides qui permet de statuer sur ces diﬀérentes questions.
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Eﬀets géométriques
Ce modèle, basé sur la théorie de la fonctionnelle de la densité, va nous permettre d’interpréter de façon
géométrique les eﬀetsmicroscopiques à la ligne de contact. Nous allons pouvoir expliciter la distribution des
forces d’origine capillaire dans un liquide et dans un solide en considérant les spéciĕcités de la géométrie
d’un coin adoptée par un liquide sur un solide à l’approche de la ligne de contact. En eﬀet, à l’approche
d’un coin, les concepts macroscopiques de la tension de surface ne sont plus bien déĕnis. Il existe de plus
l’inĘuence du solide, qui est généralement décrite par une pression de disjonction, mais qui n’est pas non
plus déĕnie pour un coin. De plus, cette géométrie ne comporte pas de longueur caractéristique. Nous
verrons qu’il est tout à fait possible de décrire les interactions dans une telle géométrie, et que le modèle
que nous développons permet d’expliciter les diﬀérentes longueurs microscopiques qui interviennent, et
comment elles peuvent perturber un coin de liquide. Nous pouvons de la même manière y inclure d’autres
interactions, telles les interactions électrostatiques. Nous allons ainsi pouvoir expliciter la validité de la loi
d’Young d’un point de vue microscopique, et généraliser ce résultat à des eﬀets plus compliqués.
De plus, nous serons amenés à considérer les eﬀets géométriques créés par les spéciĕcités des échelles
microscopiques. Ainsi, comment interpréter les interactions mises en jeu à la ligne de contact, s’exprimant
d’un point de vue macroscopique en une énergie proportionnelle à la ligne de contact : la tension de ligne ?
De la même façon, la distribution des forces capillaires dans un solide élastique dépend de la forme du
solide qui dépend elle-même de la distribution des forces. Nous tenterons alors de modéliser ces dépla-
cements et d’étudier l’inĘuence de la description du solide sur la distribution des forces exercées par les
liquides. Ensuite, les eﬀets de coupure à l’échelle microscopique peuvent s’exprimer par des eﬀets de satu-
ration : Comment la singularité électrostatique d’une la ligne de contact est-elle évitée par la disposition
de l’interface liquide ? Comment la singularité de la dissipation visqueuse à la ligne de contact est-elle évi-
tée par l’écoulement ? De la même façon, les coupures aux échelles microscopiques peuvent se manifester
par des eﬀets de conĕnement des échelles d’interaction ou des échelles d’écoulements. Ainsi, on peut res-
treindre ces échelles de diﬀérentes manières : comment l’épaisseur d’un substrat déformable inĘue-t-il sur
la vitesse de la ligne de contact ? La déformation locale du substrat a-t-elle un eﬀet sur la loi d’Young ? Que
se passe-t-il lorsque l’épaisseur d’un ĕlm d’air entraîné dans un liquide devient comparable au libre par-
cours moyen ? Nous verrons alors comment ces considérations permettent d’interpréter les phénomènes
de saturation de l’angle de contact en électromouillage, la déformation des solides élastiques par les forces
capillaires, la dissipation dans un solide déformable, ou encore la transition de démouillage dynamique par
entraînement d’air.
3 Présentation des travaux
Modélisation géométrique du mouillage
Dans la première partie de cette thèse, nous nous intéressons à la théorie microscopique dumouillage. C’est
dans cette partie que nous présentons un modèle simpliĕé qui permet de décrire les interactions capillaires
aux échelles moléculaires. Nous présentons alors les outils théoriques nécessaires pour pouvoir expliquer
géométriquement la capillarité et le mouillage. Dans cette optique, nous réinterprétons une partie de la
théorie moléculaire de la capillarité.
Le chapitre 1 rappelle le cadre dans lequel notre modèle s’inscrit dans la théorie moléculaire de la ca-
pillarité et comment il permet une description satisfaisante des phénomènes microscopiques qui prennent
place à la surface d’un liquide. Notre modèle est une version simpliĕée de la théorie de la fonctionnelle de
la densité (DFT), qui considère que les phases sont homogènes et que les interfaces sont inĕniment ĕnes.
Nous montrons que ces approximations drastiques permettent néanmoins une description aisée de la dis-
tribution des forces capillaires dans un liquide, une fois un potentiel intermoléculaire choisi, ce qui permet
alors de décrire une très grande partie de la phénoménologie de la capillarité.
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Le chapitre 2 applique ensuite ce modèle à la ligne triple. D’une part, nous légitimons l’utilisation d’une
description géométrique de la ligne de contact car ce modèle permet de retrouver une démonstration mi-
croscopique en termes de forces de la loi d’Young, alors que classiquement seule une démonstration éner-
gétique est avancée. Ainsi, dans le cadre de ce modèle, nous pouvons diﬀérencier les forces exercées par le
liquide des forces exercées par le solide. Nous pouvons alors généraliser l’utilisation de ce modèle et expri-
mer les forces exercées par le liquide sur un solide au voisinage de la ligne de contact ainsi que les forces de
Laplace. D’autre part, nous fournissons avec précision une preuve expérimentale de la validité de la loi de
Neumann. Enĕn, nous nous intéressons dans ce chapitre aux limites de notre modèle, et en quoi les phé-
nomènes d’hétérogénéité à la ligne de contact, que nous ne décrivons pas, peuvent être pris en compte, et
pourquoi la loi d’Young peut rester valable dans ce cadre. Cela nous permet ainsi de proposer une nouvelle
interprétation du phénomène de saturation de l’angle de contact en électromouillage.
Inﬂuences macroscopiques des échelles microscopiques
Dans la seconde et dernière partie de cette thèse, nous étudions de quelles façons des eﬀets microscopiques
peuvent avoir des conséquences aux échelles macroscopiques.
Le chapitre 3 s’intéresse tout d’abord aux gouttes de taille nanométrique. À cette échelle, les eﬀets molé-
culaires sont importants. Notamment, un changement géométrique dans le voisinage de la ligne de contact
a une inĘuence directe sur l’angle de contact, ce qui est particulèrement visible pour des petites gouttes. Cet
eﬀet peut avoir une description thermodynamique sous la forme de tension de ligne, dont nous prévoyons
le comportement et l’ordre de grandeur grâce à des expériences de dynamique moléculaire d’une part, et
grâce, d’autre part, à une interprétation géométrique dans le cadre du modèle développé plus haut.
Le chapitre 4 décrit ensuite le comportement d’un solide élastique sous l’eﬀet des forces capillaires. Pour
un solide parfaitement rigide, nous exprimons au chapitre 2 la distribution des forces capillaires s’exerçant
près de la ligne de contact sur un solide. Si le solide est mou, ces forces le déforment près de la ligne de
contact. Nous étudions alors les diﬀérents eﬀets qui en découlent. Tout d’abord, nous étudions expérimen-
talement les eﬀets de compression dans le solide pour vériĕer l’existence ou non d’une pression de Laplace.
Ensuite, nous étudions d’un point de vue théorique les déformations de Ęéchissement et de Ęambage induits
par les forces résultantes aux lignes de contact. Nous montrons notamment le comportement diﬀérent des
forces normales et des forces tangentielles. Puis, nous étudions les déformationsmicroscopiques du substrat
sous la ligne de contact, et explicitons l’eﬀet d’une distribution de forces tangentielles, en général négligée
par le passé, pour décrire cette déformation. Enĕn, nous étudions expérimentalement les eﬀets de dissipa-
tion dans le solide lorsque la ligne de contact est mobile. En eﬀet, la description, d’une part, de la géométrie
du bourrelet et d’autre part, des forces exercées par le liquide sur le solide, sont absolument nécessaires pour
pouvoir expliciter la dissipation dans le solide.
Le chapitre 5 présente pour ĕnir la transition de démouillage dynamique. Pour l’entraînement d’un
liquide hors de son bain, si le substrat va trop lentement, aucun entraînement n’est observé, le substrat
sort sec, et s’il dépasse une vitesse critique, un ĕlm de liquide est entraîné, c’est la transition de mouillage
dynamique. De façon inverse, lorsqu’un solide est poussé dans un bain de liquide, la phase vapeur, l’air, peut
être entraînée dans le bain au-delà d’une vitesse critique, c’est la transition de démouillage dynamique.
Nous étudions expérimentalement l’inĘuence de la viscosité du liquide sur la vitesse d’entraînement et
mettons en évidence l’eﬀet de la présence d’une phase vapeur. En eﬀet, à la transition, le ĕlm d’air est conĕné
géométriquement, et la dissipation qui s’y produit n’est plus négligeable. Nous fournissons alors un modèle
hydrodynamique qui permet de décrire qualitativement cette transition, et donnons une explication à la
dépendance de la transition avec la pression de l’air, ce qui n’a pourtant en principe aucune inĘuence car la
dissipation, la viscosité dynamique de l’air, ne dépend pas de la pression.
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1Première partie—Modélisation géométrique du mouillage

Chapitre 1
Forces capillaires
Il est presque impossible de déterminer par l’expérience
l’intensité de la force attractive des molécules des corps ; nous
savons seulement qu’elle est incomparablement supérieure à
l’action capillaire, qui n’est qu’une modiĕcation de cette force.
P S  L, 
Exposition du système du monde, Vol. 2, Livre IV,
Chap. XVII : De l’attraction moléculaire
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Nous proposons dans cette première partie une relecture de la théorie moléculaire du mouillage en
termes de géométrie. Nous commencerons cette relecture par l’interprétation au premier chapitre de la
théorie moléculaire de la capillarité, c’est-à-dire l’étude des interfaces liquides à l’échelle moléculaire. Le
mouillage, qui intervient lorsque deux interfaces diﬀérentes se rencontrent, et dont l’étude est en un sens
donc plus complexe, sera abordé au second chapitre.
L’étude de la capillarité est très ancienne, puisqu’elle a passionné de nombreux scientiĕques dès le
XVIII siècle [5]. Elle a représenté à cette époque un outil inédit pour sonder l’état liquide de la matière
(la notion d’atome était encore hypothétique) et de nombreux modèles sont nés au début du XIXème siècle
pour l’expliquer [6, 7, 8]. Aucun ne pouvait réellement être testé, car l’état liquide est resté mystérieux
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jusqu’à l’avènement de la physique statistique. Au cours du XXème siècle, la capillarité a été progressive-
ment expliquée grâce à des modèles de physique statistique de plus en plus compliqués [9], et diﬃcilement
applicables, car l’état liquide reste encore et toujours diﬃcilement sondable à l’échelle moléculaire, tant
d’un point de vue expérimental, que d’un point de vue analytique, et cela même si les mécanismes sont
identiĕés depuis une trentaine d’années. Nous souhaitons démontrer dans cette première partie que la ca-
pillarité, ainsi que le mouillage, peuvent se comprendre pleinement grâce à un modèle géométrique simple.
La construction de cemodèle va nous permettre deux choses essentielles, et jusqu’ici inédites. Tout d’abord,
elle va permettre de rétablir un certain nombre demauvaises conceptions sur lemouillage, et répondre à des
questions «piège » du type : pourquoi la force de tension de surface est-elle parallèle à l’interface ? Quel est le
système sur lequel la construction d’Young s’applique ? Qu’advient-il de la « réaction » du substrat ? Quelle
est la force exercée par un liquide sur un solide ? Qu’est qu’une tension de surface liquide-solide ? Existe-t-il
une pression de Laplace à la traversée de l’interface liquide-solide ? etc. Ensuite, elle va permettre d’avoir un
cadre théorique simple et facilement applicable pour calculer des interactions capillaires à l’échelle molécu-
laire. C’est un point important car de nombreuses applications nécessitent aujourd’hui de sortir du modèle
des forces capillaires ponctuelles. La régularisation des phénomènes de la physique des liquides à l’échelle
atomique est en eﬀet devenue importante grâce entre autres au développement de la nanoĘuidique, à l’étude
des déformations élastiques locales des substrats par les forces capillaires, ou encore à l’étude de la sélection
de l’angle de contact dynamique.
Ces deux premiers chapitres sont présentés de manière volontairement pédagogique, en contraste avec
une approche totalement ascendante qui aurait reconstruit l’ensemble de la théorie de la capillarité et du
mouillage à partir d’un certain nombre d’axiomes et d’hypothèses. J’ai souhaité au contraire présenter ces
résultats de manière progressive, en partie historique, pour mettre l’accent sur les ingrédients nécessaires à
la compréhension de la capillarité ainsi que sur les modèles historiques qui sont considérés comme justes ou
partiellement justes, et quels avantages en termes de modélisation on peut en tirer. Le premier chapitre se
découpe donc de la manière suivante. Tout d’abord, après une présentation succincte de ce que représente
la tension de surface (section 1.1), nous l’interprétons de façon qualitative à l’échelle microscopique (sec-
tion 1.2). Ensuite, nous résumons les modèles moléculaires à l’origine de cette interprétation (section 1.3),
et exposons lemodèle que nous utiliserons dans la suite de cette thèse pour calculer les contraintes à l’échelle
microscopique (section 1.4). Avec ce modèle en main, nous pouvons alors retrouver les résultats classiques
de la capillarité, que nous appliquons à divers exemples (section 1.5). Enĕn, nous étudions les diﬀérents
potentiels intermoléculaires que nous pouvons utiliser avec ce modèle, dans un souci de justiĕer davantage
le modèle qui a été développé et de simpliĕer les calculs de contraintes pour la suite (section 1.6). Nous
serons avec cela suﬃsamment armés pour aborder le mouillage au chapitre 2.
1.1 La tension de surface
1.1.1 Forces intermoléculaires
L’expérience commune de la capillarité, ou de la tension de surface, est en général liée au mouillage : l’eau
grimpe sur les parois d’un verre, la pluie s’accroche aux vitres, des insectes marchent sur l’eau [10, 11]. . . La
capillarité en elle-même peut toutefois s’exprimer dans d’autres situations : les petites ondes se propagent
à l’avant des canards, les gouttes de pluie ou les bulles de gaz sont sphériques, les ĕlms de savons peuvent
prendre des formes étonnantes lorsqu’ils s’appuient sur des arêtes de cubes ou d’hélices (Figure 1.1).
Tous ces phénomènes sont des conséquences de ce que l’on appelle la tension de surface. Cette tension
se manifeste à la surface de tous les liquides, le cas des solides étant particulier nous l’aborderons un peu
plus loin. On la décrit de deux façons. D’une part, d’un point de vue mécanique, c’est une force qui tire le
long de la surface : elle la maintient sous « tension » en permanence. D’autre part, d’un point de vue ther-
modynamique, elle représente aussi une énergie de l’interface : un système fermé comprenant une interface
verra son énergie minimisée si la surface de cette interface est plus petite. Ceci permet alors de comprendre
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F 1.1 Quelques exemples de l’expression de la capillarité et du mouillage dans la vie de tous les
jours. De gauche à droite et de haut en bas : une goutte d’eau reste accrochée sur une feuille végétale (cliché
S. Querbes) ; des gouttes d’eau sont éjectées juste après l’impact d’une goutte sur une surface liquide (cliché
S. Querbes) ; des bulles de gaz s’échappent du champagne depuis un site de nucléation (cliché d’après
[12]) ; un canard se déplace à la surface de l’eau et génère des petites ondes à l’avant (photo libre de droits) ;
l’eau subit une ascension capillaire dans un tube de verre, et elle est d’autant plus forte plus forte que le
diamètre des tubes est petit (photo libre de droits) ; un Gerris marche sur l’eau (photo libre de droits) ; un
ĕlm de savon prend la forme d’une selle de cheval, surface de courbure nulle (photo libre de droits).
pourquoi les bulles sont sphériques, et quelles sont les formes complexes des petits ĕlms de savon : des
surfaces minimales. Nous allons essayer de comprendre dans cette section pourquoi ces deux descriptions
sont équivalentes dans le cas des liquides, et distinctes dans le cas des solides.
La communauté scientiĕque s’est très tôt rendu compte que les phénomènes capillaires sont une mani-
festation macroscopique de l’existence des forces atomiques microscopiques. Cette conséquence étonnante
est rappelée dès la ĕn duXVIII siècle dans un article d’une édition avancée de l’Encyclopédie [5]. La décou-
verte originale de l’ascension capillaire y est même attribuée à Nicolas Aggiunti au XVII siècle en Toscane.
L’apparente déĕance de ces tubes capillaires aux lois de l’hydrostatique en ĕt alors un sujet d’importance
tout au long du siècle des lumières, en partie car ce phénomène permet de sonder l’état microscopique de la
matière. Lesmodèlesmoléculaires qui tentent de l’expliquer sont donc apparus très tôt, dès le début du XIX
siècle, avec Laplace notamment [7], avant même la naissance de la physique statistique, alors que la ther-
modynamique en était à ses balbutiements, et que l’existence des atomes était loin d’être démontrée. Ces
modèles mettent en avant une attraction à longue distance des molécules, mais ont bien du mal à expliquer
la répulsion, qui pourtant doit empêcher lamatière de s’eﬀondrer. Ce n’est que bien plus tard à la ĕn duXIX
siècle, justement avec l’arrivée de la physique statistique, que l’importance des eﬀets thermiques fut mise en
évidence dans les liquides. C’est enĕn dans la deuxième moitié du XX siècle que des modèles de physique
statistique des milieux inhomogènes permirent de comprendre pleinement la capillarité [13, 14, 9].
L’étude de la capillarité est d’une grande richesse. Elle implique des domaines variés tels que la physique
statistique, la thermodynamique, la mécanique, l’hydrodynamique, et s’applique à de très nombreuses si-
tuations. Pourtant, son interprétation microscopique est souvent l’occasion de nombreuses imprécisions
de la part d’étudiants, voire de chercheurs. Nous allons tenter dans ce premier chapitre de concilier les
diﬀérents aspects microscopiques et macroscopiques de la capillarité en revenant sur ce qu’est un liquide
d’un point de vue microscopique, et sur ce que sont les interactions moléculaires au sein d’un liquide. Cela
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nous permettra de mettre le doigt sur les propriétés fondamentales des liquides et de leurs interfaces. Nous
pourrons alors développer un formalisme extrêmement simpliĕé qui va nous permettre d’interpréter sim-
plement la capillarité et de mener facilement des calculs d’interactions d’origine capillaire, ce que nous
utiliserons dans la plupart des chapitres suivants.
1.1.2 Déﬁnition thermodynamique de la tension de surface
En thermodynamique, la tension de surface est déĕnie comme étant l’excès d’énergie libre surfacique due
à la présence d’une interface entre deux phases. Cette déĕnition a été proposée pour la première fois par
Gibbs [15]. Prenons en eﬀet un système fermé de volume total constant V , et de température constante
T , composé de deux phases L et G, par exemple un liquide et sa vapeur. Un travail élémentaire appliqué
au système provient, d’après le premier principe de la thermodynamique, des variations élémentaires des
paramètres extensifs du système : V , A, la surface de l’interface, et n, la quantité de matière totale. Si on
accroît la surface d’une unité, on appelle LV l’énergie interne associée à l’accroissement de la surface de
ce système. On exprime donc d’après le premier principe la variation d’énergie interne dans le cas général :
dU = TdS   pdV + LVdA+ dn ; (1.1)
où S est l’entropie du système, p est sa pression et  son potentiel chimique. La variation d’énergie libre
s’écrit donc par transformée de Legendre :
dF =  SdT   pdV + LVdA+ dn : (1.2)
Par déĕnition, la tension de surface s’écrit alors :
LV =

@F
@A

T;V;n
: (1.3)
La tension de surface correspond donc à la dérivée de l’énergie libre d’un système fermé par rapport à la
surface de l’interface A, lorsque la température T , le volume V et la quantité de matière n sont maintenus
constants.
Une énergie dʼexcès liée à la surface
Cette déĕnition appelle plusieurs commentaires. Pour un système à un seul type de molécule, pour un
équilibre liquide-gaz typiquement, la densité passe continûment entre la densité du liquide, dans la phase
liquide, à celle du gaz, dans la phase gazeuse. Le saut de densité n’est a priori pas brusque entre les deux
phases. Supposons que ce système possède une interface plane (à une échelle faible devant la courbure
par exemple si l’on ne souhaite pas prendre en compte la gravité). On déĕnit la position de la surface de
séparation S des deux phases, d’aire A, proche de la transition de densité qui existe à l’interface. Une fois
la séparation introduite, on déĕnit alors les volumes des phases : VL + VG = V . Loin de cette interface,
chaque phase possède des densités de matière i et d’énergie interne i bien déĕnies. On déĕnit alors les
quantités extensives de chaque phase ni = iVi et Ui = Vii où i = L;G. Par rapport à l’énergie totale
U (et la quantité totale de matière n), il reste donc une contribution à l’énergie interne liée à la surface (de
même pour la quantité de matière) :
U =UL + UG + US ; (1.4)
n =nL + nG + nS : (1.5)
L’énergie libre, comme l’énergie interne, est une fonction homogène de premier ordre par rapport aux pa-
ramètres d’état extensifs. On écrit donc ce qui est appelé la relation d’Euler, pour l’énergie libre totale du
système :
F =  pV + LVA+ n ; (1.6)
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ce que l’on peut également écrire pour chacune des phases. On en tire donc d’après (1.5) l’énergie libre
surfacique :
FS = LVA+ nS : (1.7)
On peut ensuite choisir plus ĕnement la position de la surface de sorte que nS = 0. Alors, et seulement
dans ce cas, on a :
LV =
FS
A
: (1.8)
La tension de surface LV peut donc correspondre à l’excès d’énergie libre due à la présence d’une interface
uniquement dans le cas où la position de l’interface est déĕnie judicieusement. Cette position est appelée
interface de Gibbs lorsque donc nS = 0 ou à plusieurs composants
P
i inS;i = 0. Dans le cas où le
système est monocomposant, cette position se situe où la densité est intermédiaire :  = (L + V )/2.
Ce raisonnement a été proposé par Gibbs [15], et est rappelé par Johnson en 1959 [16], puis en 1982 dans
l’ouvrage très complet de Rowlinson et Widom [9] sur la capillarité.
Or, dans la plupart des systèmes, il y a d’une part plusieurs composants, et il est diﬃcile d’être à nombre
total de particules constant. On se place beaucoup plus souvent dans l’ensemble grand canonique à potentiel
chimique constant. On préfère alors dans ce cas la déĕnition de la tension de surface suivante, qui fait appel
au grand potentiel 
 = F  Pi ini :
LV =

@

@A

T;V;i
=

S
A
: (1.9)
Cette deuxième égalité est alors indépendante de la position de l’interface. En pratique, dans des situations
où il n’est pas nécessaire de spéciĕer un potentiel chimique, c’est-à-dire lorsque l’on ne considère que des
liquides peu volatiles, il est suﬃsant de considérer le problème à nombre demolécules constant, et on utilise
l’énergie libre.
D’autre part, en considérant une interface sphérique, de courbure non nulle 2/R où R est le rayon de
la sphère, plutôt qu’une interface plane (R = 1), on peut alors déterminer en réécrivant l’équation (1.2)
la loi de Laplace qui explicite la diﬀérence de pressionP dans chaque phase en fonction de la tension de
surface :
P =
2LV
R
: (1.10)
Cette déĕnition n’est pas univoque puisque si l’on considère formellement que la tension de surface dépend
de R, alors il existe un terme supplémentaire dans cette équation car il faut y rajouter @LV/@R [17], qui
dépend du choix de la position de l’interface. Or, ce terme s’annule lorsque l’on choisit une interface plane,
pour laquelleP = 0 et R = 1. De plus, on peut montrer qu’il s’annule pour le choix de la position de
Gibbs pour l’interface, et que la tension de surface est minimale pour ce choix particulier d’interface [17].
Ainsi, la déĕnition de la tension de surface en terme de travail nécessaire pour créer de la surface dépend
du choix de la position de l’interface. Lorsque l’interface est courbée, la valeur de la tension de surface peut
dépendre de la position, notamment pour de très faibles courbures (pour l’eau, une diﬀérence de 10% est at-
tendue par rapport à la valeur pourR =1 à partir de courbures sur une échelle de l’ordre de 100 nm, [18]),
ce qui en fait une quantité mal déĕnie. Toutefois, lorsque l’interface est plane, ce choix n’a pas d’inĘuence,
et LV est proprement déĕnie. Un choix naturel de position de l’interface est ainsi la surface de Gibbs, qui
permet aussi l’équivalence avec la déĕnition mécanique que nous allons voir plus bas.
Ensuite, l’expression de l’énergie libre surfacique nous permet au passage de retrouver la dépendance
en température de la tension de surface. Nous ne rentrerons pas dans les détails de cette dépendance dans
cette thèse, mais elle est donnée par l’équation de Gibbs-Duhem associée à l’équation (1.7) :
dLV =  SS
A
dT   nS
A
d ; (1.11)
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où SS est l’entropie associée à l’interface. Cette dépendance en température est donc uniquement due
à l’entropie contenue dans l’interface : lorsque la température augmente, la tension de surface diminue
puisque l’entropie d’excès de l’interface est a priori positive. De plus, cela nous décrit aussi la dépendance
de la tension de surface avec les phénomènes d’adsorption à l’interface décrits par la quantité de matière
adsorbée du fait de l’interface nS (qui peut être positive comme négative).
Enĕn, dans le cas des solides, la variation de la surface de l’interface (solide-liquide ou solide-vapeur)
est délicate car elle implique de préciser quelle type de déformation on réalise. Il est donc important à ce
stade de noter que ces raisonnements ne s’appliquent qu’aux liquides. Le cas des solides sera abordé en
détail plus loin à la sous-section 1.1.4.
Interprétation microscopique
Les déĕnitions (1.3) et (1.8) sont généralement interprétées de la façon suivante. Considérons unemolécule
de liquide au voisinage d’une interface liquide-vapeur. L’environnement de cette molécule est manifeste-
ment diﬀérent desmolécules qui se trouvent loin de l’interface : si lamolécule se trouve à un distance grande
devant l’échelle typique sur laquelle l’environnement des molécules a une inĘuence sur l’attraction qu’elles
subissent (typiquement jusqu’à une dizaine de tailles moléculaires dans un liquide usuel aux températures
usuelles), elle ne voit pas l’interface, et donc est dans la même situation qu’une molécule dans un espace
inĕni de molécules identiques. Ceci est en général représenté en dessinant les liaisons attractives perçues
par les molécules (Figure 1.2). On voit alors clairement que pour la molécule à la surface, il manque ap-
proximativement la moitié des liaisons par rapport à une molécule loin de l’interface. Ceci aboutit donc à
une augmentation de l’énergie libre proportionnelle à la surface de l’interface.
F 1.2 Schéma représentant les liaisons manquantes à la surface d’un liquide. Une particule à la
surface possède un déĕcit de liaisons.
Nous pouvons estimer l’ordre de grandeur de la tension de surface grâce au calcul suivant. L’excès
d’énergie libre est de l’ordre d’une énergie de liaison  divisée par la surface typique d’une molécule 2, où
 ' 0;10;2 nm. Pour des huiles, les interactions de Van der Waals nous donnent une énergie de l’ordre de
  kBT ' 1/40 eV. On trouve alors LV ' 0;02Nm−1. Pour l’eau, les liaisons hydrogènes augmentent les
énergies de liaisons pour donner une tension de surface de l’ordre de LV ' 0;072Nm−1. Pour le mercure,
les hautes énergies de liaison (  1 eV) donnent une tension de surface de l’ordre de LV ' 0;5Nm−1.
1.1.3 Déﬁnition mécanique
Enmécanique des Ęuides, la tensionde surface n’est pas déĕnie en termes d’énergie par unité de surfacemais
de force par unité de longueur. Dans un Ęuide au repos, un élément de volume est soumis à des contraintes
normales de la part du Ęuide environnant, dues à la répulsion au sein du Ęuide, la pression. Si le volume est
traversé par une interface séparant deux phases, l’interface liquide-gaz par exemple, une force additionnelle
doit être prise en compte, la tension de surface. Comme décrite dans la Figure 1.3, la tension de surface est
une force tangente à la surface de l’interface, et normale au contour de l’interface sur le système, c’est-à-dire
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à l’intersection de la surface du système et de la surface de l’interface. La force totale est proportionnelle à
la longueur du contour. Enĕn, contrairement à la pression, c’est une force attractive, elle est donc dirigée
vers le liquide à l’extérieur du système.
F 1.3 Schéma représentant la force par unité de longueur de tension de surface exercée par le
sous-système de gauche sur le sous-système de droite. La force est parallèle à l’interface, et normale au
contour.
Principe des travaux virtuels
Le lien entre la mécanique et la thermodynamique est fourni par le principe des travaux virtuels. Donnons
nous un cube dans lequel deux phases liquide et vapeur sont en équilibre, séparées par une interface plane
parallèle à une des faces du cube. Modiĕons ce système de façon réversible, isotherme et isochore en pous-
sant une des faces qui soutient l’interface. La surface de l’interface est WL. On pousse une des faces de
largeurW d’une distance L. La surface de l’interface s’est donc agrandie deWL, donc l’énergie libre a
augmenté de :
F = LVWL : (1.12)
Cette augmentation d’énergie libre, à température constante, doit être égale au travail réalisé par les forces
qui s’appliquent au système. La pression, identique dans tout le système, ne travaille pas car la variation de
volume est nulle. Ce travail correspond donc bien à une force d’amplitude LVW , tangentielle à l’interface
et normale au contour de l’interface sur le système. La force de tension de surface est donc bien une force
LV par unité de longueur.
Tenseur des contraintes
La force tangentielle « située sur l’interface » n’est évidemment qu’un modèle macroscopique. Pour déĕnir
plus précisément la tension de surface d’un point de vue mécanique, nous devons regarder ce qu’il advient
des contraintes au niveau de l’interface à l’échellemoléculaire. Les contraintes dans le Ęuide sont décrites par
un tenseur symétrique ij qui décrit la force exercée dans la direction i sur un élément de volume du Ęuide
présentant une face déĕnie par la direction j (sa normale est dans la direction j), comme c’est représenté
sur la Figure 1.4(a). Lorsque les contraintes sont uniquement des contraintes de pression, de contact, le
tenseur est diagonal. Les contraintes non diagonales correspondent donc en particulier à des contraintes
visqueuses. Si l’on néglige les contraintes visqueuses, dans une base appropriée, les composantes diagonales
du tenseur des contraintes peuvent êtres projetées selon la direction normale à l’interface, et selon deux
directions tangentielles, équivalentes par symétrie. On déĕnit donc ainsi pN et pT , les composantes normale
et tangentielle du tenseur des contraintes [voir la Figure 1.4(b)] :
 =
0@ pT 0 00 pT 0
0 0 pN
1A : (1.13)
Donnons nous alors toujours un cube dans lequel deux phases liquide et vapeur sont en équilibre, mais
cette fois ci de surface A (surface de l’interface) horizontale, de hauteur L dans la direction z. Si la surface
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F 1.4 (a) Schéma représentant l’action des composantes ij du tenseur des contraintes de rang
2 sur un élément de volume. Le premier indice donne la direction i de la force par unité de surface, le
deuxième j déĕnit la surface sur laquelle elle agit. Dans le cas d’un liquide, ij =  Pij , le tenseur est
diagonal. (b) Lorsqu’une interface plane borde le liquide, le tenseur des contrainte, diagonal, possède deux
degrés de libertés : pN et pT , qui déĕnissent les contraintes dans les directions normale et tangentielle à
l’interface, et ne dépendent que d’une seule variable z, normale à l’interface. (c) Proĕl des contraintes
tangentielles et normales à la traversée de l’interface.
A est suﬃsamment grande, alors les fonctions pN et pT sont des fonctions de z uniquement. De plus, pN
est constant dans tout le cube car l’interface est à l’équilibre verticalement. Nous reviendrons sur ce point
dans la section suivante 1.2.1. On déplace alors de façon réversible, isotherme et isochore les côtés de ce
cube, de sorte que la surface de l’interface augmente de A (voir Figure 1.5).
F 1.5 Une phase vapeur
V est en équilibre avec une phase
liquide L dans une enceinte de
volume Vtot constant, à tem-
pérature T constante. On dé-
forme le volume en changeant
la surface A de A à volume
constant, et donc le plafond du
volume est autorisé à monter.
Les forces de pression travaillent
sur chaque surface du volume.
Les forces de pression tangen-
tielles à l’interface, pT travaillent
par le déplacement A, et les
forces de pression normales à
l’interface, pN , travaillent sur la
distance LA/A.
Le travail des forces de pression tangentielles à l’interface sur les côtés du cube s’écrit :
WT =  A
Z L
0
pT (z)dz : (1.14)
De même, les forces normales à l’interface travaillent car le volume est resté constant. Le déplacement du
plafond est par conservation LA/A, où la pression est pN . On a donc :
WN =  ApN

 AL
A

= ApNL : (1.15)
Finalement, le travail total correspond à l’augmentation d’énergie libre :
F = WT + WN = A
Z L
0
(pN   pT (z)) dz ; (1.16)
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ce qui nous donne selon la déĕnition thermodynamique, la dérivée de l’énergie libre par unité de surface :
LV =
Z 1
 1
(pN   pT (z)) dz ; (1.17)
en ayant poussé les bornes de l’intégrale à l’inĕni puisque l’intégrant n’est non nul que près de l’interface.
Ceci constitue la déĕnition mécanique de la tension de surface, donnée pour la première fois par Kirk-
wood et Buﬀ en 1949 [14], et est représentée sur la Figure 1.4(c). Elle peut être sujette à interprétation
car la contrainte tangentielle est parfois mal déĕnie. Nous reviendrons sur ce point plus bas dans la sous-
section 1.2.2.
1.1.4 Interfaces des solides
Les raisonnements que nous venons de faire ne s’appliquent encore une fois qu’aux liquides. Les contraintes
aux interfaces solides ont été explicitées par Gibbs en 1876 [15], Brillouin en 1938 [19], puis Shuttleworth
en 1950 [20]. L’application aux liquides a été explicitée par Kirkwood et Buﬀ en 1948 [14]. Un article de
revue, appliquée aux solides cristallins, de Müller et Saùl en 2004 revient sur ces déĕnitions de façon très
claire [21], et dont la dérivation présentée ici est tirée.
Dans le cas d’un solide, il convient de faire une diﬀérence entre l’énergie surfacique et la contrainte de
surface. La relation entre les deux est conditionnée par l’élasticité du matériau, c’est-à-dire déĕnie par la
relation entre la force appliquée localement au matériau et son déplacement local u(r). On introduit alors
le tenseur des déformations :
ij =
1
2

@ui
@xj
+
@uj
@xi

: (1.18)
C’est un tenseur symétrique par construction et il caractérise les déformations dans le solide. Dans le cadre
de l’élasticité linéaire, il existe alors une relation linéaire entre le tenseur des contraintes et le tenseur des
déformations, qui peut se réduire dans des cas simples à la loi d’Hooke par exemple. Ainsi, dans le cadre de
l’élasticité linéaire, l’énergie élastique totale du solide de volume V s’écrit :
W =
1
2
Z
V
X
ij
ijijdV ; (1.19)
et se réduit lorsqu’il n’y a pas de forces externes volumiques, aux contraintes et déformations de surface. Si
l’état de référence est un état déformé, l’application de forces surfaciques mène à un état moins stable car
ce travail est positif. Il est donc important en général de spéciĕer l’état de référence du solide, puisque ce
travail peut être alors soit négatif, soit positif, selon que l’application des forces surfacique fasse relaxer le
solide dans un état plus stable ou le contraire.
Les propriétés des interfaces des solides sont alors décrites par les données de quantités d’excès aux
interfaces, et donc par la connaissance de la déformation d’excès et de la contrainte d’excès. Comme pré-
cédemment on considère le cas d’un solide possédant interface plane de surface A à l’altitude L (voir
Figure 1.6). On considère de plus que le solide est symétrique dans toutes les directions tangentielles à
l’interface (pas d’axe cristallographique pour simpliĕer le formalisme). De plus, ce solide est à l’équilibre,
il n’y a donc pas d’excès de contrainte dans la direction normale, ni de déformation dans la direction tan-
gentielle. Il reste donc une seule composante utile à chaque tenseur : TT et NN . On peut ĕnalement
déĕnir les quantités de surface que sont les contrainte sTT et déformation eNN de surface, représentés sur
la Figure 1.6 :
sTT =
1
A
Z L
0
TT (z)dV   TT (0)V

; (1.20)
eNN =
1
A
Z L
0
NN (z)dV   NN (0)V

: (1.21)
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F 1.6 Déformation dans le solide. (a) La contrainte tangentielle à la surface TT (z) diﬀère de la
contrainte dans le volume. L’intégrale de cette contrainte déĕnit la contrainte de surface sTT . (b) Cette
contrainte crée une déformation normale locale NN (z) dans le solide. En pointillés sont représentés les
plans cristallins équidistants dans le volume. Le déplacement ĕnal de l’interface est eNN , la déformation
de surface.
Nous souhaitons ensuite relier l’énergie élastique de surface aux déformations et contraintes de surface,
il s’agit donc comme précédemment de proposer des déformations du solide et de son interface. La dé-
formation la plus naturelle d’un point de vue expérimental est de déformer uniquement le solide, comme
indiqué sur la Figure 1.7 : on déforme uniquement le solide tangentiellement à l’interface d’une quantité
A, à température constante. L’interface remonte d’une quantité eNN .
F 1.7
Déformation
du solide à
température
T constante,
et pression P
dans la vapeur
constante.
La variation d’excès du travail des forces élastiques s’écrit alors :
WS = A (sTT A  PeNN ) : (1.22)
sTT représente donc le travail isotherme par unité de surface, à nombre d’atomes constant, et non pas
l’énergie de surface, qui est déĕnie à déformation constante. En eﬀet, on peut construire l’analogue de la
relation de Gibbs-Duhem [pour le liquide elle est donnée à l’équation (1.11)] pour une telle surface, grâce
à l’expression de l’énergie élastique (1.19) dans le grand potentiel :
dSV =  SS
A
dT   nS
A
d+ (sTT   SV) dTT + NNdeNN : (1.23)
On en tire donc la relation entre la tension de surface SV, ou plutôt énergie de surface, et la contrainte
tangentielle : 
@SV
@TT

i;T;eNN
= sTT   SV ; (1.24)
ce qui se réécrit de la façon suivante, plus connue sous le nom de relation de Shuttleworth [20] :
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sTT = SV +

@SV
@TT

i;T;eNN
: (1.25)
Le travail de déformation de la surface du solide n’est donc pas la même qu’on la fasse à nombre d’atomes
constant (sTT ), ou à déformation constante (SV). Le terme @SV/@TT représente la variation de l’énergie
libre avec la déformation tangentielle locale, il peut donc être soit positif soit négatif, alors que l’énergie de
surface est toujours positive. Ils sont du même ordre de grandeur, donc on ne peut pas a priori statuer sur
le signe de la contrainte surfacique sTT dans le solide.
Pour les liquides, le terme dérivé est nul car cette transformation est impossible, on ne peut pas garder le
nombre d’atomes constant pendant la déformation, car le liquide s’adapte lorsque l’on tire sur l’interface, et
il y a au contraire un nombre d’atomes constant par unité de surface. LVdA représente le travail nécessaire
pour créer une nouvelle interface, alors que sTTdA représente le travail nécessaire pour l’étirer, ce qui sont
en principe deux choses diﬀérentes, sauf dans le cas des liquides. On peut donc identiĕer pour les liquides
uniquement la tension de surface comme étant à la fois une énergie et une contrainte surfacique
Ces considérations ont plusieurs implications qui vont intervenir à diﬀérentes occasions dans cette
thèse. D’une part, la distinction entre l’énergie de surface et la contrainte de surface pour les interfaces
solides est délicate, elle devra donc être prise en compte lors des éventuels bilans de forces ou thermodyna-
miques que nous serons amenés à faire. D’autre part, cette distinction dépend du matériau. Les contraintes
dans un solide cristallin ou dans un polymère ne sont pas les mêmes, et elles ne sont ni mesurables ni
modélisables aisément.
1.2 Interprétation microscopique
Nous venons d’établir les déĕnitions mécaniques et thermodynamiques de la tension de surface. Celles-ci
sont reliées entre elles par le principe des travaux virtuels que nous avons utilisé. Le lien entre la mécanique
et la physique statistique est en revanche moins évident. Il est pourtant nécessaire à la compréhension du
mécanisme moléculaire de la capillarité. Sur la Figure 1.2, la molécule à l’interface est attirée vers le liquide,
elle doit donc subir une force normale à l’interface. Or nous avons déĕni la force de tension de surface
comme étant une force parallèle à l’interface. Comment interpréter ce paradoxe ?
1.2.1 La phase liquide
Pour comprendre l’origine de la capillarité, nous devons tout d’abord comprendre comment l’état liquide et
l’état gazeux peuvent coexister. Pour cela, nous pouvons étudier l’équation d’état des Ęuides la plus simple
qui permet l’existence d’une transition de phase liquide-gaz, l’équation de Van der Waals [9, 22, 23] :
P =
kBT
v   b  
a
v2
: (1.26)
Ici P est la pression, v le volume par molécule, et T la température. Cette équation d’état est une correction
à la loi des gaz parfaits, qui prend en compte l’eﬀet des forces intermoléculaires. En toute rigueur, l’équation
d’état de Van der Waals ne s’applique quantitativement qu’à l’état gazeux, de faible densité, mais explique
assez bien qualitativement le comportement des Ęuides, notamment loin du point critique. La constante b
introduit la répulsion entre les molécules. Elle représente un volume exclu que les molécules ne peuvent
pas explorer. Lorsque le volume par molécule v atteint b, la pression cinétique kBT/(v  b) dans le liquide
diverge. Dans cette limite, les molécules sont très rapprochées, et on retrouve un état dense, la phase liquide.
Pour cette phase, on retrouve alors que la densité ne dépend plus de la pression, ce qui signiĕe bien que la
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phase liquide est incompressible :
T =  1
v

@v
@P

T
=
v   b
Pv   av + 2abv2
v!b ! 0 : (1.27)
Cet eﬀet est une représentation de la répulsion des nuages d’électrons des atomes, dû au principe d’exclusion
de Pauli de lamécanique quantique. La constante a introduit quant à elle l’attraction à longue distance entre
les atomes, dont l’origine est due aux interactions de Van derWaals de type dipôle-dipôle (voir ci-dessous).
Elle est proportionnelle à 1/v2 car elle provient d’un couplage à deux particules (elle est donc proportion-
nelle au carré de la densité) par cette interaction, ce qui va donc abaisser la pression en « rapprochant » les
particules.
L’équation d’état de Van der Waals (1.26) permet d’expliquer comment peuvent coexister une phase
gazeuse de faible densité, et une phase liquide de haute densité. La coexistence nécessite que la pression soit
identique dans chacune des phases, malgré la grande diﬀérence de densité. Dans la phase gazeuse, de grand
volume moléculaire v = vg , l’énergie est principalement d’origine cinétique. En eﬀet, pour un volume
moléculaire suﬃsamment grand, on a a/v2g  P et la pression est alors P ' kBT/vg . Dans la phase
liquide, au contraire, le volume moléculaire est plus petit : v = vl  b. Le fort eﬀet répulsif kBT/(vl  
b)  P est contrebalancé par une forte attraction a/v2l  P , de sorte que, à la même température, les
deux eﬀets s’annulent (la répulsion est comptée positivement dans (1.26), alors que l’attraction est comptée
négativement) et donnent la même pression P dans le liquide que dans la phase gazeuse. Les deux phases
peuvent alors être en équilibre et donner lieu à une interface liquide-gaz stable. Nous aurons l’occasion de
revenir sur une démonstration de cette équation d’état à la section 1.6.
Lʼattraction par les forces de Van der Waals
Les forces attractives de Van der Waals qui agissent entre deux atomes se comprennent de la manière sui-
vante. Tout d’abord, tous les atomes peuvent sous certaines conditions posséder un moment dipolaire élec-
trique. En eﬀet, soit l’atome est polaire, alors il possède unmoment permanent, soit il est apolaire, ce qui ne
l’empêche pas d’être polarisable, c’est-à-dire d’avoir la capacité de posséder un moment dipolaire en réac-
tion à un champ électrique, ou à des Ęuctuations thermiques. Plus précisément, la distribution des charges
d’un atome est en moyenne nulle par neutralité de la matière, mais la distribution instantanée autour du
noyau ne l’est pas à cause soit des Ęuctuations, soit d’un champ électrique extérieur qui agit sur les charges.
Le barycentre des charges électroniques ne coïncide donc pas forcément avec la charge positive du noyau
atomique, ce qui crée un moment dipolaire. On considère donc qu’un atome possède à un temps donné
un moment dipolaire . Ce moment crée un champ électrique E / /0r3 à une distance r de celui-ci
(0 représente la polarisabilité du vide), qui va interagir avec les autres atomes polarisables, en créant un
moment dipolaire  = E, où  est la polarisabilité de cet atome. Le champ créé par ce deuxième dipôle
va en retour interagir avec le premier atome dont l’énergie d’interaction typique de ce couple d’atome est
Wdip /  E /  1/r6. Cette énergie d’interaction représente une énergie attractive, dont la variation
avec la distance interatomique est en 1/r6. Ce comportement décrit très bien la plupart des gaz réels. On
décrit ainsi de façon très générale l’attraction entre deux atomes par ce type de potentiel d’interaction de
paire :
V DW (r) =   c
r6
: (1.28)
La constante c représente l’amplitude de l’attraction, et peut être déterminée expérimentalement par des
mesures ĕnes d’interactions entre diﬀérents volumes de matière. Elle peut ainsi être reliée directement à la
constante de Hamaker (à un facteur géométrique près), ce que nous déĕnirons plus précisément à la ĕn de
ce chapitre dans la section 1.6 en revenant sur les interactions intermoléculaires.
De façon plus détaillée, on peut distinguer trois types d’interactions entre dipôles, selon que les dipôles
sont permanents ou induits, si les particules sont polaires ou non-polaires. La première concerne les inter-
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actions entre dipôles permanents, dont le modèle a été découvert par Keesom en 1921 [24]. Un dipôle per-
manent d’amplitude  crée un champ électrique à la distance r enE / /0r3 et va donc interagir avec les
autres dipôles permanents avec une énergie d’interactionWdip /  E, qui dépend donc de l’orientation
des dipôles. Une distribution aléatoire de ces dipôles dans une enceinte à la température T va créer une
énergie libre en Fdip  12hW 2dipi/kBT / 1/r6 (au premier ordre non nul lorsque Wdip/kBT  1),
ce qui possède bien le comportement que nous avons déjà décrit. La deuxième interaction découverte par
Debye en 1920 [25] concerne les interactions entre dipôles permanents et induits. Dans ce cas, l’énergie
d’interaction à haute température (kBT  Wdip) d’une distribution de ces particules interagissant deux
à deux est Fdip = 2hWdipi, avecWdip = 120E2 où  est la polarisabilité des dipôles. On retrouve donc
encore une fois une interaction en 1/r6. Enĕn, la dernière concerne les interactions entre dipôles induits de
London [26] et ne se comprend que dans un cadre quantique. L’interaction entre deux atomes polarisables
voit son énergie fondamentale baissée par l’interaction électrique entre un dipôle polarisable et un champ
créé instantanément par un autre dipôle d’un facteur ~!02/20r6, où !0 est la fréquence d’absorption des
atomes. Dans la plupart des gaz réels, selon qu’ils sont polaires ou non, ce sont ces diﬀérentes interactions
qui dominent, ou une combinaison de celles-ci.
Certains gaz moléculaires ou liquides ne sont parfois pas bien décrits par ces interactions. En eﬀet, un
des principaux problèmes de l’interaction de Van der Waals est que l’on suppose qu’elle est additive : on a
étendu le raisonnement à deux particules pour un gaz àN particules. Or, les champs électriques créés par
les dipôles résultent de l’interaction d’un grand nombre de dipôles, l’eﬀet additif n’est qu’une hypothèse, et
on peut s’attendre à des interactions à trois voire plus de particules. Un modèle d’interaction non-additive
a notamment été développé par Lifshitz en 1955 [27], qui a étendu la déĕnition de la constante de Hamaker
en prenant en compte les polarisabilités desmilieux, qui dépendent de la fréquence [23].
Rôle de la répulsion
F 1.8 Représentation schématique du potentiel intermoléculaire  de type Lennard-Jones.
L’interaction est fortement répulsive à courte distance r < , où  représente la taille des molécules.
L’interaction atteint son maximum à une distance de l’ordre de , à une profondeur . À longue por-
tée, les atomes s’attirent, le potentiel est négatif. La Ęèche grise représente la présence des Ęuctuations
thermiques, ce qui dans un liquide induit d’assez fortes variations des distances intermoléculaires.
Comment un liquide peut-il être à la fois répulsif et attractif ? Une paire unique d’atomes ne peut évi-
demment que soit s’attirer, soit se repousser, en fonction de la distance entre leurs noyaux. Cette interaction
est montrée schématiquement dans la Figure 1.8. La barrière de potentiel en  représente la répulsion de
courte portée, due à la répulsion des nuages électroniques, alors que la queue négative du potentiel repré-
sente l’attraction à longue portée de type Van der Waals. Un atome se trouvant à la distance r d’un autre se
trouve donc soit dans un état répulsif, soit dans un état attractif. Cela signiĕe que l’équilibre entre la répul-
sion et l’attraction, représenté dans l’équation de Van der Waals (1.26), n’a qu’un sens statistique. Certains
atomes sont dans un état attractif, et d’autres sont dans un état répulsif. Il est alors important de prendre
en compte les Ęuctuations thermiques, c’est-à-dire l’énergie cinétique des atomes. Dans un solide, ces Ęuc-
tuations sont relativement petites : kBT  , où  représente la grandeur typique des interactions. Dans ce
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cas, le système n’explore qu’une faible région du potentiel. Il est plus probable que le solide se retrouve soit
dans un état compressé soit sous tension. Au contraire, un liquide est caractérisé par de larges Ęuctuations :
kBT  . Une large région du potentiel est explorée par les particules dans une même région de l’espace
(Figure 1.8). Le cas où kBT   correspond au cas du gaz, où les particules interagissent faiblement, et
sont dominées par l’énergie cinétique.
1.2.2 Lʼinterface liquide-vapeur
Simulations de dynamique moléculaire
Considérons maintenant l’interface liquide-vapeur en détail. La Figure 1.9(a) représente à un instant donné
les positions des atomes à la surface d’un liquide calculées par des simulations de dynamique molécu-
laire. Ces simulations calculent l’évolution temporelle d’un nombre donné de particules en interaction, par
exemple selon des interactions de Lennard-Jones [28, 29, 1] :
LJ(r) = 4

r
12   
r
6
; (1.29)
où  représente l’amplitude de l’interaction, et est souvent de l’ordre de l’électron-volt pour les métaux par
exemple, et  la taille caractéristique des particules, de l’ordre de 10 10m. Le potentiel de Lennard-Jones,
qui est plus précisément une énergie potentielle, est souvent utilisé pour décrire les interactions entre deux
atomes au sein d’un gazmonoatomique de type gaz rare. Le terme à la puissance 6, terme attractif dominant
à grande distance, représente une interaction attractive de Van der Waals que nous avons déjà décrite plus
haut. En revanche, l’exposant 12 du terme répulsif, dominant à courte distance, est empirique : il s’agit de
rendre compte de façon ad hocde l’eﬀet de répulsion quantique, le principe d’exclusion dePauli, qui empêche
l’interpénétration mutuelle des nuages électroniques de deux atomes.
Ces simulations permettent de mesurer facilement les propriétés locales de la matière, ainsi que ses
propriétés macroscopiques.
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F 1.9 L’interface liquide-vapeur en simulations de dynamique moléculaire avec un potentiel de
Lennard-Jones [1]. L’axe vertical est adimensionné par la taille  des particules. (a) Positions instanta-
nées des molécules d’une simulation de dynamique moléculaire de l’interface. (b) Moyenne temporelle
du proĕl de densité normalisé (z) à travers l’interface.
On peut par exemple faire une moyenne temporelle du proĕl de densité à travers l’interface. Ce proĕl
est représenté dans la Figure 1.9(b). On remarque alors que la transition entre la phase de haute densité, le
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liquide (pour une densité renormalisée  = 1, voir la ĕgure), et la phase de basse densité, la vapeur (pour
une densité renormalisée  = 0), s’eﬀectue dans une région très ĕne, de quelques tailles atomiques .
Tenseur des contraintes
Grâce aux simulations de dynamiquemoléculaire, nous pouvons déterminer les contraintes dans le liquide,
connaissant les positions des particules et leurs interactions. Pour calculer le tenseur des contraintes ij
que nous avons déĕni à la sous-section 1.1.3, on doit déĕnir une surface élémentaire orientée dA en une
position donnée r sur laquelle agissent les forces dans le liquide. Ces forces comprennent deux termes. Le
premier est un terme cinétique, qui prend en compte la quantité demouvement des particules qui traversent
la surface. Cette contrainte est isotrope et vaut (r)kT . Le deuxième terme est un terme potentiel, qui prend
en compte les interactions longue portée (r12) entre les particules. Ce terme est délicat à calculer car com-
ment spéciĕer les interactions longue portée qui agissent sur la contrainte à un endroit donné ? Autrement
dit, comment passer d’une description discrète des particules à une distribution continue des contraintes ?
C’est à ce stade que nous devons introduire une façon arbitraire de décompter les interactions, et de les
allouer à une surface donnée, permettant ainsi de décrire les contraintes ij . C’est ce que nous avions décrit
précedemment par la déĕnition arbitraire de la pression tangentielle. Il s’agit donc de trouver une fonction
de pondération des interactions qui possède les bonnes propriétés, et qui permette de réaliser la bonne
projection des contraintes microscopiques en des fonctions continues dont les propriétés macroscopiques
soient celles recherchées.
Pour cela, nous devons pondérer les positions des particules ponctuelles qui interviennent dans le calcul
des forces par une fonction qui possède une taille typique  supérieure à la distance entre les particules.
Cela est en fait équivalent à donner un poids au potentiel dont dérivent les forces. Ainsi, dans le calcul
des contraintes, on introduit cette fonction arbitraire f(r12), appelée fonction de régularisation (coarse-
graining function). Le choix de telles fonctions n’est pas évident, car il s’agit de trouver des contraintes qui
ne dépendent pas de ce choix. Une manière généralisée de faire est de compter les interactions entre deux
particules en r1 et r2 et dont le vecteur r12 passe à travers la surface à la position r recherchée. Cette fonction
est la suivante [30] :
f(r1; r2) =
1
z2   z1 ;
Pour cette pondération, le résultat macroscopique ne dépend pas du comptage, ou autrement dit, on peut
choisir d’autres fonctions du même type qui donnent le même résultat [9]. Ainsi, en intégrant le long d’un
vecteur donné et pour tous les vecteurs possibles qui traversent la surface, on trouve [31] :
(r) =  1
2
Z
dr12
Z 1
0
d
r12 
 r12
r12
0(r12)(2)(r  r12; r+ (1  )r12) ; (1.30)
où (2) est la densité de probabilité de présence de deux particules. On peut noter que l’on reconnaît dans
cette expression le viriel rf.
Contraintes à la traversée de lʼinterface
Dans notre cas, pour déterminer les forces capillaires, nous devons diviser le système en deux sous-parties,
selon une direction normale à l’interface [la séparation est indiquée en rouge sur la Figure 1.10(a)]. On
calcule alors les contraintes tangentielle et normale à l’interface en fonction de la hauteur z selon les for-
mules citées plus haut. Ces contraintes peuvent être décomposées en deux contributions : la pression P
isotrope, qui est identique dans le liquide et dans la vapeur comme nous l’avons vu, et une composante
supplémentaire(z), qui agit selon la direction parallèle à l’interface. Cette contrainte(z) est représentée
sur la Figure 1.10(b). Le proĕl de cette contrainte anisotropemontre qu’il y a une force localisée à l’interface
sur quelques tailles moléculaires, alors que la densité varie fortement, et qui agit dans la direction parallèle
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à l’interface. L’intégrale de cette contribution le long de z nous donne une force qui est en eﬀet égale à LV
par unité de longueur d’après l’équation (1.17), c’est bien la tension de surface. Cela nous prouve que la
tension de surface représente en eﬀet une force mécanique.
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F 1.10 L’interface liquide-vapeur en simulations de dynamique moléculaire avec un potentiel de
Lennard-Jones [1]. L’axe vertical est adimensionné par la taille  des particules. (a) Positions instantanées
des molécules d’une simulation de dynamique moléculaire de l’interface. (b) Proĕl des pressions pN et
pT en fonction de la distance à l’interface. pN est la contrainte exercée à travers une surface tangentielle
à l’interface, et pT est la contrainte exercée à travers une surface normale à l’interface. Ces contraintes
sont les forces représentées par les Ęèches qui agissent l’élément de volume en (a). pN possède une valeur
positive non nulle et constante à travers l’interface, alors que pT , qui vaut pN loin de l’interface dans les
deux phases, devient négatif et très diﬀérent de pN lors de la traversée de l’interface. (c) La contrainte
tangentielle d’excès est déĕnie par (z) = pN   pT , et son intégrale est la tension de surface LV, qui
vaut pour cette simulation LV = 0;738 /2. En prenant  = 3 kJmol−1 = 1;2 kT à 25 C par molécule,
et  = 0;34 nm, on trouve alors LV = 31;8mJm−2.
Interprétation
Alors, pourquoi cette force est-elle parallèle à l’interface, et non normale, comme le raisonnement rapide
que nous avons fait à la section 1.1.2 tendait à nous le prouver ? Tout d’abord, notons que la Figure 1.2
décrit seulement les forces attractives entre les molécules. Or, ce qui ne simpliĕe pas l’image mentale des
interactions, dans les calculs de dynamiquemoléculaire, nous n’avons pas fait de distinction entre attraction
et répulsion, car l’ensemble des contraintes est résumé par le potentiel d’interaction de Lennard-Jones. Pour
compléter la représentation simpliĕée de la Figure 1.2, nous devons donc y incorporer les forces répulsives,
telles que décrites à la Figure 1.11.
Supposons que l’interface soit horizontale, le liquide étant sous la vapeur. Loin de la surface, il y a un
équilibremécanique par symétrie autour de la particule. Près de la surface en revanche, la symétrie verticale
est brisée. Pour restaurer l’équilibre mécanique dans la direction verticale, la répulsion qui pousse la par-
ticule vers le haut doit se compenser avec l’attraction qui l’attire vers le bas. Dans la direction horizontale,
parallèle à l’interface, la symétrie est intacte, il y a donc un équilibre des forces dans cette direction. Il n’y
a donc aucune raison pour que les forces horizontales attractives et répulsives se compensent. En pratique,
les forces attractives sont plus fortes que les forces répulsives, comme nous l’avons vu dans les simulations
de dynamique moléculaire, ce qui donne bien lieu à une force positive de tension de surface.
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F 1.11 Schéma représentant les forces répulsives (Ęèches noires en pointillés) et attractives
(Ęèches grises) lorsque la particule se trouve loin ou proche de la surface. La répulsion est plus faible
proche de la surface car la densité est plus faible.
Rôles distincts de lʼattraction et de la répulsion
Il nous reste à expliquer pourquoi les forces intermoléculaires donnent naissance à une force de tension de
surface aussi forte. Cette question a déjà été abordée par Berry [32], qui avait déjà noté les rôles distincts de
l’attraction et de la répulsion.
L’important est de constater que, dans une bonne approximation, la contribution de la répulsion est
isotrope, alors que celle de l’attraction est fortement anisotrope. Cela est dû au fait que la répulsion est
de très courte portée. Cette répulsion est en eﬀet la conséquence de la répulsion des nuages électroniques
des molécules, et peut donc être considérée comme une force de « contact ». Elle n’est donc que très peu
dépendante de la structure de l’environnement des particules, même proche de la surface, et possède alors
la même amplitude dans toutes les directions [1]. Au contraire, la nature longue portée des forces attractives
les rend très dépendantes de la structure moléculaire. C’est l’origine de l’anisotropie des contraintes près de
la surface, qui génère la force de tension de surface.
Pour spéciĕer comment ces forces s’organisent près de la surface, il est utile d’étudier les résultantes des
forces attractives et répulsives sur des sous-systèmes particuliers. Commençons par diviser le liquide paral-
lèlement à l’interface , comme sur la Figure 1.12(a). Les forces exercées par la couche de liquide directement
sous la surface, sur le reste du liquide [le sous-système formé de la couche inĕnie loin de l’interface, c’est-
à-dire la région grise tachetée sur la Figure 1.12(a)], résulte de la superposition des interactions attractives
(Ęêches grises) et répulsives (Ęêches noires en pointillés). Puisque ce sous-système est en équilibre, les forces
se compensent. De plus, l’amplitude de la contrainte attractive augmente avec la taille de la couche qui attire
le sous-système. Donc plus on s’éloigne de l’interface, plus la contrainte attractive est forte, et elle sature à
sa valeur inĕnie, celle qu’aurait l’attraction dans un environnement inĕni, à quelques distances atomiques
de l’interface. La contrainte répulsive possède alors exactement le même comportement par compensation,
pour conserver l’équilibre des forces verticales.
Divisonsmaintenant le liquide perpendiculairement à l’interface [Figure 1.12(b)]. En utilisant le fait que
la répulsion est isotrope, on connaît alors l’amplitude de la répulsion en fonction de la distance à l’interface.
Le système de gauche exerce donc une répulsion (Ęèches noires en pointillé sur la ĕgure) sur le système de
droite, dont l’amplitude augmente avec la distance à l’interface. Au contraire, l’amplitude de l’attraction est
moins dépendante de la distance sous l’interface dans les quelques distances atomiques pendant lesquelles
la densité change. Nous allons vériĕer ce point à la sous-section 1.5.2, il n’y a en tout cas aucune raison pour
que la dépendance de l’attraction horizontale avec la hauteur soit la même que celle de la répulsion, qui ré-
sulte de l’équilibre des forces verticales. Par simplicité, sur la Figure 1.12(b) nous l’avons dessinée constante,
et égale à l’attraction dans le volume. La résultante de l’attraction et de la répulsion est alors une force at-
tractive exercée par la gauche sur la droite, et localisée sur quelques couches atomiques [Figure 1.12(c)].
L’intégrale de cette contrainte sur la hauteur doit donner LV par unité de longueur (de profondeur), ce que
nous démontrerons à la sous-section 1.5.2.
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F 1.12 Forces exercées dans un espace semi inĕni de liquide sur un sous-système donné (région
grise tachetée) par le reste du liquide (région grise non tachetée). (a) Le sous-système est la partie basse du
liquide sous l’interface, la séparation est parallèle à l’interface. Ce sous-système est soumis à des contraintes
attractives (Ęèches grises) et répulsives (Ęèches noires en pointillés) de la part de la couche directement
sous la surface. Ces contraintes s’annulent puisque le sous-système est à l’équilibre. (b) Le sous-système
est maintenant la partie droite du liquide, la séparation est perpendiculaire à l’interface. Ce sous-système
est soumis à des contraintes attractives (Ęèches grises) et répulsives (Ęèches noires en pointillés) de la part
de la gauche du liquide. Puisque la répulsion est isotrope, celle-ci possède la même amplitude en fonction
de la distance que dans le cas (a), et décroît donc lorsque l’on se rapproche de l’interface. Au contraire,
l’attraction est relativement constante proche de la surface. (c) La résultante est donc une force attractive
localisée à l’interface, de la part d’un côté sur l’autre, et dont l’intégrale vaut LV.
1.2.3 Lʼinterface liquide-solide
Simulations de dynamique moléculaire
Comme précédemment, il est instructif d’observer le comportement d’un liquide à l’approche d’une inter-
face liquide-solide dans des simulations de dynamiquemoléculaire. Dans ces simulations, on distingue deux
types d’atomes. Les premiers, les atomes de Ęuide sont libres de bouger, et interagissent entre eux avec une
interaction de Lennard-Jones, dont l’amplitude est notée LL. Les seconds, les atomes de solide, possèdent
une position ĕxe, et interagissent avec les atomes de Ęuide avec une interaction de Lennard-Jones identique,
mais possédant une amplitude LS . Généralement, on choisit une structure cristalline pour le solide. Sur
la Figure 1.13(a), nous pouvons observer les positions instantanées des particules d’une telle simulation.
Sur la Figure 1.13(b) est représentée la densité renormalisée comme précédemment  en fonction de la
distance au solide (le zéro est au centre de la première couche des atomes de solide). Nous observons alors
que le Ęuide se structure à l’approche du solide, la densité présente des Ęuctuations de longueur d’onde , et
dont l’amplitude augmente lorsque l’on se rapproche du solide. De plus, la densité en z = 0 est nulle. C’est
un phénomène de stratiĕcation (layering) où les atomes de Ęuide viennent se positionner dans la première
couche juste au-dessus des atomes de solide. La structure se perd au fur et à mesure que l’on s’éloigne du
solide, car les interactions liquide-solide diminuent (en 1/r6). À une distance de cinq atomes de la surface,
on peut donc considérer que l’on est dans un volume inĕni de Ęuide.
Encore une fois, nous pouvons calculer les contraintes à travers cette interface. On détermine alors les
contraintes normales et tangentielles à l’interface, et on peut alors calculer la contrainte d’excès à la traversée
de la surface, qui est représentée sur la Figure 1.13(c). À la traversée de l’interface liquide-solide, il existe
donc aussi une contrainte tangentielle. Sa valeur n’est pas évidente à ce stade car dans ce calcul nous n’avons
pas intégré les forces entre les atomes de solide. De plus, elle prend en compte l’eﬀet de densité et donc la
stratiĕcation dans le Ęuide. Ce n’est donc probablement pas un eﬀet additif entre les interactions liquide-
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liquide et solide-liquide. Nous aurons l’occasion de revenir sur la problématique de la détermination de
cette contrainte au chapitre 2.
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F 1.13 L’interface liquide-solide en simulations de dynamique moléculaire avec un potentiel de
Lennard-Jones. L’axe vertical est adimensionné par la taille  des particules. (a) Positions instantanées des
molécules d’une simulation de dynamiquemoléculaire du Ęuide. (b) Évolution de la densité en fonction de
la distance à l’interface. On aperçoit un phénomène de stratiĕcation : les molécules de liquide possèdent
une organisation dans les quelques première couches moléculaires de l’interface, organisation due à la
présence d’une couche régulière d’atomes dans le solide cristallin. (c) Contraintes dans le liquide calculées
à travers l’interface. On peut observer un fort eﬀet de la stratiĕcation sur les contraintes.
Forces à lʼinterface liquide-solide
Considérons maintenant l’interface liquide-solide (Figure 1.14). Dans ce cas, deux eﬀets se superposent.
Tout d’abord, de par la présence du solide (région hachurée sur la Figure 1.14), une moitié d’espace de li-
quide est manquante du point de vue du liquide. Cette absence induit une anisotropie des forces attractives
liquide-liquide identique à ce qu’il se passe à l’interface liquide-vapeur. Ainsi, comme sur la Figure 1.12(c),
la partie gauche du liquide exerce sur la partie droite du liquide une force résultante LV par unité de lon-
gueur (la profondeur). Ensuite, le deuxième eﬀet est dû à l’attraction entre le solide et le liquide. C’est ce
second eﬀet qui est représenté sur la Figure 1.14. Eﬀectuons le même raisonnement que précédemment. Ex-
primons alors les contraintes sur diﬀérents sous-systèmes du liquide. On divise dans un premier temps le
liquide parallèlement à l’interface, pour déĕnir deux sous-systèmes comme précédemment, l’un une couche
d’épaisseur ĕnie directement en contact avec le solide, et l’autre une couche inĕnie de liquide à une cer-
taine distance de l’interface [région grise tachetée sur la Figure 1.14(a)]. Ce dernier sous-système subit des
contraintes attractives de la part du solide, et répulsives de la part du liquide juste en dessous (la répulsion est
une force de contact). L’amplitude de l’attraction du solide décroît avec la distance à l’interface, et donc, le
sous-système étant à l’équilibre, l’amplitude de la répulsion aussi, comme représentées sur la Figure 1.14(a)
par des Ęêches respectivement grises et noires en pointillés, comme précédemment.
Dans un deuxième temps, on divise le liquide en deux sous-systèmes en utilisant une surface de contrôle
perpendiculaire à l’interface [voir Figure 1.14(b)]. En faisant encore une fois l’hypothèse que les forces ré-
pulsives sont isotropes, la partie gauche exerce sur la partie droite du liquide une force résultante répulsive.
Ce sont les seules contraintes horizontales qui s’exercent sur ce sous-système puisque le solide exerce une
1.2 Interprétation microscopique 43
F 1.14 Forces induites par la présence d’un solide (région hachurée) sur un sous-système donné
de liquide (région grise tachetée). Les forces d’attraction liquide-liquide ont déjà été traitées dans la Fi-
gure 1.12, et ne sont donc pas considérées ici. (a) Le sous-système est la partie haute du liquide, au dessus
de l’interface, la séparation est parallèle à l’interface. Ce sous-système est soumis à des contraintes attrac-
tives de la part du solide (Ęèches grises) et répulsives (Ęèches noires en pointillés) de la part de la couche
directement au dessus de la surface (région grise non tachetée). Ces contraintes s’annulent puisque le
sous-système est en équilibre. (b) Le sous-système est maintenant la partie droite du liquide, la séparation
est perpendiculaire à l’interface. Seules les composantes horizontales sont représentées (le solide exerce en
eﬀet une répulsion verticale sur le liquide à l’interface, compensée par une attraction verticale). De plus,
le solide n’exerce aucune attraction horizontale. Puisque la répulsion est isotrope, les seules interactions
résultantes sur le sous-système sont des forces répulsives exercées par le liquide de gauche. La résultante
est donc une force répulsive localisée à l’interface, de la part d’un côté sur l’autre, et dont l’intégrale vaut
SV + LV   SL (voir le texte).
attraction verticale par symétrie, et qu’on a déjà traité les forces attractives du liquide. La contrainte attrac-
tive verticale du solide est quant à elle compensée par la répulsion exercée par le solide à l’interface. La force
tangentielle induite par la seule présence du solide est ĕnalement une force répulsive. De plus, son amplitude
n’est pas, de façon surprenante, égale à SL. Au contraire, il a été démontré [29], que cette force est égale à
SV + LV   SL. Nous en donnons une justiĕcation plus bas [à l’équation (1.34)], puis nous reviendrons
sur cette démonstration dans la sous-section 1.5.2. On peut donc noter dès maintenant que cette force est
toujours répulsive quelles que soient les interactions, car ce facteur est toujours positif comme nous allons
le voir.
Finalement, pour combiner les deux eﬀets, nous devons ajouter une répulsion induite par la présence
du solide d’amplitude SV + LV   SL à une attraction du liquide d’amplitude LV. Il nous reste donc une
force résultante répulsive, d’amplitude SV   SL exercée sur un côté liquide de l’interface. Cette force peut
changer de signe, si l’angle d’Young, qui mesure la tendance que possède un liquide à mouiller un solide
(nous reviendrons sur ce point au chapitre suivant), est supérieur à 90 °. Dans ce cas, la force est attractive
puisque SV   SL = LV cos Y < 0, c’est-à-dire lorsque SV < SL.
Travail dʼadhésion
Tentons de justiĕer pourquoi l’interaction liquide-solide n’est pas directement reliée à la tension de surface
liquide-solide SL, mais à la combinaison SV + LV   SL [33, 23].
La tension de surface liquide-solide représente l’énergie libre nécessaire pour créer une surface unitaire
d’une interface liquide-solide. Pour créer une telle interface, nous partons tout d’abord d’un espace inĕni
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F 1.15 Relation entre le travail d’adhésion et les tensions de surface. (a) Pour séparer en deux un
volume de liquide, il faut créer deux interfaces liquide-vide. Le coût énergétique est donc deALL = 2LV.
(b) Pour créer une interface liquide-solide, il faut d’abord créer une interface liquide-vide, et une interface
solide-vide, ce qui coûte une énergie SV + LV. En regroupant ces deux interfaces, on réduit le coût de
création des deux interfaces originales ASL = SV + LV   SL grâce aux interactions liquide-solide.
de liquide que nous devons séparer en deux pour créer deux interfaces liquide-vapeur [voir Figure 1.15(a)].
L’énergie nécessaire par unité de surface pour séparer le liquide en deux, et donc créer deux interfaces
liquide-vapeur, est appelée « travail d’adhésion » ALL, dû aux interactions liquide-liquide. Nous eﬀectuons
de même pour le solide, et créons deux interfaces solide-vide grâce au travailASS. Nous avons donc :
2LV = ALL ; (1.31)
2SV = ASS : (1.32)
Lorsque nous combinons les interfaces solide-vide et liquide-vide, les interactions attractives solide-liquide
réduisent l’énergie par le travail d’adhésion solide-liquideASL [Figure 1.15(b)]. Le bilan s’écrit donc :
SL = SV + LV  ASL : (1.33)
Donc l’amplitude de l’adhésion liquide-solide s’écrit :
ASL = SV + LV   SL ; (1.34)
ce qui constitue la relation de Dupré. En utilisant la loi d’Young (2.1), qui déĕnit l’angle de contact à
l’équilibre Y , cette relation s’écrit aussi :
ASL = LV(1 + cos Y ) : (1.35)
Finalement, les forces capillaires induites par les interactions liquide-solide ont une amplitude ASL =
LV(1 + cos Y ) et non pas SL.
Enĕn, de par la faible densité de la phase vapeur, nous allons toujours considérer celle-ci comme étant
sans interaction. Le gaz parfait est une très bonne approximation du comportement des gaz aux tempéra-
tures usuelles, et celui-ci ne comprend aucune énergie attractive, la pression y est uniquement une consé-
quence des chocs (de la répulsion) comme nous l’avons vu au paragraphe 1.2.1. On pourra se référer no-
tamment à [34] ou la revue de De Gennes [33] pour étudier les diﬀérences induites par la prise en compte
de la vapeur.
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1.3 Modèles moléculaires de lʼinterface
Nous venons d’expliquer qualitativement le comportement des forces capillaires aux interfaces. Il s’agit
maintenant d’aller un peu plus loin et de justiĕer les raisonnements que nous avons tenus. Cela nous per-
mettra d’insister sur les quelques propriétés fondamentales des liquides, et sur les hypothèses mises en jeu.
Les questions en suspens jusqu’ici sont les suivantes : pourquoi peut-on traiter séparément l’attraction et
la répulsion ? La composante répulsive est-elle vraiment isotrope ? Quelle est la structure moléculaire du
liquide proche des interfaces, et cela a-t-il une inĘuence sur les forces capillaires ? Nous devons donc main-
tenant nous intéresser aux diﬀérents modèles moléculaires qui permettent de traiter la capillarité.
1.3.1 Diﬀérents modèles
Une vue statique de la matière
Les premières tentatives demodélisation de la capillarité remontent au début duXIXème siècle et se basaient
sur une vue statique de la matière. En eﬀet, la thermodynamique et la physique statistique n’apparurent
que quelques décennies plus tard. Laplace a supposé le premier en 1806 [35] que les liquides à l’équilibre
doivent compenser l’attraction que les particules exercent entre elles par une certaine répulsion, due à
l’incompressibilité du liquide. Ce premier modèle simpliste mène au travailALL = 2LV que doivent exer-
cer les forces attractives pour créer deux interfaces liquide-vide, comme nous venons de le voir à l’équation
(1.31). Pour relier ce travail au détail des forces intermoléculaires '(r), on doit calculer la force attractive
qu’exerce un espace semi-inĕni à la distance h d’un autre espace semi-inĕni, c’est-à-dire que l’on doit cal-
culer in ĕne l’attraction exercée par un demi-espace inĕni de liquide sur un volume élémentaire de liquide
à la distance h de celui-ci. Cette intégration est aisée (voir Annexe D), on la note pour l’instant(h) et elle
vaut :
(h) = 22L
Z 1
h
r2

1  h
r

'(r)dr : (1.36)
Nous reviendrons sur cette déĕnition à la sous-section 1.4.4. On note juste au passage que la valeur du
double de ce potentiel en zéro 2(0)/L = L
R1
0 '(r)4r
2dr correspondrait ici à l’énergie interne at-
tractive par molécule, qu’il faudrait sommer pour trouver l’énergie interne totale (avec un facteur 1/2 pour
ne compter qu’une seule fois les interactions). En eﬀet, pour l’instant, '(r) contient a priori seulement la
partie attractive des forces. Initialement, Laplace l’avait déĕnie comme étant nulle à partir d’une certaine
distance, négative avant, les intégrales étaient donc coupées avant cette distance. Dans les modèles mo-
dernes, on coupe plutôt ces intégrales à partir d’une certaine distance  [23], pour ne pas tenir compte de
la partie répulsive du potentiel mais de la longue portée des interactions attractives. La tension de surface
est ĕnalement reliée à cette intégrale en calculantALL =  
R1
0 (h)dh. On trouve alors :
LV =  
2
2L
Z 1
0
r3'(r)dr : (1.37)
La tension de surface est donc reliée à un moment du potentiel attractif intermoléculaire (qui est donc
négatif, d’où le signe moins). De la même façon, Laplace en avait déduit la loi qui porte son nom sur la
diﬀérence de pression à la traversée d’une interface liquide-vapeur courbée en intégrant non pas sur un
demi-espace mais sur une sphère. Nous reviendrons sur ce point à la sous-section 1.5.3.
Structure de lʼinterface
En réalité, l’interface liquide-vapeur est diﬀuse. Ce point a été soulevé par Poisson en 1831 [36], et il a
proposé d’étudier le passage continu d’une densité (z) de la densité du liquide à celle de la vapeur. La
première idée, développée plus tard par Maxwell puis Rayleigh à la ĕn du XIXème siècle (pour une étude
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bibliographique complète, se référer à l’ouvrage deRowlinson etWidom[9]), a été d’étudier l’énergie interne
par molécule u = 2(0)/L au voisinage de l’interface (déĕnie dans un plan z = z0), en faisant un
développement limité sur la valeur de la densité :
u(z) = 2
Z 1
0
drr2'(r)
Z 
0
d(z + r cos ) sin  ;
=   2a(z) md
2
dz2
; (1.38)
au premier ordre non nul du développement, et où on a déĕni a =  (0)/2L la densité moléculaire
d’énergie interne pour un liquide homogène (le coeﬃcient a possède un facteur 1/2 par rapport à 2(0),
qu’on a identiĕé comme étant la densité moléculaire d’énergie, ce qui signiĕe que a rend compte en fait des
interactions, c’est donc plus une densité de paire moléculaire qu’une densité moléculaire), qui correspond
au coeﬃcient a de l’équation de Van der Waals [37], etm =  23
R1
0 r
4'(r)dr. Nous aurons l’occasion
de revenir sur une déĕnition des coeﬃcients de l’équation d’état de Van der Waals à la section 1.6.
Commenous l’avons vu à l’équation (1.8), la tension de surface est déĕnie comme étant l’excès d’énergie
surfacique due à la présence de l’interface, c’est-à-dire du terme en d2/dz2 dans u(z) (le premier terme
est celui de l’état homogène). On obtient alors :
LV =  
Z 1
 1
m(z)
d2
dz2
dz = m
Z 1
 1

d
dz
2
dz ; (1.39)
=   2
3
Z 1
0
r4'(r)dr
Z 1
 1

d
dz
2
dz ; (1.40)
ce qui est valable a priori seulement pour des proĕls de densité qui varient lentement. La diﬀérence avec
(1.37) est que la tension de surface fait cette fois-ci appel à un moment d’ordre supérieur du potentiel.
Enĕn, pour déterminer complètement la tension de surface, il faut déterminer le proĕl de densité (z), ce
qui peut être fait en étudiant l’équation d’état du Ęuide. Il faut donc s’intéresser d’un peu plus près à la
thermodynamique.
Thermodynamique locale
L’apport de la thermodynamique à la ĕn du XIXème siècle a été de spéciĕer l’action de la température T et
du potentiel chimique . Dans le cas des interfaces, ce qu’il faut minimiser c’est alors l’énergie libre pour
prendre en compte l’eﬀet de la température, et on déĕnit alors la densité d’énergie libre locale f(z). Le
changement d’énergie libre F associé à l’accroissement de la surface A de l’interface se traduit par un
changement dans l’énergie libre locale f(z). On a alors, en supposant le système fermé entre L et L :
F = A
Z L
 L
f(z)dz = A
Z L
 L
@f
@

T
(z)dz = A
Z L
 L
(z)(z)dz : (1.41)
Quelle est alors la distribution de densité et de potentiel chimique qui minimise l’énergie libre du système ?
D’après cette équation, on trouve tout d’abord que  est constant. Et d’après l’équation (1.6), il faut qu’à
surface A et quantité n ĕxées, et à potentiel chimique  constant, la tension de surface LV soit minimale.
La tension de surface, positive, doit donc être nulle pour minimiser l’énergie libre. Et si elle est nulle, elle
mène à un proĕl de densité constant par parties d’après l’équation (1.39) : le proĕl est une marche d’escalier
entre la densité du liquide et celle du gaz, autrement dit, l’interface est inĕniment ĕne. Ce raisonnement
montre la limite du traitement que nous avons implicitement fait jusqu’ici pour traiter le fait que l’interface
est diﬀuse. Nous avons supposé que l’on peut déĕnir des densités locales comme (z) ou f(z), c’est-à-dire
qu’on peut déĕnir une échelle à partir de laquelle les Ęuctuations microscopiques sont gommées, mais qui
est plus petite que l’échelle d’interaction des molécules. De plus, nous avons supposé que l’énergie totale
s’opère en sommant ces contributions locales. Or ces deux hypothèses sont fausses : dans un liquide, il y a
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une structure sur quelques échelles moléculaires qui est de l’ordre de l’échelle d’interaction des molécules.
Une des solutions est d’introduire une « corrélation » de l’énergie sur une dimension caractéristique non
nulle (ce qui mènerait, sinon, à une interface inĕniment ĕne, et à l’annulation de la tension de surface).
Théorie de Van der Waals de la capillarité : une énergie libre non locale
Van der Waals a le premier proposé une théorie thermodynamique cohérente avec l’existence de la tension
de surface. L’idée est de déĕnir localement la densité d’excès d’énergie libre fs(z) due à la présence d’une
interface, en lui conférant une forme non locale [38] :
fs(z) =   [(z)] + 1
2
m

d
dz
2
; (1.42)
où   () est la valeur de la densité d’excès d’énergie libre pour un Ęuide homogène de densité  et de
température T (implicite car supposée constante), représentée sur la Figure 1.16. Cette fonction  est donc
nulle pour les densités d’équilibre L(T ) et V (T ), négative sinon. De plus, la tension de surface est déĕnie
[voir l’équation (1.8)] comme étant l’excès d’énergie libre surfacique :
LV =
Z 1
 1
fs(z)dz : (1.43)
La forme proposée par Rayleigh (1.38) diﬀère de celle-ci car elle intervient sur l’énergie interne et non
pas l’énergie libre. Ce modèle suppose donc que l’entropie ne contient pas de terme non-local (nous le
justiĕerons dans quelques pages). De plus, icim n’est pas forcément une constante de , donc il n’est pas
forcément utile d’utiliser plus de dérivées de , il n’y a donc plus a priori d’hypothèse d’un proĕl de faible
pente. Enĕn,  () est relié à l’équation d’état f(; T ) en utilisant la construction des double-tangentes :
  () = p + f(; T ) (voir la Figure 1.16). Le signe négatif devant  a été introduit pour des raisons
d’analogies pratiques que nous allons voir dèsmaintenant. En eﬀet, dorénavant, laminimisation de l’énergie
libre
R
fs(z)dz ne conduit plus à une fonction en escalier du proĕl, mais à l’équation d’Euler-Lagrange
suivante (en supposant ici quem est constant) :
m
d2
dz2
+
d 
dz
= 0 ; (1.44)
ce qui possède une intégrale première ()+ 12m(d/dz)2 = 0, évaluée dans la phase liquide par exemple.
 () étant donné par l’équation d’état, nous pouvons alors inverser l’intégrale première pour trouver le
proĕl. Il correspond à la position d’une particule de massem et d’énergie nulle, dans un puits de potentiel
doux qui part de l’énergie 0, s’en échappe avec un temps « inĕni », puis brusquement passe de l’autre côté
pour rejoindre sa position ĕnale en un temps lui aussi inĕni. Par exemple, si on modélise  () par son
expression la plus simple au premier ordre  () =  A(  L)2(  V )2, alors on retrouve le proĕl de
densité classique en tangente hyperbolique de taille caractéristique  =
p
m/A/(L V ), commeonpeut
le constater sur la simulation de dynamique moléculaire que nous avons présentée plus tôt sur la Figure 1.9.
Enĕn, la tension de surface, qui est donnée par (1.43) et l’intégrale première, s’exprime par exemple :
LV =  2
Z 1
 1
 [(z)]dz = m
Z 1
 1

d
dz
2
dz ; (1.45)
ce qui correspond à (1.39), mais pour le proĕl d’équilibre donné qui minimise l’énergie libre. Ce proĕl est
apparu dès lors que nous avons supposé une forme non locale pour l’énergie, c’est-à-dire dès que nous avons
introduit une longueur caractéristique à l’échellemicroscopique. Cette longueur est notamment déterminée
parm, qui représente un moment d’ordre supérieur du potentiel.
Jusqu’ici, nous nous sommes placés dans l’approximation de champ moyen. Cette approximation sup-
pose qu’à l’échelle des interactions  , on trouve toujours le même nombre de molécules, donné par 3.
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F 1.16 (a) Densité d’énergie libre f(; T ) d’un Ęuide homogène de Van derWaals en fonction de
la densité de ce Ęuide, à température T donnée. La situation d’équilibre est donnée par la construction
de la double tangente, qui décrit deux phases de même potentiel chimique, mais de densités diﬀérentes
V < L. (b) () est l’opposé de l’excès d’énergie libre d’un Ęuide homogène de densité . Il correspond
à la distance à la double tangente de f(). C’est ce potentiel qui est parcouru par le proĕl de l’interface  (z
jouerait le rôle d’un temps dans cette analogie) en dérivant deV en un temps inĕni (avec une vitesse nulle)
et en arrivant à L en un temps inĕni. La transition se produit en un temps caractéristique déterminé par
m et par la forme du proĕl. (c) Proĕl de l’interface en tangente hyperbolique qui minimise fs(z) (1.42)
àm donné. (d) Proĕl de l’excès local de densité d’énergie libre homogène, égal à  (z) = 12m(d/dz)2,
chacun des deux membres partagent donc la moitié de l’énergie libre d’excès due à l’interface, LV.
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Dans le cas où cette échelle est macroscopique, l’hypothèse est facilement vériĕée, cette approximation est
donc a priori valide pour des interactions longue portée, d’une portée en tout cas supérieure à l’échelle des
Ęuctuations au delà de laquelle on détermine . À l’opposé, cette approximation est fausse proche du point
critique, à proximité duquel l’échelle des Ęuctuations diverge. Pour l’étude des transitions de mouillage, il
faut donc aller plus loin que cette théorie, et faire appel à des outils qui permettent de traiter les Ęuctuations :
ceux de la physique statistique. L’étude de ces transitions sort du cadre de cette thèse, nous ne rentrerons pas
dans les détails de ces techniques. Toutefois, il peut être utile d’aborder quelques propriétés qui émergent
de la physique statistique pour appréhender un peu mieux ce qu’il se passe d’un point de vue moléculaire
à l’interface, et justiĕer les hypothèses que nous serons amenés à faire, et qui sous-tendent ĕnalement les
modèles élaborés jusqu’ici.
1.3.2 Physique statistique des liquides
Malgré les riches enseignements de la théorie « quasi-thermodynamique » de Van der Waals, nous nous
sommes temporairement désintéressés de la relation entre la tension de surface et les forces intermolécu-
laires. D’un point de vue historique, il y a eu de la même façon une absence de modélisation de ce point de
vue entre les tentatives de Laplace au début du XIX et le début du XX siècle avec Fowler en 1937 [13]. Nous
allons exposer ici quelques éléments de physique statistique de liquides qui sont nécessaires pour justiĕer
notre modèle.
Énergie libre
Dans l’ensemble canonique de température T , volume V et possédant N particules, l’énergie libre F est
déĕnie par :
F =  kBT lnQN ; (1.46)
où QN est la fonction de partition canonique, qui traduit la normalisation de la densité de probabilité de
trouverN particules à des positions frNg et quantités de mouvement fpNg données, connaissant l’Hamil-
tonienH(frNg; fpNg) dans lequel elles évoluent. On a alors :
QN =
1
h3NN !
x
exp ( H) drNdpN ; (1.47)
en notant  = 1/kBT . Si l’Hamiltonien est séparable en une partie cinétique 12p2i /m et une énergie poten-
tielle conĕgurationnelle VN (frNg), alors, on peut écrireQN = ZN/N !3N , oùZN =
R
exp( VN )drN
est l’intégrale de conĕguration et  =
p
2~2/m est la longueur de de Broglie. Dans le cas classique à
température ordinaire, cette longueur est très petite devant la distance entre les molécules. D’autre part, en
l’absence d’énergie potentielle, ZN = V N , et on peut déterminer l’énergie libre d’un gaz parfait. Dans la
limite oùN est grand (lnN !  N lnN  N ), l’énergie libre d’un gaz parfait s’écrit :
F id = NkBT

ln

3V
N

  1

: (1.48)
Cette énergie libre « idéale » permet d’écrire l’énergie libre dans le cas général (dans l’hypothèse où c’est
séparable toujours) :
F = F id + F ex ; (1.49)
avec F ex =   kBT ln ZN
V N
: (1.50)
De la même façon, on peut exprimer l’énergie interne U = U id + U ex grâce à la déĕnition thermodyna-
miqueU = F +TS = F  T@F/@T jV;N . On retrouve alorsU id = 3NkBT/2 qui correspond à l’énergie
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cinétique du gaz parfait, et U ex =
R VN exp( VN )drN/ZN , qui représente la moyenne du potentiel VN
pondérée par la probabilité conĕgurationnelle.
Dans l’ensemble grand canonique (pour lequel on spéciĕe le potentiel chimique  et non pas N ), on
peut déĕnir de la même façon le grand potentiel
 grâce à la fonction de partition grand-canonique , dé-
terminée par la densité de probabilité dans cet ensemble :
 =  kBT ln, le lien avec la thermodynamique
étant donné par 
 = F   N .
La connaissance du lien entre les fonctions thermodynamiques et les positions (ou plutôt les probabilités
de trouver les particules à des positions données, c’est-à-dire les fonctions de partition) des particules est
intéressante, mais n’est à ce stade toujours pas d’une grande aide, car on ne sait toujours pas où elles sont.
Ce que nous souhaitons trouver est un lien entre un potentiel donné, et la distribution des particules. La
séparation de l’Hamiltonien entre énergie potentielle et cinétique mène naturellement à la séparation des
eﬀets thermodynamiques entre une partie idéale, liée au gaz parfait, et une partie d’« excès ». Pour simpliĕer
la quantiĕcation de cet excès, nous supposerons dans la suite qu’il n’y a pas de champ d’énergie potentielle
extérieure aux systèmes considérés et que le potentiel entre les particules est un potentiel de paire du type
VN = 12
P
i;j (jri  rj j), où (r) est un potentiel intermoléculaire. Le système est donc supposé isotrope.
Fonctions de corrélation
Il s’agit maintenant de caractériser la structure du Ęuide. On doit pour cela déĕnir les fonctions de corréla-
tion, c’est-à-dire les probabilités de trouver les particules en fonction des positions des autres, ce qui nous
donnera des informations sur la structure du liquide. On commence par déĕnir la densité à n particules
(ici dans l’ensemble canonique) :

(n)
N (frng) =
N !
(N   n)!
1
ZN
Z
exp( VN )dr(N n) ; (1.51)
qui représente la probabilité de trouver n particules dans les positions frng à drn près, parmi les N par-
ticules données dans l’ensemble canonique. La connaissance de (2)N (r1; r2) est souvent bien suﬃsante
pour calculer les propriétés thermodynamiques d’un système. Dans le cas d’un gaz parfait, on retrouve

(1)
N = V /N =  et 
(2)
N = 
2(1  1/N). On déĕnit ensuite la fonction de corrélation de paire g(2)N de la
manière suivante :

(2)
N (r1; r2) = 
(1)
N (r1)
(1)
N (r2)g
(2)
N (r1; r2) : (1.52)
Cette fonction représente donc la probabilité pure (non pondérée par la densité), de trouver à la fois une
particule en r1 et en r2. Comme le système est supposé isotrope, cette fonction ne dépend que de r =
jr1   r2j, et nous pouvons la noter gN (r). La déĕnition dans l’ensemble grand-canonique de ces fonctions
permet de se débarrasser de la dépendance en N , mais le formalisme est plus lourd (il faut notamment
sommer sur N ). Nous supposerons néanmoins à partir de maintenant que nous nous plaçons dans cet
ensemble, de sorte que nous pouvons oublier la dépendance en N . Ainsi, la fonction de corrélation g(r)
mesure la déviation au caractère aléatoire de la structure : si g(r) = 1, alors on est certain de trouver une
molécule à la distance r d’une autre, la répartition est alors aléatoire. Si elle est nulle, au contraire, on est
certain de ne pas trouver de molécule à cet endroit. Notamment, lorsque r est très grand devant la taille 
des interactions, on s’attend à ce que le comportement du Ęuide soit proche de celui d’un gaz parfait, donc
que g(r) = 1 ((2) = 2 dans l’ensemble grand-canonique). De la même façon, à cause de la répulsion à
courte portée des molécules, g(0) = 0.
En revenant temporairement à l’ensemble canonique, on peut retrouver l’énergie interne potentielle
d’un Ęuide homogène : U ex = 2N
R1
0 (r)g(r)r
2dr =  aN où a correspond au coeﬃcient de Van
derWaals que nous avons déjà rencontré dans la sous-section précédente, en ayant remplacé'(r) (la partie
attractive du potentiel) par (r)g(r). Cela mène ainsi à la démonstration de l’équation d’état de Van der
Waals pour des particules de sphères dures (ce qui simpliĕe (r)), et de faibles densités (ce qui simpliĕe
g(r)) [22].
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Théorie de la fonctionnelle de la densité
Que se passe-t-il maintenant pour des Ęuides qui présentent des interfaces ? Il est absolument nécessaire
pour cette étude de prendre en compte les inhomogénéités qui peuvent exister à l’interface, et donc d’étudier
de plus près les eﬀets de la densité. L’idée derrière la très riche théorie de la fonctionnelle de densité (Density
Functioneory, DFT) est d’introduire des grandeurs, fonctionnelles de la densité (r), qui sont minimales
pour la densité d’équilibre. Les grandeurs thermodynamiques, déĕnies par des intégrales sur la densité
sont donc prises explicitement pour n’importe quelle fonction (r) : 
[] et F [], et il se trouve que ces
intégrales possèdent les bonnes propriétés [22]. Notamment, on peut déĕnir explicitement la fonctionnelle
de l’énergie libre pour le gaz parfait d’après (1.48) :
F id[] = kBT
Z


ln(3)  1 dr ; (1.53)
mais ce n’est pas le cas de façon générale pour les liquides. Puisque l’énergie libre peut se séparer en une
partie idéale et une partie d’excès, la diﬃculté tient donc maintenant dans le fait de trouver une forme
convenable pour la fonctionnelle de l’énergie libre d’excès F ex[]. Et cette fonctionnelle dépend fortement
du potentiel  entre les molécules. Toutefois, lorsque ce potentiel est un potentiel de paire (r1; r2), il y
a un moyen simple de le connaître. En eﬀet, on peut montrer la relation suivante dans l’ensemble grand-
canonique [9, 22] :


(r1; r2)
=
1
2
(2)(r1; r2) =
1
2
(r1)(r2)g(r1; r2) : (1.54)
Alors, on peut utiliser cette relation pour construire l’énergie libre d’excès en ajoutant progressivement un
potentiel (r) avec  2 [0; 1] un paramètre de couplage. On a ainsi directement :
F [] = F id[] +
1
2
Z 1
0
d
Z
dr1
Z
dr2(r1)(r2)g(r1; r2)(jr2   r1j) : (1.55)
Ici, g est la fonction de corrélation de paire pour le même système que le gaz idéal, mais dont l’interaction
est (r), c’est-à-dire que ce terme prend en compte les corrélations induites par le branchement du po-
tentiel.
1.3.3 Modèle simpliﬁé de Théorie de la Fonctionnelle de la Densité (DFT)
Jusqu’ici, les hypothèses sont claires et tout à fait classiques : séparation de l’Hamiltonien entre une énergie
cinétique et conĕgurationnelle, pas de potentiel extérieur, potentiel de paire isotrope, ce qui nous ramène
à une formulation analytique du problème. C’est à ce point de l’élaboration du modèle que nous sommes
amenés à faire d’autres hypothèses, puisque g reste inconnue.
Traitement en perturbations et Approximation locale de la densité
Pour une approximation pratique de la DFT, il est très courant de prendre comme système de référence un
système purement répulsif, tel qu’un Ęuide de sphères dures. Un système de sphères dures n’est en théorie
pas totalement équivalent à un système purement répulsif, il n’est en eﬀet pas évident de savoir comment
séparer un potentiel entre une partie attractive et une partie répulsive, voir [22]. Alors, on peut traiter par
perturbations l’introduction d’un potentiel attractif entre les particules, tel qu’élaboré dans l’équation (1.55).
De plus, on sait que les forces répulsives sont de très courte portée. Leur eﬀet est donc très localisé
autour de chaque particule. En utilisant l’approximation de la densité locale (Local Density Approximation),
la contribution répulsive peut être estimée à partir d’un système homogène de densité  et de température
T , de particules purement répulsives. La densité d’énergie libre d’un tel système est notée fr() (avec une
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dépendance implicite en T ). Les forces attractives de longue portée, de type Van der Waals, peuvent alors
être traitées en perturbation de cet état de référence. Dans ce cadre, la fonction de corrélation de paire est
déterminée par l’état répulsif de référence gr(r1; r2; ) de densité  (et à la température T ). On peut alors
écrire l’énergie libre du liquide, en notant att la partie attractive du potentiel :
F [] =
Z
fr
 
(r)

dr+ 1
2
Z
dr1(r1)
Z
dr2(r2)gr(r1; r2; )att(jr2   r1j) : (1.56)
Interface inﬁniment ﬁne
Pour simpliĕer encore le traitement, nous devons spéciĕer comment traiter la densité. Soit nous faisons un
développement en gradient de la densité, et nous retrouvons les modèles de type Van der Waals, soit nous
faisons une hypothèse drastique : l’interface est inĕniment ĕne [39]. En eﬀet, derrière cette hypothèse tient
l’idée que le proĕl de l’interface doit être en première approximation indépendant de la géométrie. De plus,
les ingrédients nécessaires à l’existence de la tension de surface sont toujours présents : gr possède bien
une taille caractéristique, et les eﬀets thermiques sont pris en compte implicitement puisque fr, gr et la
densité du liquide dépendent de la température. Cette approximation est appelée sharp kink approximation
ou « approximation de l’interface inĕniment ĕne ». Cette approximation se trouve être très utile car elle
simpliĕe considérablement les calculs. Elle semble toutefois « oublier » les résultats obtenus par Van der
Waals sur le fait que l’interface est diﬀuse, et que la tension de surface résulte de la pente du proĕl. En
fait, cette approximation permet de se rapprocher du modèle de Laplace, tout en conservant une longueur
microscopique caractéristique, portée par la fonction de corrélation gr, indispensable à la minimisation
de l’énergie libre. Les ingrédients pour un modèle de l’interface sont donc toujours présents, et le calcul
de l’énergie libre non locale est bien prise en compte par gr . De plus, il a été prouvé que ce modèle décrit
raisonnablement bien certaines transitions de mouillage, c’est-à-dire même lorsque les eﬀets de longue
portée sont décuplés au point critique par exemple [40, 41], en comparaison avec l’expérience ou avec des
modèles de DFT non locales.
On déĕnit alors la position de l’interface par la surface d’isodensité  = 1/2. Les intégrales (1.56)
peuvent alors être simpliĕées car la densité dans chacune des phases est constante. L’énergie libre de-
vient alors une fonctionnelle explicite de la géométrie du domaine L du liquide. La vapeur ne contient
pas d’énergie attractive, on peut donc considérer que sa densité est nulle, à tout le moins négligeable. Il
reste ĕnalement :
F (L) = fr(L)
Z
L
dr+ 1
2
2L
Z
L
dr1
Z
L
dr2gr(jr2   r1j)att(jr2   r1j) ; (1.57)
où L représente le domaine du liquide. On notera alors dorénavant '(r) = att(r)gr(r). De plus, si on
tient compte de la présence d’un solide, l’énergie libre du liquide est une fonctionnelle explicite du domaine
L du liquide, et du domaine S du solide, et elle s’écrit :
F (L; S) = fr(L)
Z
L
dr+1
2
2L
Z
L
dr1
Z
L
dr2'LL(jr2   r1j)
+LS
Z
L
dr1
Z
S
dr2'LS(jr2   r1j) ; (1.58)
où 'LL représente la partie attractive du potentiel liquide-liquide, pondéré par la fonction de paire gr, et
'LS la partie attractive du potentiel liquide-solide, pondéré lui aussi par la fonction de paire. Le traitement
identique du solide et du liquide introduit un défaut identiĕable dès maintenant. En eﬀet, la fonction de
corrélation ne tient alors pas compte de la présence du solide. On s’attend donc à ce que, proches du solide,
les eﬀets de conĕnement et de stratiĕcation que nous avons évoqués plus tôt ne soient pas pris en compte.
Nous reviendrons sur ce point aux chapitres 2 et 3 pour étudier l’inĘuence de cet eﬀet sur la loi d’Young
et sur la tension de ligne. C’est néanmoins, de par sa simplicité, la formule que nous utiliserons dans les
prochains chapitres.
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1.3.4 Validation des hypothèses en dynamique moléculaire
Avant d’utiliser pleinement ce modèle, il est instructif de discuter les approximations que nous avons réa-
lisées pour obtenir la formulation (1.58) à la lumière de simulations de dynamique moléculaire.
Une structure déterminée par la répulsion
Le traitement par perturbations nous a amené à considérer que ce sont les forces répulsives qui déterminent
la structure du liquide. Pour vériĕer cette hypothèse, nous devons alors nous pencher sur la mesure de
cette structure, et donc étudier ce qu’on appelle le facteur de structure S(k). Ce facteur est déĕni de la
façon suivante. Tout d’abord, comment caractériser le changement dans la densité locale (r) lorsque l’on
branche une perturbation (r) du potentiel sur un Ęuide homogène de densité 0 ? On peut déĕnir une
fonction de réponse linéaire  de la manière suivante :
(r) =
Z
(r; r0)(r0)dr0 : (1.59)
On peut aussi la déterminer dans l’espace de Fourier, et on a alors (k) = ^(k)(k). Le facteur de
structure est alors déĕni par [22] :
S(k) =  kBT
0
^(k) : (1.60)
Ce facteur détermine l’inĘuence d’un potentiel faible sur la structure de la densité avec le paramètre de
l’échelle d’inĘuencek. Lorsquek = 0, à grande longueur d’onde, la réponse duĘuide est due aux contraintes
macroscopiques, par exemple la pression, donc à la compressibilité du Ęuide, qui est nulle : S(k = 0) = 0.
Onpeut d’autre partmontrer que ce facteur est lié aux fonctions de corrélation de paire, la région d’intérêt de
cette fonction correspond donc aux longueurs d’onde de l’ordre de la distance entre les particules. Enĕn, à
très petite longueur d’onde, inférieure à la distance entre les particules, la réponse en densité à des potentiels
de courte portée n’a au contraire aucune inĘuence, et on a S(k =1) = 1.
F 1.17 Facteur de structure sur l’échelle de vecteur d’onde k. Figure numérisée depuis [22]. On
compare deux simulations de dynamique moléculaire : en trait plein pour un potentiel de Lennard-Jones
proche du point triple, les points pour un Ęuide de sphères dures. Données d’après [42].
Ce facteur peut être déterminé par des mesures de diﬀusion des rayons X. En eﬀet, il se trouve queS(k)
est proportionnel à l’intensité d’un faisceau diﬀusée dans une direction par un échantillon de Ęuide. Il est
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ainsi depuis longtemps connu (vers la ĕn des années 1960) que la structure d’un Ęuide simple (pour des
expériences par exemple sur du sodium liquide [43], ou de l’argon liquide [44]), est identique à ce que don-
nerait un liquide de sphères dures, déterminé par des simulations de dynamiquemoléculaire. La Figure 1.17
compare par exemple deux simulations de dynamique moléculaire reprises dans [22], l’une pour un Ęuide
de sphères dures (sans potentiel attractif), l’autre pour un Ęuide de Lennard-Jones. La diﬀérence entre les
deux structures est inĕme, et conĕrme donc que la structure d’un Ęuide est majoritairement déterminée
par les contraintes répulsives, et donc que la fonction de corrélation de paire g(r) est la même que celle
d’un Ęuide uniquement répulsif : gr(r).
Une répulsion isotrope
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F 1.18 Anisotropie des contraintesA déĕnie à l’équation (1.62) pour des interactions de longueur
inférieure àR. Le calcul a été eﬀectué sur une couche de hauteur /3 de l’interface liquide-vapeur d’une
simulation de dynamique moléculaire. La ligne verticale en pointillés rouges indique le minimum du
potentiel de Lennard-Jones à R = 21/6 et marque donc la séparation entre le régime répulsif et le
régime attractif. L’anisotropie provient donc principalement de l’attraction.
L’approximation de densité locale nous a amené à considérer des forces répulsives de courte portée, iso-
tropes, et des forces attractives de longue portée, qui peuvent devenir fortement anisotropes au voisinage
des interfaces. Si c’est le cas, les eﬀets de tension de surface, dont l’origine est due à la forte dissymétrie de
l’environnement des molécules à l’approche de l’interface, proviennent principalement de la composante
attractive de l’interaction. Nous devons donc tester la validité de cette hypothèse dans des simulations de dy-
namique moléculaire de l’interface liquide-vapeur, ce qui n’avait encore jamais été réalisé à notre connais-
sance. Nous devons dans cette optique mesurer l’anisotropie du tenseur des contraintes au voisinage de
l’interface. Nous déĕnissons ainsi un tenseur des contraintes cumulées (R) qui inclut seulement les
interactions qui se produisent sur une taille plus petite queR :
(R) =
X
i
miv

i v

i  
X
j 6=i
X
jrij j<R
fijr

ij ; (1.61)
dans un volume donné, oùmi et vi sont les masses et vitesses d’une particule i, et fij et rij sont les vecteurs
force et position entre deux particules i et j. La contrainte totale est récupérée lorsqueR =1, pour lequel
toutes les interactions sont prises en compte. Avec ce tenseur, nous pouvons quantiĕer l’anisotropie grâce
à la diﬀérence entre les composantes tangentielles T et normalesN à l’interface de la façon suivante :
A(R) =
TT (R)  NN (R)
TT (1) + NN (1) : (1.62)
Si A = 0, cela signiĕe que les composantes normale et tangentielle sont égales, si au contraire A = 1,
cela précise que la composante tangentielle prend le pas, enĕn si A =  1, alors la composante normale
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prend le pas. La Figure 1.18 représente cette fonctionA(R) calculée dans un portion de couche atomique à
l’interface [1]. La ligne en pointillé représente la transition entre le régime répulsif du potentiel de Lennard-
Jones (1.29) utilisé pour r < 21/6, et le régime attractif, pour r > 21/6. Dans le régime répulsif, les
contraintes sont principalement isotropes car A est nul, alors que dans le régime attractif, les contraintes
sont principalement tangentielles. La répulsion compte pour seulement 20% de l’anisotropie, et ce dans le
très proche voisinage de la molécule (R  ). Cela permet ainsi de justiĕer l’approximation de densité
locale pour la répulsion, même si on peut s’attendre à des diﬀérences entre les Ęuides réels et les Ęuides de
Lennard-Jones.
En résumé
• La structure locale d’un Ęuide est déterminée par la répulsion et non pas par
l’attraction.
• La répulsion peut être considérée comme isotrope, même à l’interface liquide-
vapeur, et dépend donc de la valeur moyenne de la densité (et donc implicite-
ment de la température).
• Si on considère que l’interface est inĕniment ĕne, alors l’énergie libre d’un li-
quide et de ses interfaces se réduit au calcul d’une intégrale sur des volumes
géométriques, de type :
F (L; S) = fr(L)
Z
L
dr+1
2
2L
Z
L
dr1
Z
L
dr2'LL(jr2   r1j)
+LS
Z
L
dr1
Z
S
dr2'LS(jr2   r1j) :
• Le potentiel impliqué '(r) représente la partie attractive des interactions inter-
moléculaires, pondérée par la fonction de corrélation de paire.
• La taille caractéristique de l’interface est cachée dans l’échelle de variation de la
fonction de corrélation de paire.
1.4 Formalisme de calcul des forces capillaires à lʼéchelle microscopique
Dans le cadre des hypothèses explicitées précédemment, nous pouvons maintenant créer un formalisme
simpliĕé qui va nous permettre de calculer les forces capillaires. Par forces capillaires sont entendues les
forces exercées par des liquides sur des liquides ou des solides à la proximité d’interfaces. Ce formalisme
est dans le prolongement de ce qu’ont proposéMerchant et Keller dans un article qui propose une démons-
tration thermodynamique locale de la loi d’Young en 1991 [45], dont les arguments ont été étendus par
Snoeijer et al. en 2008 [46], ou encore pour étudier la tension de ligne par Getta et Dietrich en 1998 [39]
ou Weijs et al. en 2011 [1], ou enĕn pour étudier les eﬀets de conĕnement des liquides à l’approche des
interfaces solides par Bauer et Dietrich en 1999 [47]. Nous allons déĕnir quatre pressions d’importance : la
pression de disjonction, la pression thermodynamique PL, la répulsion pr et la pression de Laplace. Ces
pressions vont être largement utilisées dans les chapitres suivants.
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1.4.1 Interactions
On se donne deux phases, liquide et solide, limitées dans l’espace dans des domainesL et S respectivement
(qui peuvent être inĕnis). On note @L et @S les limites de ces domaines. Il peut y avoir une phase vapeur
dont les interactions attractives sont négligées. Dans le cadre de la théorie de la fonctionnelle de densité,
nous avons vu que l’on peut traiter les interactions attractives comme des perturbations, et donc séparer les
eﬀets attractifs et répulsifs. On note comme précédemment :
'LL(r) et 'LS(r) ;
les potentiels d’interaction attractifs liquide-liquide et liquide-solide prenant en compte la fonction de cor-
rélation de paire [voir l’équation (1.58)]. Dans le cadre de l’hypothèse d’interfaces inĕniment ĕnes, on peut
alors exprimer les potentiels d’interactions entre les phases par :
LL(r) = 2L
Z
L
dr0'LL(jr  r0j) ; (1.63)
LS(r) = LS
Z
L
dr0'LS(jr  r0j) ; (1.64)
SL(r) = LS
Z
S
dr0'LS(jr  r0j) : (1.65)
L et S sont respectivement les densités du liquide et du solide. Les intégrales dépendent donc implicite-
ment de la forme des volumes. On note donc que SL et LS sont diﬀérents à moins que L et S ne soient
identiques, alors que pour les potentiels intermoléculaires 'LS = 'SL par symétrie de l’interaction de
paire. Enĕn notons que la convention de notation est la suivante : (r) représente l’interaction sur une
phase  en r de la part d’un domaine de  donné (« de  sur  »).
1.4.2 Répulsion pr
En mécanique des milieux continus, on peut exprimer la force F qu’un liquide exerce sur un solide par :
FLS =  
Z
S
drrLS  
Z
@S
dA pr ; (1.66)
où S et @S sont le volume et la surface du solide. Les forces attractives longue portée entre le liquide et le
solide sont donc intégrées sur le volume grâce au potentiel LS à l’intérieur du solide, une énergie par unité
de volume, c’est-à-dire une pression. Les forces répulsives courte portée sont isotropes par hypothèse, dé-
terminent les fonctions de corrélation de paire comme on l’a vu, et agissent comme une force de contact sur
les bords du volume des solides, c’est-à-dire une pression pr . D’après le théorème de Green-Ostrogradski,
on peut simpliĕer cette expression par :
FLS =  
Z
@S
dA (pr + LS) ; (1.67)
où dA est orienté vers l’extérieur du volume S . De la même façon, on peut exprimer la force exercée par un
solide et un liquide environnant sur un domaine L de liquide :
FL =  
Z
@L
dA pr  
Z
L
dr [rSL +rLL] ; (1.68)
=  
Z
@L
dA (pr + SL + LL) : (1.69)
Pour déterminer les forces normales aux bords des volumes, il faut donc connaître la pression pr. Le liquide
est supposé être à l’équilibre partout. Cela signiĕe qu’un volume élémentaire de liquide subit une force nulle
de la part du liquide et du solide qui l’entourent. Cette condition s’écrit donc localement :
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r (pr + LL + SL) = 0 ; (1.70)
c’est-à-dire que le potentiel pr+LL+SL doit être homogène dans tout le liquide [39, 45]. La pression pr
est donc imposée. En eﬀet, on a fait l’hypothèse que la répulsion impose la structure du liquide, en traitant
les attractions par perturbations. La pression pr est donc déterminée par l’incompressibilité de la phase
liquide : elle s’adapte en fonction des interactions liquide-liquide et solide-liquide de sorte que le liquide
soit en équilibre à volume constant.
1.4.3 Pression thermodynamique PL
L’existence d’une quantité conservée dans le liquide, le potentiel total pr + LL + SL, nous permet de
généraliser le concept de pression thermodynamiquePL de la phase liquide. Considérons le cas d’une phase
liquide en équilibre avec sa vapeur. La constante d’intégration de l’équation (1.70) peut être déterminée sur
les bords du domaine liquide @L. En eﬀet, dans ce formalisme, la répulsion est une force de contact. pr
doit donc être continu aux interfaces, ce qui n’est pas le cas pour LL et SL. Or dans la phase vapeur, les
interactions sont négligeables. La répulsion est donc uniquement due à la pression cinétique Pv , et c’est la
seule force que la vapeur exerce sur le liquide. Lorsque l’interface liquide-vapeur est plate, on trouve alors
que pr = Pv = PL des deux côtés de l’interface. Si de plus le ĕlm de liquide est macroscopiquement épais,
c’est-à-dire qu’à l’interface SL = 0, on écrit alors à l’interface, du côté du liquide :
pr + LL + SL = PL +LL(0) ; (1.71)
où on note LL(0) la valeur de LL sur le bord d’un demi-espace inĕni de liquide. Nous détaillons la
déĕnition de dans la sous-section suivante.
Nous proposons de prendre (1.71) comme la déĕnition de la pression thermodynamique PL dans le
liquide, qui est bien constante d’après (1.70). C’est, comme on s’y attend, une caractéristique de la phase
liquide, et elle peut être identiĕée à la pression thermodynamique (1.26) dans la limite macroscopique. En
eﬀet, la pression pr représente la répulsion, qui peut être très grande dans la phase liquide, et les potentiels
LL et SL sont attractifs, donc négatifs, et compensent l’augmentation de la répulsion dans le liquide.
1.4.4 Pression de disjonction 
La pression de disjonction est déĕnie comme étant la pression agissant sur un ĕlmplat de liquide d’épaisseur
h, due à l’inĘuence du substrat solide [48]. Cette pression est reliée à l’interaction particulière (r) notée
(h) entre un point de la phase  et un espace semi-inĕni de  à la distance h [voir Figure 1.19(a)].
Cette interaction s’écrit (voir l’Annexe D pour plus de détails) :
(h) = 
Z 1
 1
dx
Z 1
 1
dy
Z 1
h
dz '
p
x2 + y2 + z2

;
= 2
Z 1
h
r2

1  h
r

'(r)dr : (1.72)
La pression de disjonction peut alors être calculée selon la formule suivante [46, 47] :
(h) = SL(h) LL(h): (1.73)
Il est clair que (h) quantiĕe le changement d’énergie lorsque l’on remplace du liquide par du solide. En
d’autres termes, c’est la correction au potentiel total à l’interface liquide-vapeur due à la présence d’un solide
à la distance h.
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1.4.5 Tensions de surface
Pour relier ces pressions aux concepts macroscopiques de tension de surface et d’angle de contact, on doit
utiliser les propriétés suivantes [23, 46], que nous avons vues à la sous-section 1.3.1 :
Z 1
0
LL (h) dh =   2LV; ; (1.74)Z 1
0
LS (h) dh =
Z 1
0
SL (h) dh =   SV + SL   LV ; (1.75)
=   LV (1 + cos Y ) : (1.76)
En utilisant pour la dernière égalité la loi d’Young (2.1) comme précédemment à l’équation (1.35). En eﬀet,
les intégrales des pressionsLL etSL représentent les opposés des travaux d’adhésionALL etALS déĕnis
aux équations (1.31) et (1.34). Et, par symétrie de l’interaction de paire et puisque les domaines d’intégration
sont identiques, SL = LS . En utilisant les déĕnitions de LL et LS à l’équation (1.72), ces équations
intégrales se réduisent à :
LV =   
2
2L
Z 1
0
r3'LL(r)dr ; (1.77)
LV(1 + cos Y ) =   LS
Z 1
0
r3'LS(r)dr : (1.78)
La première de ces deux équations a déjà été évoquée à la sous-section 1.3.1, pour laquelle la déĕnition de
' était diﬀérente.
F 1.19 (a) Déĕnition de la pression LL : c’est l’interaction entre un volume élémentaire de li-
quide à la distance h d’un espace semi-inĕni de liquide. (b) La tension de surface représente l’interaction
entre une colonne élémentaire de Ęuide de hauteur inĕnie reposant sur un espace semi-inĕni de liquide
d’après l’équation (1.74).
Enĕn, on retrouve la normalisation usuelle de la pression de disjonction :
Z 1
0
(h) dh =   SV + SL +  ;
=  (1  cos Y ) ; (1.79)
qui vaut l’inverse du coeﬃcient d’étalementS [33]. Elle s’annule pour Y = 90°, angle pour lequel il devient
équivalent de remplacer du liquide par du solide.
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En résumé
• Le calcul de la distribution des contraintes dans un liquide à l’équilibre en in-
teraction éventuellement avec un solide se réalise de la façon suivante :
– On détermine les énergies volumiques d’interactions  par des calculs
d’intégrales volumiques du potentiel intermoléculaire.
– La répulsion est déterminée par l’équilibre local :
pr + LL + SL = cste :
– La répulsion est continue à la traversée des interfaces, et vaut dans une
phase vapeur Pv , la pression.
– Ondétermine les forces par les contraintes surfaciques dues à la répulsion,
et les contraintes volumiques dues aux attractions.
• Une grande partie des interactions se réduit au calcul de pressions(h) déĕnies
par l’interaction d’un élément de volume à la distanceh d’un espace semi-inĕni.
• Ces forces sont dimensionnées par les tensions de surface, qui agissent en tant
que normalisations intégrales des pressions d’interactions.
1.5 Calcul des forces capillaires aux interfaces
Nous pouvons maintenant fournir une structure détaillée des champs de pression à l’intérieur des liquides,
ce qui nous donne en théorie accès aux forces. Ceci sera possible pour des géométries simples, tant que nous
pourrons calculer les interactions. Nous fournissons dans cette section un rappel de résultats classiques de
l’expression des forces capillaires, dans le cadre du formalisme développé ci-dessus. Les cas plus compliqués
liés à la ligne de contact seront abordés aux chapitres 2 et 3.
1.5.1 Pression aux interfaces planes
Considérons pour commencer l’interface liquide-vapeur. Nous continuons à considérer que la densité de
la vapeur est nulle, mais elle garde sa pression Pv (la pression dans les gaz est d’origine répulsive, la densité
dans notre calcul n’intervient que pour les forces attractives). De plus, un solide est présent à une distance
très grande de l’interface liquide-vapeur, comme indiqué sur la Figure 1.20(a). À l’interface, du côté de
la vapeur, la répulsion pr vaut donc Pv . Cette répulsion est continue comme nous l’avons vu. On peut
donc déterminer la pression thermodynamique du côté du liquide au niveau de l’interface. Il nous faut
alors préciser les interactions liquide-liquide et liquide-solide au niveau de l’interface liquide-vapeur. Pour
l’interaction liquide-solide, c’est simple, le solide est suﬃsamment loin pour que l’interaction soit nulle :
SL = 0. Pour l’interaction liquide-liquide, on est à la surface, on a donc LL = LL(0). On trouve
ĕnalement comme précédemment PL = Pv d’après l’équation (1.71).
Quelle est alors la force exercée sur le solide par le liquide ? Pour la calculer, nous devons utiliser
l’équation (1.67) et spéciĕer le système du solide sur lequel les forces s’appliquent. Le choix naturel pour
déterminer les contraintes à l’interface se tourne vers une colonne du solide, de surface A, de profondeur
inĕnie [voir Figure 1.20(b)]. On doit alors spéciĕer les potentiels aux bords de ce volume, et les intégrations
de ces potentiels nous donnent les forces tangentielles sur les bords verticaux, et normales sur l’interface
liquide-solide d’après l’équation (1.67). À l’interface liquide-solide, les interactions nous donnent : LL =
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F 1.20 (a) Répulsion aux interfaces dans le cas d’un liquide d’épaisseur macroscopique entre une
phase vapeur et un substrat solide. La répulsion est continue et vautPv dans la phase vapeur, elle vaut donc
Pv à l’interface liquide-vapeur. Par conservation du potentiel PL qui vaut Pv dans ce cas, on détermine la
répulsion à l’interface liquide-solide, qui vaut pr = Pv SL(0). (b) Schéma du calcul des forces dues au
liquide agissant sur une colonne S de solide (en gris clair) d’après l’équation (1.67). Attention, ce schéma
ne représente pas la distribution des forces. Les forces de contact du solide sur S ne sont pas représentées.
La force totale vaut PL = Pv dans ce cas.
LL(0) car on est à la surface d’un demi-espace inĕni de liquide, et SL = SL(0) pour la même raison.
Par conservation du potentiel (1.71), on a donc la répulsion pr = PL   SL(0) = Pv   SL(0). De
plus, par symétrie, on a SL(0) = LS(0) car les domaines d’intégration sont identiques. On obtient la
composante normale à l’interface en intégrant seulement sur la face supérieure du système :
FLS =  
Z
dSez (pr + LS) ; (1.80)
=   PvAez : (1.81)
On retrouve donc bien le fait que la force sur le solide est la pression hydrostatique Pv transmise par le li-
quide. Si l’on tient compte de la gravité, celle-ci doit être prise en compte dans la pression thermodynamique
PL déĕnie par l’équilibre local des forces (1.71). On retrouve alors le fait que la force qui s’applique au solide
est une force par unité de surface, une pression P , donnée par la loi de l’hydrostatique P = Pv + gh, où
h est la hauteur de la couche de liquide de densité .
Le calcul des forces tangentielles n’a que peu d’intérêt ici, sauf à déterminer les contraintes dans le solide,
car le solide doit appliquer en son sein l’équivalent d’une répulsion pr qui doit être égale à la contrainte
locale de sorte que localement il reste à l’équilibre et ne soit pas déformé. Les contraintes tangentielles à
l’interface dues au liquide, dans le solide, sont en tout cas égales àLS(h) à la distance h de l’interface (voir
1.20b). Nous reviendrons quoi qu’il en soit sur l’expression de ces forces tangentielles dans le solide dans le
prochain chapitre.
Supposons maintenant que le solide est à la distance h de l’interface liquide-vapeur, et que h n’est pas
suﬃsamment grand pour que les interactions solide-liquide soient négligeables à l’interface liquide-vapeur
(voir Figure 1.21). Nous souhaitons toujours déterminer la valeur de la pression thermodynamique PL,
ce que nous pouvons aisément faire à l’interface liquide-vapeur. L’interaction liquide-solide reste simple :
SL = SL(h). Pour l’interaction liquide-liquide, on doit opérer la construction détaillée à la Figure 1.22.
On trouve alors LL = LL(0) LL(h). La pression thermodynamique vaut donc, d’après (1.71), dans
la couche :
PL = Pv +SL(h) LL(h) ;
= Pv +(h) ; (1.82)
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en utilisant la déĕnition de la pression de disjonction (1.73). Cela justiĕe d’autant plus le choix de la pression
thermodynamique que nous avons utilisé.
F 1.21 Répulsion aux interfaces dans le cas d’un liquide d’épaisseur macroscopique entre une
phase vapeur et un substrat solide. La répulsion est continue et vautPv dans la phase vapeur, elle vaut donc
Pv à l’interface liquide-vapeur. Par conservation du potentiel PL qui vaut Pv dans ce cas, on détermine
la répulsion à l’interface liquide-solide, qui vaut pr = Pv  SL(0).
F 1.22 La densité d’énergie attractive LL à la surface d’un ĕlm d’épaisseur h peut être décom-
posée en deux contributions : la première est celle d’un demi-espace inĕni à laquelle on doit soustraire
la deuxième contribution, celle d’un autre demi-espace inĕni, mais situé à la distance h. On trouve donc
LL = LL(0) LL(h).
De plus, c’est encore une fois dans ce cas cette pression thermodynamique PL qui appuie sur la surface
solide à l’interface liquide-solide. En eﬀet, sur cette interface, on a toujours LL = LL(0)   LL(h)
le potentiel à la surface d’un ĕlm d’épaisseur h (Figure 1.22), et SL = SL(0). On trouve donc d’après
(1.71) et (1.82) : pr = Pv+SL(h) SL(0). Ainsi, en réalisant le même bilan que pour la Figure 1.20(b),
on trouve la force normale à l’interface qui appuie sur le solide FN/A = Pv + (h) par unité de surface.
Notons que nous avons de nouveau utilisé la symétrie SL(h) = LS(h). Enĕn, on retrouve encore une
fois ici le résultat classique.
Pourtant, à une interface liquide-solide, on ne peut pas généraliser le fait que la pression qui s’applique
sur le solide estPL. En eﬀet, il y a plusieurs contre-exemples : d’une part en proximité d’une ligne de contact,
comme nous le verrons au chapitre 2, la force normale n’est pasPL. D’autre part pour des interfaces liquide-
solide non planes, la force normale n’est pas non plus PL (voir 1.5.4).
En résumé
• Si l’interface liquide-vapeur est plane, la pression exercée par le liquide sur un
solide plan est :
– Pv si le liquide possède une épaisseur très grande devant l’échelle molé-
culaire,
– Pv +(h) la pression de disjonction si l’épaisseur est comparable.
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1.5.2 Force tangentielle de tension de surface
Interface liquide-vapeur
Examinons maintenant la force qu’exerce une moitié de demi-espace inĕni de liquide sur l’autre moitié,
pour retrouver la force tangentielle de tension de surface. Il nous faut cette fois-ci déterminer la répulsion pr
dans toute la colonne de liquide, tout en ayant toujours PL = Pv comme précédemment. À une distance
h de la surface, le potentiel liquide-liquide s’écrit [la décomposition est donnée sur la Figure 1.23(a)] :
LL = 2LL(0) LL(h), et on a SL = 0. On en tire donc d’après l’équation (1.71) :
pr(h) = Pv +LL(h) LL(0) : (1.83)
Ensuite, il faut déterminer le potentiel attractif créé par les domaines à l’extérieur du système sur lequel
on souhaite étudier les forces. On l’a vu, les forces se calculent en connaissant le potentiel à la surface du
système. Il s’agit donc ici de calculer le potentiel créé par un quart d’espace inĕni de liquide à sa surface. La
décomposition est donnée sur la Figure 1.23(b), et on trouve :
LL(h) = LL(0)  1
2
LL(h) : (1.84)
F1.23 (a) La densité d’énergie attractiveLL à l’intérieur d’un liquide à la distancehde l’interface
vaut LL = 2LL(0) LL(h). (b) La densité d’énergie attractive LL à la surface d’un quart d’espace
à la distance h du coin vaut LL = 12 (2LL(0) LL(h)) = LL(0)  12LL(h).
La force est alors donnée par l’équation (1.69). Ici, seule la force horizontale nous intéresse, la surface
sur laquelle on intègre les potentiels est donc la surface verticale, de profondeurW , de hauteur inĕnie. Elle
s’écrit :
FT =  
Z
@L
(pr(h) + LL(h)) dA ;
=  W
Z 1
0

Pv +
1
2
LL(h)

dh : (1.85)
La distribution correspondante est représentée sur la Figure 1.24. Cette représentation conĕrmebien l’image
que nous avions donnée à la sous-section 1.2.2. L’attraction dépend en eﬀet moins (moitié moins en fait)
de la distance à l’interface que la répulsion, ce qui donne bien lieu à une force supplémentaire par unité de
longueur localisée à l’interface, et d’amplitude par unité de profondeur du contour :
 1
2
Z 1
0
LL(h) = LV ; (1.86)
d’après l’équation (1.74). Notons que nous ne nous intéressons pas aux forces verticales, qui se calculeraient
sur l’interface liquide-vapeur et sur l’autre face au fond du liquide, et qui se compensent. On peut aussi
contourner le problème des forces verticales en prolongeant le système dans la phase vapeur, de densité
nulle. Ce que nous venons de calculer est donc bien la force totale qui s’exerce à la traversée de l’interface.
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F 1.24 Calcul des forces tangentielles dues au liquide agissant sur un quart d’espace de liquide
L (en gris clair) d’après l’équation (1.69). Les forces de contact dues à la pression statique Pv ne sont pas
représentées (Pv = 0).
Interface liquide-solide
Pour l’interface liquide-solide, on eﬀectue le même calcul. Pour un point à la distance h de l’interface, la
répulsion vaut comme précédemment par conservation du potentiel PL = Pv :
pr = Pv +LL(h) LL(0) SL(h) = Pv  (h) LL(0) : (1.87)
Les forces tangentielles à l’interface liquide-solide qui s’appliquent à un quart d’espace de liquide, de pro-
fondeurW , et de hauteur L, sont uniquement dues au liquide et aux forces de répulsion. En eﬀet, comme
on l’a vu, le potentiel liquide-solide ne possède de gradient dans l’équation (1.68) que selon la direction
verticale, normale à l’interface, la projection de ce gradient dans la direction tangentielle est donc nulle. Les
forces tangentielles se simpliĕent donc :
F T =  
Z
@L
(pr(h) + LL(h)) dA ;
=  W
Z 1
0

Pv +
1
2
LL(h) SL(h)

dh ;
=  WLPv +WLV  W (SV   SL + LV) ; (1.88)
d’après les équations (1.74) et (1.75). On retrouve les deux contributions à l’interface liquide-solide que nous
avions mises en lumière à la sous-section 1.2.3. La première provient de l’absence de liquide sur un demi-
espace ce qui crée une force attractive LV par unité de longueur. La deuxième provient de l’attraction du
solide, et pousse avec la force par unité de longueur SV  SL+LV. Finalement, la force nette d’origine ca-
pillaire par unité de longueur sur le liquide à l’interface liquide-solide est une force tangentielle à l’interface,
répulsive, et elle vaut SV   SL, ce qui est conforme à ce que nous avions qualitativement démontré sur la
Figure 1.14.
Interface liquide-liquide
On peut généraliser ces résultats à l’interface liquide-liquide. On se donne alors deux liquides L1 et L2,
séparés par une interface plane. On sépare l’espace perpendiculairement à l’interface en deux espaces semi-
inĕnis. Quelle est la force exercée par une moitié d’espace sur l’autre ? On s’attend à retrouver la force L1L2
puisque l’interface traverse perpendiculairement la surface de contrôle. Reprenons pour clariĕer les étapes
de calcul que nous avons déjà faites.
Tout d’abord, nous pouvons séparer le système en deux, dumoment que nous ne calculons pas de forces
internes. Il s’agit donc de calculer la force exercée par un demi-espace de L1 et L2 sur un quart d’espace de
L1 pour commencer (voir Figure 1.25). La force totale par unité de longueur sur ce sous-système de L1
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résulte de trois origines : (1) la force d’attraction du quart de L1 extérieur au système total, (2) la force
d’attraction du quart de L2 extérieur au système total, (3) la force de répulsion sur la surface de contrôle.
Nous avons déjà calculé la première (1), c’est la force attractive L1V. La troisième (3) est équivalente à ce
que nous venons de calculer juste au-dessus à l’interface liquide-solide, car la pression résulte des mêmes
interactions. Si l’on généralise ce résultat précédent, la force exercée par la surpression dans le liquide L1
générée par la présence de L2 est alors L2V L1L2 +L1V, qui pousse tangentiellement sur le sous-système.
Jusqu’ici, on retrouve donc (1)+(3) la force tangentielle répulsive analogue au cas d’une interface liquide-
solide : L2V   L1L2 . Il faut enĕn ajouter (2) la force tangentielle attractive exercée par le quart de liquide
L2 à l’opposé du sous-système :  
R1
0 L2L1(h)dh. Or, le potentiel d’attraction est de la même façon que
précédemment L2L1(h) = 12L2L1(h). La force totale de cette contribution est donc une force attractive
d’amplitude 12(L2V L1L2+L1V). Finalement, la contribution tangentielle totale (1)+(2)+(3) sur la partie
de L1 du système total est une force répulsive 12(L2V   L1L2   L1V), ce qui est négatif d’après la relation
de Dupré équivalente, donc c’est en fait une force attractive d’amplitude opposée 12(L1L2 + L1V   L2V),
comme c’est noté sur la ĕgure.
Pour la deuxième partie du système à considérer, la situation est exactement symétrique, on en déduit
donc que la force perçue est une force attractive de 12(L2L1 + L2V   L1V). En sommant les deux contri-
butions, on retrouve au ĕnal la force attractive L1L2 . On voit sur la ĕgure que les deux forces, localisées
chacune dans les quelques couches atomiques autour de l’interface, ne sont pas égales. Il ne faut pas en dé-
duire la présence d’une contrainte de cisaillement car tout se passe en fait dans la même zone. Notre modèle
a permis d’identiĕer six sources à ces contraintes qui contribuent à la force nette de tension de surface : deux
de pression, et quatre sources attractives, croisées deux à deux entre les deux liquides.
F 1.25 Calcul des forces tangentielles à travers une interface entre deux phases liquidesL1 etL2.
Ce schéma ne représente pas la distribution réelle des forces mais leur origine microscopique. Les forces
tangentielles agissent séparément sur le sous-système deL1 noté L1 en haut à droite, et sur le sous-système
deL2 noté L2 en bas à droite. Sur le sous-système L1, on identiĕe trois sources de contraintes tangentielles,
de la part de L1L1 , L2L1 , et pr . La première source et la troisième source ont déjà été vues aux ĕgures
1.12 et 1.14. La deuxième se calcule aisément. La contribution totale sur ce premier sous-système est au
ĕnal une force attractive de 12 (L1L2 + L1V   L2V). La contribution sur le deuxième sous-système L2 en
dessous s’en déduit par symétrie L1jL2. La contrainte tangentielle totale se réduit ĕnalement à la force
attractive L1L2 .
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En résumé
• La force tangentielle exercée par un côté d’un liquide sur un autre à l’interface
liquide-vapeur vaut LV.
• La force tangentielle exercée par l’ensemble du solide sur un côté de liquide à
l’interface liquide-solide vaut SV   SL + LV, ce qui correspond au travail
d’adhésion, et ce qui pousse le liquide.
En comptant l’action supplémentaire des interactions liquide-liquide exercée
par l’autre côté du liquide, on trouve une force attractive totale de SL   SV.
• La force tangentielle exercée par lamoitié gauche d’une interface liquide-liquide
sur la moitié droite vaut bien L1L2 . Cela prend en compte à la fois les auto-
interactions et les interactions croisées.
1.5.3 Pression de Laplace
Lorsque les interfaces sont courbées, les domaines d’intégration diﬀèrent, et les énergies ne sont plus les
mêmes. Il s’agit de démontrer que l’énergie volumique d’interaction à la surface d’une interface de courbure
 est [45, 39] :
LL = LL(0)  LV : (1.89)
Si  > 0, l’interface est concave, le domaine d’intégration du liquide est donc plus grand, le potentiel est
donc plus grand en valeur absolue. Le potentiel étant celui d’une énergie attractive, il est négatif, et on
retrouve le signe négatif dans l’expression ci-dessus. Enĕn, on peut noter que ceci représente le premier
terme du développement géométrique de l’équation de l’interface. Le terme de pente ne peut pas intervenir
par symétrie.
Démonstration microscopique à deux dimensions
On se place à la surface d’un cylindre (invariant selon la direction transversale), de courbure  > 0 pour
ĕxer les idées. On cherche à connaître le potentiel sur l’interface au point (0; 0). L’interface est déterminée
au premier ordre par l’équation h(x) = 12x2. On note 'PLLL (x; z) l’interaction entre le point (0; 0) et
une ligne transversale à la coordonnée (x; z) : 'PLLL (x; z) = 2L
R1
 1 'LL
p
x2 + y2 + z2

dy. Alors,
l’interaction volumique s’écrit, en séparant la contribution d’un demi-espace, que l’on connaît déjà :
LL = LL(0) +
Z 1
 1
dx
Z h(x)
0
dz 'PLLL (x; z) : (1.90)
On fait ensuite l’approximation que 'PL(x; z) est constant pour z 2 [0;h(x)], compte tenu de la longueur
de variation de l’interaction ('PLLL (r) / r 5) :
LL ' LL(0) +
Z 1
 1
dx h(x) 'PLLL (x; 0) ;
' LL(0) + 
2
Z 1
 1
dx x2 'PLLL (x; 0) ;
' LL(0)  LV :
En eﬀet, on a l’équivalent de l’équation de fermeture (1.74) pour le potentiel PL (voir Annexe D) : LV =
  R10 r2 'PL(r) dr.
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F 1.26 Répulsion pr dans un ĕlm macroscopique de liquide, dont l’interface liquide-vapeur pos-
sède la courbure  (négative sur ce schéma). Le potentiel attractif à la surface est LL et est donc moins
négatif (attractif) queLL(0). Le potentiel thermodynamiquePL correspond lui à la pression de Laplace
Pv   LV. La surpression à l’intérieur de la goutte est bien positive dans ce cas.
Démonstration macroscopique à deux dimensions
Soit une couche de liquide déĕnie par z = h(x), reposant sur un substrat solide en z = 0. L’énergie libre
par unité de longueur s’écrit :
F [h; h0] =
Z
 (h; h0; x) dx ; (1.91)
 (h; h0; x) = LV
p
1 + h02 + SL   SV (1.92)
L’énergie d’interaction s’écrit à une constante près comme la dérivée fonctionnelle de l’énergie par rapport
à l’interface :
 =
F [h; h0]
h(x)
; (1.93)
=
@ 
@h
  d
dx
@ 
@h0
;
=   LV h
00(x)
(1 + h02)3/2
;
=   LV(x) :
Force
On considère une couche de liquide, dont l’interface avec la vapeur possède la courbure , reposant sur un
substrat solide plan. Comme précédemment, nous devons déterminer la pression thermodynamique dans
le liquide. À l’interface liquide-vapeur, on a pr = Pv , SL = 0 si le solide est suﬃsamment loin, et enĕn
LL = LL(0)  LV (voir Figure 1.26). On trouve donc, d’après l’équation (1.71) :
PL = Pv   LV : (1.94)
On reconnaît bien la pression de Laplace usuelle. Comme pour la pression de disjonction, la pression de La-
place résulte d’un eﬀet géométrique du domaine de liquide qui agit sur les molécules. Enĕn, cette pression
thermodynamique est bien celle qui appuie sur l’interface plane liquide-solide, comme on l’a vu précédem-
ment à la sous-section 1.5.1.
1.5.4 Pression de Laplace à lʼinterface liquide-solide
De la même façon, nous pouvons calculer les forces exercées par un liquide sur un solide courbé. On étudie
donc le cas d’une couche de liquide, dont l’interface liquide-vapeur est plane, et dont l’interface liquide-
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solide possède une courbure . Si  est négatif, le solide est convexe, et le liquide est concave. À la traversée
de l’interface liquide-vapeur plan, on détermine comme précédemment le potentiel thermodynamique :
PL = Pv . À l’interface liquide-solide, le liquide possède une courbure  , donc le potentiel d’attraction
liquide-liquide vaut LL = LL(0)+ LV d’après l’équation (1.89) (si  < 0, le domaine liquide est plus
grand donc LL est plus négatif). De la même façon, le potentiel d’attraction du solide sur le liquide vaut :
SL = SL(0)  LV 1 + cos Y
2
 ; (1.95)
par analogie avec le potentiel liquide-liquide. En eﬀet, d’après les équations (1.74) et (1.76), c’est bien le
facteur LV(1 + cos Y )/2 qui intervient cette fois ci en facteur de la courbure . On en déduit alors la
répulsion à l’interface liquide-solide par conservation de PL :
pr = Pv + LV
cos Y   1
2
 SL(0) : (1.96)
Ensuite, pour déterminer les forces à l’interface, il nous faut aussi connaître le potentiel liquide-solide (du
liquide sur le solide), qui n’est plus égal au potentiel solide-liquide car les domaines d’intégration ne sont
plus identiques, mais la symétrie (j   ) permet tout de même de le déduire très simplement de (1.95) :
LS = LS(0) + LV
1 + cos Y
2
 : (1.97)
Et on a toujours SL(0) = LS(0). Il nous faut enĕn spéciĕer la valeur du potentiel liquide-solide à
l’intérieur du solide, à une distance h sous la surface. Nous faisons l’hypothèse que les eﬀets géométriques
se séparent, c’est-à-dire que l’eﬀet de courbure se ressent principalement à la surface et que la dépendance
en h est la même que dans un demi-espace inĕni de solide. On s’attend donc à ce que le comportement
dans le solide ne soit pas perturbé par la géométrie de l’interface, sauf pour sa valeur en zéro déjà donnée à
l’équation (1.97) :
LS(h) = LS(h) pour h > 0 ; (1.98)
LS(0) = LS(0) + LV
1 + cos Y
2
 : (1.99)
Cette hypothèse est probablement un peu forte, il suﬃt en fait que les intégrales de LS et de LS soient
égales, pour mener au résultat suivant.
Il faut ensuite spéciĕer le sous-système dans le solide sur lequel nous allons exprimer les forces dues au
liquide. Nous choisissons une portion S du solide qui s’appuie sur l’interface liquide-solide de courbure 
comme indiqué sur la Figure 1.27, et qui présente au liquide une surface dA inĕnitésimale. Comme à la sec-
tion précédente, pour simpliĕer les calculs géométriques, nous supposons l’invariance dans une direction
de l’espace, c’est-à-dire que le solide possède une profondeurW . Les échelles représentées sur cette ĕgure
sont volontairement disproportionnées, la courbure  est a priori faible. L’angle de cette portion vaut donc
d = dA/W  1. Sur cette portion S , d’après l’équation (1.67), les forces dues au liquide se calculent
aux bords @S du volume aux actions de pr à l’interface liquide-solide, et de LS sur tout @S .
On souhaite connaître la pression nette exercée par le liquide, donc on projette les forces dans la direc-
tion normale à l’interface, notée z sur la ĕgure. L’intégration sur le contour est séparée en deux contribu-
tions, la première de la part de l’interface liquide-solide, la seconde de la part des côtés du sous-système, et
s’écrit en particulier d’après l’équation (1.76) :
FN =   (pr + LS(0)) cos(d)dA+ 2
Z 1
0
Wdh sin

d
2

LS(h) ;
=   dA(Pv + LV cos Y ) + dA
Z 1
0
LS(h)dh ;
=   dA(Pv + LV cos Y   LV(1 + cos Y )) ;
=   dA (Pv   LV) : (1.100)
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F 1.27 (a) Répulsion pr dans un ĕlm macroscopique de liquide, dont l’interface liquide-vapeur
est plane et l’interface liquide-solide possède une courbure , négative sur ce schéma. Le potentiel ther-
modynamique estPL = Pv , la pression de la vapeur à l’interface liquide-vapeur. La répulsion à l’interface
liquide-solide est déterminée par la valeur des potentiels attractifs sur cette interface (voir le texte). (b)
Détail du calcul des forces dues au liquide agissant sur une portion S du solide courbé (les proportions
ne sont pas réalistes car la courbure est censée être faible), d’angle d, d’après l’équation (1.67), non re-
présentative de leur distribution à l’intérieur du solide. La répulsion pr est donnée en (a), et le potentiel
attractif est donné par (1.98) et (1.98). Les forces de contact du solide sur S ne sont pas représentées. La
force normale totale est donnée à l’équation (1.100).
On note que pour la contribution des côtés du sous-système, l’intégration a été prolongée jusqu’à l’inĕni,
car la courbure est supposée faible. Pour résumer, si le solide est convexe (une sphère par exemple), c’est-
à-dire pour  < 0 selon nos conventions, alors le liquide appuie sur le solide : la pression de Laplace
LV s’ajoute à la pression statique Pv , le solide subit une pression plus forte. Par exemple, si on a une
sphère solide à l’intérieur d’une goutte sphérique de liquide, la pression de Laplace doit être comptée deux
fois positivement pour déterminer la pression sur le solide. De façon surprenante, les tensions de surface
solide-vapeur et solide-liquide (ou l’angle d’Young Y ) n’interviennent plus dans cette expression. Enĕn,
contrairement aux cas précédents, ce n’est pas la pression thermodynamique PL = Pv qui appuie sur
l’interface liquide-solide.
En résumé
• La force exercée par un liquide dont l’interface possède la courbure  ( > 0 si
le liquide est convexe) sur un solide plan vaut Pv + LV.
• La force exercée par un liquide dont l’interface est plan, sur un solide dont
l’interface possède la courbure ( > 0 si le solide est convexe), vautPv+LV.
1.6 Potentiels intermoléculaires
Avant de passer à l’étude des contraintes dans le liquide au voisinage des lignes de contact au chapitre 2, nous
devons examiner les potentiels intermoléculaires Notamment, dans le but de calculer numériquement les
contraintes sur des géométries plus compliquées, nous allons devoir faire un choix de potentiel, et donc de
fonction de corrélation de paire. En eﬀet, jusqu’ici les raisonnements ne dépendent pas du potentiel, seules
les propriétés intégrales (1.74) et (1.75) sont importantes. Rappelons que le potentiel (r) représente la
partie attractive des interactions intermoléculaires, pondérée par la fonction de corrélation de paire gr(r).
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1.6.1 Fonctions de corrélation de paire
Nous l’avons vu, la fonction de corrélation de paire g(r) représente l’environnement d’une molécule. Elle
mesure la probabilité de trouver unemolécule à la distance r d’une autre. Elle doit donc être nulle en r = 0,
et valoir un pour r  , où  est la distance typique entre les molécules. Elle doit de plus pour les liquides
avoir un maximum au voisinage de r = , rayon pour lequel, un liquide étant compact, il y une grande
probabilité de trouver une autre molécule. Si le milieu est dense, de plus, il doit y avoir une structure à
l’échellemoléculaire, et donc onpeut aussi s’attendre à voir quelques oscillations après cemaximum, lorsque
la fonction tend vers un, ce qui ne sera pas le cas pour des gaz peu dilués (il est très peu probable de trouver
à la fois une molécule en r = a et une autre en r = 2). Un exemple typique de fonction de corrélation
de paire est présenté sur la Figure 1.28, et peut par exemple être mesuré à partir des facteurs de structure,
présenté sur la Figure 1.17.
F 1.28 Fonction de corrélation de paire à deux particules typique (a) pour un liquide de forte
densité (b) pour un gaz de faible densité.
Facteur de Boltzmann
Nous allons tout d’abord nous placer dans le cas d’un milieu dilué. On suppose que les positions des par-
ticules sont indépendantes les unes des autres. Dans ce cas, la fonction de corrélation de paire est propor-
tionnelle au facteur de Boltzmann. La fonction de corrélation de paire d’unmilieu dilué est donc en général
approchée par [37] :
g(r) = exp

 '(r)
kBT

; (1.101)
où '(r) représente l’attraction entre les molécules, de type Van der Waals, k est la constante de Boltzman,
et T la température, et ce qui possède la bonne constante de proportionnalité puisque le potentiel attractif
va à zéro lorsque r !1. Elle décrit donc bien les fonctions de paire représentées sur la Figure 1.28(b).
C’est-à-partir de cette expression notamment que l’on peut retrouver l’équation d’état de Van derWaals
(1.26), dans le cas particulier ici d’interactions attractives deVan derWaals en 1/r6. En eﬀet, on peut d’autre
part démontrer cette équation d’état dans un cadre plus large (le développement du viriel) pour tout po-
tentiel d’interaction '(r), ce que nous ne ferons pas ici. On part de l’expression de l’énergie libre (1.57) de
notre modèle de DFT simpliĕée, qui décompose l’énergie libre entre une partie idéale de répulsion, qui est
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celle d’un gaz parfait, et une partie attractive de perturbation, dans l’hypothèse des interfaces inĕniment
ĕnes :
F = FGP + 2V
Z 1
0
dr 4r2g(r)'(r) ; (1.102)
où on a supposé que le liquide est invariant, ce qui a permis d’intégrer une fois sur le volume V = N, et
où N est le nombre de particules du Ęuide. Si '(r) / 1/r6, alors d'/dr =  6'/r, ce qui nous permet
d’introduire le coeﬃcient du viriel r d'/dr dans l’expression de l’énergie libre :
F = FGP   2
3
N
Z 1
0
dr r3g(r)
d'
dr
: (1.103)
Alors, en utilisant la forme de la fonction de corrélation de paire (1.101), qui s’écrit formellement g('(r))
et qui est telle que dg/d' = kBTg, on peut écrire que g(')d'/dr =  kBT d[g(r)   1]/dr et intégrer
par parties :
F = FGP +
2
3
NkBT
Z 1
0
dr r3
d
dr
(g(r)  1) ; (1.104)
= FGP +
2
3
NkBT

[r3(g(r)  1)]10   3
Z 1
0
dr r2 [g(r)  1]

; (1.105)
= FGP   2NkBT
Z 1
0
dr r2 [g(r)  1] : (1.106)
À ce stade, on retrouve le formalisme habituel du développement du viriel. Pour calculer l’intégrale, on la
sépare en deux domaines : pour r > , g(r)   1   '(r)/kBT , et pour r < , g(r)   1   1. On
obtient donc :
F = FGP + 2NkBT

3
3
+
1
kBT
Z 1

dr r2'(r)

; (1.107)
que l’on met sous la forme :
F = FGP +B(T )NkBT ; (1.108)
avec B(T ) = b  a
kBT
et a =  2
Z 1

dr r2'(r) et b = 2
3
3
: (1.109)
Le terme de correction B(T ) est couramment appelé second coeﬃcient du viriel, et les coeﬃcients a et
b sont les coeﬃcients de l’équation de Van der Waals : b représente un volume moléculaire, et a est une
pression d’attraction intermoléculaire. On retrouve ĕnalement cette équation d’état en dérivant l’énergie
libre par rapport au volume V = N/ = Nv, supposé très grand devant b et en connaissant par ailleurs la
pression du gaz parfait PGP = kBT/v, où v est le volume moléculaire :
P =  

@F
@V

T
 kBT
v   b  
a
v2
: (1.110)
Pour ĕnir, le modèle de DFT simpliĕé permet donc de retrouver l’équation d’état des Ęuides, mais cette
équation ne permet pas en général de décrire correctement les Ęuides, bien qu’elle contienne les ingré-
dients nécessaires. La fonction de corrélation de paire de type Boltzmann est donc bien plus adaptée au gaz
qu’aux liquides, mais elle est une première approximation en général suﬃsante pour décrire la plupart de
la phénoménologie des liquides. Toutefois, dans la suite, nous irons plutôt vers une simpliĕcation de cette
fonction.
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Modèle de sphères dures
Pour les liquides, il n’existe pas de fonction de corrélation analytique simple. Une stratégie par exemple, qui
ne capture pourtant pas les Ęuctuations de densité, consiste à utiliser des fonctions dépendant notamment
du facteur de Boltzmann et à prolonger le développement du viriel en densité pour permettre de décrire les
phases plus denses [22, 49]. Historiquement, une approximation très simple de la fonction de corrélation
consiste à prendre un modèle de sphères dures. On déĕnit la fonction de corrélation correspondante de la
façon suivante :
g(r) = 1 pour r > H ;
= 0 pour r < H : (1.111)
Le potentiel d’interaction qui intervient dans le calcul de l’énergie libre (1.57), et en prenant une attraction
de Van der Waals, devient donc :
'(r) =   cH
r6
pour r > H ;
= 0 pour r < H ; (1.112)
où cH représente l’amplitude de l’interaction entre molécules. Ce potentiel permet de déĕnir la constante
de Hamaker pour un matériau de densité  [23] :
H = 22c2H : (1.113)
Pour ce potentiel, on peut alors calculer les diﬀérentes interactions introduites précédemment à la sec-
tion 1.4, notamment la pressionLL(h) pour un liquide déĕnie à l’équation (1.72) :
HLL(h) =  
H
6h3
pour h > H ;
= 0 pour h < H : (1.114)
F 1.29 Fonction de corrélation de paire simpliĕée du potentiel de sphères dures. (b) Potentiel
intermoléculaire eﬀectif.
On peut ensuite relier la tension de surface à la constante de Hamaker [50] grâce à la propriété de
fermeture (1.74) :
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LV =
cLL
2
L
242H
=
H
242H
: (1.115)
De lamême façon, on peut calculer les interactions entre diﬀérents volumes, notamment entre des cylindres.
C’est selon ce modèle que l’on peut interpréter des expériences ĕnes de mesures de forces entre diﬀérents
volumes de solides et de liquides, et comparer aux mesures de tensions de surface [23]. Historiquement,
ce modèle a donc constitué la première tentative élaborée d’étude microscopique de la tension de surface
au XX siècle puisqu’il a permis de relier la tension de surface à une quantité microscopique [50], et d’en
faire une étude expérimentale. Le modèle ressemble fortement aumodèle de Laplace, mais notre modèle de
DFT simpliĕée permet d’en expliciter la validité et de l’étendre, alors que par exemple Navascués en 1979
considère le modèle d’Hamaker comme « semi-empirique ».
Fonction de corrélation numérique
Nous souhaitons dans les chapitres suivants calculer les contraintes dans le liquide et dans le solide créées par
des volumes donnés de liquide et de solide à l’équilibre. Il s’agit donc, comme nous l’avons vu dans la partie
précédente, de déterminer les pressions répulsives et potentiels attractifs aux voisinages des interfaces. Il
faut donc se donner une fonction de corrélation de paire. Toutefois, dans l’objectif de simpliĕer les calculs
et être capable de réaliser des calculs numériques dans un temps raisonnable, nous allons devoir choisir
une fonction simple, analytique, dont le comportement est raisonnable. Enĕn, plutôt que de se donner une
fonction de corrélation, il est plus utile de décrire directement le potentiel d’interaction déjà pondéré par
cette fonction. Dans la suite, à chaque fois que nous ferons des calculs numériques d’interfaces dans le cadre
de la DFT simpliĕée, nous utiliserons alors le potentiel suivant, régularisé sur une taille moléculaire D, et
représenté sur la Figure 1.30 :
'(r) =
 c 
2D + r
2
3 : (1.116)
Ce potentiel décrit une attraction pour r  D de type Van derWaals, en 1/r6. Pour r  D, il est régula-
risé de façon isotrope par une fonction de paire, certes inconnue, mais dont la fonction de test présentée ici
donne une idée du comportement. D représente donc la taille eﬀective sur laquelle la répulsion intervient.
c représente l’amplitude de l’interaction, et sera donc remplacé par cLL ou cLS selon que l’on considère les
interactions liquide-liquide ou liquide-solide. Nous avons choisi ce potentiel pour des raisons de confort
mathématique. Les résultats macroscopiques ne dépendent pas en ĕn de compte du détail de cette régula-
risation, mais seulement du paramètre D. Ce potentiel nous permet alors de calculer les interactions pour
tous volumes liquide L et solide S donnés.
F 1.30 Potentiel d’interaction régularisé par la fonction de corrélation de paire, utilisé dans les
calculs numériques, et décrit à l’équation (1.116).
Le détail des contraintes pour r  D ne doit donc pas être tenu pour rigoureux car il dépend de la fonc-
tion de paire que nous avons choisie. Les résultats présentés ci-dessous tiennent donc plus lieu d’une illus-
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tration des contraintes, que de leur répartition exacte. Toutefois, les propriétés intégrales de ces contraintes,
c’est-à-dire les propriétés macroscopiques, ne dépendent plus de ce choix comme nous allons le voir.
1.6.2 Calcul des contraintes au voisinage des interfaces pour un potentiel ad hoc
D’après l’équation (1.72), on peut calculer analytiquement la pression (h) pour le potentiel (1.116)
choisi, entre un point de  à la distance h d’un demi-espace inĕni de la phase  ( et  représentent le
liquide L ou le solide S) :
(h) = 2
Z 1
h
dr r2

1  h
r

'(r) ; (1.117)
=   c
42D

1
D
cot 1

h
D

  h
2D + h
2

: (1.118)
En fonction de l’interaction (LL ou SL) on exprime alors les contraintes intégrales (1.74) et (1.75) :
2LV =  
Z 1
0
LL(h)dh =
cLL
2
L
42D
; (1.119)
LV + SV   LS = LV(1 + cos Y ) =  
Z 1
0
LS(h)dh =
cLSLS
42D
: (1.120)
Interface liquide-vapeur
On souhaite illustrer les contraintes décrites aux ĕgures 1.12 et 1.25. La répulsion au sein du liquide est
donnée par (1.83), car l’attraction locale la compense exactement :
pr(h) = Pv +
2LV
D


2
  cot 1

h
D

+
h/D
1 + (h/D)2

: (1.121)
Elles est représentée sur la Figure 1.31 en pointillés. Pour représenter les contraintes d’un quart d’espace
inĕni de liquide sur un autre, on représente l’attraction correspondante LL(h) donnée par (1.84) :
LL(h) =
LV
D

cot 1

h
D

     h/D
1 + (h/D)2

; (1.122)
qui est représentée en noir sur la Figure 1.31. La somme des deux nous donne la contrainte tangentielle sur
un quart d’espace de liquide en fonction de la distance h à l’interface, comme nous l’avons vu à la sous-
section 1.5.2. Enĕn, l’intégrale de cette somme nous redonne bien la tension de surface LV.
Si nous choisissons le modèle de Hamaker présenté plus haut, la distribution est qualitativement iden-
tique mais quantitativement légèrement diﬀérente, avec notamment des proĕls qui possèdent des ruptures
de pente, mais les propriétés macroscopiques sont exactement équivalentes par construction (voir l’article
de Snoeijer et al. [46] qui utilise explicitement ce modèle). De la même façon, une fonction de paire qui
irait à 0 en r = 0 serait un meilleur choix, mais ne modiĕerait pas les propriétés macroscopiques de notre
modèle. Le choix de ce potentiel est donc au ĕnal purement pragmatique, il permet de calculer rapidement
les contraintes. Le détail exact des contraintes qu’il révèle n’est donc pas à prendre au pied de la lettre, mais
comme une illustration qualitative possédant les bonnes propriétés.
Interface liquide-solide
De la même façon, on peut illustrer les pressions au voisinage de l’interface liquide-solide, comme sur la
ĕgure 1.14. On prend par exemple Y = /3, ce qui nous détermine le rapport entre les potentiels attrac-
tifs liquide-liquide et liquide-solide. On trouve comme précédemment d’après l’équation (1.87) la pression
74 C  : F 
-3
-2
-1
0
1
2
3
1086420
F 1.31 Contraintes dans le liquide en fonction de la distance h à une interface pour le potentiel
donné par (1.116). En pointillés, on observe l’augmentation de la répulsion dans le liquide par rapport à
Pv la pression dans la phase vapeur, qui sature à sa valeur « bulk », égale à D/LV. En trait plein noir, le
potentiel attractif (négatif) créé par un quart d’espace de liquide. En trait plein orange, la somme des deux,
qui reste négative, et s’annule dès que h est de l’ordre de quelques tailles moléculaires D . L’intégrale de
cette somme nous donne la tension de surface LV, qui est négative et donc représente bien une attraction
localisée dans quelques couches moléculaires sous la surface. Ici, la surface jaune est bien égale à un.
répulsive à une distance h de l’interface :
pr(h) = Pv +
LV
D

(cos Y   1)

cot 1

h
D

  h/D
1 + (h/D)2

+ 

: (1.123)
Nous pouvons séparer dans la répulsion l’eﬀet dû à l’absence de liquide, et l’eﬀet dû à la présence du solide.
Si on met de côté l’attraction du liquide, dont l’eﬀet est identique à celui qui intervient à l’interface liquide-
vapeur, il reste la répulsion qui provient de la présence du solide :
pr(h) =
LV
D
(1 + cos Y )

cot 1

h
D

  h/D
1 + (h/D)2

; (1.124)
en ayant soustrait (1.121) à (1.123).
Les contraintes tangentielles au dessus de l’interface dues à la présence du solide, sont uniquement
dues à la répulsion car, comme nous l’avons vu à la sous-section 1.5.2, le solide semi-inĕni n’exerce pas
de force tangentielle par symétrie. Les contraintes sont alors représentées à la Figure 1.32. L’intégrale de
cette contrainte est en eﬀet égale à +LV(1 + cos Y ), et représente toujours une pression supplémentaire
quelque soit Y . Pour trouver la contrainte totale, on doit ajouter l’attraction LV, que nous avons calculée
ci-dessus. La contrainte tangentielle totale est donc répulsive si Y < 90 °, attractive sinon. On observe une
diﬀérence quantitative à laquelle nous nous attendions par rapport aux simulations de dynamique molécu-
laire présentées à la Figure 1.13. En eﬀet, les contraintes tangentielles à l’interface liquide-solide présentées
ici dans le cadre dumodèle deDFT simpliĕée ne présentent pas d’oscillations dues aux phénomènes de stra-
tiĕcation. Ce phénomène est en fait pris en compte de façon autocohérente dans la déĕnition de la tension
de surface SL, qui correspond à l’intégrale du proĕl des contraintes, quel que soit ce proĕl.
1.6.3 Longueurs de régularisation du potentiel
La longueur  représente une taille moléculaire, sur laquelle la fonction de paire évolue. Nous souhaitons
ici comparer cette longueur, D dans le cadre du potentiel de test (1.116) choisi, à d’autres modèles. Nous
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F 1.32 Contraintes dans le liquide dues au solide en fonction de la distance h à l’interface solide-
liquide pour le potentiel donné par (1.116), pour Y = /3. Seul l’eﬀet de la présence du solide est
représenté, l’eﬀet du liquide a été traité sur la ĕgure 1.31. En pointillés, on observe l’augmentation de la
répulsion à l’approche du solide en h = 0 due à l’attraction du solide. Le solide n’exerce pas de contrainte
tangentielle, donc l’intégrale de cette somme nous donne la force totale par unité de longueur LV(1 +
cos Y ). Cette contrainte est positive, et représente une répulsion d’un quart d’espace de liquide sur l’autre,
localisée sur quelques distances moléculaires a. Ici, la surface jaune est bien égale à 1 + cos Y = 1,5.
pouvons notamment étudier la constante de Hamaker qui a été beaucoup étudiée expérimentalement [23],
ou encore ce que nous donnent des simulations de dynamique moléculaire.
Valeur expérimentale de la constante de Hamaker
La constante de HamakerH a été déĕnie à l’équation (1.113) grâce à un modèle de sphères dures, de taille
H . Nous avons pu d’autre part la relier à la tension de surface à l’équation (1.115). Cette constante est
accessible à l’expérience grâce à des dispositifs de mesure de force entre des cylindres, et on peut la calculer
grâce à la théorie de Lifshitz, en connaissant les propriétés diélectriques des matériaux, leur indice optique,
et leur fréquence d’absorption dans l’UV. Ensuite, on peut mesurer les tensions de surface, ce qui nous
permet de trouver en théorie H . Toutefois, il n’est pas du tout évident que H soit le même pour des
liquides diﬀérents, ni que le H trouvé soit celui qui corresponde à ce modèle particulier de potentiel.
Les données expérimentales regroupées et utilisées par Israelachvili [23] sont reproduites sur la Fi-
gure 1.33. Le meilleur ajustement en tenant compte des incertitudes nous donne la valeur expérimentale
suivante : H;exp = 0; 16  0; 01 nm, retenue à 0,165 nm par Israelachvili. Il fait ainsi remarquer l’aspect
universel de cette valeur pour des solides et des liquides très diﬀérents. D’autre part, cela ne marche pas
pour les métaux, car ils présentent des énergies de liaison beaucoup plus fortes, dues au interactions de
courte portée entre électrons.
Enĕn, si nous souhaitons comparer les modèles, nous devons le faire pour des attractions équivalentes,
les amplitudes des potentiels, et des quantités macroscopiques, les tensions de surface, équivalentes. C’est-
à-dire d’après les équations (1.112) et (1.116) d’un côté et (1.115) et (1.119) de l’autre :
cH = cLL ; (1.125)
cH
2
L
242H
=
cLL
82D
: (1.126)
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F 1.33 Constante de HamakerH en fonction de la tension de surface LV pour diﬀérents solides
et liquides. Les données correspondent aux données expérimentales de tension de surface, et aux données
théoriques de la constante de Hamaker en utilisant les propriétés diélectriques des matériaux, utilisées
par Israelachvili ([23], tables 11.2 et 11.4) pour déterminer la longueur moléculaire H . Les incertitudes
sont estimées à 20% sur H et 5% sur LV. Le meilleur ajustement des points en noir donne H;exp =
0; 16  0; 01 nm. Les points rouges ont été écartés, car ils correspondent à des liquides possédant de
fortes liaisons hydrogènes (eau, méthanol, formamide). Un point se trouve à LV = 1;2 10 4 Jm−2,
c’est l’hélium liquide.
Il suﬃt donc de prendre D =
p
3H . L’ajustement des données expérimentales nous indique donc que
D;exp =
p
3 0; 161  0;28 nm, car le modèle ne dépend pas du détail de l’interaction.
Modèle cristallin de lʼinterface
Israelachvili propose de plus un modèle cristallin de la surface pour comparer la valeur de H au diamètre
moléculaire A. Si le milieu possède un structure compacte, décrite par exemple par une maille cubique à
face centrée, on peut calculer la densité  du milieu en fonction de la taille moléculaire :  =
p
2/3A. La
densité surfacique s s’obtient en coupant un plan moléculaire. Une molécule qui avait 12 proches voisins
n’en a plus que 9 et on obtient s = 2/
p
32A. Enĕn, le nombre de liens manquants pour un atome à la
surface est de 3, donc on a un déĕcit d’énergie e = 3cLL/6A. Ainsi, la tension de surface s’écrit :
LV =
1
2
se =
p
3H
222A
: (1.127)
On obtient donc un rapport 2
q
3
p
3/  2; 57 entre H et A, approximé à 2,5 par Israelachvili. En
prenant la valeur expérimentale pour H , on trouve A;exp  0;41 nm, ce qui est tout à fait raisonnable
pour des atomes usuels.
Simulations de dynamique moléculaire
De la même façon que précédemment, nous souhaitons obtenir pour une même interaction attractive, le
rapport entre la taille d’écrantage D et la taille moléculaire MD dans des simulations de dynamique
moléculaire. Les simulations utilisent le potentiel de Lennard-Jones suivant (voir section 1.2) :
'LJij (r) = 4ij
MD
r
12   MD
r
6
: (1.128)
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La même interaction attractive au sein du liquide est atteinte lorsque 4LL6 = cLL. Si nous souhaitons
comparer notre modèle numérique à des simulations de Lennard-Jones, nous devons donc prendre cLL =
82DLV/
2
L d’après l’équation (1.119). Cela nous donne :
D
MD
=

2LLL
4
MD
2LV
1/2
: (1.129)
Une simulation typique, comme nous avons pu en réaliser précédemment à la section 1.2, s’eﬀectue avec
LL = 3;00 kJmol−1, L = 26;8217 nm−3, et MD = 0;34 nm. Cela nous a permis de mesurer une
contrainte de tension de surface égale à LV  31;8 kJmol−1 nm−2. Cela nous donne alors D;simu 
1; 54 MD  0;52 nm. Or, l’ajustement des données expérimentales nous a donné D;exp  0;28 nm. Il
y a donc une légère divergence entre les simulations de dynamique moléculaire et l’expérience, bien que
l’ordre de grandeur soit juste.
1.7 Conclusion
La structure des interfaces est connue et comprise depuis quelques dizaines d’années grâce à l’essor de la
physique statistique des systèmes inhomogènes. Ici, nous avons utilisé ces résultats pour mettre en avant
quelques propriétés fondamentales des liquides. Tout d’abord, la structure d’un liquide est déterminée avant
tout par la répulsion entre les particules. Cette répulsion est à l’origine de l’incompressibilité des liquides,
et contraint le liquide à avoir un volume constant et notamment un nombre de particules par unité de
surface aux interfaces constant. Ensuite, l’attraction entre les particules peut être considérée comme une
perturbation de cet état de référence. Elle détermine ainsi la forme géométrique des volumes de liquide, ce
que l’on interprète par le phénomène de tension de surface.
Nous avons pu relier la tension de surface et la partie attractive des interactions (pondérées par la fonc-
tion de corrélation de paire) grâce à un modèle extrêmement simpliĕé dans le cadre de la théorie de la
fonctionnelle de densité, dans lequel nous avons fait une approximation locale sur la densité, et dans lequel
nous supposons que l’interface est inĕniment ĕne. Bien que ces approximations soient radicales, le modèle
contient suﬃsamment d’ingrédients pour comprendre la capillarité, et notamment son aspect non local,
capturé par la taille caractéristique de la fonction de corrélation de paire.
Ce modèle permet alors d’interpréter les phénomènes de la capillarité très naturellement en termes
géométriques. D’une part, ce modèle nous permet une relecture géométrique des modèles de la capillarité
présentés par Laplace, puis Van der Waals et Hamaker. D’autre part, ce modèle permet de comprendre la
séparation des eﬀets de la répulsion et de l’attraction dans un liquide, ce qui permet de déterminer très
simplement les contraintes dans un liquide par des arguments géométriques. En eﬀet, la répulsion résulte
de l’équilibre local dans le liquide. De plus, cette répulsion est une contrainte surfacique, elle se transmet
donc entre diﬀérents domaines à travers les interfaces. L’attraction est ensuite déterminée par les interac-
tions (pondérées par la fonction de corrélation) entre les diﬀérents domaines, ce qui se résume en un calcul
purement géométrique. Enĕn, pour relier ces attractions aux tensions de surface, nous utilisons la nor-
malisation des interactions données par le travail d’adhésion. Grâce à ces trois ingrédients, nous pouvons
déterminer complètement la distribution des contraintes dans un liquide, éventuellement sous l’inĘuence
d’un domaine de solide indéformable donné.
Cemodèle géométrique fournit ainsi des outils simples pour « sonder l’échelle microscopique », ou plus
précisément pour spéciĕer les contraintes capillaires à cette échelle. Son utilisation est ainsi justiĕée par la
simplicité des représentations qu’il appelle, et leur grande généralité. Il a enĕn permis de trouver un résultat
inédit jusqu’ici : l’existence d’une pression de Laplace particulière (proportionnelle à LV) qui s’exerce sur le
solide à l’interface liquide-solide. Nous examinerons au prochain chapitre les implications de cette nouvelle
contrainte.
78 C  : F 
Notre approche va permettre par la suite de réinterpréter les phénomènes de mouillage géométrique-
ment. L’étude des interactions entre des domaines moins standards tels que des coins permet dans ce cadre
de démontrer la loi d’Young grâce aux forces exercées sur un coin de liquide (chapitre 2). L’inĘuence géomé-
trique des domaines d’interaction permet ensuite d’exprimer la tension de ligne (chapitre 3). De la même
façon, l’étude de la localisation des forces capillaires dans un solide va aussi nous permettre d’interpréter
des résultats inédits d’interactions entre un liquide et un élastomère (chapitre 4).
Toutefois, nous avons restreint notre étude aux cas d’interactions simples (de type Lennard-Jones) entre
molécules, cette approche ne saurait convenir pour des liquides complexes, ainsi que proche de transitions
de mouillage. D’autre part, il reste le problème de l’étude des forces aux interfaces avec le solide. Or, nous
avons basé nos raisonnements sur une équivalence entre point de vue mécanique et thermodynamique, ce
qui n’est plus juste dans le cas des solides. De plus, nous avons vu que la fonction de corrélation de paire
à cette interface est particulière à cause des eﬀets de stratiĕcation, ce qui doit avoir une inĘuence sur les
forces exercées à travers cette interface. Cette double ambigüité est à l’origine de l’incessante remise en
cause de la loi d’Young comme nous allons le voir dans le chapitre suivant. Mais nous avons développé ici
les outils suﬃsants pour valider cette loi. D’autre part, cette distinction appelle à diﬀérencier l’équilibre du
liquide, exprimé par la loi d’Young, et les forces qu’exercent les liquides sur les solides, qui mènent à des
situations hors d’équilibre (il faut en général un opérateur pour empêcher un solide d’être expulsé hors d’un
liquide par les forces capillaires). Il faut donc absolument faire une autre distinction sur les forces à prendre
en compte pour faire ces bilans. En eﬀet, si l’on considère que le solide est un liquide, la force exercée à
travers l’interface est SL, comme nous l’avons démontré avec la Figure 1.25, cette force prend en compte
les forces d’interactions internes au solide. Or, si l’on ne considère que les forces exercées par le liquide sur le
solide, alors la force exercée par le liquide, tangentiellement à l’interface est SV  SL, comme nous l’avons
démontré avec les Figures 1.12 et 1.14. Le point de vue du solide est donc crucial pour pouvoir exprimer
les résultantes des forces exercées par un liquide sur un solide, ce qui est une situation très générale qui est
notamment utilisé pour mesurer des tensions de surface.
Chapitre 2
La ligne triple
It is necessary to premise one observation, which appears to
be new, and which is equally consistent with theory and with
experiment; that is, that for each combination of a solid and a
Ęuid, there is an appropriate angle of contact between the
surfaces of the Ęuid, exposed to the air, and to the solid.
T Y, 
An essay on the cohesion of Ęuids, Phil. Trans. R. Soc. London
80 C  : L  
Chapitre 2 : La ligne triple " retour à la table des matières
2.1 La loi d’Young 81
2.1.1 Le mouillage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
2.1.2 Conséquences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
2.1.3 Démonstration thermodynamique . . . . . . . . . . . . . . . . . . . . . 83
2.1.4 Problématiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
2.2 Vériĕcation expérimentale de la loi de Neumann 95
2.2.1 Cas de Neumann, mouillage sur un substrat liquide . . . . . . . . . . . . 95
2.2.2 Mesure d’une tension de surface liquide-vapeur . . . . . . . . . . . . . . 97
2.2.3 Mesure d’un angle de contact . . . . . . . . . . . . . . . . . . . . . . . . 99
2.2.4 Proĕl numérique de lentilles liquides . . . . . . . . . . . . . . . . . . . . 100
2.2.5 Vériĕcation de la loi de Neumann . . . . . . . . . . . . . . . . . . . . . . 102
2.3 Interprétation microscopique 103
2.3.1 Forces sur un coin de liquide . . . . . . . . . . . . . . . . . . . . . . . . 103
2.3.2 Forces du liquide sur le solide . . . . . . . . . . . . . . . . . . . . . . . . 104
2.4 Études de cas 106
2.4.1 Corps immergés . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
2.4.2 Mouillage total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
2.4.3 Situation de Neumann – deux phases liquides . . . . . . . . . . . . . . . 110
2.5 Calcul des forces capillaires au voisinage de la ligne de contact 111
2.5.1 Potentiel créé par un dièdre . . . . . . . . . . . . . . . . . . . . . . . . . 111
2.5.2 Forces d’un coin de liquide sur le solide semi-inĕni . . . . . . . . . . . . 112
2.5.3 Forces d’un solide semi-inĕni sur un coin de liquide . . . . . . . . . . . . 115
2.5.4 Forces d’un coin sur un autre coin . . . . . . . . . . . . . . . . . . . . . . 117
2.5.5 Équilibre d’un liquide sur un coin de solide . . . . . . . . . . . . . . . . . 121
2.6 Forme de l’interface au voisinage de la ligne de contact 121
2.6.1 Principe du calcul . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
2.6.2 Approximation locale . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
2.6.3 Calcul non local . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
2.6.4 InĘuence de la forme exacte sur la loi d’Young . . . . . . . . . . . . . . . 125
2.7 InĘuences des hétérogénéités 126
2.7.1 Électromouillage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
2.7.2 Eﬀets de stratiĕcation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
2.8 Conclusion 134
2.1 La loi d’Young 81
2.1 La loi dʼYoung
2.1.1 Le mouillage
La loi fondamentale du mouillage, la loi d’Young (2.1), est connue depuis 1805. Sa découverte est survenue
très tôt, avant toute tentative sérieuse d’explication microscopique de la tension de surface. Elle exprime
l’angle de contact Y que fait le bord d’un liquide à l’équilibre lorsqu’il repose sur un solide (voir Figure 2.1).
Cet angle est donné par les tensions de surface intervenant dans le problème, les tensions solide-liquide SL,
solide-vapeur, SV et liquide-vapeur LV, grâce à la formule suivante :
LV cos Y = SV   SL : (2.1)
Nous en donnerons plusieurs démonstrations et interprétations dans la suite. Cette loi est d’une très grande
importance dans beaucoup de domaines. En eﬀet, toute situation où trois phases s’interceptent est suscep-
tible de connaître des eﬀets demouillage. De nombreuses applications sont donc concernées : traitements de
surface, dépôts de liquides, drainage, pulvérisation, refroidissement par évaporation, imbibition des maté-
riaux poreux, etc., et ce pour des liquides allant de l’eau aux huiles (graisses, lubriĕants, pétrole), aux solvants
(liquides de refroidissement), aux solutions chimiques (surfactants), aux suspensions (encre, peintures)...
On se rend compte alors que le contrôle des surfaces et des liquides est extrêmement important pour déve-
lopper ces applications : on peut rendre des surfaces hydrophiles ou hydrophobes par traitement chimique
par exemple (ce que nous ferons dans les chapitres 4 et 5.
F 2.1 Angle de contact Y que fait un liquide L sur un substrat solide S .
La loi d’Young permet de décrire la forme des gouttes à l’équilibre sur un substrat. Dès lors que les trois
tensions de surface sont connues, l’angle de contact est connu. Par exemple pour de petites gouttes, pour
lesquelles seules les énergies de surface sont pertinentes (on peut ainsi négliger l’énergie gravitaire), nous
avons vu que la forme est déterminée par minimisation de la surface à volume donné : ce sont des calottes
sphériques, des portions de sphère, et dont l’angle de contact est donné par la loi d’Young. Trois situations
émergent de cette loi :
• Soit l’on peut déĕnir un angle de contact et on parle de mouillage partiel (0 < Y < 180 °). On parle
parfois de non-mouillage pour Y > 90 °.
• Soit les tensions de surface sont telles que le cosinus de l’angle ne peut pas être déĕni, et :
– Soit on est en mouillage total : « cos Y > 1 » i.e. SV > SL + LV, ce que l’on caractérise par
Y = 0. Un liquide forme en ĕn de compte un ĕlm macroscopique sur le substrat, sans ligne
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de contact. En fait, SV ne peut jamais être supérieur à SL+LV, sinon l’énergie totale pourrait
être abaissée en intercalant un ĕlm d’épaisseur macroscopique de liquide, d’énergie SL + LV.
Un tel substrat solide contient donc toujours un tel ĕlm, et les tensions de surface eﬀectives à
l’équilibre sont telles que ~SV = ~SL + LV et donc cos Y = 1 dans le cas du mouillage total.
Cette situation est souvent celle des substrats de haute énergie : les solides covalents, ioniques
ou métalliques possèdent des énergies de surface de l’ordre de 500mJm−2 [34], contrairement
aux solides moléculaires (et liquides moléculaires) qui possèdent des basses énergies de l’ordre
de 50mJm−2. L’eau sur du verre très propre peut par exemple présenter cette propriété.
– Soit « cos Y <  1 » i.e. SL > SV+LV, ce qui n’arrive jamais car on l’a vu à l’équation (1.34),
on a SL = SV + LV   ASL, où ASL est le travail d’adhésion solide-liquide, qui est toujours
positif pour des interactions longue portée attractives (c’est le cas pour les liquides simples).
Les cas de mouillage partiel avec un angle de contact très grand est en fait un cas approché de
Y  180 °, c’est le cas par exemple de l’eau sur des surfaces végétales. On appelle ces situa-
tions superhydrophobes : les petites gouttes forment des sphères sur les substrats, et roulent
littéralement dessus. Il est souvent nécessaire d’avoir des conditions de rugosité pour obtenir
ces situations superhydrophobes, en plus de conditions thermodynamiques [51], ce qui va par
exemple introduire un ĕlm d’air entre le substrat et le liquide, et favoriser la superhydrophobi-
cité.
2.1.2 Conséquences
La loi d’Young ne décrit malheureusement que des situations idéales, que l’on ne rencontre pour ainsi dire
jamais. En eﬀet, de nombreux problèmes peuvent intervenir : inhomogénéités chimiques à la surface solide,
inhomogénéités chimiques dans le liquide (avec des surfactants par exemple), rugosité du substrat, situa-
tions métastables, transitions de mouillage, ligne de contact mobile, piégeage de la ligne... ces problèmes
étant très souvent localisés à l’échelle microscopique.
Hystérésis
Une des premières conséquences de ces inhomogénités (chimiques ou géométriques) est de créer des phé-
nomènes d’hystérésis pour l’angle de contact : si la ligne de contact a relaxé dans une position, cette position
dépend d’où elle a relaxé, de son histoire. Cela a plusieurs conséquences. D’une part d’un point de vue pra-
tique, la mesure d’un angle de contact, relativement aisée comme nous le verrons par la suite, doit donc
préciser cette hystérésis. On déĕnit donc en pratique l’angle en fonction de la situation dans laquelle il a
été mesuré, et typiquement cela signiĕe qu’il faut spéciĕer si la ligne de contact était en avancée (la ligne de
contact se déplace vers les régions de solide sec), ou en reculée (la ligne de contact se déplace vers les régions
de solide mouillé), on parle donc d’angle d’avancée et d’angle de reculée. Une mesure d’angle de contact
spéciĕera donc toujours ces deux valeurs. D’autre part, cela signiĕe que l’angle d’équilibre d’Young n’aurait
de sens qu’en tant qu’angle de sélection microscopique : il dépend seulement de la valeur des tensions de
surface dans un voisinage de quelques nanomètres (l’échelle typique sur laquelle les interactions attractives
de Van der Waals sont prépondérantes) de la ligne de contact.
Une physique multi-échelles
En eﬀet, l’angle de contact n’a de sens qu’une fois l’échelle d’observation spéciĕée. Lorsque la ligne de
contact est mobile, d’autres phénomènes physiques interviennent : Ęuctuations thermiques, dissipation,
inertie, chacun agissant à une échelle donnée. La forme locale de l’interface résulte alors de l’équilibre de
ces phénomènes ainsi que des conditions aux limites aux échelles considérées. À grande échelle par exemple,
si la gravité prend le pas, l’angle de contact macroscopique d’une goutte posée sur un substrat horizontal est
nul car l’interface est plane. Ainsi, la forme d’une interface résulte d’un ensemble de conditions intégrées
sur toutes les échelles, chacune s’adaptant de sorte que les suivantes puissent exister. C’est un cas typique
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de physique multi-échelles. L’angle d’équilibre d’Young en serait la condition à la limite microscopique.
Nous reviendrons sur ce point lorsqu’il s’agira d’étudier l’angle dynamique au chapitre 5. Si nous revenons
au cas des petites gouttes à l’équilibre (suﬃsamment petites pour que les eﬀets de volume dus à la gravité
par exemple soient négligeables), l’angle de contact macroscopique résulterait ainsi d’une moyenne des
tensions de surface explorées par l’ensemble de la ligne de contact [52]. Cela explique aussi le piégeage qui
peut survenir lors du déplacement d’une ligne de contact : elle s’accroche par exemple sur des endroits où
la tension de surface liquide-solide est plus basse, générant des déformations transversales de la ligne de
contact, nécessitant alors une plus grande force pour l’en déloger.
Domaines actifs
D’autres phénomènes liés aumouillageméritent d’êtrementionnés dans ce paragraphe. D’une part, lorsque
l’on souhaite étudier expérimentalement l’équilibre des gouttes, on est obligé de partir d’une situation de
déséquilibre : une goutte est posée sur un substrat, a priori dans une position de non-équilibre, et soit on
attend qu’elle atteigne sa forme ĕnale d’équilibre, soit on la pousse artiĕciellement vers cette forme. Une
partie de l’étude du mouillage consiste donc à s’intéresser à la dynamique d’étalement des gouttes, les va-
leurs de l’angle de contact dépendent de la vitesse à laquelle la ligne de contact se déplace. Cela amène
ainsi à s’intéresser à l’angle de contact dynamique (et la physique multi-échelles qui va avec), au couplage
hydrodynamique dans le coin de liquide, à la dissipation dans ce coin, etc. Nous aborderons certains de
ces concepts au chapitre 5. D’autre part, l’étude de la tension de surface dans le chapitre précédent, nous
a permis d’évoquer la dépendance en température des tensions de surface. Cette dépendance, qui ne sera
toutefois pas abordée, peut alors mener à des transitions de mouillage entre un état de mouillage partiel et
un état de mouillage total.
Les études de la dynamique de la ligne de contact, de l’hystérésis, et des transitions de mouillage sont
depuis les trente dernières années les trois principaux champs actifs d’étude du mouillage. Dernièrement,
d’autres points d’intérêt en vogue sont venus se greﬀer à l’étude du mouillage, avec le comportement des
Ęuides complexes, le texturage microscopique des surfaces (que ce soit pour le désordre ou pour le contrôle
des motifs), l’évaporation à la ligne de contact, les instabilités et comportements critiques de la forme de la
ligne de contact, ou encore l’électromouillage.
2.1.3 Démonstration thermodynamique
La loi d’Young repose sur un fondement immuable : la minimisation de l’énergie. Pourtant, au ĕl du temps,
elle a reposé sur de nombreuses démonstrations aux statuts diﬀérents. En eﬀet, la démonstration initiale
d’Young est une démonstration qualitative en terme de forces : la construction d’Young est un bilan de
forces sur une ligne dont la somme n’est pas nulle, il s’agit en fait plus d’une interprétation pratique et assez
proche de la réalité, nous reviendrons amplement sur ce point. Ensuite, il existe des démonstrations qui
minimisent l’énergie globale d’un système : on peut démontrer la loi d’Young enminimisant l’énergie d’une
calotte sphérique de volume constant, en faisant varier son angle de contact, et on retrouve l’angle d’Young
(voir sous-section 3.1.1). Jusqu’ici, il n’existait pas de démonstration locale satisfaisante en terme de forces,
bien que l’interprétation de Berry en 1971 [32] soit juste comme nous le verrons. Or, l’angle d’Young est une
condition aux limites à la ligne de contact du proĕl de l’interface, il doit donc résulter d’arguments locaux,
à l’échelle au moins mésoscopique. Il s’agit ici de donner deux démonstrations thermodynamiques locales
de cette loi qui ne posent pas (trop) d’ambiguïté. À la suite de ces démonstrations, nous ferons un détour
important pour déterminer par le même type d’argument quelle est la résultante d’origine capillaire exercée
par un liquide sur un solide.
La loi dʼYoung par minimisation de lʼénergie libre
Cette première démonstration est tirée d’un article récent de Snoeijer et al. [46]. Considérons un ĕlm liquide
invariant selon y (bidimensionnel), de hauteur h(x) reposant sur un substrat solide en h = 0. La densité
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d’énergie libre par unité de longueur selon y s’écrit :
F [h] =
Z b
a
dx mouillé +
Z a
 1
dx sec +
Z 1
b
dx sec ;
=
Z b
a
dx (h; h0) + const ; (2.2)
avec
 (h; h0) = LV
p
1 + h02 + SL   SV : (2.3)
Le facteur
p
1 + h02 vient de l’élément diﬀérentiel permettant d’exprimer la surface de l’interface liquide-
vapeur. Pour minimiser l’énergie à volume ĕxé, on introduit un multiplicateur de Lagrange , et on consi-
dère les variations de F = F    R h(x) dx,
F = F [h+ h] F [h] ;
=  (b)b   (a)a+ @ 
@h0
hjba +
Z b
a
dx

@ 
@h
  d
dx
@ 
@h0
  

h : (2.4)
On obtient des termes en volume (l’intégrale) et des termes de bord en a and b qui correspondent au
mouvement de la ligne de contact. Ils proviennent de l’absence de force extérieure maintenant la position
de la ligne de contact pendant la transformation.
À l’équilibre,F estminimal donc la variation F = 0 est nulle pour n’importe quel h(x) inĕnitésimal.
L’annulation des termes volumiques de l’intégrale donne l’équation d’Euler-Lagrange suivante :
  F
h
=
@ 
@h
  d
dx
@ 
@h0
=  ; (2.5)
 correspond comme précédemment déĕni à la sous-section 1.4.4 au potentiel intermoléculaire attractif
sur l’interface liquide-vapeur, et il correspond donc ici à la dérivée fonctionnelle de l’énergie libre F [h] par
unité de longueur par rapport à la fonction qui déĕnit la surface de l’interface h(x). Comme précédemment
à la section 1.4, il est constant à l’équilibre sur l’interface, et est donné par la valeur du multiplicateur de
Lagrange, donc par le volume ĕxé du liquide. En remplaçant par l’expression de  (h; h0) à l’équation (2.3),
on retrouve alors la pression de Laplace :
 =  LV(x) =  ; (2.6)
où(x) = h00/(1+h02)3/2 est la courbure de l’interface enh(x). La courbure du liquide est alors constante,
et est déterminée par le volume initial du liquide.
De manière analogue à l’Hamiltonien de la mécanique classique, cette équation diﬀérentielle possède
une intégrale première :
G =    h0 @ 
@h0
  h ; (2.7)
qui est conservée le long de la surface libre. Or G représente la composante horizontale de la force s’exerçant
par la partie du liquide d’abscisse supérieure à x, sur la partie du liquide entre la ligne de contact en a et x.
En eﬀet, la force attractive horizontale par unité de longueur selon y exercée par l’ensemble du liquide sur
une portion de taille dx et de hauteur h est dfx =  dxh(x) d/dx. La force totale exercée sur la portion
entre a et x s’écrit donc en intégrant par parties :
fx =  
Z x
a
h d = h(a)(a)  h(x)(x) +
Z x
a
h0(x) dx = G(x) ; (2.8)
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ce qui vaut en eﬀet bien G par construction. La force totale attractive exercée par le liquide sur une portion
de coin est donc constante et vaut G.
Pour clore le problème, nous devons déterminer la valeur de G à partir des conditions à la ligne de
contact x = a; b. La variation a n’est pas indépendante de h(a). En eﬀet, par développement de Taylor,
on a la relation h(a) =  h0(a)a qui contraint le fait que la ligne de contact reste déterminée par h = 0
(d’où le signe négatif, si la ligne de contact se déplace de a > 0, la hauteur de l’interface doit baisser de h).
Comme la contribution à la variation de l’énergie libre provenant des variations de la position de la ligne de
contact doit s’annuler indépendamment pour tout a et b dans l’équation (2.4), on obtient les conditions
aux limites du problème :
   
h0
+
@ 
@h0
= 0 en x = a; b : (2.9)
On voit que ces conditions s’écrivent simplement G = 0, ce qui donne :
G = LVp
1 + h02
  (SV   SL)  h = 0 : (2.10)
À la ligne de contact en x = a ou b, on a h = 0, et l’angle de contact d’équilibre Y intervient comme
condition sur la pente du proĕl : h0 = tan Y , ce qui simpliĕe 1/
p
1 + tan2  = cos . On retrouve alors
bien la loi d’Young (2.1) :
LV cos Y   (SV   SL) = 0 : (2.11)
La loi dʼYoung par stationnarité de lʼénergie
Cette démonstration est implicite dans un article de Shuttleworth en 1950 sur la déĕnition de l’énergie de
surface des solides [20] et est explicitée notamment par de Gennes dans sa revue sur le mouillage de 1985
[33]. À l’équilibre, lorsque l’on déplace un coin de liquide horizontalement, la situation est exactement
identique. Le travail des forces qui agissent autour de la ligne de contact doit donc être nul, l’énergie est
stationnaire. Pour un tel changement, le volume est inchangé donc l’énergie due à la pression ne change pas,
la géométrie du coin est inchangée, donc l’énergie due à la ligne de contact ne varie pas (énergie contenue
à l’intérieur du cercle en pointillés sur la Figure 2.2), seules les surfaces de contact sont modiĕées, donc
seules les énergies de surface sont à prendre en compte. Si la ligne de contact, à l’angle Y et possédant une
longueurW , se déplace de dx vers le liquide (voir Figure 2.2), alors la surface solide-vapeur augmente de
Wdx, la surface solide-liquide de  Wdx, et la surface liquide-vapeur de  W cos Y dx. La condition de
stationnarité de l’énergie s’écrit alors :
SV   SL   LV cos Y = 0 ; (2.12)
ce qui constitue bien la loi d’Young (2.1).
Force sur un solide par les travaux virtuels
De la même façon, nous pouvons aussi déterminer la résultante qu’exerce un liquide sur un solide au voi-
sinage de la ligne de contact. C’est grâce à cette force notamment que l’on peut déterminer expérimentale-
ment les tensions de surface liquide-vapeur, enmesurant la force nécessaire pour tirer une plaque d’un bain
de liquide. Imaginons de la même façon que précédemment un déplacement dl vertical de la plaque (voir
Figure 2.3, dl > 0 est vers la haut par exemple). La surface liquide-vapeur est inchangée, donc l’énergie
correspondante aussi. Toutefois, le déplacement a fait baisser la surface solide-liquide deW dl, oùW est
le périmètre de la plaque, et augmenter la surface solide-vapeur d’autant. En d’autre mots, une partie de
surface mouillée est échangée par de la surface sèche. L’énergie a donc augmenté de (SV   SL)W dl.
Cette énergie est fournie par le travail de l’opérateur, qui exerce une force Fop verticale sur la plaque pour
la soulever. Le travail fourni est donc Fop dl, et doit être égal à l’énergie récupérée par le système :
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F 2.2 Translation d’un coin de liquide d’angle Y , déĕni loin de la ligne de contact (la forme de
l’interface proche de la ligne de contact est volontairement déformée), hors du cercle en pointillés. Le coin
de liquide est poussé d’une longueur inĕnitésimale dx vers le liquide. Par unité de longueur transverse, les
surfaces solide-vapeur et solide-liquide sont donc augmentées respectivement de+dx et dx. La surface
liquide-vapeur est quant à elle diminuée de cos Y dx. L’énergie totale est invariante, ce qui nous mène à
la loi d’Young (2.1).
Fop = (SV   SL)W ; (2.13)
= LV cos YW ; (2.14)
en utilisant pour la dernière égalité la loi d’Young (2.1), ce qui permet en eﬀet d’utiliser la mesure de cette
force pourmesurer les tensions de surface liquide-vapeur. Cette force est donc égale à l’opposé de l’ensemble
des forces qui s’appliquent à la plaque. La force verticale due à la pression d’Archimède dans le bas de la
plaque peut être annulée si le bas de la plaque est aligné avec l’interface du bain loin de la ligne de contact,
ce qui le met à une pression égale à celle qui s’applique sur le haut de la plaque dans la phase vapeur. La
force résultante verticale d’origine capillaire exercée par le liquide sur le solide possède donc la même am-
plitude que la force exercée par l’opérateur qui tire vers le haut, mais elle est orientée vers le bas : dans le
cas représenté (cas mouillant) elle tire la plaque dans le liquide. Il est donc nécessaire d’avoir un opérateur
qui la retient, sinon elle ne serait pas à l’équilibre.
2.1.4 Problématiques
Un passé mouvementé
En dépit (ou à cause) de l’importance de la loi d’Young en termes d’applications, nous les avons mention-
nées, elle a été régulièrement remise en cause tout au long du XXème siècle. On peut retrouver notamment
dans un article de Johnson en 1959 [16] une mention d’un colloque mouvementé en 1957 à ce propos. Par
la suite dans les années 1970, de nombreux articles tentent une dérivationmicroscopique de la loi d’Young à
partir de la physique statistique : Miller et Ruckenstein en 1974 [53, 54], Jameson et del Cerro en 1976 [55],
chacun trouvant des résultats diﬀérents de la loi d’Young. Seuls Berry en 1974 [56] et White en 1977 [57]
obtiennent des comportements compatibles avec la loi d’Young. White a notamment fait une dérivation en
prenant en compte la pression de disjonction. Un article de revue deNavascùes en 1979 fait ainsi le point sur
la controverse [17]. Plus tard, Merchant et Keller en 1992 discutent les diﬀérents modèles cités plus haut, et
retrouvent eux aussi la loi d’Young au niveaumicroscopique, dans un formalisme non-local très proche que
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F 2.3 Translation dl
d’une plaque plongée dans un
bain. Lors de la translation, la
surface mouillée de la plaque
est remplacée par de la surface
sèche. Le travail de l’opérateur
est égal à l’énergie gagnée
par le système, ce qui nous
permet d’exprimer la force
Fop = LV cos Y (2.13) par
unité de longueur de ligne de
contact.
celui que nous avons développé au premier chapitre [45]. Puis Hocking en 1993 pointe du doigt le problème
de la démonstration avec la pression de disjonction dont la déĕnition n’est plus valide à l’approche de la
ligne de contact [58], mais ne retrouve pas la loi d’Young. Dans la dernière décennie, un article de Roura et
al. en 2004 [59] met en avant les nombreux problèmes des dérivations classiques de la loi d’Young et tente
une démonstration thermodynamique locale de cette loi, bien qu’à mon sens elle soit équivalente à celle de
De Gennes. On peut aussi retrouver de nombreux articles de Finn qui remettent encore vivement en cause
cette loi ces dernières années [60, 61, 62].
Une représentation locale ou globale ?
La démonstration généralement admise provient de bilans globaux. Or nous l’avons vu, l’angle d’Young
représente une condition aux limites du proĕl de l’interface, c’est donc une condition locale, au niveau de la
ligne de contact. Elle ne doit donc pas dépendre du reste de l’interface, alors que tous les arguments thermo-
dynamiques reposent sur un bilan global. Cela pose donc des problèmes d’un point de vue expérimental,
révélés notamment par Gao et McCarthy en 2007 dans un article intitulé “How Wenzel and Cassie were
wrong” [52] : lorsque les substrats sont inhomogènes, c’est-à-dire lorsque les tensions de surface dépendent
de la position sur le substrat, comment est déterminé l’angle de contact ? Wenzel [63] puis Cassie en 1944
[64, 65] ont proposé que la moyenne des tensions de surface sous la goutte détermine l’angle de contact.
Cette image est cohérente avec celle d’un bilan thermodynamique global, ce qui ne semble ĕnalement pas
être le cas expérimentalement. C’est ainsi que l’on retrouve une littérature fournie dans les années 1970
à ce propos. Il y a alors de nombreuses tentatives de dérivations à l’échelle microscopique, à partir de la
physique statistique, par Berry [56], Miller et Ruckenstein [53], Jameson et del Cerro [55] ou encoreWhite
[57], dont assez peu ĕnalement retrouvent la loi d’Young. De la même façon mais d’un autre point de vue,
cela a justiĕé la tentative de dérivation thermodynamique locale de Roura et al. en 2004 [59]. La condi-
tion de sélection thermodynamique à l’échelle locale a été ĕnalement mise en évidence par les arguments
thermodynamiques présentés plus hauts à la sous-section 2.1.3 par Snoeijer et al. en 2008 [46].
Il semble donc qu’il y ait, encore aujourd’hui donc, une partiemanquante et cruciale dans la démonstra-
tion de la loi d’Young : la démonstration en termes de forces. Or, cette démonstration s’est depuis toujours
reposée sur une représentation, présente tant dans les manuels scolaires que dans de nombreux articles de
recherche, qui provient de l’interprétation mécanique des équations thermodynamiques que nous avons
présentées plus haut et qui a représenté l’argument d’Young en 1805. Cela n’empêche pas de valoriser le
tour de force de cet homme à l’époque, d’une part pour avoir avancé le premier que l’angle de contact dé-
pend du substrat, et d’autre part pour avoir proposé la loi, alors que la théorie de la capillarité n’était que
balbutiante. Cette interprétation présente de nombreux problèmes conceptuels que nous allons voir tout de
suite.
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Interprétation mécanique de la loi dʼYoung
La loi d’Young est interprétée généralement en invoquant les forces capillaires aux interfaces. Les forces
capillaires qui interviennent dans le problème sont les tensions solide-liquide SL, solide-vapeur, SV et
liquide-vapeur LV, et tirent respectivement sur leurs interfaces. Nous sommes donc amenés à considérer
comme l’a fait Young dans son article original [6] ce qu’il se passe autour de la ligne de contact (voir Fi-
gure 2.4) : chaque force de tension de surface tire sur son interface à la ligne de contact. L’équilibre horizontal
de ces forces nous donne en eﬀet la loi d’Young (2.1) : SL + LV cos Y = SV.
F 2.4 Interprétation classique de la
loi d’Young : les forces de tensions de sur-
face tirent sur chaque interface à la ligne
de contact. L’équilibre horizontal de ces
forces nous redonne la loi d’Young (2.1).
Mais pourquoi n’y -a-t-il pas d’équilibre dans
la direction verticale ? Et sur quel système
s’appliquent ces forces ? La « ligne de contact »
est-elle un système matériel ?
Cette interprétation pose deux problèmes majeurs. Tout d’abord, il est délicat de réaliser un bilan de
forces sur une ligne, car ce n’est pas un système matériel. Ensuite, cette construction n’est pas à l’équilibre,
car il reste une composante verticale LV sin Y qui tire sur la ligne vers le haut, elle ne devrait donc pas être
à l’équilibre telle quelle.
Pourquoi la représentation en terme de forces est-elle importante ?
Les représentations invoquées par cette interprétation mécanique sont donc très souvent sources de confu-
sion. Les questions embarrassantes provoquées par cette représentation sont multiples, et sont souvent po-
sées par les étudiants : pourquoi n’y -a-t-il pas d’équilibre dans la direction verticale ? Sur quel système
s’appliquent ces forces ? La « ligne de contact » est-elle un système matériel ? Pourquoi les forces tirent-elles
sur la ligne alors qu’elle sont déĕnies le long des interfaces ? Enĕn, c’est probablement tout aussi grave d’un
point de vue pédagogique, il est dérangeant d’avoir à réaliser un bilan des forces sur un système non maté-
riel, la ligne de contact. La représentation notamment proposée par De Gennes pour éviter cet embarrassant
bilan, qui propose un système autour de la ligne de contact ne résout pas non plus le problème de la com-
posante verticale, et n’apporte pas d’explication très claire à ce sujet : « La projection des forces capillaires
sur la verticale est équilibrée par une force élastique de réaction du solide. » [48]. Or ces forces verticales
ne peuvent pas être déterminées par les arguments thermodynamiques vus plus haut. En eﬀet, que ce soit
dans la démonstration thermodynamique parminimisation ou par stationnarité, dans un cas nous excluons
l’énergie libre du solide du raisonnement, dans l’autre les forces exercées par le solide sur le liquide ne tra-
vaillent pas. Donc le problème reste entier : quelle est la force exercée par le solide sur le liquide, pourquoi
est-elle exactement égale à LV sin Y ? Il n’y a aujourd’hui aucun modèle qui permette de retrouver cette
expression.
Ensuite, la question de la force exercée par les liquides sur les solides au voisinage de la ligne de contact
est une question en tous points connexe à celle de la construction d’Young en termes de forces.
Interprétation mécanique de la force sur un solide
La force que doit exercer un opérateur pour tirer une plaque hors d’un bain a été énoncée à l’équation (2.14)
à partir d’un bilan thermodynamique :
Fop
W
= LV cos Y : (2.15)
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On peut interpréter cette force verticale en tant qu’une force exercée par le liquide sur le solide au voisinage
de la ligne de contact, et tirant selon l’interface liquide-vapeur. En eﬀet, l’angle de contact à la ligne de
contact sur le solide est bien l’angle d’Young Y (voir Figure 2.4). Par symétrie, la force totale est égale aux
composantes verticales de ces forces de tension de surface liquide-vapeur (les composantes horizontales
s’annulent), et est donc bien proportionnelle à la longueurW du contour et au cosinus de l’angle d’Young.
On obtient bien par cette construction la même forceW LV cos Y obtenue à (2.14).
F 2.5 Interprétation de la force exercée par le li-
quide sur le solide : le liquide tire selon son interface avec
la tension de surface liquide-vapeur LV. La force totale est
donc verticale par symétrie et vaut LV cos Y par unité de
longueur du contour. Pourquoi ne dessinons-nous qu’une
seule force alors que l’interprétation de la loi d’Young
en nécessite trois ? Pourquoi seule la tension de surface
liquide-vapeur intervient-elle pour exprimer la force sur
le solide ?
Or cette interprétation pose elle aussi plusieurs problèmes. Tout d’abord, l’argument thermodynamique
ne permet pas de déterminer où agissent exactement les forces, mais seulement leur résultante. Par des ar-
guments de symétrie, on peut supposer qu’elles se situent en eﬀet soit au niveau de la ligne de contact, soit
éventuellement aux endroits où le solide est courbé. De plus, nous n’avons pas accès à toutes les compo-
santes des forces, puisque les composantes perpendiculaires au déplacement de l’opérateur ne travaillent
pas. Enĕn, pourquoi seule la tension de surface liquide-vapeur LV intervient-elle dans cette expression
alors que l’on cherche à exprimer la force exercée par le liquide sur le solide ? Cette expression est pourtant
indépendante du solide. Pourquoi ne ferait-on pas intervenir les trois tensions de surface comme pour la
construction d’Young ? Et, ĕnalement, que devient ce raisonnement dans le cas du mouillage total pour
lequel LV > SV   SL ? En eﬀet, dans ce cas, la force est-elle SV   SL, ou LV ?
Pour expliciter la force exercée par le liquide sur le solide, de nombreux auteurs utilisent la construction
d’Young, en argumentant que la force exercée par le liquide sur le solide est l’opposée de la force exercée
par le solide sur le liquide, qui est la force manquante dans cette construction. C’est l’erreur de Finn dans
ses nombreux articles à ce sujet [60, 61, 62]. En eﬀet, la loi d’Young explicite l’équilibre du liquide, et non
pas la force exercée par le liquide sur le solide. Or, si l’on fait cette confusion, on nie l’existence d’une force
tangentielle du liquide sur le solide au voisinage de la ligne de contact. D’autre part, la force exercée par le
solide sur le coin n’est pas l’opposée de la force exercée par tout l’ensemble du liquide sur le solide, car ce ne
sont pas les mêmes systèmes, on ne peut donc pas appliquer le troisième principe de Newton de l’action et
de la réaction. La question sous-jacente est donc bien la suivante : pourquoi ne dessine-t-on qu’une seule
force dans la construction de la Figure 2.5, alors que l’on en dessine trois pour Young ?
Enĕn, cette force est utilisée très largement pour mesurer des tensions de surface, par la méthode de
Wilhelmy [66] et de Du Nouy [67] que nous expliciterons dans la suite. Les tensions de surface sont donc
généralement calibrées par desmesures de forces, et non desmesures thermodynamiques. Or nous avons vu
au premier chapitre qu’il pouvait y avoir des diﬀérences entre ces deux concepts pour la tension de surface
des solides, qui interviennent pourtant dans la loi d’Young. Dans quel cadre exactement la loi d’Young
reste-t-elle alors juste ? Dans un modèle auto-cohérent avec les mesures expérimentales, il est clair que la
loi d’Young devrait être démontrée par les forces.
Problèmes expérimentaux
La loi d’Young a toujours posé de nombreux problèmes expérimentaux . En eﬀet, c’est la diﬀérence entre
les tensions de surface qui détermine l’angle de contact, ce qui fait que la précision des mesures doit être
très bonne pour pouvoir vériĕer avec une précision suﬃsante la loi. De plus, c’est une loi en cosinus qui
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doit être vériĕée, donc il s’agit soit d’avoir une grande gamme d’angles de contact en changeant les liquides,
soit une grande précision sur la mesure de l’angle de contact pour pouvoir diﬀérencier la loi suivie. La loi à
vériĕer est la suivante :
Y = cos 1

SV   SL
LV

: (2.16)
Donc, si nous avons une précision de  identique sur les trois mesures des tensions de surface, alors,
l’indétermination de l’angle est donnée par, lorsque la propagation des erreurs est aléatoire [68] :
Y
Y
=

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
pour Y  1 : (2.19)
Lorsque l’angle est petit, le facteurmultiplicatif
p
3/2Y est de l’ordre de 1 pour Y = 31/4 = 1;3 rad  75 °
(le terme suivant du développement qui vaut 2Y /10
p
3 représente alors exactement 10% du terme d’ordre
0, le calcul est donc encore suﬃsamment valide), ce qui est un angle très grand. En dessous de cet angle,
l’incertitude sur la détermination de l’angle d’Young diverge. Notamment autour de petits angles d’équilibre
de l’ordre de 10 ° = 0;17 rad, une erreur de 5% sur les tensions de surface se résume en une indétermination
de 300% de l’angle d’Young ! De plus, la loi (2.18) diverge lorsque Y ! 180 ° (le coeﬃcientminimumdans
cette loi est atteint pour Y  110 ° et vaut 0;8 entre Y /Y et /LV).
De plus, la loi d’Young est souvent amendée pour prendre des tensions de surface eﬀectives [34, 33]. En
eﬀet, des phénomènes d’adsorption sont souvent présents, et la loi d’Young est modiĕée par des tensions de
surface eﬀectives, prenant en compte ces eﬀets, dont les eﬀets thermodynamiques sont assez bien compris
[voir la remarque à ce propos autour de l’équation (1.11)]. Pourquoi la loi d’Young reste-t-elle valide dans
ce cadre ?
Pour ĕnir, il y a eu assez peu de vériĕcations expérimentales dans la littérature de la loi d’Young, bien
que son utilisation soit plus que généralisée. On peut l’expliquer par le fait que d’une part elle représente
une situation idéale qu’il est peu aisé d’atteindre expérimentalement (avec les problèmes d’hystérésis par
exemple), et d’autre part les mesures indépendantes des tensions de surface solide-liquide SL et solide-
vapeur SV sont particulièrement diﬃciles, d’autant plus que c’est leur diﬀérence SL   SV qui est utile
dans la loi d’Young.
Vériﬁcations expérimentales de la loi dʼYoung dans la littérature
On peut citer plusieurs tentatives intéressantes. La première est celle de Chaudhury et Whitesides en 1991
[69] : par une méthode astucieuse, ils ont réussi à mesurer les tensions de surface solide-liquide pour des
solides élastiques (du PDMS dans leur cas, nous reviendrons sur ce qu’est le PDMS au chapitre 4). En
étudiant la déformation du PDMS sous diﬀérentes charges, et dans diﬀérents liquides (un mélange eau-
méthanol), ils en déduisent le travail d’adhésion et donc les tensions de surface solide-liquide d’après le
modèle conçu par Johnson, Kendall et Roberts en 1971 (le modèle JKR) [70]. La comparaison avec les
mesures indépendantes d’angle de contact et des tensions de surface des liquides est représentée sur la
Figure 2.6.
Ensuite, il y eu d’autres tentatives historiques pour vériĕer la loi d’Young. La diﬃculté étant toujours de
mesurer les tensions de surface avec le solide. Anita Bailey en 1967 a mesuré des tensions de surface avec
le mica en le faisant se cliver soit dans une phase vapeur soit dans une phase liquide [71]. La mesure de la
force et de la distance séparant les deux points de tirage des parties clivées permet d’en déduire le travail
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F 2.6 Angle de contact mesuré en fonction de l’angle d’Young donné par la mesure indépendante
des tensions de surface : Y = cos 1[(SL SV)/LV]. Ces points sont obtenus pour diﬀérents mélanges
eau-méthanol sur du PDMS. Les angles d’avancée (points blancs) et de reculée (points noirs) sont repré-
sentés. La ligne noire en pointillés représente la courbe théorique exp = Y . La zone grise représente
l’indétermination de l’angle d’Young en ayant 5% sur les tensions de surface (de l’ordre de 1mNm−1 sur
les tensions de surface solide-liquide et solide-vapeur). Ces résultats expérimentaux sont ceux de Chaud-
hury et Whitesides publiés en 1991 [69].
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nécessaire au clivage, et donc à la création de surface solide-vapeur ou solide-liquide si le clivage se fait
dans une phase liquide. Ce problème a été décrit pour la première fois par Obreimoﬀ en 1930 [72], et est
utilisé de nos jours pour déterminer les énergies de fracture. Les mesures ont été réalisées pour l’eau et pour
l’hexane sur le mica, ces deux liquides mouillant complètement le mica. Pour ces deux liquides, polaire et
non-polaire, la relation en mouillage total LV = SV   SL a bien été vériĕée dans les déviations standard
de l’expérience, de l’ordre de 2%, ce qui est une prouesse expérimentale, car c’est bien la diﬀérence entre
les tensions de surface du solide qui est importante, chacune étant individuellement mesurée de l’ordre de
200 Jm−2.
Enĕn, Fox et Zisman ont réalisé des mesures systématiques de mouillage sur du PTFE (polytetraĘuo-
roethylène) en 1950 [34], reprises par exemple dans la revue de Bonn et al. [73]. Cela leur a permis d’aﬃrmer
que la diﬀérence SV   SL est une propriété du solide, indépendante du liquide. Ils ont en eﬀet examiné le
mouillage des chaînes carbonées de type alcanes, alky-ethers, alkyl-benzène (sur d’assez faibles amplitudes
d’angles de contact) sur le PTFE, et montrent que LV cos  est relativement constant, et vaut entre 18 et
20 Jm−2. Ce n’est donc pas, encore une fois, en soi une vériĕcation littérale de la loi d’Young. Bonn a fait de
même avec des surfactants en solution aqueuse pour avoir une amplitude plus grande sur l’angle de contact.
Les données sont reprises sur la Figure 2.7, et en eﬀet, on observe que 1/ cos Y est une fonction linéaire
de LV, dont la pente vaudrait 1/(SV   SL), et dont l’ajustement linéaire passe bien par zéro. La conjec-
ture semble donc vériĕée, ainsi que la loi d’Young, mais les données manquent. Il serait probablement plus
prudent d’en conclure que SL n’a que peu d’inĘuence dans les systèmes expérimentaux sur lesquels cela
a été vériĕé, car cela n’est déĕnitivement pas le cas pour l’expérience de Chaudhury et Whitesides, qui ont
pu faire varier SL à solide constant de 5 à 40 Jm−2 en modiĕant le liquide continûment.
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F 2.7 Inverse du cosinus de l’angle de contact 1/ cos exp en fonction de la tension de surface du
liquide LV, pour des solutions aqueuses d’un surfactant cationique sur des surfaces de diphenyl-benzène.
La pente de la droite donne SV   SV = 24 1mJm−2, ce qui est cohérent avec la saturation à la limite
mouillante pour cos exp = 1 en LV  25mJm−2, autrement dit, l’ajustement par une droite passe bien
par l’origine aux incertitudes expérimentales près (de l’ordre de 1mJm−2). Ces résultats expérimentaux
sont ceux de Bonn parus dans [73].
Vériﬁcations en dynamique moléculaire
Nous avons vu au premier chapitre (sous-section 1.2.2) comment réaliser des simulations de dynamique
moléculaire des interfaces liquide-vapeur et liquide-solide. On prépare un système dans lequel on a deux
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types de molécules, liquide ou solide, qui interagissent selon un potentiel de Lennard-Jones (1.29), avec
deux amplitudes LL et LS , selon que l’on considère les interactions liquide-liquide ou liquide-solide. Les
molécules de solide possèdent des positions ĕxes sur un réseau cristallin, alors que les molécules de li-
quide sont libres d’évoluer en fonction des interactions avec les molécules voisines. Pour un tel système,
nous avons pu observer les structures des interfaces de la phase liquide qui se forme spontanément, avec
la vapeur et avec le solide. Nous avons pu mesurer les contraintes normales et tangentielles dans le liquide,
et ainsi mesurer les tensions de surface. En fonction du rapport des interactions LS/LL, nous pouvons
changer la mouillabilité. En eﬀet, si les interactions liquide-solide sont faibles, alors le liquide mouille peu
le solide, il préfère interagir avec des molécules de liquide qu’avec des molécules de solide. Au contraire,
si les interactions liquide-solide sont fortes, alors le liquide est plus mouillant sur ce solide. Pour mesurer
l’angle de contact d’équilibre, on doit faire une mesure des tensions de surface du système. Nous avons vu
que la tension de surface liquide-vapeur LV est la contrainte d’excès à l’interface liquide-vapeur :
LV =
Z
L!V
(pN   pT )dz : (2.20)
De la même façon, d’après les ĕgures 1.12 et 1.14 sans prendre en compte les contraintes internes au solide,
la contrainte d’excès à l’interface solide-liquide est donnée par :
SV   SL =
Z
S!L
(pN   pT )dz : (2.21)
Ainsi, l’angle d’Young est donné par le rapport des ces intégrales :
cos MDY =
R
S!L(pN   pT )dzR
L!V(pN   pT )dz
: (2.22)
Sur la Figure 2.8(a) est représentée pN pT pour une couche épaisse de liquide, où on peut donc apercevoir
la traversée des deux interfaces. L’intégration de cette courbe est représentée sur la Figure 2.8(b). Le rapport
des sauts de cette intégrale donne donc le cosinus de l’angle d’Young, et donc l’angle d’Young. Nous verrons
au chapitre 3 que cette mesure est cohérente avec l’angle microscopique que fait une goutte de liquide à la
ligne de contact.
Pour diﬀérents rapports LS/LL, on mesure alors diﬀérents angles d’Young, rappelés sur la Table 2.1.
Sur cette table, nous avons aussi rappelé un autre résultat intéressant. En eﬀet, dans le modèle de DFT
simpliĕé développé au premier chapitre, le rapport des amplitudes des interactions de Van der Waals est
relié à l’angle d’Young par l’équation suivante, d’après les équations (1.74) et (1.76) :
cSL
cLL
=
1 + cos DFTY
2
; (2.23)
c’est-à-dire :
cos DFTY = 2
cSL
cLL
  1 : (2.24)
Ainsi, si l’on souhaite comparer le modèle de DFT simpliĕée aux simulations de dynamique moléculaire,
alors on doit comparer à interaction attractive constante, c’est-à-dire que les rapports LS/LL et cLS/cLL
doivent être égaux. On peut alors comparer les angles d’Young obtenus par les deux modèles, ce qui est
rappelé sur la même table. On observe alors des résultats très diﬀérents. L’enseignement est le suivant :
le phénomène de stratiĕcation non pris en compte dans la DFT simpliĕée a une grande importance sur
l’interaction eﬀective entre le liquide et le solide. De plus, on observe qu’en eﬀet la stratiĕcation résulte
en une moins grande interaction, car les angles en dynamique moléculaire sont plus grands qu’en DFT
simpliĕée, cet eﬀet ayant tendance à s’atténuer lorsque l’attraction par le solide devient plus forte. Quelle
est alors l’inĘuence de la stratiĕcation sur la loi d’Young ? Lemodèle de DFT simpliĕée peut-il mener à cette
loi ?
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F 2.8 (a) Contraintes d’excès dans une couche de liquide en fonction de la distance aux interfaces
en simulations de dynamique moléculaire. L’interface liquide-vapeur est située approximativement en
z = 26 et l’interface liquide-solide en z = 69. Le zoom sur chacune des interfaces a été représenté
aux ĕgures 1.10(c) et 1.13(c). (b) Intégration de la contrainte d’excès. Le premier saut correspond à LV
et le deuxième à SV   SL. Le rapport des deux donne le cosinus de l’angle d’Young. Ici , on trouve donc
d’après l’équation (2.22) : Y = 130 1 °, en ayant pris pour cette simulation LS/LL = 0;33.
LS/LL 
MD
Y (°) 
DFT
Y (°)
0;33 130 1; 0 109
0;40 117 1; 2 102
0;47 106 1; 3 94
0;53 95 1; 8 86
0;60 84 1; 5 78
0;67 74 1; 8 71
T2.1 Valeurs d’angles d’Youngpour diﬀérentes interactions liquide-solide, calculées en dynamique
moléculaire, d’après laméthode décrite sur la Figure 2.8, ou par le formalisme de laDFT simpliĕée, d’après
l’équation (2.24). La diﬀérence met en lumière l’inĘuence du phénomène de stratiĕcation.
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Perspectives
En résumé, ces nombreuses interrogations sur la loi d’Young ont trouvé leurs échos régulièrement dans la
littérature. L’interprétation mécanique de la loi d’Young a posé de nombreux problèmes et en pose encore
aujourd’hui. Nous pouvons alors converger vers la question centrale : il n’y a pas à ce jour de démonstration
quantitative satisfaisante en termes de forces de la loi d’Young. On peut retrouver en 1971 une interprétation
microscopique cohérente par Sir Michael V. Berry dans un article peu connu [32]. C’est cette interprétation
que nous allons rendre quantitative par la suite grâce aumodèle développé au premier chapitre. Nous allons
nous concentrer sur son interprétation microscopique, et sur les points qui font encore débat.
En eﬀet, nous l’avons vu, les tensions de surface sont généralement mesurées par des techniques de me-
sures de forces, Young doit donc être valide dans une interprétation en termes de forces. Or, dès qu’il s’agit
d’exprimer les forces, nous sommes confrontés à des problèmes de déĕnitions et à des problèmes d’échelle.
En eﬀet, dans le cas des solides nous avons aussi vu qu’il existe une diﬀérence entre énergie et contrainte de
surface [20, 21]. Et, à l’échelle atomique, l’eﬀet de la présence d’une interface avec un solide est complexe.
Quels rôles sur les forces et les énergies possèdent les eﬀets de stratiĕcation de densité, dans les quelques
couches moléculaires à l’approche du solide ? Nous avons vu ci-dessus qu’il y a en eﬀet une diﬀérence qua-
litative entre les mesures de dynamique moléculaire, et le modèle de DFT développé au premier chapitre.
Cela a-t-il un eﬀet sur la loi d’Young ? Cette question va nous permettre de revenir sur une autre question
primordiale pour délibérer sur les eﬀets de localisation de la sélection de l’angle de contact : à quelle échelle
se fait la sélection ?
Pour apporter des réponses à ces questionnements, il y a donc deux approches. La première est expé-
rimentale. Dans la littérature, nous l’avons vu, il y a eu peu de vériĕcations de cette loi, il s’agit donc de
présenter dans la section suivante quelques rapides résultats expérimentaux qui permettent de la valider
encore un peu plus (section 2.2). La deuxième approche est théorique. Comme pour le premier chapitre,
nous allons commencer par présenter une interprétation microscopique cohérente (section 2.3), basée sur
des raisonnements géométriques que le modèle simpliĕé de DFT développé précédemment nous permet-
tra de justiĕer dans la suite du chapitre (section 2.4 et section 2.5). Nous serons ensuite amenés dans les
prochains chapitres à générer des formes d’interface par simulations numériques, nous examinerons donc
dans la section 2.6 le détail de l’interface à l’approche de la ligne de contact. Nous examinerons enĕn à la
section 2.7 l’inĘuence des hétérogénéités sur la loi d’Young par deux exemples. Un premier exemple est
celui de l’électromouillage, qui survient lorsqu’à l’énergie libre nous ajoutons une contribution électrosta-
tique qui agit sur une toute autre échelle, et qui modiĕe localement les équilibres d’un coin de liquide. Le
deuxième exemple est celui de la stratiĕcation, et nous étudierons donc l’inĘuence de ces eﬀets sur la loi
d’Young.
2.2 Vériﬁcation expérimentale de la loi de Neumann
2.2.1 Cas de Neumann, mouillage sur un substrat liquide
Les interfaces entre deux liquides possèdent beaucoup d’avantages expérimentaux par rapport aux inter-
faces liquide-solide. Expérimentalement les solides posent des problèmes nous l’avons vu. D’une part, leurs
surfaces sont à l’échelle microscopique mal déĕnies, ce qui est contraignant lorsque l’on souhaite justement
étudier la situation de la ligne de contact localement. D’autre part, les mesures des tensions de surface
solide-liquide ou solide-vapeur sont techniques, ce qui historiquement a posé un frein à la vériĕcation
expérimentale de la loi d’Young. Les techniques que nous avons abordées plus haut sont les techniques
d’adhésion de Chaudhury et Whitesides, ou de de clivage de Bailey. Au contraire, les mesures de tensions
de surface liquide-vapeur ou liquide-liquide sont relativement simples. En utilisant un couple de liquides
non miscibles, seule cette mesure intervient, ce qui simpliĕe le problème. La loi de Neumann [74] exprime
l’angle d’équilibre d’une lentille de liquide qui repose sur un autre liquide. Un liquideAmouille partielle-
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ment un autre liquide B, appelé le substrat liquide (car il est en dessous, il possède donc une densité plus
grande). La surface du substrat liquide n’est plus plane, mais se courbe pour minimiser les énergies de sur-
face, notamment l’énergie interfaciale AB entre les deux liquidesA et B. De même, l’angle de contact n’est
plus donné par la loi d’Young précédente, mais par la double loi suivante :
AB + A cos A + B cos B = 0 ; (2.25)
A sin A = B sin B : (2.26)
A est la tension de surface entre la phase A et la phase vapeur, B est la tension de surface entre la phase
B et la phase vapeur. Les angles A et B sont les angles que font chaque phaseA et B à la ligne de contact
(voir Figure 2.9). On retrouve en particulier la loi d’Young si on examine l’équation (2.25) pour B = .
F 2.9 Triangle deNeumann : un li-
quideA repose sur un liquide B (la ĕgure
est ici alignée selon l’interface entre A et
B). L’angle de contact de la phaseA est A,
l’angle de contact de la phase B est B .
Interprétation macroscopique
On interprète cette loi de la façon suivante[75, 9]. À l’équilibre, la force sur n’importe quel élément du
système est nulle. En particulier, on peut prendre un volume qui contient la ligne de contact, et donc sa
surface de contrôle coupe les interfaces deA et de B avec la phase vapeur et l’interface entreA et B. Nous
avons démontré dans le premier chapitre que les forces exercées par l’extérieur du système se situent aux
interfaces et sont tangentielles aux interfaces. Elles valent respectivementA, B et AB par unité de longueur
de ligne aux trois interfaces. L’équilibre de cet élément peut donc s’écrire selon deux directions données, par
exemple parallèmement et perpendiculairement à l’interface entreA etB. On obtient alors les deux égalités
(2.25) et (2.26). Le fait que la loi d’Young se retrouve à partir de cette loi provient dumême argument. Enĕn,
l’égalité (2.26) selon la perpendiculaire ne s’applique pas au solide pour B =  car il faut prendre en compte
la réaction du solide supplémentaire dans cette direction.
F 2.10 À la ligne
de contact, l’équilibre des
forces est interprété par
cette construction : les
tensions de surface tirent
sur la ligne de contact.
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Mouillage de lʼhexadécane sur lʼeau
Pour trouver des liquides de tensions de surface bien diﬀérenciées, il faut aller chercher d’une part un liquide
polaire, et d’autre part un liquide apolaire. Les liquides apolaires, comme des huiles, sont préférables car
ils ne se contaminent pas. Ils ont des tensions de surface de l’ordre de 20mNm−1. Les liquides polaires,
tels que l’eau, les alcools, présentant des fonctions chimiques polaires (avec des atomes d’éléctronégativités
bien diﬀérenciées, tels que O et C, et dont la géométrie n’est pas symétrique), ont des tensions de surface
beaucoup plus élevées, pouvant aller jusqu’à 70mNm−1 pour l’eau. Le cas de l’eau est comme toujours
particulier, du fait de la présence de nombreuses liaisons hydrogène. Nous avons donc essayé plusieurs
couples. D’abord, nous avons testé des huiles silicones, mais elles mouillent totalement l’eau et les alcools.
De plus, les huiles naturelles, sont trop peu « pures » pour être caractérisables facilement, et utilisables.
Les alcanes, eux ne mouillent pas complètement l’eau. De plus ils ont des propriétés que l’on peut faire
varier facilement, en faisant varier la longueur de leur chaîne. Nous avons donc ĕnalement choisi d’étudier
l’hexadécane sur l’eau.
Pour préparer l’alcane, nous avons distillé de l’hexadécane (Aldrich à 99% en masse). Sa température
d’ébullition à pression ambiante est de 287 C donc sa distillation s’eﬀectue sous un vide partiel de l’ordre
de quelques millibars. Même à cette pression un bain d’huile a été nécessaire pour chauﬀer à 150 C. Le
distillat récupéré a été ensuite analysé en RMN du proton et du 13C. Ces analyses n’ont pas montré d’autre
composé, les impuretés sont donc ultra minoritaires. Enĕn, l’eau utilisée est une eau milli-Q, de résistivité
supérieure à 15MΩcm−1. Pour limiter les eﬀets de diﬀusion des liquides l’un dans l’autre lors des mesures,
nous préparons les solutions dans des ampoules à décanter. Nous les mélangeons l’un dans l’autre vigou-
reusement, et laissons reposer et diﬀuser une heure environ avant chaque utilisation. L’eau prélevée pour
chaque mesure ainsi que les alcanes proviennent donc de ce mélange.
Les arguments développés par l’équation (2.19) montrent à quel point les mesures à la fois de tension
de surface et d’angle de contact doivent être précises. Si l’on souhaite vériĕer la loi de Neumann, il est alors
absolument nécessaire d’obtenir des mesures d’angle et de tension de surface dont la précision est au moins
inférieure à 1%, et d’éviter de se placer dans la limite des angles trop faibles.
2.2.2 Mesure dʼune tension de surface liquide-vapeur
Techniques usuelles
Plusieurs méthodes sont envisageables pour mesurer des tensions de surface liquide-vapeur. Il existe deux
stratégies. On peut d’une part faire des mesures optiques. Il s’agit alors d’analyser des formes d’interfaces,
qui doivent dépendre de la tension de surface. Une première méthode consiste à analyser la forme d’une
goutte pendante. La compétition entre le poids et la tension de surface détermine la forme de la goutte.
De la même manière, on peut analyser des formes de gouttes tournantes, ou la hauteur d’un ménisque ou
de la montée capillaire. Enĕn, on peut aussi mesurer la relation de dispersion des petites ondes capillaires
(devant la hauteur de la cuve utilisée) de la forme !2  k3/. L’intérêt de la goutte tournante par exemple
(une bulle est insérée dans un réservoir de liquide qui tourne selon un axe horizontal, sa forme résulte
d’une compétition entre l’inertie et la tension de surface) est de ne pas avoir d’interface avec un solide. Au
contraire, avec la goutte pendante ou la hauteur d’un ménisque, il y a une ligne de contact, donc il faut
corriger les eﬀets dus à un angle de contact avec le solide qui interagit avec le liquide. Enĕn, ces méthodes
optiques sont limitées par les eﬀets optiques et le pouvoir de résolution du système d’imagerie utilisé.
D’autre part, on peut réaliser des mesures de forces. Une première méthode consiste à réaliser des me-
sures de pression à l’intérieur d’une bulle de diamètre contrôlé. D’après la loi de Laplace, on peut en tirer
la tension de surface. Une deuxième méthode consiste à plonger une plaque dans un liquide, et mesurer
la force nécessaire pour maintenir la plaque en place, comme nous l’avons décrite plus haut. Pour éviter la
dépendance avec l’angle de contact, on utilise en général une plaque de platine que la plupart des liquides
mouille totalement (Y = 0). Cette méthode est appelée méthode deWilhelmy [66]. Les eﬀets qui peuvent
contaminer la mesure sont les eﬀets de pression d’Archimède. On place en général pour cela le bas de la
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plaque au niveau du bain de sorte que cette force possède une résultante verticale nulle sur la plaque. Cette
méthode est statique ce qui peut avoir un intérêt dans certains cas, pour des liquides visqueux par exemple,
ou pour des suspensions qui évoluent dans le temps.
Pour éviter les problèmes dus à l’angle de contact, une autre alternative est d’utiliser un anneau de
platine. Cette méthode est connue depuis le XIX siècle et a été décrite par Lecomte du Noüy [67]. Elle
est très largement utilisée dans la littérature. Lorsque l’on sort progressivement l’anneau du bain, un pont
capillaire se forme sous l’anneau, et l’angle que fait le liquide avec l’anneau devient progressivement vertical,
moment pour lequel la force estmaximale. Ensuite, le pont capillaire passe sous l’anneau, et la force diminue.
La force maximale est donc reliée à la tension de surface.
Ces méthodes de forces sont en général plus précises car les balances utilisées sont extrêmement pré-
cises. De plus, la méthode à l’anneau est plus précise car la longueur de la ligne de contact est aisément plus
grande qu’avec une plaque. Elle est de plus applicable aux mesures de tensions de surface liquide-liquide,
contrairement à la plaque qui possède un plus gros volume, et dont la correction de poussée d’Archimède
n’est pas calibrée.
F 2.11 (a) Forces capillaires exercées par un liquide sur un anneau de platine, à angle de contact
nul. (b) Résultante en fonction de la distance de l’anneau au dessus du bain. La force atteint un maximum
aisé à déterminé, et relié à la tension de surface.
Amélioration de la méthode de lʼanneau
Pour mesurer les tensions de surface hexadécane/air, eau/air et hexadécane/eau, nous utilisons la méthode
de l’anneau. La mesure est eﬀectuée avec un tensiomètre Krüss MK100 MK2 qui possède une balance de
position contrôlée précise à 10 5 g (soit l’équivalent de 10 3mNm−1), et un plateau thermalisé et moto-
risé, contrôlé en position à 10 7m. L’anneau de platine de diamètre environ 2 cm, possède quant à lui une
longueur de mouillage de Lw = 119;9mm, longueur de la ligne de contact sur l’anneau.
La détection de la position du bain et de la force maximale est automatique, et la tension de surface est
déduite du bilan des forces sur l’anneau lorsque l’interface est verticale :
Fmax = Lw + Fp (2.27)
où Fp est la pression d’Archimède sous l’anneau, qui tire l’anneau vers le liquide. Cette correction peut
représenter jusqu’à 20% de la force maximale, ce qu’il est donc absolument nécessaire de compenser pour
mesurer  précisément. Il existe pour cela des tables de corrections, fonction de la densité du liquide, et qui
sont connues sous les noms des corrections de Harkins et Jordan en 1930 [76], Zuidema et Waters en 1941
[77] ou encore Huh et Mason [78, 79], ĕables dans des précisions de 1%, alors que la répétitivité statistique
des mesures avec cet appareil est de l’ordre de 0;1mNm−1 soit de 0;2 à 0;5%.
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Toutefois, nous avons pu générer les formes des interfaces en intégrant complètement l’équation de
l’interface, et donc nous avons pu comparer les courbes expérimentales avec la courbe complète de la force
en fonction de la distance, ce qui nous a permis d’avoir une plus grande précision sans utiliser les tables de
corrections. La seule mesure du maximum et de la position du maximum permet d’améliorer les mesures
à moins de 0;5% d’incertitude, de l’ordre de la répétitivité statistique des mesures. La méthode complète
est décrite à l’annexe A. Au ĕnal, nous mesurons les tensions de surface de l’eau à 71;4mNm−1 (à 0;1%),
de l’hexadécane à 25;1mNm−1 (à 0;4%), et eau/hexadécane à 51;0mNm−1 (à 0;2%). Enĕn la densité de
l’hexadécane est mesurée grâce à un pycnomètre à d = 0;771 0;001.
2.2.3 Mesure dʼun angle de contact
Techniques usuelles
De la même manière que pour les mesures des tensions de surface, il existe des mesures optiques et des
mesures de forces pour déterminer expérimentalement les angles de contact. Les mesures de forces sont
les mêmes que précédemment avec la plaque par exemple. Une fois que l’on a mesuré la tension de surface
indépendamment, on peut s’en servir pourmesurer des angles.Mais la grandemajorité desmesures d’angle
de contact proviennent des mesures optiques.
Presque toutes les mesures optiques citées ci-dessus sont encore une fois applicables pour mesurer des
angles de contact lorsque l’on amesuré indépendamment la tension de surface, et lorsqu’elles font intervenir
un solide. En eﬀet, la forme de l’interface liquide proche d’un solide fait intervenir à la fois la tension de
surface et l’angle de contact. Il existe d’autres techniques demesures d’angle de gouttes par réĘexion, ou par
vision directe. La réĘexion directe d’un faisceau laser ou les interférences produites dans le coin peuvent
être utilisées pour déterminer l’angle de contact, notamment lorsqu’il est faible. Lorsqu’il est suﬃsamment
grand, on préfère en général la vue de côté de la goutte. Un ajustement du proĕl par une calotte sphérique et
une bonne détermination de la position du substrat permettent de mesurer précisément l’angle de contact
d’une goutte. Nous utiliserons notamment la technique de la hauteur du ménisque et de la goutte vue de
côté dans les chapitres 4 et 5.
Mesure du rayon dʼune lentille
Pour le mouillage d’un liquide sur un autre liquide, il existe une autre technique optique simple à mettre en
oeuvre. Il s’agit demesurer le rayon de la goutte vue de dessus. Le rayon de la goutte est en eﬀet une fonction
du volume et de l’angle de contact de la goutte. Il faut donc mesurer aussi indépendamment le volume de
la goutte, ce qui est relativement aisé par des mesures de poids. Donc si on inverse cette relation en théorie,
on obtient une mesure l’angle de contact. Dans le cas de lentilles liquides, nous allons le voir, cette relation
n’est pas forcément aisée à déterminer, nous serons obliger de l’intégrer numériquement.
La mesure du rayon est aisée, elle se fait grâce au dispositif décrit sur la Figure 2.12, et au traitement
des images récoltées. La détection de l’interface se fait avec une détection de seuil, suﬃsamment précise à
moins de 0;5% grâce à la bonne qualité des images. Une calibration typique du dispositif d’imagerie est de
12;60;1 µmpix−1. Ce traitement est important car il permet unemesure de l’angle la plus précise possible,
et c’est ĕnalement lui qui est limitant. Les gouttes sont créées par des propipettes de précision. Leur volume
(typiquement de 1 à 10 µL) est mesuré par la mesure diﬀérentielle du poids de la pointe de la pipette grâce à
une balance de précision (<0;1 g soit 0;1 µL). Pour le couple hexadécane sur l’eau, lesmesures sont reportées
sur la Figure 2.14(b).
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F 2.12 (a) Pour mesurer le rayon des gouttes, on forme grâce à un système optique leur image
sur un appareil photographique. Ce système optique comprend un dispositif d’éclairage, une lame semi-
réĘéchissante, et un plateau amovible horizontalement et thermostaté destiné à recueillir le bain d’eau
et sa goutte Ęottante d’alcane. (b) Exemple de photographie d’une goutte d’hexadécane sur de l’eau. Le
volume de la goutte est d’environ 10 µL, et son rayon de 3mm.
2.2.4 Proﬁl numérique de lentilles liquides
Il s’agit de vériĕer maintenant les résultats expérimentaux avec ce que donne la théorie, qui comporte deux
bouts. D’une part, l’équation des interfaces, qui ne pose pas de problème théorique, est donnée par la loi
de Laplace : la courbure est proportionnelle à la diﬀérence de pression entre deux côtés d’une interface.
D’autre part, les conditions aux limites sont données par la loi de Neumann (2.25) et (2.26), que nous
voulons vériĕer. Les conditions de pentes des interfaces à la ligne de contact sont donc restreintes par les
valeurs des tensions de surface. Nous réalisons alors une intégration numérique des équations des interfaces
avec les conditions aux limites données par la loi de Neumann à la ligne de contact.
Équations des interfaces
Ces équations sont exprimées en symétrie axicirculaire. Nous devons donc déterminer les proĕls zi(r) des
trois interfaces. Pour simpliĕer z = 0 représente le bain statique loin de la lentille. On note A le liquide
qui forme la lentille (un Alcane), de densité A et B le liquide plus dense (le Bain d’eau), sous la lentille,
de densité B > A. Les tensions de surface des trois interfaces alcane/air, eau/air et alcane/eau sont donc
notées respectivementA,B etAB. Enĕn, onnote la surpression à l’intérieur de la lentille P . Ce paramètre
est en fait une mesure de la taille de la goutte. Les notations sont rappelées sur la Figure 2.13.
Les trois interfaces alcane/air, alcane/eau et eau/air sont alors décrites par les trois équations suivantes
respectivement :
Ag zA   P = AA ; (2.28)
(B   A)g zAB + P = ABAB ; (2.29)
Bg zB = BB ; (2.30)
où  dénote la courbure de l’interface, positive lorsque l’interface est tournée vers le haut dans ces notations,
et qui s’exprime de la façon suivante en coordonnées cylindriques :
 =
1
r
z0p
1 + z02
+
z00
(1 + z02)3/2
: (2.31)
L’intégration du proĕl dépend donc d’un certain nombre de paramètres. Tout d’abord, on adimensionne les
longueurs par la longueur capillaire du bain `B =
p
B/Bg, et on continue par simplicité des notations
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F 2.13 Lentille Ęottante, notations.
de noter les variables adimensionnées z,  et r. Les paramètres sans dimensions restant dans ces équations
sont alors 1 = B/A, 2 = B/AB, dA = A/B , et enĕn z0 = P/
p
BBg. Les équations (2.28,
2.29, et 2.30) se réécrivent alors :
z00A = 1(1 + z
02
A)
3/2 (dAzA   z0)  1
r
z0A(1 + z
02
A) ; (2.32)
z00AB = 2(1 + z
02
AB)
3/2 [(1  dA) zAB + z0]  1
r
z0AB(1 + z
02
AB) ; (2.33)
z00B = zB(1 + z
02
B)
3/2   1
r
z0B(1 + z
02
B) : (2.34)
Les conditions aux limites à la ligne triple en r = R sont des conditions de correspondance : zA(R) =
zAB(R) = zB(R), et des conditions sur les pentes de l’interface d’après la loi de Neumann qui s’expriment
dans les variables adimensionnées :
z0B(R)p
1 + z0B(R)2
=
1
1
z0A(R)p
1 + z0A(R)2
+
1
2
z0AB(R)p
1 + z0AB(R)2
; (2.35)
1p
1 + z0B(R)2
=
1
1
1p
1 + z0A(R)2
+
1
2
1p
1 + z0AB(R)2
: (2.36)
Il y a encore deux conditions aux limites que l’on peut exprimer proches de l’axe de symétrie, pour r  1,
qui nous permettent même d’avoir un développement asymptotique de la solution sur l’axe. En eﬀet, on a
z0(0) = 0 donc par développement de Taylor z0  z00(0)r et z  z(0) + 1/2z00(0)r2. Donc d’après les
équations (2.32 et 2.33) on peut exprimer les développements asymptotiques des interfacesA etAB :
z00A(0) =
1
2
1 (dAzA(0)  z0) ; (2.37)
z00AB(0) =
1
2
2 [(1  dA)zAB(0) + z0] : (2.38)
Enĕn, la dernière condition aux limites à respecter est zB(1) = 0.
Intégration numérique
Nous intégrons ces équations numériquement grâce à un algorithme de Runge-Kutta d’ordre quatre [80]
et en réalisant des dichotomies sur les valeurs des paramètres initiaux pour trouver ceux qui vériĕent les
bonnes conditions aux limites. Pour un ensemble de paramètres 1, 2 et d, qui sont expérimentaux, nous
ĕxons ensuite un paramètre z0 qui détermine la taille de la goutte (une petite pression P donc un petit
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z0 décrit de grandes gouttes car la diﬀérence de pression entre le bain et la goutte est faible). Il reste donc
à trouver les deux paramètres zA(0) et zB(0) qui vériĕent toutes les conditions aux limites. Puisque nous
avons déterminé un développement asymptotique au centre, l’intégration numérique démarre de r = 0
avec une pente nulle pour zA et zAB et une courbure donnée par le développement asymptotique. On
cherche alors, à zA(0) ĕxé, le seul paramètre zAB(0) qui peut vériĕer à la fois les deux conditions de pente
lorsque les deux proĕls se croisent (2.35 et 2.36). On intègre alors zB à partir de ce point et de la pente
z0(R) donnée par une de ces deux équations, et on fait varier le paramètre zA(0) de sorte que z0(10R) ne
diverge pas et tende vers zéro, le niveau du bain statique. Un résultat typique pour les valeurs des tensions
de surface et des densités de l’hexane et de l’eau est représenté sur la Figure 2.14(a).
2.2.5 Vériﬁcation de la loi de Neumann
La comparaison entre les résultats expérimentaux et l’intégration numérique des proĕls est représentée sur
la Figure 2.14(b). Pour représenter le résultat de l’intégration numérique, nous avons utilisé les erreurs de
l’ordre de 0;5% sur les mesures des tensions de surface, et représenté le faisceau de courbes numériques
correspondant par une zone grisée sur la ĕgure. Nous observons que les points expérimentaux passent très
bien par la courbe théorique dans les barres d’erreur, à la fois sur les mesures de la forme de la goutte, et sur
les mesures des tensions de surface.
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F 2.14 (a) Proĕls de gouttes calculés numériquement pour les tensions de surface en jeu expéri-
mentalement pour diﬀérents volumes. (b) Comparaison entre les points expérimentaux (0), dont la taille
correspond aux erreurs expérimentales, et la théorie, intégrée numériquement. La zone grisée correspond
à l’erreur de l’ordre de 0;5% sur les valeurs des tensions de surface.
En conclusion, la loi de Neumann, une extension de la loi d’Young, est vériĕée dans nos conditions
expérimentales, ce qui n’avait jamais été réalisé : tout va pour le mieux ! Pour être totalement univoque,
cette expériencemériterait cependant de changer d’alcane, de remplacer l’eau par d’autres liquides polaires,
et d’explorer de plus grandes amplitudes de cette loi. Il s’agit maintenant d’essayer de comprendre pourquoi
ça «marche » si bien.
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2.3 Interprétation microscopique
Commençons tout d’abord par noter que la ligne de contact en elle-même ne représente pas un système
matériel. Cette ligne mathématique représente la séparation formelle entre les parties mouillée et sèche du
solide. La question de connaître quelles sont les forces à la ligne de contact est doncmal posée. Il s’agit plutôt
de connaître les forces sur une portion de liquide, ou une portion de solide, clairement déĕnie, qui repré-
sente bien un nombre déĕni de molécules, une collection de matière donnée, et qui peuvent être soumises
à des forces. Nous essaierons donc de déĕnir proprement les systèmes sur lesquels on applique les forces,
comme nous l’avons fait au premier chapitre. Nous verrons ainsi qu’une bonne déĕnition des systèmes
permet de retrouver un équilibre des forces satisfaisant, cohérent avec les prédictions thermodynamiques.
2.3.1 Forces sur un coin de liquide
Considérons dans un premier temps les forces qui s’exercent sur une portion d’un coin de liquide au voisi-
nage de la ligne de contact, comme dans la Figure 2.15. Le liquide est donc un coin d’angle Y , qui repose
sur un solide plan, semi-inĕni. On coupe le système à une certaine distance de la ligne de contact, en fait
suﬃsamment loin pour qu’à la limite, le liquide ne voie plus le coin. À l’échelle microscopique, une centaine
de tailles moléculaires serait suﬃsant. Deux types d’interactions sont à prendre en compte pour établir les
contraintes dans ce système : les interactions avec le solide et les interactions avec le liquide.
F 2.15 Système sur lequel nous de-
vons examiner l’équilibre des forces. La
forme de l’interface liquide-vapeur proche de
la ligne de contact n’a pour l’instant que peu
d’importance. Loin de la ligne de contact, le
liquide est un coin d’angle Y .
Force attractive exercée par le solide
Considérons ensuite les interactions avec le solide. On voit tout de suite par symétrie de translation ho-
rizontale du solide que chaque molécule de liquide expérimente de la part du solide une force attractive
verticale. La résultante des forces attractives du solide est donc elle aussi verticale, normale à l’interface du
solide. Loin de la ligne de contact, au niveau de l’interface liquide-solide, cette attraction est localement
compensée par la répulsion. Ce n’est que proche de la ligne de contact qu’elle n’est pas compensée puisque
la répulsion tend vers zéro (Pv) à la ligne de contact (on suppose que la pression de la vapeur Pv est nulle
pour le raisonnement), car elle est nulle (Pv) hors du liquide. Il reste donc une composante verticale, non
compensée par la répulsion, fortement localisée au voisinage de la ligne de contact. Nous verrons dans la
suite que cette composante est égale à LV sin Y .
L’existence de cette force a été récemment remise en question par Finn [60, 61]. Pour montrer que cette
force est nécessaire à l’équilibre, nous pouvons par exemple considérer le cas d’un goutte de petite taille
posée sur un substrat solide plan (voir la Figure 2.16). Cette goutte possède une courbure  constante, et se
raccorde au solide avec un angle de contact Y . Considérons les forces qui s’exercent sur la goutte entière.
À l’intérieur de la goutte, nous avons vu qu’il existe une pression de Laplace qui appuie sur le solide avec
la surpression LV. Le solide par réaction doit donc appuyer sur la goutte avec la même force au niveau
de l’interface liquide-solide. Si la goutte est en équilibre, le solide doit alors retenir, grâce à ses interactions
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attractives, le liquide, ce qu’il fait au niveau de la ligne de contact. La contribution nécessaire pour être
à l’équilibre est alors égale à LV sin Y par unité de longueur de la ligne de contact [81, 82, 83]. Notons
que ce résultat se démontre pour des gouttes axisymétriques à 3D, comme pour des gouttes invariantes
par translation à 2D. Expérimentalement, cette force a été mise en évidence par l’étude des déformations
élastiques de solides mous sous une ligne de contact [84, 84, 85, 86, 87].
F 2.16 Forces agissant sur une goutte de liquide (en gris clair tacheté) de courbure  et d’angle de
contact Y . Le système est en équilibre dont toutes les forces extérieures doivent se compenser. À cause
de la pression de Laplace LV, le solide exerce une réaction sous la goutte à l’interface liquide-solide (les
petites Ęèches noires vers le haut). Au voisinage de la ligne de contact, la répulsion et l’attraction par le
solide ne se compensent pas. Le solide doit exercer une attraction, par symétrie verticale, égale àLV sin Y
par unité de longueur de la ligne de contact (force grises vers le bas).
Finalement, c’est bien cette force qu’il nous manquait pour atteindre l’équilibre vertical des forces sur
la Figure 2.4. Cette force a souvent été interprétée comme étant une réaction de la part du solide au fait qu’il
n’y avait pas équilibre, le coin tirant sur le solide [48]. Nous avons ici clariĕé l’origine moléculaire de cette
force normale.
Construction complète
Pour ĕnaliser la construction des forces sur une portion de coin de liquide, nous pouvons maintenant in-
corporer sur la Figure 2.17 les forces aux interfaces, loin de la ligne de contact, que nous avons déjà vues au
premier chapitre. En eﬀet, l’eﬀet attractif du solide ne pouvant générer que des forces verticales, les forces
horizontales nécessaires à la construction d’Young proviennent de la présence du liquide à l’extérieur du
système. Le long de l’interface liquide-vapeur à la limite du coin, la tension de surface LV tire sur le sys-
tème, comme nous l’avons vu à la Figure 1.12. Une force similaire apparaît de la même façon au coin du
système à l’interface liquide-solide, loin de la ligne de contact. Nous avons vu à la Figure 1.14 qu’une force
tangentielle, due à la présence d’un solide prenant la place du liquide, apparaît. Elle est répulsive et pos-
sède l’amplitude SV   SL. En incluant ces forces, on obtient ĕnalement un équilibre des forces comme
indiquées sur la Figure 2.17, lorsque la relation d’Young est respectée. En fait, avec cette construction, nous
pouvons même vériĕer que le moment résultant est nul. Cela nous donne ainsi une image plus physique de
la construction d’Young, qui avait déjà été avancée par Berry en 1971 dans un article très peu cité [32] par
les mêmes arguments qualitatifs mais sans en donner de démonstration.
2.3.2 Forces du liquide sur le solide
La mesure de la tension de surface liquide-vapeur est directement reliée à la force exercée par le liquide
sur le solide comme nous l’avons vu précédemment. Ici, il s’agit alors d’étudier les forces qui s’appliquent
au solide, et non pas au liquide comme nous venons de le faire. La situation est donc totalement diﬀérente,
notamment par le fait qu’ici les forces ne sont pas à l’équilibre.
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F 2.17 Forces agissant sur une portion du liquide (région tachetée) au voisinage de la ligne de
contact. La limite de cette portion (les pointillés) se situe suﬃsamment loin de la ligne de contact de sorte
que la géométrie proche de cette ligne n’inĘuence pas le résultat. La pression dans la phase vapeur Pv ,
qui agit ĕnalement sur tout le pourtour du système, n’est pas représentée. (a) Distribution des forces dans
le système. Chaque coin du système peut être traité séparément. Le coin en haut à droite est à l’interface
liquide-vapeur. Le reste du liquide y exerce donc comme sur la Figure 1.12 une force attractive LV par
unité de longueur. Le coin en bas à droite est à l’interface liquide-solide. D’après les ĕgures 1.12 et 1.14, le
reste du liquide y exerce une force répulsive SV   SL par unité de longueur. Enĕn, le liquide proche de
l’interface liquide-solide est attiré par le solide. Cette force est équilibrée par la répulsion du solide partout,
sauf proche de la ligne de contact. (b) Schéma complet des forces extérieures qui agissent sur le coin de
liquide. Le système est à l’équilibre : la résultante et le moment total en tout point sont nuls.
Forces agissant sur le solide au voisinage de la ligne de contact
Proche de la ligne de contact, le liquide ressemble à un coin d’angle Y . Le solide qui est en dessous est
attiré par les molécules de liquide, de par l’interaction liquide-solide. D’autre part, le solide est repoussé
à l’interface avec le solide à cause de la pression répulsive. Nous venons de l’évoquer, loin de la ligne de
contact, l’attraction du liquide est verticale, et la répulsion du liquide se compensent exactement. Proche
de la ligne de contact toutefois, la répulsion tend vers zéro, alors que l’attraction est de plus longue portée,
elle ne s’annule donc pas complètement, seulement à une certaine distance au-delà de la ligne de contact.
Comme nous allons le démontrer dans quelques pages, la force verticale (normale à l’interface) exercée par
le liquide sur le solide à proximité de cette ligne de contact est égale à LV sin Y par unité de longueur, ce
qui est cohérent avec l’interprétation d’une tension de surface qui tire le long de l’interface. Toutefois, la
composante horizontale, parallèle à l’interface liquide-solide, n’est pas LV cos Y , mais LV+ SV  SL =
LV (1+cos Y ), ce que nous allons démontrer à la sous-section 2.5.3. Ceci peut être compris de la manière
suivante. La Figure 2.18(a) illustre le fait que la force tangentielle est due aux forces attractives longue portée
entre les molécules de liquide et les molécules de solide. De plus, dans le chapitre précédent, nous avons
démontré que l’interaction liquide-solide possède une amplitude proportionnelle àASL = LV (1+cos Y ).
Il n’y a donc aucune raison pour que la force tangentielle soit en LV cos Y .
L’eﬀet de cette force est illustré alors sur la Figure 2.18(b). L’intuition macroscopique d’une force résul-
tante de tension de surface qui tire selon l’interface prédit une force qui tire vers la gauche dès que l’angle de
contact Y > 90 °. Toutefois, il est clair sur le schéma que la somme des forces attractives d’un domaine de
liquide est orientée vers le domaine de liquide, et non pas vers ses bords. Cette résultante ne doit donc pas
changer de signe lorsque Y franchit 90 °. Au contraire, on s’attend à ce qu’elle soit verticale par symétrie
lorsque Y = 180 °. L’asymétrie entre la droite et la gauche de part et d’autre de la ligne de contact nous
assure alors que la force tangentielle ne peut pas être en LV cos Y (qui change de signe), et qu’une forme
du type LV (1 + cos Y ) est beaucoup plus cohérente. Notons enĕn que pour la force exercée par le solide
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F 2.18 Forces agissant sur le solide (zone hachurée) par le liquide (zone grise) au voisinage de la
ligne de contact. (a) Distribution des forces agissant sur le solide. À cause de l’attraction longue portée
du liquide, le solide est attiré vers le liquide (Ęèches grises pleines). À mesure que l’on s’éloigne de la
ligne de contact, la répulsion dans le liquide augmente (Ęèches noires en pointillés), et vient compenser
l’attraction loin de la ligne de contact. L’absence de liquide dans une zone à gauche de la ligne de contact
nous garantit le fait que la force tangentielle est toujours orientée vers la droite, même pour Y > 90 °.
(b) Forces résultantes de cette distribution dans le solide : la force normale à l’interface est LV sin Y , et
la force tangentielle est LV + SV   SL = LV(1 + cos Y ).
sur le liquide, il n’y a plus d’asymétrie des sources, c’est-à-dire du solide, et donc la force d’attraction sur
une molécule de liquide est bien verticale, sans composante tangentielle.
Forces agissant sur le solide au voisinage dʼinterfaces courbées
L’expression de cette force n’est apparemment pas compatible avec l’interprétation du raisonnement ther-
modynamique, que nous avons interprété par l’existence d’une force tangentielle au liquide à la ligne de
contact, comme nous l’avons vu à l’équation (2.14). Pour résoudre ce paradoxe, nous devons considérer
toutes les forces exercées par le liquide sur le solide. En eﬀet, le raisonnement thermodynamique sur le solide
nous dit juste que la force verticale est LV cos Y par unité de longueur de la ligne de contact. Or nous avons
montré qu’il existe une force capillaire supplémentaire lorsque les interfaces solide-liquide sont courbées.
Et, des solides partiellement immergés doivent forcément posséder une interface liquide-solide courbée.
Nous avons vu à la sous-section 1.5.1 que pour des interfaces planes, la force exercée par le liquide est celle
de la pression thermodynamique, constante dans le liquide. Nous avons ensuite vu à la sous-section 1.5.4
que la force normale exercée par le liquide sur le solide à l’interface est analogue à la pression de Laplace :
elle est proportionnelle à la courbure  du solide, et vaut LV, où pour des solides convexes cette pression
est répulsive, comme c’est rappelé sur la Figure 2.19. C’est cette force, localisée aux endroits de courbure du
solide, qui est nécessaire pour restaurer la compatibilité avec le résultat thermodynamique, comme nous
allons le voir dans les exemples qui suivent.
2.4 Études de cas
2.4.1 Corps immergés
Sans gravité
Un très bon exemple pour illustrer les eﬀets combinés des forces capillaires sur les solides localisés à la ligne
de contact et aux interfaces courbées est le cas académique débattu depuis quelques années d’un cylindre qui
Ęotte dans un environnement où la gravité est nulle, illustré sur la Figure 2.20. Lorsque la gravité est présente,
le liquide forme une dépression proche de la ligne de contact, c’est l’ascension capillaire. La courbure du
liquide provoque une dépression, compensée par lamontée du liquide : la pression hydrostatique compense
la pression de Laplace. Sans gravité, au contraire, il ne peut pas y avoir de dépression hydrostatique, donc la
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F 2.19 Forces agissant à l’interface liquide-
solide. (a) Sans liquide, il n’y a aucune force ni attrac-
tive ni répulsive. (b) Lorsque le liquide est présent, la
répulsion dans le liquide n’est pas parfaitement équi-
librée par l’attraction qui est plus forte, du fait que le
domaine de liquide qui attire est plus grand dans ce
cas courbé que dans le cas plan. (c) La force résultante
par unité de surface est LV où  est la courbure du
solide. La force dans ce cas est bien une pression qui
appuie sur le solide. C’est l’absence du liquide qui ex-
plique le fait que seule la tension de surface liquide-
vapeur intervient dans l’expression de cette force sur
le solide.
courbure du liquide reste constante : l’interface reste plane partout,même au voisinage de la ligne de contact.
Cela signiĕe que la position verticale du cylindre est déterminée par la condition d’angle de contact que doit
faire le solide aux lignes de contact, et non pas par une condition sur le ratio des densités du liquide et du
solide.Nous pouvons ensuite discuter des forces exercées par le liquide, d’une part au voisinage de la ligne de
contact et d’autre part sur l’interface liquide-solide. D’abord, comme c’est représenté sur la Figure 2.18(a),
la force au voisinage de la ligne de contact est une force qui est dirigée vers l’intérieur du liquide, et non
selon l’interface. Elle possède une composante selon la tangente au solide, ainsi qu’un composante selon
la normale au solide à la ligne de contact. Cela crée une résultante verticale non compensée pour l’instant,
qui, après projection, vaut 2LV sin Y par unité de profondeur du liquide (le facteur 2 vient du fait que
l’aiguille possède par symétrie deux lignes de contact par unité de profondeur). Ensuite, l’interface liquide-
solide possède une courbure constante, égale à  = 1/R, où R est le rayon du cylindre. Il y a donc une
pression constante qui pousse le solide en tout point de l’interface, avec l’amplitude LV. La somme de ces
forces par unité de surface, normales à l’interface nous donne la résultante de cette pression de Laplace :
LV
Z 2
1
ndS = WLV(t2 + t1) ; (2.39)
où t1 et t2 sont les vecteurs unitaires tangents au cylindre aux deux lignes de contact, dirigés vers la phase
vapeur, comme déĕnis sur la Figure 2.20(b), etW la profondeur du cylindre. La résultante de cette pression
est ĕnalement égale à 2LV sin Y par unité de profondeur, ce qui compense exactement la résultante verti-
cale des forces aux lignes de contact. De par la symétrie gauche-droite du cylindre, il n’y a pas non plus de
composante horizontale, le cylindre est donc à l’équilibre [Figure 2.20(c)]. D’autre part, ce résultat est com-
plètement indépendant de la forme exacte du solide. En eﬀet, l’équation (2.39) est vériĕée quelle que soit la
forme de l’interface, elle se réduit toujours aux tangentes aux lignes de contact [voir Figure 2.20(d)]. Enĕn,
si on prend en compte la gravité, le problème ne change fondamentalement pas car même si la position
du cylindre est diﬀérente (plus ou moins haute en fonction du ratio des densités), la projection des forces
capillaires (aux ligne de contact et aux interfaces) se réduit toujours à des forces à la ligne de contact tan-
gentielles à l’interface liquide-vapeur, de façon cohérente avec la thermodynamique. Ces forces compensent
verticalement l’action de la gravité, et le cylindre est à l’équilibre.
Plaque
Le même principe s’applique au cas d’une plaque en mouillage partiel que nous avons déjà rencontré à la
Figure 2.5. La force totale exercée par le liquide sur le solide résulte de deux contributions comme précé-
demment, comme c’est représenté sur la Figure 2.21. Il y a en eﬀet tout d’abord la contribution du voisinage
de la ligne de contact. Par unité de longueur de ligne de contact, la composante verticale vaut (1+cos Y ).
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F 2.20 Forces capillaires sur des objets en immersion partielle. (a) Distribution des forces capil-
laires agissant sur un cylindre qui Ęotte à la surface d’un liquide, en condition de mouillage partiel, et en
l’absence de gravité. Les grandes Ęèches grises représentent les forces localisées aux voisinages des lignes de
contact. Les petites Ęèches représentent la pression de Laplace LV  qui s’exerce sur le solide à l’interface
liquide-solide, à cause de la courbure  du solide. (b) Notations : Y est l’angle de contact du liquide sur le
solide ; t1 et t2 sont deux vecteurs unitaires tangents au cylindre aux deux lignes de contact, et dirigés vers
la phase vapeur. (c) Résultante des forces capillaires décrites en (a), s’appliquant sur chaque «moitié » de
cylindre. Ce n’est pas représentatif de la distribution. (d) Distribution des forces capillaires sur un solide
enmouillage partiel, et sous zéro gravité, mais dont la forme est irrégulière. Le résultat est indépendant de
la forme, et la résultante est la même qu’en (c). (e) Forces s’exerçant sur un cylindre Ęottant en condition
de mouillage partiel, et sous gravité. Les forces grises sont les résultantes des forces capillaires, et la force
noire est la résultante des forces gravitaires (en prenant en compte la force d’Archimède). Ces forces sont
à l’équilibre.
Ensuite, la plaque submergée possède deux endroits de très forte courbure, aux coins en bas de la plaque.
Cette courbure induit une pression de Laplace subie par le solide, et dont la résultante verticale vaut LV
par unité de longueur de la ligne de contact. La résultante verticale sur la plaque vaut donc bien au ĕnal
LV cos Y , en accord avec le résultat thermodynamique.
F 2.21 Force exercée par le liquide sur une plaque partiellement immergée dans le liquide en
mouillage partiel. (a) La force résultante par unité de longueur de la ligne de contact vaut LV cos Y
d’après le résultat thermodynamique, comme on l’a vu à la section 2.1.3. (b) Cette résultante correspond à
la distribution suivante : des forces à la ligne de contact, dont la composante verticale vaut LV(1+cos Y )
par unité de longueur de la ligne de contact, dirigée vers le liquide, et des forces de pression sur l’interface
liquide-solide, dans les zones de forte courbure, donc aux coins. Ces forces aux coins du solide se réduisent
aux composantes verticales par unité de longueur de ligne de contact LV qui poussent le solide hors du
bain, et viennent compenser légèrement les forces dues à la ligne de contact, pour redonner LV cos Y .
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2.4.2 Mouillage total
Dans le cas du mouillage total, la loi d’Young (2.1) ne s’applique plus, nous l’avons vu. Au contraire, l’angle
de contact apparent  devient nul car les trois tensions de surface ne s’équilibrent plus :
SV   SL > LV : (2.40)
Physiquement, il n’y a donc pas de ligne de contact dans cette conĕguration (voir Figure 2.22). Il y a pourtant
une ligne de contact apparente, c’est l’endroit où le ménisque liquide-vapeur s’approche du solide tangen-
tiellement à celui-ci. Au delà de cette région duménisque, on ne distingue plus de liquide. Il existe pourtant
une couche mésoscopique de liquide, appelée ĕlm de prémouillage ou ĕlm précurseur [33, 88]. L’existence
de la ligne de contact apparente est uniquement due à la gravité : sur une surface plate, le liquide s’étalerait
complètement.
F 2.22 Force exercée par le liquide sur une plaque dans le cas du mouillage total. (a) La force
résultante par unité de longueur de la ligne de contact apparente vaut LV. (b) Distribution des forces sur
le solide. À cause de la présence d’un ĕlm de prémouillage de taille mésoscopique (dont la taille est ici
exagérée), le solide est complètement immergé, il n’y a donc pas de force due à la présence d’une ligne de
contact, même proche de la ligne de contact apparente. Ce sont uniquement les forces de Laplace qu’il faut
prendre en compte. La courbure du solide donne une résultante nulle toutefois car le solide est entièrement
immergé. C’est la courbure du liquide qui crée quant à elle une pression de Laplace dans le liquide, ce qui
appuie sur le solide, uniquement dans la zone de prémouillage, puisqu’elle est compensée par la gravité
dans le ménisque. La force résultante est ĕnalement LV par unité de longueur de la ligne de contact
apparente.
L’interface entre le liquide et la phase vapeur présente alors deux régions. Dans la région basse, loin du
solide, le ménisque peut être décrit par la compétition entre la pression de Laplace due à la courbure  de
l’interface, et la pression hydrostatique due à la gravité :
LV = gz ; (2.41)
où z représente la hauteur au-dessus du bain. Cela permet d’introduire la longueur capillaire ` déĕnie
par ` =
p
LV/g et de réécrire l’équation de la façon suivante : `2 = z. Dans la région haute, le ĕlm
de prémouillage d’épaisseur h(z) est déterminé par la compétition entre la pression hydrostatique et la
pression de disjonction(h), qui représente l’énergie potentielle locale du ĕlm d’épaisseur h comme nous
l’avons déĕnie à la sous-section 1.4.4, équation 1.73. L’équilibre s’écrit alors [33, 23] :
(h) = gz : (2.42)
Comme le ĕlm de prémouillage est principalement plat (  0), la contribution de la pression de Laplace
peut être négligée dans ce régime. Or, nous avons vu que la pression de disjonction est pour des interactions
de Van der Waals de l’ordre de :
(h) ' (SV   SL   LV)
2
h3
:
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Nous obtenons alors l’épaisseur du ĕlm de prémouillage :
h(z) '

(SV   SL   LV)2
gz
1/3
: (2.43)
Enĕn, dans le voisinage de la ligne de contact apparente, où les deux régimes se raccordent, l’épaisseur
est d’ordre l1/3 2/3. Comme l est millimétrique et  nanométrique, h est mésoscopique : h ' 100 nm.
D’un point de vue microscopique toutefois, le solide est entouré d’un ĕlm inĕni de liquide. Ainsi, les forces
dues au liquide qui agissent sur le solide ne sont que des forces normales, car nous avons vu que les forces
tangentielles proviennent d’une asymétrie locale du domaine du liquide. Ce sont donc des forces dues aux
pressions de Laplace, dans le liquide et dans le solide, et non pas des forces de ligne de contact.
Les forces de pression de Laplace dues à la courbure du solide, lorsqu’elle sont intégrées sur toute
l’interface liquide-solide, donnent une résultante nulle, car le solide est complètement immergé. Il reste
les forces qui s’exercent sur l’interface liquide-solide, mais dues à la pression de Laplace dans le liquide, à
cause de la courbure de l’interface liquide-vapeur (voir Figure 2.22). Cette pression de Laplace est déjà com-
pensée par la pression hydrostatique dans la zone du ménisque. Elle ne doit donc être intégrée que dans la
zone du ĕlm de prémouillage, entre les deux lignes de contact apparentes. La résultante, comme précédem-
ment, se résume donc à deux forces tangentes au solide au niveau des deux lignes de contact apparentes,
et ayant l’amplitude LV par unité de longueur de ligne de contact (apparente). Cette résultante est bien
orientée vers le liquide, et c’est donc la force totale qui s’applique au solide.
Ce résultat est alors cohérent avec le résultat thermodynamique. Puisque le solide est recouvert de li-
quide, lorsque la plaque est tirée hors du bain, la surface liquide-solide reste constante, la surface solide-
vapeur reste nulle, et la surface liquide-vapeur augmente, au niveau de la zone de prémouillage. La force
nécessaire est donc LV par unité de longueur de la ligne de contact apparente.
2.4.3 Situation de Neumann – deux phases liquides
Nous pouvons aussi étudier les forces exercées sur un coin de liquide. La diﬀérence avec la situation d’Young,
est que la force exercée par le liquide n’est plus verticale, car la symétrie droite gauche du substrat a été
brisée. Il s’agit alors de préciser les forces exercées par le liquide A et le liquide B sur une portion de coin
deA, proche de la ligne de contact (voir Figure 2.23) On peut toujours étudier les forces aux trois coins de
cette portion de liquide. Dans le coin en haut à droite, à l’interface entreA et la vapeur, nous sommes dans
la situation de la Figure 1.12, la force exercée par le reste de A sur le coin est bien la force de tension de
surface A qui tire tangentiellement à l’interface deA. En eﬀet, nous somme suﬃsamment loin de la ligne
de contact et de la présence de B à cet endroit. Dans le coin en bas à droite, nous sommes dans la situation
de la Figure 1.14. Nous avons vu que la présence du solide ainsi que l’absence du liquide créent une force
répulsive B   AB par unité de longueur, parallèlement à l’interface entre A et B. Enĕn, dans le coin au
voisinage de la ligne de contact, nous avons le même phénomène qu’auparavant. Loin de cette ligne sur
l’interface entreA et B, la répulsion du solide est compensée par l’attraction du solide, il n’y a pas de force
nette à l’interface. Pour simpliĕer le raisonnement, nous nous plaçons ici dans l’hypothèse d’une pression
dans la phase vapeur nulle Pv = 0 (mais ce n’est pas nécessaire). À l’approche de la ligne de contact, la
répulsion tend alors vers zéro, car elle doit être nulle à la ligne de contact, à l’approche de la phase vapeur.
Or, l’attraction par le solide n’est pas nulle, il reste donc une composante verticale, ainsi qu’une composante
horizontale, du fait que le substratB ne possède plus de symétrie horizontale. Nous allons voir dans la partie
suivante 2.5.4 que les composantes de la force FBA exercée par B surA au voisinage de la ligne de contact
de longueurW se réduisent à (voir la Figure 2.23) :
FBA  uz
W
=   B sin B ; (2.44)
FBA  ux
W
= + B(1 + cos B) : (2.45)
2.5 Calcul des forces capillaires au voisinage de la ligne de contact 111
L’équilibre de ces forces dans les directions parallèle et perpendiculaire à l’interface entreA etBmène alors
aux équations de Neumann (2.25) et (2.26). De plus, comme précédemment, cette construction possède un
moment total qui est nul.
F 2.23 (a) Force exercée à l’équilibre par un liquide B sur un coin de liquide A. La composante
tangentielle à l’interface entre A et B est B sin B , et la composante normale est B(1 + cos B). Cette
force est toujours orientée vers le liquideB. On ne peut pas généraliser cette force au cas de la force exercée
par le solide sur le liquide car cette force doit intégrer le fait que le solide est indéformable, ce qui n’est pas
le cas ici pour le liquide B. Cette force peut se décomposer en une force tangentielle à l’interface de B, qui
vaut B, ainsi qu’une autre force tangentielle à l’interface entre A et B, et qui vaut aussi B. (b) Équilibre
des forces sur un coin de liquide de A. À l’interface de A loin de la ligne de contact, le liquide tire selon
l’interface avec la force par unité de longueur de ligne de contact A. À l’interface entreA et B, le liquide
est repoussé par la pression qui résulte de l’attraction du solide, comme sur la Figure 1.14, avec la force
A + B   AB, et est attiré par le liquide avec A, ce qui résulte en une force répulsive B   AB. Enĕn,
au voisinage de la ligne de contact, la force est celle détaillée en (a). Cette construction est à l’équilibre,
et mène aux relations de Neumann (2.25) et (2.26). Le moment total de cette construction est encore une
fois nul en tout point.
2.5 Calcul des forces capillaires au voisinage de la ligne de contact
Nous allons maintenant démontrer l’expression des forces entre le liquide et le solide dans le cadre du
modèle deDFT simpliĕéemise en place au chapitre précédent. Nous devons exprimer les forces au voisinage
d’une ligne de contact exercées par le solide sur le liquide, ainsi que celles exercées par le liquide sur le solide.
De plus, nous devons étendre ce résultat au cas de deux liquides. Pour simpliĕer les calculs, nous supposons
que le liquide est un coin invariant dans une direction de l’espace.
2.5.1 Potentiel créé par un dièdre
Avant de pouvoir exprimer les forces exercées par et sur un coin de liquide, nous devons spéciĕer le potentiel
créé par un dièdre inĕni. Nous allons utiliser largement ce potentiel dans toute cette section. Ce potentiel
est relativement aisé à déterminer dans la situation décrite sur la ĕgure Figure 2.24, et il est notéPD (z; ),
où z est la distance au coin dans l’axe d’une des arêtes du dièdre, et  l’angle du dièdre.
Pour l’exprimer, nous devons exploiter l’invariance par translation, et donc utiliser le potentiel créé par
une ligne inĕnie 'PL (r) à une distance r de celle-ci, que nous avons déjà brièvement rencontré :
'PL (r) = 
Z 1
 1
'
p
r2 + y2

dy : (2.46)
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F 2.24 PotentielPD(z; ) créé par un dièdre d’angle  < /2, à la distance z du coin, et dans
l’axe d’une des deux arêtes.
Alors, pour  < /2, le potentiel point-dièdre s’exprime [voir l’annexe D.1.2, équation (D.16) pour plus
de détails, et nous omettons les indices  et  pour clariĕer les notations quand c’est possible] :
PD(z; ) =
Z 1
z
r
h
  arcsin
z
r
sin
i
PL(r)dr : (2.47)
On retrouve alors notamment pour  = /2 : PD(z; /2) = 12(z). On peut ensuite calculer son
intégrale [voir l’équation (2.48)] :Z 1
0
PD(z; )dz =

1
sin  
1
tan
Z 1
0
r2PL(r)dr = tan 
2
Z 1
0
r2PL(r)dr : (2.48)
On peut étendre la déĕnition de PD(z; ) à  > /2 car par symétrie on a PD(z; ) = (z sin) 
PD(z;  ), et celle ci possède donc toujours lamême intégrale (2.48)même pour > /2. De plus, on
a toujours les contraintes intégrales (1.74) et (1.75) exprimées avec le potentiel point-ligne [voir l’équation
(D.14)] : Z 1
0
r2PLLL (r)dr =   LV ; (2.49)Z 1
0
r2PLLS (r)dr =  
LV + SV   SL
2
=  LV 1 + cos Y
2
; (2.50)
c’est-à-dire : Z 1
0
PDLL (z; )dz =  

1
sin  
1
tan

LV ; (2.51)Z 1
0
PDLS (z; )dz =  

1
sin  
1
tan

LV + SV   SL
2
: (2.52)
Avec l’aide de ces expressions, nous pouvons alors calculer les contraintes.
2.5.2 Forces dʼun coin de liquide sur le solide semi-inﬁni
Il faut spéciĕer un sous-système du solide sur lequel nous allons examiner l’expression des forces exercées
par le liquide (les forces exercées par le solide sur le solide sont hors de propos ici). Nous choisissons un
parallélépipède V , inĕni dans la direction de la ligne de contact, dont la surface supérieure coïncide avec
l’interface liquide-solide, qui plonge jusqu’à une distance inĕnie sous l’interface, et dont les deux autres
faces sont de part et d’autre de la ligne de contact suﬃsamment éloignées de celle-ci (voir Figure 2.25).
L’une des surfaces latérales se trouve donc sous un espace semi-inĕni de vapeur, tandis que l’autre se trouve
sous un espace semi-inĕni de liquide.
La force attractive du liquide sur le solide FLS s’exprime comme précédemment grâce au potentiel
attractif longue portée LS exercé par les molécules de liquide sur les molécules de solide (et prenant en
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F 2.25 Schéma du calcul de la force résultante exercée par un coin de liquide d’angle d’équilibre
Y sur un solide au voisinage de la ligne de contact d’après l’équation (2.53). On déĕnit le système S sur
lequel on eﬀectue nos bilans sous la ligne de contact comme c’est dessiné. Les bords de part et d’autre de
la ligne de contact sont suﬃsamment loin de la ligne de contact. Pour la composante normale à l’interface
liquide-solide, la force se calcule alors sur la surface horizontale du système du solide considéré. On peut
séparer les contributions sur deux parties : sous la goutte, et en dehors. En dehors de la goutte, seule
l’inĘuence de l’attraction LS(x) du coin se fait ressentir. Sous la goutte, il faut prendre en compte la ré-
pulsion pr(x). Pour la composante tangentielle, l’inĘuence du liquide est à prendre en compte uniquement
sous le liquide. Sur l’autre face, le liquide est trop loin pour avoir une quelconque inĘuence. Finalement,
l’intégration de cette force nous donne une composante tangentielle LV(1 + cos Y ), et une composante
normale LV sin Y par unité de longueur de ligne de contact.
compte on le rappelle la fonction de corrélation de paire), et grâce à la répulsion pr à l’interface liquide-
solide SLS , dont la normale est uz :
FLS =
Z
V
 rLS d  
Z
SLS
pr uz dS : (2.53)
La force volumique est un gradient, elle se réduit donc comme précédemment à la diﬀérence de la valeur
du potentiel aux bornes. On projette alors la force selon la direction tangentielle à l’interface liquide-solide
(notée F TLS par unité de longueur), et selon la direction perpendiculaire (FNLS par unité de longueur).
Force tangentielle
La force tangentielle est uniquement due au gradient du potentiel LS dans la direction horizontale, elle se
calcule donc sur les surfaces verticales de part et d’autre de la ligne de contact. Or, sur la surface loin de la
ligne de contact sous la phase vapeur, on a LS = 0 car le liquide est inĕniment loin de cette surface. Il
reste donc seulement à calculer la valeur de LS sous le liquide, considéré comme un espace semi-inĕni. À
une distance z de l’interface cette valeur est connue : LS = LS(z). Il reste donc, par unité de longueur
sur la profondeur, la force tangentielle suivante, dirigée vers le liquide :
F TLS =  
Z 1
0
LS(z)dz ; (2.54)
c’est-à-dire d’après l’intégrale de la pressionLS donnée par (1.76) :
F TLS = LV(1 + cos Y ) : (2.55)
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La force tangentielle exercée par le coin de liquide sur le solide au voisinage de la ligne de contact est donc
bien LV(1 + cos Y ) et non pas LV cos Y . Le facteur (1 + cos Y ) n’est pas ici un facteur géométrique
mais représente l’amplitude de l’interaction liquide-solide, qui s’annule bien lorsque Y = 180 °, et reste
toujours du même signe pour des interactions du type Van der Waals.
Force normale
La force normale est quant à elle uniquement due aux valeurs de LS et de pr à l’interface du solide. On
sépare en deux cette contribution car la pression n’existe que sous le liquide (on suppose pour simpliĕer
que Pv = 0). Pour préciser pr , nous utilisons le fait que le liquide est à l’équilibre, et donc que le potentiel
thermodynamiquePL est constant. Ce potentiel est évalué à l’interface liquide-vapeur, loin du solide, il vaut
alors PL = 0 (pour Pv = 0, voir par exemple sous-section 1.5.2). On a donc à l’interface liquide-solide :
pr + LL + SL = LL(0) : (2.56)
On voit donc que pour calculer pr il nous faut préciser le potentiel créé par le dièdre de liquide sur une de ses
arêtes, à la distance x de la ligne de contact. Ce potentiel se déduit aisément dePD déĕni précédemment
grâce à la construction reportée sur la Figure 2.26 :
LL = LL(0) PDLL (x;    Y ) : (2.57)
Et, on a SL = SL(0). On en déduit donc la répulsion à la distance x de la ligne de contact :
pr(x) = 
PD
LL (x;    Y ) SL(0) : (2.58)
F 2.26 Potentiel  créé par un dièdre d’angle  < /2 sur l’une de ses arêtes, à la distance z du
coin. D’après cette décomposition, on a  = (0) PD(z;    ).
Ensuite, il nous faut calculer l’interaction exercée par le liquide sur le solide, au niveau de l’interface
liquide-solide. Sous le liquide à la distance z de la ligne de contact, l’interaction est identique à LL que
nous venons de calculer, à la diﬀérence qu’il s’agit d’interactions LS maintenant :
LS(x > 0) = LS(0) PDLS (x;    Y ) : (2.59)
Endehors du liquide, l’interactionLS à l’interface solide-vapeur est encore plus simple puisqu’elle se réduit
à :
LS(x < 0) = 
PD
LS (jxj; Y ) ; (2.60)
ce qui est bien continu en x = 0 avec l’expression précédente. Finalement, la force normale se décompose
sur les deux intervalles x > 0 et x < 0, et se détermine grâce aux contraintes intégrales sur PD données
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aux équations (2.51) et (2.52) :
FNLS =  
Z 0
 1
LS(x < 0)dx 
Z 1
0
[LS(x > 0) + pr(x)] dx ; (2.61)
=  
Z 1
0
PDLS (x; Y ) 
Z 1
0

PDLL (x;    Y ) PDLS (x;    Y )

dx ; (2.62)
= LV
1 + cos Y
2

1
sin Y
  1tan Y

+ LV

1
sin Y
+
1
tan Y

  LV 1 + cos Y
2

1
sin Y
+
1
tan Y

; (2.63)
c’est-à-dire :
FNLS = LV sin Y : (2.64)
Le liquide tire dans la direction normale à l’interface avec la force LV sin Y par unité de longueur de ligne
de contact.
En résumé
• La force par unité de longueur de ligne de contact exercée par un coin de li-
quide d’angle Y sur un solide possède deux composantes, l’une tangentielle à
l’interface liquide-solide, l’autre normale :
– La composante normale est LV sin Y vers le liquide.
– La composante tangentielle est LV(1 + cos Y ) vers le liquide.
• La résultante est dirigée vers la bissectrice du coin, à Y /2.
•
2.5.3 Forces dʼun solide semi-inﬁni sur un coin de liquide
Calculons maintenant la force exercée par un solide semi-inĕni sur un dièdre inĕni de liquide, d’angle à
l’équilibre Y . Ici, les forces horizontales sont exercées par le liquide, elles mènent à la relation d’Young. Il
s’agit donc de calculer la force verticale exercée par le solide, qui résulte de l’attraction à longue distance des
molécules de solide sur les molécules de liquide, ainsi que la force de répulsion à l’interface liquide-solide.
Il s’agit donc de calculer :
FNSL =  
Z
SLV
SL uz  n dS +
Z
SSL
(pr + SL) dS ; (2.65)
sur les deux surfaces de notre volume de contrôle (le liquide), les surfaces SLV à l’interface liquide-vapeur,
et SSL à l’interface liquide-solide (voir Figure 2.27).
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F 2.27 Schéma du calcul de la force verticale exercée par un substrat solide semi-inĕni sur coin
de liquide d’angle d’équilibre Y au voisinage de la ligne de contact, d’après l’équation (2.65), ce qui n’est
pas représentatif de leur distribution. La force se réduit au calcul des potentiels sur les interfaces liquide-
vapeur et liquide-solide. Sur l’interface liquide-vapeur, le potentiel solide-liquide estSL(z), à la distance
z du solide. Sur l’interface liquide-solide, le potentiel attractif est constant et égal à SL(0), tandis que la
répulsion est la même que dans la Figure 2.25. La force verticale ĕnale est orientée vers le bas et vaut
LV sin Y . Il n’y a pas de force horizontale par symétrie du solide.
Le potentiel créé par le solide sur la surface SLV est à la distance z de l’interface liquide-solide SL =
SL(z). Et, à la distance z de l’interface solide-liquide, on est à la distance h = z/ sin Y de la ligne
de contact sur l’interface liquide-vapeur, si celui-ci est bien un dièdre parfait. Enĕn, la projection dans la
direction verticale s’écrit : n  uz = cos Y . La première composante de la force verticale dans l’expression
(2.65) s’écrit donc : Z
SLV
SL uz  n dS =   cos Y
Z 1
0
SL(z)dh ; (2.66)
= LV
cos Y
sin Y
(1 + cos Y ) : (2.67)
Ensuite, nous devons spéciĕer la répulsion à l’interface. Nous l’avons déjà calculée à l’équation (2.58). Enĕn,
on a l’interface liquide-solide SL = SL(0). Ainsi, la deuxième composante de la force verticale dans
l’expression (2.65) devient :
 
Z
SSL
(pr + SL) dS = +
Z 1
0
PDLL (x;    Y )dx ; (2.68)
=   LV

1
sin Y
+
1
tan Y

: (2.69)
Ainsi, la force normale par unité de longueur de ligne de contact s’écrit :
FNSL = LV

cos Y
sin Y
(1 + cos Y ) 

1
sin Y
+
1
tan Y

; (2.70)
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c’est-à-dire :
FNSL =  LV sin Y : (2.71)
Cette force vient en eﬀet compenser la force verticale exercée par le liquide à l’interface liquide-vapeur sur
le coin de liquide, faisant en sorte que le coin de liquide reste à l’équilibre aussi verticalement. C’est bien la
force manquante que la représentation classique de la loi d’Young à la Figure 2.4 omet.
On peut noter deux choses. D’une part, si on a l’équilibre dans la direction horizontale, c’est-à-dire si on
suppose que la loi d’Young est vériĕée, commeon vient de le faire, alors l’équilibre vertical est vériĕé. D’autre
part, si on suppose que le coin de liquide est bien une situation d’équilibre proche de la ligne de contact,
alors on peut explicitement calculerPDLL (x;   Y ). En eﬀet, à l’interface liquide-vapeur, la répulsion est
nulle (pr = 0), on a donc une relation directe entre LL à la surface d’un dièdre, et SL, à la distance x
de la ligne de contact le long de l’interface : LL = LL(0) LS(x sin Y ). Enĕn, par symétrie, LL est
identique sur chacune des arêtes du dièdre. On a donc en comparant avec (2.57) :
PDLL (x;    Y ) = LS(x sin Y ) : (2.72)
En résumé
• La force exercée par un solide semi-inĕni sur un coin de liquide d’angle Y est
normale par symétrie à l’interface liquide-solide, et vaut LV sin Y par unité de
longueur de ligne de contact vers le solide.
•
2.5.4 Forces dʼun coin sur un autre coin
Il s’agit maintenant d’étudier le cas des forces exercées par un coin de liquide sur un autre coin de liquide,
dans le cas de Neumann. On se place dans le cadre détaillé à la Figure 2.28. Contrairement au cas du solide,
il s’agit ici de calculer la force normale et la force tangentielle. On note alors SA l’interface entre la phase
A et la vapeur, SB l’interface entre B et la vapeur, et SAB l’interface entreA et B. Nous devons calculer la
force exercée par B surA suivante :
FBA =  
Z
SA
BA (  sin Aux + cos Auz) dS +
Z
SAB
(pr + BA) uz dS : (2.73)
Commençons par exprimer la force horizontale. Il y a une précaution à prendre pour exprimer la com-
posante horizontale au voisinage de la ligne de contact. En eﬀet, la force que nous calculons par l’expression
(2.73) doit être compensée par l’attraction horizontale sur une surface verticale loin de la ligne de contact.
Imaginons le cas particulier A = 90 ° et B = 180 °, la force horizontale calculée sur SA est alors égale
à   R10 AB(z)dz = A + B   AB vers la phase vapeur. Puisque la phase B est dans ce cas inĕnie, la
force horizontale est par symétrie nulle. Elle est en fait exactement compensée par la force horizontale qui
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F 2.28 Schéma du calcul de la force exercée par un coin de liquide B d’angle d’équilibre B sur
un autre coin de liquide A d’angle d’équilibre A au voisinage de la ligne de contact. D’après l’équation
(2.73), la force se réduit au calcul des potentiels sur les interfaces deA : l’interface SA entreA et la vapeur,
et l’interfaceSAB entreA etB. SurSA, le potentiel estBA(z), donné par l’équation (2.74). Sur l’interface
SAB , le potentiel est BA(x) et est compensé par la répulsion pr(x), la somme étant donnée à l’équation
(2.79). La force totale à l’équilibre est au ĕnal  B sin B selon z, et B(1 + cos B) selon x. Ce schéma
ne représente pas la distribution des forces.
s’applique sur l’autre surface verticale loin de la ligne de contact, qui limite notre volume de contrôle. Nous
devons donc ajouter cette valeur A+B AB à la force horizontale pour trouver la force horizontale exer-
cée au voisinage de la ligne de contact. Le potentiel créé parB sur l’interface SA à la distance h = z/ tan A
de la ligne de contact s’exprime de la façon suivante, d’après la décomposition détaillée sur la Figure 2.29 :
BA(h) = 
PD
BA(h;    A) + PDBA(h; A + B   ) : (2.74)
La force horizontale (2.73) compensée s’écrit donc d’après (2.74) :
F TBA = + sin A
Z 1
0
BA(h) dh+ (A + B   AB) ; (2.75)
= (A + B   AB)

  sin A
2

1
sin A
+
1
tan A
  1sin(A + B)  
1
tan(A + B)

+ 1

;
(2.76)
= (A + B   AB) sin A
2

1  cos A
sin A
+
1 + cos(A + B)
sin(A + B)

; (2.77)
ce qui s’annule bien pour B = 180 ° (et justiĕe la compensation que l’on a ajoutée).
F 2.29 Décomposition de l’interaction (h; A; B) exercée par un dièdre d’angle B > 0 sur
un point à la distance h du coin, et faisant un angle A > 0 tel qu’indiqué. D’après cette construction, on
trouve : (h) = PD(h;    A) + PD(h; A + B   ).
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La force verticale s’écrit quant à elle grâce à la somme de la répulsion et du potentiel de B sur A à
l’interface pr + BA. Or, nous pouvons exprimer la valeur du potentiel dans la phaseA à l’équilibre pr +
BA + AA = AA(0). Et, le potentiel AA à la distance x de la ligne de contact a déjà été calculé à
l’équation (2.57) :
AA(x) = AA(0) PDAA (x;    A) : (2.78)
On a donc à l’interface entreA et B à la distance x de la ligne de contact :
pr(x) + BA(x) = 
PD
AA (x;    A) : (2.79)
La force verticale (2.73) par unité de longueur de ligne de contact s’exprime alors d’après les équations
(2.74) et (2.79) :
FNBA =   cos A
Z 1
0

PDBA(h;    A) + PDBA(h; A + B   )

dh
+
Z 1
0
PDAA (x;    A) dx ; (2.80)
= (A + B   AB)cos A
2

1
sin A
+
1
tan A
  1sin(A + B)  
1
tan(A + B)

  A

1
sin A
+
1
tan A

; (2.81)
= (A + B   AB)cos A
2

1 + cos A
sin A
  1 + cos(A + B)sin(A + B)

  A 1 + cos Asin A : (2.82)
À ce stade, il n’est pas encore évident que nous allons retrouver la loi de Neumann. Cette loi exprime
l’équilibre de toutes les forces qui s’appliquent au coin deA. Pour l’instant, cet équilibre dans les directions
normale et tangentielle à l’interface entreA et B s’écrit de la façon suivante :
A(1 + cos A)  (A + B   AB) + F TBA = 0 ; (2.83)
A sin A + FNBA = 0 ; (2.84)
c’est-à-dire :
A(1 + cos A) = (A + B   AB) sin A
2

1 + cos A
sin A
  1 + cos(A + B)sin(A + B)

; (2.85)
A

1 + cos A
sin A
  sin A

= (A + B   AB) cos A
2

1 + cos A
sin A
  1 + cos(A + B)sin(A + B)

: (2.86)
Or, ces deux équations sont équivalentes. Il faut donc exprimer le fait que le coin de B est lui aussi à
l’équilibre. On a donc une deuxième équation indépendante qui exprime l’équilibre du coin de B dans
une direction donnée. Par analogie avec l’équation (2.83), on l’exprime dans la direction tangentielle à
l’interface entreA et B :
F TAB =   B(1 + cos B) + (A + B   AB) ; (2.87)
c’est-à-dire :
B(1 + cos B) = (A + B   AB) sin B
2

1 + cos B
sin B
  1 + cos(A + B)sin(A + B)

: (2.88)
En éliminant par exemple A+ B  AB entre les équations (2.85) et (2.88) on trouve alors après quelques
simpliĕcations trigonométriques :
A sin A = B sin B : (2.89)
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Et, l’une des équations (2.83) ou (2.84) nous donne alors l’autre condition :
A cos A + B cos B + AB = 0 : (2.90)
Ces deux conditions sont les équations deNeumann (2.25) et (2.26). Sous ces deux conditions, on peut alors
réexprimer les forces tangentielle (2.77) et normale (2.82) à l’interface AB, et on trouve ĕnalement :
F TBA = B(1 + cos B) ; (2.91)
FNBA =   B sin B : (2.92)
La force tangentielle s’annule notamment pour B = 180 °, commeon s’y attend par symétrie.Mais, lorsque
B = 180 °, la force normale s’annule aussi, car les deux liquides ne peuvent être à l’équilibre que pour
A = 0 ou 180 °. Comme précédemment pour le cas de la force du liquide sur le solide, la force n’est
pas selon la tangente à l’interface du liquide qui « tire ». On peut voir le résultat de la force d’un coin de
liquide sur un autre coin de liquide comme une généralisation du cas de la force d’un liquide sur un solide.
On s’aperçoit d’autre part que l’angle que peut faire le liquide qui « est tiré » à la ligne de contact n’a pas
d’inĘuence. En eﬀet ici l’angle A du liquide A n’inĘuence pas le résultat de la force de B sur celui-ci. On
ne peut pas appliquer toutefois ce résultat au cas de la force du solide sur le liquide, notamment pour la force
normale, car le calcul des forces normales dans le cas d’un solide fait intervenir des conditions diﬀérentes,
notamment pour l’équilibre local dans le substrat.
Enĕn, on peut appliquer ce cas à une interface liquide-vapeur. On sépare l’interface, non pas selon
sa normale comme nous l’avons fait jusqu’ici pour cette interface, mais selon un angle quelconque. On
peut alors retrouver la force exercée par un coin de liquide sur l’autre partie de ce même liquide d’angle
supplémentaire. Cette force est bien LV, tangentielle à l’interface. Notez que le calcul développé dans cette
section induit pourtant une autre composante selon la direction tangentielle à la surface de contrôle, qui
est comme précédemment ĕctive (dans ce cas là, il n’y a pas de contrainte normale à l’interface), et serait
forcément compensée par la surface opposée du système considéré. Nous ne tenons donc pas compte de
cette force supplémentaire lorsque nous concluons que la force est bien selon la tangente à l’interface.
En résumé
• La force par unité de longueur de ligne de contact exercée par un coin de liquide
d’angle B sur un autre coin de liquide d’angle A tous les deux à l’équilibre
possède deux composantes, l’une tangentielle à l’interface AB, l’autre normale :
– La composante normale est B sin B vers le liquide B.
– La composante tangentielle est B(1 + cos B) vers le liquide B.
• La résultante est dirigée vers la bissectrice du coin, à B/2.
•
2.6 Forme de l’interface au voisinage de la ligne de contact 121
2.5.5 Équilibre dʼun liquide sur un coin de solide
Pour ĕnir, nous pouvons calculer l’angle d’équilibre d’un coin de liquide sur un coin de solide à partir des
résultats que nous venons d’obtenir. En eﬀet, si nous supposons que le coin B précédent d’angle B est un
solide, le liquide doit trouver une forme d’équilibre en coin d’angle L. On se donne alors un solide d’angle
S . On souhaite connaître l’angle d’équilibre L en fonction de S et Y . Il s’agit donc de résoudre l’équation
(2.85), pourA = L etB = S. Elle se simpliĕe en :
1 + cos Y = (1 + cos L)

1 +
tan(L/2)
tan(S/2)

; (2.93)
dont la seule solution acceptable est alors donnée par :
L = 2 arccos
241
2
vuut2 + cos Y   cos S cos Y   sin S
s
1
sin2(S/2)
  cos2 Y
35 : (2.94)
Pour S = , on retrouve bien L = Y . Et, pour S = 0, on trouve bien L = . Ce résultat est en
quelque sorte une généralisation de la loi d’Young pour un solide non plan.
Dans ce cas, la force exercée par le liquide est tangentiellement à l’interface liquide-solide :
F TLS = LV(1 + cos L) ; (2.95)
et la force normale est :
FNLS = 2LV
cos Y   cos L
tan S
  SV 1 + cos Ssin S : (2.96)
ce qui redonne bien les résultats attendus pour S =  que nous avons vus précédemment.
2.6 Forme de lʼinterface au voisinage de la ligne de contact
Jusqu’ici, nous avons eﬀectué nos calculs en faisant l’hypothèse que le liquide est, à l’approche de la ligne
de contact, un dièdre parfait. En réalité, l’attraction du solide a tendance à aplatir l’interface à l’approche
de la ligne de contact, ce qui modiĕe alors aussi l’interaction liquide-liquide, et donc rétro-agit sur la forme
de l’interface. Nous souhaitons donc ici résoudre cette forme, lorsque l’inĘuence du solide se fait ressentir à
l’approche de la ligne de contact. Cela nous permettra notamment dans la suite au chapitre 4 de calculer les
forces pour les formes d’interfaces eﬀectives, et de calculer la distribution des contraintes dans les solides.
2.6.1 Principe du calcul
Pour résoudre la forme de l’interface, nous devons chercher la forme du domaine de liquide L, c’est-à-dire
la forme de l’interface, qui minimise l’énergie libre. Nous devons prendre en compte cette fois-ci dans le
calcul de cette énergie la présence du solide S :
F = fr(L)
Z
L
dr+ fr(S)
Z
S
dr
+
1
2
2L
Z
L
dr1
Z
L
dr2'LL(jr2   r1j) + LS
Z
L
dr1
Z
S
dr2'LS(jr2   r1j) ; (2.97)
'LL et 'LS représentent les parties attractives des interactions du liquide avec lui-même et avec le solide,
pondérées par la fonction de corrélation de paire, qui empêche la divergence des intégrales.
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La forme d’équilibre peut donc être obtenue par minimisation de l’énergie libre à volume de liquide
constant si on veut connaître la forme d’une goutte par exemple. L’équilibre ĕnal correspond alors à un
état où le potentiel thermodynamique dans le liquide est constant. Ce potentiel, on peut notamment le
déterminer le long de la surface libre, sur laquelle la répulsion pr est constante. La condition devient alors
à l’interface liquide-vapeur [39, 45, 46] :
SL(r) + LL(r) = cste ; (2.98)
où r correspond à une position sur l’interface. On rappelle que les potentiels sont déĕnis de la manière
suivante :
LL(r) = 2L
Z
L
dr0'LL(jr  r0j) ; (2.99)
SL(r) = LS
Z
S
dr0'LS(jr  r0j) : (2.100)
Coin de liquide
Dans cette section, nous nous intéressons au détail de l’interface proche de la ligne de contact. Nous allons
donc faire l’hypothèse que le liquide est invariant dans la direction de la ligne de contact, cela va notamment
éviter les problèmes de tension de ligne que nous aborderons au chapitre 3. De plus, nous allons imposer
la condition que le liquide fasse macroscopiquement un coin macroscopique, d’angle Y . Donc loin de la
ligne de contact, l’interface doit se raccorder à une droite de pente tan(Y ). Nous allons donc chercher la
hauteur de l’interface h en fonction de x, la distance à la ligne de contact.
Rappel du potentiel intermoléculaire
Enĕn, comme nous l’avons vu au premier chapitre à la section 1.6, pour nos simulations nous allons utiliser
le potentiel intermoléculaire suivant :
'(r) =
 c
(a2 + r2)3
: (2.101)
c représente l’amplitude de l’interaction entre une molécule de  et une molécule de . a représente une
taille moléculaire, sur laquelle la fonction de corrélation de paire agit. Cette interaction possède donc un
comportement de type Van der Waals pour r  a. Enĕn, on peut relier cLL et cLS aux tensions de surface
grâce aux relations intégrales détaillées aux équations (1.119) et (1.120).
2.6.2 Approximation locale
Une diﬃculté est de calculer l’intégrale LL, qui dépend de la forme globale de l’interface h(x), c’est une
fonctionnelle de h. Ce calcul peut être simpliĕé pour des interfaces possédant une faible pente et une faible
courbure. Dans cette hypothèse, la fonctionnelle LL[h] calculée en un point de l’interface à l’abscisse x
devient une fonction de la valeur locale de h(x) et de sa courbure locale (x). Si la courbure est nulle,
nous avons déjà vu à la section 1.5 que le potentiel créé par les interactions liquide-liquide à la surface
d’une couche de liquide de hauteur h vaut LL = (0)   (h). Nous avons vu aussi que la courbure
de l’interface induit une correction au potentiel en LV. Pour un liquide d’épaisseur h(x) et de courbure
(x), on écrit ainsi la valeur du potentiel liquide-liquide à l’interface à l’abscisse x :
LL = LL(0) LL(h(x))  LV(x) : (2.102)
On peut montrer que cette approximation est mathématiquement valide pour des pentes plus petites que
h/a [2], ce qui est aisément vériĕé pour h a, mais moins facilement à l’approche de la ligne de contact.
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Ensuite, le potentiel solide-liquide est simple à déterminer, car il s’agit de l’interaction entre un point et un
espace semi-inĕni, il s’agit donc de :
SL = SL(h(x)) : (2.103)
Il n’y a pas d’approximation pour ce potentiel. Ainsi, la condition d’équilibre (2.98) s’écrit (évaluée pour
x =1, ce qui nous détermine la constante) :
(h(x)) = LV(x) ; (2.104)
où(h) est la pression de disjonction déĕnie à l’équation (1.73) :(h) = SL(h) LL(h). La courbure
quant à elle est déĕnie par :
(x) =
h00(x)
(1 + h0(x)2)3/2
: (2.105)
Ici, la contrainte intégrale s’écrit :Z 1
0
(h)dh = LV
Z 1
0
h00(x)
(1 + h0(x)2)3/2
h0(x)dx ; (2.106)
ce qui nous détermine la pente en x =1 d’après l’équation (1.79) :
LV(1  cos Y ) = LV
 
1
(1 + h0(1)2)3/2
  1
!
; (2.107)
c’est-à-dire h0(1) = tan Y , en ayant imposé la condition h0(0) = 0 à la ligne de contact.
Nous pouvons maintenant résoudre cette équation numériquement pour la pression de disjonction
suivante, que nous avons pu déterminer pour le potentiel intermoléculaire (2.101) grâce au calcul que nous
avons déjà eﬀectué au premier chapitre à l’équation (1.118) :
(h) =
LV
a
(1  cos Y )

cot 1

h
a

  h/a
1 + (h/a)2

: (2.108)
L’équation diﬀérentielle, adimensionnée par a pour les longueurs, à intégrer est donc ĕnalement :
(1  cos Y )

cot 1 (z)  z
1 + z2

=
z00
(1 + z02)3/2
: (2.109)
Cette équation possède formellement une intégrale première qui exprime l’équilibre des forces, comme
nous l’avons vu à la sous-section 2.1.3.Malheureusement, cette équation du premier ordre n’est pas solvable
analytiquement :
 (1  cos Y )z cot 1 z = 1p
1 + z02
  1 : (2.110)
en ayant pris les conditions initiales à la ligne de contact z(0) = 0 et z0(0) = 0. On retrouve en outre le
fait que la pente devient constante pour z !, et qu’elle vaut Y , ce qui permet d’obtenir le développement
asymptotique, dépendant du potentiel choisi. Pour avoir la solution complète, on l’intègre alors numérique-
ment en utilisant un algorithme de Runge-Kutta d’ordre 4 [80]. Les résultats sont indiqués sur la Figure 2.30
pour Y = 40 °. On observe que l’interface est loin de la ligne de contact parfaitement plane, et que proche
de la ligne de contact à quelques tailles moléculaires a, sa pente diminue. Le liquide est en eﬀet attiré par
les interactions liquide-solide supplémentaires.
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F 2.30 En noir, le proĕl de l’interface pour Y = 40 °, calculé dans l’approximation locale par
l’équation (2.104). La ligne de contact est enx = 0. On observe un aplatissement de l’interface à l’approche
de la ligne de contact, dû à l’attraction du solide. L’interface loin de la ligne de contact converge bien vers
une droite d’angle Y = 40 °. En orange, le potentiel liquide-liquide, qui tend vers une constante, négative,
loin de la ligne de contact. En bleu, le potentiel solide-liquide, qui devient nul loin de la ligne de contact.
La somme de ces deux potentiels est une constante. L’inĘuence du solide se fait ressentir jusqu’à x  5a.
En prenant un potentiel encore plus simple, tel qu’un potentiel de sphères dures que nous avons déjà
rencontré à la section 1.6, on peut résoudre analytiquement le proĕl de l’interface, et on trouve un proĕl
parabolique proche de la ligne de contact tel que cela a été fait par le passé par Berry en 1974 [56], White
en 1977 [57] ou Joanny en 1984 [89].
Enĕn, nous avons utilisé pour ce développement local une approximation assez répandue : nous avons
séparé l’eﬀet de hauteur de l’eﬀet de courbure. Cette approximation est l’approximation de pression de
disjonction. L’approximation de faible pente et de faible courbure qui y mène n’est pas vériĕée à l’approche
de la ligne de contact. Dans le cas que nous avons étudié en particulier, ce n’est plus juste pour x < 3a. Dans
la plupart des cas, cette approximation est fausse, mais les résultats sont corrects qualitativement comme
nous allons le voir.
2.6.3 Calcul non local
Nous pouvons maintenant faire le calcul non local complet de la forme de l’interface. Le principe reste le
même, nous cherchons la forme de l’interface h(x) qui vériĕe le fait que le potentiel LL+LS est constant
sur l’interface. Pour faire ce calcul, une stratégie consiste à proposer une interface, calculer le potentiel
de façon non locale tout au long de l’interface, et proposer des interfaces itérativement de sorte que le
potentiel converge vers une constante. Dans ce calcul, le solide étant ĕxe et restant toujours un espace semi-
inĕni [équation (2.103)], seul le calcul du potentiel liquide-liquide est non local. Pour calculer ce potentiel,
nous devons alors intégrer l’équation (2.99). D’après la symétrie du problème, nous pouvons découper le
liquide en bandes de largeur x, de hauteur h(x), et inĕnies dans la direction y. Nous choisissons ainsi une
discrétisation sur x notée xi, surN points répartis entre 0 et une longueur de coupure externe, en mettant
notamment plus de points à l’approche de la ligne de contact en 0. L’interaction entre un point sur l’interface
en h(xi) et cette bande en xj est alors analytique, et est notéePB(h(xi); h(xj); xi xj). Son expression
pour le potentiel intermoléculaire choisi est donnée en annexe à l’équation (D.36). Ainsi, le potentiel à la
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surface en h(xi) s’écrit :
i =
NX
j=0
PBLL (h(xi); h(xj); xi   xj)xj +LS(h(xi)) LL(0) : (2.111)
Nous retranchons délibérément la constanteLL(0) au potentiel, de sorte qu’à l’équilibre, la constante sur
l’interface soit nulle.
Initialement, on part d’une interface linéaire h(x) = x tan Y . On calcule ensuite le potentiel le long
de l’interface sur la discrétisation choisie. Ce potentiel n’est pas constant proche de l’interface. Pour choisir
la forme de test suivante, au temps t+ 1, nous proposons le mouvement suivant :
ht+1i = h
t
i   i ; (2.112)
où  est un paramètre positif. En eﬀet, à l’équilibre, le potentiel doit être nul le long de l’interface. Alors, si le
potentiel est positif, cela signiĕe que l’interface se rapproche du solide pour bénéĕcier d’une attraction plus
grande avec le solide, et donc pour baisser le potentiel. Le potentiel liquide-liquide réagit dans le sens inverse
(si l’interface baisse, il y a moins de liquide qui interagit), mais dans une moindre mesure, et si le proĕl
se déplace trop bas, le potentiel est négatif, et l’interface remonte ĕnalement. Ainsi, le potentiel converge
itérativement vers une valeur nulle, et les pas proposés sont de plus en plus petits. Le paramètre  doit être
choisi suﬃsamment bas pour que l’interface n’oscille pas ni que l’algorithme diverge, et suﬃsamment haut
pour que le temps de calcul soit raisonnable. Seulement, pour ce calcul en particulier, on sait que loin de
la ligne de contact, n’importe quelle droite de pente constante possède un potentiel constant. L’adaptation
du proĕl se fait donc à partir de la ligne de contact. Le mouvement proposé diﬀuse donc à partir de la ligne
de contact, surtout si tout le proĕl est amené à s’abaisser globalement pour s’adapter à la ligne de contact,
ce qui peut être très long. De plus, on souhaite ĕxer la ligne de contact en x0 = 0. Nous proposons alors le
mouvement suivant :
ht+1i = h
t
i   (i   0) + 0xi : (2.113)
En eﬀet, ce mouvement permet de ne pas bouger la ligne de contact et de modiĕer toute la courbe selon une
pente constante 0, où  est un paramètre de contrôle et 0 la valeur du potentiel à la ligne de contact,
ce qui permet de propager rapidement à toute la courbe ce qu’il se passe à la ligne de contact. Avec des
paramètres  et  de l’ordre de 1, le temps de calcul pour que le potentiel total soit constant à moins de 1%
près, et avec un millier de points répartis entre 0 et 100, est de l’ordre de l’heure.
Le proĕl suﬃsamment convergé est représenté sur la Figure 2.31, avec les valeurs des potentiels liquide-
liquide et liquide-solide. La comparaison avec un coin parfait de liquide y est aussi représentée, ce qui
permet de vériĕer la convergence de l’algorithme. On retrouve qualitativement le même résultat que dans
l’approximation locale. Il est aussi rappelé sur la Figure 2.31, en gris clair dans l’insert, au-dessus du proĕl
obtenu par le calcul non local. Cette approximation est ĕnalement assez satisfaisante, même proche de la
ligne de contact, où on observe une diﬀérence de l’ordre deh . 0:1a, bien qu’il y ait une diﬀérence de
l’ordre de 100% entre les deux proĕls à l’approche de la ligne de contact.
2.6.4 Inﬂuence de la forme exacte sur la loi dʼYoung
Pour clore cette section, nous pouvons rappeler ici un résultat important de Merchant et Keller en 1992
[45], dont l’interprétation géométrique a été donnée par Snoeijer et al. en 2008 [46]. En eﬀet, en quoi le
proĕl réel de l’interface tel que nous venons de le calculer inĘue-t-il sur le bilan des forces que nous avons
réalisé plus tôt sur des dièdres parfaits ? Par une propriété intégrale, ils montrent que le proĕl réel n’a pas
d’inĘuence.
Enĕn, le calcul des proĕls permet de répondre à une autre question. L’angle d’Young est bien un angle
de sélection à l’échellemicroscopique. Proche de la ligne de contact, c’est la compétition entre l’inĘuence du
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F 2.31 En noir, le proĕl de l’interface pour Y = 40 °, obtenu par l’algorithme de calcul non-
local présenté à la sous-section 2.6.3. La ligne de contact est en x = 0. En orange, le potentiel liquide-
liquide, qui tend vers une constante, négative, loin de la ligne de contact. En bleu, le potentiel solide-
liquide, qui devient nul loin de la ligne de contact. La somme de ces deux potentiels [en rouge on a i,
déĕni à l’équation (2.111)] est une constante. En pointillés on a la version de ces courbes pour un coin
parfait de même angle : le potentiel n’est pas constant à l’approche de la ligne de contact. Enĕn, on peut
comparer le proĕl avec ce qui a été obtenu dans l’approximation locale, rappelé sur ce graphe dans l’insert
en gris au-dessus du proĕl non-local en noir, et positionné de sorte que les pentes coïncident loin de la ligne
de contact, autrement dit de sorte que les lignes de contact apparentes soient confondues. Pour le proĕl
dans l’approximation locale, la ligne de contact microscopique est ainsi positionnée en x/a = -0,75).
solide sur un coin de liquide et l’inĘuence d’un coin de liquide sur lui-même qui sélectionne un proĕl qui
tend à partir de quelques distances atomiques du solide, lorsque son eﬀet disparaît, vers une pente d’angle
Y . Quelque soit le proĕl donc, l’ensemble des forces que nous avons calculées reste valable.
2.7 Inﬂuences des hétérogénéités
Nous venons de voir que la loi d’Young est vériĕée lorsque le système est homogène, c’est-à-dire lorsqu’une
seule longueur intervient dans le problème : l’échelle moléculaire. En eﬀet, si un Ęuide est homogène, il
existe une invariance d’échelle qui nous a permis jusqu’ici de réaliser des calculs géométriques, ne dépen-
dant que de l’échelle de régularisation des interactions. Or, nous avons vu à la sous-section 2.1.4 que lors
de simulations de dynamique moléculaire, un phénomène de stratiĕcation apparaît et vient modiĕer la
structure locale du Ęuide proche du solide. Cette stratiĕcation intervient sur une autre échelle, légèrement
diﬀérente de l’échelle moléculaire : elle créé une hétérogénéité, et rend le problème moins géométrique.
Nous souhaitons étudier ici quelle est l’inĘuence de l’ajout de certains types d’hétérogénéités à l’énergie
libre, et leur inĘuence sur la loi d’Young. Dans un premier temps, nous étudions à la sous-section 2.7.1 ce
qu’il advient lorsque l’on ajoute des interactions électrostatiques à la surface du Ęuide, ce qui est appelé
l’électromouillage. Ces interactions agissent sur une toute autre échelle, et créent d’autres phénomènes qui
modiĕent localement l’angle d’Young, ce qui est connu depuis presque 130 ans, mais provoquent aussi des
phénomènes de conĕnement que nous allons étudier. Ensuite, nous étudierons qualitativement l’eﬀet de la
stratiĕcation et son inĘuence sur la loi d’Young à la sous-section 2.7.2. Nous verrons donc grâce à ces deux
exemples comment notre modèle géométrique peut traiter ces hétérogénéités, et ce qu’il nous en apprend.
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2.7.1 Électromouillage
Gabriel Lippmann soutient sa thèse en 1875 sur l’électrocapillarité [90]. L’électrocapillarité consiste à mo-
diĕer la tension de surface eﬀective d’un liquide électrolytique grâce au potentiel électrique. Notamment,
en appliquant une diﬀérence de potentiel entre du mercure dans un capillaire en contact avec un liquide
électrolytique (de l’eau salée) et le liquide, on modiĕe la montée capillaire. Pendant la centaine d’année
qui a suivi, l’étude de l’eﬀet du potentiel électrique sur la forme des interfaces s’est restreinte aux électro-
lytes en contact direct avec des électrodes conductrices [91], où l’obstacle majeur réside dans les réactions
d’électrolyse des liquides. En 1993, Berge [92] utilise pour la première fois un isolant entre l’électrolyte et la
deuxième électrode pour éviter le passage du courant dans le liquide. La simplicité de ce dispositif ainsi que
l’étendue des applications concernées a permis alors récemment le développement de l’électromouillage.
Les applications sont nombreuses. En eﬀet, l’usage d’un potentiel électrique est aisé, peu coûteux, ré-
versible et rapide. On peut ainsi manipuler des gouttes individuelles, soit pour contrôler leur dépôt [93], par
exemple pour les imprimantes à jet d’encre (bien que la technologie actuelle n’utilise pas encore ce principe)
ou pour la lithographie, soit pour les déplacer sur une grille d’électrodes [94]. On peut ainsi par exemple
concevoir des micropompes en microĘuidique. L’application à la manipulation de protéines permet aussi
de contrôler le dépôt de l’ADN dans des dispositifs de microĘuidique. Enĕn, puisque l’électrocapillarité
permet le contrôle de la courbure d’interfaces liquides, on peut ainsi former de petites lentilles liquides,
c’est-à-dire des optiques de focale contrôlable [95], ce qui permet de miniaturiser les optiques par exemple
pour les CCD, CMOS ou pour le papier électronique.
Une énergie de surface
Dans la plupart des applications, il s’agit de petites gouttes posées sur des substrats plans. Nous pouvons
ainsi en général négliger l’inĘuence de la gravité dans le problème. Il reste donc l’inĘuence des énergies de
surface. La capillarité est donc l’eﬀet principal qui détermine la forme des gouttes, mais celle-ci peut être
modiĕée par la présence de charges électriques. En eﬀet, dans un liquide conducteur, les charges se situent à
l’équilibre aux interfaces. Il n’existe pas de gradient de potentiel à l’intérieur du volume sinon il existerait un
déplacement des charges. Le champ électrique n’est donc non nul qu’à l’extérieur des volumes conducteurs,
c’est-à-dire dans l’air diélectrique qui l’entoure ou dans les couches isolantes diélectriques. Ainsi, dans la
situation décrite sur la Figure 2.32, des charges se disposent sur la surface de la goutte, et notamment sous
la goutte, et viennent en regard avec les charges qui sont à la surface de la contre-électrode, sous l’isolant.
Nous formons donc ainsi un condensateur électrique plan, de capacité C = 0rS/e, où S est la surface
du condensateur, c’est-à-dire de la goutte, 0 la permittivité diélectrique du vide, r la permittivité relative
de l’isolant entre la goutte et la contre-électrode, et e l’épaisseur de l’isolant.
F 2.32 Dispositif
d’électromouillage classique. Une
goutte de liquide conducteur est posée sur
un isolant, qu’elle mouille partiellement.
Une électrode impose le potentiel U
de la goutte, et une contre-électrode est
disposée à une distance e sous l’isolant.
L’énergie contenue dans un condensateur plan est la suivante. Le travail qu’il faut fournir pour amener
la charge dQ d’une des armatures sur l’autre à diﬀérence de potentiel U constant, de sorte que la charge
totale soit nulle, est :
dWcond = UdQ =
1
C
QdQ ; (2.114)
128 C  : L  
puisque la charge d’une armature est donnée par déĕnition par Q = CU . L’énergie libre correspondante
s’écrit donc :
Fcond =
1
2
Q2
C
=
1
2
CU2 : (2.115)
Dans le cas qui nous intéresse, le condensateur est libre de s’adapter : sa surface peut changer lorsque la
goutte s’étale ou se contracte. Quel est l’énergie associée ? Nous supposons donc que la capacité C est mo-
diĕée de dC lorsque la surface change de dS : dC = 0r/e dS. Quelle contrainte doit-t-on ensuite im-
poser ? La modiĕcation est-elle à charge constante ou à potentiel constant. Si le condensateur est isolé, le
changement se fait à charge constante, et dF / Q2d(1/C) /  dS. C’est-à-dire que l’énergie diminue
lorsque les charges s’étalent, ce qui semble correct : les charges de même signe se sont éloignées les unes
des autres, et les charges opposées sont toujours en vis à vis. Toutefois, le condensateur n’est pas isolé : il
est relié à une source d’énergie, qui travaille pour maintenir la diﬀérence de potentiel V constante. Dans
ce cas, la source doit fournir la charge UdC sur les armatures, et donc recevoir le travail U2dC , fourni par
le condensateur (voir le cours de Feynman pour plus de détails [96]). Le travail total s’écrit donc d’après
(2.115) :
dWel = dWcond + dWsource ; (2.116)
=
1
2
U2dC   U2dC ; (2.117)
=   1
2
U2dC ; (2.118)
et l’énergie libre totale d’origine électrique est :
Fel =  1
2
CU2 : (2.119)
Nous pouvons donc en conclure encore une fois que lorsque la surface augmente, l’énergie du condensateur
baisse, mais cette fois-ci à potentiel constant, cas pour lequel il faut prendre en compte la source de courant.
Loi de Lippmann
L’énergie libre totale est la sommede l’énergie d’origine capillaire, et d’origine électrique. L’énergie d’origine
capillaire est à une constante près :
F = LVSLV + (SL   SV)SSL + const : (2.120)
Ainsi, l’énergie totale, en ajoutant (2.119), s’écrit :
Ftot = LVSLV + (SL   SV)SSL   1
2
CU2 ; (2.121)
= LVSLV +

SL   SV   0r
2e
U2

SSL : (2.122)
L’énergie électrostatique est donc une énergie surfacique qui vient se retrancher aux énergies de surface
d’origine capillaire. Notamment, si SL(U) dénote la densité de charge à l’interface liquide-solide, on peut
écrire alors : 
@SL
@U

T;
=  SL(U) =  0r
e
U : (2.123)
Les tensions de surface sont donc modiĕées par la présence des charges électriques, et on peut parler de
tension de surface eﬀective pour l’interface solide-liquide :
effSL = SL  
0r
2e
U2 : (2.124)
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En outre, cela modiĕe la condition d’équilibre de la goutte. Si l’on minimise l’énergie (2.122) à volume
constant, comme nous l’avons fait à la sous-section 3.1.1, nous pouvons retrouver l’angle d’équilibre  d’une
calotte sphérique de liquide, en changeant SL par effSL :
cos  = SV   
eff
SL
LV
; (2.125)
c’est-à-dire d’après (2.124) :
cos  = cos Y +
0r
2eLV
U2 ; (2.126)
ce qui constitue la loi de Lippmann. Ainsi, lorsque l’on applique une tension sur une goutte de liquide,
celle-ci s’étale car cos  augmente, pour minimiser l’énergie électrostatique en augmentant la surface du
condensateur constitué de la surface solide-liquide de la goutte, où se situe une partie des charges, et de la
contre-électrode sous la goutte. La dépendance est en U2 sur cos . Le deuxième terme 0rU2/2eLV est
sans dimension, et est parfois noté , nombre d’électromouillage. Enĕn, nous pouvons examiner quelques
ordres de grandeur. Pour modiĕer sensiblement l’angle de contact, nous avons   0;1. Les permittivités
relatives sont de l’ordre de un pour la plupart des isolants, et les tensions de surface de l’ordre de 20 à
70mNm−1. Pour un isolant d’une épaisseur de d  1mm, il est alors nécessaire d’avoir une tension U 
103 V.Cette tension est énormément réduite lorsque l’on réduit l’épaisseur de l’isolant. De nos jours, on peut
fabriquer des isolants d’une épaisseur de 100 nm, ce qui réduit la tension à 10V. Si l’isolant est constitué
d’une monocouche atomique, on peut même réduire les tensions à l’ordre du volt, pour contrôler l’angle de
contact des gouttes.
Saturation de lʼangle de contact
Expérimentalement, les expériences d’électromouillage sont simples à mettre enœuvre. L’électrode en con-
tact avec le liquide est par exemple un ĕl de platine, peu réactif, et le liquide est par exemple de l’eau ou du
glycérol, liquides polaires, dans lesquels on ajoute des ions Na+Cl– ou K+Cl–. La concentration en ions n’a
pas d’inĘuence, 10 2mol L−1 convient parfaitement par exemple. La contre-électrode est n’importe quel
substrat métallique. Ce qui est crucial est le choix de l’isolant pour plusieurs raisons. Tout d’abord, pour iso-
ler parfaitement le phénomène, il faut réduire l’hystérésis de l’angle de contact. Pour cela, il est souvent né-
cessaire d’avoir d’une part des surfaces bien planes, et d’autre part d’utiliser un traitement chimique spéci-
ĕque. Ensuite, il faut que l’isolant soit suﬃsamment bon et possède une tension de claquage (ou tension dis-
ruptive) suﬃsamment grande pour que le claquage ne se produise pas avant que les eﬀets d’électromouillage
interviennent. Nous pouvons voir sur la Figure 2.33 une expérience classique d’électromouillage, réalisée
d’après le protocole décrit par Bergé en 1993 [92], et notamment rappelé dans la revue de Mugele et Baret
[97], qui montre la dépendance du cosinus de l’angle de contact cos  en fonction de la tension. Cette ex-
périence a été eﬀectuée sur un substrat de PDMS (Sylgard 184), déposé sur un wafer métallisé (une couche
de 10 µm d’or est déposée par évaporation sous vide). Le wafer métallisé constitue la contre-électrode, et
nous déposons par spin-coating une couche de 9;5 µm de PDMS, qui a réticulé pendant 20 minutes à 90 C.
L’hystérésis est assez grande sur ce substrat, donc seul l’angle d’avancée est représentée sur la ĕgure. La
courbe théorique est représentée aussi pour cette épaisseur et pour la permittivité relative 2;7 de ce maté-
riau, donnée par le fournisseur. Nous observons que les points expérimentaux sont très bien décrits par la
courbe théorique (2.126) jusqu’à environU  250V. La saturation devrait apparaître lorsque le cosinus de
l’angle de contact vaut un, c’est-à-dire versU  300V, or elle arrive plus tôt, et l’angle sature à un angle non
nul, de l’ordre de 40 °. On peut noter enĕn, qu’au-delà de la saturation, la ligne de contact devient instable,
et on peut observer l’émission de petites gouttes de liquide (voir Vallet et Bergé [98] ou Mugele [99]).
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F 2.33 Expérience classique d’électromouillage. Le liquide est de l’eau avec une concentration
de Na+Cl– à 10 2 mol L−1, et le substrat est du PDMS réticulé de permittivité relative 2;7 et d’épaisseur
9;5 µm. Les triangles sont les points expérimentaux, et la taille des points correspond à l’erreur sur la me-
sure de l’angle de contact. La courbe noire correspond à la courbe théorique (2.126). On observe un phé-
nomène de saturation vers U  250V. En insert, l’image d’une de ces gouttes, où on aperçoit l’électrode
de platine en contact avec le liquide.
Une singularité du coin
Ce phénomène de saturation révèle l’importance de la description des phénomènes à la ligne de contact
au niveau microscopique. En eﬀet, à la ligne de contact, l’interface forme un coin et le champ électrique
devient singulier, très intense, et il pourrait dépasser localement la tension de claquage. C’est l’explication
de la saturation donnée par Papathanasiou et Boudouvis en 2005 [100]. De façon plus générale, comme
nous l’avions remarqué au chapitre 2, la forme locale de l’interface près de la ligne de contact dépend de
l’ensemble de la forme de la goutte. Le potentiel des interactions de Van der Waals entre molécules dépend
de l’ensemble de la géométrie du coin. Cela devient encore plus crucial lorsqu’il y a des charges électriques,
dont l’interaction a une portée beaucoup plus grande que les interactions de Van der Waals [101]. Ainsi,
la détermination de l’angle de contact dépend de la distribution des charges, qui dépend elle-même de la
forme. De plus, d’autres phénomènes d’écrantage et de coupure peuvent intervenir [102]. C’est pourquoi
la physique de cette saturation est diﬃcile à appréhender.
Onpeut trouver dans la littérature d’autres tentatives demodélisation du phénomène de saturation, bien
qu’aucun modèle ne fasse encore l’unanimité. Des phénomènes d’écrantage proche de la ligne de contact
ont ainsi été proposés par Verheijen et Prins en 1999 [103], où ils observent que des charges sont piégées
dans l’isolant, ce qu’ils attribuent à la singularité du champ électrique, réduisant ainsi le potentiel eﬀectif
appliqué pendant la saturation.Vallet et al. [98] expliquent quant à eux lamême année la saturation de l’angle
par un phénomène d’ionisation de l’air au voisinage de la ligne de contact. La fuite des charges lorsque le
champ devient trop grand se produit cette fois-ci dans l’air, où un phénomène d’ionisation a été observé
par une émission spontanée de lumière d’une durée de l’ordre de 100 ns sur un anneau situé à l’extérieur
de la goutte, très proche de la ligne de contact. La longueur d’onde de la lumière émise correspond à celles
des émissions caractéristiques de plusieurs gaz de l’atmosphère. Toutefois, cette explication est en désaccord
avec les résultats de Seyrat et Hayes de 2001 [104] qui ont montré que la tension de saturation dépend des
caractéristiques du diélectrique utilisé et de l’épaisseur de l’isolant.
Il n’y a pas à ce jour encore de modèle satisfaisant permettant d’expliquer le phénomène de saturation
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de l’angle de contact. Ce phénomène révèle l’importance de la description de la ligne de contact, et les eﬀorts
de modélisation ont été portés jusqu’ici uniquement sur les phénomènes électrostatiques.
Formation dʼun ﬁlm microscopique
Nous proposons ici un petit modèle supplémentaire permettant de comprendre la saturation en des termes
géométriques à la ligne de contact. Du point de vue électrostatique il est toujours avantageux que la surface
du condensateur soit plus grande car il y a alors plus de charges en vis-à-vis. Du point de vue du liquide,
l’équation de Lippmann (2.126) a été dérivée en considérant que la goutte est une calotte sphérique. Or, si le
liquide peut s’étendre en créant un ĕlm de prémouillage d’épaisseur nulle, cela n’a aucun coût du point de
vue de l’énergie de surface. Dans un modèle complètement continu, nous voyons donc qu’il est préférable
d’étirer un ĕlm d’épaisseur nulle pouvant porter des charges pour abaisser l’énergie libre du système. En
pratique, le ĕlm ne peut pas avoir d’épaisseur nulle, il a au minimum une épaisseur . L’énergie capillaire
associée est liée à la pression de disjonction. En eﬀet, l’énergie d’un volume élémentaire de liquide à la
distance h du solide s’écrit [voir l’équation (1.73)] :
 = SL(h) LL(h) ; (2.127)
où représente l’interaction entre un élément de volume de la phase  à la distance h d’un espace semi-
inĕni de la phase (c’est donc une pression). Et, nous avons vu que son intégrale s’écrit à l’équation (1.79) :Z 1
0
(h) dh =  (1  cos Y ) : (2.128)
Enĕn, pour des interactions de Van der Waals, à grand h, nous avons (h) /  1/h3. À des distances h
comparables aux échelles intermoléculaires , la valeur exacte de la pression de disjonction dépend de la
fonction de corrélation de paire.
F 2.34 Formation d’un ĕlm de prémouillage d’épaisseur h lors de la saturation.
Ainsi, la minimisation de l’énergie libre que nous avons eﬀectuée précédemment pour une calotte sphé-
rique s’eﬀondre lorsqu’il devient plus avantageux d’un point de vue énergétique de tirer un ĕlm microsco-
pique. Le seuil se situe lorsque le gain énergétique pour tirer un ĕlm d’épaisseur minimale  est nul. Cela
s’écrit alors de la façon suivante par unité de surface du ĕlm tiré :
0r
2e
U?2 =
Z h
0
(z)dz : (2.129)
L’intégrale dépend du modèle des interactions microscopiques, mais nous voyons réapparaître la tension
critique pour une épaisseur inĕnie, telle que le modèle macroscopique nous la donne. En eﬀet, si l’épaisseur
est inĕnie, on retrouve ici une tension critique qui apparaît lorsque cos  = 1 d’après les équations (2.128) et
(2.126). Si l’épaisseur tirée est ĕnie, la tension critique baisse car l’intégrale du membre de droite de (2.129)
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diminue, et s’écarte de LV(1 cos Y ) lorsque h n’est pas inĕni. Ainsi, si nous prenons l’ansatz numérique
(1.118) utilisé précédemment pour(h), nous obtenons :
0r
2e
U?2 =
h

cot 1

h


LV(1  cos Y ) : (2.130)
La fonction x cot 1 x tend vers un lorsque x ! 1 et vaut zéro en zéro. De la même façon nous pouvons
prendre la pression de disjonction de typeHamaker présentée au chapitre 1 à l’équation (1.114), qui suppose
une fonction de corrélation de paire d’un modèle de sphères dures, pour obtenir :
0r
2e
U?2 =

1  
2
h2

LV(1  cos Y ) : (2.131)
Dans ce modèle, nous voyons réapparaître le fait que lorsque h = , la tension critique est nulle, comme
pour un ĕlm d’épaisseur nulle car la pression de type Hamaker est nulle en-dessous de .
Finalement, la tension critique s’écrit :
U? =
s
2e f
 
h


LV(1  cos Y )
0r
; (2.132)
où :
f

h


=
1
LV(1  cos Y )
Z h
0
(z)dz ; (2.133)
ce qui représente l’énergie adimensionnée de la présence d’un ĕlm de prémouillage. Ainsi, un ĕlm d’épais-
seur h crée un abaissement de la tension critique par rapport au cas de mouillage total de tension critique
U tot =
p
2eLV(1  cos Y )/0r :
U? = U tot
s
f

h


: (2.134)
Par exemple, dans le cas d’un ĕlm d’épaisseur h =  pour le potentiel numérique, le facteur entre les deux
vaut
p
f(1) =
p
/4  0;88, ce qui représente un seuil de saturation assez tôt. Pour notre expérience,
nous avons U? = 250V et U tot = 290V. Cette diﬀérence de 40V est compatible avec une épaisseur
h  1;4 en prenant l’ansatz numérique et h  2;7 en prenant le modèle de Hamaker, pour lesquels on
le rappelle  n’a pas la même déĕnition.
Pour conclure, l’ajout d’un autre type d’énergie à l’énergie d’origine capillaire permet de modiĕer la
forme d’une interface. Cette nouvelle énergie, ici d’origine électrostatique, agit sur des échelles diﬀérentes,
et vient perturber l’équilibre des forces au coin d’une goutte. Lemodèle deDFT simpliĕée nous permet dans
ce cas de prédire qu’une déstabilisation du coin avec la formation d’un ĕlmmicroscopique de prémouillage
permet de minimiser l’énergie. Nous devons dans ce modèle ajouter phénoménologiquement une échelle
microscopique, sinon cela mène à un ĕlm d’épaisseur nulle. Il n’y a pas encore de preuve expérimentale
directe de l’existence de ce ĕlm de prémouillage, mais dans leurs expériences, Verheijen et Prins [103] men-
tionnent l’existence de particules chargées hors de la goutte lorsque les gouttes se retirent. Il conviendrait
donc à la lumière de nos prédictions de pousser plus en avant l’examen des gouttes d’électromouillage au-
delà de la saturation.
2.7.2 Eﬀets de stratiﬁcation
Nous avons vu précédemment au Table 2.1 page 94 que la loi d’Young en dynamique moléculaire ne peut
s’expliquer seulement avec le rapport des interactions entre lesmolécules de liquide et des interactions entre
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les molécules de liquide et les molécules de solide. Toutefois, nous avons vu que le modèle de DFT permet
de démontrer la loi d’Young, alors qu’il ne concerne que des liquides homogènes. Or les inhomogénéités
de densité dans le liquide créées par la présence du solide modiĕent substantiellement l’interaction liquide-
solide. Pourquoi les deux modèles sont-ils compatibles avec la loi d’Young ? Cela tient en la déĕnition de
la tension de surface. En DFT, la tension de surface est déĕnie grâce à l’énergie d’adhésion 2LV = ALL
(1.31), ce qui s’exprime grâce aux pressions d’interaction. En dynamique moléculaire, la tension de surface
a une déĕnition mécanique, par l’intégrale des contraintes (1.17). Lorsque le liquide est homogène, nous
avons démontré que ces deux déĕnitions sont équivalentes. Lorsqu’il n’est pas homogène, en particulier à
l’interface liquide-solide, ou pour l’interface solide-vapeur, nous avons vu à la sous-section 1.1.4 que ces
deux déĕnitions ne sont pas équivalentes. Nous pouvons voir sur la Figure 2.35 l’opération réalisée lorsque
l’on calcule le travail d’adhésion pour un liquide inhomogène, en particulier ici pour l’interface liquide-
solide. Cette opération nécessite que les conĕgurations du liquide se rééquilibrent pour que les proĕls de
densités correspondent aux déĕnitions de SV et LV dans l’état ĕnal. On voit alors que la déĕnition de SL en
DFT prend en fait déjà en compte ces eﬀets de façon implicite, qui sont ainsi déjà inclus dans SV. Lemodèle
de DFT suppose donc de façon auto-cohérente ces eﬀets dans la déĕnition de la tension de surface solide-
liquide, en ĕxant l’intégrale sur l’interaction liquide-solide. Le fait que l’intégrale soit alors proportionnelle
à l’amplitude de l’interaction n’est donc vrai que pour des liquides homogènes. C’est pourquoi il y a une
diﬀérence entre les résultats de dynamique moléculaire et de DFT pour la déĕnition de l’angle d’Young.
F 2.35 Travail d’adhésion liquide-solide. Pour pouvoir réaliser ce travail, on doit attendre
l’équilibrage des conĕgurations des molécules de liquide, comme le montre l’allure du proĕl de densité
dans le liquide à droite. Figure inspirée de [17].
Finalement, les eﬀets de stratiĕcation sont inclus implicitement enDFT dans les déĕnitions des tensions
de surface, mais le modèle de DFT lorsqu’il explicite les potentiels eﬀectifs d’interaction ne peut pas rendre
compte de ceux-ci. La loi d’Young est donc au ĕnal bien une loi d’équilibre des forces, telles qu’elles sont
mesurées en dynamique moléculaire, et vériĕée ainsi. La mesure des tensions de surface pour des systèmes
inhomogènes doit donc absolument être calibrée par les contraintes, c’est-à-dire comme nous l’avons vu
lorsque la surface possède un nombre d’atomes constant lors d’une déformation. On ne peut donc pas
déĕnir une tension de surface en eﬀectuant une transformation de la surface à densité constante, bien que
ce soit équivalent si le liquide est homogène, et espérer que la loi d’Young correspondante soit vériĕée.
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2.8 Conclusion
La loi d’Young, connue depuis 1805, traduit l’équilibre mécanique d’une « ligne de contact », et sa démons-
tration thermodynamique ne prête aucune ambiguïté. Son interprétation mécanique a pourtant souvent
fait l’objet de nombreuses imprécisions. En eﬀet, la ligne de contact ne représente aucune matière, on ne
peut donc pas parler de forces « tirant » sur cette ligne. Grâce au modèle de DFT simpliĕée que nous avons
développé au premier chapitre nous avons pu interpréter correctement par des raisonnements considérant
les interactions entre domaines géométriques, en localisant les forces capillaires dans un coin de liquide à
l’équilibre à l’approche de la ligne de contact. Cette approche a permis de soulever quelques résultats im-
portants. Tout d’abord, la force exercée par un substrat solide sur un coin de liquide est une force verticale,
égale à LV sin Y par unité de longueur de ligne de contact. La force exercée par le liquide sur le solide n’est
pas l’inverse de cette force car il ne s’agit pas des mêmes systèmes, et elle n’est pas non plus tangentielle à
l’interface liquide-vapeur. Elle présente en eﬀet une composante supplémentaire selon l’interface solide-
liquide, qui porte la force à LV sin Y selon la normale à l’interface solide-liquide, et LV(1+ cos Y ) selon
la tangente. Cette force est toujours orientée vers le liquide car elle résulte de l’attraction de l’ensemble des
molécules de liquide sur chaquemolécule de solide. De plus, nous avons pu généraliser l’étude de ces forces
au cas de Neumann, dans le cas où la ligne de contact se situe à l’intersection de deux phases liquides et
d’une phase vapeur. Nous avons alors validé expérimentalement cette loi de Neumann, ce qui n’avait encore
jamais été fait à notre connaissance.
Ces forces sont compatibles avec les résultats thermodynamiques, qui résultent de la conservation de
l’énergie. En eﬀet, pour retrouver les forces interprétées classiquement, il faut inclure toutes les forces capil-
laires, notamment les forces de pression exercées sur des interfaces solide-liquide courbées, que nous avons
mises en évidence au premier chapitre. D’une façon générale, les raisonnements énergétiques donnent des
résultats beaucoup plus facilement utilisables en ce qui concerne les forces, que l’étude mécanique du détail
de la distribution des forces capillaires.
Cette approche permet en théorie de déterminer complètement la forme de l’interface à l’approche de la
ligne de contact, lorsque l’on connaît la fonction de corrélation de paire. Le détail du proĕl de cette interface
dépend donc a priori de la fonction de paire choisie. Qualitativement on observe un aplatissement dû aux
attractions de Van derWaals pour des Ęuides simples. L’angle d’Young est ainsi un angle d’équilibre du coin
de liquide, déterminé par l’échelle microscopique, par les quelques nanomètres pendant lesquels les forces
de Van der Waals dans le liquide et avec le solide s’équilibrent. En déĕnitive pourtant, l’angle d’Young ne
dépend pas de la forme précise de l’interface. Sa détermination est purement géométrique, et il provient du
simple fait que le liquide forme un coin à l’approche de la ligne de contact. Les eﬀets ĕns de stratiĕcation
du proĕl de densité à l’approche du solide n’ont pas d’inĘuence sur cette loi car nous devons déĕnir les
tensions de surface de façon mécanique, ce qui est absolument nécessaire pour des milieux inhomogènes,
et notamment pour les solides, alors que lorsque le liquide est homogène, les déĕnitions thermodynamique
et mécanique sont équivalentes.
Nous avons pu de lamême façon déterminer les eﬀets de la prise en compte d’autres énergies de surface,
telle l’énergie électrostatique. Nous avons pu proposer une autre interprétation au phénomène de saturation
de l’électromouillage. Ces eﬀets s’interprètent encore une fois par des eﬀets géométriques, car la formation
d’un ĕlm de prémouillage permet de minimiser l’énergie électro-capillaire à partir d’une tension seuil. Les
tensions de saturations observées dans la littérature sont ainsi compatibles avec l’existence d’un ĕlm d’une
épaisseur de quelques tailles moléculaires, et dont il existe quelques signes expérimentaux.
Dans des exemples concrets cependant, l’angle d’équilibre est une notion compliquée. En eﬀet, en pre-
nant n’importe quel cas réaliste, nous faisons face à des inhomogénités chimiques ou de la rugosité du sub-
strat, et cela à des échelles beaucoup plus grandes que l’échelle microscopique de sélection de l’angle. Cela
crée inévitablement de l’hystérésis sur l’angle de contact, sans parler des phénomènes dynamiques associés.
Nous aborderons ces questions dans les chapitres suivants. Tout d’abord, quelle est l’inĘuence de la troi-
sième dimension que nous avons délibérément mise de côté dans ce chapitre ? En eﬀet, nous avons supposé
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une invariance par translation de la ligne de contact, ce qui nous a amené à faire un traitement pseudo-2D
jusqu’ici. Or, la ligne de contact a bien souvent une structure tridimensionnelle : elle est courbée du fait de
contraintes géométriques (une goutte axisymétrique) ou d’inhomogénéités du substrat (chimiques ou phy-
siques). Quelle est l’inĘuence de cette structure sur l’énergie du système, ou sur l’angle de contact ? C’est ce
que nous allons étudier au chapitre 3. D’autre part, la distribution des forces capillaires mise en évidence
dans ce chapitre n’est pas usuelle : il y a une force tangentielle supplémentaire dans le solide au voisinage
de la ligne de contact. Si le solide est déformable, cela doit donc amener à des déplacements tangentiels non
symétriques. De la même façon, quels sont les eﬀets de la pression de Laplace aux interfaces liquide-solide ?
C’est ce que nous étudierons au chapitre 4.
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2Deuxième partie—Inﬂuences macroscopiquesdes échelles microscopiques

Chapitre 3
Nanogouttes
N’oublie pas ce qu’a dit le médecin : cinq gouttes. La
posologie ça s’appelle. Et de la posologie au veuvage, c’est une
question de gouttes.
M A, 
Archimède le clochard
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3.1 La tension de ligne
Le développement de la microĘuidique lors de la dernière décennie a renouvelé l’intérêt pour un concept
thermodynamique introduit par Gibbs dans son article novateur [15] : la tension de ligne. Nous allons
voir dans la suite que la tension de ligne est l’analogue de la tension de surface pour la ligne de contact, et
qu’elle joue un rôle important pour les petites gouttes, d’une taille typiquement de 1 à 100 nm. L’étude de la
tension de ligne est donc importante lorsque des phénomènes impliquent des gouttes de petite taille (voir
la revue d’Amirfazli [105]) : il peut s’agir de phénomènes de condensation [106], l’étude des colloïdes, des
émulsions, ou encore des matériaux poreux [107].
3.1.1 Déﬁnition thermodynamique
Par analogie avec la tension de surface qui est déĕnie comme étant l’excès d’énergie libre par unité de surface
due à la présence d’une interface séparant deux phases [voir l’équation (1.8)], la tension de ligne est l’excès
d’énergie libre par unité de longueur d’une ligne de contact séparant trois phases. La variation de l’énergie
libre F d’un système présente donc trois types de contributions : une contribution volumique associée à la
pression P lorsque le volume V varie, des contributions surfaciques lorsque les diﬀérentes surfaces Si des
interfaces i varient, associées aux paramètres intensifs i, les tensions de surface des interfaces considérées
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(liquide-vapeur, solide-vapeur et solide-liquide), et enĕn une contribution linéique lorsque la longueur L
de la ligne de contact varie, pour laquelle on introduit le paramètre intensif  , appelé tension de ligne :
dF = PdV +
X
i
idSi + dL : (3.1)
Contrairement à la tension de surface  qui doit être positive pour que l’existence d’une interface soit stable,
il a été prouvé que le signe de la tension de ligne  ne peut pas être déterminé par des arguments de stabilité
[108]. De plus, de nombreux problèmes conceptuels demeurent dans la déĕnition de la tension de ligne
[109, 110].
Notons qu’ici le concept de la tension de ligne n’est pas l’analogue de la tension de surface pour des
systèmes à deux dimensions. Il y a pu y avoir par le passé une confusion entre ces deux concepts. En parti-
culier, la tension de surface à deux dimensions, qui concerne donc la minimisation d’une ligne de contact
entre deux systèmes plans (par exemple des monocouches), est positive [111].
Inﬂuence sur lʼangle de contact
Le système le plus simple pour lequel la tension de ligne peut être observée est celui d’une goutte reposant
sur un substrat solide, en conditions de mouillage partiel. Considérons une goutte dont la forme est une
calotte sphérique, caractérisée par le rayon R de la ligne de contact, et son angle de contact . On note R
le rayon de courbure, R est bien le rayon de la goutte vue de dessus. On a donc R = R/ sin  (voir la
Figure 3.1. Le volume de la goutte est :
V =
1
3
R3
 
2  3 cos  + cos3  = 1
3
R3
2  3 cos  + cos3 
sin3  ; (3.2)
la surface de l’interface liquide-vapeur :
SLV = 2R
2
(1  cos ) = 2R2
1  cos 
sin2  ; (3.3)
la surface de l’interface solide-liquide :
SSL = R
2 ; (3.4)
et la longueur de la ligne de contact :
L = 2R : (3.5)
Lorsque l’on minimise l’énergie libre par rapport à l’angle de contact  à volume constant [PdV = 0 dans
l’équation (3.1), et d’autre partR est déterminé par V et  à l’équation (3.2)] on doit résoudre dF = 0 dans
(3.1). En l’absence de tension de ligne, c’est-à-dire en prenant  = 0, l’équation à résoudre est donc :
LV
@SLV
@R
+ (SL   SV)@SSL
@R

@V
@
 

LV
@SLV
@
+ (SL   SV)@SSL
@

@V
@R
= 0 ; (3.6)
puisque dSSV =  dSSL et que par conservation du volume, on a dR =  (@V /@)/(@V /@R)d. On
obtient alors en utilisant les déĕnitions des volumes et des surfaces aux équations (3.2), (3.3) et (3.4) :
cos  = SV   SL
LV
= cos Y ; (3.7)
ce qui constitue la loi d’Young (2.1). L’angle de contact d’une goutte à l’équilibre est bien l’angle d’Young.
Si l’on tient compte de la tension de ligne, on eﬀectue le même raisonnement et on obtient cette fois-ci
[112, 113] :
cos  = cos Y   /LV
R
; (3.8)
c’est-à-dire :
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cos  = cos Y +
`
R
; (3.9)
où on a déĕni la longueur de tension de ligne ` de la manière suivante :
`   

: (3.10)
L’angle de contact est doncmodiĕé par la présence de la tension de ligne par rapport à l’angle d’Young. Pour
des grandes gouttes telles queR `, l’angle n’est pas modiĕé. En revanche pour de petites gouttes, dont la
taille est de l’ordre de `, alors l’angle est modiĕé. Si la tension de ligne est positive, ` est négatif, et lorsque la
taille de la goutte diminue, le cosinus de l’angle diminue, et donc l’angle augmente : la goutte « remonte » car
la longueur de la ligne de contact doit êtreminimisée lorsque la tension de ligne est positive. Au contraire, si
la tension de ligne est négative, on s’attend à ce que les petites gouttes s’aplatissent, la longueur de ligne étant
maximisée dans ce cas. Une tension de ligne négative ne mène pas forcément à des situations instables car
elle est contrebalancée par la tension de surface [108]. Nous avons volontairement introduit un signemoins
sur la longueur de tension de ligne car nous allons voir dans la suite que la tension de ligne est négative pour
les liquides simples.
Cet eﬀet est très dépendant de la géométrie de la goutte. En eﬀet, pour des gouttes invariantes par
translation (« cylindriques »), pour lesquelles la ligne de contact est linéaire, cet eﬀet est nul. On peut le
redémontrer de la mêmemanière que précédemment en prenant par unité de longueur de ligne de contact :
V = R2( cos  sin ), SLV = 2R, SLS = 2R sin  etL = 2, et on retrouve la loi d’Young, même pour
 6= 0. Pour de telles gouttes, la tension de ligne n’a donc aucune inĘuence sur la géométrie de la goutte, et
ce quelque soit leur taille. Le facteur 1/R qui apparaît dans la loi d’Young modiĕée (3.8) est ainsi relié à la
courbure de la ligne de contact, qui est nulle dans le cas des gouttes cylindriques.
F 3.1 Schéma de deux gouttes possédant la même largeur et le même angle de contact . On note
R le rayon de la goutte vue du dessus. À gauche la goutte est invariante dans la direction de la ligne de
contact (calotte cylindrique), et à droite, la goutte est axisymétrique (calotte sphérique). Pour de petites
gouttes, l’angle de contact de la goutte axisymétrique est aﬀecté par la tension de ligne, ce qui n’est pas le
cas pour la calotte cylindrique.
3.1.2 Prédictions théoriques et vériﬁcations expérimentales
Les prédictions théoriques de l’amplitude de la tension de ligne sont basées sur le calcul d’une énergie libre
associée à la présence de la ligne de contact, en utilisant la physique statistique ou les théories associées de
fonctionnelle de la densité [39, 47]) ou desmodèles basés sur des déplacements de l’interface [114, 115]. Ces
analyses prédisent des valeurs de tensions de ligne  comprises entre 10 12 et 10 10 J m−1. Le comportement
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de cette tension de ligne proche de la transition de mouillage (Y ! 0) est d’un intérêt particulier car 
diverge ou s’annule en fonction des détails de l’interaction [28, 33, 105, 116].
Quantité demesures expérimentales ont été eﬀectuées pour déterminer cette amplitude. La façon la plus
directe pour déterminer  est d’étudier l’angle de contact  en fonction de la courbure 1/R de la ligne de
contact d’après l’équation (3.8), c’est-à-dire en fonction de la taille de la goutte [117, 118, 119, 120, 121]. Du
fait des échelles de longueur très petites impliquées dans la mesure de  , les valeurs de  observées varient
beaucoup : des valeurs à la fois positives et négatives et allant de 10 11 à 10 5 J m−1 ont été reportées. La
raison de cette grande variation est que la détermination de l’angle de contact n’est pas une chose aisée
à cause de l’hystérésis causée par les inhomogénéités de surface [122]. La moindre inhomogénéité peut
provoquer une grande surestimation de  . En eﬀet, les contaminations à la surface peuvent même mener à
un changement du signe de la tension de ligne apparente [123, 124]. Depuis récemment, la tension de ligne
généralement mesurée converge vers une valeur négative, et de l’ordre de  = 10 10 Jm−1 [125].
Historiquement, c’est bien l’étude de gouttes sur des substrats qui a permis de mettre en évidence la
tension de ligne. Les récentes études de nanobulles à la surface de substrats permettent de détecter la dé-
pendance de l’angle de contact en fonction de leur taille [126, 127, 128, 129]. Toutefois, il est diﬃcile de
mesurer des angles de contact aux échelle impliquées (de 1 à 100 nm). En eﬀet, une erreur de mesure sur le
rayon de la goutte se traduit immédiatement par une imprécision sur l’angle de contact. Ainsi, il est diﬃ-
cile de s’abstenir de certains artefacts expérimentaux. Par exemple, dans certaines expériences, le rayon de
courbure de la pointe AFM perturbe grandement la mesure de la courbure des gouttes, générant ainsi des
mesures de tension de ligne surévaluées [127], comme cela a été remarqué récemment par Borkent et al.
[126]. Ainsi, des méthodes alternatives ont été développées, par exemple en calculant le potentiel eﬀectif
au voisinage de la ligne de contact par la mesure des déviations de la forme de l’interface par rapport à un
coin [125, 130]. Pour une revue complète des résultats expérimentaux, on pourra se référer à [105, 118].
3.1.3 Problématique
La détermination de la tension de ligne est donc problématique, tant d’un point de vue expérimental, que
d’un point de vue théorique. Nous proposons ici d’une part de mener des expériences de dynamique mo-
léculaire pour sa détermination. En eﬀet, l’avantage de la dynamique moléculaire, est que nous pouvons
prendre soin à la déĕnition de l’interface et à la mesure de l’angle de contact. De plus, en dynamique molé-
culaire, nous pouvons stabiliser des gouttes à deux dimensions par un jeu subtil de conditions aux limites
comme nous allons le voir, comme ce qui a été tenté expérimentalement, mais pas encore en dynamique
moléculaire.
Ensuite, nous proposons ici de déterminer la tension de ligne en utilisant le modèle de DFT simpli-
ĕée que nous avons développé au chapitre 1. Nous pourrons alors comparer les résultats de dynamique
moléculaire avec notre modèle, et analyser le comportement de la tension de ligne.
Pour déterminer cette tension de ligne, nous utilisons la méthode expérimentale usuelle de mesure de
l’angle de contact  en fonction de la courbure de la ligne de contact 1/R d’après l’équation (3.8), dans un
système théorique. Nous eﬀectuerons donc cette mesure en fonction de l’angle de contact à l’équilibre Y ,
pour étudier la dépendance de la longueur de tension ` de la ligne, telle que nous l’avons déĕnie à l’équation
(3.10).
Nous allons eﬀectuer ces simulations à la fois pour des gouttes axisymétriques (calottes sphériques),
et pour des gouttes invariantes dans une direction (cylindriques), dans le but de comparer les formes des
interfaces de gouttes de même taille mais avec ou sans une courbure de la ligne de contact.
Nous allons commencer par étudier le comportement de gouttes obtenues par des simulations de dyna-
mique moléculaire pour un potentiel de Lennard-Jones. Ces simulations ont l’avantage de poser une base
de comparaison pour lesquelles aucune hypothèse n’est requise. De plus elles sont adaptées à l’étude de
la tension de ligne puisque cet eﬀet se manifeste principalement pour de petites gouttes, et permettent de
faire des mesures sur des systèmes parfaits, c’est-à-dire ne possédant pas d’hystérésis, ou d’inhomogénéités
de surface. Des études de ce type ont déjà été eﬀectuées par le passé [131, 132], mais une étude systéma-
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tique n’a apparemment jamais été conduite. Nous analyserons ensuite ces résultats grâce au modèle de DFT
géométrique que nous avons développé plus tôt.
3.2 Nanogouttes en dynamique moléculaire
3.2.1 Conﬁguration numérique
Les simulations de dynamique moléculaire présentées ici ont été réalisées en utilisant le logiciel G
[133]. La simulation porte sur un système binaire, dans lequel deux types de particules existent : des par-
ticules de Ęuide, qui peuvent se déplacer dans une phase pouvant être gazeuse ou liquide, et des particules
de solide dont les positions sont ĕxées sur un réseau cubique à faces centrées (voir sur la Figure 3.2 les par-
ticules Ęuide sont bleues, et les particules solides sont blanches). Toutes les particules interagissent selon le
potentiel de Lennard-Jones suivant :
LJ (r) = 4

r
12   
r
6
: (3.11)
Ici,  représente l’amplitude de l’attraction entre une particule de type (Ęuide ou solide) et une particule
de type  (Ęuide ou solide). On déĕnit donc LS et LL pour les deux types d’interactions utiles.  repré-
sente la taille caractéristique desmolécules, nous l’avons choisie identique quelque soit le type d’interaction.
Pour le calcul, le potentiel est tronqué à une distance relativement grande (rc = 5), distance à laquelle
LJ est pratiquement nul. Le pas de temps est ĕxé à dt = 
p
m/ll/200, m étant la masse des parti-
cules. Les particules de Ęuide sont initialement positionnées sur un réseau cubique à faces centrées proche
du substrat, et elles relaxent vers une situation d’équilibre en formant une goutte sur le substrat (voir Fi-
gure 3.2). Des conditions aux limites périodiques sont imposées dans toutes les directions. Pour diﬀéren-
cier une goutte axisymétrique et une goutte cylindrique, nous imposons diﬀérentes longueurs de périodi-
cité. Dans le cas axisymétrique (« 3D  »), ces dimensions sont suﬃsamment grandes pour s’assurer qu’une
particule n’interagit pas avec elle-même. Dans le cas cylindrique (« 2D »), on réduit une des dimensions
transverses (tangentielle au substrat) à 15, ce qui crée une goutte inĕniment longue dans une direction
de façon artiĕcielle. Cette distance doit être en eﬀet plus petite pour éviter une instabilité de Rayleigh qui
apparaît pour des longueurs d’onde  > 2R.
La mouillabilité sur le substrat est conditionnée par le rapport LS/LL. Par exemple, si ce rapport est
grand, les particules sont plus attirées par le solide, et on a donc une situation plus « hydrophile », avec
une angle de contact faible. Toute une gamme d’angle de contact peut donc être explorée [134, 135]. En
pratique, on observe un eﬀet de stratiĕcation dans le liquide au voisinage de l’interface solide-liquide, car
les particules de liquide se structurent en couche à cause de leur répulsion. Cela limite l’angle minimum
que l’on peut mesurer, on se restreint donc à des angles supérieurs à 70 °.
Gouttes cylindrique et sphériques
La Figure 3.2(a) montre les résultats de deux simulations de nanogouttes de géométries diﬀérentes, mais
possédant un même rayon R (vu par la tranche), et d’angle de contact   65 ° La goutte cylindrique à
gauche est formée dans le système quasi-2D où l’une des largeurs de la boîte de simulation est petite. On
a représenté la périodicité des conditions aux limites par les lignes blanches. La goutte sphérique à droite
est, quant à elle, formée lorsque la boîte de simulation est suﬃsamment grande. Cette vue bidimensionnelle
de la simulation est un instantané de l’évolution temporelle des particules. En enregistrant cette évolution
temporelle complètement, on peut réaliser des moyennes temporelles, et tracer la moyenne de la densité
dans l’espace. La Figure 3.2(b) montre les coupes des isocontours de cette densité. On observe alors que la
section transversale de ces deux gouttes de géométries diﬀérentes sont relativement similaires. Cela montre
que l’eﬀet de tension de ligne, qui devrait modiĕer l’angle de contact de la goutte sphérique, est très faible,
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même pour des gouttes de cette taille. Pour quantiĕer cet eﬀet, il faut donc déĕnir précisément l’angle de
contact d’un tel système.
2D 3D
F 3.2 (a) instantanés de simulation de dynamique moléculaire d’une goutte cylindrique « 2D » à
gauche et d’une goutte sphérique « 3D » à droite. Les sphères blanches sont les particules de solide im-
mobiles, qui forment un substrat sur lequel la goutte constituée de particules de Ęuide (sphères bleues en
mouvement) se forme. Les lignes blanches sont des guides pour représenter les surfaces et les lignes de
contact, ainsi que la périodicité de la simulation à gauche (on aperçoit les particules dans la phase gazeuse
qui sont en eﬀet répétées). C’est cette périodicité qui permet de créer l’invariance pour la simulation à
gauche. Ces gouttes sont obtenues pour SLLL =
2
3 , ce qui donne un angle de contact d’Young de l’ordre de
Y  65. (b) Contours d’isodensité de la moyenne statistique de la densité des gouttes représentées en
(a). L’angle de contact et la forme sont quasiment identiques. On observe un eﬀet de stratiĕcation dans le
liquide sur quelques couches moléculaires juste au dessus du solide.
3.2.2 Mesure de lʼangle dʼYoung
Pour déterminer l’angle d’Young d’une simulation, c’est-à-dire d’un rapport donné de LS/LL, il est pré-
férable de faire unemesure des tensions de surface, c’est-à-dire des contraintes dans le liquide. Pour cela, on
eﬀectue un autre type de simulation pour lequel on réalise une interface liquide-vapeur plane, en prenant
plus de particules dans la même boîte. Nous pouvons alors réaliser les mesures des contraintes identiques à
celles que nous avons eﬀectuées au premier et second chapitre, notamment sur la Figure 2.8 (voir [29] pour
plus de détails).
3.2.3 Proﬁl de densité et mesure de lʼangle de contact
Pour eﬀectuer une mesure précise de l’angle de contact, nous devons calculer la densité locale en faisant
une moyenne temporelle et spatiale (en utilisant la symétrie de rotation ou de translation), en suivant un
éventuel mouvement globale de la goutte (on ĕxe le centre de masse des particules de Ęuide.). Lorsque
les gouttes ont atteint l’équilibre, les proĕls de densité sont moyennés sur 106 à 107 pas de temps [voir
Figure 3.3(a)]. Cela correspondrait à une moyenne entre 2 et 20 ns pour de l’Argon par exemple. La forme
de l’interface d’une goutte est donc déterminée par l’étude de la densité. On déĕnit notamment la densité
renormalisée :
(~r) =
(~r)  V
L + V
; (3.12)
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F 3.3 Contours isodensité de la goutte sphérique de la Figure 3.2 de rayon R  9. (a) Trois
contours sont représentés, de densités renormalisées  = 0; 3 en bleu, 0; 5 en rouge et 0; 7 en orange.
Les contours sont ajustés par des cercles concentriques en pointillés demême rayon C. (b) Proĕl de densité
renormalisé le long d’un rayon r. Il est indépendant de la coupe où elle est réalisée puisque les contours
sont concentriques. Sont rappelées sur ce proĕl les densités représentées en (a) par les Ęêches. Le proĕl est
ajusté par une tangente hyperbolique (3.13). L’interface possède donc une épaisseur w de quelques . (c)
Nous pouvons vériĕer que les isodensités suivent cet ajustement tout au long de l’interface par la mise à
l’échelle de tous les contours sur ? = 0; 5. On observe que c’est bien le cas sauf à l’approche de la ligne de
contact où l’ajustement par un cercle n’est plus bon. On déĕnit ainsi précisément l’interface de la goutte
loin de la ligne de contact par la courbe de densité ? = 0; 5.
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où L et V correspondent respectivement aux valeurs de la densité loin de l’interface, au milieu des phases
liquide et vapeur (valeur « bulk »). On observe ainsi sur la Figure 3.3(a) trois isocontours de cette densité : en
orange pour  = 0,7, en rouge pour  = 0,5, et en bleu pour  = 0,3. Ces isocontours sont des portions
de cercles concentriques comme en témoignent les ajustements de ces proĕls par des cercles de centre C.
Proches du substrat solide, les contours se rapprochent du solide, sous l’eﬀet de l’attraction du solide, comme
nous l’avions calculé à la section 2.6. Enĕn, on peut observer un autre phénomène, la stratiĕcation dans le
liquide juste au-dessus du substrat [135] : la densité oscille en fonction de la distance au substrat. Pour éviter
des interférences avec cet eﬀet, nous ignorerons cette partie de la goutte. La mesure de l’angle de contact est
donc eﬀectuée sur la partie externe de l’interface : on eﬀectue l’ajustement par des cercles loin de la ligne de
contact, et on extrapole jusqu’au substrat pour trouver le rayonR et l’angle de contact .
Toutefois, quel isocontour choisir ? On voit en eﬀet que le choix de cet isocontour inĘue directement
sur la valeur de R et de  car l’épaisseur de l’interface ne peut pas être négligée. On peut examiner de plus
près le proĕl de l’interface, c’est-à-dire la valeur de la densité le long d’un rayon de centre C, représenté sur
la Figure 3.3(b). Ce proĕl, pour une direction donnée loin de la ligne de contact, peut être ajusté par une
fonction de type tangente hyperbolique comme nous l’avions vu à la sous-section 1.3.1 :
 =
1
2

1 + tanh

R0   r
w

: (3.13)
Cet ajustement est indépendant de l’endroit où il est pris, ce qui prouve que le proĕl de l’interface est indé-
pendant de la géométrie de l’interface.R0 représente donc le rayon de la surface de Gibbs pour  = 0,5, et
w la largeur de l’interface, de quelques tailles . Il se trouve que c’est bien ce proĕl pour des gouttes cylin-
driques qui vériĕe la loi d’Young, et nemontre pas de dépendance enR. Cela justiĕe d’autre part a posteriori
le fait que la largeur de l’interface peut être déterminée indépendamment de la forme de l’interface, et que
l’hypothèse de l’interface inĕniment ĕne utilisée dans le modèle de DFT que nous avons développé est
raisonnable.
Nous pouvons ainsi facilement transformer les isocontours selon cet ajustement, et faire en sorte qu’ils
se réduisent tous sur la même courbe, donnée par  = 0,5, comme cela est représenté sur la Figure 3.3.
On observe toujours le fait que proche du solide cet ajustement n’est pas bon à cause de la stratiĕcation.
C’est ce proĕl moyenné que nous utilisons pour mesurer l’angle de contact et le rayon de la goutte, et c’est
la variance de cette moyenne qui est utilisée pour déterminer les barres d’erreurs sur ces paramètres.
Enĕn, il nous faut déĕnir avec précision la position de l’interface du solide pour savoir où prendre la
ligne de contact, elle est positionnée de manière arbitraire à 3/2 au dessus du centre de la dernière rangée
de particules de solide. Ce choix est crucial pour déterminer la tension de ligne comme nous le verrons
ci-après, de la même manière que le choix de la surface de déĕnition de la goutte. Ces choix se justiĕent a
posteriori par le fait notamment que la tension de ligne de gouttes cylindrique reste bien nulle comme nous
allons le voir.
3.2.4 Résultats : tension de ligne
La Figure 3.4(a) montre la relation entre l’angle de contact  décrit ci-dessus et le rayonR de la goutte pour
diﬀérentes tailles de goutte. L’angle d’Young y est aussi reporté, d’après la mesure indépendante décrite ci-
dessus.Onobserve alors que la dépendance du cosinus de l’angle cos  en fonction de l’inverse du rayon 1/R
est en eﬀet linéaire pour les gouttes sphériques alors que les gouttes cylindriques n’ont pas de dépendance
en 1/R. Notons que la non-dépendance des angles des gouttes cylindriques en fonction de leur taille justiĕe
aussi le choix de la surface de Gibbs pour déĕnir l’interface, une autre surface aurait créé une dépendance
puisque cela aurait changé le rayon et l’angle de contact apparents. Les données sont ensuite ajustées par
une droite d’après la relation (3.9). La pente positive de cette droite nous indique que la longueur de tension
de ligne ` est positive, ce qui est cohérent avec une tension de ligne négative d’après sa déĕnition (3.10).
Pour un angle d’Young Y = 127 °, on trouve alors la longueur de tension de ligne ` = (0,36 0,02).
Ensuite, pour modiĕer l’angle d’Young, on modiĕe le rapport LS/LL, et on mesure l’angle de contact
en fonction du rayon pour en tirer ` pour chaque angle d’Young donné. Quelque soit Y , la longueur de
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tension de ligne reste positive, et de l’ordre de . Sa dépendance est représentée sur la Figure 3.4(b). On
observe que la longueur de tension de ligne diminue lorsque l’angle d’Young augmente. L’eﬀet de tension
de ligne est donc plus grand lorsque l’angle du coin formé par le liquide à la ligne de contact est plus aigu.
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F 3.4 (a) cos  vsR 1 pour des gouttes cylindriques (cercles blancs) et sphériques (cercles noirs)
dont l’angle d’Young mesuré indépendamment est donné par cos Y = -0,603 (diamant en /R = 0)
i.e. Y  127 °. Les lignes en pointillés sont des ajustements linéaires des points : en rouge pour les
gouttes sphériques et en vert pour les gouttes cylindriques. La pente de l’ajustement des gouttes sphériques
représente la longueur de tension de ligne ` d’après l’équation (3.9). (b) Longueur de tension de ligne `
calculée pour les gouttes sphériques en fonction de l’angle d’Young, telles que calculées dans (a) par la
mesure de la pente de l’ajustement. Le point rouge correspond aux données de (a). Les angles inférieurs à
70 ° sont diﬃciles à obtenir car les eﬀets de stratiĕcation deviennent importants, et les angles supérieurs à
140 ° représentent des temps de calcul déraisonnablement longs.
3.3 Nanogouttes en DFT simpliﬁée
Nous nous intéressons maintenant à ce que nous donnerait le modèle simpliĕé de DFT que nous avons
développé au chapitre 1. Une fois de plus, la stratégie consiste à déterminer la forme d’équilibre de l’interface
de gouttes axisymétriques et de gouttes cylindriques, et d’étudier la dépendance de l’angle de contact en
fonction du rayon des gouttes pour déterminer la tension de ligne. Pour obtenir la forme des interfaces,
nous choisissons d’eﬀectuer un calcul numérique non-local complet pour tenir compte des eﬀets ĕns de
géométrie dans lesquels réside la tension de ligne.
3.3.1 Principe
Commençons par rappeler succintement le principe du calcul dans notre modèle de DFT simpliĕée, que
nous avons développé à la section 2.6 pour déterminer la forme de l’interface au voisinage de la ligne de
contact. Il s’agit de minimiser l’énergie libre par rapport à la forme de l’interface. L’état d’équilibre est
caractérisé par un potentiel constant à l’interface. Ce potentiel est déĕni par :
SL(r) + LL(r) = cste ; (3.14)
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où r correspond à une position sur l’interface. Et on rappelle que les potentiels sont déĕnis de la manière
suivante :
LL(r) = 2L
Z
L
dr0'LL(jr  r0j) ; (3.15)
SL(r) = LS
Z
S
dr0'LS(jr  r0j) : (3.16)
Pour le calcul numérique, nous devons spéciĕer le potentiel intermoléculaire que nous allons tester. En
prenant en compte la fonction de corrélation de paire, on a choisi de prendre (section 1.6) :
'(r) =
 c
(2 + r2)3
: (3.17)
c représente l’amplitude de l’interaction entre une molécule de  et une molécule de .  représente une
taille moléculaire, sur laquelle la fonction de corrélation de paire agit. Cette interaction possède bien un
comportement de type Van derWaals pour r  . Enĕn, on peut relier cLL et cLS aux tensions de surface
grâce aux relations intégrales détaillées aux équations (1.119) et (1.120).
Ensuite, nous choisissons une forme test initiale (une calotte sphérique), et nous calculons pour cette
forme le potentiel le long de l’interface. Nous eﬀectuons alors des modiĕcations de la forme de sorte qu’au
prochain test le potentiel soit plus « plat » qu’au tour précédent, faisant ainsi converger la forme vers la
forme d’équilibre. Nous devons donc réaliser ces calculs pour les deux symétries de gouttes : invariante par
translation et invariante par rotation.
Conﬁguration numérique
Dans l’objectif de réaliser l’étude de la longueur de tension de ligne en fonction de l’angle de contact et
de comparer avec les résultats de dynamique moléculaire, nous étudions la forme de nanogouttes d’angles
compris entre 0 et 180 °. Pour cela, nous devons paramétriser l’interface en cooordonnées polaires r(),
de sorte que les situations d’angle  > 90 ° soit aisément traversées. De plus, nous supposons une symétrie
par rapport à la normale au substrat solide, donc nous n’avons à déĕnir l’interface qu’entre  = 0 et /2,
 étant déĕni comme l’angle que fait un point de l’interface relié au centre de la goutte avec le substrat
solide. Toutefois, les calculs d’interactions en coordonnées polaires étant très complexes (il faudrait calcu-
ler des interactions entre portions de cônes en axisymétrique ou portions d’angles en cylindrique), nous
calculons les interactions en coordonnées cartésiennes. Nous exprimons donc l’évolution de la goutte en
polaire, alors que les calculs de potentiels s’eﬀectuent par changement de variable en coordonnées carté-
siennes. Cela peut induire de petites erreurs numériques de calculs, mais l’important est de converger vers
un potentiel constant quelle que soit sa paramétrisation. On déĕnit alors N > 1 valeurs i, coordonnées
qui déĕnissent les positions des points de calcul entre 0 et /2, en mettant plus de points à proximité de
la ligne de contact pour i  0. ri représente le rayon polaire de l’interface pour l’angle i, et c’est ce
que nous allons déplacer pour trouver la forme d’équilibre. Enĕn, nous allons utiliser indiﬀéremment la
paramétrisation (xi = ri cosi; yi = ri sini) pour calculer les potentiels.
Pour la conĕguration cylindrique, nous découpons la goutte en tranches horizontales de hauteuryj
comprises entre xj et xj . Le potentiel i à l’interface créé par la goutte et le substrat est donc donné par :
i =
NX
j=0

PBLL (xi; xj ; yi   yj) + PBLL (xi; xj ; yi   yj)

yj +LS(yi) LL(0) ; (3.18)
où nous avons retranché LL(0) de sorte que le potentiel à l’équilibre soit proche de 0. PB est le poten-
tiel entre un point et une bande inĕnie que nous avons utilisé pour l’équation (2.111), et qui est déĕni à
l’équation (D.36).
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Pour la conĕguration axisymétrique, nous devons calculer analytiquement l’interaction entre un point
à la distance xi de l’axe de symétrie et un disque de rayon xj , notée PP (xi; xj ; yi   yj) (avec un « P »
comme pour « Palet », on a déjà utilisé le «D » pour «Dièdre » . . .). Cette interaction est donnée à l’équation
(D.42) en annexe. Alors, le potentiel à l’interface se calcule de la façon suivante :
i =
NX
j=0
PPLL (xi; xj ; yi   yj)yj +LS(yi) LL(0) : (3.19)
Algorithme
Une fois le potentiel déterminé à partir de la forme, nous devons proposer un pas numérique pour l’inter-
face, du type :
rt+1i = r
t
i   (ti   hti) ; (3.20)
de sorte que l’on déplace de la matière des rayons de haut potentiel vers les rayons de plus bas potentiel. En
ĕn de compte, lorsque la forme se rapproche d’une forme de potentiel constant, la forme n’évolue plus. Or,
cette transformation doit conserver le volume de la goutte. En faisant le mouvement suivant :
rt+1i = r
t
i   (ti   hti   ) ; (3.21)
alors la conservation du volume pour une goutte cylindrique est vériĕée à la condition que :X
i
 
(rt+1i )
2   (rti)2

i = 0 ; (3.22)
ce qui détermine  aisément lorsque  est suﬃsamment petit :
 =
P
i ri
 
ti   hti

iP
i rii
: (3.23)
Une autre condition est nécessaire pour une goutte axisymétrique.
La transformation proposée se trouve être globalement équivalente à se déplacer dans la direction du
gradient de l’énergie libre. En eﬀet, on peutmontrer que pour une discrétisation eni, la dérivée de l’énergie
libre selon ri s’écrit :
@F
@ri
= i rii ; (3.24)
oùi représente le découpage en polaire :i = i+1   i par exemple pour un découpage rectangu-
laire, mais on peut prendre aussi à l’ordre supérieur un découpage trapézoïdal par exemple. Pour retrouver
le mouvement (3.20), nous faisons donc d’une part l’approximation que l’évaluation de i est identique
que l’on discrétise en polaire ou en tranches horizontales, et d’autre part, nous mettons volontairement de
côté le facteur ri car celui-ci peut être amené à diverger à la ligne de contact, ce qui donnerait numérique-
ment trop de poids à ces points et ferait diverger l’algorithme. Cela justiĕe aussi le signe utilisé, puisque
l’on se déplace bien vers le minimum selon un gradient négatif. Enĕn, la constante  joue bien le rôle d’un
multiplicateur de Lagrange.
On peut ensuite faire quelques raﬃnements sur l’algorithme en déterminant à chaque tour le paramètre
 de sorte que la variance soit minimisée selon une « direction » de gradient donnée. On peut aussi adapter
des algorithmes de recherche de minimum plus sophistiqués de type «méthode des gradients conjugués »
[80] qui combine les deux dernières directions de minimisation pour trouver une direction plus probable
et donc plus rapide vers laquelle se trouve le minimum local de l’énergie. Enĕn, il s’est trouvé que le critère
de minimisation de l’énergie n’était pas le plus ĕable pour des raisons d’approximations numériques, nous
avons donc retenu le critère de minimisation de la variance de i pour faire converger la forme vers une
forme de potentiel constant et donc de variance nulle.
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F 3.5 (a) Forme d’une nanogoutte calculée par la DFT simpliĕée. La goutte est axisymétrique, et
possède un angle de contact  = 116 ° ainsi qu’un rayonR = 2,2. L’angle d’Young est imposé à 127 °, et
on peut comparer cette forme avec la goutte en pointillés qui est une calotte sphérique de même volume
et d’angle de contact égal à l’angle d’Young. Cette goutte est aplatie sous l’eﬀet de la tension de ligne. (b)
Potentiels à la surface de la goutte en fonction de l’angle polaire . En orange le potentiel liquide-liquide,
en bleu le potentiel solide-liquide, et en rouge le potentiel total donné par (3.19). En pointillé ĕgure le
potentiel total pour la calotte sphérique de même volume représentée en (a). On constate que la goutte
en (a) possède un potentiel constant, c’est bien la forme d’équilibre. La constante est déterminée par la
pression de Laplace et vaut 2/R lorsque le potentiel solide-liquide est nul au sommet. On voit ici que
le potentiel au sommet de la goutte a légèrement baissé par rapport à la calotte sphérique car à volume
constant l’angle de contact apparent a baissé, ce qui a fait augmenter le rayon de courbure.
3.3.2 Forme dʼune goutte
Après typiquement un millier de pas, on obtient alors la forme d’équilibre de la goutte pour laquelle ()
est constant à la précision numérique. La forme d’une nanogoutte axisymétrique est représentée sur la
Figure 3.5(a) pour laquelle les potentiels liquide-liquide et liquide-solide le long de l’interface sont repré-
sentés en (b). On peut comparer cette forme avec la goutte de même taille et d’angle de contact égal à
l’angle d’Young, ce qui est rappelé en pointillés sur cette ĕgure. On observe alors que la goutte s’est apla-
tie : le rayon au sol s’est agrandi et l’angle de contact est devenu plus petit. L’eﬀet ici est particulièrement
marquant car la goutte est petite, et qu’elle est axisymétrique. En eﬀet, pour des gouttes plus grandes, la
déviation à l’angle d’Young est plus petite, et pour des gouttes cylindriques, l’eﬀet est plus petit. Le poten-
tiel ĕnal est une constante non nulle, en eﬀet, il reste l’eﬀet de la pression de Laplace dans le liquide, ainsi
qu’une éventuelle inĘuence du potentiel liquide-solide au sommet de la goutte, et on trouve en eﬀet que la
constante due au potentiel liquide-liquide est égale à 2/R, où R est le rayon de courbure de la goutte
(le facteur 2 est présent dans le cas axisymétrique uniquement). Proche de la ligne de contact (  0), on
voit que le potentiel liquide-liquide augmente car il y a moins de matière avec laquelle interagir (il est donc
moins négatif, on rappelle que le potentiel est attractif), et est compensé par le potentiel liquide-solide, qui
lui devient plus négatif car on se rapproche du solide.
Onmesure ensuite l’angle de contact en réalisant un ajustement de l’interface par une calotte sphérique
suﬃsamment loin de la ligne de contact, et on obtient alors les deux paramètres importants : l’angle de
contact ainsi que le rayon apparent de la goutte. Pour un angle d’Young donné par le rapport entre cLS et
cLL [par les équations (1.119) et (1.120)], on peut alors étudier l’inĘuence de la taille sur l’angle de contact
comme précédemment, ce qui est rappelé sur la Figure 3.6. On observe alors que pour les gouttes axisy-
mériques et pour les gouttes cylindriques, on observe toujours une tension de ligne négative, c’est-à-dire
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F 3.6 Cosinus de l’angle de contact apparent cos  des nanogouttes à l’équilibre en fonction de
l’inverse du rayon apparent 1/R, pour des nanogouttes axisymétriques (rectangles) ou cylindriques (tri-
angles). (a) Pour un angle d’Young de Y = 65 °. La pente à l’origine correspond à la longueur de tension
de ligne ` déĕnie à l’équation (3.9). Les deux courbes présentent la même correction en 1/R2, qui devient
importante pour les très petites gouttesR < 5. (b) Saturation des nanogouttes. Ici est représenté le com-
portement cos  vs /R d’une nanogoutte axisymétrique pour un angle d’Young Y = 28 °. On observe
une transition de mouillage à cos  = 1 pour de très petites gouttes, et dont les proĕls sont représentés en
insert, en comparaison avec des calottes sphériques de même volume en pointillés.
une longueur de tension de ligne positive car cos  est une fonction croissante de 1/R (3.9). De plus, les
deux courbes coïncident pour 1/R = 0 c’est-à-dire lorsque le rayon est inĕni. Le point de convergence
correspond à cos  = cos Y . On retrouve donc bien la loi d’Young dans la limite des gouttes macrosco-
piques. Ensuite, les deux courbes peuvent être très bien ajustées par des paraboles. On observe alors que
l’ajustement pour les gouttes cylindriques produit une pente à l’origine nulle. De plus, les deux courbes
possèdent la même courbure. Le modèle de DFT semble donc introduire une courbure, un eﬀet du se-
cond ordre en 1/R2 qui n’était pas prévu dans la théorie thermodynamique. Nous considérons donc cet
eﬀet comme une correction du second ordre, probablement dépendante dumodèle de l’interaction choisie,
mais indépendante de la géométrie comme on l’observe. Toutefois, cette correction n’apparaît signiĕcative-
ment que pour de très petites gouttesR < 5, et n’a pas été remarquée dans les simulations de dynamique
moléculaire, qui ne permettent pas d’observer des gouttes aussi petites (au minimum R = 7, en dessous
l’ajustement de la densité par les calottes sphériques devient hasardeux). Finalement, l’eﬀet principal est
mesuré par la pente de la courbe des nanogouttes axisymétriques lorsque 1/R ! 0 et correspond à la
longueur de tension de ligne `.
Enĕn, l’eﬀet est limité par la saturation de l’angle de contact. Lorsque cos Y  1, la tension de ligne
fait saturer l’angle de contact apparent, et mène à des situation de mouillage total où   0. Ceci est illustré
sur la 3.6(b). Pour de telles gouttes, l’eﬀet de tension de ligne est très petit, et l’on observe principalement
une transition de mouillage.
3.3.3 Résultats
Nous pouvons maintenant faire une comparaison entre le modèle de DFT et les résultats obtenus par la
dynamique moléculaire à la section 3.2. Pour la DFT, la mesure de la longueur ` de tension de ligne a été
réalisée pour diﬀérents angles d’Young, et sa variation en fonction de l’angle d’Young est représentée sur la
Figure 3.7. Nous rappelons sur cette même ĕgure les données de la Figure 3.4(b). Les résultats de DFT sont
légèrement bruités, notamment à l’approche de Y ! 0 car ce paramètre résulte de l’extraction en chaîne de
données : on mesure l’écart à l’angle d’Young pour chaque point sur des nanogouttes suﬃsamment petites
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pour voir un eﬀet, mais suﬃsamment grandes pour que l’eﬀet correctif en 1/R2 ne soit pas gênant. De plus,
on a vu que c’est pour les petits angles qu’il y a une transition de mouillage.
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F 3.7 Comparaison du comportement de la longueur de tension de ligne ` en fonction de l’angle
d’Young Y entre les résultats de dynamiquemoléculaire (rectangles blancs), et les calculs de DFT simpli-
ĕée (triangles noirs) pour des nanogouttes axisymétriques (les gouttes cylindriques possèdent une tension
de ligne nulle). Les courbes orange sont les fonctions présentées dans la sous-section 3.4.3 à l’équation
(3.41). Pour la DFT, les paramètres de ces fonctions sont ĕxés, la courbe orange pleine n’est donc pas un
ajustement mais une courbe théorique donnée par les paramètres LL = LS = /4. Pour la dyna-
mique moléculaire la courbe orange en pointillés est obtenue par un ajustement de ces paramètres sur les
points expérimentaux : LL = (2,9 0,3), LS = (0,4 0; 3).
Les deux modèles donnent des résultats légèrement diﬀérents. Notons toutefois plusieurs choses. Dans
chacun des cas, la longueur de tension de ligne est positive, ce qui indique une tension de ligne négative, quel
que soit l’angle d’Young. De plus, l’ordre de grandeur de la tension de ligne est le même : `  . D’autre
part, la tension de ligne semble s’annuler pour Y = 180 °. Enĕn, les modèles ne s’accordent pas sur le
comportement de la tension de ligne lorsque l’angle d’Young s’annule. En eﬀet, la dynamique moléculaire
nous prédit apparemment une tension de ligne qui diverge, alors que le modèle de DFT simpliĕée nous
prédit une tension de ligne qui s’annule aussi en Y = 0. C’est aux petits angles que les deux modèles
semblent donc diverger. Pour comprendre cette diﬀérence, nous allons maintenant interpréter de façon
géométrique le calcul de la tension de ligne dans la section suivante.
3.4 Interprétation géométrique
Dans le modèle de la DFT simpliĕée, la dépendance de la longueur de tension de ligne ` peut être précisé-
ment déterminée à partir d’arguments géométriques, tels que nous les avons élaborés lors des deux premiers
chapitres. En eﬀet, pour déĕnir la tension de ligne thermodynamiquement à l’équation (3.1), nous avons
pris en compte les contributions volumique, surfacique et linéique de la géométrie des domaines du liquide
et du solide. Nous devons donc pouvoir écrire l’énergie totale comme étant la somme d’énergies propor-
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tionelles au volume, aux surfaces des interfaces, ainsi qu’à la longueur de la ligne de contact :
F = PV +
X
i
iSi + L : (3.25)
Il s’agit alors d’expliciter la pression, les tensions de surface et la tension de ligne dans le cadre de la DFT
simpliĕée. Nous avons déjà écrit à l’équation (1.58) l’expression de cette énergie :
F = fr(L)
Z
L
dr+1
2
2L
Z
L
dr1
Z
L
dr2'LL(jr2   r1j)
+LS
Z
L
dr1
Z
S
dr2'LS(jr2   r1j) : (3.26)
On voit donc que la contribution volumique, la pression, est déterminé en partie par la partie répulsive
des interactions allouée à l’énergie libre (fr), c’est la partie attractive qui est responsable de la tension de
surface et de la tension de ligne (en plus de contribuer elle aussi à la pression thermodynamique P ). La
contribution surfacique est, nous l’avons vu, liée à la tension de surface, et nous savons déjà à quelles inter-
actions attractives elle correspond. Nous avons vu à l’équation (1.74) que la tension de surface est l’intégrale
de l’interaction entre un point et un demi-espace, c’est donc l’interaction entre une colonne et un demi-
espace.Maintenant, pour déterminer le terme de tension de ligne, nous supposons que le liquide est un coin
de liquide inĕni à l’équilibre d’angle Y , qui repose sur un solide semi-inĕni. Or, l’ensemble des interactions
qui ont lieu dans ce coin de liquide ne peut pas se résumer à des interactions de type colonne/demi-espace.
Si l’on ne comptait que ces interactions de type tension de surface, il y en aurait trop, et nous ferions une er-
reur dans l’évaluation de l’énergie libre. Le terme de tension de ligne correspond donc à cette surévaluation.
L’énergie due à la tension de ligne doit donc s’écrire de la manière suivante :
L =
1
2
2L
Z
L1
dr1
Z
L2
dr2'LL(jr2   r1j) + LS
Z
L0
dr1
Z
S0
dr2'LS(jr2   r1j) : (3.27)
Nous allons voir dans les deux prochaines sous-sections comment décomposer les interactions pour obtenir
analytiquement le terme de tension de ligne, c’est-à-dire à quoi correspondent les domaines d’interactions
L1, L2, L0, et S 0 introduits ici, et pourquoi ils correspondent à des contributions linéiques à l’énergie libre.
D’autre part, nous constatons que la tension de ligne a deux origines, les interactions liquide-liquide, et les
interactions solide-liquide, que nous appellerons donc respectivement LL et SL.
3.4.1 Contribution solide-liquide
Commençons par la contribution solide-liquide, la plus simple à se représenter et à calculer. L’énergie due
à la présence du solide n’a d’une part aucune contribution volumique, car le solide ne participe pas à la mo-
diĕcation de la répulsion dans un volume inĕni de liquide, autrement dit la fonction de corrélation de paire
dans le liquide ne dépend pas des interactions avec le solide loin de l’interface liquide-solide. L’interaction
d’un coin de liquide avec un solide semi-inĕni se décompose en deux contributions représentées sur la Fi-
gure 3.8. D’une part, nous avons une contribution surfacique, qui correspond à l’interaction de colonnes de
Ęuide avec l’espace semi-inĕni de solide, multipliées par la surface liquide-solide. Une telle contribution,
proportionnelle à la surface de l’interface liquide-solide, correspond donc à l’interaction d’un demi-espace
de liquide dont l’interface avec la vapeur serait normale à l’interface liquide-solide. Cette contribution est
trop grande, et ne correspond donc plus à l’interaction recherchée. On lui retranche donc l’interaction du
coin complémentaire du liquide avec la normale. Cette contribution est bien proportionnelle à la longueur
de la ligne car l’interaction est d’une portée de l’ordre de la taille des molécules, elle est donc bien propor-
tionnelle au nombre de molécules dans le voisinage du coin, ce qui est proportionnel à la longueur de la
ligne de contact. C’est cette interaction par unité de longueur de ligne de contact qui correspond donc à la
tension de ligne solide-liquide. Le domaine de liquide L0 dans l’équation (3.27) correspond donc à ce coin
complémentaire de liquide avec la normale, et S 0 correspond à un espace semi-inĕni.
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F 3.8 Domaines d’intégration de l’énergie libre pour l’interaction solide-liquide. Ce domaine peut
être décomposé en une contribution proportionnelle à la surface de l’interface liquide-solide, ainsi qu’une
contribution proportionnelle à la longueur de la ligne de contact. La région tachetée représente le domaine
L0 dans l’équation (3.27) et la région hachurée correspond àS 0. Le terme surfacique correspond à (LV+
SV   SL)SLS et le terme linéique à SLL.
On peut aisément calculer cette interaction car le solide est semi-inĕni. Un élément de volume dans le
liquide à la distance z de l’interface possède donc le potentielSL(z) [voir l’équation (1.72)] Pour intégrer,
on découpe donc le liquide en tranches horizontales, comprises entre la normale et l’arête du coin à la
distance z/ tan Y de la normale. La tension de ligne solide-liquide s’écrit donc, par unité de longueur de
ligne de contact :
SL =  
Z 1
0
z
tan Y
SL(z)dz ; (3.28)
c’est-à-dire :
SL = SLLV
1 + cos Y
tan Y
; (3.29)
où on a déĕni la constante SL comme :
SL =
R
zSL(z) dzR
SL(z) dz
; (3.30)
et où on a toujours l’équation (1.76) :Z 1
0
SL(z) dz = LV + SV   SL = LV (1 + cos Y ) : (3.31)
SL représente ainsi le bras de levier de la pression d’interaction liquide-solide, c’est une taille caractéristique
de l’interaction, qui est donc de l’ordre de . C’est un moment de l’interaction 'SL(r) d’ordre supérieur
à la tension de surface. Un résultat similaire a été précédemment obtenu par Marmur [136], mais il avait
omis de traiter les interactions liquide-liquide qui sont cruciales pour interpréter nos résultats. On constate
donc que la tension de ligne solide-liquide change de signe lorsque Y = 90 °. Il s’annule pour l’angle droit
en eﬀet car l’énergie libre évaluée avec seulement la tension de surface est exacte dans cette situation, elle ne
nécessite pas de correction de tension de ligne au voisinage de la ligne de contact. Enĕn on peut noter que
le terme en 1+cos Y n’est pas d’origine géométrique, car il provient de l’amplitude de l’interaction solide-
liquide. Nous avons délibérément fait apparaître ce terme car la longueur de tension de ligne adimensionne
la tension de ligne avec la tension de surface liquide-vapeur LV.
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3.4.2 Contribution liquide-liquide
Passons à la contribution liquide-liquide à la tension de ligne. Nous devons eﬀectuer la même décompo-
sition qu’à la Figure 3.8, mais cette fois-ci pour l’interaction d’un coin de liquide avec lui-même. La dé-
composition est représentée sur la Figure 3.10 à la page 158, et son résultat est présenté sur la Figure 3.9.
La contribution volumique correspond à l’interaction entre un point et un volume inĕni de liquide, elle est
donc reliée àLL(0) pour la partie attractive de l’interaction, et cette pression attractive est contrebalancée
par la pression de répulsion, ce qui mène au ĕnal à la pression thermodynamique P . Cette contribution,
lorsqu’elle est multipliée par le volume du coin, compte trop d’interactions, on doit donc en soustraire.
La contribution surfacique est due à la tension de surface, on force donc la soustraction de cette contri-
bution. La tension de surface est l’interaction de colonnes/demi-espaces, qui doivent être multipliées par
les surfaces considérées, c’est-à-dire par chacune des deux surfaces du coin qui correspondent initialement
aux surfaces liquide-vapeur et liquide-solide. Ce sont donc des interactions de quarts d’espace de liquide
qui reposent sur des demi-espace de liquide, et ce qui compte bien pour une interaction proportionnelle à
la surface de contact. Enĕn, après un comptage méticuleux des volumes d’interactions, on s’aperçoit que
l’on a enlevé trop d’interactions par la correction surfacique, il reste des interactions entre des coins, qui
au ĕnal se réduisent à l’interaction entre deux coins opposés de même angle, complémentaire avec l’angle
d’Young par rapport à , c’est-à-dire d’angle   Y (voir Figure 3.9). Cette interaction entre des coins qui
se touchent à leur pointe correspond bien à une énergie proportionnelle à la longueur de la ligne de contact.
Il ne faut enĕn pas oublier d’appliquer le facteur 1/2 à cette interaction pour obtenir l’énergie libre, qui est
bien la moitié de l’auto-interaction, et le résultat ĕnal est donné sur la Figure 3.9.
F 3.9 Domaines d’intégration de la tension de ligne liquide-liquide. La première ligne représente
ce qu’il reste de la décomposition réalisée sur la Figure 3.10 d’après l’équation (3.27). La deuxième égalité
n’est valable que si les deux domaines sont de la même phase. La région tachetée représente au ĕnal le do-
maineL1 dans l’équation (3.27) et la région hachurée correspond àL2. La tension de ligne LL représente
ainsi cette interaction par unité de longueur de ligne de contact.
Pour calculer l’interaction entre deux dièdres, nous partons de l’interaction entre un point et un dièdre
d’angle  à la distance r du coin PD(r; ) introduite à la sous-section 2.5.1. Nous détaillons ici le cas où
l’angle de contact Y est supérieur à /2 de sorte que l’interaction cherchée soit bien une interaction entre
deux coins d’angles  =    Y inférieurs à /2 ce qui simpliĕe les calculs. Le cas complémentaire se
calcule selon le même principe. L’interaction entre deux dièdres opposés d’angles  < /2 s’écrit ainsi de
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la manière suivante par unité de profondeur des dièdres :
DD() =
Z 
0
d
Z 1
0
rdr

PD(r; ) + PD(r;   ) ; (3.32)
=
2


1  tan
Z 1
0
z(z)dz : (3.33)
Le détail de ce calcul est donné en annexe, à l’équation (D.25). On peut eﬀectuer le même calcul dans le
cas où  > /2, mais ce n’est pas nécessaire, car on doit trouver au ĕnal la même expression. En eﬀet,
cette expression possède une symétrie : d’après la décomposition sur la Figure 3.9, on remarque qu’on a
l’expression suivante :
DD(   ) = DD() + 2tan
Z 1
0
z(z)dz ; (3.34)
ce qui nous relie l’expression entre  < /2 et  > /2, et nous conĕrme que l’expression est la même.
Finalement, d’après la Figure 3.9, la tension de ligne liquide-liquide représente la moitié de l’interaction par
unité de longueur entre deux dièdres opposés de liquide de mêmes angles    Y :
LL =
1
2
DDLL (   Y ) ; (3.35)
c’est-à-dire :
LL =  LL LV 2


1 +
   Y
tan Y

; (3.36)
où on a déĕni comme pour le cas des interactions solide-liquide :
LL =
R
zLL(z) dzR
LL(z) dz
=   1
2LV
Z 1
0
zLL(z) dz ; (3.37)
qui représente donc un bras de levier de l’interaction liquide-liquide. Comme précédemment, cette lon-
gueur est moléculaire.
On en conclut ainsi que la tension de ligne est toujours négative. En eﬀet, elle correspond toujours à
une correction négative à l’énergie libre car l’énergie libre calculée avec seulement les tensions de surface
ne compte pas assez d’interactions, ou plutôt que cette correction surfacique est trop grande, il faut donc
rajouter les bonnes interactions à proximité du coin grâce au terme de tension de ligne liquide-liquide, et
faire ainsi baisser l’énergie libre. Ensuite, aux petits angles, la tension de ligne liquide-liquide diverge donc
comme 1/ tan Y . En eﬀet, dans la décomposition sur la Figure 3.9, on voit que la contribution des deux
dièdres d’angle Y devient négligeable par rapport à l’interaction avec le demi-espace, qui nous donne le
terme en 1/ tan Y , comme pour l’équation (3.34) :
LL   LL  2tan Y : (3.38)
Cela signiĕe que lorsque l’angle d’Young est petit, l’énergie libre est très mal décrite seulement par des
termes surfaciques, et doit être corrigée par une importante tension de ligne. À la limite où Y = 0 notam-
ment, on voit que ce terme de tension de ligne diverge car il ne décrit plus une interaction proportionnelle à
la longueur de la ligne, mais bien à la surface du dièdre, lorsque les arêtes des dièdres viennent à se toucher
dans l’interaction décrite sur la Figure 3.9. Enĕn, aux grands angles, la tension de ligne devient nulle car la
correction n’est plus nécessaire, et que précisément la ligne de contact n’existe plus pour Y = 180 °. Le
comportement à la transition de non-mouillage est le suivant :
LL =   2
3
LL  (   Y )2 : (3.39)
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F 3.10 Domaines d’intégration de l’énergie libre attractive pour l’interaction liquide-liquide
(l’énergie libre liquide-liquide totale possède une contribution répulsive supplémentaire qui est volu-
mique). L’énergie peut être décomposée en une contribution proportionnelle au volume, à la surface de
l’interface liquide-solide et de l’interface liquide-vapeur, ainsi qu’une contribution proportionnelle à la
longueur de la ligne de contact. Le terme volumique correspond à 2LL(0)V , le terme surfacique cor-
respond à LV(SLV + SSL), et le terme linéique à LLL. Le bilan pour le terme linéique est donné sur la
Figure 3.9.
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3.4.3 Bilan
F 3.11 Domaines d’intégration liquide-liquide (à gauche) et solide-liquide (à droite) qui contri-
buent à la tension de ligne.
Si l’on regroupe les équations (3.29) et (3.36), on trouve la longueur de tension de ligne totale :
` =   LL + SL
LV
; (3.40)
= LL
2


1 +
   Y
tan Y

  SL 1 + cos Ytan Y : (3.41)
Cette expression est donc déterminée par les deux longueurs caractéristiques LL et SL des potentiels
liquide-liquide et liquide-solide. En eﬀet, les domaines d’intégration L1, L2, L0, et S 0 sont bordés par des
arêtes droites passant par la ligne de contact, ces domaines ne possèdent donc aucune taille caractéristique.
Les longueurs de tensions de ligne liquide-liquide et solide-liquide s’écrivent donc bien comme des pro-
duits d’une taille caractéristique et d’une fonction de Y , ne dépendant pas des potentiels 'LL et 'SL, et
qui est uniquement déterminée par la géométrie.
Dans le modèle numérique de DFT simpliĕé que nous avons utilisé pour déterminer la tension de ligne
à la section 3.3, nous pouvons aisément calculer ces longueurs caractéristiques, et nous trouvons que ces
deux longueurs sont égales car les potentiels liquide-liquide et solide-liquide ont la même forme :
DFTLS = 
DFT
LL =

4
: (3.42)
La longueur de tension de ligne en DFT est donc donnée par :
`DFT

=
1
2

1 +
   Y
tan Y

  
4
1 + cos Y
tan Y
: (3.43)
Cette courbe est tracée sur la Figure 3.7 en orange en trait plein, et on peut constater qu’elle suit parfaitement
les points obtenus par les calculs numériques de la méthode de la déviation à la loi d’Young. La contribution
solide-liquide possède un eﬀet opposé à la contribution liquide-liquide lorsque Y < 90 °. Dans le cadre de
la DFT, puisque les bras de leviers sont égaux, ils s’annulent complètement lorsque l’angle d’Young s’annule.
Et, lorsque Y > 90 °, les deux eﬀets s’additionnent,mais s’annulent l’un comme l’autre lorsque Y = 180 °.
On comprend ainsi quantitativement l’eﬀet de tension de ligne dans le cadre de la DFT.
3.5 Eﬀets de stratiﬁcation
Pourquoi le comportement est-il diﬀérent en dynamique moléculaire ? Le fait que les deux longueurs ca-
ractéristiques LL et SL sont égales en DFT n’est pas une chose générale. En eﬀet, on a déjà remarqué
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que le modèle de DFT ne prend pas en compte les eﬀets de stratiĕcation à la traversée de la surface liquide-
solide. Or, ceci doit avoir une inĘuence sur l’interaction entre le domaine de liquide et le domaine de solide,
particulièrement à l’approche de la ligne de contact. De plus, ces longueurs caractéristiques sont très dé-
pendantes de la forme du potentiel pour r  . Nous avons donc tenté d’ajuster les données de dynamique
moléculaire avec la courbe théorique (3.41). Le meilleur ajustement est tracé sur la Figure 3.7 en orange en
pointillés. Il est obtenu pour les paramètres suivants :
MDLL = (2,9 0,3) ; (3.44)
MDLS = (0,4 0,3): (3.45)
Cela indique d’une part que les interactions liquide-liquide ne sont pas suﬃsamment bien représentées par
notre modèle de DFT. En eﬀet, le paramètre  utilisé dans les simulations de DFT n’a pas de raison de
correspondre exactement au paramètre  de la dynamique moléculaire. Nous avons vu au premier chapitre
à la section 1.6 qu’en eﬀet si on cherche à avoir la même interaction à longue distance et la même tension de
surface, il faut prendre DFT  1,53MD , mais ce coeﬃcient ne permet pas de ramener suﬃsamment la
valeur du bras de levier liquide-liquide : MDLL = (1,90,2)DFT , alors que DFTLL = 0,79DFT . Il y a donc
d’autres eﬀets à prendre en compte. Cela indique d’autre part que le bras de levier des interactions liquide-
solide à la traversée de l’interface semble presque s’annuler à cause des eﬀets de stratiĕcation. D’une façon
générale, on ne s’attend donc pas à ce que la tension de ligne s’annule en Y = 0 car une des interactions
solide-liquide ou liquide-liquide doit dominer. Dans le cas d’interactions de Lennard-Jones, l’interaction
solide-liquide à la ligne de contact n’a pas d’inĘuence et le comportement de la tension de ligne est com-
plètement expliqué par la tension de ligne liquide-liquide : elle est négative quelque soit l’angle d’Young,
elle diverge en Y = 0 et s’annule pour Y = 180 °.
Pourquoi le modèle de DFT simpliĕée permet-il de retrouver aisément la loi d’Young alors qu’il ne
permet pas d’exprimer suﬃsamment précisément la tension de ligne ? Nous avons vu que les inhomogé-
néités de densité dans le liquide créées par la présence du solide modiĕent substantiellement l’interaction
liquide-solide. Or, dans la loi d’Young, tout ceci est ĕxé de façon cohérente par le fait que l’angle d’Young
est déĕni par le rapport des tensions de surface. En d’autre mots, la tension de surface solide-liquide SL
prend déjà en compte ces eﬀets. Le modèle de DFT inclue donc de façon auto-cohérente ces eﬀets dans la
tension de surface solide-liquide, en ĕxant la contrainte intégrale sur l’interaction liquide-solide. Or, une
fois cette contrainte ĕxée, la tension de ligne est déterminée. Il faudrait sinon ĕxer une contrainte intégrale
supplémentaire à un ordre supérieur (par la détermination de SL) pour que cela fonctionne encore, ce qui
n’est pas possible sauf à connaître exactement la fonction de corrélation de paire à la traversée de l’interface
liquide-solide.
3.6 Conclusion
Nous avons dans ce chapitre étudié d’un point de vue théorique les eﬀets de tension de ligne. Pour cela, nous
avons été amené à réaliser des simulations de dynamique moléculaire qui nous ont permis d’étudier l’angle
de contact de nanogouttes de Lennard-Jones en fonction de leur taille. En eﬀet, la thermodynamique prédit
un écart à la loi d’Young créé par la prise en compte de la tension de ligne dans l’énergie libre. Cet écart
est uniquement présent lorsque la ligne de contact possède une courbure. Les simulations nous ont permis
d’observer qu’en eﬀet les gouttes cylindriques ne présentent pas de dépendance avec la taille de la goutte,
alors que les gouttes axisymétriques s’aplatissent lorsque leur taille se réduit. La dynamique moléculaire
prédit donc une tension de ligne négative, et d’un ordre de grandeur très faible. L’eﬀet ne s’observe que
sur des gouttes suﬃsamment petites, d’une taille inférieure à 100 nm. Il tend à aplatir les gouttes en les
rendant plus mouillantes, car la longueur de la ligne de contact a alors tendance à se maximiser. En prenant
 = 0;34 nm et LV = 17 10 3 Jm−2, on trouve une tension de ligne    10 11 Jm−1. Enĕn, la
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tension de ligne semble diverger aux petits angles d’Young, et s’annuler aux grands angles. Cette mesure est
cohérente avec des mesures expérimentales récentes.
Nous avons eﬀectué la même étude numérique dans le cadre du modèle de DFT simpliĕée, ce qui nous
a permis de conĕrmer cet eﬀet : la tension de ligne est négative, est de l’ordre de 10 12 à 10 11 Jm−1, et
s’annule aux grands angles d’Young. Toutefois, le modèle de DFT simpliĕée ne possède pas tout à fait le
même comportement, en particulier aux petits angles. Or, on sait que le détail des interactions devient
important pour le comportement de la ligne de tension dans cette limite [114, 28, 116].
D’autre part, ce modèle permet d’interpréter simplement l’eﬀet de tension de ligne, et d’expliciter les
diﬀérences de comportement avec les simulations de dynamique moléculaire. La tension de ligne est en
eﬀet une correction à l’énergie libre. Si l’énergie libre d’un coin est seulement calculée avec des énergies
volumiques et des corrections surfaciques de tension de surface, on commet une erreur proportionnelle
à la longueur de la ligne de contact. On peut alors expliciter l’erreur commise, et obtenir analytiquement
l’expression de l’énergie correspondante dans le cadre de la DFT simpliĕée. La tension de ligne résulte
ainsi de deux eﬀets : les interactions liquide-liquide et les interactions solide-liquide. Pour les interactions
liquide-liquide, on manque toujours d’interactions à l’approche de la ligne de contact, elles sont donc à
l’origine d’une tension de ligne négative : la goutte s’aplatit pour augmenter le nombre de molécules dans le
voisinage de la ligne de contact etminimiser l’énergie. Pour les interactions liquide-solide, le comportement
est diﬀérent car pour Y = 90 °, l’énergie est parfaitement décrite par la tension de surface, la tension de
ligne est nulle. Elle change donc de signe pour Y = 90 °, et elle est négative, dans le même sens que les
interactions liquide-liquide pour les grands angles Y > 90 °, et positive pour les petits angles. Les eﬀets sont
donc contradictoires en situation de mouillage partiel. C’est ce qui est à l’origine de la sensibilité de l’eﬀet
aux petits angles par rapport à l’interaction. En eﬀet, les deux eﬀets peuvent être décrits par une longueur
caractéristique que nous avons appelé le bras de levier de l’interaction LL pour l’interaction liquide-liquide
et SL pour l’interaction solide-liquide. Cette longueur décrit sur quelle distance la tension de ligne agit.
Or, dans le modèle de DFT simpliĕée, ces deux longueurs sont identiques car les deux interactions ont
exactement le même modèle, et cela mène alors à une tension de ligne totale qui s’annule car les deux eﬀets
ont le même poids. Ce n’est en général jamais le cas, et on s’attend à ce que l’un ou l’autre des eﬀets domine
aux petits angles. Pour la dynamique moléculaire et des interaction de Lennard-Jones, on observe donc que
la tension de ligne d’origine solide-liquide est quasi-nulle, et que la tension de ligne d’origine liquide-liquide
domine, ce qui donne une tension de ligne toujours négative.
Notons que dans le cas des gouttes cylindriques, l’énergie de tension de ligne est bien présente, mais
n’a aucune inĘuence sur la loi d’Young, car la loi d’Young résulte de la minimisation de la surface de la
goutte en faisant varier l’angle de contact, or pour cette minimisation, la longueur des lignes de contact
reste constante. Dans la loi d’Young modiĕée, la tension de ligne est donc en facteur de la courbure de la
ligne de contact, et non pas de la longueur totale de la ligne.
Enĕn, nous pensons que les eﬀets de stratiĕcation, d’inhomogénéités du proĕl de densité près de l’inter-
face liquide-solide, ont une grande importance, et viennent occulter les interactions liquide-solide au voisi-
nage de la ligne de contact, ce qui résulte en un eﬀet de tension de ligne d’origine purement liquide-liquide.
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En résumé
• La tension de ligne  est négative.
• ` =      c’est-à-dire    10 11 J:m 1.
• Pas de comparaison quantitative entre la dynamiquemoléculaire et la DFT sim-
pliĕée car les eﬀets de stratiĕcations sont importants.
• La tension de ligne est un eﬀet d’interactions géométriques à la ligne de contact,
car les énergies ne peuvent pas être décrites par de purs eﬀets de tension de
surface dans un coin.
• La tension de ligne résulte des interactions avec le liquide et avec le solide, et
peut être décrite par deux paramètres LL, le bras de levier des forces intermo-
léculaires liquide-liquide et SL pour les forces liquide-solide.
•
` = LL
2


1 +
   Y
tan Y

  SL 1 + cos Ytan Y
Chapitre 4
Substrats élastiques
We are... led to a somewhat vague distinction between what
we may call “hard” data and “so” data. is distinction is a
matter of degree, and must not be pressed; but if not taken too
seriously it may help to make the situation clear. I mean by
“hard” data those which resist the solvent inĘuence of critical
reĘection, and by “so” data those which, under the operation
of this process, become to our minds more or less doubtful.
B R, 
Our Knowledge of the External World, chap. 3
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4.1 Les solides élastiques
4.1.1 Déformations élasto-capillaires
La première partie de cette thèse s’est attelée à expliciter la distribution des forces capillaires. Elle a permis
de mettre en évidence une structure non triviale de la distribution, ce que des raisonnements thermody-
namiques n’avaient pas permis de relever. En eﬀet, à proximité d’une ligne de contact, le modèle de DFT
simpliĕé nous permet d’aﬃrmer qu’un liquide exerce une force linéique tangentielle supplémentaire sur le
solide, laquelle est compensée par des forces surfaciques de type pression de Laplace qui s’appliquent de
façon normale à l’interface lorsque celle-ci est courbée, et permettant ainsi de garder une cohérence avec
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les bilans thermodynamiques. Lorsque le solide est indéformable, il n’y a aucune façon de vériĕer cette dis-
tribution puisque les forces sont transmises dans l’ensemble du solide. C’est au contraire lorsque le solide
est déformable que des eﬀets doivent se manifester, à la fois localement, là où les forces s’appliquent, et
de façon plus globale puisque la distribution non triviale des forces pourrait éventuellement mener à des
déformations du solide.
Les premières études théoriques de l’inĘuence de l’élasticité du substrat sur l’angle de contact remontent
à Lester en 1961 [137] puis Rusanov quinze ans plus tard [81, 138], Fortes [139] et Shanahan en 1987 [140]
et Olives [141]. Cesmodèles tentent de relier l’angle de contact  à l’angle d’Young Y et aumodule d’Young
E du substrat en étudiant la déformation locale du substrat. D’un point de vue dimensionnel, la diﬀérence
entre le cosinus de l’angle de contact et l’angle d’Young est une force qui s’applique au solide, et doit mener
à une déformation de l’ordre de la taille imposéeR pour des gouttes axisymétriques. On doit donc avoir :
cos    cos Y  LV
ER
: (4.1)
Le modèle de Rusanov prédit un coeﬃcient qui dépend de l’angle d’Young, des tensions de surface, et d’un
logarithme entre une taille macroscopique (par exemple R) et une taille microscopique (l’épaisseur w de
l’interface) [142]. Si le substrat ne possède pas une taille inĕnie, alors sa hauteur, si elle est inférieure à R,
peut alors tenir lieu de longueur de coupure macroscopique. D’autres eﬀets de cette déformation locale
sous la ligne de contact sont l’augmentation de l’hystérésis [143], de la dissipation visco-élastique pendant
la propagation de la ligne de contact [82, 144, 145], ou de la nucléation de gouttelettes par condensation
[146].
La première mise en évidence expérimentale de la force exercée par le liquide sur le solide remonte à
Bailey en 1957 [147] qui a pu faire Ęamber de ĕnes lamelles de mica de 1 µm d’épaisseur par des gouttes
de mercure. Par la suite, Yuk en 1986 [142] a étudié l’inĘuence de la souplesse du substrat sur l’angle de
contact et a tenté de vériĕer les expressions de Rusanov. Olives a présenté récemment une dérivation ther-
modynamique de ces déformations [148]. Les premières expériences demise en évidence de la déformation
en elle-même du substrat au voisinage de la ligne de contact sont celles de Chappuis en 1982 [149] qui dé-
pose une goutte d’eau sur de la paraĕne qui commence à se solidiĕer. Il s’agit toutefois dans ce cas plus
de la construction de Neuman qui est mise en évidence. Les expériences plus systématiques sont récentes
[82, 150, 84, 87] car les déformations locales sont petites et donc diﬃciles àmesurer. Pericet et Camara [150]
montrent que les déformations produites sont mesurables si le substrat est suﬃsamment mou :E  104 Pa.
En eﬀet, pour un tel substrat, la taille caractéristique de la déformation induite est :
LV
E
 10 6 à 10 5m : (4.2)
Elle est doncmesurable parmicroscopie interférentielle [82] ou directe avec éventuellement l’aide de la Ęuo-
rescence [150] ou d’autres marqueurs [87]. Enĕn, récemment, la pression de Laplace a permis d’expliquer
une instabilité de surface sur des gels [151] de module d’Young encore plus faible de l’ordre de 20 Pa.
En outre, de nombreux résultats expérimentaux mettent aussi en évidence l’eﬀet global des forces capil-
laires sur des solides élastiques. L’intérêt pour ce domaine, l’élasto-capillarité, est grandissant. Elles per-
mettent d’expliquer un grand nombre de phénomènes, comme par exemple la façon dont les cheveux
forment des grappes lorsqu’ils sont mouillés [152], ou comment les feuilles plastiques peuvent se replier
en contact avec des liquides [153, 154, 155, 156, 157], ou encore comment deux ĕlms plastiques peuvent
adhérer en présence d’un liquide [158, 159]. L’étude des déformations globales de solides élastiques est un
sujet assez récent puisque c’est Shanahan en 1988 qui a publié une première étude théorique des déforma-
tions de ĕnes membranes élastiques provoquées par des gouttes posées dessus [160, 161] (il ne semble pas
avoir eu connaissance des expériences de Bailey en 1957). Dans les dix dernières années, l’étude des dé-
formations élasto-capillaires a pris un formidable essor, avec l’utilisation des forces capillaires pour manier
des substrats élastiques (les origamis capillaires [155]), éventuellement à l’échelle micrométrique [162], ou
encore l’étude des instabilités de rides des ĕlms élastiques à la surface des liquides (voir la revue récente de
Bico et Roman [156]). Dans ce cas c’est généralement l’étude du Ęambage des structures qui est impliqué, et
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F4.1 (a)Déformation exagérée du substrat par une goutte, d’après [149]. (b)Une goutte fait Ęéchir
une plaque élastique ĕne, d’après [147]. Le module d’Young du solide dans ce cas peut être beaucoup plus
grand que dans (a).
qui représente généralement une déformation bien plus visible que les compressions éventuelles du substrat
élastique. Cela ne nécessite donc pas d’avoir des substrats aussi mous que E = 10 kPa.
4.1.2 Problématiques
Distribution des forces capillaires dans le modèle de DFT simpliﬁée
Nous proposons dans ce chapitre d’étudier les conséquences de la distribution non triviale de forces capil-
laires mise en évidence dans la première partie, à la fois au niveau de la déformation locale à la ligne de
contact, ainsi qu’à la déformation macroscopique des substrats. Rappelons tout d’abord les caractéristiques
de cette distribution. Lorsque le solide est indéformable et plan, nous avons montré (Figure 2.18) que la
force exercée sur le solide par un liquide en équilibre sur ce solide au voisinage de la ligne de contact (donc
un coin de liquide d’angle Y ) n’est pas tangentielle à la surface du liquide, mais est dirigée selon l’angle
médian du coin de liquide. Dans la direction normale au solide, la force par unité de longueur de la ligne de
contact est LV sin Y , et dans la direction tangentielle LV(1 + cos Y ). D’autre part, nous avons montré
(Figure 2.19) que lorsque ce solide indéformable possède une interface avec le liquide de courbure , alors
il subit une force par unité de surface (une pression) LV, dirigée vers la région convexe. Ces deux forces
sont compatibles avec les bilans thermodynamiques usuels, et ne remettent pas en cause ni la loi d’Young
ni la loi de Neuman.
F 4.2 Distribution des forces capillaires agissant sur des solides indéformables. (a) Au voisinage
de la ligne de contact. (b) Aux interfaces liquide-solide courbées. (c) Cas d’une plaque immergée. La force
résultante est LV cos Y dirigée vers le bas, par unité de longueur de ligne de contact.
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Comme nous pouvons le voir sur la Figure 4.2(c), cette distribution pose des problèmes lorsque les so-
lides sont déformables. Si l’on suppose qu’une plaque verticale est immergée partiellement dans un liquide,
alors les forces localisées au bas de la plaque dans le liquide, la pression de Laplace due à la courbure du
solide, pourraient mener à un Ęambage. De la même façon, une compression, probablement plus faible,
doit intervenir. Or, ces deux phénomènes n’ont jamais été observés.
De plus, si le solide est extrêmement déformable, on pourrait considérer qu’il se comporte à l’échelle
microscopique comme un liquide. Cette vision est très répandue pour calculer les déformations du solide
sous la ligne de contact [150, 87]. La forme locale de l’interface serait donc régie par la construction de Neu-
man, qui traduit l’équilibre local dans chacune des deux phases. Or si localement le solide est à l’équilibre,
il ne peut pas transmettre la force tangentielle due au liquide. Il n’y aurait donc pas de force tangentielle,
seulement une force normale à la ligne de contact ! Nous constatons donc qu’il est absolument nécessaire
d’avoir un modèle pour le solide, qui permette de comprendre comment les forces sont transmises dans le
solide, et comment l’interface s’adapte à ces forces. Notamment, un solide n’est jamais complètement in-
déformable, à l’échelle atomique il pourrait subir des déformations très localisées, comment réagit-il alors
aux forces capillaires et quelle est l’inĘuence sur l’équilibre global du solide et du liquide ?
Contrainte ou énergie de surface ?
Dans le cas de liquides, nous avons pu expliciter la déĕnition double de la tension de surface : c’est à la fois
une énergie de surface et une force linéique de surface. Nous avons pu montrer au chapitre 1 que l’excès
d’énergie due à la présence d’une interface liquide entre deux phases liquide/vapeur ou liquide/liquide est
équivalente à la force qui s’exerce à travers l’interface, tangentiellement à celle-ci. Dans le cas des solides, ces
deux déĕnitions sont diﬀérentes. En eﬀet, nous avons montré à la sous-section 1.1.4 qu’il y a une diﬀérence
entre la contrainte surfacique, déĕnie lorsque l’on déforme une surface à nombre d’atomes constants, et
l’énergie surfacique, déĕnie lorsque l’on déforme une surface à déformation constante. Or les déformations
dans un solide sont directement reliées aux contraintes et non aux énergies. La notion de « tension » de
surface d’un solide doit donc être utilisée avec prudence.
Point de vue du solide
Considérons dans un premier temps pour le raisonnement que le solide est un liquide. Il possède donc
une pression de répulsion qui s’adapte à l’équilibre local, et des attractions de longue portée de type Van
der Waals comme précédemment et le modèle de DFT simpliĕé s’applique, ainsi que les résultats des deux
premiers chapitres. Notamment, lorsque l’on considère à la fois les forces attractives dans le solide et les
forces attractives dans le liquide, alors nous avons montré à la sous-section 1.5.2 que la force totale qui
s’exerce à travers l’interface estSL, ce qui est cohérent avec l’existence d’une pression de Laplace enSL. Du
point de vue local dans le solide, toutes les forces sont à prendre en compte et la pression de Laplace est donc
proportionnelle à SL. En revanche, si l’on se situe du point de vue du solide en considérant le liquide comme
étant extérieur au système, comme nous l’avons fait plus haut, alors cette pression est proportionnelle à LV.
Selon le bilan qui est exécuté, que l’on se situe du point de vue du solide global en considérant le liquide
comme étant extérieur au système, ou que l’on se situe du point de vue local dans le solide, deux alternatives
totalement diﬀérentes s’oﬀrent à nous. Le choix de la pression de Laplace pour modéliser les contraintes
surfaciques dans le solide est donc loin d’être évident.
Ensuite, du point de vue du solide, il faut expliciter un état de base, car il peut être déjà précontraint.
Dans la phase vapeur, un solide doit subir une pression de Laplace SV. Le comportement dans le liquide
évolue par rapport à cet état : les mêmes interactions avec le liquide peuvent soit faire relaxer les contraintes
dans le solide soit le mettre sous contrainte. Si le solide a un comportement localement liquide, nous ve-
nons d’expliquer qu’il n’existe pas de force tangentielle au niveau de la ligne de contact, alors la seule force
verticale qui peut agir sur une plaque est due aux pressions de Laplace, dont la résultante est nous l’avons
vu, tangentielle au solide aux lignes de contact. Dans le liquide, la force qui pousse sur le solide est donc SL
par unité de longueur de ligne de contact et dans la phase vapeur, en haut de la plaque, la force est SV, ce
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qui est aussi compatible avec une force verticale que l’opérateur doit exercer en SV   SL = LV cos Y ,
résultat qui provient du bilan énergétique.
Enĕn, il reste l’interprétation communément admise d’une contrainte localisée à la ligne de contact.
Le liquide tire sur le solide selon la tangente à l’interface liquide-vapeur, ce qui mène bien à une résultante
LV cos Y . Cette interprétation néglige les interactions du solide avec le liquide à la surface du solide.
Pour résumer, nous pouvons expliciter trois modèles pour interpréter la force exercée par le liquide sur
une plaque verticale partiellement immergée, qui mènent tous à une même résultante verticale, compatible
avec le bilan énergétique, et dont les descriptions sont résumées sur la Figure 4.3. Ces raisonnements nous
ramènent aux questions de la déĕnition des contraintes dans le solide, et à lamodélisation du comportement
du solide. En eﬀet selon l’une ou l’autre interprétation et donc distribution des forces, le solide dans le
liquide, par rapport à son état dans la phase vapeur est : soit en étirement (a), soit indiﬀérent (b), soit en
compression (c).
F 4.3 Trois modèles de distribution des forces capillaires lorsqu’un solide est immergé, tous com-
patibles avec une force résultante Fext = LV cos Y . Pour simpliĕer le raisonnement, le solide est une
plaque ĕne, invariante dans la profondeur. L’état de base est celui d’un solide dans l’air. La pression de
Laplace à ses coins résulte en deux forces résultantes SL par unité de longueur du contour de la plaque
qui s’exerce à chaque bout de la plaque. Lorsque la plaque est immergée, le solide peut avoir plusieurs
comportements. (a) Distribution « liquide ». Le solide possède le comportement d’un liquide. Aux lignes
de contact, les forces tangentielles ne sont pas transmises, et il reste deux forces normales de chaque côté
de la plaque. Il existe alors aussi une pression de Laplace en SL aux coins, donc la pression de Laplace
supplémentaire par rapport à l’état de référence possède une amplitude 0 = SL   SV, et tire le solide
vers le bas. (b) Distribution classique. Il existe deux forces localisées aux lignes de contact, qui tirent se-
lon la tangente au liquide. Le solide n’est ni en compression ni en étirement car il n’y a pas de pression
de Laplace supplémentaire. (c) Distribution « DFT ». Les forces tangentielles à la ligne de contact sont en
LV(1+cos Y ), et il existe une pression de Laplace supplémentaire d’amplitude 0 = LV, qui comprime
le solide.
Quels comportements pour les solides ?
La façon dont un solide réagit à une contrainte est linéaire au premier ordre en déformation, ce que l’on
appelle l’élasticité linéaire, que nous pouvons déĕnir grâce à une relation entre le tenseur des déformations
et le tenseur des contraintes. Pour des solides cristallins, cette élasticité est d’origine enthalpique, elle est
donnée par le potentiel eﬀectif dans lequel se situe chaque molécule du solide. Ce potentiel peut être décrit
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localement par un potentiel harmonique , de profondeur , et de largeur  représentant la distance entre
deux proches voisins. L’élasticité provient donc de la force de rappel exercée lorsque l’on force un atome à
se déplacer hors de ce minimum de potentiel, elle est donc reliée à la dérivée seconde de ce potentiel autour
duminimum : 00  /2. Or l’énergie associée à un allongement x de la distance  entre les deux atomes
est de l’ordre de :
U  (x)200 = 1
2
E

x

2
3 ; (4.3)
ce qui correspond donc à un module d’Young de l’ordre de :
E  
3
: (4.4)
Pour les solides, la liaison covalente est de l’ordre de plusieurs électron-volts :   10 eV  10 18 J et  de
l’ordre de l’angström   1  2 10 10m, ce qui donne E  100  1000GPa.
La cohésion des matériaux solides peut être due à d’autres liaisons telles les liaisons ioniques, ou métal-
liques, du même ordre de grandeur, mais décrites diﬀéremment. Ainsi dans la plupart des métaux, alliages,
céramiques, cristaux, ou cristaux ioniques, on trouve des modules d’Young allant de 10 à 1000GPa. Ces so-
lides sont donc diﬃcilement déformables. Pour aller vers des solides suﬃsammentmous pour que les forces
capillaires aient un eﬀet macroscopique sur leur forme, nous devons aller vers des matériaux polymères qui
possèdent un comportement radicalement diﬀérent.
Dans la suite nous allons alors étudier le comportement de matériaux élastiques sous les diﬀérentes
actions des forces capillaires. Nous allons dans un premier temps (section 4.2) étudier expérimentalement
l’éventuelle compression des élastomères, sous l’action de la distribution des forces capillaires que nous
avonsmise en évidence, pour l’inĕrmer ou la conĕrmer. Nous allons ensuite (section 4.3) étudier les critères
de Ęambage de ĕnes plaques élastiques d’un point de vue théorique. Enĕn, nous présenterons succintement
les problématiques de la déformation locale sous la ligne de contact (section 4.4). Avant de rentrer dans le
vif du sujet, nous présentons tout d’abord quelques généralités sur les matériaux que nous allons étudier.
4.1.3 Les polymères élastiques
Les matériaux polymères sont des enchevêtrements de très longues molécules, qui peuvent être amorphes,
c’est-à-dire sans organisation locale, cristallisés, c’est-à-dire au contraire possédant une structure locale, une
organisation symétrique, ou encore réticulés c’est-à-dire possédant des ponts covalents entre les diﬀérentes
chaînes de molécules. Cette structure à grande échelle confère des propriétés particulières. En eﬀet, ces
molécules interagissent entre elles avec des liaisons de Van der Waals, ces matériaux devraient donc avoir
des modules d’Young typiquement de quelques GPa si l’on eﬀectue le calcul précédent (4.4) en prenant
  kT pour les liaisons de Van der Waals. Or ce n’est pas ce que l’on observe, le module d’Young des
ces matériaux peut aller du Pa au GPa ! Les propriétés de ces matériaux sont au contraire conditionnées
par leur organisation microscopique : la façon dont les chaînes s’entrecroisent, leur degré de cristallinité,
le degré de pontage (plus un polymère est réticulé, plus il est dur) et aussi par la densité de liaisons de
Van der Waals entre les chaînes. Les liaisons covalentes le long des chaînes ne participent que très peu
à cette élasticité, sauf à très forte déformation, lorsque toutes les chaînes sont étirées. Pour les polymères
aux faibles déformations, l’élasticité est donc d’origine entropique. La relation entre la déformation et la
contrainte possède alors un comportement en fréquence très particulier. Sur la Figure 4.4 est représentée
le comportement fréquentiel du module de cisaillement G0 et de pertes G00, c’est-à-dire de la réponse en
déformation, d’un polymère simple réticulé, un élastomère, soumis à des contraintes sinusoïdales. G0 est
la réponse en phase, il correspond donc à la dureté du matériau, alors queG00 est la réponse en quadrature
de phase, qui peut être reliée aux pertes dans le matériau. Nous pouvons observer trois régimes. À faible
fréquence, la matériau est rigide, le module de cisaillement est presque constant, et le module de perte est
très inférieur au module de cisaillement. Dans ce régime, ce sont les ponts entre les chaînes des polymères
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qui assurent la rigidité du matériau : lorsque l’on tire sur ce matériau, ce sont ces liaisons qui réagissent. La
structure dumatériau reste sensiblement la même sur toute cette gamme de fréquences. Le même polymère
non réticulé, ne possédant pas ces liaisons, présenterait au contraire unG0 beaucoup plus faible, dépendant
plus fortement de la fréquence, et du même ordre de grandeur que G00. Ensuite, on observe sur la gamme
de fréquences suivante une forte remontée du module de cisaillement ainsi que des pertes. Dans ce régime,
on commence à étirer les chaînes. Le matériau possède une plus grande rigidité car on commence à tirer
sur les enchevêtrements, et les pertes augmentes car les chaînes se frottent entre elles. Plus la fréquence
augmente, plus les chaînes se désenchevêtrent. Ce comportement est en général bien décrit par celui d’un
Ęuide Maxwellien à faible fréquence (G0 possède un pente 2 en log-log, alors que G00 possède une pente
1), c’est-à-dire d’un Ęuide décrit par une élasticité linéaire en série avec des pertes visqueuses. Enĕn, les
chaînes commencent à être complètement étirées et on commence à tirer sur les liaisons covalentes, donc
le module de cisaillement sature, et les pertes par frottement diminuent.
F 4.4 Comportement typique du module de cisaillementG0 et du module de pertesG00 en fonc-
tion de la fréquence ! (en échelle log-log) pour un polymère réticulé de faible dispersion, d’après [163].
Dans la suite (section 4.2), nous étudierons expérimentalement le comportement d’un polymère réti-
culé de très faible module d’Young. L’étude expérimentale sera une étude statique, donc nous aurons besoin
demesurer le paramètreG0 qui correspond aumodule de cisaillement à fréquence nulle. Le comportement
d’un élastomère est considéré comme élastique lorsque l’excitation est inférieure à la pulsation de coupure
!0 de la Figure 4.4, comme c’est le cas en statique. Avant de faire cette étude expérimentale, rappelons tout
d’abord quelques résultats utiles du formalisme de l’élasticité dans les milieux continus.
4.1.4 Lois fondamentales de lʼélasticité
Nous avons déĕnis les tenseurs des contraintes ij et des déformations ij au premier chapitre (sous-
section 1.1.3 et sous-section 1.1.4). Nous avons de plus écrit l’énergie élastique à l’équation (1.19), dont
la densité volumique F est rappelée ici, selon la notation d’Einstein de sommation implicite sur les indices
muets :
F = 1
2
ij"ij : (4.5)
Dans le cadre de l’élasticité linéaire homogène isotrope, F est une forme quadratique déĕnie positive en
"ij . Le tenseur des contraintes se déduit donc de la densité volumique d’énergie libre élastique de la façon
suivante :
ij =
@F
"ij
: (4.6)
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Il n’existe que deux invariants quadratiques d’un tenseur, de sorte que F s’écrit :
F = 1
2
"ii"jj +G"ij"ij ; (4.7)
où G et  sont des caractéristiques du matériau, appelés coeﬃcients de Lamé, qui sont homogènes à des
contraintes donc à des pressions. On en déduit immédiatement la loi deHooke, qui relie alors les contraintes
aux déformations :
ij = 2G"ij +  "llij ; (4.8)
ou, en écriture tensorielle :
 = 2G"+  tr(")I ; (4.9)
où I le tenseur unité et tr() la trace d’un tenseur. On constate alors qu’un cisaillement simple, c’est-à-
dire une déformation de trace nulle, conduit à la contrainte de cisaillement 2G". G est donc le module de
cisaillement. C’est ce module que nous pouvons expérimentalement mesurer par exemple lors des mesures
au rhéomètre des modules de cisaillement G0 en fonction de la fréquence : G = G0(! = 0). D’autre
part, nous pouvons réécrire cette loi de Hooke pour faire apparaître les compressions isotropes de la façon
suivante :
ij = 2G

"ij   1
3
"llij

+

+
2
3
G

"llij : (4.10)
Le premier terme s’appelle le déviateur, et s’annule pour des compressions isotropes du type "ij = 13
V
V ij .
Le deuxième terme représente la composante isotrope des contraintes, et on appelleK = + 23G le module
de compression isotrope.
Compression uniaxiale, modules dʼYoung et de Poisson
Considérons maintenant une traction-compression uniaxiale selon l’axe z. Les déformations transverses
sont reliées à la déformation longitudinale par le coeﬃcient de Poisson :
"xx = "yy =  "zz : (4.11)
Les contraintes qui en résultent s’écrivent par déĕnition du module d’Young :
ii = E"ii : (4.12)
Or les contraintes selon la direction transverse à l’essai sont nulles. On exprime alors xx d’après les équa-
tions (4.8) et (4.11) :
xx = 0 ; (4.13)
= 2G"xx + ("xx + "yy + "zz) ; (4.14)
= ( 2G + (1  2))"zz : (4.15)
On en déduit donc d’après (4.8) et (4.12) les modules de Poisson et d’Young en fonction des coeﬃcients de
Lamé :
 =

2(+G)
; (4.16)
E =
G(3+ 2G)
+G
; (4.17)
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de sorte que la loi d’Hooke (4.8) se réécrit :
ij =
E
1 + 

"ij +

1  2 "llij

: (4.18)
Nous pouvons alors exprimer les coeﬃcients de Lamé en fonction du module d’Young E et du coeﬃcient
de Poisson , ou encore par exemple relier le module de compression isotrope au module d’Young et au
coeﬃcient de Poisson : K = 13
E
(1 2) . Donc lorsque  = 1/3 on a K = E et lorsque  ! 1/2, ce qui
correspond à une transformation de volume constant nous allons le voir ci-dessous, on aK ! 1, ce qui
traduit bien l’incompressibilité. Les matériaux métalliques que nous avons vus plus hauts sont proches du
premier cas (K ' E dans leur domaine élastique) alors que les élastomères s’approchent d’un comporte-
ment incompressible (K  E).
Enĕn, il est souvent utile d’utiliser la relation inversée entre contraintes et déformations :
"ij =
1 + 
E
ij   
E
kkij : (4.19)
Limite incompressible
Dans la limite incompressible, on a :
"ll = 0 : (4.20)
Donc en eﬀet  = 1/2 d’après sa déĕnition (4.11) et la loi d’Hooke (4.18) se réécrit :
ij =
2E
3
"ij   Pij ; (4.21)
où nous avons introduit la pression interne P qui explicite la contrainte isotrope dans le matériau. Ce pa-
ramètre résulte du fait que lorsque  ! 1/2, le deuxième terme de l’équation (4.18) doit rester ĕni car la
contrainte reste ĕnie. Donc en particulier, lorsque  ! 1/2, on a bien la trace du tenseur des déformations
qui est nulle.
Il y a plusieurs façons de mesurer un module d’Young. Une première est d’eﬀectuer une expérience
d’étirement dumatériau. Lemodule d’YoungE relie alors directement d’après l’équation (4.12) la contrainte
 = F/S que l’on applique entre les deux bouts du matériau et son allongement relatif  = L/L. Une
deuxième méthode consiste à étudier la réponse du matériau à un cisaillement. En général cette méthode
est dynamique, et est très facile à réaliser avec un rhéomètre. Cette méthode peut être préférable car l’étude
en fréquence indique plus largement quel est le comportement du matériau, qui ne peut pas en dynamique
être considéré comme purement élastique. On mesure alors les modules de cisaillementG0 et de pertesG00
que nous avons introduit plus haut en fonction de la fréquence!. Lemodule d’Young s’exprime en fonction
du module de cisaillement statique par E = 2(1 + )G, c’est-à-dire dans la limite incompressible pour la
plupart des élastomères :
E = 3G = 3G0(! = 0) : (4.22)
Équilibre local
Considérons un corps déformé par une distribution de forces extérieures. Cette force doit s’équilibrer avec
les forces internes qui résultent de la déformation du solide, elle-même induite par les forces extérieures.
L’équilibre mécanique correspond à la compensation des ces deux forces dans l’état déformé. De plus, en
général, les forces qui s’appliquent à un corps sont des forces de surfaces, alors que les forces internes sont
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volumiques. Elle peuvent toutefois se résumer à des forces surfaciques car les forces internes volumiques f
dérivent du tenseur des contraintes :
f = div () = r   ; (4.23)
c’est-à-dire en notation tensorielle :
fi = @kik: (4.24)
@kik représente donc une force interne volumique, et grâce au théorème de Gauss nous pouvons écrire :Z
V
fid =  
I
S
iknkdS : (4.25)
 iknk représente bien une force interne qui s’applique sur la surface S , sur le milieu environnant, et qui
doit donc être à l’équilibre opposée aux forces extérieures surfaciques qui s’appliquent sur le système.
De lamême façon, on peut calculer lemoment des forces internes en un pointxi, tenseur antisymétrique
d’ordre 2 :
Mik =
Z
V
@l (ilxk   klxi) d  
Z
V
(ik   ki) d : (4.26)
Le premier terme est écrit sous la forme d’une divergence, il doit donc se transformer en une intégrale de
surface. Le deuxième terme traduit l’équilibre local dans lematériau, qui en l’absence demoment volumique
ne subit pas de couple, et doit donc s’annuler. On trouve donc que le tenseur des contraintes est symétrique :
ik = ki. Ainsi, le moment s’écrit :
Mik =
I
S
(ilxk   klxi)nld : (4.27)
Finalement, les équations d’équilibre s’écrivent localement :
@kik + f
ext
i = 0 ; (4.28)
pour une densité volumique de forces extérieures fext. Avec cela, il faut ensuite exprimer la loi d’Hooke,
ainsi que les conditions aux limites, à la fois en terme de force, que nous avons énoncées ci dessus, et de
déplacement. Ceci permet alors en principe de résoudre complètement un problème d’élasticité. Les solu-
tions analytiques ne sont évidemment pas courantes, il faut pour cela en général de nombreuses symétries,
et il faut que les déformations restent géométriquement linéaires. On est donc bien souvent amené à avoir
recours à des solutions numériques.
Élasticité des plaques ﬁnes
Une des situations symétriques où de nombreuses symétries permettent de faire des calculs simples est celle
des plaques. Considérons une longue plaque ĕne d’épaisseur h et de longueurL (h L) et de profondeur
W , décrite sur la Figure 4.5, et que l’on fait Ęéchir sous l’eﬀet de forces extérieures. On fait l’approximation
que la Ęexion est faible, c’est-à-dire que le rayon de courbureR est très grand devant L.
On déĕnit alors la ĕbre neutre de la plaque comme étant la position transverse pour laquelle il n’y a pas
de compression. En eﬀet, on voit sur la Figure 4.5(b) que les positions x > 0 sont étirées à l’intérieur de
la plaque, alors que les positions x < 0 sont compressées. Dans la limite de faible courbure, on peut alors
exprimer la déformation longitudinale dans le matériau au premier ordre et elle vaut :
zz(x) =
x
R
=  x ; (4.29)
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F 4.5 (a) Une plaque ĕne d’épaisseur h en situation de Ęéchissement sous l’eﬀet d’une force exté-
rieure. Les conditions aux limites ne sont pas représentées, mais on peut décrire les forces extérieures par
Fext. En pointillés la ĕbre neutre décrit complètement la forme de la plaque lorsque la plaque est ĕne. (b)
Localement sur une section de la plaque, on calcule la déformation zz(x) au premier ordre de la courbure
1/R.
où  est la courbure locale, donc déĕnie positive ici lorsque x00(z) < 0. D’après la loi de Hooke (4.21) (les
autres contraintes sont négligeables), la contrainte s’exprime alors localement :
zz(x) = Ex : (4.30)
On peut alors calculer le moment en O de ces contraintes, appelé moment Ęéchissant :
MO =
Z l/2
 l/2
xex ^ zz(x)ezW dx ; (4.31)
=   EIW ey ; (4.32)
où on a déĕni le moment d’inertie par unité de profondeur de la plaque :
I =
Z l/2
 l/2
x2dx =
l3
12
: (4.33)
On peut aussi déĕnir :
B = EI =
El3
12
; (4.34)
qui est l’analogue du module d’Young pour les moments, appelé rigidité de Ęéchissement (déĕni ici par
unité de longueur). Ainsi, le moment Ęéchissant par unité de profondeur s’écrit :
MO =  Bey : (4.35)
À l’équilibre, ce moment est créé par les forces extérieures, il doit donc être égal à la composanteMext
selon ey des forces appliquées localement à la plaque. L’équation d’équilibre s’écrit donc :
Mext =  B : (4.36)
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Les forces qui s’appliquent à la plaque sont déĕnies par les forces exercées par un bout de la plaque sur l’autre.
Une force F exercée par la portion de la plaque d’abscisse z supérieure sur la partie inférieure exerce un
moment élémentaire enx > 0 associé à la déformation subie. Seule la force tranchante selon ex est donc utile
pour le couple exercé, on appelleFx l’eﬀort tranchant. Pour exercer le déplacement de la Figure 4.5, la force
tranchante est négative, et le moment résultant selon la direction ey est positif, il vaut donc dMy =  Fxdz.
L’équation d’équilibre se réécrit :
Fx = B
d
dz
: (4.37)
4.1.5 Propriétés intégrales de la pression de Laplace
Étudions maintenant plus en détail l’eﬀet de la pression de Laplace à la surface des solides. Cette pression
s’exprime, quelque soit la tension de surface  dont elle dérive, par la force suivante sur un élément de
surface dS :
df =  n dS ; (4.38)
où n est un vecteur unitaire normal à la surface, dirigé vers l’extérieur du solide (d’où le signe négatif),
et nous appelons t le vecteur unitaire tangent. Supposons pour simpliĕer le raisonnement qui suit que le
solide possède une invariance par translation, nous pouvons alors raisonner en terme de force par unité de
longueurW dans la direction invariante, et un élément de surface s’écrit dS = Wds, où ds est l’élément
diﬀérentiel de la coordonnée curviligne s. Dans ce cas, la courbure  est déĕnie de la manière suivante :
n = dt
ds
: (4.39)
Nous l’avons déjà vu, la résultante d’une telle pression sur une surface quelconque S possède alors une
propriété intégrale intéressante :
F
W
=  
Z
S
n ds ; (4.40)
=  (t1 + t2) ; (4.41)
où t1 et t2 sont les vecteurs tangents aux deux bords de l’interface S , dirigés vers l’extérieur de la surface
que nous venons d’intégrer (voir Figure 4.6). De manière plus générale à trois dimensions, nous pouvons
écrire :
F = 
Z
C
t d` ; (4.42)
où C représente le bord de la surface S , d` est un élément diﬀérentiel de cette courbe, et t un élément
tangent à la surface, perpendiculaire à C, et orienté dans le prolongement de la surface. Cela représente
une force qui tire sur la courbe C tangentiellement à celle ci vers le solide. C’est cette propriété qui nous a
permis d’aﬃrmer que la distribution qui résulte du modèle de DFT simpliĕée est cohérente avec les bilans
thermodynamiques. Sur une surface fermée notamment, la pression de Laplace possède donc une résultante
nulle. Enĕn, cette résultante est bien indépendante de la forme immergée du solide.
Nous pouvons de la même façon étudier le moment résultant de cette distribution. Le moment en un
pointO s’écrit par déĕnition :
MO
W
=  
Z
S
n ^OM ds ; (4.43)
=   
Z
S
dt ^OM ; (4.44)
=   
Z
S
d (t ^OM) ; (4.45)
puisque t ^ dOM = 0. On en déduit donc :
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F 4.6 Distribution de la pression de Laplace sur un solide immergé. Les résultantes des forces et
des moments sont équivalentes à l’action de deux forces qui agissent aux tangentes au solide aux lignes
de contact enM1 et enM2. Les éventuelles forces capillaires dues à la présence d’une ligne de contact ne
sont pas représentées.
MO
W
=  (t1 ^OM1 + t2 ^OM2) : (4.46)
Cela signiĕe que cette pression n’exerce un couple sur le solide qu’au niveau des lignes de contact enM1 et
enM2. La distribution de la pression de Laplace est donc bien du point de vue des résultantes équivalente à
deux forces localisées aux lignes de contact. Si le solide est indéformable, cela signiĕe qu’il n’y a aucune façon
de déterminer la distribution microscopique du point de vue global. Du point de vue du Ęambage ensuite,
cela signiĕe qu’aucun des modèles (a), (b) ou (c) de la Figure 4.3 ne peut être discriminé. Nous pouvons
interpréter cette propriété de la façon suivante. Si l’interface se courbe à un endroit, alors la pression de
Laplace pousse sur cette surface de sorte que la courbure s’annule, telle une force de rappel. La pression
de Laplace sur un solide ne peut donc mener à aucun Ęambage, seules les éventuelles forces localisées aux
interfaces peuvent le faire. La seule façon de discriminer les trois modèles est donc d’étudier la compression
ou l’étirement d’une plaque immergée.
En résumé
• Du point de vue du Ęambage, la distribution des forces capillaires est équiva-
lente à des forces ponctuelles aux lignes de contact, tangentielles à la ligne de
contact, et d’amplitude de LV.
• La pression de Laplace mène à un Ęambage équivalent à ces forces résultantes
aux lignes de contact.
• La pression de Laplace peut mener à de la compression.
4.2 Compression élasto-capillaire
Nous souhaitons maintenant dans cette section tenter de discriminer les diﬀérents modèles de distribution
des forces capillaires dans un solide. Nous avons vu à la Figure 4.3 qu’il est possible d’expliquer la résultante
qu’exerce un liquide sur un solide immergé grâce à trois modèles diﬀérents. Nous avons vu de plus que ces
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modèles ne mènent à aucun Ęambage dans le liquide. Le Ęambage initié par les forces résultantes aux lignes
de contact sera étudié à la section 4.3. Pour étudier l’eﬀet d’une pression de Laplace éventuelle, nous devons
donc étudier la compression ou l’étirement d’unmatériau élastique partiellement immergé dans un liquide.
4.2.1 Déformations dues à la pression de Laplace à lʼinterface solide-liquide
Ordre de grandeur
Si un matériau de module d’Young E et de taille R est comprimé par les forces capillaires, alors la com-
pression  attendue est de l’ordre de :
  
E
; (4.47)
 1
E
R
R2
; (4.48)
 
ER
: (4.49)
Nous constatons donc que pour pouvoir mesurer une déformation suﬃsamment grande, il faut un petit
matériau très souple, et que nous devons choisir des liquides polaires, possédant de fortes tensions de sur-
face. La tension de surface de l’eau est de l’ordre de   70mNm−1, les modules d’Young d’élastomères
très souples deE  10 kPa. Si on prend alors un élastomère d’une taille de l’ordre du millimètre, on trouve
alors   7 10 3, soit une déformation de 0,7%, ce qui est très petit, et dont la mesure constitue un déĕ
expérimental.
Choix de la géométrie
De plus, pour des matériaux aussi souples, l’hystérésis est très grande, et peut atteindre 150°. C’est ce phé-
nomène que nous verrons plus tard à la section 4.3 et qui peut mener à un Ęambage du capillaire, et nous
voulons l’éviter. Une solution est donc de travailler avec des cylindres : l’hystérésis est réduite sur le pour-
tour du ĕlament contrairement à une plaque car le liquide est directement connecté sur une taille de l’ordre
de rayon qui sera inférieur à la longueur capillaire. On ne peut donc pas avoir un angle très diﬀérent tout au-
tour du cylindre. D’autre part, il est relativement aisé de fabriquer des ĕlaments d’élastomères de diamètre
contrôlé. Enĕn, le calcul théorique de la compression dans un cylindre est certes un peu plus compliqué
que dans une plaque, mais faisable.
Compression dʼun cylindre par une pression
Le tenseur des déformations (symétrique on le rappelle) s’exprime de façon générale ij = 12(@jui+@iuj).
En coordonnées cylindriques, il s’écrit en fonction du déplacement local u(r; ; z) :
rr =
@ur
@r
; (4.50)
r =
1
2

1
r
@ur
@
+
@u
@r
  u
r

; (4.51)
 =
ur
r
+
1
r
@u
@
; (4.52)
z =
1
2

@u
@z
+
1
r
@uz
@

; (4.53)
zz =
@uz
@z
; (4.54)
zr =
1
2

@uz
@r
+
@ur
@z

: (4.55)
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D’autre part, l’équilibre local en l’absence de forces extérieures volumiques s’exprime pour le tenseur des
contraintes (symétrique on le rappelle) @jij = 0. En coordonnées cylindriques on l’exprime de la façon
suivante selon les vecteurs unitaires (er; e; ez), sous l’inĘuence du poids du solide de densité S , z étant
aligné avec la verticale, orienté vers le haut :
@rr
@r
+
1
r
@r
@
+
1
r
(rr   ) + @rz
@z
= 0 ; (4.56)
@r
@r
+
1
r
@
@
+
2
r
r +
@z
@z
= 0 ; (4.57)
@zz
@z
+
@rz
@r
+
1
r

@z
@
+ rz

= g : (4.58)
Si le solide est incompressible, alors on a de plus l’équation :
rr +  + zz = 0 : (4.59)
Enĕn, nous avons la loi d’Hooke (4.18) qui relie les deux tenseurs.
Lorsque l’on a une symétrie cylindrique, la situation se simpliĕe beaucoup. En eﬀet, le déplacement
orthoradial est nul : u = 0 et u ne dépend pas de , donc les tenseurs des déformations et des contraintes
sont indépendants de  (mais  ou  ne sont pas nuls). Enĕn, on n’exerce pas de contrainte tangentielle
à l’extérieur du cylindre, uniquement des contraintes normales à la surface dues à la pression, qui peuvent
être sur les côtés du cylindres ou sur ses deux bases, donc rz = 0. Ainsi, toutes les composantes non
diagonales des deux tenseurs sont nulles.
Ces équations sont linéaires, et les conditions aux limites sont homogènes. La déformation radiale rr
est alors indépendante de r. On peut donc exprimer d’après les équations (4.50, 4.52, 4.59) toutes les com-
posantes de la déformation selon une seule variable, par exemple zz :
rr =
@ur
@r
=
ur
r
=  =  1
2
zz : (4.60)
Cela signiĕe aussi d’après l’équation (4.56) que rr est une constante de r, et peut donc être évaluée en
r = R à la limite du cylindre, où la contrainte vaut Pext(z), ce qui détermine la pression interne P en
fonction de zz d’après la loi d’Hooke (4.18) :
rr =
2E
3
rr   P ; (4.61)
=   E
3
zz   P ; (4.62)
=   Pext(z) : (4.63)
Finalement, la loi d’Hooke sur la contrainte longitudinale nous permet de nous débarrasser de la pression
interne P , et d’exprimer ainsi la déformation longitudinale en fonction de toutes les contraintes :
zz =
2E
3
zz   P ; (4.64)
=
2E
3
zz  

Pext(z)  E
3
zz

; (4.65)
c’est-à-dire :
Ezz = zz + Pext(z) : (4.66)
Cette déformation prend en compte à la fois le poids et les forces de pression verticales qui s’exercent au
bas du cylindre, et que nous allons déterminer ci-dessous, ainsi que les forces de pression sur les côtés du
cylindre.
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F 4.7 Forces agissant sur un cylindre de densité S et de rayonR immergé d’une distance h dans
un liquide de densité L. Sur les côtés du cylindre s’exercent la pression hydrostatique et la pression de
Laplace associée à la courbure 1/R et la tension de surface . Pour déterminer la contrainte verticale à
une distance z, on exprime la résultante verticale des forces qui s’appliquent au bout du cylindre, qui sont
le poids, la pression hydrostatique au bas du cylindre, et la résultante de la pression de Laplace qui agit
aux coins, et qui se résument à des forces selon la tangente au solide en z.
Bilan des forces
Il nous reste donc à faire un bilan des forces externes pour déterminer zz etPext. Les forces sont représen-
tées sur la Figure 4.7. On décompte les forces de pression hydrostatique dans le liquide, auxquelles viennent
s’ajouter la pression de Laplace d’origine capillaire, sans oublier le poids. On note Pv la pression dans la
phase vapeur, que l’on peut considérer nulle car elle s’applique partout, autrement dit, on la soustrait dans
l’état de référence. On note L et S les densités du liquide et du solide, et g l’accélération de la pesanteur.
h est la profondeur de cylindre immergé, et z la distance sous la surface libre du liquide, orientée vers le
haut (z = 0 déĕnit la surface libre). Enĕn,R est le rayon du cylindre. Sur les côtés du cylindre, la pression
Pext est ainsi donnée par :
Pext = Lgz +

R
; (4.67)
car 1/R est la courbure du cylindre sur cette interface. Ensuite, on coupe arbitrairement le cylindre à une
distance z du bas (en pointillés sur la ĕgure) pour déterminer zz(z). Les forces verticales extérieures et
non dues au solide, qui agissent sur la partie sous cette limite sont le poids, la poussée hydrostatique et
toujours la pression de Laplace qui s’exerce aux coins. Cette pression de Laplace s’intègre, nous l’avons vu,
en une résultante totalement verticale qui vaut 2R. Le poids vaut  Sg(h   z)R2. Et la pression qui
s’applique au bout du cylindre vaut LghR2. On en déduit donc la force interne qui est appliquée par la
partie haute du cylindre sur le bas R2zz dans le solide à la distance z de la surface libre, qui à l’équilibre
doit s’opposer à la somme des forces externes qui s’appliquent au bout :
 R2zz(z) = 2R  Sg(h  z)R2 + LghR2 ; (4.68)
soit :
zz(z) = Sg(h  z)  Lgh  2
R
: (4.69)
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Finalement, l’équation (4.66) permet d’exprimer la déformation locale qui en résulte, pour 0 < z < h :
zz(z) =
(S   L)g
E
(h  z)  
ER
: (4.70)
On constate donc plusieurs choses. D’une part, la pression de Laplace sur les côtés du cylindre réduit de
moitié l’eﬀet de la pression de Laplace sur le bout. Cet eﬀet est homogène sur la déformation car ce n’est pas
un eﬀet volumique contrairement au poids. D’autre part, l’eﬀet de la pression hydrostatique et du poids se
réduisent comme on s’y attend à un eﬀet de poussée d’Archimède. Enĕn, la déformation due au poids est
positive ce qui signiĕe que le déplacement local uz est de plus en plus grand lorsque l’on s’éloigne du bout.
Cela correspond à un étirement du cylindre. Au contraire, la déformation due à la pression de Laplace est
négative, ce qui signiĕe que le déplacement uz dû à la pression de Laplace est plus grand en bas du cylindre,
ce qui correspond à une compression du cylindre. Cela ne permet en revanche pas de déterminer le signe
de ce déplacement, il faut pour cela connaître l’état de référence et les conditions aux limites.
Déformation visible
Cette déformation n’a de sens qu’en comparaison avec un état de référence. L’état de référence le plus simple
est celui du cylindre dans l’air. Dans cet état, on prend L = 0, et  = 0.  a donc le sens d’une tension de
surface supplémentaire dans la pression de Laplace, tout eﬀet d’une pression de Laplace déjà présente, par
exemple SV, est donc déjaugé,  mesure la surpression de Laplace. On obtient donc la déformation relative :
relzz (z) =  
Lg
E
(h  z)  
ER
: (4.71)
La déformation relative est donc toujours négative dans le bain : les eﬀets de la pression hydrostatique
de l’eau et de la pression de Laplace sont dans le même sens, en compression. L’ordre de grandeur de la
compression relative due au poids est donc Lgh/E, et la compression relative due à la pression de Laplace
/ER. On rappelle que pour un cylindre de rayonR  1mm, une tension de surface LV  50mNm−1 et
un module d’Young d’un élastomère souple deE  10 kPa, nous avons trouvé une compression relative de
l’ordre de   7 10 3. En prenant L  103 kgm−3, h = 1 cm (il est de toute façon diﬃcile d’avoir des
rapports d’aspects plus grands pour un capillaire avec des élastomères aussi mous), alors la compression
relative est de l’ordre de   10 2. Elle est donc dumême ordre de grandeur. Pour pouvoir séparer les deux
eﬀets, il faut donc augmenterE, diminuerR, et diminuer h. En pratique, nous allons prendre dans la suite
E = 40 kPa etR = 150 µm eth = 6mm.Malheureusement nous ne pouvons pas travailler avec l’eau,mais
avec l’éthanol donc la tension de surface est de l’ordre de 20mNm−1 et la densité de L = 0;78 kgm−3. Cela
nous donne une compression théorique due à la pression de Laplace de 4h et une compression théorique
due à la pression hydrostatique de 1;1h (dans le pire des cas en z = 0, c’est-à-dire en haut du cylindre
immergé), donc nous devrions être capable de diﬀérencier les deux eﬀets si l’expérience est suﬃsamment
précise.
Enĕn, cette déformation correspond au déplacement relatif local suivant :
urelz (z) =  
Z z
0
relzz (z)dz ; (4.72)
en ĕxant urelz (0) = 0 au niveau du bain, dirigé vers le haut (d’où le signe négatif, car z mesure en positif
la distance vers le bas dans nos notations). C’est cette grandeur que nous allons mesurer localement, elle se
réduit donc à :
urelz (z) =
1
E
h
z
 
R
+ Lgh

  Lg
2
z2
i
: (4.73)
Ce calcul complet permet donc d’expliciter les actions de la pression hydrostatique et de la pression de
Laplace. Notamment, en bas du cylindre, en z = h, on s’attend à voir un déplacement total de h4h dû à
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la pression de Laplace, alors que le déplacement total dû la pression hydrostatique est de h2  1;1h. L’eﬀet
de la pression hydrostatique est donc légèrement plus petit sur le déplacement que sur la compression pure,
grâce à l’intégration.
Dans les trois cas discutés à la Figure 4.3, les résultats attendus sont les suivants. Dans le premier cas
(a), on s’attend à ce que la tension de surface qui agit dans la pression de Laplace supplémentaire soit  =
SL   SV =  LV cos Y , nous verrons donc un étirement à la place de la compression précédente, et
dont l’amplitude est corrigée du facteur cos Y . Le deuxième cas (b) correspond au calcul classique avec
 = 0, donc la compression est uniquement due à la pression hydrostatique. Enĕn, dans le dernier cas (c),
 = LV, le capillaire est compressé dans le solide par la pression de Laplace supplémentaire.
Cas dʼun cylindre dont seul le bout est immergé
Pour ĕnir, il est intéressant de comparer aussi le cas d’un cylindre dans l’air avec le cas d’un cylindre dont
seul le bout est immergé, en regardant la compression au dessus de la ligne de contact. Dans ce cas, quel
que soit le modèle, la force verticale totale due au liquide est LV cos Y , d’après le bilan énergétique. En
eﬀet, la localisation des forces n’a dans ce cas aucune inĘuence, car zz est calculé en réalisant un bilan
global des forces qui s’exercent dans la partie basse du cylindre, cette partie comprenant maintenant toutes
les forces capillaires, pas seulement les forces de pression de Laplace mais aussi les forces éventuelles aux
lignes de contact, dont on sait que la force verticale résultante est LV cos Y par unité de longueur de la
ligne de contact. Ainsi, en l’absence de pression hydrostatique et de pression de Laplace autour du cylindre
[Pext = 0 dans l’équation (4.67)], et si l’on fait en sorte que le bas du cylindre correspond au niveau du
bain en z = 0, alors on refait le calcul et la déformation relative vaut :
relzz (z) = +
2LV cos Y
ER
: (4.74)
Notons le facteur 2 car il n’y a plus de pression de Laplace sur les côtés. Le déplacement relatif s’exprime
alors :
urelz (z) =  z
2LV cos Y
ER
: (4.75)
Cela nous permet alors de vériĕer la méthode de mesure. De plus les trois cas sont facilement distinguables
lorsque l’on compare la déformation dans le liquide et cette déformation : dans le cas (a), les deux courbes
se prolongent presque, la pente subit une rupture de pente d’un facteur 2 à la ligne de contact mais la courbe
est quasiment indiﬀérente que l’on regarde dans l’air ou dans le liquide, dans le cas (b), le capillaire ne subit
qu’une très faible compression due à la pression hydrostatique dans le liquide, alors que dans le cas (c) les
deux courbes sont opposées et de pente du même ordre de grandeur, au facteur 2 cos Y entre les deux (et
à l’eﬀet du second ordre de la pression hydrostatique près). Ces trois cas sont illustrés sur la Figure 4.8.
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F 4.8 Distinction des déplacement relatifs entre les trois cas de ĕgure de distribution des forces
capillaires explicitées sur la Figure 4.3 et rappelées ici. On compare sur ces courbes le déplacement relatif
d’un capillaire immergé (z = 0 à la ligne de contact) par rapport à l’état de repos dans l’air. Dans le cas
(a) est explicité le modèle « liquide » : le capillaire est étiré dans les deux cas et d’un facteur identique
à la pression hydrostatique près (en jaune en pointillés) qui s’ajoute à la courbe dans le liquide. Dans le
cas (b) est explicité le modèle classique : le capillaire est étiré dans l’air, et dans le liquide il subit une
compression uniquement due à la pression hydrostatique. Dans le cas (c) est explicité le modèle «DFT » :
lorsque le capillaire est immergé il est plus comprimé que l’eﬀet de la pression hydrostatique, et la pente
est approximativement l’opposé de la pente de l’étirement lorsque seul le bout est immergé dans le liquide,
au facteur cos Y près et à la pression hydrostatique près.
4.2 Compression élasto-capillaire 183
4.2.2 Dispositif expérimental
Ainsi, pour pouvoir distinguer les diﬀérentes distributions décrites , nous devons comparer les déplace-
ments relatifs de cylindres d’élastomères, des capillaires élastiques, lorsque ils sont immergés dans un li-
quide. Le niveau de précision doit atteindre un pour mille, ce qui nécessite beaucoup de précautions expé-
rimentales. Le principe de l’expérience est simple : nous voulons pouvoir observer le déplacement relatif
de marqueurs dans des capillaires élastiques, entre les situations où le capillaire est dans l’air, ou dans un
liquide pour pouvoir mesurer la compression éventuelle de ce capillaire dans le liquide.
Choix de lʼélastomère
Les élastomères sont couramment utilisés dans de nombreux domaines industriels impliquant des mou-
lages : bâtiment, automobile, mais aussi dans le médical (fabrication de prothèses). L’élastomère le plus
mou à notre disposition est un élastomère silicone EVF (pour élastomères vulcanisable à froid) du type
poly-addition bicomposant (base et catalyseur) qui durcit à température ambiante en environ une heure.
Les élastomères bicomposants se présentent en deux parties. Le première partie, appelée la base, est un
Ęuide silicone (ou polysiloxane), en général du PDMS (polydiméthylsiloxane), une chaîne silicium-oxygène
linéaire sur laquelle des groupements alkyles se ĕxent sur les silicium.
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F 4.9 Représentation de Cram du PDMS (polydiméthylsiloxane).
Le PDMS contient des groupe Si CH3 (voir Figure 4.9) qui peuvent réticuler, c’est-à-dire former des
ponts entre diﬀérentes chaînes, lors de l’ajout de silanols comprenant des liaisons Si OH en présence d’un
catalyseur. Les ponts formés sont d’autres ponts Si O Si, ce qui permet de relier les diﬀérentes chaînes de
PDMS entre elles et donc de durcir le Ęuide. On parle de vulcanisation par abus de langage pour les procédés
de réticulation, car le soufre n’intervient pas dans cette réaction. La deuxième partie, appelée réticulant,
ou catalyseur par abus, contient donc ces silanols ainsi que des catalyseurs et d’autres additifs. Lorsque
l’on mélange, en général en quantités égales, ces deux composants, la réaction de réticulation s’opère à
température ambiante, et le Ęuide durçit par réticulation. La vulcanisation dite à froid ne nécessite en eﬀet
pas de chauﬀage pour catalyser la réaction.
Nous avons utilisé du RTV EC00 Translucide fourni par E C. RTV signiĕe Room Tempe-
rature Vulcanization, c’est-à-dire EVF en français. Le numéro (00) indique la dureté dumatériau ainsi formé
par un mélange de quantités égales de la base et du catalyseur, dans l’échelle de dureté Shore A, déĕnie par
les normes ISO 868 et 7619, et qui a été développée dans le but de réaliser des mesures hors laboratoire avec
des duromètres portables. Cet élastomère est donc le plus mou (Shore 00) de la gamme des EVF bicompo-
sants. La dureté peut légèrement varier si l’on n’ajoute que 25% de réticulant, mais dans une gamme très
faible. D’autres duretés peuvent être obtenues mais il faut changer la formulation base/réticulant. Enĕn,
le fait qu’il soit translucide est très utile car nous voulons pouvoir observer des marqueurs à l’intérieur de
celui-ci.
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Marqueurs
Pour suivre le déplacement relatif local du capillaire sous compression ou étirement, nous souhaitons visua-
liser des marqueurs. Les marqueurs utilisés sont des billes de polystyrène de 20 µm de diamètre (Dynoseeds
TS 20), fournies par M. Ils se présentent sous la forme d’une poudre blanche et se mélangent
très facilement à l’élastomère non encore réticulé.
Conception des capillaires
Pour créer l’élastomère, nous prélevons 10mL de base de l’élastomère. À ces 10mL sont ajoutés une pincée
de poudre de billes, et le tout est homogénéisé. Une « pincée » est suﬃsante pour que la densité de billes
dans le champ des images que nous réalisons par la suite soit suﬃsante et que la détection soit eﬃcace, mais
pas excessive pour que la rhéologie de l’élastomère ne soit pas modiĕée sensiblement. On rajoute ensuite
10mL de réticulant, et onmélange le tout fortement. On attend 2minutes le temps que les bulles créées lors
de l’homogénéisation s’échappent, ce qui est en général suﬃsant pour que le mélange soit homogène. On
peut aussi passer l’échantillon à la centrifugeuse, sans aller trop vite pour éviter la démixion des billes du
mélange. Une partie de ce mélange est prélevée pour être insérée dans un rhéomètre (voir ci-dessous). Pour
former les capillaires, nous aspirons le liquide non encore réticulé dans un capillaire de diamètre contrôlé
et le laissons catalyser dans le capillaire.
Les capillaires sont des capillaires de verre de 150 µm de rayon. Nous avons utilisé des Ringcaps 5 µL de
H L, fournis par F S. La pâte est alors aspirée dans ces tubes avec
une seringue. L’élastomère réticule suﬃsamment en 10 minutes de sorte que typiquement on ne peut pas
mouler plus de cinq capillaires à la fois. Au bout de quelques heures, on peut ensuite retirer l’élastomère ré-
ticulé du capillaire en verre. Pour cela, on coupe avec un diamant une longueur de quelques centimètres de
capillaire. On fendille légèrement ce capillaire au milieu avec le même diamant, sans couper l’élastomère.
Les deux parties du capillaire en verre sont alors séparées doucement l’une de l’autre dans de l’éthanol,
l’élastomère s’étire assez fortement et glisse d’une des deux parties du capillaire en verre. L’élastomère reste
inévitablement accroché à l’un des deux bouts, et on obtient ainsi des capillaires élastiques d’une longueur
comprise 5mm et 3 cm accrochés à une partie en verre, ce qui sera utile pour ĕxer les capillaires. Les capil-
laires ainsi obtenus sont très mous, et hors de l’éthanol qui mouille fortement l’élastomère, ils ont tendance
à se coller et s’enrouler sur eux-même à la moindre vibration. Leur manipulation est donc délicate.
Rhéologie
Lors de la conception des capillaires, un prélèvement de quelques millilitres de pâte est introduit dans un
rhéomètre pour eﬀectuer des mesures du coeﬃcient d’Young de l’élastomère. Le rhéomètre utilisé est un
RS100 de H. Nous souhaitons eﬀectuer des mesures en cisaillement pour mesurer les coeﬃcients G0
et G00 de l’élastomère. Nous pouvons alors utiliser une géométrie plan-plan avec un plateau tournant de
Rp = 10mmde rayon et un interstice de e = 500 µm.On réalise ainsi des oscillations à contrainte imposée,
c’est-à-dire que le rhéomètre fait osciller le plateau tournant avec un couple sinusoïdal d’amplitude ĕxe, et
de fréquence variable. Le choix de l’amplitude de la contrainte résulte de deux eﬀets contradictoires. D’une
part, elle doit être suﬃsamment petite pour que l’élasticité du matériau reste linéaire. Notamment, si l’on
souhaite mesurer des modules d’Young de l’ordre de 104 Pa, alors une faible déformation de l’ordre de 1 à
10% est obtenue avec des contraintes de l’ordre de 100 à 1000 Pa. D’autre part, elle doit être suﬃsamment
grande pour que l’amplitude de la déformation obtenue soit mesurable. La déformation est directement
reliée à l’angle  de déplacement du plateau tournant dans cette géométrie par  = Rp/e. Donc dans le
régime linéaire, pour  = 10 2   10 1, on s’attend à mesurer des angles  de 5 10 4 à 5 10 3 rad,
or la résolution de l’appareil est de 6 10 6 rad, ce qui est amplement suﬃsant. Nous choisissons de nous
placer à  = 500 Pa. D’autres tests ont été eﬀectués à 1000 Pa et 2000 Pa et les résultats sont identiques.
Enĕn, le rhéomètre impose la contrainte en imposant en réalité un coupleM . La contrainte est donnée par
un facteur géométrique :  = 2M/R3p.
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Le rhéomètre mesure en fonction de la fréquence f l’amplitude de la déformation angulaire  et le
déphasage  entre contrainte et déformation, et en déduit les modules de cisaillement et de pertes de la
façon suivante :
G0 =
2e
R4p
M
(f)
cos (f) ; (4.76)
G00 =
2e
R4p
M
(f)
sin (f) : (4.77)
Les erreurs qui peuvent venir entacher ces mesures sont les suivantes. Tout d’abord, la géométrie n’est pas
contrôlée au micron près, il y a 0;1% d’erreur indiquée par le constructeur sur le paramètre Rp/e. De la
même façon, la contrainte est imposée à 0;4% près, que ce soit à cause de la géométrie ou de la précision
du couple M imposé. De plus nous l’avons vu, la mesure de  est précise à  = 6 10 6 rad, soit en
pratique à 0;5% de précision. Ensuite, la mesure du déphasage résulte, selon la notice, de la détection du
maximum (ce serait beaucoup plus précis par détection synchrone). L’erreur sur le déphasage est donnée
par = 2ft, oùt est l’incertitude temporelle sur cette détection, qui dépend donc principalement
de l’amplitude du signal et de l’incertitude de sa détection, si la fréquence d’échantillonnage est suﬃsante.
Elle est alors donnée au voisinage d’un maximum par t =
p
2//2f , ce qui nous donne  =p
2/  0;1 rad  5 °. Pour G0  104 Pa, G00 est donc dans le bruit jusqu’à des valeurs de l’ordre de
103 Pa. Enĕn, chaque point de mesure résulte de la moyenne sur trois cycles pour une fréquence donnée,
ce qui réduit l’imprécision des mesures de  et  d’un facteur 1;32/
p
3  0;8, où 1;32 correspond au
coeﬃcient de Student pour 3 mesures [68], mais ce facteur n’a ĕnalement que peu d’inĘuence.
En outre, il reste les erreurs systématiques, et la plus grosse incertitude provient comme d’habitude de
l’expérimentateur. En eﬀet, pour préparer l’échantillon, on introduit la pâte en train de réticuler dans le
rhéomètre, puis on baisse immédiatement le plateau tournant jusqu’à atteindre la hauteur de travail e. En-
suite, on attend la réticulation complète, et on découpe le surplus d’élastomère autour du plateau tournant,
de sorte que la géométrie de l’élastomère soit bien celle d’un cylindre de rayonRp en cisaillement. Or cette
découpe n’est pas très précise : si un peu d’élastomère dépasse du plateau, la déformation sera moins grande
à contrainte imposée. Cela équivaut au premier ordre à déĕnir un rayon eﬀectif du plateau tournant. Par
exemple si l’on rateR = 1mm d’élastomère sur 10% du périmètre (ce qui est assez vite venu), le rayon
eﬀectif du plateau est augmenté relativement de R/10Rp  10 2, soit une erreur de 1%. L’erreur se
propage à la mesure de G0 et G00 qui sont donc surestimés de 4% (en eﬀet à moment ĕxe, G0  R 4p ). Le
facteur d’erreur par excès est ĕnalement assez diﬃcile à estimer malgré le raisonnement que nous venons
de faire, nous retiendrons une erreur systématique par excès de l’ordre du pour-cent en soignant la découpe.
Les données de la rhéologie du matériau sont représentées sur la Figure 4.10. Nous pouvons observer
que le comportement de l’élastomère est celui attendu : G0 est relativement constant sur la gamme 0;1–
10Hz, et on n’atteint pas encore le régime de déroulement des chaînes. De plus G00 est très petit devant
G0 ce qui indique aussi que le comportement de l’élastomère est réversible aux faibles déformations. Nous
avons aussi vériĕé la dépendance avec le vieillissement de l’élastomère, et elle est quasi inexistante sur 36
heures.
Nous avons ajusté les données du module de cisaillement par la loi suivante :
G0(f) = G0

1 +

f
f0
x
; (4.78)
Cette loi décrit très bien les données expérimentales avec un coeﬃcient x  0;41 0;05 (voir l’insert de la
Figure 4.10), et une fréquence f0  90Hz. Finalement, c’est le coeﬃcient G0 qui nous intéresse puisqu’il
décrit l’élasticité statique du matériau. L’ajustement nous donneG0 = 13 490 250 Pa où ici l’incertitude
provient de toutes les incertitudes aléatoires résumées plus haut, qui représentent donc au ĕnal 1;8% de
la mesure. L’erreur systématique de 1% est donc à rajouter quadratiquement à cette erreur aléatoire, et on
mesure au ĕnal lemodule d’Young à environ 2%près avec cetteméthode. Si l’élastomère est incompressible,
le module d’Young mesuré en cisaillement est alors donné par E = 3G0 (4.22), et vaut donc :
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F 4.10 Modules de cisaillement G0 et de pertes G00 de l’élastomère utilisé en fonction de la fré-
quence, mesuré trois heures après le moulage. Les échelles sont logarithmiques. En insert est représenté
le détail de l’évolution deG0 en échelle linéaire. Un ajustement par une loi de puissance et une constante
est réalisée pour extrapoler la valeur à fréquence nulle. On observe que l’élastomère possède un bon com-
portement élastique carG0 est constant pour ces basses fréquences et queG00  G0.
E = 40;5 0;8 kPa : (4.79)
Choix du liquide
Le choix du liquide est délicat pour plusieurs raisons. D’une part, il faut que le capillaire élastique soit stable
lorsqu’il est immergé dans le liquide. Il y a donc deux critères à respecter. La densité du liquide doit être in-
férieure à la densité du solide, mesurée à d = 1;0220;005. De plus, le liquide doit être enmouillage partiel
sur le solide, sinon il reste en surface du liquide. Enĕn, de nombreux liquides font gonĘer les élastomères
[164]. Une étude sur le PDMS réticulé [165] a montré que l’éthanol, l’acétone ou le méthanol font gonĘer
le PDMS dans un rapport en volume de 2 à 6%. Seuls l’eau, le glycérol et le DMSO (diméthylsulfoxyde) ne
le font pas gonĘer à une précision de l’ordre du pour-cent. Nous avons essayé d’utiliser un mélange eau-
DMSO à 10% de sorte que la densité soit inférieure à 1;022 (la densité du DMSO est de 1;1), mais l’angle
de contact de ce solvant sur l’élastomère est autour de 90 ° avec beaucoup d’hystérésis (en reculée R = 75 °
et en avancée A = 109 °) donc la manipulation du capillaire dans le liquide est diﬃcile : il a tendance à se
courber très facilement et à rester à la surface. De lamême façon avec l’eau pure, les angles de contact sont de
R = 77 ° et A = 113 °. Nous étudierons dans la suite à la section 4.3 cet eﬀet. Nous nous sommes rabattus
sur l’éthanol dont l’angle de contact est en avancée R = 31 ° et en reculée A = 60 °, comme on peut le
voir sur la Figure 4.11. L’éthanol utilisé est de l’éthanol à 96% en volume fourni par S-A.
La façon d’éviter le gonĘement est de manipuler rapidement : les capillaires restent moins de 2 minutes
dans le solvant avant de prendre une image. Quoiqu’il en soit le gonĘement a un eﬀet équivalent à un
étirement sur le capillaire élastique, ce que nous pouvons discriminer dans la suite.
La densité de l’éthanol a étémesurée à la températureT = 23;4 Cà dL = 0;8060;001 (indiquée entre
0;805 et 0;812 par le fournisseur) grâce à un pycnomètre à capillaire qui permet de comparer des volumes
de liquides identiques, et donc de mesurer dL = L/eau par rapport à de l’eau (MilliQ à 18;1MΩcm−1).
La masse volumique de l’eau est tabulée à cette température à L = 996;4 kgm−3 [166], ce qui nous donne
une masse volumique pour l’éthanol de :
4.2 Compression élasto-capillaire 187
F 4.11 Petite goutte d’éthanol posées sur l’élastomère. Dans ce cas, la goutte vient d’être aspirée
par une seringue, et permet de mesurer l’angle de reculée R, une minute après l’aspiration. La mesure
est réalisée en eﬀectuant une détection du contour (selon les méthodes décrites à l’annexe C) puis un
ajustement du contour par une calotte sphérique. Les positions des lignes de contact sont détectées en
utilisant la réĘexion du substrat. Ici on ne peut pas utiliser l’ajustement du proĕl de la réĘexion par une
calotte sphérique car le substrat n’est pas très plan donc la réĘexion est déformée. Seule une région proche
de la ligne de contact est utilisée. L’indétermination des angles est estimée sur quelques mesures et rend
compte de la diﬃculté d’obtenir un angle d’avancée ou de reculée proprement, car la détection est en
comparaison assez précise.
L = 803 1 kgm−3 : (4.80)
Par la suite, nous allons prendre une incertitude sur cette valeur un plus grande de 5 kgm−3 car la tempé-
rature lors des expériences peut varier de un degré, ce qui mène à des variations de l’ordre du pour-mille,
ainsi que pour prendre en compte la non-pureté de l’eau et de l’alcool.
Enĕn, la tension de surface de l’éthanol a étémesurée grâce au tensiomètreKrüssMK100 que nous avons
déjà mentionné à la section 2.2, toujours pour T = 23;4 C à la valeur suivante :
LV = 22;8 0;1mNm−1 : (4.81)
Dispositif
Pour observer un capillaire élastique de 300 µm de diamètre, nous devons monter un système d’imagerie
qui permette un fort grossissement. Il s’agit de mesurer un déplacement relatif de l’ordre du pour-mille
sur un capillaire de 300 µm de diamètre et possédant des marqueurs d’une taille de 20 µm. Pour observer
cet eﬀet, nous utilisons un appareil photographique avec une longue focale pour atteindre le grossissement
nécessaire. Toutefois, il est nécessaire d’avoir aussi un grand champ pour pouvoir observer l’eﬀet de com-
pression sur la plus grande taille possible. Sur un capteur de 4000 pixels de haut, une compression de 4h
correspond en eﬀet à un déplacement relatif de 16 pixels entre les deux bouts de l’image.
De plus, nous avons été confrontés à de nombreux problèmes de courbures : le capillaire n’est ja-
mais complètement droit. Or la moindre courbure ou angle du capillaire peut en projection sur l’image
s’apparenter à une compression : un angle de 2 ° correspond à une compression apparente de 1h. Pour
intégrer ces eﬀets, nous utilisons donc deux appareils photographiques croisés, pour pouvoir reconstruire
la forme du ĕl en trois dimensions.
Ensuite, nous devons faire une image à travers une interface liquide dans un cas, et à travers l’air dans
l’autre. Ce changement de conĕguration modiĕe la longueur optique et donc la distance de mise au point.
Nous devons donc bouger les appareils photographiques pour refaire la mise au point, ce qui peut changer
le coeﬃcient de grandissement, et s’apparenter aussi à un étirement ou une compression. Nous devons donc
absolument réaliser une calibration complète du dispositif de grandissement. Or cette calibration précise
n’est possible que si la position des appareils photographiques est connue avec la plus grande précision. Ils
sont donc tous les deux montés sur des platines micrométriques dans les trois directions.
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Enĕn, le capillaire est lui aussi monté sur platine micrométrique, car la calibration des appareils pho-
tographiques une fois réalisée ne permet plus de les bouger, c’est donc le capillaire que l’on amène dans
le champ des appareils photographiques. D’autre part, les deux appareils photographiques sont réglés de
sorte que leurs axes optiques se croisent. De plus, à cause de l’encombrement des objectifs, ils ne peuvent
pas être à équidistance du capillaire, ils possèdent donc deux facteurs de grandissement diﬀérents, ce qui
n’a au ĕnal pas d’inĘuence car la détection des marqueurs se fait sur un appareil photographique, et l’autre
sert à déterminer la position dans l’espace du capillaire.
F 4.12 Dispositif expérimental pour la mesure de la compression d’un capillaire. Le dispositif
comprend deux appareils photographiques croisés, montés sur des platines de déplacement micromé-
triques. Le capillaire est dans une cuve, et son déplacement est lui aussi réalisé par des platines micromé-
triques. Le liquide dans la cuve est monté et descendu grâce à un pousse-seringue.
Nous avons utilisé deux appareils photographiques de la marque N : un D300 et un D300S qui
possèdent des capteurs très sensibles (CMOS) d’une taille de l’ordre de 3000 par 4000 pixels sur une surface
de 23;6  15;8mm. Les objectifs choisis sont des objectifs dits « macro » c’est-à-dire ne possédant pas
d’aberration géométrique à faible distance de mise au point de la marque N et de focale 60mm.
Pour atteindre un fort grossissement, les deux objectifs sont équipés de bagues « allonge », qui permettent
d’ajouter 68mm à la focale, ce quimodiĕe aussi les distances demise au point puisque le ponctum proximum
passe de 185mm à 25mm de la lentille externe et que le ponctum remotum de l’inĕni à 65mm. Nous avons
fait en sorte que l’objet soit toujours au ponctum proximum donc les réglages de mise au point de l’objectif
sont toujours ĕxes. Enĕn, pour limiter les problèmes de mise au point et d’aberrations géométriques, nous
fermons au maximum les diaphragmes, en général à f/57 pour l’appareil photographique principal, soit
une ouverture de 1mm.
Pour ĕnir, l’éclairage n’est pas évident. D’une part, il doit être assez puissant car nous fermons les dia-
phragmes, et voulons éviter de pousser trop le gain numérique du capteur pour ne pas avoir trop de bruit ou
d’avoir des temps d’exposition trop grands, supérieurs à 1/10 de seconde pour éviter des Ęous de bougé.
Grâce à la bonne sensibilité des capteurs, nous pouvons tout de même nous mettre à 1600 ISO sans pro-
blèmes, et nous enregistrons les données brutes du capteur sur 16 bits (détails à l’annexe C). D’autre part,
nous ne pouvons pas faire un éclairage ponctuel car il pourrait se réĘéchir ou être réfracté par lesmarqueurs
ou le capillaire. L’éclairage est donc diﬀus. Un éclairage sur les côtés est de la même façon diﬃcile avec deux
appareils photographiques et une réfraction ou réĘexion parasite pourrait être visible sur toute la longueur
du capillaire cylindrique, ce qui enlèverait 10 à 20 % de surface utile d’image, là où sont les marqueurs.
Nous éclairons donc par réĘexion sur des surfaces blanches sous la cuve, ainsi qu’au dessus du capillaire et
le fond des deux images est noir. Une image typique d’un capillaire est présentée sur la Figure 4.13. Grâce
à ce dispositif, nous avons réussi à atteindre une échelle de l’ordre de 2 µmpixel−1, complètement calibrée
dans les trois directions de l’espace, comme nous allons l’expliquer ci-dessous.
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F 4.13 Image typique
d’un capillaire sous son propre
poids. Les marqueurs sont
visibles, ce sont les tâches qui
parcourent le capillaire. Ils
présentent chacun deux tâches
blanches dues à l’éclairage par
le haut et par le bas comme on
peut le voir sur le grossissement.
On peut aussi remarquer des
eﬀets optiques de déformations
des marqueurs à travers le
capillaire cylindrique : certains
sont aplatis horizontalement.
4.2.3 Mesure de la déformation
Calibration
La calibration, cruciale pour la mesure que nous souhaitons faire, est réalisée selon la procédure suivante.
Tout d’abord, nous devons avoir une mire précise. Pour plus de précisions, nous choisissons de travailler
avec une mire possédant une échelle de la même taille que les objets que nous voulons mesurer qui font
20 µm. Nous avons donc fait imprimer sur un plastique transparent des bandes noires de 60 µm de large,
avec une périodicité de 120 µm, les bandes noires s’alternent donc avec des bandes transparentes tous les
60 µm. Ces mires ont été imprimées par L T qui eﬀectue du phototraçage laser pour fa-
briquer des masques de microfabrication à une résolution de 12 000 dpi soit une résolution d’un « point »
tous les 2;1 µm, ce qui correspond à un pixel de résolution optique pour notre dispositif d’imagerie. Ces
mires sont ensuite ĕxées sur une lame de microscope, elle-même ĕxée à la place du dispositif qui reçoit
les capillaires élastiques. On peut donc déplacer les mires dans le champ grâce aux platines de déplace-
ment micrométriques qui contrôlent le capillaire élastique. Sur la Figure 4.14, nous pouvons apercevoir le
dispositif.
F 4.14 Le dispositif de
calibration est plongé dans un
bain d’éthanol. La mire possède
des traits noirs de 60 µm de
large et est ĕxée sur une lame
de verre grâce à un aimant (que
l’on aperçoit au fond de l’image
et qui fait 5mm de diamètre).
La profondeur de champ est
de plusieurs millimètres, de
sorte que l’on aperçoit l’eﬀet
de profondeur sur l’échelle de
la mire ici lorsqu’elle est posi-
tionnée à 45 ° face à l’appareil
photographique.
Dans un premier temps, nous positionnons la mire face à l’un des deux appareils photographiques,
l’autre la voit donc par la tranche [voir la Figure 4.15(a)]. On déplace alors la mire selon l’axe optique de
l’appareil qui lui fait face avec un pas de l’ordre de 100 µm, et on enregistre les images sur les deux appareils.
Lorsque la mire est proche de l’appareil qui lui fait face, elle possède donc une échelle apparente plus grande
que lorsqu’elle s’en éloigne. Nous pouvons ainsi connaître le facteur de grandissement de l’appareil qui lui
fait face en fonction de la position en pixels de la mire vue par la tranche sur l’autre appareil.
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Nous prenons de plus soin de faire apparaître le côté de la mire sur l’appareil qui lui fait face, en son
centre, comme c’est illustré sur la Figure 4.15(a), de sorte que le facteur de grandissement du déplacement
de la mire sur le second soit déterminé par la position de ce côté sur le premier appareil. Nous tournons
ensuite la mire d’un quart de tour pour qu’elle fasse face au deuxième appareil et nous eﬀectuons la même
procédure.
De ces diﬀérentes images nous devons extraire l’échelle et sa variation en fonction du déplacement de la
mire. Pour eﬀectuer ce traitement, nous notons tout d’abord un couple d’images (face, côté) à une position
donnée qui détermine l’échelle de référence à une profondeur de référence. Ensuite, nous comparons le
grandissement de lamire par rapport à cette image en travaillant sur une colonne de chaque image d’abscisse
ĕxe. La colonne de référence est donc un signal carré f0(x), et discret puisque x représentant les pixels dans
la direction verticale sur l’image de hauteur 2L. Ce signal oscille entre la valeur du blanc de la mire, et la
valeur du noir de la mire, et possède la pulsation k0 = 2/0. De la même façon, la colonne dont on
souhaite mesurer le grandissement s est un signal fs(x) qui possède une pulsation k = sk0. Alors, on
compresse la colonne de référence d’un facteur arbitraire t pour construire un signal ft(x) = f0(tx) (le
signal étant discret nous eﬀectuons un rééchantillonnage linéaire). Pour t > 1 le signal est compressé et
possède une longueur d’onde plus petite. Ainsi, onmesure la covariance des signaux en réalisant l’opération
de convolution suivante :
r(t) =
R L
 L dxft(x)fs(x)R L
 L dxft(x)
2
R L
 L dxfs(x)
2
1/2 : (4.82)
Cette opération produit un sinus cardinal lorsque L k et si les signaux sont parfaitement sinusoïdaux et
de mêmes amplitudes :
r(t) =
sin((t  s)k0L)
(t  s)k0L : (4.83)
Il y a donc unmaximum lorsque t = s. Si le signal possède des harmoniques supplémentaires, le maximum
baisse légèrement par rapport à un, mais il reste parfaitement détectable, et un sinus cardinal d’une ampli-
tude plus faible reste une très bonne approximation des signaux que nous obtenons [voir Figure 4.15(d)].
Nous obtenons ainsi pour chaque image le coeﬃcient de grandissement par rapport à une image de réfé-
rence.
Pour chacune de ces images, nous devons aussi déterminer la position de la mire sur le second appareil.
Pour cela, nous utilisons un algorithme de détection de ligne détaillé en annexe C qui détermine le position
du point d’inĘexion d’un signal à une précision subpixellaire. De la même façon, nous devons aussi déter-
miner à quelle abscisse sur le premier appareil la ligne a-t-elle été détectée puisque le déplacement en pixels
sur le second appareil dépend de la profondeur à laquelle elle a été mesurée [voir Figure 4.15(a)].
Enĕn, l’échelle de l’image de référence est quant-à-elle mesurée en réalisant une auto-corrélation d’un
signal de la colonne de référence f0 :
c() =
R L
 L dxf0(x+ )f0(x)R L
 L dxf0(x)
2
: (4.84)
L’auto-corrélation est maximale pour  = 0 et vaut un. Il existe ensuite des maxima secondaires lorsque
le signal possède une période 0 pour les valeurs 0, 20…La détection du premier maximum secon-
daire se fait alors grâce à une approximation parabolique proche de ce maximum, et on obtient ainsi la
période moyennée de ce signal sur toute la hauteur de l’image à une précision inférieure au pixel [voir
Figure 4.15(b)].
Finalement, les facteurs de grandissements en fonction de la distance de la mire ainsi que l’échelle de
référence sont mesurés pour les quatre situations utiles : la mire fait face à chacun des deux appareils, dans
l’air et dans l’éthanol. Sur la Figure 4.16 est représentée la courbe de calibration obtenue dans l’air pour
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F 4.15 (a) Vue de face (à gauche) et de côté (à droite) de la mire. De l’image de côté nous pouvons
déterminer la profondeur z à laquelle elle correspond,mesure qui dépend de la positionx de la tranche sur
la vue de face. Les bandes noires sur la mire possèdent une périodicité de 120 µm. (b) Auto-corrélation
c() déĕnie à l’équation (4.84) de la colonne verte de l’image de face en (a). Le premier maximum à
 = 61;37 pixels (pour c = 0;98) permet de déterminer la longueur d’onde en pixels 0 de l’image
de référence, qui correspondent donc à 120 µm. (c) À gauche la colonne extraite de l’image de référence
(a) à laquelle on applique un coeﬃcient de compression t. À sa droite, la colonne d’une autre image à
une profondeur z diﬀérente (ici plus proche de l’appareil qui lui fait face), et de longueur d’onde 0/s.
(d) Corrélation r(t) déĕnie à l’équation (4.82) entre les deux colonnes de (c) lorsque le coeﬃcient de
compression t varie. Le maximum de la fonction est pour t = s et le signal est très bien ajusté par un sinus
cardinal (en rouge avec une amplitude 0;91) ce qui permet de déterminer la position de ce maximum avec
précision.
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l’appareil possédant le plus grand grossissement. Nous obtenons donc une échelle de résolution inférieure
à 2 µmpix−1. De plus, on observe que l’échelle apparente de lamire varie d’environ 1 pixel parmillimètre en
profondeur, soit une variation attendue de 0;5% lorsque le capillaire se déplace d’un diamètre, ce qui justiĕe
la calibration précise que nous faisons. Les erreurs que nous eﬀectuons sur cette calibration proviennent à la
fois de la détection, mais elle est ĕnalement assez précise, et aussi du fait que les appareils photographiques
sont déplacés lors des manipulations. Nous rappelons en eﬀet que les situations dans l’air et l’éthanol dif-
fèrent car les appareils photographiques doivent être translatés en profondeur pour que la mise au point
soit possible. Les positions des appareils sont enregistrées à 20 µm près (l’ordre de grandeur de l’hystérésis
de l’axe de la platine) pour que les conditions d’imagerie du capillaire soient identiques à celles de la ca-
libration. Cet écart sur la déĕnition de la position centrale de la cible correspond à une erreur de 0,5h
sur l’échelle, ce qui est du même ordre de grandeur que les erreurs statistiques ( 0;5h) sur la procédure
d’analyse de la calibration, nous retenons donc une erreur de 1h sur la calibration. Enĕn, nous rappelons
aussi que l’un des appareils est plus loin de la cible que l’autre pour des raisons stériques et donc possède un
grossissement moins fort, et n’est utilisé que pour observer la forme du capillaire, et non pas pour détecter
les marqueurs donc sa résolution est moins importante. Ainsi, nous obtenons huit paramètres que nous
allons utiliser pour mesurer les positions dans l’espace d’un capillaire : deux paramètres pour chacun des
deux appareils, dans l’air et dans l’éthanol.
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F 4.16 Échelle de calibration en fonction de la distance en profondeur en mm d’une cible de lon-
gueur d’onde 120 µm. Le zéro de la distance est sur ce graphe arbitrairement positionné, mais proche de
l’endroit eﬀectif où sont positionnés les capillaires par la suite. La calibration est linéaire, donc on utilise
son ajustement par une droite par la suite, soit deux paramètres utiles.
Géométrie projective
Pour simpliĕer lamise en place de la calibration, les appareils sont réglés de sorte que le point de focalisation
d’un appareil sur son axe optique coïncide avec ce même point sur l’autre. Nous déĕnissons donc ce point
comme étant le centre O de la cible (voir Figure 4.17). Cette ĕgure représente la projection de l’image d’un
objet sur les deux capteurs des appareils photographiques. Ce modèle est celui de la géométrie projective
qui suppose que tous les rayons optiques passent par un point, au niveau du diaphragme et sont projetés sur
le capteur. Cette approximation est suﬃsante dans notre cas pour décrire la projection de l’objet sur les deux
capteurs. On note alors par xi et yi les deux coordonnées en pixels sur chacun des capteurs i = 1; 2. Pour
décrire la projection, nous avons besoin de quatre paramètres, li et fi qui décrivent la distance du centre
de la cible O au centre optique de chaque appareil Oi et la distance du centre du capteur Ci au centre Oi
comme c’est indiqué sur la ĕgure. L’objectif ici est de retrouver la position de la cible (x; y; z) en fonction
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de (xi; yi).
F 4.17 Notations pour la géométrie projective. Le point M est repéré sur les deux écrans par
(x1; y1) et (x2; y2). Les paramètres sont f1, l1, f2 et l2.
D’après la Figure 4.17, nous avons :
x1 =
f1x
l1 + z
et y1 =
f1y
l1 + z
; (4.85)
x2 =
f2z
l1   x et y2 =
f2y
l1   x : (4.86)
Or nous avons vu que la relation entre x1 et z (et entre x2 et x) est linéaire avec la calibration que nous
venons de faire. En eﬀet, les distances z sur lesquelles la cible bouge sont très petites devant l. On peut donc
linéariser les quatre équations précédentes :
x1  f1
l1

1  z
l1

x et y1  f1
l1

1  z
l1

y ; (4.87)
x2  f1
l1

1 +
x
l1

z et y2  f1
l1

1 +
x
l1

y : (4.88)
Lors de la calibration, nous avons donc mesuré les paramètres fi/li et fi/l2i de l’ordre respectivement de
500 pixmm−1 et de 1 pixmm−2. En eﬀet, (x; y; z) possèdent des dimensions de longueurs, donc l représente
la longueur réelle entre le centre optique et la cible. f est mesuré en pixels pour pouvoir faire la conversion
avec les positions en pixels (xi; yi) sur les capteurs. Nous avons trouvé avec la procédure précédente de
calibration des longueurs l de l’ordre de 100mm, ce qui correspond en eﬀet à la longueur entre la cible et le
capteur, et des focales f de l’ordre de 4 104 pixels, soit environ 100mm aussi. f correspond également à
la focale réelle, et cela justiĕe l’approximation linéaire que nous avons faite ci-dessus : la projection sur les
capteurs est une projection plane. Finalement, pour mesurer les positions sur la cible, on inverse le système
d’équations non-linéaires (sans approximation ici) :
x = x1
f2l1 + l2x2
f1f2 + x1x2
; (4.89)
y = y1
f2l1 + l2x2
f1f2 + x1x2
; (4.90)
z = x2
f1l2   l1x1
f1f2 + x1x2
: (4.91)
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Enĕn, la dernière équation détermine y2(y1), car la position verticale sur un des capteurs n’est pas identique
à la position sur l’autre, et cette équation (implicite) est :
y2 = y1
f2l1 + l2x2(y2)
f1l2   l1x1(y1) : (4.92)
Ce système d’équations nous permet ainsi de déterminer la forme de la ĕbre neutre du capillaire.
Fibre neutre
En eﬀet, nous avons besoin de paramétrer les positions des marqueurs. Nous le faisons en les repérant grâce
à la coordonnée curviligne le long de la ĕbre neutre du capillaire. Celle ci est détectée sur l’image en réalisant
un seuil des niveaux de gris de l’image, ce qui permet de détecter rapidement les deux bords du capillaire, et
donc la ligne qui passe à équidistance de ces deux bords, c’est-à-dire la ĕbre neutre. Le paramètre de seuil n’a
pas d’inĘuence car s’il détecte les bords du capillaire trop loin ou trop près de chaque côté, le centre entre
les deux bords reste au même endroit. Nous obtenons ainsi deux courbes xN1 (y1) et xN2 (y2) sur chaque
capteur. Ces deux courbes permettent de reconstruire la ĕbre neutre dans l’espace xN (y) et zN (y) grâce
aux quatre équations ci-dessus (4.89-4.92), et ainsi la coordonnée curviligne à une constante près :
sN (y) = sN0 +
Z
dy
s
1 +

dxN
dy
2
+

dzN
dy
2
: (4.93)
Détection des marqueurs
Les marqueurs sont détectés sur l’image par corrélation avec l’image type d’un marqueur. Si on note I(i; j)
l’image globale du capillaire sur laquelle détecter les marqueurs et W (i; j) l’image type et centrée d’un
marqueur, de dimension (2L + 1; 2L + 1) de l’ordre la taille du marqueur, on construit alors la matrice
suivante :
C(i; j) =
X
 LkL; LlL;
I(i+ k; j + l)W (i+ k; j + l) : (4.94)
Cette image (ou matrice) de corrélation possède des valeurs maximales lorsque l’objet à détecter est iden-
tique et à la même position que l’image type. Un algorithme permet ensuite de ĕltrer les maxima détectés
pour trouver des marqueurs dans la région du capillaire, et à des distances raisonnables les uns des autres.
Ce premier ĕltrage permet d’avoir un ensemble demarqueurs sur une image, positionnés au centre au pixel
près des billes qui font une dizaine de pixels de diamètre.
Nous voulons suivre le déplacement d’un même marqueur entre deux situations, nous devons donc
comparer lesmarqueurs entre deux images données. Pour cela, un premier couple demarqueurs sur les deux
images est identiĕé manuellement, par exemple en haut de l’image, et les suivants sont détectés de façon
semi-automatique : des couples de marqueurs probables sont proposés, et chacun est manuellement validé
ou invalidé. Lorsque les images à comparer sont toutes les deux dans l’air, la détection est aisée car l’éclairage
est identique sur les deux images. En revanche, lorsque les deux images à comparer sont dans deux milieux
diﬀérents, l’éthanol et l’air, l’éclairage a changé, les indices ne sont plus les mêmes et les images à comparer
sont très diﬀérentes. Il s’agit donc d’être très vigilant pour faire en sorte que les marqueurs détectés pointent
bien au centre des marqueurs réels, et qu’il n’y ait pas d’eﬀet global d’éclairage qui ferait par exemple que
les marqueurs reĘètent des tâches lumineuses en haut des billes en haut du capillaire, et en bas des billes en
bas du capillaire, car cela mènerait à un étirement ou une compression eﬀective des marqueurs du capillaire
si l’eﬀet est radicalement diﬀérent dans l’air et dans l’eau, de l’ordre de dix pixels, ce qui n’est pas loin de
ce que nous voulons mesurer. Au ĕnal, sur les quelques 500 marqueurs présents sur l’image, on retient une
cinquantaine de couples de marqueurs bien identiĕés et ne présentant pas de doute sur la détection de leur
position.
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Projections
Finalement, ces couples demarqueurs sont projetés perpendiculairement sur la ĕbre neutre, et leur position
curviligne sur cette ĕbre est enregistrée pour les deux images. On peut observer sur la Figure 4.18 une
illustration des couples demarqueurs détectés entre l’éthanol et l’eau, ainsi que leurs projections respectives
sur la ĕbre neutre.
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F 4.18 Détails de deux régions correspondantes d’unmême capillaire dans l’étanol (a) et dans l’air
(b). Les marqueurs détectés sont en vert, et leurs projection sur la ĕbre neutre (en rouge) sont en jaune.
Les eﬀets de projection n’ont une importance que lorsque la ĕbre neutre n’est pas droite, c’est-à-dire
lorsque le capillaire est dans l’éthanol car la densité du liquide est assez proche de la densité du capillaire,
et le capillaire est moins stabilisé verticalement par la gravité. Finalement, nous pouvons alors tracer le
déplacement relatif longitudinal des marqueurs urel(s) entre deux images, mesuré en coordonnées curvi-
lignes, en fonction de cette coordonnée curviligne s. Au ĕnal, les eﬀets de courbure dans l’alcool peuvent
représenter jusqu’à 10% des eﬀets relatifs purement verticaux.
4.2.4 Résultats
La Figure 4.19 représente le déplacement relatif desmarqueurs dans les deux situations qui nous intéressent.
Tout d’abord, les cercles noirs représentent le déplacement relatif des marqueurs du capillaire lorsque son
bout trempe dans l’éthanol par rapport à leurs positions lorsque le capillaire pend librement dans l’air.
L’échelle verticale représente des micromètres, et la taille verticale d’un point expérimental correspond à
un pixel sur les images. L’échelle horizontale représente la position sur le capillaire, en millimètres. Le zéro
n’est pas représenté car nous ne pouvons pas voir la ligne de contact sur les images, cachée par le ménisque
du liquide sur la cuve. La position de la courbe est donc à une constante près, et nous l’avons représentée
sur la ĕgure de sorte que son ajustement linéaire passe par zéro. Les derniers points observés sont de l’ordre
de 1mm au dessus du niveau du bain, mais cela n’a pas d’importance pour la suite. Nous observons donc
un déplacement relatif des marqueurs négatif, qui indique un étirement lorsque le capillaire est tiré par le
bain à cause des forces résultantes tangentielles au capillaire à la ligne de contact. Ce déplacement relatif est
modélisé nous l’avons vu à l’équation (4.75) par le comportement suivant :
urelz (z) =  z
2LV cos Y
ER
: (4.95)
La pente des points expérimentaux est de 8;060;1h (en rouge sur la ĕgure), où l’erreur sur cette mesure
correspond à la dispersion des points en prenant un pixel de déviation sur chaque point. Cette pente cor-
respond au facteur 2LV cos Y /ER = 8;06 0;1 10 3. Nous avons mesuré sur les images la valeur de
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F 4.19 Déplacements relatifs urel des marqueurs en fonction de leur coordonnée le long du ca-
pillaire (z augmente vers le haut du capillaire) dans les deux situations suivantes : lorsque le bout du
capillaire trempe dans l’éthanol (cercles blancs5, z > 0), et lorsque l’ensemble du capillaire est dans
l’éthanol (triangles blancs1, z < 0), par rapport aux capillaire libre dans l’air (z = 0 représente la ligne
de contact). La taille des points en largeur correspond à un pixel. Dans l’air (z > 0), la courbe théorique
est une droite de pente négative 2LV cos Y /ER, qui correspond donc à un étirement du capillaire. Ici
est représentée en rouge le meilleur ajustement de ces points pour une pente de 8;06  0;1 10 3. Les
triangles correspondent à une compression dans l’éthanol par rapport à l’air. La courbe théorique dans
le liquide (4.96) prend en compte une pression de Laplace en  tout autour du cylindre et au bout du
capillaire, ainsi que la pression hydrostatique. La courbe rouge est le meilleur ajustement pour un para-
mètre /ER = 6;4 1;7 10 3. L’incertitude représentée par la zone rouge est due principalement aux
erreurs de calibration, de l’ordre de 15% de la pente. En jaune est représentée la contribution de la pres-
sion hydrostatique. La compression observée dans l’éthanol est donc compatible avec l’existence d’une
pression de Laplace supplémentaire à la surface du solide immergé, et donnée par la tension de surface
 = LV.
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l’angle de contact. Cettemesure est délicate, et nousmesurons un angle de 4015 °, soit cos Y = 0;70;2.
Nous avons donc une imprécision . Nous ne pouvons pas nous servir de lamesure indépendante car il existe
une forte hystérésis sur ces substrats comme nous allons l’étudier à la section 4.5. Ainsi, nous avons une er-
reur de 30% sur la pente attendue, la détermination de l’angle d’équilibre étant le facteur limitant. Avec les
valeurs expérimentales de chacun de ces paramètres mesurées indépendamment précédemment, on trouve
alors 6;41;9h. Enĕn, l’erreur sur cette mesure ne dépend pas de la calibration pour deux raisons : d’une
part, lorsque le capillaire est dans l’air ou lorsque son bout trempe, les corrections de courbures sont nulles
et le capillaire n’a pas bougé de position. D’autre part lorsque l’on compare ces deux situations, les appa-
reils photographiques n’ont pas non plus bougé, donc la correction d’échelle est identique entre ces deux
conĕgurations, la pente de la courbe ne dépend donc plus de ces échelles.
Ensuite, sur la Figure 4.19 est représentée en triangles blancs la comparaison entre les positions desmar-
queurs du capillaire dans l’éthanol et du capillaire dans l’air, donc représentée pour des z négatifs. Le zéro de
l’échelle des abscisses correspond au niveau du bain, assez bien déĕni car il est visible sur l’image à 100 µm
près. Nous remarquons immédiatement que l’eﬀet est inverse : le capillaire dans l’éthanol est en compression
par rapport à sa situation dans l’air. Nous pouvons observer toutefois sur les données expérimentales un fort
eﬀet du second ordre vers le bout du capillaire, qui est très probablement lié au gonĘement de l’élastomère.
Nous avons vu ce type d’eﬀet s’ampliĕer lorsque le capillaire reste plus longtemps dans l’éthanol.
Le déplacement relatif est modélisé nous l’avons vu à l’équation (4.73) par le comportement suivant :
urelz (z) = +z


ER
+
Lgh
E

  Lg
2E
z2 ; (4.96)
où  représente l’intensité de la pression éventuelle de Laplace qui agit sur le bout du capillaire lorsqu’il est
immergé. Nous avons donc ici deux eﬀets qui se superposent. D’une part l’eﬀet de la pression hydrostatique
est représenté par L. Il fait intervenir h, la longueur immergée du capillaire. Cette longueur est connue
avec prévision car le bout du capillaire est visible sur l’image n’est pas connue avec précision, elle vaut pour
l’expérience 7;8mm. Nous eﬀectuons alors un ajustement des points expérimentaux par la loi suivante :
urelz (z) = +z

ER

1 +

h  z
2
 R
`
2

; (4.97)
où ` =
p
/Lg. La valeur de ce paramètre a ĕnalement assez peu d’inĘuence sur l’ajustement pour 
de l’ordre de 20mNm−1. Et notons de la même façon queR n’est en fait pas connu avec précision car il est
possible que son rayon change lorsqu’on le démoule. Ainsi, sur une image, nous le mesurons à 150 pixels
à 10 pixels près, car le bord d’un capillaire n’est pas bien déĕni, Mais ce paramètre a de la même façon peu
d’inĘuence.
Nous trouvons ĕnalement pour les points expérimentaux dans le liquide le paramètre /ER = 6;4
1;0 10 3. L’incertitude sur cette mesure provient principalement de l’erreur de la calibration diﬀérente
dans l’air et dans l’eau car nous avons vu que le facteur peut introduire 1h d’erreur, ce qui fait de l’ordre
de 15% pour des compressions de l’ordre de 8h. Cette erreur de 15% sur la pente est représentée par la
zone rouge autour de l’ajustement. L’eﬀet de la pression hydrostatique seule a été représentée en jaune sur la
ĕgure et a été calculée pour les facteurs de l’ajustement. La zone d’incertitude autour de cette courbe prend
en compte l’incertitude sur la calibration et le fait que le zéro de l’échelle des z est déĕni à 100 µm près.
Ainsi un eﬀet de compression hydrostatique représente environ 2h de compression dans ces conditions
expérimentales, et nous constatons donc qu’elle ne peut pas à elle seule expliquer la compression observée.
Finalement, nous avons mesuré LV/ER = 5;7  1;7 10 3 grâce à l’étirement dans l’air, et dont
l’incertitude de 30% provient de l’angle de contact. Ainsi, si nous faisons le rapport de ce paramètre avec
le paramètre /ER pour la compression dans le liquide, nous trouvons le rapport de la tension de surface
de la pression de Laplace avec la tension de surface liquide-vapeur :

LV
= 1;2 0;3 : (4.98)
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L’incertitude de la calibration est quadratiquement ajoutée à l’erreur sur cos Y , et nous avons au ĕnal tou-
jours de l’ordre de 30% d’erreur sur cette mesure. Cette tension de surface est donc compatible dans les
barres d’erreurs avec le modèle de la DFT simpliĕée, et prouve l’existence d’une pression de Laplace sup-
plémentaire dans les liquides aux surfaces des solides en LV. Cette expérience est donc d’autre part une
preuve indirecte de l’existence d’une force tangentielle non-classique en LV(1 + cos Y ) pour maintenir
une cohérence avec les bilans thermodynamiques.
Dans la suite, nous allons tout d’abord étudier l’eﬀet des forces à la ligne de contact sur le Ęambage
du solide élastique, car nous avons vu que les forces de pression de Laplace ne peuvent pas avoir d’eﬀet
de couple dans le liquide, et se résument à des forces résultantes ponctuelles aux lignes de contact de ce
point de vue. Les forces tangentielles non classiques doivent en revanche avoir un eﬀet sur la structure du
bourrelet de solide créé par le liquide sous la ligne de contact, ce que nous évoquerons à la section 4.4.
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4.3 Flambage élasto-capillaire
Une situation qui revient très régulièrement en élasticité est l’étude de l’élasticité des poutres ou des ĕls,
et de la formation par exemple de plis. On peut observer cette situation lorsque des insectes se déplacent
sur l’eau [11], malgré une densité plus grande que l’eau, grâce aux forces capillaires. Cette situation a été
étudiée dans le cas du mouillage total, et notamment au seuil à partir duquel une plaque, un ĕl élastique ou
un ensemble de ĕls rentre dans l’eau et perce l’interface [167, 168, 169, 170]. Nous avons vu précédemment
que la distribution des forces sur un solide, si l’on ne prend pas en compte la compression, peut se ramener à
l’étude des résultantes et des moments créés par des forces ponctuelles aux lignes de contact, dirigées selon
l’interface liquide-vapeur. Ainsi les mécanismes qui gouvernent les déformations d’une plaque sont d’une
part le moment induit par les forces capillaires normales à la plaque à la ligne de contact qui ont tendance
à faire Ęéchir la plaque, et d’autre part les forces verticales à la plaque qui ont tendance à faire Ęamber la
plaque. Nous étudions alors dans cette section, d’un point de vue théorique, la déformation due à l’ensemble
des forces capillaires d’une plaque élastique d’épaisseurH plongée en mouillage partiel dans un liquide de
même densité  que la plaque. Ces problèmes de Ęambage sont gouvernés par la longueur élasto-capillaire
[169, 170, 152, 153, 171, 154, 156, 159, 157, 172] :
`EC =

B

1/2
; (4.99)
où B est ici la rigidité de Ęéchissement de la plaque par unité de longueur de ligne de contact : B =
EH3/12, que nous avons rencontré à l’équation (4.34). Ici, la plaque considérée est inĕnie verticalement
donc sa longueur n’a pas de sens, elle est gouvernée par une taille gravitaire :
`B =

B
gH
1/3
: (4.100)
Expérimentalement, l’instabilité de Ęéchissement est intervenue dans la section précédente lorsque
nous avons voulu faire plonger le capillaire élastique dans le bain. Sur la Figure 4.20 est représentée no-
tamment des essais avec des solvants eau-éthanol, et on observe que le capillaire reste à la surface du bain
lorsque l’angle de contact dépasse une certaine valeur. Nous souhaitons ici déterminer la nature de cette
déformation : est-elle due aux forces de pression de Laplace au bout du ĕl, ce qui pourrait mener à un
Ęambage, ou aux forces normales à la ligne de contact, qui ont tendance à faire Ęéchir la plaque ? Ainsi,
nous allons en particulier montrer que cette déformation n’est pas seulement gouvernée par le paramètre
adimensionné `EC/`B , mais que l’angle de contact cos e intervient de manière cruciale.
Formulation
Considérons une longue plaque ĕne qui pend sous l’inĘuence de la gravité. Nous supposons que l’épaisseur
H est suﬃsamment petite pour que l’on puisse décrire le système par l’approximation des plaques élastiques
ĕnes que nous avons vue à la sous-section 4.1.4. Le bas de la plaque est en contact avec un bain de liquide
qui mouille partiellement la plaque avec un angle d’équilibre e. Le liquide possède une tension de surface
. De plus, nous pouvons décrire une éventuelle hystérésis, traduisant ainsi des angles d’avancée et de
reculée de e /2. Cette hystérésis rompt la symétrie du problème, ce qui a une inĘuence sur la nature
de la transition, et ce qui est fondamentalement diﬀérent de la situation de perçage [167, 168, 169, 170].
L’objectif est de déterminer la forme de la plaque et d’identiĕer le seuil à partir duquel la plaque se déforme.
La stratégie du calcul est de traiter séparément la partie de la plaque hors du bain (sous-section 4.3.1)
et la partie près du ménisque de liquide à la ligne de contact (sous-section 4.3.2). Par simplicité, nous sup-
posons que la plaque et le bain possèdent la même densité, ou de façon équivalente, que le bas de la plaque
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F 4.20 (a,b) Images d’un capillaire d’élastomère, décrit à la section 4.2, de diamètre 300 µm et de
densité 1;02 103 kgm−3, amené en contact avec unmélange eau/éthanol. De (a) à (b), l’angle de contact
est augmenté continûment en abaissant la concentration en éthanol. La capillaire subit une déformation
au dessus d’un angle critique. (c,d) Détermination indépendante de l’angle de contact en utilisant les
mêmes mélanges que dans (a) et (b) et le même élastomère dans une géométrie plane. À gauche, l’angle
de contact en avancée est de 60 ° avec une solution à 50% en volume d’éthanol (de tension de surface
 = 29mNm−1). À droite, l’angle d’avancée est de 95 ° pour une solution à 5% d’éthanol dans l’eau (de
tension de surface  = 55mNm−1).
est au niveau du bain loin de la ligne de contact. En pratique nous allons montrer que la taille caractéris-
tique de déplacement de la plaque est largement supérieure à la taille capillaire du liquide. Cela signiĕe que
nous pouvons considérer que les forces et les couples capillaires induits par le ménisque de liquide sont des
conditions aux limites de la partie sèche hors du bain.
4.3.1 Équation de la plaque hors du bain
La plaque est considérée comme très ĕne, nous pouvons donc la paramétrer comme nous l’avons déjà fait
à la section 4.1.4 par sa ĕbre neutre, déĕnie par l’angle par rapport à la verticale (s) (voir Figure 4.22).
Nous utilisons la coordonnée curviligne s, où s = 0 est au niveau du bain, et la courbure est alors donnée
par  = d/ds. Notons que pour la situation décrite sur la Figure 4.22, la courbure est négative, 0 < 0.
Dans les coordonnées cartésiennes, nous paramétrons par x = (z), où z est dirigé vers le haut, et où
z = 0 correspond aussi au niveau du bain. La relation entre les deux paramétrisations est donnée par
d/ds = sin et dz/ds = cos. Enĕn, nous considérons que la plaque est très longue, donc sous l’eﬀet
de la gravité la conditions aux limites supérieure pour la forme de la plaque est (1) = 0.
Dans la partie sèche, la forme peut être déterminée par l’équation (4.37) [173, 174] :
B00 = Fz sin : (4.101)
Comme à la sous-section 4.1.4,B correspond à la rigidité de Ęéchissement de la plaque par unité de profon-
deur, déĕnie à l’équation (4.34), et elle vautB = EH3/12 on le rappelle. Fz correspond à la force verticale
par unité de profondeur (et donc de longueur de ligne de contact) agissant sur une section de la plaque, et
possède deux contributions dues à la gravité et aux forces capillaires à la ligne de contact, transmises dans la
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F 4.21 Énergie d’origine capillaire d’une plaque partiellement immergée, en l’absence de gravité
et d’élasticité. (a) Les deux côtés de la plaque sont immergés, représentant une énergie 2SL par unité de
longueur immergée. (b) Lorsque la plaque se Ęéchit vers la surface, un des côtés n’est plus mouillé alors
que l’autre le reste. L’énergie associée par unité de longueur est SV + SL  LV. La diﬀérence entre (b) et
(a) est égale au paramètre d’étalement S = SV   SL   LV = LV(cos e   1).
F 4.22 À gauche : photographie d’une plaque d’élastomère d’épaisseurH = 0;8mm, de module
d’Young E = 41 kPa et de densité d = 1;02, immergée dans l’eau (masse volumique  = 103 kgm−3 et
tension de surface de l’ordre de  = 0;05Nm−1), qui est partiellement Ęéchie par les forces capillaires.
À droite : déĕnitions de la coordonnée verticale z et curvilinéaire s. La déformation de la plaque est
paramétrée par la déĘexion (z) ou l’angle de local (s). La courbure caractéristique de la plaque est
` 1B . Nous montrons qu’un tel Ęéchissement à un angle ĕni est uniquement dû à l’hystérésis de l’angle de
contact. En insert : schéma de la distribution des forces à la ligne de contact dans la région du ménisque.
Les forces résultantes capillaires peuvent être décrites par des forces tirant le long de l’interface liquide-
vapeur avec l’amplitude , la tension de surface du liquide. De plus, la pression hydrostatique tire ou
pousse le capillaire en fonction de la hauteur au-dessus du bain. L’échelle caractéristique du ménisque est
` .
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plaque. Donc Fz sin représente l’eﬀort tranchant exercé par la partie basse sur la partie haute de la plaque
à travers une section en s de la plaque. Nous montrerons plus bas en eﬀet que Fx = 0. Le couple élastique
est relié à la courbure 0 dans ces notations par :
Mi =  B0 : (4.102)
Ce couple interne est exercé par la partie supérieure de la plaque sur la partie inférieure en un point s.
Forces extérieures
La force verticale due à la gravité est simplement le poids de la plaque sous s, c’est-à-dire gHs par unité
de profondeur de la plaque. Les forces capillaires exercées par le liquide sur la plaque peuvent être obtenues
par le principe des travaux virtuels, comme indiqué sur la Figure 4.23. Considérons le côté gauche de la
plaque. En déplaçant la plaque verticalement de dz, on change la position horizontale de la ligne de contact
de dz tan(0), ce qui correspond à un accroissement de l’interface liquide-vapeur à gauche de la plaque.
Cet accroissement de l’interface liquide-vapeur est en revanche compensé par la réduction de la même
quantité à droite de la plaque. Toutefois, l’eﬀet est non-nul pour l’interface avec le solide. La longueur de
plaque sèche est augmentée de dz/ cos(0), alors que la longueur de plaque mouillée est réduite du même
montant. En supposant qu’il n’y a pas d’hystérésis, on a SV   SL =  cos e, et les forces verticales par
unité de profondeur de la plaque s’expriment de chaque côté de la plaque :
FLz =
(sin(0)  cos e)
cos(0) ; (4.103)
FRz =
(  sin(0)  cos e)
cos(0) : (4.104)
De la même façon on peut exprimer les forces horizontales en déplaçant la plaque horizontalement d’une
quantité dx. Or lors d’un déplacement horizontal, les surfaces de toutes les interfaces restent constantes. La
force horizontale totale est donc nulle puisque l’énergie est constante. La force totale est donc uniquement
verticale et vaut :
Fz = F
L
z + F
R
z =  
2 cos e
cos(0) : (4.105)
Ces résultats peuvent être aisément généralisés pour incorporer l’hystérésis. Pour cela, on remplace 2 cos e
par cos L + cos R dans l’équation (4.105), où L;R dénotent les angles de contact à gauche et à droite de
la plaque.
F 4.23 La force résul-
tante d’origine capillaire exer-
cée sur la plaque peut être ob-
tenue grâce au principe des tra-
vaux virtuels en réalisant un bi-
lan d’énergie lors du déplace-
ment virtuel de la plaque d’une
quantité dz verticalement ou dx
horizontalement.
Finalement, en introduisant l’expression des forces résultantes capillaire et gravitaire dans l’équation
(4.101), on obtient :
B00 =

gHs+ 2
cos e
cos(0)

sin : (4.106)
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Équation adimensionnée
Nous pouvons ensuite réécrire l’équation de la plaque (4.106) de façon adimensionnée en utilisant l’échelle
caractéristique d’évolution de la forme de la plaque `B introduite à l’équation (4.100), qui compare l’eﬀet de
la gravité par rapport à la rigidité de la plaque. Pour l’élastomère utilisé pour la Figure 4.22, cette longueur
est de l’ordre du centimètre. La coordonnée curvilinéaire adimensionnée se note S = s/`B , et l’angle
(S) = (s), de sorte que l’équation d’équilibre des moments (4.106) devient :
00 =

S + 2
cos e
cos(0)

sin ; (4.107)
où nous avons introduit le paramètre adimensionné :
 =
`2B
B
=

`B
`EC
2
; (4.108)
qui exprime l’importance de la force verticale de tension de surface, et qui est d’ordre un sur la Figure 4.22.
De façon intéressante,  peut être interprétée comme le rapport entre `B , la longueur « eﬀective » de la
plaque, et la longueur capillaire `EC . Ceci est cohérent avec le principe de l’élasto-capillarité car la tension
de surface peut induire des déformations (comme le Ęéchissement) lorsque la plaque est plus longue que
`EC [169, 170, 156, 175, 176]. Nous allons voir plus bas que sous des conditions de mouillage partiel, il
existe un autre paramètre adimensionné associé aux couples induits par les forces normales à la ligne de
contact.
Petites déformations
L’équation (4.107) peut être résolue analytiquement lorsque l’angle de déĘexion est petit, c’est-à-dire lorsque
sin ' . Cette approximation est raisonnable loin du ménisque lorsque la plaque tend vers la verticale,
ou au seuil de la déformation de Ęambage (sous-section 4.3.3). L’équation (4.107) se réécrit dans cette ap-
proximation :
00 = [S + 2 cos e]  ; (4.109)
dont la solution est dans notre cas :
(S) = 1 Ai (S + 2 cos e) ; (4.110)
où Ai est la fonction d’Airy (cf. annexe D.5). La constante d’intégration 1 détermine l’amplitude de la
déĘexion et doit être déterminée par les conditions aux limites au niveau duménisque. La seconde fonction
d’Airy Bi(S) diverge lorsque S  1 et ne peut donc pas respecter la condition aux limites (1) = 0. En
utilisant le développement asymptotique de Ai pour S  1 donné à l’équation (D.55), on trouve alors :
(S) ' 1 e
  2
3
S3/2
2
p
 S1/4
: (4.111)
La plaque tend alors naturellement vers la verticale, avec une taille caractéristique `B , échelle par laquelle
s est adimensionné : s = S`B .
4.3.2 La région du ménisque
La plaque hors du bain est décrite par une équation diﬀérentielle ordinaire du second ordre, et requiert
donc deux conditions aux limites. Une première condition est (1) = 0, et a été par exemple utilisée pour
obtenir (4.110). La seconde condition provient des couples exercés dans la région du ménisque en s = 0.
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Comme nous l’avons rappelé à l’équation (4.102), le moment interne dans la plaque est proportionnel à la
courbure d/ds. Il équilibre ainsi le moment externeMe appliqué au niveau du ménisque :
Mi +Me = 0 : (4.112)
Cette condition doit être évaluée au niveau de la position de l’une des deux lignes de contact la plus haute.
Ainsi, cette condition marque la limite du domaine où l’équation (4.101) est valide, c’est-à-dire lorsqu’il n’y
a pas de force normale à prendre en compte dans l’équation de la plaque. Dans ce qui suit, nous supposons
que le ménisque est plus haut à gauche de la plaque, comme sur la Figure 4.22. Les positions des lignes de
contact sont en zL et zR < zL et sont en outre déterminées par l’équation du ménisque [démontrée au
chapitre 5 à l’équation (5.25)] :
ZL =
zL
`
= 
p
2(1  sin(L   (sL)) ; (4.113)
ZR =
zR
`
= 
p
2(1  sin(R + (sR)) ; (4.114)
où le  est déterminé par le fait que soit cos L;R > 0 et alors ZL;R > 0, soit cos L;R < 0 et alors
ZL;R < 0, et où la longueur caractéristique ` du ménisque du bain est donnée par :
` =


g
1/2
: (4.115)
Cette longueur exprime l’équilibre entre la tension de surface et la pression hydrostatique due à la gravité
qui détermine la forme du bain. Puisque `  `B comme on peut le voir sur la Figure 4.22, il est naturel
d’utiliser une échelle diﬀérente pour décrire la région du ménisque pour la plaque. De la même façon,
la plaque présente une courbure négligeable dans cette région, l’angle peut donc être considéré comme
constant : (sL) = (sR) = (0), ce qui simpliĕe les équations (4.113) et (4.114) et donne de la même
façon une relation simple entre les deux systèmes de coordonnées dans cette région : z = s cos(0).
Nous allons par la suite adimensionner les longueurs dans cette région par la longueur capillo-gravitaire
du liquide. Pour éviter une confusion avec la région hors du bain où nous avons noté S = s/`B , nous
redimensionnons uniquement la coordonnée cartésienne z et notons Z = z/` . Enĕn, notons que nous
permettons ici explicitement une hystérésis entre les deux côtés de la plaque L 6= R.
Forces capillaires résultantes
Nous avons vu précédemment que les forces capillaires exercées par les liquides sur les solides du point de
vue des couples exercés sont équivalentes à des forces résultantes exercées aux lignes de contact et selon les
interfaces liquide-vapeur (sous-section 4.1.5). En projetant alors les contributions tangentielles à la plaque
(voir Figure 4.22), la force le long de la plaque (positive dans le sens des s croissants) vaut :
Fs =   (cos L + cos R) : (4.116)
Pour cos e < 0, c’est-à-dire un angle d’équilibre e > /2, la force comprime la plaque. De façon analogue
aux instabilités de Ęambage, cette force est donc déstabilisante, alors que pour cos e > 0 elle est stabilisante.
D’autre part, les forces normales dirigées vers la droite de la plaque se réduisent à :
Fn =  (sin R   sin L) + Fp ; (4.117)
où Fp sont les forces de pression hydrostatique non équilibrées dues au fait qu’il y a du liquide seulement à
gauche de la plaque au-dessus de zR sur la Figure 4.22. En faisant l’hypothèse que zL > zR pour ĕxer les
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idées, ou de façon équivalente L < R d’après les équations (4.113) et (4.114), cette pression hydrostatique
s’obtient par l’intégration suivante :
Fp =
Z sL
sR
ds p(s) ; (4.118)
=  
Z sL
sR
ds gs cos(0) ; (4.119)
=   1
2
g
 
s2L   s2R

cos(0) ; (4.120)
=   1
2

Z2L   Z2R
cos(0) : (4.121)
En utilisant le fait que (sL) = (sR) = (0) dans les équations (4.113) et (4.114), on obtient au ĕnal la
force normale totale (4.117) en combinant (4.113), (4.114) et (4.121) :
Fn =   (cos L + cos R) tan(0) : (4.122)
Insistons sur le fait que les expressions de ces forces (4.116) et (4.122) peuvent être projetées sur l’axe vertical
et on retrouve l’expression (4.105) obtenue par le principe des travaux virtuels discuté plus haut à la sous-
section 4.3.1 (et en remplaçant 2 cos e par cos L+cos R pour prendre en compte une éventuelle hystérésis
comme nous l’avions remarqué). De la même façon, la composante horizontale est nulle quelle que soit
l’hystérésis. Cela illustre donc l’importance de la force due à la pression hydrostatique : elle est d’ordre de
grandeur  et peut être interprétée comme une force capillaire.
Couples capillaires résultants
Nous pouvons maintenant déterminer les couples induits par ces forces. Rappelons que nous souhaitons
exprimer une condition aux limites de la région hors du bain de la plaque. Nous devons donc calculer le
couple des forces résultantes à la jonction entre ces deux régimes donc en sL au point le plus haut (toujours
dans l’hypothèse où sL > sR). Le couple induit par les seules forces capillaires normales (sans compter les
forces de pression hydrostatique, traitées plus bas) est donné par :
Mn =  (sL   sR) sin R ; (4.123)
en déĕnissant un couple de signe positif lorsqu’il induit une rotation horaire, c’est-à-dire :
Mn =  ` (ZL   ZR) sin Rcos(0) : (4.124)
D’après la construction de la Figure 4.22, il est clair que ce couple est déstabilisant. En eﬀet, considérons
que la plaque est légèrement perturbée vers la droite, le ménisque sur la gauche monte alors plus haut qu’à
droite. En conséquence, la force de tension de surface à droite possède un plus grand bras de levier que la
force de gauche, ce qui agit dans la même direction que la perturbation initiale et possède donc un eﬀet
déstabilisant.
Ensuite, de façon analogue à l’équation (4.118), la pression hydrostatique induit un couple, donné par
l’expression suivante :
Mp =
Z sL
sR
ds p(s)(sL   s) ; (4.125)
=
Z sL
sR
ds gs cos(0)(s  sL) ; (4.126)
c’est-à-dire :
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Mp = 1
6
`
(ZL + 2ZR)(ZL   ZR)2
cos2 (0) : (4.127)
Nous pouvons noter que ce couple est proportionnel à (ZL ZR)2, ce qui reĘète le fait qu’à la fois la pression
et le bras de levier sont proportionnels àZL ZR. Ainsi, pour de petites asymétries, nous pouvons négliger
Mp devantMn.
Enĕn, le couple induit par les forces capillaires tangentielles est associé à l’épaisseur de la plaque puisque
l’on calcule ces moments sur la ĕbre neutre, le bras de levier est doncH/2. Or lorsque = 0, les couples
associés aux deux lignes de contact sont égaux et agissent dans des directions opposées donc le couple total
est nul. Pour une petite hystérésis, le couple résultant est d’ordre H, ce qui peut être négligé par rapport
àMn, pour lequel le bras de levier est d’ordre ` au lieu deH .
Finalement, le couple total est donné par :
Me =Mn +Mp ; (4.128)
ce qui est dominé parMn lorsque la déĘexion (0) est faible et lorsque l’hystérésis est faible.
Équation adimensionnée
La condition aux limites de la région hors du bain est ainsi donnée par l’équation (4.112), avec les couples
calculés ci-dessus. On introduit alors un paramètre adimensionné supplémentaire :
  =
`B`
`EC
2 ; (4.129)
de sorte que les équations (4.102), (4.112), (4.124), (4.127) et (4.128) se résument à :
0(0) =  

 (ZL   ZR) sin Rcos(0) +
(ZL + 2ZR)(ZL   ZR)2
6 cos2(0)

: (4.130)
On peut aussi l’exprimer lorsque ZL < ZR :
0(0) =  

(ZL   ZR) sin L
cos(0)  
(2ZL + ZR)(ZL   ZR)2
6 cos2(0)

: (4.131)
On rappelle que ZL et ZR sont d’après les équations (4.113) et (4.114) des fonctions de(0) lorsque ` 
`B et de L et R respectivement.
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En résumé
• La plaque possède une échelle caractéristique d’évolution `B (4.100).
• Le ménisque liquide possède une échelle caractéristique ` (4.115) qui en pra-
tique est beaucoup plus petite que celle de la plaque `  `B .
• La plaque hors du bain est gouvernée par l’équation adimensionnée (par `B)
suivante (4.107) :
00 =

S + 2
cos e
cos(0)

sin :
• Les conditions aux limites sont (S ! 1) = 0 et en S = 0 une équation du
type [voir les équations (4.130) ou (4.131)] :
0(0) =   f
 
L; R;(0)

:
• Trois paramètres adimensionnés apparaissent dans le calcul :
– L’angle de contact e, ainsi qu’éventuellement l’hystérésis.
– Un second compare les longueurs élasto-gravitaire et élasto-capillaire, et
peut être interprété comme la capacité de la force capillaire tangentielle à
induire un Ęambage lorsque cos  < 0 :
 =

`B
`EC
2
:
– Un troisième compare les longueurs élasto-gravitaire et gravito-capillaire,
et peut être interprété comme la capacité du couple des forces capillaires
à induire un Ęéchissement au niveau du ménisque, la longueur gravito-
capillaire y intervient en temps que bras de levier :
  =
`B`
`EC
2 :
• La hiérarchie entre les diﬀérentes longueurs du problème est la suivante :
`  `B  `EC :
• La situation expérimentale décrite sur la Figure 4.22 possède les paramètres
suivants :E = 41 kPa,  = 70mNm−1,H = 0;8mm et  = 103 kgm−3. Nous
avons alors `EC = 4;9mm, `B = 6;0mm et ` = 2;7mm, ce qui correspond
aux paramètres  = 1;5 et   = 0;68.
• Enĕn (0) résulte du calcul et peut être utilisé pour identiĕer l’instabilité de
Ęambage.
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4.3.3 Bifurcations
Il est clair qu’une plaque entièrement verticale (S) = 0 est toujours solution de (4.107) et satisfait les
conditions aux limites (4.130).Nous souhaitonsmaintenant analyser la stabilité de cette solution en fonction
des paramètres ,  , et e. Ici, nous faisons l’hypothèse qu’il n’y a pas d’hystérésis :  = 0 ou de façon
équivalente L = R = e. Nous allons tout d’abord faire une étude de stabilité linéaire pour identiĕer
le seuil et discuter les diﬀérents régimes où le Ęéchissement ou le Ęambage dominent. Ensuite, un calcul
numérique des solutions nous permettra d’obtenir le diagramme de bifurcation en suivant les diﬀérentes
branches des régimes non-linéaires.
Analyse de stabilité linéaire, calcul du seuil
La stabilité linéaire de la plaque verticale est obtenue en linéarisant les équations pour de petits angles .
Nous avons déjà eﬀectué ce calcul, et obtenu une fonction d’Airy (4.110), rappelée ici :
(S) = 1Ai(S + 2 cos e) : (4.132)
De la même façon, la condition aux limites en S = 0 (4.130) se linéarise en :
0(0) '  2  j cos ej sin ep
2(1  sin e)
(0) : (4.133)
En combinant ces deux équations (4.132) et (4.133), on obtient alors l’équation d’un «mode neutre », so-
lution qui représente le proĕl de la plaque pour une amplitude de perturbation petite 1 arbitraire :
2 
sin ej cos ejp
2(1  sin e)
+
Ai0 [2 cos e]
Ai [2 cos e]
= 0 : (4.134)
En eﬀet, cette équation exprime le seuil d’instabilité pour les trois paramètres  ,  et e. Par exemple, en
ĕxant deux de ces paramètres, une seule valeur du troisième paramètre peut vériĕer cette équation (4.134).
D’un côté de cette valeur alors le moment interneMi qui est représenté par le deuxième terme de cette
équation (Mi /  0(0)) va alors dominer le moment externeMe, le premier terme de cette équation,
et la situation est stable. De l’autre côté de la valeur limite déterminée par cette équation, la situation est
au contraire instable. Pour trois valeurs arbitraires des trois paramètres, c’est donc le signe du membre
de gauche de l’équation (4.134) qui détermine la stabilité de la solution verticale : si celui ci est positif la
situation est instable, si celui-ci est négatif elle est stable, et la valeur nulle représente bien le mode neutre
pour une petite amplitude arbitraire.
Instabilité de ﬂéchissement pour  < /2
Pour  > /2, le paramètre important de la déstabilisation est lié à  . En eﬀet, lorsque  > /2, les forces
de tensions de surface tirent la plaque vers le bas, elles ont donc tendance à la stabiliser. Le paramètre ,
multiplié par cos e > 0 dans l’équation (4.134) est en eﬀet stabilisant car Ai0(x)/Ai(x) < 0 quelque soit
x > 0. Le seulmécanisme déstabilisant dans ce cas est donc le couple qui agit dans la région du ménisque,
et qui est proportionnel à   : pour e > 0, plus   augmente plus le membre de gauche de l’équation
(4.134) est positif, ce qui est potentiellement déstabilisant comme nous l’avons vu plus haut. C’est donc une
déstabilisation de Ęéchissement, et le paramètre de déstabilisation est le paramètre   critique, fonction de 
et e < /2.
Le paramètre critique   est représenté en fonction de  sur la Figure 4.24 pour plusieurs valeurs de
e < /2. On observe alors les tendances suivantes. D’une part, l’apparition de l’instabilité croît lorsque
e augmente. En eﬀet, la force capillaire verticale stabilisante est proportionnelle à cos e, et donc devient
plus eﬃcace pour de grands angles de contact. D’autre part, l’instabilité disparaît lorsque augmente. Cela
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F 4.24 Seuil de stabilité   en fonction de  pour diﬀérentes valeurs de e telles que cos e > 0.
Le seuil augmente avec  puisque la force capillaire verticale, mesurée par  a un eﬀet stabilisant. Pour
e = /2, on a cos e = 0 et la force verticale s’annule, donc le seuil est indépendant de  et est donné à
l’équation (4.135).
représente le même phénomène : la force capillaire verticale, proportionnelle à  est stabilisante lorsque
cos e > 0. Ensuite, dans la limite des grands , on peut développer asymptotiquement la fonction d’Airy,
et on trouve que se comporte comme    1/2. Enĕn, dans le cas limite e = /2, c’est-à-dire cos e = 0,
les forces capillaires verticales disparaissent et le seuil d’apparition de l’instabilité ne dépend pas de . La
valeur critique peut alors être calculée en eﬀectuant le développement de l’équation (4.134) en e = /2,
et grâce à la valeur connue de la fonction d’Airy et de sa pente en zéro :
 (e = /2) =   Ai
0(0)
2Ai(0) =
31/3  E
 
2
3

2 E
 
1
3
 = 
31/6  E
 
1
3
2  0;3645 ; (4.135)
où  E est la fonction gamma d’Euler, qui traduit un produit factoriel ici dans l’espace des réels.
Solution numérique, diagramme de bifurcation de ﬂéchissement
L’équation (4.132) peut être intégrée numériquement grâce à un algorithme de Runge-Kutta du quatrième
ordre [80]. On l’intègre à partir du haut, car on connaît le développement asymptotique de la solution
(4.111). On se donne donc une amplitude en haut, et on intègre l’équation. Pour des paramètres et e ĕxés
par exemple, on intègre jusqu’à ce que l’on atteigne S = 2 cos e/ cos(S), ce qui correspond d’après
(4.107) à une pente de la plaque compatible avec un angle de contact du liquide égal à e, déĕnissant ainsi
la ligne de contact S = 0. Alors, la relation entre le rapport entre 0(0) et (0) nous donne le seul  
compatible avec les conditions aux limites (4.130) ou (4.131). Et nous pouvons alors tracer la relation entre
(0) et   en faisant varier l’amplitude de départ, ce qui détermine le diagramme de bifurcation présenté
sur la Figure 4.25 pour  = 10 et e = /4. Nous observons qu’en dessous d’un seuil pour  , il n’y a pas
d’autre solution que = 0, qui est donc une solution stable puisque le paramètre   est inférieur à sa valeur
seuil comme nous l’avons vu plus haut. Au delà du seuil, la solution  = 0 devient instable, et la plaque est
à l’équilibre pour  6= 0, de façon symétrique autour de zéro car le signe est arbitraire dans les équations.
Ceci représente une bifurcation supercritique.
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F 4.25 Diagramme de bifur-
cation (0) en fonction de   pour
 = 10 et e = /4. Ce dia-
gramme est obtenu par l’intégration
numérique de l’équation (4.132). Les
branches de solutions sont caractéri-
sées par l’angle (0) qui détermine
ĕnalement l’écart de la plaque par
rapport à la verticale, lorsque l’on
fait varier la force de Ęéchissement
 . En traits pleins sont représentées
les branches stables, en pointillés la
branche instable.
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Instabilité de ﬂambage pour e > /2
Considérons maintenant le cas e > /2 pour lequel les forces tangentielles compriment la plaque et
mènent à une instabilité de Ęambage classique. Pour isoler l’eﬀet de Ęambage de l’eﬀet du Ęéchissement,
nous nous mettons dans le cas où    1 ou autrement dit e  . D’après l’équation (4.134), le seuil de
Ęambage à  = 0 est alors associé auxmaxima de la fonction d’Airy Ai0(cn) = 0, avec cn < 0 et cos e < 0.
On détermine donc les diﬀérents paramètres seuil  pour   = 0 :
 =
cn
2 cos e
: (4.136)
Le premier maximum est notamment atteint pour :
c0   1;018 79 ; (4.137)
dont la valeur en  est indiquée par une Ęèche sur la Figure 4.26. Les maxima suivants peuvent être déter-
minés par la formule approchée suivante :
cn   

3
8
(4n+ 1)
2/3
: (4.138)
La ĕgure Figure 4.26 représente les solutions de l’équation (4.134) pour une valeur donnée de l’angle de
contact e = 2/3 (de sorte que 2 cos e =  1). Nous pouvons donc observer que pour   6= 0, le
seuil d’instabilité est abaissé ( critique diminue) car le couple associé à la ligne de contact est lui aussi
déstabilisant. Au delà du premier seuil, on observe alors une série de branches associées à d’autres maxima
et minima de la fonction d’Airy Ai(x) qui a un comportement oscillant pour x < 0, et qui correspondent
donc à des paramètres plus grand car cos e est négatif. Ainsi, lorsque l’on augmente, on peut retrouver
des solutions linéaires qui vériĕent les conditions aux limites. Dans l’analogie du Ęambage classique, ces
branches correspondent à des modes de Ęambage d’ordres supérieurs. Et de la même façon, les branches
successives sont séparées par une demi-longueur d’onde.
Diagramme de bifurcation de ﬂambage
Enĕn, de la même façon que précédemment, nous pouvons générer le diagramme de bifurcation de Ęam-
bage. On se place donc à   petit et constant, de sorte que le couple à la ligne de contact intervienne peu et
soit constant. Ensuite, on ĕxe l’angle de contact, à e = 2/3 par exemple comme sur la Figure 4.26, et on
intègre le proĕl de la plaque pour diﬀérentes amplitudes. Le paramètre  est déterminé par la condition à
la ligne de contact et on trace alors le paramètre caractéristique de la bifurcation (0) en fonction de , ce
qui est représenté sur la Figure 4.27, à   et e ĕxés. Nous pouvons observer le comportement suivant. Avant
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F 4.26 Seuils de stabilité   en fonc-
tion de  pour e = 2/3. Ici, cos e < 0
donc la force verticale à la ligne de contact
compresse la plaque et provoque du Ęam-
bage, même en l’absence de couple de Ęé-
chissement (  = 0). De façon analogue
à l’instabilité de Ęambage classique, les
branches d’ordres supérieurs correspondent
aux oscillations de la fonction d’Airy, et
donc à des solutions oscillantes. Sur l’axe
  = 0 on retrouve exactement les maxima
de la fonction d’Airy. La Ęèche indique le
premier maximum de la fonction d’Airy en
  1;02.
la première branche, nous nous déplaçons sur la solution (0) = 0. Lorsque l’on dépasse le paramètre
critique , la forme verticale devient instable, et produit deux solutions instables. Cela indique qu’il n’y a
pas de solution stable à un angle ĕni. Physiquement, cela suggère qu’à la moindre perturbation de la posi-
tion d’équilibre, la plaque (ou le cylindre) Ęambe à la surface (comme sur la Figure 4.20), correspondant à
(0) = /2. Lorsque l’on se déplace à de plus grands  sur l’axe (0) = 0, on rencontre d’autres bifurca-
tions qui correspondent aux modes supérieurs. Comme pour le diagramme de bifurcation précédente, les
valeurs critiques de  sont lisibles sur la Figure 4.26 en traçant une ligne horizontale pour le paramètre  
considéré. Des solutions typiques pour (0) = 0 sont représentées sur la Figure 4.28.
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F 4.27 Diagramme
de bifurcation typique de
(0), l’angle au bas de
la plaque, en fonction de
, qui mesure l’intensité
de la force verticale, pour
e > /2. Ce diagramme
représente donc l’instabilité
de Ęambage. Ici les branches
ont été obtenues pour les
paramètres   = 0;25 et
e = 2/3 par intégration
numérique du proĕl de la
plaque.
4.3.4 Point de vue expérimental
Nous souhaitons étudier ici l’inĘuence des paramètres expérimentauxH et e. L’étude précédente en eﬀet
fait intervenir les paramètres adimensionnés et   qui sont des combinaisons des diﬀérentes longueurs du
problème et notamment deH .
Inﬂuence de lʼépaisseur
Considérons le cas où nous ĕxons les caractéristiques du matériau et du liquide, c’est-à-dire le module
d’YoungE, la densité , la tension de surface  et l’angle de contact e. Nous faisons alors varier l’épaisseur
dumatériauH . L’instabilité est alors atteinte lorsque l’épaisseur passe sous une valeur critique de l’épaisseur,
lorsque la rigidité de ĘéchissementB est suﬃsamment basse. De la même façon, nous ferons varier ensuite
la mouillabilité e à épaisseur constante en modiĕant par exemple les propriétés du liquide. Nous avons
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F 4.28 Proĕls des plaques pour diﬀérentes valeur du paramètre de Ęambage  pour   = 0;25 et
e = 2/3 comme sur la Figure 4.27. De gauche à droite,  = 2;689,  = 4;302,  = 5;636,  = 6;830.
déĕni précédemment les paramètres adimensionnés et   en fonction des paramètres ,E, (g), et deH .
Or, la rigiditéB n’est pas en soi une propriété du matériau puisqu’elle dépend deH . En réalité, en ĕxant le
liquide et le solide, on ĕxe les deux échelles suivantes :
`EG =
E
12g
; (4.139)
` =


g
1/2
: (4.140)
Le facteur 12 provient du fait que la rigidité d’une plaque par unité de profondeur vautB = EH3/12. Dans
les conditions expérimentales de la Figure 4.22, on trouve `EG = 350mm et on rappelle que pour l’eau
` = 2;7mm. Ce sont ces deux échelles qui doivent être comparées à l’épaisseurH . Et, l’épaisseur critique
fait intervenir une combinaison de ces deux échelles. On peut alors réécrire les paramètres adimensionnés
d’après les équations (4.108) et (4.129) :
  =
(H2`EG)
1/3`
3
`EGH3
= H 7/3 `EG 2/3 `3 ; (4.141)
 =
(H2`EG)
2/3`
2
`EGH3
= H 5/3 `EG 1/3 `2 : (4.142)
Nous pouvons alors déĕnir une échelle typiqueH pour l’épaisseur critique correspondant à un seuil en  
de l’ordre de l’unité :
H = `9/7`EG 2/7 ; (4.143)
ce qui vaut 0;66mm dans les conditions expérimentales de la Figure 4.22. Notamment, pour cos e = 0,
nous avons vu que le seuil est obtenu pour (e = /2)  0;3645 indépendamment de d’après l’équation
(4.135). Le seuil critique en terme d’épaisseur est donc atteint d’après (4.141) pour :
H(e = /2)
H = [ (e = /2)]
 3/7  1;541 : (4.144)
Dans les conditions expérimentales précédentes, on a eﬀectivement un angle de contact proche de 90 °, ce
qui correspond à un seuil en épaisseur pour 0;47mm, ce qui est en dessous des 0;8mmutilisés. L’expérience
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présentée devrait donc être dans un régime instable. C’est, comme nous allons le voir plus bas, l’inĘuence
de l’hystérésis qui doit être prise en compte.
Ensuite, le problème possède toujours deux paramètres sans dimensions. Dans la section précédente,
nous avons utilisé  et  . Dans la description expérimentale, un paramètre adimensionné naturel est donc
H/H et le second, indépendant de H est donc `EG/` = E/12pg. Ainsi on réécrit les paramètres
précédents de la façon suivante :   = (H/H)7/3 et  = (H/H)5/3(`EG/`)1/7. La condition de seuil
(4.134) se réécrit alors dans les nouveaux paramètres :
2
H
H
7/3 sin ej cos ejp
2(1  sin e)
+
Ai0

2
 H
H
5/3  `EG
`
1/7
cos e

Ai

2
 H
H
5/3  `EG
`
1/7
cos e
 = 0 : (4.145)
Cette condition exprimée avec les deux nouveaux paramètres est plus complexe que précédemment, ce
qui justiĕe l’utilisation de  et   lorsque l’on cherche à étudier l’inĘuence des phénomènes physiques. Ici
toutefois, nous voulons mettre en avant l’inĘuence des paramètres expérimentaux. Nous pouvons tracer
numériquement l’épaisseur critique adimensionnée parH en fonction de l’angle de contact pour ` et `EG
ĕxés, représentée sur la Figure 4.29. Nous pouvons observer que nous retrouvons le comportement que
nous avons mis en évidence : pour e < /2, il n’y a qu’une seule branche de stabilité. Cette branche se
prolonge pour e > /2 et reste en fait le premier seuil d’instabilité atteint lorsque l’épaisseur diminue. On
observe ensuite les diﬀérents modes de Ęambage pour e > /2. La principale tendance lorsque l’angle
de contact augmente est que l’instabilité est plus facile à atteindre : elle nécessite une plaque moins ĕne. De
plus, pour des angles inférieurs à /2, il existe tout de même une région instable à cause du couple exercé
par les forces capillaires normales à la plaque à la ligne de contact, ce qui n’est pas évident car les forces
capillaires tangentielles ont au contraire tendance à stabiliser la plaque en la tirant vers le bain.
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F 4.29 Seuil d’instabilité du point de vue expérimental : épaisseur de la plaque en fonction de
l’angle de contact e. La hauteur a été adimensionnée par la longueurH, déĕnie à l’équation (4.143). Pour
les conditions expérimentales de la Figure 4.22, cette longueur typique vautH = 0;47mm. En pointillés
est représenté le comportement critique de la hauteur en H / 2/3e proche de e  0. En gris les seuils
des modes supérieurs.
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Régime e ! 0
Dans le régime proche dumouillage total, e ! 0 etH/H ! 0, donc les termes dominants dans l’équation
(4.145) se réduisent à :
2p
2
H
H
7/3
e  
"
2
H
H
5/3`EG
`
1/7#1/2
= 0 ; (4.146)
ce qui détermine le comportement de la hauteur critique adimensionnée parH :
H
H =

`
`EG
1/21
e
2/3 ; (4.147)
et dont la courbe est représentée par la ligne brisée sur la Figure 4.29. Nous pouvons d’autre part en utilisant
la déĕnition de H à l’équation (4.143) noter les inĘuences du module d’Young et de la tension de surface
sur la hauteur critique de déstabilisation :
H / `4/3`EG 1/3e2/3 ; (4.148)
c’est-à-dire :
H /  1/32/3E 1/3e2/3 ; (4.149)
pour e ! 0 on le rappelle. Nous constatons donc que lorsque le module d’Young E diminue, lorsque
la masse volumique  diminue, ou encore lorsque la tension de surface  augmente, l’épaisseur critique
de déstabilisation est plus facile à atteindre lorsque l’on s’écarte de la situation de mouillage total. Nous
rappelons que cette déstabilisation particulière est due aux couples exercés par les forces capillaires normales
à la plaque à la ligne de contact.
Régime e ! 
Enĕn, nous pouvons noter sur la Figure 4.29 qu’il existe un angle de contact optimal pour lequel l’instabilité
est la plus facilement atteinte légèrement avant e = . Pour e = , le premier seuil d’instabilité est atteint
lorsque l’argument de la fonction d’Airy vaut c0 donné à l’équation (4.137). Le premier seuil d’instabilité
en e =  est donc donné par :
H
H =

2
jc0j
3/5`EG
`
3/35
; (4.150)
 1;499

`EG
`
3/35
: (4.151)
Et, comme précédemment, on peut alors noter les inĘuences des paramètres expérimentaux sur l’épaisseur
critique en e =  :
H / `6/5`EG 1/5 ; (4.152)
c’est-à-dire :
H /  2/53/5E 1/5 ; (4.153)
ce qui peut être considéré comme l’épaisseur critique maximale que peut atteindre une plaque lorsque
l’on fait varier l’angle de contact. Nous constatons donc comme précédemment que pour des situations de
mouillage de type hydrophobe, l’épaisseur critique de déstabilisation est moins facile à atteindre lorsque le
module d’Young E augmente, et les inĘuences de  et de  agissent de la même façon dans le même sens
que dans le cas mouillant. Nous rappelons que cette déstabilisation particulière est due aux forces capillaires
tangentielles à la plaque à la ligne de contact qui sont dirigées vers le haut et donc provoquent un Ęambage
de la plaque.
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Inﬂuence de lʼhystérésis de lʼangle de contact
Nous avons vu précédemment que l’instabilité en e = /2 est due au fait que les forces capillaires verticales
à la ligne de contact s’orientent vers le haut et provoquent une instabilité de Ęambage. De surcroît, les
expériences sont très généralement soumises à une hystérésis de l’angle de contact. Cela signiĕe que L 6=
R, avec des valeurs expérimentales de l’ordre de  0:1. En prenant en compte cette hystérésis dans le
modèle nous voyons apparaître un décalage des seuils d’instabilités. Toutefois, le fait que l’hystérésis rompe
la symétrie droite-gauche du problème a un eﬀet beaucoup plus prononcé sur la structure des solutions et
les diagrammes de bifurcations.
Pour illustrer ceci, nous représentons tout d’abord deux diagrammes de bifurcations sur la Figure 4.30
sans hystérésis ( = 0) pour les paramètres de la Figure 4.29. Les deux diagrammes sont obtenus en
faisant varier e pourH/H = 1;54 (a), pour lequel une seule bifurcation est observée, etH/H = 0;77 (b)
pour lequel des modes supérieurs de Ęambage peuvent être atteints.
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F 4.30 Diagramme de bifurcation de (0) en fonction de l’angle de contact e pour `EG/` =
250. (a)H/H = 1;541. (b)H/H = 0;77.
L’eﬀet de l’hystérésis est révélé sur la Figure 4.31, en comparant le cas où  = 0 et  = 0;1. Cette
hystérésis rompt la symétrie, ce qui est caractérisé par le fait que les branches (0) > 0 et (0) < 0 se
séparent. En pratique cela signiĕe que, sous le seuil de e = /2, les solutions stables correspondent à
(0) 6= 0. Avec de l’hystérésis, la plaque de peut jamais être verticale, elle se Ęéchit toujours un peu, même
avant le seuil d’instabilité. Cet eﬀet est clairement visible sur la Figure 4.20, qui correspond au cas où le
régime est sous le seuil d’instabilité, mais où la plaque est tout de même légèrement Ęéchie.
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F 4.31 Eﬀet de l’hystérésis sur le diagramme de bifurcation (0) en fonction de l’angle de contact
e, pourH/H = 0;77. (a) Sans hystérésis. (b) = 0;1.
4.3.5 Conclusion
En conclusion, nous avons pu déterminer le comportement d’une plaque élastique ĕne qui pend par gravité
et dont le bout trempe dans un liquide et subit des forces capillaires. Nous avons supposé que le solide et le
liquide sont iso-denses pour pouvoir négliger les forces de pression supplémentaires, ou autrement dit, seul
le bout de la plaque est en contact avec le liquide. Du point de vue de l’énergie capillaire, nous avons montré
qu’il est toujours défavorable en mouillage partiel d’immerger un solide. Le paramètre adimensionné asso-
cié au Ęéchissement qui en résulte n’implique pas seulement la longueur élasto-capillaire `EC , mais aussi
la longueur capillaire ` . Cette longueur apparaît en tant que bras de levier des forces capillaires résultantes
aux lignes de contact.
Nous avons alors pu déterminer les conditions de stabilité linéaires du problème. Cela nous a permis de
mettre en évidence plusieurs mécanismes. Tout d’abord, lorsque l’angle de contact e est inférieur à /2,
c’est-à-dire pour des situations mouillantes, on observe un eﬀet de Ęéchissement lorsque l’épaisseur de la
plaque est inférieure à une valeur seuil. Lorsque la plaque subit une perturbation, son inclinaison augmente
le bras de levier des forces normales aux deux lignes de contact, ce qui la déstabilise pour n’importe quel
e. Lorsque e < /2, les forces verticales sont stabilisantes. Ainsi, quand e ! 0 notamment, la déstabi-
lisation disparaît. Ensuite, lorsque l’angle de contact e est supérieur à /2, c’est-à-dire pour des situations
non-mouillantes, on observe un eﬀet de Ęambage lorsque l’épaisseur de la plaque est inférieure à une valeur
seuil. Cette fois-ci les forces capillaires verticales sont dirigées vers le haut, et font Ęamber la plaque lorsque
la force est suﬃsante pour contrer l’élasticité.
Nous avons ensuite déterminé le comportement de l’épaisseur critique dans les deux limites e ! et
e ! . Dans la limite mouillante, on trouve queH / E 1/32/3E alors que dans la limite non mouillante,
H / E 1/5. Nous observons de plus qu’il existe une hauteur critique maximale proche de e = . Enĕn
l’eﬀet de l’hystérésis est particulièrement visible dans le cas e < /2, et lui seul permet d’expliquer la
déformation des plaques avant les seuils d’instabilités. La rupture de symétrie qu’elle provoque permet en
eﬀet l’existence de plaques Ęéchies même au-dessous des seuils de stabilité décrits plus hauts.
Enĕn, dans l’expérience introductive de la Figure 4.20, nous avons utilisé une géométrie cylindrique,
qui ne correspond donc pas à nos calculs. Nous pouvons toutefois estimer les diﬀérents paramètres de
l’expérience. Si nous choisissons H = R = 150 µm, alors dans le cas expérimental montrant l’instabilité
(b) d’angle de contact e  /2, nous avons ( ;  ) = (9;9 ; 8;6), ce qui nous place dans une région instable
de la Figure 4.24. Dans le cas expérimental où le capillaire est vertical (a), nous trouvons ( ;  ) = (19 ; 22)
pour e  /3, ce qui nous place ici aussi dans une région instable (le seuil en   à = 19 et e = 60 ° est à
2;6). Les conditions de l’expérience sont donc apparemment dans les domaines instables, mais il doit exister
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des facteurs numériques géométriques qui apparaissent dans le cas cylindrique pour pouvoir expliquer plus
ĕnement la transition. D’autre part l’eﬀet de l’hystérésis dans ce cas est beaucoup plus compliqué et révèle
les contraintes de la géométrie cylindrique. En eﬀet, les angles de contact de part et d’autre du cylindre
ne peuvent pas être très diﬀérents car le liquide reconnecte ces points sur une distance très inférieure à la
longueur capillaire. Notamment, les conditions de contact doivent inclure le fait que la hauteur du liquide
sur le pourtour du cylindre est presque constante, ou varie de l’ordre deR. Ainsi, si nous ajustons la rigidité
d’un cylindre par unité de longueur de ligne de contact àB = ER3/8 et que nous remplaçons la longueur
capillaire qui agit dans ce problème uniquement sur le paramètre   en tant que bras de levier des forces
capillaires parR, nous trouvons que le cas expérimental vertical est bien dans la zone de stabilité :   = 1;4
pour e = 60 ° et  = 24;0 (le seuil est à   = 2;9) et que le cas expérimental instable est bien instable à
  = 0;86 pour e = 95 ° et = 13;0 (le seuil est à zéro pour cet angle de contact alors que c’est stable pour
e = 90 °). Cela indique donc que l’instabilité de cette expérience est bien due au Ęambage du cylindre, et
que ĕnalement l’inĘuence deB est faible quand on passe à cette géométrie (en passant d’un facteur 12 à un
facteur 8, les paramètres ont peu bougé), la géométrie cylindrique modiĕe donc beaucoup plus le bras de
levier des forces capillaires que les paramètres élastiques.
L’analyse que nous avons eﬀectuée ici s’est concentrée sur la transition d’un état vertical d’une plaque
élastique sous l’eﬀet des forces capillaires à un état où la plaque est poussée vers la surface du liquide. Cela
peut être considéré comme l’inverse du problème de « perçage » de l’interface [167]. Dans le cas du perçage,
le ligne de contact reste accrochée sur le bord du solide lorsqu’il rentre dans le liquide, de sorte qu’un côté
du solide reste toujours sec. Il serait intéressant d’étudier si l’équivalent du seuil de l’instabilité 4.134) peut
être obtenu pour les problèmes de perçage.
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En résumé
• Trois échelles de longueurs caractéristiques dans le problème :
H  ` =
r

g
 `EG = E
12g
:
` correspond à l’échelle caractéristique du bain liquide. De plus, la plaque se
Ęéchit sur une longueur `B  H2/3`EG1/3 qui est supposée très grande devant
` .
• Eﬀet de Ęéchissement pour e < /2 : ce sont les couples des forces capillaires
normales à la plaque à la ligne de contact qui déstabilisent la plaque. Les forces
tangentielles ont un eﬀet stabilisant, et lorsque le mouillage est total, la solution
verticale est stable.
• Eﬀet de Ęambage pour e > /2 : ce sont les forces capillaires verticales à la
ligne de contact qui sont alors dirigées vers le haut et provoquent un Ęambage.
• Eﬀet du module d’Young sur l’épaisseur critique :
H / E 1/3 pour e ! 0 ;
H / E 1/5 pour e !  :
• Comportement critique au mouillage total sur l’épaisseur critique :
H / 2/3 :
• Eﬀet de l’hystérésis : la rupture de symétrie est particulièrement visible sur les
diagrammes de bifurcation car elle permet l’existence de plaques Ęéchies sous
les seuils d’instabilité.
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4.4 Déformations près de la ligne de contact
Ici nous cherchons à étudier succinctement les déformations induites par les forces tangentielles exercées
par un liquide sur un solide à la ligne de contact.
4.4.1 Régularisation des forces capillaires
De façon intéressante, le problème élastique ne peut par être résolu dans un modèle macroscopique car
l’eﬀet de ces forces capillaires est représenté, dans ce type de modèle, par des forces ponctuelles, localisées.
En eﬀet, la réponse élastique à une fonction  (un Dirac) se résout en un déplacement inĕni de la ligne de
contact. Cette singularité peut être régularisée en exprimant un modèle microscopique pour le solide ou
pour le liquide. Le modèle développé au chapitre 2 prévoit notamment une distribution des forces exercées
par un liquide régularisée sur une échelle atomique . Ce type de modèle a été utilisé par Rusanov [81] et
Lester [137] pour résoudre le déplacement élastique d’un substrat à la ligne de contact. Ils font l’hypothèse
d’une force répartie uniformément sur une taille w, la « largeur » de l’interface. L’échelle du déplacement
obtenu est alors de l’ordre de LV ln(R/w)/E. Nous avons vu en eﬀet à l’équation (4.2) que LV/E est une
échelle typique de déformation des substrats élastiques par les forces capillaires, qui vaut 10 6 à 10 5m
pour des modules d’Young de l’ordre de 10 kPa. L’échelle logarithmique entre une longueur macroscopique
R, la taille d’une goutte, et w, une taille atomique illustre la singularité lorsque w ! 0. Cette échelle de
régularisation est donc absolument nécessaire pour résoudre le problème élastique, de la même façon que
l’échelle macroscopique doit rester ĕnie. Cette longueur de coupure peut par ailleurs être due à l’épaisseur
ĕnie h du substrat si celle-ci est inférieure à la taille de la ligne de contact. Au contraire, si la contrainte est
inĕnie dans une direction, comme pour un coin de liquide invariant, alors la déformation provoquée est
inĕnie. Une échelle externe est donc nécessaire.
Il est important ensuite de noter que la plupart des modèles jusqu’ici n’incorporent pas l’eﬀet des forces
tangentielles [qu’elles soient en LV cos Y ou en LV(1+ cos Y )]. Tous ces modèles pointent au contraire
le fait que la loi d’Young peut être modiĕée localement sur le coin de liquide, et que lorsqu’elle est modiĕée,
elle induit une force tangentielle en (cos   cos Y ) [86, 177], qui est en facteur d’un terme en (1 2), de
sorte que pour des substrat mous et en général indéformables où   1/2, cet eﬀet est négligeable. Ainsi,
seule la force normale est prise en compte pour calculer les déformations élastiques du substrat à la ligne
de contact.
4.4.2 Distribution des forces sur un substrat plan
Nous allons ici déterminer la distribution des forces exercées par le liquide sur un solide plan, indéformable.
Pour déterminer cette distribution, nous reprenons le modèle élaboré aux chapitres 1 et 2. Nous partons de
l’expression de la force (1.67) :
FLS =  
Z
@S
dA (pr + SL) ; (4.154)
où pr est la répulsion locale et LS l’énergie volumique des forces intermoléculaires (dont le potentiel est
pondéré par la fonction de corrélation de paire on le rappelle), exercées par le liquide sur le solide à sa
surface. Pour déterminer la distribution locale, nous devons donc eﬀectuer un découpage de ces forces,
autrement dit trouver une fonction de coarse-graining dont la somme redonne le résultat macroscopique.
Le plus simple est de découper le solide en tranches verticales. On exprime alors les densités de forces par
unité de profondeur car le problème est supposé invariant dans la direction de la ligne de contact, et par
unité de longueur mesurant la distance à la ligne de contact. On a donc :
fn =   LS(x; z = 0) ; (4.155)
ft =   d
dx
Z 0
 1
dz LS(x; z)

: (4.156)
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Nous calculons ensuite cette distribution sur des formes de gouttes à l’équilibre calculées à la section 2.6
pour le potentiel numérique que nous avons utilisé jusqu’ici. Un résultat pour une goutte d’angle d’équilibre
Y = 20 ° est présenté sur la Figure 4.32. Nous observons que les forces tangentielles sont dumême ordre de
grandeur que les forces normales, ce qui peut donc induire de forts déplacements, notamment tangentiels
lorsque les angles de contact sont petits.
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F 4.32 Distribution des forces exercées par un liquide sur un solide plan à la ligne de contact. Le
liquide forme un coin, d’angle d’équilibre Y = 20 °, la ligne de contact microscopique est en x = 0. Les
forces normales (en bleu) et tangentielles (en rouge) par unité de surface sont représentées et présentent
un pic près de la ligne de contact. L’intégration de ces deux courbes donnent LV sin Y pour la force
normale et LV(1 + cos Y ) pour la force tangentielle.
4.4.3 Déplacements élastiques au premier ordre
Nous pouvons ensuite déterminer la réponse élastique d’un substrat plan semi-inĕni. Nous allons utiliser
les forces calculées ci-dessus, mais que nous allons utiliser dans une géométrie axisymétrique. En eﬀet,
nous avons vu qu’il est nécessaire d’avoir une taille macroscopique pour couper la réponse élastique sur
une échelle macroscopique. Une autre alternative nous l’avons vu serait d’utiliser la réponse élastique d’un
substrat d’épaisseur ĕnie. La réponse élastique élastique dans ce cas est une fonction de r, la distance à l’axe.
Nous distinguons les cas suivants :
• (n;n) : déplacement normal dû aux forces normales,
• (n;t) : déplacement normal dû aux forces tangentielles,
• (t;t) : déplacement tangentiel dû aux forces tangentielles,
• (t;n) : déplacement tangentiel dû aux forces tangentielles.
Ces déplacements sont obtenus de la façon suivante [178] :
n;n (r) =
1  2
E
Z 1
0
4r0
r + r0
K (m) fn
 
r0

dr0 ; (4.157)
avec m = 4rr
0
(r + r0)2
; (4.158)
et où  est le module de Poisson,E le module d’Young etK (m) l’intégrale elliptique du premier ordre. De
la même façon, le déplacement tangentiel dû aux forces tangentielles s’écrit :
t;t (r) =
1  2
E
Z 1
0
4r0
r + r0
ft
 
r0
  2
m
  1

K (m)  2
m
Y (m)

dr0 ; (4.159)
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où Y (m) est l’intégrale elliptique du second ordre. Notons que les intégrales elliptiques présentent une
divergence pour m = 1, c’est-à-dire pour r = r0. Des forces localisées en un seul point mènent donc
bien à une divergence du déplacement. Lorsque les forces sont localisées sur une échelle , la divergence
logarithmique des intégrales devient de l’ordre de ln(R/), oùR est la taille de la goutte. Les déplacements
croisés s’obtiennent plus simplement :
n;t (r) =   (1  2) (1 + )
E
Z 1
r
ft
 
r0

dr0 ; (4.160)
t;n (r) =   (1  2) (1 + )
E
Z r
0
r
r0
fn
 
r0

dr0 : (4.161)
Notons que les préfacteurs des ces déplacements croisés s’annulent lorsque  = 1/2, donc les déplace-
ments normaux dus aux forces tangentielles et les déplacements tangentiels dus aux forces normales sont
inexistants pour des matériaux incompressibles.
Nous pouvons alors identiĕer plus ĕnement l’échelle caractéristique des déformations élastiques. Les
intégrales des distributions fn et ft des forces capillaires sont proportionnelles à la tension de surface LV,
nous pouvons alors déĕnir l’échelle caractéristique `e par :
`e =
 
1  2 LV
E
: (4.162)
À partir de cette échelle, nous pouvons alors déterminer plus précisément les comportements des dépla-
cements dans les diﬀérentes directions en fonction de l’angle de contact Y , comme c’est rappelé sur la
Table 4.1. Ce tableau montre l’importance des forces tangentielles : pour les déplacements normaux, les
eﬀets des forces tangentielles et des forces normales sont équivalents, alors que pour les déplacement tan-
gentiels, les forces tangentielles peuvent dominer.
n/`e t/`e
Force normale sin Y 1 21   sin Y
Force tangentielle 1 21  (1 + cos Y ) 1 + cos Y
T 4.1 Echelles des déplacements dans les directions normales et tangentielles dues aux forces nor-
males et tangentielles, exprimées en fonction de la longueur caractéristique du problème `e = (
1 2)LV
E .
Nous calculons les proĕls de déformations induits par les forces calculées précédemment pour Y =
20 °. Ces déformations sont calculées pour  = 0;35. Pour les évaluations numériques des intégrales ellip-
tiques (pour n;n et t;t), nous utilisons une méthode présentée dans le livre de Johnson [178] qui permet
d’éviter explicitement les divergences. Les déplacements sont présentés sur la Figure 4.33 en (b) et (c). Nous
observons que les déplacements normaux produits par les forces tangentielles en rouge sont dumême ordre
de grandeur que ceux produits par les forces normales. En revanche, les déplacements tangentiels sont beau-
coup plus grands que les déplacements normaux produits par les forces tangentielles. Les déplacements n;n
et t;t ont unmaximumproche de la ligne de contact, dont l’amplitude est d’ordre ln(R/). De plus grandes
gouttes provoquent donc une déformation plus grande. Sous la goutte, le déplacement normalmontre l’eﬀet
des forces dues à la ligne de contact, mais la pression de Laplace n’est pas prise en compte dans ce modèle
de forces (4.155) et (4.156).
4.4.4 Perspectives
Grâce au modèle de DFT simpliĕée nous pouvons déterminer la déformation induite par les forces capil-
laires sur un substrat solide élastique sous la ligne de contact. Ceci nous permet de montrer que l’eﬀet des
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F 4.33 (a) Rappel de la distribution des forces de la Figure 4.32. Le proĕl radial de la goutte est en
vert, les forces tangentielles en rouge (en négatif cette fois-ci car le centre de la goutte est en r = 0), les
forces normales en bleu. (b) Déplacement normal de la surface du solide induit par ces forces : en rouge
tangentielles, en bleu normales. (c) Déplacement tangentiel de la surface du solide induit par ces forces :
en rouge tangentielles, en bleu normales. L’existence des termes croisés (déplacement normal induit par
les forces tangentielles et inversement) provient du fait que le substrat possède pour ce calcul un module
d’Young  = 0;35. S’il était incompressible ( = 1/2), ces déplacements seraient nuls.
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forces tangentielles à la ligne de contact est d’une grande importance pour prédire la forme du bourrelet
lorsque l’épaisseur du substrat est ĕnie, et montrent des résultats fondamentalement diﬀérents de ceux de
Rusanov, et des contributions ultérieures à cette théorie. Toutefois le modèle que nous venons d’utiliser
pour le solide présente plusieurs limites. En eﬀet, nous ne prenons pas en compte l’eﬀet de la déformation
sur l’expression des forces, or celui-ci peut être très grand, notamment à cause de la pression de Laplace à
l’interface solide-liquide. De plus, nous ne prenons pas en compte la pression de Laplace dans le liquide, ce
qui peut être introduit numériquement dans notre modèle, mais nécessite beaucoup de puissance de calcul,
comme ce que nous avons fait pour déterminer les formes de gouttes axisymétriques au chapitre 3.
Plusieurs expériences permettraient de vériĕer ces résultats. L’ensemble des expériences jusqu’ici pro-
duites dans la littérature [82, 150, 84, 87] se contente d’utiliser uniquement les forces normales en LV sin Y
pour expliquer les résultats. Pour observer la forme du bourrelet, nous avons eﬀectué une expérience du
même type, présentée sur la Figure 4.34, où une goutte de DMSO est posée sur un élastomère de module
d’Young E = 40 kPa. La visualisation du proĕl de l’élastomère est réalisée grâce à un proĕlomètre optique
(Wyko NT9100), qui mesure le proĕl d’une surface réĘéchissante par interférences de coin d’air en lumière
blanche. Nous pouvons alors observer un déplacement normal à l’approche de la goutte de l’ordre du mi-
cromètre, mais ce dispositif ne permet pas de mesurer les déplacement tangentiels. La goutte sur la partie
droite de l’image n’est elle pas résolue car l’angle de contact est trop grand.
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F 4.34 Image par un proĕlomètre optique de la déformation d’un substrat élastique à l’approche
de la ligne de contact. La goutte se situe dans la deuxième moitié à droite de l’image, et n’est pas résolue
car son angle de contact est trop grand. La ligne de contact traverse donc l’image de part en part vers le
fond et sa courbure est bien vers la goutte. La déformation est de l’ordre du micron.
Enĕn, ces forces tangentielles doivent avoir un eﬀet lorsque la goutte se déplace puisque ces forces
doivent travailler et dissiper de l’énergie. Des études dynamiques permettraient donc de conĕrmer ou
d’inĕrmer ce modèle.
4.5 Dissipation dans le solide
Nous nous intéressons dans cette section à l’étude de la dissipation dans le solide, lorsque la ligne de contact
se déplace. Nous venons de rappeler qu’il existe une déformation locale du substrat sous la ligne de contact,
due aux forces exercées par le liquide sur le solide. Cette déformation est à l’origine d’un changement de
l’angle de contact apparent de la goutte qu’il est diﬃcile de modéliser. Or, lorsque la ligne de contact est
mobile, ce bourrelet se déplace avec la ligne de contact, et il existe donc une dissipation supplémentaire à
prendre en compte. Cette dissipation doit notamment être reliée aux modules de cisaillement et de pertes
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du matériau. En eﬀet, le module de cisaillement détermine le volume du bourrelet, et les pertes le taux de
dissipation dans ce volume. Ainsi, ce phénomène peut être à l’origine d’une hystérésis supplémentaire. Il est
notoirement connu que l’hystérésis sur des élastomères est très grande, et pouvant atteindre parfois 100 °.
De plus, cette dissipation est liée au travail des forces tangentielles dans le solide, et doit donc en théorie
être dépendante du modèle de la distribution des forces capillaires dans le solide. Dans cette optique, elle
peut permettre de statuer sur cette distribution, ce que nous n’avons pas pu faire de façon univoque grâce à
l’étude expérimentale de la section 4.4.
4.5.1 Modélisation de la dissipation
Une première étude théorique de ce phénomène a été donnée par Long et al. en 1996 [144] et expérimen-
talement par Carré, Gastel et Shanahan la même année [82]. Lorsque le mouvement de la ligne de contact
est permanent, l’énergie dans un coin de liquide à la distance x de la ligne de contact est conservée. Pour
faire translater le coin à la vitesse U , la force nécessaire est donnée par l’écart à la situation d’équilibre :
F = LV(cos app   cos eq) : (4.163)
Le travail de cette force est alors distribué entre le travail des forces de pressionP =  LV dans le liquide,
ainsi que la dissipation qui s’eﬀectue aux échelles moléculaires en deçà d’une longueur microscopique `.
Cette dissipation estmodélisée par un taux de dissipationD(U), sur lequel nous reviendrons au chapitre 5.
Le bilan s’écrit alors pour un solide indéformable :
ULV [cos app   cos eq   h] = 6U2
Z x
`
1
h
dx+D(U) : (4.164)
Nous voyons que les dissipations aux diﬀérentes échelles sont additives, et on peut traiter séparément les
phénomènes à l’échelle microscopique. Ainsi, lorsque l’on prend en compte la dissipation supplémentaire
dans un solide déformable, le bilan d’énergie (4.164) s’écrit :
cos app   cos eq = 9Ca ln x
`
+D(U) +Dsolide(U) ; (4.165)
où Ca = U/ LV est le nombre capillaire. Nous reviendrons amplement sur l’interprétation de cette re-
lation au prochain chapitre. Le taux de dissipation Dsolide dans le solide dépend du modèle qui le décrit,
et du modèle de la distribution des forces capillaires, puisqu’il dépend de paramètres microscopiques gé-
néralement décrits comme une longueur de coupure des forces. Long et al. ont montré que la puissance
dissipée dans le solide est en Ca 1+m selon le modèle utilisé pour décrire l’élastomère, oùm représente les
propriétés dissipatives du solide. Shanahan et al. [179, 82] ont trouvé expérimentalement un comportement
raisonnablement en accord avec cette loi pourm  0;5. Ainsi, puisque n < 1, pour de grandes vitesses,
on voit d’après (4.165) que la dissipation est gouvernée par le liquide et non pas le solide, alors que pour de
faibles vitesses, c’est l’inverse.
Comportement fréquentiel
Si la force linéique exercée par le liquide sur le solide à la ligne de contact est décrite par un dirac F 
LV(x), alors les contraintes dans le solide se propagent à l’intérieur du substrat sous la ligne de contact
avec une largeur de l’ordre de la distance z à la ligne de contact (voir Figure 4.35), avec une amplitude en
1/z, puisque l’élasticité est un problème Laplacien. Alors, la déformation dans le substrat est d’ordre :
  LV
G0
1
z
; (4.166)
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car la déformation élastique est due à la force capillaire qui exerce donc un déplacement de l’ordre de
LV/G0, qui est appliquée sur la zone de taille z. Le module de cisaillement G0 dépend du temps carac-
téristique de la déformation z/U , c’est-à-dire de la fréquence f = U/z. De plus, la contrainte s’exprime :
  G00  : (4.167)
Alors, la dissipation dans le solide résulte de la dissipation à toutes les échelles et s’obtient par l’intégration
de l’énergie volumique dissipée par unité de temps f dans tout le volume. On l’exprime ici par unité de
longueur de ligne de contact :
Dsolide(U) 
Z
dz
Z
dxG002
U
z
; (4.168)
 LV2
Z
df
G00(f)
G0(f)2
; (4.169)
en eﬀectuant un changement de variable sur l’intégration en z pour intégrer sur les fréquences f = U/z,
et pour
R
dx  z. Nous voyons que la dissipation dans le solide implique alors l’ensemble des fréquences
d’excitation du solide déformable. En particulier, si nous utilisons un substrat de faible épaisseur, la dissi-
pation est restreintes aux hautes fréquences car l’intégrale est coupée pour les grands z, donc on eﬀectue
artiĕciellement un ĕltre passe-haut pour la dissipation.
F 4.35 Contrainte locale dans le substrat lorsqu’une force ponctuelle tire sur l’interface.
Enjeux
Nous cherchons ici à montrer dans quelle mesure la géométrie du bourrelet inĘue sur la distribution des
contraintes d’une part et d’autre part en quoi la rhéologie du substrat inĘue sur la dissipation. Nous avons
vu à la Figure 4.4 que les élastomères présentent un ou plusieurs maxima du module de dissipation aux
fréquences auxquelles les chaînes se dénouent. Ainsi, en réduisant la taille du bourrelet par exemple en
diminuant l’épaisseur du substrat, nous avons vu que nous coupons les basses fréquences excitées par le
passage de la ligne de contact, et la dynamique de la dissipation doit être considérablement modiĕée. De la
même façon, la préparation du substrat peut avoir une inĘuence : comment réagit la dissipation lorsque le
substrat est sous tension ? Nous voyons que nous pouvons tirer beaucoup d’informations sur la dynamique
du bourrelet, sur le substrat lui-même, et sur la distribution des forces capillaires dans le substrat par l’étude
dynamique de la ligne de contact sur un substrat déformable.
Nous souhaitons donc dans cette section isoler la dissipation dans le solide et donc étudier la courbe
de l’angle de contact en fonction de la vitesse Ca (app). Cette courbe dépend des propriétés du matériau,
et notamment de son épaisseur, qui peut être utilisée pour contrôler, nous l’avons évoqué au chapitre 4, la
taille typique de la déformation.
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4.5.2 Dispositif expérimental
Élastomères et liquide utilisés
Nous avons à notre disposition les mêmes élastomères que précédemment, de module d’Young de l’ordre
de 40 kPa et dont la rhéologie est donnée à la Figure 4.10. Cependant, nous souhaitons faire varier le mo-
dule d’Young de ces élastomères. Pour cela, une première possibilité est de faire varier le rapport entre
base et catalyseur. Seulement, seule une faible gamme est accessible par cette méthode. Pour le RTV EC00,
l’échantillon utilisé en mélangeant la base et le catalyseur dans des proportions identiques, nous obte-
nons un module d’Young de E = 35 kPa, mesuré au rhéomètre selon le même protocole que pour la Fi-
gure 4.10. En mélangeant seulement 25% de catalyseur au lieu de 50%, nous obtenons un module d’Young
de E = 15 kPa. Pour obtenir un substrat plus dur, nous nous tournons vers un autre élastomère silicone
bi-composant vulcanisable à froid, le Elite double 8 fourni par Z, de dureté 8 shore A. Unmélange
dans des proportions identiques donne un élastomère (rose) de module d’Young E = 210 kPa.
Les élastomères sont moulés par gravité ou par centrifugation (spin-coating) sur des wafer de silicium,
puis démoulés du wafer après réticulation, ce qui permet d’avoir des surfaces planes, et de diﬀérentes épais-
seurs. Les faibles épaisseurs des substrats déposés par rotation sont notamment mesurées grâce à un pro-
ĕlomètre à contact. Pour isoler la dissipation dans le solide, nous avons utilisé des liquides peu visqueux,
nous nous somme donc tournés vers l’eau, qui mouille partiellement ces substrats.
Dévalement de gouttes
Pour visualiser le déplacement de la ligne de contact, nous utilisons alors un dispositif de dévalement de
gouttes, permettant d’obtenir des vitesses suﬃsamment grandes car l’eau est un liquide peu visqueux. Des
gouttes d’eau sont posées sur un substrat faisant un angle avec l’horizontale. Guidées par la gravité, les
gouttes descendent le substrat, et on peut observer alors l’angle d’avancée à l’avant de la goutte, et l’angle
de reculée à l’arrière de la goutte. Lorsque la pente du substrat est grande, les gouttes dévalent plus vite, et
on fait ainsi varier la vitesse de la ligne de contact.
Ces dévalements sont ĕlmés grâce à une caméra rapide, qui permet d’enregistrer à des fréquences
d’acquisition entre 100Hz et 2000Hz. En général, des fréquences de l’ordre de 100Hz sont suﬃsantes pour
les dynamiques que nous enregistrons. Les gouttes sont générées par un pousse-seringue avec un embout
large, ce qui permet de créer des gouttes de volumes suﬃsants et aisément reproductibles. La vitesse limite
est atteinte très rapidement, et on considère donc que dans le champ de la caméra, quelques centimètres en
aval de l’endroit où elles ont été créées, les gouttes ont atteint leur régime permanent.
F 4.36 Dispositif de dévalement
de goutte.Unpousse seringue avec un em-
bout large crée des gouttes, qui glissent sur
l’élastomère à une vitesse donnée lorsque
la surface de l’élastomère est penchée par
rapport à l’horizontale. La ligne de contact
à l’avant de la goutte est alors en avan-
cée, et à l’arrière en reculée. Les gouttes
sont ĕlmées avec une caméra rapide, ce
qui permet de mesurer à la fois les deux
angles de contact et la vitesse des lignes de
contact.
L’éclairage est réalisé de sorte que la goutte apparaisse en noir et le fond en blanc (voir Figure 4.36).
Nous positionnons donc un dépoli à l’arrière-plan, éclairé par un source lumineuse blanche, de type LED à
forte luminosité. Nous supprimons les éclairages parasites autour de la goutte en entourant le dispositif d’un
carton noir. Enĕn, nous limitons l’éclairage de la source lumineuse à une taille apparente à peine plus grande
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que la goutte par l’objectif de la caméra. Cela permet d’éviter un éclairage rasant au niveau de l’interface
de la goutte, et donc d’être dans des conditions proche d’une source ponctuelle, ce qui permet de bien le
déĕnir optiquement l’interface (voir Figure 4.37) et d’obtenir un bon contraste sur le capteur.
Détection de lʼangle apparent et de la vitesse
La détection de l’angle de contact se fait en deux temps. Tout d’abord, nous détectons le proĕl de l’interface
de la goutte et de sa réĘexion sur le substrat grâce à l’algorithme de détection de ligne détaillé à l’annexe
C.3 (voir Figure 4.37). Ce proĕl est ensuite ajusté par deux portions d’arc de cercle se croisant à la ligne de
contact, déĕnissant ainsi l’angle de contact apparent aisément. Leur équation est donnée par, en notantR la
courbure de l’interface à la ligne de contact, xLC et yLC les coordonnées de la ligne de contact, app l’angle
de contact apparent et  l’angle entre le substrat et la caméra :
si y < yLC x = xLC R sin(app + )
q
R2   [y   yLC  R cos(app + )]2 ; (4.170)
si y > yLC x = xLC R sin(app   )
q
R2   [y   yLC +R cos(app   )]2 ; (4.171)
où les signes et sont déterminés par le côté de la ligne de contact considéré. Pour la ligne de contact à
droite, en avancée, on prend  et+, et inversement pour la ligne de contact en reculée.
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F 4.37 À gauche, image d’une goutte dévalant le substrat. La caméra est alignée avec le substrat
qui a ici un angle de 21 °. Le proĕl ainsi que sa réĘexion est détecté à proximité de chaque ligne de contact
(en violet). Ce proĕl est ajusté par deux bicercles en vert, ce qui permet de détecter la position de la ligne
de contact ainsi qu’un éventuel mauvais alignement de la caméra. Les angles de contact sont en avancée
119 ° et en réculée 70 °. Le cercle n’est évidemment plus un bon ajustement lorsque l’on s’éloigne de la
ligne de contact. À droite, un grossissement sur la ligne de contact en avancée, et sa détection. La ligne de
contact est déterminée à quelques pixels près.
Enĕn, la vitesse est mesurée en calibrant le grossissement (en enregistrant l’image d’une règle) et en mesu-
rant le déplacement de la ligne de contact entre deux images successives des séquences de dévalement.
Courbe de référence – Silanisation
Avant d’étudier l’eﬀet du substrat solide, nous souhaitons isoler la dissipation dans le liquide. Pour cela,
nous eﬀectuons lamêmemesuremais avec un substrat indéformable. Nous choisissons un substrat de verre,
une lame de microscope, que nous traitons par silanisation pour rendre le verre partiellement mouillant et
limiter l’hystérésis.
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Pour eﬀectuer la silanisation, la lame de verre est tout d’abord séchée 30 minutes à l’étuve, aĕn d’éviter
l’hydrolyse des silanes. Elle est ensuite passée dans un plasma d’oxygène, pour créer des radicaux libres à la
surface du verre. Enĕn, un trichlorosilane sous forme liquide est déposé à côté de la lame de verre dans une
petite enceinte fermée, par exemple une boîte de pétri. Le dépôt se réalise donc par phase vapeur pendant
douze heures. Les silanes réagissent avec les radicaux oxygènes pour venir faire des ponts SiO à la surface
du verre.
4.5.3 Étude qualitative des paramètres expérimentaux
Dissipation en fonction du module dʼYoung du substrat
Tout d’abord, nous étudions l’inĘuence du module d’Young sur la dissipation. La courbe de l’angle de
contact apparent en fonction du nombre capillaire est représentée sur la Figure 4.38. Qualitativement, nous
observons deux régimes pour chaque courbe. D’une part, à Ca proche de zéro, nous voyons apparaître
l’hystérésis de l’angle de contact, car les courbes apparaissent discontinues en Ca = 0 à cette échelle. Cette
hystérésis est de l’ordre de 50 °, autour d’un angle central d’environ 90 °. Ensuite, les courbes s’écartent
de cet angle central, avec une certaine pente. D’autre part, notons sur cette ĕgure la présence, en triangles
blancs, de la courbe de référence, c’est-à-dire pour un substrat de module d’Young « inĕni ». Nous voyons
alors apparaître une hystérésis d’une cinquantaine de degré, autour de l’angle 90 °, ce qui indique une silani-
sation demauvaise qualité, mais dont les pentes à plus grandCa permettent d’avoir un ordre de grandeur de
la dissipation dans le liquide. Cette pente est en eﬀet beaucoup plus petite que les pentes des autres courbes.
Enĕn, lorsque le module d’Young diminue, nous pouvons noter deux tendances. D’une part, l’hystérésis
augmente, et d’autre part, la pente à grand Ca augmente aussi. Cela signiĕe que lorsque le module d’Young
augmente, la région déformée dans le substrat augmente, et la dissipation dans le solide augmente, ce qui se
traduit par d’une part un angle apparent à vitesse nulle qui est plus grand car le substrat est plus déformé,
et d’autre part une dépendance en la vitesse plus prononcée.
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F 4.38 Angle apparent  en fonction de la vitesse de la ligne de contact adimensionnée Ca =
U/LV avec LV/ = 71m s−1 pour l’eau, pour diﬀérents modules d’Young E. La vitesse de la ligne
de contact est comptée positivement lorsque la ligne de contact est en reculée, c’est-à-dire que c’est la
vitesse du solide par rapport au liquide. Sont représentés d’une part le substrat de référence (1) sur verre
silanisé, de module d’Young considéré comme inĕni. Puis, nous avons des substrats d’épaisseur 0;54mm
et de module d’Young 210 kPa (e), 35 kPa (0), et 15 kPa (V).
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Dissipation en fonction de lʼépaisseur du substrat
Ensuite, nous étudions la dépendance avec la hauteur du substrat à module d’Young constant. Nous obser-
vons sur la Figure 4.39 pour quatre épaisseurs diﬀérentes que plus l’épaisseur est faible, plus la dissipation
est faible. Plus précisément, nous observons que dans le régime d’avancée de la ligne de contact, l’inĘuence
est de façon assez surprenante quasi-nulle, alors que lorsque la ligne de contact recule, aux nombres ca-
pillaires positifs, la diﬀérence est manifeste pour des substrats dont l’épaisseur varie sur quatre ordres de
grandeur. De plus, il semble qu’entre les épaisseurs de 3;8 µm et 39 µm il n’y ait que très peu de diﬀérence.
Lorsque la hauteur change, c’est la longueur de coupure macroscopique déterminant la forme du bourrelet
qui change. Lorsque h diminue, de la même façon que lorsque le module d’Young augmente, le volume du
bourrelet diminue, et nous l’avons vu, de façon logarithmique avec h. De plus, il existe un eﬀet supplémen-
taire, car les fréquences sondées dans le substrat par le passage de la ligne de contact au-dessus du substrat
ne sont pas les mêmes : lorsque h diminue, les basses fréquences sont coupées. On peut donc s’attendre à
un double eﬀet de coupure, à la fois sur le volume, et sur les fréquences de dissipation du substrat. Et c’est
probablement ce que l’on voit en dessous de 39 µm, ce qui correspond à une fréquence de l’ordre de 100Hz.
Malheureusement, ces fréquences sont en limite des fréquences accessibles par les expériences de cisaille-
ment avec des rhéomètres classiques, donc nous ne pouvons pas aisément comparer avec les fréquences de
déroulement des chaînes de l’élastomère utilisé, et qui ne possède pas de données tabulées à ce sujet.
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F 4.39 Angle apparent  en fonction du nombre capillaire pour diﬀérentes hauteurs h, à module
d’Young constantE = 35 kPa. Les hauteurs représentées sont : 3;35mm (a), 0;54mm (0), 39 µm (`),
3;8 µm (5).
Dissipation en fonction de la précontrainte
Enĕn, nous pouvons étudier la dissipation en fonction de la précontrainte du substrat. En eﬀet, il existe
une forte dépendance avec l’état de préparation du substrat : nous comparons les courbes (Ca ) entre deux
substrats très mous de module d’Young 15 kPa, mais dont l’un est étiré d’un facteur approximativement
deux, ce qui fait rentrer le matériau dans une élasticité non-linéaire. Ainsi, la forme de la distorsion dépend
de la précontrainte, et le volume du bourrelet diminue, ce qui diminue la dissipation dans le substrat.
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F 4.40 Angle apparent  en fonction du nombre capillaire pour un substrat en étirement (4) en
comparaison avec le même substrat non étiré (V), de module d’YoungE = 15 kPa, et d’épaisseur initiale
h = 2;1mm.
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4.6 Conclusion
La distribution de forces exercées par un liquide sur un solide au voisinage de la ligne de contact, que nous
avons mise en évidence au chapitre 2, est tout à fait particulière. Rappelons que contrairement aux modèles
classiques, notre modèle prévoit une force tangentielle en LV(1 + cos Y ), tout en permettant à la loi
d’Young de rester valide, et d’être compatible avec les bilans thermodynamiques classiques. Ensuite, nous
avons montré que les forces de pression de Laplace nécessaires à la cohérence des résultats ne peuvent pas
mener à un Ęambage des structures solides. Au contraire, cet eﬀet est uniquement visible en compression.
Nous avons alors proposé à la section 4.2 une expérience très précise qui a permis de montrer que cet eﬀet
est très faible, mais présent.
La section 4.3 s’est ensuite attelée à décrire les eﬀets de Ęambage lorsque une plaque élastique trempe
dans un liquide. Ces eﬀets sont au contraire dus aux forces résultantes à la ligne de contact. Les forces
résultantes normales à la ligne de contact sont toujours déstabilisantes. Or, lorsque le liquide mouille par-
tiellement le solide avec un angle inférieur à/2, les forces tangentielles résultantes à la ligne de contact sont
dirigées vers le bas et ont un eﬀet stabilisant. Si le module d’Young est trop faible ou si la plaque n’est pas
assez épaisse, ces forces stabilisantes ne sont pas suﬃsantes et la plaque Ęéchit. Or, lorsque l’angle de contact
est supérieur à /2, les forces verticales sont dirigées vers le haut et peuvent alors mener à un Ęambage de
la plaque, ce qui correspond à un mécanisme diﬀérent.
Ensuite, nous avons examiné de plus près à la section 4.4 la distribution des forces dans le solide à
proximité de la ligne de contact. Cette étude n’a été réalisée que dans une approximation linéaire, c’est-à-
dire que nous n’avons pas étudié comment la déformation inĘue sur la distribution en elle-même. Cela nous
a permis d’insister sur le fait que les déformations induites par les forces tangentielles sont importantes, et
qu’elles sont généralement négligées dans la littérature.
Toutefois, la mesure de la pression de Laplace à la section 4.2 ne permet pas de distinguer quelle est
la tension de surface en jeu. En eﬀet, nous ne sommes toujours pas capables de déterminer quelle est la
réelle distribution des forces au niveau microscopique. Si le solide est localement un liquide, alors il n’y a
pas de forces tangentielles, et la force globale que peut exercer un liquide sur un solide provient des pres-
sions de Laplace qui doivent alors être reliées aux tensions de surface SL   SV. Au contraire, si le solide
est indéformable, alors la force tangentielle doit être celle que nous avons prédite en DFT simpliĕée et la
pression de Laplace en LV. Il est plus probable que pour des modules d’Young intermédiaires, l’eﬀet soit
une combinaison des deux.
Enĕn, nous avons étudié qualitativement à la section 4.5 la dissipation dans le substrat lorsque la ligne de
contact est mobile et avons examiné l’inĘuence de plusieurs paramètres macroscopiques sur la dissipation.
Cette dissipation indique que les eﬀets géométriques à la ligne de contact sont diﬃciles à estimer. En eﬀet,
toute une gamme de fréquences sont mises à contribution par les contraintes qui se propagent dans le
substrat. Ainsi, nous avons montré qu’il est aisé de diminuer la dissipation lorsque l’épaisseur du substrat
diminue, ce qui permet de couper la gamme basses des fréquences qui sont excitées.
En résumé, la distribution des forces capillaires a une grande inĘuence sur la géométrie du substrat.
Même lorsque le module d’Young est grand, on peut s’attendre à de grandes déformations à l’échelle molé-
culaire au voisinage de la ligne de contact. Cette déformation a ensuite une forte inĘuence sur la distribution
des forces, ce qui en fait un problème particulièrement non-linéaire. Cette non-linéarité possède deux ori-
gines. D’une part, c’est une non-linéarité géométrique : lorsque le substrat est très courbé proche de la ligne
de contact, il faut prendre en compte d’autres contraintes de type pression de Laplace qui inĘuent en retour
sur la géométrie (et qui elles-mêmes ne sont modélisables en l’état que pour de faibles courbures). D’autre
part, la non-linéarité provient de la description de l’élasticité qui n’est probablement plus valide aux échelles
moléculaires sous la ligne de contact, lorsque les gradients de forces capillaires sont considérables. Au ĕnal,
on peut s’attendre à ce que la géométrie du substrat sous la ligne de contact soit proche d’une géométrie de
type partiellement Young où le substrat est plan, partiellement Neumann où le substrat est pincé et forme
localement un coin. Cela indique donc d’autant plus que le comportement du solide inĘue sur la distribu-
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tion des forces capillaires, et donc que les forces exercées par le liquide sur le solide dépendent du solide.
Il reste donc encore à créer un modèle pour le solide qui permette de décrire une transition de type Young
vers Neumann en fonction du module d’Young.
Chapitre 5
Entraînement dʼair
Yeah, shake it, woo shake that bubble butt.
SB, 
SpongeBob SquarePants Season 2, ep. 23b, “Bubble Buddy”
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Dans les chapitres précédents, nous nous sommes principalement intéressés aux situations où la ligne de
contact est statique. Nous avons eu l’occasion d’aborder le cas d’une ligne de contact mobile dans le chapitre
précédent et étudié la dissipation dans le solide. Ici, nous nous intéressons au cas d’un solide indéformable
qui rentre dans un bain de liquide. La ligne de contact est donc en avancée, et nous nous intéressons à la
transition de démouillage. Nous allonsmontrer que cette situation n’est pas le symétrique de la transition de
mouillage du fait d’un conĕnement asymétrique des écoulements dans le coin de liquide. Ainsi, la présence
d’une phase gazeuse et ses propriétés ont une importance cruciale pour décrire le seuil de cette transition.
5.1 Transitions de mouillage dynamique
5.1.1 La ligne de contact mobile
Nombre capillaire
Lorsqu’un coin de liquide se déplace sur un solide, nous devons prendre en compte un nouvel élément :
la dissipation. Lorsque le solide est indéformable, la seule dissipation est due à la viscosité ` du liquide. Si
l’échelle de l’écoulement, la taille du coin de liquide qui se déplace à la vitesse U , est de l’ordre de L, alors
les forces visqueuses en `grad v sont de l’ordre de :
Fvisq  `U
L
: (5.1)
Lorsque le coin se déplace à vitesse constante en régime permanent, ces forces doivent être compensées par
les forces capillaires en , où  est la courbure de l’interface et  sa tension de surface. Cette courbure est
imposée par l’échelle macroscopique, et est donc d’ordre 1/L. On a alors :
`
U
L
 
L
; (5.2)
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ce qui se réduit à :
Ca  1 ; (5.3)
en ayant déĕni le nombre capillaire :
Ca = U`

: (5.4)
Ce nombre compare donc la vitesse de la ligne de contact avec une autre vitesse /, de l’ordre de 70m s−1
pour l’eau, et il vaut un lorsqu’il y a équilibre entre les forces capillaires et les forces visqueuses. Or, pour
la plupart des écoulements, ce nombre est petit devant un, et les phénomènes de transition de mouillage
dynamique que nous allons voir plus bas interviennent pour des nombres capillaires de l’ordre de 10 2. Il
est donc en général plus petit que cela dans la plupart des expériences d’étalement : Ca  10 5 à 10 3. La
viscosité serait-elle donc négligeable ?
Échelles dʼobservation
Cette viscosité devient en fait importante proche de la ligne de contact. En eﬀet, l’écoulement est conĕné
dans un coin, et l’échelle caractéristique de l’écoulement devient de plus en plus petite à mesure que l’on
s’approche de la ligne de contact. La viscosité a donc une importance seulement à certaines échelles. À
l’échelle macroscopique, la forme de l’interface est gouvernée par l’équilibre entre la tension de surface, et
un autre phénomène physique statique, s’il existe, ce qui peut être par exemple la gravité, et l’échelle ma-
croscopique est alors imposée par ` , la longueur gravito-capillaire (voir Figure 5.1). Ensuite, aux échelles
plus petites, la viscosité commence à se faire sentir sur la forme de l’interface, et cela sur plusieurs décades,
comme cela a été vériĕé expérimentalement par plusieurs équipes à partir de 1989 [180, 181, 182]. Ainsi,
lorsque les eﬀets de la viscosité augmentent, alors la courbure de l’interface augmente pour pouvoir contrer
cet eﬀet. Aux échelles plus petites alors, les contraintes visqueuses divergent, et donc la courbure aussi. En-
ĕn, aux échelles microscopiques, il devient nécessaire de spéciĕer comment la dissipation agit, la viscosité
étant un concept macroscopique. Au ĕnal, la viscosité, même à faible nombre capillaire, ne peut jamais être
négligée car celle-ci impose la forme dès que l’échelle d’observation est plus petite que l’échelle macrosco-
pique. Pourtant, l’eﬀet de la viscosité peut se résumer en une condition aux limites microscopique : la forme
macroscopique est statique, et on déĕnit la condition aux limites en tant qu’angle dynamique, qui dépend
de la vitesse, et qui résume tous les eﬀets visqueux des échelles inférieures.
Finalement, pour pouvoir décrire l’interface d’un coin de liquide en mouvement, il est nécessaire de
prendre en compte l’ensemble des échelles d’observation. On parle d’une physique multi-échelles, ce qui
fait appel à des outils complexes tels que l’identiĕcation asymptotique des solutions de chaque régime aux
conditions aux limites de chaque échelle d’observation.
Échelle microscopique – Paradoxe de Huh et Scriven
Nous allons maintenant nous intéresser à la modélisation de la viscosité aux échelles microscopiques. Lors
d’un écoulement visqueux, la théorie hydrodynamique standard impose une vitesse nulle sur les bords de
l’écoulement, à l’interface liquide. Ce point de vue est à l’origine du fameux paradoxe de Huh et Scriven
énoncé en 1971 [183]. En eﬀet, si la vitesse est nulle à l’interface liquide-solide et que le coin de liquide
avance, le gradient de vitesse dans le liquide diverge à l’approche du coin, et donc l’énergie dissipée diverge
aussi, ce qui n’est pas compatible avec le fait qu’il faut une force ĕnie pour faire bouger le coin. Comme
nous pouvons le voir sur la Figure 5.2(a), à une distance x du coin, le gradient de vitesse est de l’ordre de
@xv = U/x tan . Le taux volumique de dissipation visqueuse est donc   `(@xv)2. Si on intègre sur tout
le coin d’une distancemicrosopique ` du coin à une distancemacroscopiqueL, alors le taux de dissipation
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F 5.1 Échelles d’observation de l’interface. À l’échelle macroscopique le proĕl résulte de
l’équilibre entre des eﬀets statiques, ce qui impose l’échelle de perturbation de l’interface, par exemple
` , qui résulte de l’équilibre entre la capillarité et la gravité. Aux échelles mésoscopiques, la viscosité com-
mence à intervenir, et la pente de l’interface varie continûment sur plusieurs décades. À l’échelle micro-
scopique, le proĕl résulte d’eﬀets purement capillaires, la viscosité n’intervient plus. Figure inspirée de
[73].
s’écrit par unité de longueur de ligne de contact [33] :
_Evisq  `
Z L
`

U
x tan 
2
x tan dx ; (5.5)
 `U
2
tan  ln

L
`

: (5.6)
La distance microscopique ` représente donc une longueur de coupure pour éviter la divergence de l’inté-
grale. Le modèle hydrodynamique standard ne permet donc pas de décrire convenablement le déplacement
de la ligne de contact. Il faut en fait ajouter dans le modèle certains paramètres microscopiques, et le dé-
placement macroscopique du coin de liquide dépend dans une certaine mesure de la description microsco-
pique du coin. Plus spéciĕquement, si la dépendance est logarithmique comme pour (5.6), l’inĘuence du
paramètre microscopique est diﬃcile à déterminer expérimentalement.
Ce paradoxe est en général levé en introduisant une longueur de glissement, suggérée par Hocking en
1977 [184, 185, 186]. La longueur de glissement `s est déĕnie comme étant la distance entre la paroi solide
et l’endroit où la vitesse s’annule par extrapolation de l’écoulement hydrodynamique sous la paroi [voir
Figure 5.2(b)]. Ainsi, on remplace la condition vx = 0 en z = 0 par :
vx = `s
@vx
@z
: (5.7)
Elle est mesurée depuis une dizaine d’années par des techniques optiques ou d’AFM de l’ordre de quelques
longueurs moléculaires au micron, et elle dépend de la rugosité et des interactions avec le solide [134, 187,
188, 189, 190]. Notamment, la longueur de glissement peut devenir très grande lorsque le substrat est hydro-
phobe [191] ou lorsque la rugosité du substrat augmente [190, 192]. D’autres modèles existent et peuvent
aussi lever ce paradoxe comme l’existence d’un ĕlm précurseur [193], ou de l’évaporation à la ligne de
contact [194]. Ils mènent à des résultats équivalents du moment que la longueur microscopique et la lon-
gueur macroscopique sont bien séparées.
5.1 Transitions de mouillage dynamique 237
F 5.2 Écoulement d’un coin de liquide à la vitesse U . (a) Dans le cadre de l’hydrodynamique
classique, la vitesse relative entre le liquide et le solide à l’interface liquide-solide est nulle. Le gradient
augmente à mesure que l’on s’approche de la ligne de contact. (b) Lorsque l’on prend en compte une
longueur de glissement, on évite la singularité de l’énergie dissipée.
Angle microscopique
Que se passe-t-il alors à l’échelle microscopique ? Peut-on négliger la viscosité ? Y-a-t-il une séparation
d’échelle entre les phénomènes capillaires que nous avons décrits dans la première partie de cette thèse
et les eﬀets de viscosité ? Pour estimer cet eﬀet, nous pouvons examiner comment la condition de glisse-
ment présentée ci-dessus inĘue sur l’angle du coin aux échelles moléculaires. Lorsque le coin fait quelques
longueurs de glissement, le gradient de la vitesse s’écrit dans l’approximation linéaire :
@vx
@z
(z) = cste =
U   vx(0)
h
=
U   `s @vx@z
h
; (5.8)
donc :
@vx
@z
=
U
h+ `s
: (5.9)
Le taux de dissipation visqueuse s’écrit alors :
_Evisq  `
Z L
0

U
x tan  + `s
2
x tan dx ; (5.10)
 `U
2
tan 
"
ln

1 +
L tan 
`s

+
1
1 + L tan `s
  1
#
: (5.11)
Cette énergie dissipée a été injectée par le travail des forces capillaires, qui ont tiré sur le coin avec la force
(cos    cos eq). Ainsi, la variation de l’angle d’équilibre microscopique, à une distance par exemple de
l’ordre de `s de la ligne de contact, est donné par cos   Ca , avec un coeﬃcient numérique de l’ordre
de un (et pour un tan  de l’ordre de un), ce qui est donc inférieur à 10 3. Ainsi, à l’échelle où les forces
visqueuses sont régularisées, l’angle microscopique que fait un coin de liquide en mouvement est l’angle
d’équilibre. Ainsi, la sélection de l’angle microscopique provient d’eﬀets purement capillaires. Si le substrat
est homogène, on peut considérer que l’anglemicroscopique est l’angle d’Young. Si celui-ci est inhomogène,
soit chimiquement, soit à cause de la rugosité, ce sont des eﬀets d’activation et de comportements collectifs
à l’échelle moléculaire qui vont sélectionner l’angle d’équilibre.
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5.1.2 Modes de dissipations
Dissipation visqueuse dans le liquide
Pour décrire le comportement de la ligne de contactmobile, on étudie expérimentalement l’angle de contact
dynamique en fonction du nombre capillaire, représenté sur la Figure 5.3. Cette courbe révèle plusieurs phé-
nomènes. Tout d’abord, à vitesse nulle, l’angle présente une discontinuité, c’est ce que nous avons déjà ap-
pelé l’hystérésis de l’angle de contact. Que l’on approche par des vitesses positives ou négatives un coin de li-
quide statique, l’angle de contact semble converger d’un point de vuemacroscopique vers l’angle d’avancée,
ou vers l’angle de reculée. Ici, on déĕnit une vitesse positive de la ligne de contact lorsque le coin de liquide
est en reculée, c’est-à-dire lorsque la vitesse relative du coin de liquide par rapport au solide est dirigée vers
la zone mouillée du solide. Ensuite, nous observons que l’angle de contact s’écarte encore plus de sa valeur
statique lorsque la vitesse est non-nulle. La dépendance de l’angle dynamique avec l’angle de contact a été
décrite par Voinov en 1976 [195] pour de faibles angles de contact dans un modèle hydrodynamique.
En eﬀet, lorsque le mouvement de la ligne de contact est permanent, l’énergie dans un coin de liquide à
la distancex de la ligne de contact est conservée. Pour faire translater le coin à la vitesseU , la force nécessaire
est donnée par l’écart à la situation d’équilibre :
F = (cos    cos eq) : (5.12)
Le travail de cette force est alors distribué entre le travail des forces de pression P =   sur le coin, ainsi
que la dissipation visqueuse, décrite au delà d’une longueur microscopique ` par (5.6). La dissipation à
des échelles inférieures est elle modélisée par un taux de dissipationD(U). Le bilan s’écrit alors :
U [cos    cos eq   h] = 6`U2
Z x
`
1
h
dx+D(U) : (5.13)
L’information importante ici est que les dissipations aux diﬀérentes échelles sont additives, et on peut traiter
séparément les phénomènes à l’échelle microscopique. À partir de cette équation on peut ensuite retrouver
l’équation qui relie l’angle local à une échelle x [196] :
3 =

2eq +
D(U)
U
3/2
+ 9Ca ln x
L
; (5.14)
ce qui nous donne une relation qui dépend de l’anglemicroscopique  qui est apparu en tant que condition
microscopique, de l’angle d’équilibre eq , et de l’échelle macroscopique L.
Finalement, si on regroupe la dissipation aux échelles microscopiques dans un seul paramètre , on
retrouve la relation de Cox-Voinov [195, 186] :
3 = 
3 + 9Ca ln x
L
: (5.15)
L’angle de contact microscopique  ne correspond donc pas forcément à l’angle d’équilibre. La pente du
proĕl varie logarithmiquement avec la distance à la ligne de contact, ce qui ne permet pas nous l’avons aussi
vu de déĕnir d’angle de contact dynamique dans cette région. Une extension de cemodèle a ensuite été don-
née par Cox en 1986 [186] pour des proĕls généralisés, puis par Hocking [197, 198] et Eggers notamment
[199] (voir ci-dessus), mais l’expression (5.15) reste en général une bonne approximation. Il rend compte
en eﬀet d’une dépendance de l’angle de contact macroscopique apparent en Ca 1/3, ce qui a été observé
dans de nombreuses expériences [200, 201, 202].
Le fait que l’on retrouve l’équation de Cox-Voinov permet de valider dans une certaine mesure la des-
cription à grande échelle, et d’aﬃrmer que la viscosité dynamique participe seulement lorsque la vitesse
de la ligne de contact est suﬃsamment grande. La description du comportement à faible vitesse reste à
déterminer, c’est-à-dire qu’il faut encore modéliser la dissipation aux échelles microscopiquesD(U).
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F 5.3 Angle de contact dynamique apparent en fonction du nombre capillaire pour des huiles
silicone de PDMS sur des substrats Ęuorés. La ĕgure et les données expérimentales en (0) sont issues
de [203] et en (5,1,6) de [201]. La vitesse est positive lorsque le liquide recule sur le solide. La ligne
représente une solution numérique donnée par un modèle hydrodynamique complet (5.23). Ca c désigne
le nombre capillaire critique auquel on attend la transition de mouillage dynamique par extrapolation en
pointillés de la courbe numérique.
Description hydrodynamique complète de lʼinterface
Pour pouvoir décrire l’ensemble des échelles impliquées dans la physique de l’interface à l’approche de la
ligne de contact mobile, l’approche standard est d’utiliser un modèle hydrodynamique dans l’hypothèse
de lubriĕcation et possédant une longueur de glissement. Cette description suppose un nombre capillaire
faible, et une pente faible du proĕl proche de la ligne de contact. Les eﬀets inertiels sont négligés, ce qui
signiĕe que la longueur visqueuse ` = 2/ est plus grande que n’importe quelle autre longueur du
problème. Enĕn, nous n’introduisons pas dans ce modèle les origines de l’hystérésis, donc les surfaces sont
homogènes et géométriquement planes. Dans ce contexte, l’équation deNavier-Stokes se réduit à l’équation
de la lubriĕcation, c’est-à-dire une équation diﬀérentielle du premier ordre en temps et en espace sur la
hauteur du proĕl de l’interface h(z; t), voir Figure 5.4. La géométrie considérée ici est celle d’une plaque
verticale que l’on tire d’un bain de liquide, situation que nous allons mettre en place expérimentalement
à deux reprises dans la suite. La coordonnnée z est donc verticale, et la hauteur du proĕl h est mesurée
horizontalement.
L’équation de Navier-Stokes qui décrit l’écoulement dans le coin de liquide se réduit dans ces approxi-
mations à l’équation de lubriĕcation, et lorsque l’on prend en compte la longueur de glissement, elle s’écrit
[204, 205] :
@z  g + 3`(Up   U)
h(h+ 3`s)
= 0 : (5.16)
Ici,Up est la vitesse de la plaque etU la vitesse du liquidemoyennée sur un proĕl le long dex. Cette équation
représente l’équilibre des forces entre la pression de Laplace en , la gravité g, et la viscosité `, dont l’eﬀet
est modiĕé par la longueur de glissement `s. La courbure s’exprime dans ces cordonnées :
 =
@zzh
(1 + @zh2)3/2
: (5.17)
Nous ne faisons pas ici d’approximation de faible pente pour pouvoir se raccorder au bain. Enĕn, nous
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F 5.4 Notations pour la description hydrodynamique.
avons la condition de conservation de la matière :
@th+ @z(hU) = 0 : (5.18)
Ensuite, les conditions aux limites sont les suivantes. Loin de la plaque, le bain est déĕni par z = 0 et
h = 1. Nous avons de plus une pente perpendiculaire à la plaque, donc @zh =  1 et  = 0. À la ligne
de contact en z = zcl, nous avons h = 0. De plus la pente est donnée par une condition de raccordement
à l’angle microscopique  : @zh =   tan . Enĕn, il n’y a aucun Ęux de liquide à la ligne de contact donc
hU = 0, ce qui traduit que la vitesse ne diverge pas.
Nous pouvons adimensionner ces équations par la longueur capillaire :
` =
r

g
: (5.19)
Les vitesses sont adimensionnées par /`, et le temps est donc adimensionné par ``/. Les deux équa-
tions (5.16) et (5.18) se résument alors à l’équation du second ordre suivante :
@th+ Ca @zh+ @z

h2(h+ 3s)(@z  1)

= 0 ; (5.20)
où le nombre capillaire est formé sur la vitesse de la plaque Up : Ca = Up`/, et s = `s/` un petit
paramètre.
États stationnaires
Nous cherchons tout d’abord des solutions stationnaires, donc telles que @th = 0. Dans ce cas, la position
de la ligne de contact est ĕxe en zcl, et il est plus judicieux d’eﬀectuer un changement d’origine pour les z,
en le remplaçant par z + zcl. L’équation (5.20) se réécrit alors :
Ca @zh+ @z

h2(h+ 3s)(@z  1)

= 0 : (5.21)
Cela s’intègre facilement avec h = 0 en z = 0 :
Cah+ h2(h+ 3s)(@z  1) = 0 ; (5.22)
c’est-à-dire :
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@z

@zzh
(1 + @zh2)3/2

= 1  3Ca
h(h+ 3s)
: (5.23)
Cette équation doit être résolue avec les conditions aux limites que nous avons énoncées plus haut. Notam-
ment, proche du bain statique, h!1 donc nous pouvons ignorer le terme visqueux en Ca . Il reste donc
un proĕl de courbure constante @z = 1 en termes adimensionnés, comme on s’y attend pour un bain
statique où la pression de Laplace est équilibrée par la pression hydrostatique. La solution près du bain en
z =  zcl est donc aisée et est donnée par les intégrations successives, sachant que h0(z) !  1. On a
donc  = z + zcl  h00(z)/h0(z)3, et donc z + zcl =  1/h0(z), c’est-à-dire :
h(z) =   ln

z + zcl
C

pour z !  zcl ; (5.24)
où C est une constante d’intégration. Cette constante est ensuite déterminée en faisant correspondre cette
solution avec la solution complète, donnée par (5.23), ainsi qu’avec la condition aux limites à la ligne de
contact, où l’angle doit correspondre à l’angle de contact . Pour un angle microscopique et un nombre
capillaire donné, il y a donc une solution unique caractérisée par zcl. Il n’y a pas de solution analytique
complète, mais on peut l’obtenir numériquement, ou son inverse, cCa (zcl), pour un angle microscopique
 donné.
Enĕn, nous pouvons relier ce résultats à l’angle apparent que fait le ménisque. En eﬀet, dans la théorie
classique, la solution externe (5.24) se prolonge jusqu’à la plaque et fait un angle d avec la plaque. La
solution externe correspondante doit alors vériĕer [206] :
zcl = 
p
2(1  sin d) ; (5.25)
où on rappelle que zcl est adimensionné par ` et où le signe dépend de la valeur de d. Si celui-ci est
supérieure à /2, alors zcl est sous le bain statique, et donc zcl < 0. Inversement, si d < /2, alors
zcl > 0. Cette relation est utilisée expérimentalement pour déterminer l’angle de contact apparent dans
cette géométrie puisque zcl est beaucoup plus facile à mesurer que la pente locale du proĕl, et cela donne
une déĕnition univoque de l’angle de contact apparent.
Dissipation rugueuse à la ligne de contact
Il existe de nombreux modèles moléculaires pour pouvoir expliquer la dissipation à l’approche de la ligne
de contact : le fait que l’interface est diﬀus, l’évaporation, la rugosité [207, 208]. . .. Un modèle est celui de
la théorie cinétique moléculaire, développée par Blake et Haynes en 1969 [209]. Ce modèle considère des
processus activés thermiquement qui permettent le déplacement de la ligne de contact le long d’un potentiel
constitué de barrières d’énergie successives d’amlpitude V . La longueur d’onde de ces puits de potentiel est
notée `j , et peut être due soit à la rugosité géométrique de l’interface, soit à des hétérogénéités chimiques
des énergies de surface. Elle peut donc aller d’une taille moléculaire à des échelles beaucoup plus grandes.
Si la ligne de contact est à l’équilibre, les molécules à la ligne de contact passent d’un puits à l’autre par des
sauts, grâce à l’énergie thermique kBT . La fréquence moyenne à laquelle les molécules passent d’un puits
à l’autre est donc pondérée par un facteur de Boltzmann. Si l’on note  le temps moyen équivalent et 0 un
temps microscopique typiquement, l’intervalle de temps entre deux collisions dans le liquide, alors on a :
1

=
2
0
exp

  V
kBT

: (5.26)
Lorsqu’une force F pousse la ligne de contact, la fréquence est plus grande d’un facteur sinh(F`2j/2kBT )
car la force fait se pencher le potentiel le long duquel les molécules bougent. Ce facteur vaut vers un lorsque
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la force s’annule.La vitesse de la ligne de contact est alors microscopiquement donnée par `j/ , et donc
d’après (5.12) [210] :
U =
2`j
0
exp

  V
kBT

sinh
"
`2j
2kBT
(cos    cos eq)
#
: (5.27)
À partir de cette relation, on peut ainsi déterminerD(U) dans l’équation (5.14), fonction de kBT , V , `j ,
0, U et . Ensuite, l’argument du sinus hyperbolique est en général très grand devant un, cela se simpliĕe
donc en :
U = U0 exp
"
F`2j
2kBT
#
; (5.28)
ce qui décrit une dépendance exponentielle entre la force et la vitesse de la ligne de contact. Le facteur
d’amplitudeU0 de la vitesse de la ligne de contact est une vitesse microscopique,U = `j/0, pondérée par
un facteur de Boltzmann. Cette vitesse U est probablement très grande devant la vitesse réelle de la ligne
de contact (nous avons le choix pour la vitesse intrinsèque entre /, de l’ordre de la dizaine de mètres par
seconde, et la célérité du son dans le liquide, deux ordres de grandeur au-dessus, donc dans les deux cas très
grande devant le millimètre par seconde), ce qui fait que le facteur V /kBT est très grand devant un dans
la plupart des cas, de sorte que exp[ V /kBT ] 1.
Il existe des tentatives d’explication des paramètres microscopiques V , `j et 0. On peut noter celle de
Pomeau en 2000 [211], pour qui le potentiel V est déterminé par un processus de transfert dans la phase
vapeur par évaporation, ce qui mène à un facteur de Botzmann de l’ordre de vap/liq  10 3, mais il est
diﬃcile à vériĕer expérimentalement indépendamment de `j/0. C’est plutôt la longueur microscopique
`j dans le facteur exponentiel qui détermine le comportement de l’angle de contact à faible vitesse. Elle a été
déterminée expérimentalement pour plusieurs systèmes. Tout d’abord dans le cas des basses températures,
Prevost et al. en 1999 [212] ont trouvé des dépendances exponentielles de la vitesse en fonction de la force
du type (5.28) pour des longueurs j de l’ordre de 10 nm, une dizaine de fois plus grandes que l’échelle mo-
léculaire. Cet ordre de grandeur a été conĕrmé par Petrov et al. en 2003 [213] pour des solvants organiques
sur des substrats de polymères Ęuorés amorphes jusqu’à des nombres capillaires de 10 4.
F 5.5 Vitesse de la ligne de contact en
fonction de la force, une autre manière de repré-
senter la Figure 5.3, car la force est en cos   
cos eq [équation (5.12)], mais pour les très faibles
vitesses. Cette ĕgure est issue de [212]. Elle
montre la vitesse d’un front d’hélium liquide sur
du césium. La vitesse est bien exponentielle, et la
pente de chaque série de points à des tempéra-
tures diﬀérentes est bien en 1/T , ce qui conĕrme
l’activation thermique (5.28) pour ce système.
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Au ĕnal, il n’existe pas encore de nos jours de modèle qui permette de relier les paramètres micro-
scopiques qui apparaissent dans les diﬀérents modèles à des données expérimentales comme la densité ou
l’amplitude des défauts chimiques. L’hystérésis ne peut donc pas encore être expliquée en ces termes et ne
peut pas en pratique être déduit des caractéristiques microscopiques d’un matériau.
5.1.3 Les transitions dynamiques de mouillage et de démouillage
Ce sujet est d’une importance cruciale pour beaucoup d’applications technologiques : que se passe-t-il
lorsque l’on tire rapidement les solides sous les liquides ? Lorsque la vitesse augmente, la dissipation aug-
mente car l’angle du coin de liquide diminue. La force que peut supporter un coin de liquide [voir Fi-
gure 5.6(a)] est au plus (1   cos eq), pour laquelle l’angle de contact du coin est  = 0, et la dissipation
visqueuse dans le coin maximale. On attend donc une transition de mouillage lorsque la vitesse est su-
périeure à cette vitesse critique, et pour un angle dynamique nul, correspondant à la dissipation dans un
coin d’angle nul. Cette transition est appelée transition de mouillage dynamique. Au-delà de la transition
de mouillage, la ligne de contact se « détache » du bain auquel elle était rattachée, et un ĕlm de liquide est
entraîné par le solide [214]. C’est ainsi que l’on réalise le dépôt d’une couche de liquide sur un solide en
sortant le solide d’un bain du liquide (dip-coating) à une vitesse supérieure à la vitesse critique. Ce phé-
nomène a été décrit théoriquement par Landau et Levich en 1940 [173] et expérimentalement par Morey
en 1940 [215] et Goucher et Ward avant lui sur des ĕbres en 1922 [216]. La transition toutefois a été mal
décrite jusqu’à ce que des théories hydrodynamiques complètes permettent de rendre compte des expé-
riences récentes [200, 201, 203], qui montrent que l’angle de contact dynamique n’est pas tout à fait nul à la
transition. En eﬀet, seule une théorie hydrodynamique multi-échelle récente, développée récemment par
Eggers [199] et Snoeijer et al. [202], a permis de décrire complètement la transition.
F 5.6 (a) Transition de mouillage dynamique. Lorsque l’angle baisse, la force maximale est at-
teinte pour  = 0 pour laquelle la dissipation dans le coin est maximale. (b) Transition de démouillage
dynamique. Lorsque l’angle tend vers  et au contraire, la dissipation ne diverge pas. Rien ne retient alors
le mouvement de la ligne de contact, il ne devrait donc pas exister de transition de démouillage.
Ensuite, les transitions de démouillage dynamique ont été jusqu’ici assez peu étudiées. Il s’agit cette
fois de la transition inverse, où un ĕlm de la phase vapeur est entraîné sous le liquide au-delà de la vitesse
critique. Contrairement à la transition de mouillage dynamique, celle ci devrait intervenir lorsque l’angle
dynamique tend vers . Or pour cet angle, la singularité de la dissipation dans le coin de liquide disparait
[voir Figure 5.6(b)]. Le cadre hydrodynamique utilisé pour décrire la transition de mouillage dynamique
ne prévoit donc pas de transition de démouillage. Finalement, la transition de démouillage a été beaucoup
moins étudiée expérimentalement car elle est d’une part diﬃcile à obtenir (pour des vitesses de transitions
beaucoup plus grandes), et d’autre part car son comportement théorique n’est jusqu’ici pas encore très bien
compris. Or, cette transition est d’une grande importance dans de nombreuses applications technologiques :
pour pouvoir améliorer l’eﬃcacité des trempages, il faut que le solide rentre à un moment donné lui aussi
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à grande vitesse dans le bain de liquide. Mais au-dessus de la vitesse critique d’entraînement d’un ĕlm
d’air, des bulles de gaz sont entraînées à la surface du solide, ce qui réduit dramatiquement la qualité du
dépôt d’une couche mince de liquide. Nous allons donc étudier ici comment décrire cette transition de
démouillage dynamique. Nous verrons en particulier que d’autres phénomènes de conĕnement, dus à une
dissipation dans la phase gazeuse qui est entraînée, interviennent.
Enjeux
L’impact d’objets sur des interfaces liquides permet d’entraîner de petites bulles d’air dans le liquide. C’est
le cas par exemple lorsque des gouttes tombent dans l’océan [217], ou lorsqu’un liquide est versé dans
un réservoir à une vitesse suﬃsamment grande [218, 219]. L’entraînement d’air est en général un facteur
limitant dans des applications industrielles comme pour les techniques de revêtement ou de gravure pour
la microfabrication en phase liquide [220, 221]. Les cas d’entraînement de l’air lorsque des jets de liquides
impactent un réservoir dumême liquide [222, 223, 218, 219] est assez bien compris : le jet déforme l’interface
et forme une pointe étroite, qui se déstabilise au delà d’une vitesse critiqueUe et forme alors des bulles d’air
qui sont entraînées dans le réservoir [224]. Le seuil d’entraînement est principalement déterminé par les
propriétés du liquide comme pour la transition de mouillage : Ue  /`, et provient de la même façon
de l’équilibre entre la viscosité du liquide ` et sa tension de surface . Changer les propriétés du gaz n’a
qu’une faible inĘuence sur ce mécanisme [218, 219].
Une vision diﬀérente est toutefois récemment apparue dans le contexte de gouttes percutant un sub-
strat solide, pour lequel la présence de l’air possède une importance considérable [225, 226, 227]. Il a été
montré que les projections induites par l’impact peuvent être conséquemment réduites lorsque la pression
de l’air est baissée d’un facteur trois par rapport à la pression atmosphérique. Cela a provoqué un grand
enthousiasme en particulier car baisser la pression d’un gaz ne change pas sa viscosité g [228, 229, 230] :
la pression n’intervient que dans la densité du gaz ainsi que la vitesse de propagation des ondes sonores et
le libre parcours moyen. Un paradoxe similaire est rencontré lorsque l’entraînement d’air est provoqué par
l’avancée rapide des lignes de contact, situation dans laquelle le liquide avance sur une surface solide plate
que le liquide mouille partiellement [231, 232, 220, 233, 234, 235]. Encore une fois, il a été montré que bais-
ser la pression du gaz change signiĕcativement le seuil d’entraînement d’air[235, 236]. Ces points de vue
expérimentaux contredisent le point de vue classique pour lequel, pour une mouillabilité donnée, la vitesse
de la ligne de contact est gouvernée par les propriétés du liquide et est de l’ordre de /` [186, 231, 73], la
phase gazeuse n’ayant qu’une très faible inĘuence.
Dans ce chapitre, nous souhaitons mettre en évidence le rôle de l’air dans la transition de mouillage
de la ligne de contact en avancée. Le système que nous étudions est alors le système modèle suivant : une
plaque partiellement mouillante est plongée dans un bain de liquide visqueux à une vitesse donnée, voir la
Figure 5.8.
5.1.4 De lʼutilisation des huiles silicones
Pour étudier la dissipation, nous devons utiliser des liquides non-volatils et de viscosité contrôlée. De plus,
il est souvent nécessaire de faire varier cette viscosité, et de garder les autres paramètres constants, tels que la
tension de surface ou la densité. Quelques liquides regroupent ces propriétés, et sont largement utilisés dans
la littérature pour cela, ce sont les alcanes ou les huiles silicones. En eﬀet, la viscosité de ces liquides change
en faisant varier le poids moléculaire des chaînes, c’est-à-dire leur longueur. Les huiles silicones sont par
exemple des chaînes non réticulées de PDMS, dont nous avons déjà vu la formule à la Figure 4.9. De plus,
les autres propriétés importantes de ces liquides, la densité et la tension de surface, sont approximativement
constantes lorsque le poidsmoléculaire varie, car les propriétés desmolécules dépendent peu de la longueur
de la chaîne. De plus, ces huiles sont non-volatiles du fait de leur très grande masse moléculaire, et très peu
sensibles aux contaminations, car elles ne sont pas polaires, et inertes chimiquement avec la plupart des
produits, ce qui en fait un produit peu dangereux. Des risques d’irritations sont les seuls désagréments,
avec le fait que cela se nettoie trèsmal. . .
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La viscosité des polymères non réticulés est en racine carrée de à leur masse moléculaire à partir de
2;5 103 gmol−1. Notamment, une huile silicone de viscosité 20mPa s correspond à des chaînes de PDMS
d’environ 3 103 gmol−1, et une huile de viscosité 5 Pa s à environ 60 103 gmol−1. Enĕn, les longueurs
de chaînes sont relativement monodisperses. Leur densité varie très peu dans toute cette gamme, de l’ordre
de d = 0;96 à 25 C. Enĕn, leur tension de surface est de l’ordre de  = 21mNm−1. Évidemment, ces
propriétés dépendent beaucoup de la température, notamment la viscosité, qui varie de l’ordre de 1% par
degré.
Ensuite, pour étudier le mouvement d’une ligne de contact, il faut choisir le bon substrat. De plus,
pour éviter une complexité supplémentaire, il est nécessaire de réduire l’hystérésis. Le substrat doit donc
être le moins rugueux possible, et posséder une tension de surface homogène. Pour supprimer la rugosité,
le choix s’oriente vers des solides cristallins, coupés selon un plan atomique. Certains utilisent le mica,
d’autre le silicium. Le silicium a l’avantage d’être disponible pour de grandes surfaces, sur une échelle de
l’ordre de 10 cm, alors que le mica est souvent plus petit. Or les cristaux possèdent en général une grande
cohésion, et donc la plupart des liquides sont enmouillage total sur ces solides. Il est donc souvent nécessaire
d’ajouter un traitement chimique hydrophobe sur la surface du solide pour abaisser sa tension de surface.
Il s’agit généralement de les recouvrir d’un tapis moléculaire de fonctions hydrogénées (méthyles CH3) ou
Ęuorées (CF3), comme le téĘon. Il existe donc diﬀérents traitements en fonction du solide. Pour du verre
par exemple, le traitement classique est la silanisation, où l’on greﬀe de l’octadécyltrichlorosilane (OTS,
Cl3Si(CH2)17CF3) sur la surface. Pour le silicium ou le mica, on dépose des polymères Ęuorés, tels que le
FC725 fourni par G ou le AF1600 par D. Les polymères Ęuorés sont déposés par trempage (dip-
coating) du solide dans une solution de ces polymères dans un solvant, et lorsque le solide est retiré du bain
à vitesse constante, le solvant s’évapore, et il reste une couche d’épaisseur constante de ces polymères, qu’il
peut être nécessaire de recuire, pour obtenir au ĕnal un substrat homogène.
Dans les expériences décrites dans la suite, nous avons utilisé des tranches de silicium poli, appelées
wafer . Lorsque ces tranches sont taillées dans l’orientation des plans cristallins du silicium puis polies,
les wafer possèdent des surfaces quasiment planes à l’échelle atomique, et il reste au plus une centaine de
marches atomiques sur toute la surface de la tranche, de l’ordre de 10 cm. Ensuite, nous eﬀectuons sur le
wafer un dépôt par dip coating dans le FC725. La solution dans laquelle est trempé le wafer est une solution
à 6% de FC725 dans l’acétate d’éthyle. Elle est déposée sur la wafer en le retirant verticalement d’un bain
de cette solution à faible vitesse (0;5mm s−1). Lorsque le solvant s’évapore, il reste une couche de faible
épaisseur des polymères Ęuorés. Un rapide coup d’œil au dépôt montre une couleur uniforme sur tout le
wafer , virant sur le bleu.On crée ainsi une couche d’épaisseur submicronique relativement constante d’après
les interférences optiques homogènes produites dans la couche. Il est crucial que le dépôt se fasse à vitesse
constante sans vibrations pour qu’il soit uniforme, sans quoi nous voyons des lignes ou des zones de couleurs
diﬀérentes sur le wafer . Au ĕnal, nous eﬀectuons ce dépôt pour permettre aux huiles d’être en mouillage
partiel sur le silicium, sans quoi elles seraient en mouillage total. De plus, ce dépôt permet d’atteindre une
hystérésis relativement faible, de l’ordre de quelques degrés. Ainsi, l’angle de contact obtenu des huiles sur
ce substrat est d’environ  = 50 °, comme nous le vériĕerons plus bas.
Caractérisation de la surface
Nous souhaitons tout d’abord caractériser le revêtement au FC. En eﬀet, ce type de revêtement vieillit, et
nous souhaitons le quantiĕer unminimum d’un point de vuemicroscopique. Pour cela, nous avons recours
à une visualisation de la surface par AFM, c’est-à-dire grâce à un microscope à force atomique. C’est une
sonde qui sert à visualiser la topographie d’une surface à l’échelle atomique.
Nous utilisons une pointe (un cantilever) dite de tapping excitée à une fréquence proche de sa fréquence
de résonance. Dans notre cas, la fréquence d’excitation est très légèrement supérieure à la fréquence de
résonance, de l’ordre de 300 kHz, pour une raideur de 40Nm−1. Lorsque la pointe, d’une taille de quelques
atomes, s’approche de la surface, sa fréquence de résonance est modiĕée par la présence du substrat, et
permet ainsi de visualiser la présence d’atomes. Lors de cette expérience, nous travaillons avec une très faible
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réduction d’amplitude, pour pouvoir détecter la présence de phases liquides à la surface sans les perturber,
lorsque le solide a déjà été trempé dans les huiles par exemple. Le balayage est eﬀectué perpendiculairement
à l’axe du cantilever (de la pointe), et la fréquence de balayage est égale à 1Hz. L’amplitude de la résonance
de la pointe est mesurée grâce à un laser qui est réĘéchi par le cantilever sur une photodiode à quadrant,
ce qui permet d’enregistrer les diﬀérences d’amplitude de la lumière réĘéchie précisément, et dont le signal
est de l’ordre du Volt lorsque le cantilever est loin du contact dans l’air. La correspondance entre la tension
et l’amplitude en nanomètres est d’environ 25 nmV−1.
Ainsi, nous pouvons comparer deuxwafer de silicium revêtus de FC725, l’un venant d’être préparé, pré-
senté sur la Figure 5.7(a), et l’autre ayant passé une heure dans un bain d’huile Figure 5.7(b). On constate
plusieurs choses. D’une part, le revêtement est homogène et plat à l’échelle atomique, c’est-à-dire au na-
nomètre près. D’autre part, lorsqu’il est en présence d’huile, des nanogouttes d’huile restent présentes sur
le substrat. Certaines de ces gouttes sont mobiles, et déplacées par la pointe AFM, tandis que d’autres sont
bien ancrées, et l’image reste constante après plusieurs balayages successifs. Ces nanogouttes sont des crêpes,
puisqu’elles font une épaisseur de la dizaine de nanomètres, sur 100 nmde large. Le fait que des nanogouttes
d’huile restent ancrées sur le substrat est ce qui explique qu’il est commun en électromouillage de préparer
des substrats de silicium, d’utiliser leAF1600 comme isolant, puis de laisser le substrat s’imprégner dans des
huiles silicones quelques heures pour ensuite utiliser ce substrat avec de l’eau, et obtenir une hystérésis très
faible, de l’ordre de 1 ° [103]. Enĕn, qualitativement, lorsque le substrat reste plongé plus longtemps dans
le bain, les gouttes ont tendance à s’élargir, ce qui indique bien un vieillissement du substrat. Dans la suite,
lorsque de tels substrats sont préparés, ils sont toujours relativement neufs, et on ne les laisse pas séjourner
dans l’huile.
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F 5.7 En haut, images en niveau de gris des topographies AFM des substrats de silicium avec un
revêtement de FC725. En bas, proĕl d’une coupe transversale des images. (a) Le revêtement est fait dans
l’heure précédent l’AFM. On observe qu’il est plat à l’échelle du nanomètre. Les stries sont des artefacts
de la mesure et dépendent de la vitesse de balayage. (b) Le substrat a été plongé dans l’huile silicone.
On observe des gouttes d’huile, qui peuvent se déplacer ou rester ancrées, d’une hauteur de 10 nm, et de
largeur 100 nm. Ces gouttes ont tendance à s’élargir lorsque le wafer a passé plus de temps dans l’huile.
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5.2 Avancée de la ligne de contact
À la ligne de contact, au niveau du front de liquide, l’air est conĕné dans un coin et peut être entraîné
par le liquide. Cox [186] a prédit une dépendance logarithmique en g/`. Or cette dépendance n’a pas
été observée dans des expériences classiques d’entraînement [231, 232, 220, 233, 234, 235]. Il faut noter
toutefois que ces expériences possède une complexité phénoménologique puisqu’on observe des lignes de
contact déstabilisées en formes de dents de scies qui émettent de petites bulles aux bouts des pointes.
Pour étudier l’entraînement d’air, nous devons monter un dispositif qui permette à la fois de visua-
liser le ĕlm dans le bain de liquide, mais aussi d’aller suﬃsamment vite pour pouvoir dépasser le seuil
d’entraînement. En eﬀet, si l’on suppose que la situation de l’entraînement d’air est la symétrique de la
transition demouillage, et est alors déterminée par les propriétés du liquide, on attend une vitesse de l’ordre
de /`, ce qui nous donne typiquement de 0;1 à 1 cm s−1.
F 5.8 Transition de démouillage lorsque la ligne de contact Air avance par rapport au solide, au-
trement dit lorsqu’un solide est entraîné vers un liquide visqueux. (a) la ligne de contact est statique en
dessous de la vitesse critique Ue. (b) Le seuil d’entraînement est dépassé, et un ĕlm d’air d’épaisseur h est
entraîné dans le liquide.
5.2.1 Dispositif
Choix du couple liquide/solide
Tout d’abord, nous souhaitons pouvoir faire varier la viscosité du liquide sur plusieurs décade pour pouvoir
vériĕer des lois d’échelles. Pour pouvoir faire cela, le choix s’oriente comme nous l’avons vu précédemment
vers les huiles silicones.D’autre part, en plongeant un solide dans un liquide très visqueux à vitesse contrôlée,
nous évitons des complexités dues à la formation de jets ou d’interfaces pointues [220, 233, 231, 234, 235,
237, 238]. Cela permet en outre d’éliminer les eﬀets inertiels car le nombre de Reynolds est au plus de un
pour un objet d’une épaisseur de 1 cm (la plaque qui rentre dans le bain) se déplaçant à 10 cm s−1 dans un
liquide de densité un et de viscosité au minimum 100 fois plus grande que celle de l’eau, ce qui correspond
aux pires paramètres que nous avons aﬀronté.
Nous avons utilisé les huilesRhodorsil 47V fournies par B S, et possédant des viscosités
` = 0;02 ; 0;10 ; 0;5 ; 1;0 et 5 Pa s. La viscosité de ces huiles est en racine carrée de à leur masse molécu-
laire à partir de 2;5 103 gmol−1. Notamment, l’huile de viscosité 20mPa s correspond à des chaînes de
PDMSd’environ 3 103 gmol−1, et l’huile de viscosité 5 Pa s à environ 60 103 gmol−1, et les longueurs de
chaînes sont relativement monodisperses. Leur densité varie très peu dans toute cette gamme, de d = 0;950
à d = 0;970 à 25 C. Enĕn, leur tension de surface a été mesurée de  = 20;6mNm−1 à 21;1mNm−1 pour
toute la gamme de viscosités.
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Le solide est un wafer de silicium, traité au FC725 comme nous l’avons fait à la sous-section 5.1.4. Nous
obtenons ainsi une hystérésis relativement faible, de l’ordre de quelques degrés autour d’un angle de contact
de l’ordre de  = 50 °.
Platine de déplacement
Le dispositif de déplacement du wafer est une platine de déplacement en translation. Un moteurMAC34-2
commercialisé par M I est adapté sur une vis sans ĕn de pas 1 cm à laquelle une platine est
accrochée. Nous avons construit ensuite une plaque de « plongée », sur laquelle les wafer viennent se ĕxer
(voir Figure 5.9). Cette plaque est biseautée sur le bas pour que la rentrée dans le bain à haute vitesse se
fasse le plus doucement possible. Elle est lourdement ĕxée sur la platine de translation pour éviter que des
vibrations d’un bras entre cette plaque et la platine viennent se superposer aux vibrations de la vis et du
moteur déjà présentes. Le moteur développe une puissance de 1000W sous 160V continu, ce qui permet
d’atteindre des vitesses de rotation de 4500 tourmin−1 avec un couple d’environ 10Nm. Il est nécessaire
d’y adjoindre un ballast (une résistance) qui permet de dissiper l’énergie de freinage, au risque de griller
les circuits d’alimentation du moteur (ce qui est arrivé à deux reprises. . .). Au ĕnal, nous pouvons atteindre
des vitesses de 75 cm s−1 aisément, tout en ayant des distances d’accélération et de freinage de l’ordre du
centimètre à ces vitesses maximales. La boucle de rétroaction s’eﬀectue sur la vitesse, et elles sont contrôlées
grâce à un codeur optique sur l’axe moteur. Enĕn, la course de la platine de translation est de un mètre, ce
qui permet aisément à un wafer de 10 cm de hauteur d’accélérer pour atteindre la vitesse voulue, puis de
plonger dans un bain de liquide et de s’arrêter.
F 5.9 Dispositif expérimental pour l’étude de l’entraînement d’air.
Dispositif dʼimagerie
Pour observer un ĕlm éventuel d’air entraîné entre le wafer et l’huile, nous utilisons d’une part un réservoir
en plastique transparent (en acrylique, inerte avec le PDMS) de surface 132165mm, beaucoup plus grand
que la longueur capillaire de l’huile qui est de ` =
p
/g  1;5mm, et de hauteur 128mm.
Ensuite, l’imagerie est réalisée grâce à une caméra rapide Photron SA3 120K. Cette caméra permet
d’enregistrer jusqu’à 2000 images par seconde sur une résolution de 1024  1024 pixels. Elle possède un
capteur assez sensible, car ses pixels font 17 µm et il convertit le signal sur 12 bit.
Enĕn, nous éclairons le dispositif par l’arrière de la caméra. En eﬀet, le wafer réĘéchit légèrement la
lumière, nous utilisons donc le fait qu’un ĕlm d’air au contraire la réĘéchit beaucoup plus. Nous orientons
ainsi la caméra vers la réĘexion par le wafer d’une source lumineuse diﬀuse et puissante de 400W (source
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Dedolight DLH400D). La caméra n’est donc pas exactement dans la direction de la normale au wafer , sinon
elle se verrait elle-même par réĘexion, et lewafer ainsi que l’éventuel ĕlm d’air seraient noirs. Enĕn, sur cer-
taines expériences, nous disposons un ĕl tendu à 45 ° devant la caméra de sorte que l’on voit sa réĘexion sur
le ĕlm d’air. Nous pouvons ainsi repérer les endroits où le ĕlm d’air n’est pas plat et présente des bourrelets
ou d’éventuelles ondes car la réĘexion du ĕl n’est alors pas une droite [voir Figure 5.10(a)].
5.2.2 Seuil dʼentraînement
Phénoménologie
Nous plongeons le wafer dans le réservoir d’huile, de viscosité donnée, pour diﬀérentes vitessesUp. À faible
vitesse, nous observons que la ligne de contact se stabilise : le ménisque de liquide est stationnaire. La ligne
de contact est emmenée de plus en plus loin à mesure que la vitesse de la plaque est plus grande, mais
atteint toujours une position stationnaire. Lorsque la vitesse est suﬃsante, au-delà d’une vitesse critique,
nous observons toutefois la formation d’un ĕlm d’air qui est entraîné par la plaque : la ligne de contact est
constamment en train de descendre dans le bain d’huile. Nous observons que ce ĕlm se déstabilise en bulles
d’air lorsque la plaque s’arrête oumême avant lorsque la viscosité de l’huile est plus grande. La dynamique de
déstabilisation dépend beaucoupde la viscosité commenous pouvons l’observer en comparaison des images
(a) et (b) sur la Figure 5.10. Pour les huiles les plus visqueuses, le ĕlm est donc très peu stable. De plus, à
l’avant du ĕlm, la ligne de contact développe une structure de bourrelet typique d’un ĕlm de démouillage
[239, 240, 241]. La particularité de cette situation est que dans ce cas c’est l’air qui est démouillé, et non
pas le liquide, autrement dit, le liquide remouille la plaque en rejetant le ĕlm d’air dans un bourrelet. Nous
pouvons observer très clairement ce bourrelet sur la Figure 5.10(a) pour ` = 0;1 Pa s. Il est de la même
façon présent pour ` = 0;5 Pa s, mais pas pour les viscosités plus hautes. En eﬀet, le ĕlm n’est pas stable
car l’huile mouille le wafer . De la même façon, nous observons la formation de trous de remouillage au
milieu du ĕlm d’air comme nous pouvons les observer sur cette même image de la Figure 5.10(a). Ces trous
de remouillage s’élargissent rapidement à une vitesse comparable à celle de la ligne de contact, et détruisent
le ĕlm d’air progressivement. À la ĕn, seules restent des bulles d’air emprisonnées dans le bain d’huile sur
le wafer . Et, lorsque la viscosité de l’huile est plus grande, cette déstabilisation se produit très tôt. Alors
dans ce cas, aucune ligne de contact n’est bien déĕnie car l’avant du ĕlm est constitué d’une structure très
irrégulière comme on peut l’observer sur la Figure 5.10(b) pour ` = 5 Pa s.
Mesure de la vitesse de la ligne de contact
Nous souhaitons ensuite quantiĕer plus précisément la vitesse d’entraînement d’air Ue pour les liquides de
diﬀérentes viscosités. Malgré la formation de trous de remouillage, la vitesse de la ligne de contact à l’avant
du ĕlm est bien déĕnie lorsque la viscosité n’est pas trop grande. Nous pouvons alors extraire à partir d’une
séquence temporelle d’images la vitesse de cette ligne de contact. Puisque nous cherchons à mesurer des
vitesses verticales, nous formons un diagramme spatio-temporel d’une colonne verticale de cette séquence.
Un exemple d’un tel diagramme est présenté sur la Figure 5.11. Le temps est sur l’axe horizontal, et l’axe
vertical représente donc une coupe verticale de l’image. Nous choisissons cette coupe de sorte que la ligne
de contact qui la traverse ne soit déstabilisée par la formation des trous que tardivement, ce qui permet de
la suivre le plus longtemps possible. Les zones blanches sur cette image correspondent à l’existence du ĕlm
d’air alors que les zones grises correspondent à la vision directe du wafer . Nous observons alors que le ĕlm
avance à vitesse constante, et que celui-ci se fait rattraper par les bulles qui se sont formées spontanément
au dessus de la ligne de contact. Nous pouvons alors mesurer la pente du bord de la zone la plus basse,
correspondant donc à la vitesse de la ligne de contact Uc dans le référentiel du laboratoire.
La mesure de cette pente est réalisée grâce à la corrélation des colonnes successives. Si l’on note S(i; j)
lamatrice du diagramme spatio-temporel, i correspond donc à des pixels de temps et j à des pixels d’espace,
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F 5.10 Images expérimentales du ĕlm d’air entraîné par un wafer de silicium traité dans un bain
d’huile silicone de viscosité ` variable. (a) Pour ` = 0;1 Pa s, un ĕlm d’air étendu est entraîné derrière
la ligne de contact qui descend à mesure que la plaque descend dans le bain. Le ĕlm se déstabilise par
formation de trous de remouillage. La ligne noire diagonale est la réĘexion d’un ĕl tendu devant la plaque,
et permet de visualiser l’allure du proĕl de hauteur du ĕlm. (b) Pour des huiles plus visqueuses, ici ` =
5 Pa s, le ĕlm entraîné est rapidement déstabilisé et forme de petites bulles (les points noirs sur l’image
sous le ĕlm).
600
500
400
300
200
100
0
350300250200150100500
F 5.11 Diagramme spatio-temporel d’une coupe verticale d’une séquence de plongée dans un bain
de viscosité ` = 0;5 Pa s. Les colonnes représentent donc une colonne verticale ĕxe de la séquence, et en
horizontal, chaque image de la séquence déĕle, ici à 2000 image s−1, soitti = 0;5ms. Le bord du wafer
est détecté en bleu, et on aperçoit à la ĕn de la séquence le freinage du wafer qui commence. On aperçoit
le ĕlm d’air par les zones plus claires, et de nombreux trous de remouillage commencent à apparaître à
la ĕn de la séquence. On aperçoit aussi la réĘexion du ĕl qui oscille, même lorsqu’il n’y a pas de ĕlm car
la plaque oscille beaucoup lors du freinage. En rouge, la ligne de contact est détectée, la zone autour de
la réĘexion du ĕl est supprimée car elle pose problème à la détection. La vitesse de ces deux lignes est
représentée sur la Figure 5.12.
alors on construit la quantité suivante, autour de la ligne de contact repérée en (i0; j0) :
P (v) =
1
2(2Jm + 1)
X
 Jmj+Jm
[S(i0 + 1; j0 + v + j)  S(i0; j0 + j)]2
+ [S(i0   1; j0   v + j)  S(i0; j0 + j)]2 : (5.29)
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Cette quantité toujours positive représente en quelque sorte une probabilité de trouver la même colonne
i0 décalée de  v pixels sur la colonne d’avant i0   1 et de v pixels sur la colonne d’après i0 + 1. Cette
probabilité est mesurée sur une fenêtre de Jm pixels de part et d’autre de la ligne de contact, et lorsque le
motif est exactement identique de part et d’autre de la colonne d’intérêt pour v pixels de décalage,P (v) = 0.
Autrement dit, P (v) est minimal pour la vitesse v la plus probable. On peut ainsi repérer par un ajustement
du second ordre proche duminimum la vitesse la plus probable à une précision inférieure au pixel par pixel.
Sur la Figure 5.12(a) est représentée la mesure d’un tel minimum en un point donné de la ligne de contact,
et sur la Figure 5.12(b) l’évolution de cette vitesse en suivant la ligne de contact. C’est la moyenne de cette
valeur le long de la ligne de contact qui est retenue pour la mesure de la vitesse. La ligne de contact est
quant à elle repérée grâce à un algorithme de détection de ligne dont nous nous sommes déjà servis dans
les chapitres précédents, et qui est présenté à l’annexe C.
Nous mesurons ainsi la vitesse de la ligne de contact dans le repère du laboratoire. Nous réalisons la
même mesure pour la vitesse du bas du wafer dans ce même repère, ce qui permet d’avoir la vitesse de la
plaque et nous pouvons alors en déduire la diﬀérence entre ces deux vitesses, qui constitue la vitesse de la
ligne de contact par rapport au solide. C’est notamment pourquoi nous avons besoin d’une bonne précision
sur la mesure de cette vitesse car la diﬀérence entre les deux est de l’ordre de 20 à 50% des vitesses brutes.
D’autre part, la vitesse de la ligne de contact est mesurée sur moins de 200 images successives pour une
fréquence d’acquisition maximale de 2000 images par seconde, on ne peut donc pas gagner en précision
en augmentant l’intervalle de mesure. On ne peut pas non plus augmenter la résolution spatiale car nous
avons besoin d’observer toute l’image du wafer pour à la fois vériĕer visuellement la dynamique globale de
formation du ĕlm, mais aussi pour pouvoir sélectionner la zone où la ligne de contact est la mieux déĕnie.
Enĕn, la calibration du grossissement de la caméra est aisée car le champ de la caméra est légèrement
plus grand qu’un wafer entier, et que ces wafer sont circulaires de diamètre 10;00 0;03 cm. On obtient des
échelles de l’ordre de 100 µmpix−1.
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F 5.12 Mesure de la vitesse de la ligne de contact et du wafer . (a) Calcul de la corrélation P (v)
(5.29) entre trois images successives de la séquence pour un point sur la ligne de contact [en vert sur (b)].
vi représente donc le décalage vertical en pixels entre deux images successives. Un ajustement par une
parabole proche du minimum donne la vitesse la plus probable, ici v = 1;95 pix image−1. Le minimum
est presque à zéro, ce qui indique que la corrélation est ĕable. (b) Vitesse le long des lignes détectées sur
la Figure 5.11. On retient la moyenne de ces vitesses, avant que le wafer freine. On trouve ici la vitesse
de la plaque en bleu Up = 2;19 pix image−1 et Uc = 1;89 pix image−1, soit Up = 44;7 cm s−1 et Uc =
38;6 pix image−1.
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Seuil dʼentraînement
Finalement, nous pouvons tracer la vitesse d’entraînement de la ligne de contact en fonction de la vitesse
du solide. La Figure 5.13 présente les mesures de vitesses de ligne de contact pour l’huile de viscosité ` =
0;1 Pa s. Nous observons que la ligne de contact avance à une vitesse constante par rapport à la plaque quelle
que soit la vitesse de la plaque, ce qui correspond donc à la vitesse d’entraînement Ue  Up   Ucl. Cette
vitesse semble donc être une propriété intrinsèque de la ligne de contact mobile en avancée.
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F 5.13 Vitesse de la ligne de contact Uc (triangles noirs) en fonction de la vitesse de la plaque Up
pour ` = 0;1 Pa s. La vitesse relativeUp Uc (cercles blancs) est indépendante de la vitesse de la plaque,
et détermine ainsi la vitesse d’entraînement Ue de l’air par rapport à la plaque.
La vitesse d’entraînement étant constante, nous pouvons ensuite tracer cette vitesse en fonction de la
viscosité du liquide, ce qui est présenté sur la Figure 5.14. Mais, nous trouvons une vitesse critique Ue de
la plaque, à partir de laquelle l’entraînement est observé, beaucoup plus faible que la vitesse attendue en
 1/`. Cette diﬀérence est attribuée à la dissipation dans le ĕlm d’air. C’est ce qui explique la diﬀérence
frappante entre la transition de mouillage et de démouillage : un même liquide peut avancer sans entraîner
de ĕlm d’air jusqu’à mille fois plus vite sur un solide qu’il ne peut reculer sans entraîner de ĕlm de liquide.
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F 5.14 Vitesse d’entraînement Ue en fonction de la viscosité ` du liquide. Les cercles noirs sont
déterminés par la mesure de la vitesse du front d’air comme sur la Figure 5.13, et les triangles blancs
représentent la vitesse de remouillage des trous de remouillage, tels que présentés sur la Figure 5.15. Le
front d’avancée est visuellement très mal déĕni comme sur l’image de la Figure 5.10(b) pour des viscosités
à partir de ` = 0;5 Pa s, on retient donc comme vitesse d’entraînement la vitesse des trous de remouillage,
qui est identique.
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5.2.3 Trous de remouillage
Lorsque la viscosité du liquide augmente, nous avons vu que la structure du ĕlm est très instable et que la
ligne de contact n’est plus bien déĕnie. Pour contourner ce problème, nous pouvons utiliser les trous de
remouillage qui surviennent lorsque le liquide rétablit le contact avec le solide alors qu’il existe encore un
ĕlm d’air entre les deux. Ces trous, nous l’avons vu, sont analogues aux trous de démouillage d’un ĕlm
de liquide, posé sur un solide et qui se déstabilise : ils se forment, s’élargissent au cours du temps, et au
ĕnal se reconstituent en gouttes (c’est-à-dire ici en bulles). Les trous de remouillage sont l’inverse des trous
de démouillage où les rôles de l’air et du liquide sont inversés. Nous pouvons observer cette analogie sur la
Figure 5.8 quimontre une vue détaillée de ces trous et le proĕl des ĕlms correspondants. Les deux principales
diﬀérences entre ces deux situations sont les suivantes. D’une part, l’angle de contact est inversé, car le
liquide possède toujours dans notre cas un angle de contact inférieur à 90 ° avec le solide. Les bourrelets
d’air surplombent donc le solide dans le cas des trous de remouillage. D’autre part, la dynamique des deux
situations est radicalement diﬀérente. En eﬀet, la vitesse de remouillage est de l’ordre de mille fois plus
grande que celle de démouillage pour les viscosités les plus grandes que nous avons utilisées.
F 5.15 Les trous de remouillage sont les symétriques des trous de démouillage. (a,b) Remouillage :
Lorsque l’huile rétablit le contact avec le solide, on observe une zone circulaire qui s’étend progressive-
ment. Le bourrelet d’air nettement visible sur l’image collecte l’air rejeté. La vitesse d’avancée de la ligne
de contact est de l’ordre de 1 à 10 cm s−1 pour les huiles utilisées ici. (c,d) Démouillage : un ĕlm d’huile
silicone peu épais démouille le solide et forme un trou circulaire. Pour le même liquide que dans (a), la
vitesse de démouillage est considérablement plus petite de plusieurs ordres de grandeur (de 40 µm s−1 à
1 cm s−1).
Nous pouvons alors utiliser la vitesse de croissance de ces trous de remouillage pour obtenir unemesure
indépendante de la vitesse d’entraînement. Nous mesurons alors la moyenne entre la vitesse horizontale et
la vitesse verticale du trou dans le référentiel où le centre du trou est ĕxe. Cette mesure indépendante de la
vitesse Ue est représentée par les triangles sur la Figure 5.14 en fonction de la viscosité. Pour les faibles vis-
cosités la mesure est cohérente avec la mesure de la vitesse de la ligne de contact (les ronds noirs), mais pour
de plus grandes viscosités la mesure diﬀère. Puisque la mesure du front est plus diﬃcile, nous considérons
que la mesure de la vitesse de remouillage des trous est plus ĕable pour ces grandes viscosités.
Hauteur du ﬁlm dʼair
Ensuite, nous pouvons mesurer la hauteur moyenne du ĕlm d’air en eﬀectuant un comptage de la surface
des bulles à la ĕn de la plongée lorsque la plaque est immobile. En eﬀet, si l’on suppose que le volume de
l’air entraîné est en grande partie récupéré par les bulles, et que seule une faible partie a été chassée par
le haut, ce qui semble être raisonnablement le cas lorsque l’on observe les séquences, alors le volume total
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des gouttes représente le volume du ĕlm. Et, de la même façon, la surface du ĕlm créé peut être aisément
mesurée. Pour cela, nous utilisons non plus la caméra rapide qui ne possède que 10241024 pixels mais
un appareil photographique D300S qui possède un capteur de 32644928 pixels, ce qui permet d’atteindre
des résolutions de l’ordre de 30 µmpix−1 au lieu de 100 µmpix−1 précédemment avec la caméra rapide. De
plus cette fois-ci, pour bien décrire le bord des bulles, nous modiĕons l’éclairage. Pour cette visualisation,
la caméra est perpendiculaire au wafer , donc le fond du wafer est noir, et nous créons un éclairage diﬀus
tout autour de la cuve de sorte que les bulles sont blanches. Il reste évidemment une tâche noire centrale
sur les bulles (le reĘet de l’appareil photographique) ce qui peut être aisément supprimé par traitement
après coup. Nous réalisons alors un seuil de l’image pour repérer les bulles et un algorithme d’analyse de
particule repère d’une part chacune de leur position et d’autre part chacune de leur surface pour en déduire
leur volume. Si la surface de chaque particule est notée Si, leur volume vaut en supposant qu’elles sont
sphériques Vi = 4Si3/2/3
p
. La surface du ĕlm S est ensuite déterminée par la surface que ferait le ĕlm
entraîné s’il n’avait pas été déstabilisé. En eﬀet, nous l’avons vu, celui-ci se déstabilise en bulles, et lorsqu’une
bulle est créée à l’avant du front, celle-ci reste accrochée au substrat, et s’éloigne du front car le substrat va
plus vite que la ligne de contact : la diﬀérence entre les deux vitesses est justement la vitesse critique que
nous avons mesurée. La position ĕnale du front est donc évaluée par extrapolation grâce à la vitesse du
front jusqu’à la position d’arrêt de la plaque, bien qu’il existe des bulles à l’avant de la position extrapolée
du front. Il existe donc une assez grande erreur sur cette détermination, d’autant plus que l’air à l’arrière du
ĕlm, proche du bain n’est pas comptabilisé puisqu’il ne forme pas de goutte. La surface S prise en compte
pour une viscosité ` = 0;1 Pa s est représentée sur la Figure 5.16. On obtient alors l’épaisseur moyenne du
ĕlm généré par h =
P
i Vi/S. Nous pouvons observer sur la Figure 5.16 une image de ces bulles, ainsi que
la détection eﬀectuée.
F 5.16 Détection des bulles. À gauche, image d’un wafer immergé dans un bain d’huile de visco-
sité ` = 0;1 Pa s, après y être rentré à une vitesse supérieure à la vitesse critique (àUp = 67 cm s−1), donc
après avoir entraîné un ĕlmd’air à la vitesseUc  57 cm s−1. Le ĕlmd’air s’est déstabilisé en bulles à l’avant
du front, et celles-ci ont été entraînées plus vite par la plaque une fois formées. La surface du ĕlm corres-
pondante est donc représentée par les pointillés. À droite, après un ĕltrage par seuil de l’image, un algo-
rithme de détection de particules les sélectionne, en rouge, et mesure la surface de chacune. Ici, 115 bulles
ont été détectées, et leur volume total correspondant, si elles sont sphériques, fait environ 1;5 106 pix3.
La surface couverte par les particules est d’environ 3;6 106 pix2, ce qui représente pour une échelle de
28 µmpix−1 une épaisseur de l’ordre de h  12 µm.
Les épaisseurs mesurées sont de l’ordre de la dizaine demicrons, et cette épaisseur diminue lorsque l’on
augmente la viscosité du Ęuide comme on peut le constater sur la Figure 5.17 pour une vitesse de plaque
constante Up = 0;67m s−1. Sur ce graphe est de plus présentée en comparaison l’épaisseur du ĕlm obtenu
lorsqu’un jet de glycérol de même vitesse entraîne de l’air dans un réservoir du même liquide, et l’épaisseur
entraînée est identique à viscosité équivalente.
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F 5.17 Épaisseur du ĕlm h entraîné pour diﬀérentes viscosités ` et pour une vitesse de la plaque
constante Up = 0;67m s−1. Le point blanc correspond à l’épaisseur de ĕlm entraîné par un jet de glycérol
dans du glycérol à la même vitesse d’après les données de Lorenceau et al. [219].
5.3 Dissipation dans la phase vapeur
5.3.1 Analyse dimensionnelle
Bien que la vitesse d’entraînement Ue décroisse avec la viscosité ` du liquide comme nous l’avons observé
sur la Figure 5.14, la dépendance est beaucoup plus faible qu’attendue. En eﬀet, si les seuls paramètres qui
interviennent dans le problème sont la viscosité du liquide, la tension de surface  et la vitesseUe de la ligne
de contact, alors nous ne pouvons former qu’un seul nombre sans dimension : le nombre capillaire Ca =
`Ue/. Cela suppose en fait d’une part que la dissipation lorsque la ligne de contact avance est uniquement
dans le liquide et que l’inertie est négligeable, comme c’est bien le cas lorsque la ligne de contact recule. Le
problème devrait donc posséder une invariance d’échelle en nombre capillaire, et la vitesse d’entraînement
se comporte alors de la manière suivante :
Ue / 1
`
: (5.30)
Or pour nos expériences, la vitesse d’entraînement est réduite d’un facteur 10 lorsque la viscosité varie d’un
facteur 250. Cela signiĕe que le nombre capillaire possède en fait une forte dépendance avec d’autres facteurs
que nous n’avons pas pris en compte tels que la viscosité de l’air g . Nous avons déjà calculé précédemment
le nombre de Reynolds et il est en eﬀet plus petit que un : l’inertie ne doit pas intervenir. Un autre paramètre
adimensionné doit donc avoir, en plus du nombre capillaire, une inĘuence : le rapport des viscosités, que
nous appelonsR :
R =
g
`
: (5.31)
Nous pouvons alors présenter sur la Figure 5.18 nos résultats expérimentaux (cercles gris) en nombre ca-
pillaire critique d’entraînement Ca e basé sur la viscosité du liquide en fonction de ce paramètreR adimen-
sionné.
Il y a eu d’autres études expérimentales de l’étude de l’entraînement d’air. Burley et Kennedy ont fait
se déplacer un ruban de polyester dans un réservoir rempli de liquide. Leurs données sont représentées
sur la Figure 5.18 par des triangles. Elles couvrent environ deux décades de viscosité, et l’inertie pourrait
avoir un rôle dans leurs expériences. Dans une autre étude, Benkreira et Khan ont étudié l’entraînement
d’air dans le même type de conĕguration en étudiant aussi la dépendance avec la pression de l’air. Les
données représentées sur la Figure 5.18 par des carrés sont celles à pression atmosphérique, et sont aussi
très proches des nôtres. Bien que les viscosités étudiées ne couvrent qu’une décade, la même dépendance
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du nombre capillaire critique d’entraînement Ca e avec la viscosité est observée. Notamment, un important
résultat de leurs études, est qu’il existe une forte dépendance de la vitesse critique avec la pression de l’air,
qui est considérablement augmentée lorsque la pression diminue en-dessous de 200mbar.
Dans les expériences d’impact d’un jet de liquide sur un réservoir de cemême liquide, les seuils d’entraî-
nements observés n’ont qu’une faible dépendance logarithmique avec le rapport des viscosités en ln(`/g)
qui correspond à la loi attendue pour des jets de liquides [218, 219] et à la prédiction de Cox [186]. Ce n’est
clairement pas le cas dans nos expériences. L’entraînement d’air avec un solide semble donc beaucoup plus
inĘuencé par le Ęux d’air conĕné à l’intérieur du coin. De récentes expériences où l’air est conĕné entre
deux plaques élastiques ont aussi montré l’inĘuence de la dissipation dans l’air [242].
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F 5.18 Vitesse d’entraînement adimensionnée Cae = Ue`/ en fonction du rapport de visco-
sités R = g/`. Nos résultats expérimentaux pour l’air entraîné dans les huiles silicones sont les cercles
noirs (e). Les résultats de Benkreira et Khan [235] sont en (0), et les résultats de Burley et Kennedy
[233] sont en (1). Les résultats de l’intégration numérique du modèle explicité à la sous-section 5.3.2 par
l’équation (5.42) sont les deux courbes pour les paramètres ` = 10 5` pour la longueur de glissement
dans le liquide et g = 10 4` (en trait plein) pour la longueur de glissement dans l’air et g = 10 2`
(en pointillés).
5.3.2 Modèle hydrodynamique
Dans le but demieux comprendre l’inĘuence de l’air, nous pouvons exprimer les écoulements dans les deux
phases à l’approche de la ligne de contact en utilisant et prolongeant la théorie de la lubriĕcation. Dans
l’esprit de [243, 244], on peut écrire les solutions analytiques des écoulements dans un coin dues à Huh et
Scriven [183], dans l’approximation de faibles courbures de l’interface (mais pas de faible pente). Le nombre
de Reynolds est supposé être nul, donc nous pouvons utiliser l’équation de Stokes pour l’écoulement : Nous
cherchons les proĕls d’interfaces stationnaires à nombre capillaire donné, de sorte que lorsqu’aucune solu-
tion n’est trouvée, nous pouvons déterminer le nombre capillaire critique. L’équation de Stokes s’écrit :
ivi = grad pi ; (5.32)
dans chacune des phases i = `; g. Et, l’écoulement est incompressible donc div v = 0.
Pour trouver le proĕl de l’interface, nous devons exprimer les conditions aux limites à l’interface, qui
elles-mêmes dépendent de l’écoulement, ce qui en fait un problème particulièrement diﬃcile. Pour sim-
pliĕer, nous supposons que localement, proche de l’interface, l’écoulement est donné par la solution de
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F 5.19 Notations pour le modèle hydrodynamique de l’entraînement.
l’écoulement d’un coin de même pente résolu analytiquement par Huh et Scriven [183]. À partir du champ
des vitesses de cette solution, nous pouvons calculer la vitesse à l’interface et déterminer les contraintes.
Notamment, pour cet écoulement, les contraintes se réduisent aux contraintes de pression à l’interface.
Ainsi, la condition à l’interface est donnée par l’équation de Laplace qui relie la courbure et la diﬀérence
des pressions :
 = P ; (5.33)
où  est la courbure, déĕnie en coordonnées curvilignes (voir la Figure 5.19) par :
 =
d
ds
: (5.34)
En combinant l’équation de Stokes (5.32) évaluée à l’interface et projetée selon la tangente à l’interface (de
vecteur unitaire et), et la dérivée de l’équation (5.33), on obtient :

d2
ds2
= [gvg   `v`   grad (g   `)]  et ; (5.35)
où i correspond au potentiel de la force volumique de gravité dans chaque phase. En utilisant la solution
de Huh et Scriven (décrite sur la Figure 5.20), le terme visqueux de l’équation (5.35) s’écrit :
` [Rvg  v`]  et = 3`Uf(;R)
h2
; (5.36)
où on a fait apparaîtreR = g/` et où on a déĕni :
f(;R) =
2 sin3 

R2(2   sin2 ) + 2R (   ) + sin2 + (   )2   sin2  
3

R(sin2    2) [(   ) + sin  cos ] + sin2    (   )2 (   sin  cos ) : (5.37)
Le terme gravitaire se simpliĕe lui en :
 grad (g   `)  et =  (`   g)g cos  : (5.38)
Finalement l’équation de l’interface où les longueurs h et s sont adimensionnées par la longueur capillaire
` =
p
/(`   g)g est donnée par :
d2
ds2
=
3Ca
h2
f(;R)  cos  : (5.39)
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où on voit apparaître le nombre capillaire Ca = `U/. Cette équation doit être complétee par la relation
géométrique :
dh
ds
= sin  : (5.40)
F 5.20 Écoulement de Huh et Scriven dans
un coin. Les lignes de courant sont représentées.
Notons que les lignes sont extrêmement resser-
rées dans la phase vapeur lorsque l’angle du coin
d’air est faible, c’est-à-dire lorsque l’écoulement est
conĕné, ce qui indique un fort gradient de vitesse,
et donc une forte dissipation dans la phase vapeur.
Dans ce modèle, pour éviter la singularité de la dissipation au coin, nous introduisons la longueur de
glissement dans le liquide ` = ``/` (adimensionnée). Ainsi, cette équation se résume à l’équation de lu-
briĕcation standard (5.23) lorsqueR! 0 et  ! 0. De plus, lorsque l’air est conĕné en un ĕlm d’épaisseur
h comparable au libre parcours moyen `mfp, la viscosité diminue. En eﬀet, le nombre de collisions par unité
de temps, et donc la friction visqueuse, diminue. Pour prendre en compte cet eﬀet, nous pouvons nous rat-
tacher à l’étude de Andrews et Harris [245], qui ont étudié la viscosité eﬀective eff d’un gaz conĕné entre
deux parois distantes de h. La Figure 5.21 montre les points expérimentaux obtenus, et nous observons que
la viscosité eﬀective dépend du nombre de KnudsenK = h/`mfp. L’ajustement de la courbe expérimentale
peut être décrit en faisant l’hypothèse que l’air possède lui aussi une longueur de glissement `g :
eff
g
=
h
h+ 3`g
: (5.41)
On obtient alors la relation entre la longueur de glissement de l’air et le libre parcoursmoyen : `g = 2;4 `mfp.
Nous pouvons alors introduire cette nouvelle longueur de glissement en utilisant la viscosité eﬀective eff
de l’air au lieu de g :
d2
ds2
=
3Ca
h(h+ 3`)
f

;
eff
`

  cos  : (5.42)
Les conditions aux limites de cette équation sont les conditions aux limites de l’interface, où on ĕxe la
position de la ligne de contact à x = 0, pour laquelle on a h = 0 et  = , indépendant de Ca (et
égal à l’angle d’Young si le substrat est homogène). Au niveau du bain, l’interface tend vers l’horizontale,
donc  = /2 pour s ! 1. De plus, à la transition d’entraînement, on s’attend à trouver une solution
où un ĕlm d’épaisseur constante est entraîné, de type ĕlm de Delon [203]. Cette condition correspond à
h =
p
3effU/ =
p
3RCa pour x!1.
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F 5.21 Rapport entre la viscosité eﬀective d’un gaz conĕné entre deux parois distantes de h et la
viscosité dynamique macroscopique g , en fonction du nombre de KnudsenK = h/`mfp, où `mfp est le
libre parcoursmoyen. Les données expérimentales sont extraites de [245]. La courbe représente lemeilleur
ajustement avec l’équation (5.41).
Solution numérique
Nous pouvons intégrer cette équation (5.42) avec les conditions aux limites explicitées plus haut, et pour un
jeu de paramètres Ca ,R, `, g et . Nous trouvons alors les proĕls statiques pour diﬀérents Ca , jusqu’à
une valeur seuil pour laquelle plus aucun proĕl ne correspond aux conditions aux limites, ce qui détermine
le nombre capillaire critique Ca e.
Finalement, comme pour le cas d’une ligne de contact en reculée [202, 203], la solution numérique de
ce modèle permet d’exprimer le nombre capillaire critique pour l’entraînement, ce qui est représenté par
les deux courbes de la Figure 5.18 pour diﬀérentes longueurs de glissement. Nous observons alors que ce
modèle rend compte assez bien de l’ordre de grandeur et de la forte dépendance de Ca e avec le rapport
R des viscosités. Toutefois, le proĕl généré numériquement a en réalité une forte courbure, ce qui sort de
l’approximation de faible courbure utilisée pour écrire les équations. De plus, probablement pour la même
raison, les solutions numériques au-delà de la transition, les ĕlms épais, ne décrivent pas les structures de
bourrelet observées expérimentalement. Ce résultat numérique n’est donc pas quantitatif, mais décrit bien
l’ordre de grandeur et la dépendance de la vitesse critique d’entraînement.
5.3.3 Taux de dissipation de lʼénergie
Tentonsmaintenant d’interpréter la dépendance dunombre capillaire avecR en réalisant un bilan d’énergie.
Dans le même esprit des modèles de De Gennes [33], nous considérons que le travail des forces capillaires
est dissipé uniquement par la viscosité. Nous appelons _E le taux de dissipation visqueuse dans l’écoulement.
Puisque nos expériences suggèrent que l’écoulement d’air est crucial, nous le comptons donc dans la dissi-
pation :
U(1 + cos e) = _E = _Eg + _E` : (5.43)
Pour le travail des forces capillaires, nous faisons ensuite l’hypothèse que l’angle de contact dynamique d
est proche de  (180 °), ce qui est la limite attendue pour des lignes de contact en avancée. Ensuite, pour
estimer la dissipation visqueuse, nous faisons l’hypothèse que le proĕl de l’interface est un coin d’angle d.
En négligeant l’inertie dans chacune des deux phases, l’écoulement visqueux dans un coin d’angle arbitraire
est décrit par la solution classique de Huh et Scriven, telle que nous l’avons utilisée ci-dessus.
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Dissipation dans un écoulement de Huh et Scriven
Considérons une région circulaire de rayon L autour de la ligne de contact apparente (voir Figure 5.22).
Puisque la dissipation diverge à l’approche de la ligne de contact, nous introduisons une longueur de cou-
pure , typiquement la longueur de glissement. Le taux de dissipation visqueuse _Evis dans les deux phases
s’exprime de la façon suivante :
_Evis = 2`
Z L

Z d
0
ijijrddr + 2g
Z L

Z 
d
ijijrddr ; (5.44)
où ij est l’élément du tenseur des contraintes dans le Ęuide, basé sur l’écoulement de Huh et Scriven. Dans
cet écoulement, le champ des vitesses ne dépend pas de r, donc :
e =
1
r
(
@U
@
+ Ur) = 0 ; (5.45)
err = 0 ; (5.46)
er =
r
2
@
@r
(
U
r
) +
1
2r
@Ur
@
: (5.47)
On trouve alors après quelques simpliĕcations :
_Evis = 3`U
2 ln L

K(d; R) ; (5.48)
où :
K(d; R) =  f(d; R)sin d : (5.49)
F 5.22 Notations pour le calcul de
la dissipation de chacune des phases de
l’écoulement dans un coin.
Comportements asymptotiques
Puisque l’entraînement d’air apparaît lorsque l’angle apparent d est proche de , examinons le comporte-
ment de cette loi dans cette limite. Lorsque   est beaucoup plus grand queR1/3, alors _Evis se comporte
de la façon suivante :
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_E`vis = 3`U
2 ln L

(   )2 : (5.50)
Dans ce cas, on voit donc que la dissipation dans la phase gazeuse n’intervient plus, et c’est le liquide qui
domine. Toutefois, dans l’autre limite, lorsque     est beaucoup plus petit que R1/3, _Evis se comporte
en :
_Egvis =
12gU
2 ln L
    : (5.51)
Dans ce cas, c’est la viscosité dans la phase gazeuse qui importe. Ainsi, malgré un rapport R = `/g
très petit devant un, nous voyons que la dissipation peut dominer dans la phase gazeuse. On ne peut donc
pas négliger l’inĘuence de l’air dans cette limite. C’est bien l’eﬀet de conĕnement de l’air dans un coin
d’angle faible qui fait que l’écoulement dans l’air possède un fort gradient de vitesse et dissipe énormément
d’énergie. La vitesse d’avancée de la ligne de contact peut donc être limitée par la dissipation dans la phase
gazeuse, sans laquelle elle ne serait pas contrebalancée, et on ne verrait pas de transition.
Vitesse critique
Auĕnal, l’énergie dissipée à l’équilibre est injectée par la force capillaire qui fait bouger le coin, en (cos d 
cos e), ce qui s’exprime d’après l’équation (5.48) :
3`U
? ln L

K(d; R) = (cos d   cos e) ; (5.52)
c’est-à-dire :
3Ca e ln
L

=
(cos d   cos e)
K(d; R)
: (5.53)
Cette équation détermine la vitesse critique lorsque l’énergie dissipée est minimisée par un coin d’angle d.
À la vitesse critique, nous avons vu que nous attendons d proche de . En eﬀet, pour R = 0, la fonction
K(d; 0) atteint un minimum en d = , et on obtient une vitesse Ca e critique inĕnie. Lorsque R 6= 0,
nous devons calculer quand le minimum de la fonction K(d; R) en d est atteint, ce qui détermine la
vitesse critique. On a alors :
Ca e =
(cos d   cos e)
3 ln LKmin(d; R)
: (5.54)
Pour de petits R, on trouve le comportementKmin(;R)  R2/3, et le préfacteur nous donne l’approxi-
mation suivante :
Ca e = 0;1183
(cos d   cos e)R 2/3
ln L
: (5.55)
Nous voyons que ce régime correspond à la situation où la dissipation dans les deux phases est équiva-
lente _Egvis  _E`vis. En eﬀet dans ce cas, d’après les équations (5.50) et (5.51), on a :
(   d)3  g
`
: (5.56)
Ainsi, si l’on remplace dans (5.43), nous retrouvons la loi d’échelle :
Ca e 

g
`
 2/3
: (5.57)
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Zones de dissipation
À partir des solutions numériques du proĕl de l’interface, nous pouvons alors identiĕer dans quelles zones
de l’écoulement la dissipation est prépondérante. Sur la Figure 5.23 sont représentées plusieurs régions de
l’interface, où les zones grisées correspondent aux dissipations dans chaque phase donnée par les équations
(5.50) et (5.51). Nous observons que la dissipation passe par trois phases. D’une part, d’un point de vue
macroscopique, lorsque h  ` , l’interface est celle du bain statique, où la forme de l’interface résulte de
l’équilibre entre les forces capillaires et la dissipation dans le liquide. La dissipation dans la phase gazeuse est
négligeable. Ensuite, l’interface commence à conĕner la phase gazeuse, et l’angle local du proĕl s’approche
de  lorsque l’épaisseur du ĕlm d’air est comprise entre h = 10 5` et = 10 5` . Dans ce cas, la dis-
sipation est prépondérante dans le ĕlm d’air. Enĕn, aux échelles moléculaires, pour h . 10 6` , l’angle
local est donné par , condition aux limites aux échelles moléculaires, et la dissipation dans l’air redevient
négligeable.
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F 5.23 Zones de dissipation prépondérantes dans les deux phases. En haut, diﬀérentes régions de
l’interface calculée numériquement à des vues de plus en plus rapprochées de la ligne de contact vers la
gauche. Plus la phase est foncée dans chaque phase, plus la dissipation donnée par les équations (5.50) et
(5.51) est grande. En bas, on observe la pente de l’interface en fonction de la distance au solide. On observe
alors trois régimes. À l’échelle macroscopique, le proĕl correspond à un bain statique et la dissipation est
prépondérante dans le liquide. Aux échelles intermédiaires, le proĕl est vertical et la dissipation dans l’air
conĕné dans le ĕlm devient prépondérante. Enĕn, aux échelles moléculaires, l’angle se raccorde à l’angle
microscopique au solide, et la dissipation dans le liquide redevient prépondérante par rapport à la celle
dans l’air.
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5.3.4 Inﬂuence de la pression de lʼair
Nous n’avons pas pu avec notre dispositif étudier l’inĘuence de l’air, mais des expériences ont montré que
le seuil d’entraînement dépend de la pression de l’air. Pouvons-nous expliquer cette dépendance ? Baisser la
pressionP de l’air n’aﬀecte pas sa viscosité, mais a une inĘuence sur le libre parcours moyen des molécules.
Le libre parcours moyen est donné pour un gaz par :
`mfp  1
n
; (5.58)
 kBT
P
; (5.59)
où  représente la section eﬃcace de collision d’une molécule, de l’ordre de son diamètre au carré. Dans les
conditions normales de température et de pression, ce libre parcours moyen vaut pour l’air :
`mfp  70 nm : (5.60)
Lorsque la pression baisse, le libre parcoursmoyen baisse d’un facteur Patm/P , ce qui, lorsque la pression
est baissée d’un facteur 100 comme l’ont fait Benkreira et al. [235, 236], vaut 7 µm. Or, cette longueur est
comparable aux épaisseurs des ĕlms d’air observés dans nos expériences. En interprétant le libre parcours
moyen comme étant la longueur de glissement eﬀective [245, 246], cela mène à un réhaussement du seuil
d’entraînement comme nous l’avons fait numériquement sur la Figure 5.18 avec la courbe en pointillés, en
multipliant par 100 la longueur de glissement dans l’air.
Cela suggère que l’air dépressurisé agit comme un gaz de Knudsen lorsqu’il est conĕné, où il n’y a plus
de collisions dans le ĕlm, mais où les molécules rebondissent entre la paroi du solide et l’interface liquide,
abaissant ainsi grandement la viscosité eﬀective du liquide, et remontant le seuil d’entraînement.
5.4 Conclusion
Nous venons de montrer dans ce chapitre le comportement tout à fait particulier de la transition de dé-
mouillage. En eﬀet, cette transition n’est pas le symétrique de la transition de mouillage, déjà étudiée par le
passé. La vitesse critique d’entraînement d’un ĕlm d’air par un solide dans un liquide n’est pas d’ordre /`
car sa variation avec la viscosité ` du liquide est expérimentalement beaucoup plus faible qu’attendu. Nous
expliquons ce comportement par le fait que l’écoulement de l’air est conĕné par le liquide lorsque la pente
locale de l’interface est parallèle au solide. Nous avons pu développer un modèle qui détermine la forme
de l’interface, et celui-ci conĕrme ce fait, et prévoit une dépendance de la vitesse critique en (g/`) 2/3.
Expérimentalement cette dépendance semble être conĕrmée qualitativement bien que le modèle ne puisse
pas être quantitatif car nous avons fait une approximation de faible courbure qui est trop forte. De plus, la
solution est très sensible à l’angle microscopique. Ainsi, il est probable que l’angle microscopique de rac-
cordement possède une dépendance avec la vitesse de la ligne de contact. Toutefois, un eﬀet de conĕnement
de la phase gazeuse aux échelles micrométriques est probant.
Des expériences ont montré que le seuil d’entraînement dépend de la pression de l’air. Or la viscosité
d’un gaz ne dépend pas de sa pression. Seule la viscosité eﬀective d’un gaz conĕné peut en dépendre car le
libre parcours moyen du gaz peut devenir plus grand que l’échelle sur laquelle il est conĕné. Ainsi, lorsque
la pression est baissée d’un facteur 100 par rapport à la pression atmosphérique, le libre parcours moyen de
l’air devient de l’ordre des épaisseurs de ĕlms d’air entraînés au-delà du seuil que nous avons mesurés.
Encore une fois, nous voyons l’inĘuence de paramètres microscopiques sur le mouvement d’une in-
terface, qui s’explique par un phénomène géométrique de conĕnement de l’écoulement de l’air. Lorsque
l’échelle de l’écoulement devient comparable à l’échelle microscopique, le seuil en vitesse de la transition
de démouillage est considérablement remonté car la viscosité eﬀective du gaz s’eﬀondre.
264 C  : E ’
En résumé
• La vitesse critiqueUe de la transition de démouillage, l’entraînement d’air, pos-
sède une dépendance beaucoup plus faible qu’attendue avec la viscosité du li-
quide `.
• Cela met en évidence le rôle de la dissipation dans la phase gazeuse, qui est
géométriquement conĕnée dans un coin d’angle très faible à la transition.
• Unmodèle hydrodynamique prenant en compte l’écoulement dans la phase ga-
zeuse, de viscosité g montre que :
Ca e /

`
g
2/3
:
• Ce modèle rend compte des bons ordres de grandeur de la vitesse mesurée ex-
périmentalement, et de la dépendance avec `, mais l’approximation de faible
courbure réalisée est trop forte.
• Les épaisseurs des ĕlms entraînés suggèrent que la viscosité eﬀective du gaz est
abaissée car le gaz peut lorsqu’il est conĕné rentrer dans un régime de Knudsen.
• Le régime de Knudsen peut être décrit par une longueur de glissement.
• Ce régime explique les dépendances en pression, qui n’a pourtant aucune in-
Ęuence sur la viscosité dynamique, observée par Benkreira et al. [235, 236].
• L’entraînement d’air montre la forte dépendance de la transition avec le libre
parcours moyen des molécules de gaz.
ConclusionConclusion

Conclusion
e most exciting phrase to hear in science,
the one that heralds new discoveries,
is not “Eureka!” (I’ve found it!),
but “at’s funny...”
I A
1 Résumé des travaux
Théorie moléculaire de la capillarité
La description microscopique de la ligne de contact est d’une grande importance. Nous avons dans cette
thèse développé un modèle simpliĕé de la théorie de la fonctionnelle de la densité (DFT) permettant de
décrire les interactions à l’échellemicroscopique. L’élaboration dumodèle deDFT simpliĕée a été l’occasion
de réinterpréter la théoriemoléculaire de la capillarité au chapitre 1. Cemodèlemet en évidence le rôle, dans
les liquides, d’une répulsion isotrope et d’une attraction fortement anisotrope aux interfaces, à l’origine
des forces capillaires, ce qui permet la détermination de la distribution des contraintes capillaires dans un
liquide, et dans un solide. Il permet alors d’interpréter simplement pourquoi les forces de tension de surface
sont tangentielles à l’interface du point de vue moléculaire, et de mettre en évidence la pression de Laplace
aux interfaces liquide-vapeur, mais aussi aux interfaces liquide-solide.
Distribution des forces dans un coin de liquide
Nous avons ensuite étudié les phénomènes moléculaires qui prennent place à la ligne de contact au cha-
pitre 2. Le modèle de DFT simpliĕée permet, pour des liquides homogènes, de redémontrer la construction
d’Young déterminant l’angle de contact d’un liquide à l’équilibre sur un substrat plan en tant que bilan des
forces sur le coin de liquide à l’échelle microscopique. Il met alors en évidence le rôle de la force attractive
et répulsive exercée par un solide plan sur un coin de liquide, permettant de démontrer l’existence de la
force verticale manquante dans la construction classique d’Young. De plus, ce bilan ne dépend pas des in-
teractions réelles du liquide, ni de la forme exacte du coin qui résulte de ces interactions. Les interactions
sont en eﬀet normalisées par les tensions de surface, et tout se ramène donc aux mesures de ces tensions. Il
met toutefois en évidence une force non classique exercée par le liquide sur le solide, possédant une compo-
sante tangentielle supplémentaire, mais compatible avec les bilans énergétiques si l’on prend en compte la
force de pression de Laplace supplémentaire aux interfaces liquide-solide courbées. Cette force tangentielle
supplémentaire est la conséquence de l’attraction du liquide, ce qui se traduit par une force résultante sous
la ligne de contact orientée vers le liquide dans la direction de la bissectrice du coin de liquide.
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En outre, des simulations de dynamique moléculaire montrent qu’il existe un fort eﬀet de stratiĕcation
de la densité des molécules à l’approche de l’interface liquide-solide, alors que la loi d’Young reste vériĕée
dans ce cas. Cela indique que ces eﬀets sont déjà inclus dans la mesure usuelle des interactions par des
mesures de forces et que les tensions de surface doivent être calibrées dans ce sens : en tant que mesures
des contraintes de surface et non de l’énergie associée. Il existe en eﬀet une diﬀérence entre les énergies
de surface et les contraintes de surface aux interfaces liquide-solide, et aux interfaces solide-vapeur. Nous
avons pu ainsi vériĕer que la loi de Neumann est valide, aux erreurs expérimentales près, pour des gouttes
d’hexane sur de l’eau. Enĕn, lorsque nous ajoutons, dans ce modèle, des interactions électrostatiques, alors,
au-delà d’un potentiel, nousmontrons que la formation d’un ĕlm précurseur permet deminimiser l’énergie
électro-capillaire. Les expériences classiques d’électromouillage sont cohérentes avec l’existence d’un ĕlm
d’une épaisseur de l’ordre d’une à deux molécules, et certains signes expérimentaux de Verheijen et al. vont
dans ce sens.
Tension de ligne
La tension de ligne a ensuite été étudiée au chapitre 3 à l’aide de simulations de dynamique moléculaire et
de simulations dans le cadre de la DFT simpliĕée. Nous montrons que la tension de ligne est toujours néga-
tive pour des liquides de type Lennard-Jones, indépendamment de l’angle d’Young. Son ordre de grandeur
est très faible :    10 11N. Le modèle de DFT nous permet de l’interpréter de façon géométrique. La
tension de ligne représente en eﬀet une énergie par unité de longueur de ligne de contact, et correspond
donc aux interactions du coin de liquide qui ne peuvent pas être décrites par des eﬀets capillaires purement
surfaciques, donc de tension de surface. Nous pouvons alors la caractériser par deux longueurs caractéris-
tiques du potentiel intermoléculaire, selon qu’il s’agisse des interactions liquide-liquide ou liquide-solide,
et deux fonctions géométriques dépendant uniquement de l’angle de contact à l’équilibre. En dynamique
moléculaire, l’interaction liquide-solide semble être complètement écrantée par les eﬀets de stratiĕcation,
et la contribution liquide-liquide à la tension de ligne est suﬃsante pour expliquer les eﬀets observés.
Substrats déformables
Nous avons étudié les eﬀets des forces capillaires sur les solides déformables au chapitre 4. En eﬀet, nous
avonsmis auparavant en évidence l’existence d’une composante tangentielle supplémentaire à la force exer-
cée par le liquide sur le solide au voisinage d’une ligne de contact. Cette force s’accompagne d’une pression
de Laplace proportionnelle à la tension de surface liquide-vapeur, qui appuie sur le solide lorsque le so-
lide est convexe. Nous montrons que la résultante de la pression de Laplace équivaut tant du point de vue
des résultantes que des moments à des forces tangentielles à l’interface liquide-solide à la ligne de contact,
qui viennent annuler la composante tangentielle supplémentaire dues à la présence de la ligne de contact.
Cela signiĕe qu’une pression de Laplace ne peut pas mener à un Ęambage à l’intérieur d’un liquide. Nous
montrons au contraire expérimentalement qu’elle mène à une compression, faible mais mesurable dans des
élastomères de faible module d’Young de l’ordre de 40 kPa.
Pour examiner le comportement de l’ensemble des forces résultantes à la ligne de contact, nous avons
étudié théoriquement le Ęéchissement d’une plaque élastique qui pend par gravité et dont le bout est en
contact avec un liquide. Lorsque l’angle d’Young est inférieur à /2, les forces normales à la plaque à la
ligne de contact sont déstabilisantes alors que les forces verticales sont dans ce cas dirigées vers le liquide,
et ont au contraire un eﬀet stabilisant. Il existe donc un seuil au-delà duquel la plaque se Ęéchit. Lorsque
lorsque l’angle d’Young est supérieur à /2, les forces verticales sont dirigées vers le haut de la plaque, et il
y a alors une instabilité de Ęambage lorsque la plaque n’est pas assez rigide.
Ensuite, nous avons tenté d’étudier la déformation induite par la distribution non-classique des forces
sous la ligne de contact. Nousmontrons que la déformation induite par les forces tangentielles peut être très
grande, notamment pour de faibles angles d’Young. Seulement le modèle reste trop simple pour pouvoir
décrire convenablement la déformation d’un solide, car celle-ci inĘue grandement sur la distribution des
forces capillaires. Nous avons enĕn réalisé une étude expérimentale qualitative de la dissipation induite
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dans le substrat lorsque la ligne de contact se déplace. Nous mettons en évidence le fait que l’épaisseur du
substrat joue un rôle crucial à la fois pour déterminer la taille du bourrelet de solide qui est déplacé, mais
aussi pour sélectionner les fréquences d’excitation du solide et donc la dissipation qui en résulte.
Transition de démouillage dynamique
Enĕn, nous avons étudié expérimentalement et théoriquement la transition de démouillage dynamique par
entraînement d’air à la ligne de contact. Nous mesurons une dépendance de la vitesse critique d’entraîne-
ment avec la viscosité du liquide beaucoup plus faible qu’attendue. Cette diﬀérence est attribuée à la pré-
sence d’un ĕlm d’air conĕné sur une épaisseur très faible, de l’ordre de quelques microns. Nous avons
alors développé un modèle hydrodynamique prenant en compte l’écoulement dans les deux phases, qui
permet d’obtenir le bon ordre de grandeur pour la transition et le bon comportement qualitatif, mais ses
approximations sont trop fortes. Il met en évidence le fait que la dissipation dans ce ĕlm ne peut plus être
négligée, et que la longueur de glissement, comparable au libre parcours moyen dans l’air, a une importance
cruciale. Ainsi, si cette longueur devient de l’ordre de l’épaisseur du ĕlm lorsque la pression baisse, alors
la dissipation dans le ĕlm d’air est réduite, et le seuil d’entraînement d’air remonte, ce qui a été observé
expérimentalement par Benkreira et al..
2 Inﬂuences géométriques aux échelles moléculaires
Le modèle de DFT simpliﬁée
Ce modèle met en évidence le rôle dans les liquides d’une répulsion isotrope qui détermine sa structure,
et régularise les interactions à l’échelle d’une molécule. Il souligne aussi le rôle distinct des attractions,
fortement anisotropes aux interfaces. Cette distinction permet d’interpréter aisément l’ensemble des eﬀets
capillaires aux interfaces mais aussi dans les coins de liquide. En eﬀet, cela permet de ramener le calcul
des interactions à des intégrales sur des volumes, et donc d’eﬀectuer des calculs géométriques. Ainsi, la
démonstration microscopique de la loi d’Young repose sur la détermination de l’interaction entre un coin
de liquide et un espace semi-inĕni. En séparant les eﬀets de répulsion aux interfaces, des eﬀets d’attractions
volumiques, nous avons alors à notre disposition un formidable outil pour déterminer la distribution des
forces capillaires à l’échelle moléculaire, pour une géométrie donnée.
Localisation des forces capillaires
Certains des résultats de cette thèse peuvent paraître contre-intuitifs, notamment lorsque l’on regarde la
force exercée par un coin de liquide sur un solide, au voisinage de la ligne de contact. Toutefois, ces résultats
ne sont pas en contradiction avec les bilans énergétiques. En général, l’approche énergétique fournit des
preuves beaucoup plus directes pour déterminer des forces résultantes, mais elle ne peut pas statuer sur la
distribution exacte des forces.
La distribution particulière des forces capillaires que nous avons mise ici en évidence repose sur l’exis-
tence commune d’une force tangentielle supplémentaire à la ligne de contact, ainsi que d’une force de pres-
sion de Laplace supplémentaire aux interfaces liquide-solide courbées. Insistons sur le fait que ces résultats
ne dépendent pas de la forme exacte des potentiels d’interactions, car ce sont leurs intégrales, normalisées
par les tensions de surface, qui comptent.
Eﬀets géométriques
Finalement, nous avons pu mettre en évidence divers eﬀets d’origines géométriques mettant en jeu les
échelles microscopiques. D’une part, nous pouvons interpréter la tension de ligne en tant qu’énergie liée
aux interactions entre des coins. D’autre part, lorsque les substrats sont déformables, la géométrie bourrelet
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de solide, créé par le coin de liquide, dépend à la fois des paramètres du liquide mais aussi du solide. Ainsi,
la force tangentielle exercée par le liquide a une forte inĘuence sur la forme du bourrelet. Et, du point de vue
du solide, les déformations peuvent être coupées lorsque l’on réduit l’épaisseur du substrat, ce qui permet
notamment de baisser la dissipation lorsque la ligne de contact se déplace.
Ensuite, ces eﬀets géométriques se manifestent lorsque d’autres énergies sont à prendre en compte.
Ainsi, lorsque l’on ajoute une énergie électrostatique, il existe une singularité au coin du liquide. L’interface
du liquide se réorganise alors en un ĕlm, ce qui permet de baisser l’énergie électrostatique, mais qui a un
coût en terme d’énergie capillaire. La transition à partir de laquelle cette conĕguration est favorable permet
d’expliquer le phénomène de saturation.
Nous avons mis enĕn en évidence le rôle de l’énergie dissipée dans un ĕlm d’air d’épaisseur micro-
métrique à la transition de démouillage dynamique. Dans ce cas, c’est le conĕnement de l’écoulement qui
permet d’expliquer que la dissipation n’y est plus négligeable, ce qui a une inĘuence sur le mouvement de
la ligne de contact. De plus, lorsque l’échelle de conĕnement devient comparable au libre parcours moyen,
la dissipation baisse et le seuil de la transition remonte.
3 Perspectives
Description des substrats déformables
Nous avons vu que la distribution des forces capillaires dans un solide déformable crée un bourrelet sous
la ligne de contact. Une perspective de recherche intéressante concerne la prédiction quantitative de cette
déformation. En eﬀet, nous avons décrit un modèle pour le liquide, permettant de connaître la forme de
l’interface lorsque les conditions aux limites sont ĕxes. Il s’agirait alors de prédire l’inĘuence de cette dis-
tribution sur la forme du solide, qui possède alors une inĘuence sur la forme du liquide, et change les inter-
actions. En eﬀet, plus on tire sur le solide, plus celui-ci se déforme localement en un coin d’angle de plus en
plus aigu, ce qui réduit l’attraction du solide sur le liquide. Nous espérons alors dans un modèle complet de
DFT simpliĕée, et prenant en compte le comportement du solide, associer les variations de l’angle macro-
scopique apparent avec l’angle d’équilibre microscopique. Pour décrire le comportement d’un élastomère
incompressible, nous pouvons utiliser les lois de l’élasticité :
ij =  prij + 2G ij ; (6.1)
Dans le modèle de DFT simpliĕée, si nous prenons en compte les forces à longue distance dans le solide, les
contraintes sur la surface orientée par le vecteur unitaire normal n s’écrivent :
~[n] = t  grad
Z 1
0
LSdh t

+ (LS + SS   SL   LL +LL(0) SS(0)) n ; (6.2)
ce qui se réduit dans une région courbée à distance de la ligne de contact à :
~[n] = (SV + LV)  n : (6.3)
Nous pouvons observer l’eﬀet du branchement de ces interactions sur les intégrations numériques prélimi-
naires de la Figure 6.1. Dans un cas, les forces tangentielles qui en résultent sont absentes du calcul, et on
observe une déformation symétrique. À l’échelle de quelques atomes, on observe que le substrat forme un
coin à la ligne de contact. À plus grande échelle, le substrat est soulevé par la ligne de contact, ce qui résulte
par incompressibilité en un léger creux de part et d’autre de la ligne de contact. Dans l’autre cas, les forces
tangentielles brisent la symétrie et font tourner le solide vers le liquide, alors que localement à la ligne de
contact, le solide reste un coin, mais d’angle plus obtus.
Finalement, nous espérons pouvoir calculer la dissipation dans le solide grâce à ce modèle, ce qui pour-
rait ensuite s’appliquer alors aisément au cas solide-solide, et avoir des répercussions, par exemple, sur la
description des vitesses de pelage d’élastomères ou d’adhésifs.
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F 6.1 Proĕl de l’interface d’un solide élastique sous l’eﬀet d’un liquide. (a) Les forces tangentielles
sont absentes. (b) Les forces tangentielles sont présentes. À droite dans les deux cas, on peut observer une
vue détaillée du proĕl à la ligne de contact. L’échelle verticale est constante pour la vue détaillée. Le calcul
a été eﬀectué pour un substrat d’épaisseur h = 1000.
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AnnexesAnnexes

Annexe A
Méthode précise de mesure dʼune tension
de surface
A.1 Méthodes connues
Plusieurs méthodes sont envisageables pour mesurer les tensions de surface de liquides, ou les tensions in-
terfaciales entre ces deux liquides. Le choix de laméthode demesure est déterminé par plusieurs contraintes,
selon que l’on souhaite avoir une mesure précise, il faut connaître la gamme de ce que l’on mesure (pour
des suspensions ou des liquides non standards, cela peut être compliqué), et le type de mesure (temporelle
ou ponctuelle, la viscosité, la diﬀusion peuvent inĘuencer). Les deux stratégies sont les suivantes.
Mesures optiques
On analyse la forme d’une interface, qui doit dépendre de la tension de surface. Une première méthode très
répandue et facile à mettre en oeuvre est la méthode de la goutte pendante. On crée une goutte de liquide
qui pend d’un capillaire circulaire de diamètre connu. La compétition entre la tension de surface et le poids
contraint directement la forme de la goutte créée. Il suﬃt alors d’analyser cette forme pour en déduire la
tension de surface. En pratique, on prend une photo de la goutte pendante, et la forme est comparée avec le
résultat numérique directement calculé à partir de l’équation diﬀérentielle qui régit la forme de l’interface
de cette goutte.
Cette méthode est limitée par le pouvoir de résolution de l’appareil photo. Plus fondamentalement en-
core, un éclairage parallèle rend le bord de la goutte Ęou car l’intensité lumineuse décroît progressivement
à mesure que l’on s’approche du bord. Les bords sont donc mal déĕnis quoi qu’il arrive.
De la même manière, on peut analyser des formes de gouttes tournantes : une bulle est insérée dans un
réservoir de liquide qui tourne selon un axe horizontal, sa forme résulte d’une compétition entre l’inertie et
la tension de surface On peut encore analyser la hauteur d’un ménisque ou de la montée capillaire. L’intérêt
de la goutte tournante par exemple est de ne pas avoir d’interface avec un solide. Au contraire, avec la goutte
pendante ou la hauteur d’un ménisque, il y a une ligne de contact, donc il faut corriger les eﬀets dus à un
angle de contact avec le solide qui interagit avec le liquide.
Enĕn, on peut aussi mesurer la relation de dispersion des petites ondes capillaires (devant la hauteur de
la cuve utilisée) de la forme !2  k3/.
Mesures de force
Un autre type de méthode envisagé est basé sur des mesures de force. La méthode de la plaque consiste à
plonger verticalement une plaque de platine de dimensions connues dans un bain du liquide considéré. Au
contact avec la plaque, l’interface du liquide se déforme et monte sur la plaque. Avec les liquides usuels,
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l’angle de contact est considéré comme nul avec le platine, solide très cohésif. La plaque est donc aspirée
vers le liquide, et il suﬃt de mesurer la force verticale pour en déduire directement la tension de surface.
Cette méthode est très courante car elle ne nécessite pas de corrections comme les méthodes suivantes,
et elle est statique, ce qui peut avoir un intérêt, soit pour les liquides visqueux, soit lorsque des mesures
temporelles sont nécessaires. Toutefois, sa précision n’est pas très grande, et elle peut dépendre de l’angle de
contact. Elle est de plus beaucoup plus diﬃcile àmettre en oeuvre pour desmesures de tensions interfaciales.
Un autre type de géométrie est envisageable : il s’agit d’utiliser un anneau ĕn. Son volume est suﬃsam-
ment petit pour que les problèmes directs de poussée d’Archimède soient aisément rattrapables. De plus,
pour éviter les problèmes d’angle de contact, c’est la force maximale que l’on mesure, lorsque l’interface est
vertical à la ligne de contact. Enĕn, elle est plus précise car la longueur de la ligne de contact est en général
plus grande que dans le cas d’une plaque. Cette méthode, connue depuis le 19ème siècle, a été décrite par
Lecomte du Noüy [67], et est très largement utilisée dans la littérature.
On peut enĕn aussi envisager par exemple la mesure de la pression à l’intérieur d’une bulle. D’après la
loi de Laplace, en mesurant aussi son diamètre, on peut en tirer la tension de surface.
F A.1 Résultante des forces capillaire exercées par le liquide sur une plaque de platine.
A.2 Mesures à lʼanneau
La mise en place de cette mesure est simple. Un anneau de platine de dimensions connues est relié à une
balance de précision de position contrôlée. Un plateau motorisé permet d’amener les récipients contenant
le liquide près de l’anneau. À vitesse très faible (de l’ordre dummmin−1) le liquide se rapproche de l’anneau
jusqu’au contact, et ensuite la force appliquée sur l’anneau par la déformation de l’interface est enregistrée
en fonction de la distance.
Cette force atteint unmaximum lorsque l’interface se raccorde verticalement à l’anneau, voir FigureA.2.
Ensuite, l’interface se courbe vers l’intérieur sous l’anneau, et la force diminue. Cette valeur de force maxi-
mum est celle utilisée pour le calcul de la tension de surface. Cependant, il est absolument nécessaire de
réaliser une correction sur le résultat brut de la force mesurée. Dans l’état actuel des choses, la tension de
surface mesurée est ? = Fmax/Lw où Lw est la longueur de la ligne de contact avec l’anneau de platine,
L = 2(Ri +Ro),Ri etRo représentant les rayons internes et externes respectivement de l’anneau. Mais
cet anneau, étant au dessus de la surface libre subit une force supplémentaire de pression, qui s’applique
sur la partie inférieure de l’anneau, plongée dans le liquide, où la pression y est inférieure à celle de la sur-
face libre. C’est l’équivalent du poids du liquide déplacé. Au point de force maximum, il peut représenter
jusqu’à 20% de la force appliqué sur l’anneau. La connaissance du volume déplacé n’est malheureusement
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F A.2 (a) Résultantes des forces capillaires Ftot exercées par le liquide sur l’anneau de platine à
une distance d au-dessus du bain. (b) Courbe typique de la force Ftot exercée sur l’anneau en fonction de
la hauteur d au dessus du bain. La force est maximale lorsque les forces résultantes aux lignes de contact
sont purement verticales.
pas possible expérimentalement, et par conséquent des méthodes empiriques de corrections ont été déve-
loppées. Les premières tables de correction ont été développées par Harkins et Jordan en 1930 [76]. Elles
se basent sur des mesures pour diﬀérentes géométries d’anneau. Par la suite, Zuidema et Waters ont créé
une interpolation de ces tables [77]. Ils ont appliqué un facteur correctif multiplicatif à la valeur de la force
totale Fmax mesurée, connaissant la diﬀérence de densité  entre les deux phases en jeu en kg L−1, et la
géométrie de l’anneauR le rayon principal du tore, et r le rayon de section du tore, et Lw étant la longueur
mouillée comme précédemment, en cm. La tension de surface en mNm−1 est alors donnée par, Fmax étant
en mN :
 =
Fmax
10 2Lw
"
0;725+

5;808 Fmax
L3w
  1;679 r
R
+ 0;045 34
0;5#
: (A.1)
La géométrie utilisée par le tensiomètre que nous utilisons est caractérisée par R = 9;545mm et r =
0;185mm, ce qui donne Lw = 4R = 11;9946 cm. Ces méthodes de corrections possèdent toutes diﬀé-
rentes gammes de validité, et diﬀérents intervalles de conĕance. On peut citer une dernière méthode stan-
dard : Huh et Mason [78, 79], utilisée préférentiellement, car elle a un intervalle de validité plus grand (de
1 à 1000mNm−1) mais un intervalle de conĕance un peu moins bon (0;19% contre 0;08% pour Zuidema
et Waters).
L’avantage de cette méthode par rapport à la plaque est qu’elle oﬀre une longueur de mouillage sur la
sonde est bien supérieure, ce qui augmente la précision de la mesure. En outre, les eﬀets d’angle de contact
éventuellement non nul sur le platine sont restreints du fait de la géométrie. Toutefois, cette méthode né-
cessite de connaître les densités des liquides utilisés, et de ne pas faire bouger trop rapidement le liquide par
rapport à l’anneau pour éviter des problèmes d’hystérésis de l’angle de contact, et les problèmes d’ajout de
contraintes visqueuses. Cela devient crucial pour les mesures de tensions interfaciales, lorsque deux phases
liquides sont mises en jeu.
Nous avons utilisé un appareil de mesure de tension de surface qui utilise cette méthode. L’appareil,
un K K100 MK2, possède une balance optique de position ĕxe de sensibilité 10 µg dans la gamme 0–
210 g, et un plateau motorisé qui se déplace sur 110mm avec une résolution de 0;1 µm et une vitesse de 0;1
à 500mmmin−1. Le logiciel qui pilote son fonctionnement réalise des aller-retours autour du maximum
de force mesurée, et calcule la valeur de la tension de surface après chaque maximum trouvé, suivant la
correction de Huh and Mason. Ce modèle possède de plus un porte-échantillon thermalisé : nous avons
eﬀectué toutes nos mesures à 25 C.
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Problématique
L’intérêt de cet appareil est qu’il possède une balance non déformable extrêmement précise. Toutefois, les
valeurs de tensions de surface corrigées empiriquement sont sujettes à discussion, et surtout, la variabilité
des tensions de surface mesurées sont de l’ordre de 1%. Les problèmes courants de cette méthode sont les
problèmes dus à la poussée d’Archimède, les eﬀets de volume ĕnis du réservoir et de l’anneau, les phéno-
mènes d’évaporation, et enĕn de diﬀusion d’un liquide dans l’autre dans le cas des mesures interfaciales,
ou encore d’impuretés. Certaines de ces corrections ont été par le passé tabulées empiriquement avec diﬀé-
rentes formules comme nous l’avons vu. Nous pouvons cependant atteindre une précision plus grande sur
les valeurs de tensions de surface en exploitant toutes les données de la courbe force-déplacement.
A.3 Protocole expérimental
Le réservoir contenant la solution est un cristallisoir de 50mm de diamètre. Leur taille est un compromis
entre un volume pas trop grand pour éviter l’utilisation d’une trop grande quantité de liquide, et une sur-
face assez grande pour se rapprocher du cas idéal d’un bain de surface inĕnie. L’anneau de platine possède
un diamètre d’environ 2 cm, ce qui fait une longueur de mouillage de Lw = 119;9mm. Il est nettoyé à la
Ęamme puis ĕxé sur la balance, et le liquide est versé dans le cristallisoir. Le logiciel du tensiomètre prend
ensuite tout enmain. Lors de la première approche du plateau, l’appareil détecte la surface du liquide lorsque
l’anneau est soudainement aspiré dans le liquide, ce qui déĕnit le zéro de l’échelle des z. Ensuite il plonge
d’une certaine longueur dans le bain, en général 2mm, et commence à remonter pour faire l’acquisition des
valeurs de force et de déplacement, et pour trouver le maximum. Une fois le premier maximum dépassé,
le plateau est éloigné encore un peu puis il fait des aller-retours autour de la position du maximum, pour
enregistrer dans le temps les valeurs successives de la force à son maximum. L’idée pour nous est mainte-
nant d’enregistrer toute la courbe force-déplacement pour pouvoir exploiter toutes les informations qu’elle
contient, et pas seulement la valeur de la force au maximum, comme c’est représenté sur la Figure A.3(a).
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F A.3 (a) Force mesurée par le tensiomètre en fonction du déplacement vertical du plateau pour
de multiples allers-retours du plateau dans le temps. On observe un maximum vers dmax  3mm. La
largeur observée dans le sens horizontal est due à l’évaporation, qui fait baisser le niveau du bain. (b)
Représentation de l’évaporation pendant les 3h20min de l’expérience. Le niveau où la force atteint son
maximum dmax baisse régulièrement dans le temps au taux de 21 nm s−1.
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Évaporation
Nous pouvons observer notamment qu’il y a des problèmes d’évaporation du liquide. En eﬀet la courbe est
progressivement au cours des aller-retour translatée horizontalement. Pour l’eau, le taux d’évaporation est
assez important, contrairement aux alcanes par exemple. Cela a pour conséquence de baisser le niveau du
bain, et de décaler la mesure de hauteur, calculée par rapport au niveau de référence détecté à la première
approche. Pour s’en aﬀranchir, nous avons pris la valeur de la hauteur aux maxima, et, en supposant celle
ci constante, nous avons approximé ces valeurs dans le temps en prenant en compte un taux d’évaporation
constant. Un ajustement de cette valeur est présenté sur la Figure A.3(b).
Hystérésis
Nous pouvons ensuite retirer cette dérive des données brutes des courbes forces déplacement, et représen-
ter la force en fonction de la distance corrigée sur la Figure A.4(a). On observe alors l’apparition d’une
faible hystérésis entre les déplacements aller et retour du plateau. Pour cette eﬀet, la vitesse d’approche du
plateau est cruciale. On peut constater que pour diﬀérentes vitesses sur la Figure A.4(b), la diﬀérence de
force mesurée entre un aller et un retour peut être très grande si la vitesse d’approche est augmentée. En
eﬀet, dans l’exemple (a), la vitesse d’approche est de 0;7mmmin−1. Pour la suite, le choix de 0;7mmmin−1
est raisonnable car cette vitesse est basse mais pas excessivement pour que les mesures d’une dizaine de
maxima s’eﬀectuent en un temps raisonnable. Pour les mesures de tension interfaciale toutefois, pour les-
quelles la viscosité a un rôle encore plus important, il peut être nécessaire de réduire la vitesse au minimum
soit 0;1mmmin−1. Il faut noter que cet eﬀet n’a pas d’inĘuence sur le maximum de la force, toutes les
courbes sur la Figure A.4(b) s’annulent à ce maximum, mais l’hystérésis peut avoir une inĘuence si l’on
veut exploiter toute la courbe autour du maximum.
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F A.4 (a) Force en fonction de la distance corrigée du plateau, en corrigeant l’évaporation. On
voit apparaître faiblement un hystéresis entre les approches croissantes et décroissantes du plateau par
rapport à l’anneau, en rouge le plateau s’éloigne, la distance est croissante, et en bleu il s’approche. (b)
Diﬀérence de force observée en (a) en fonction de la distance en faisant varier la vitesse d’approche du
plateau. Les vitesses de déplacement du plateau sont successivement 0;1 ; 0;7 ; 7 ; 30 et 70mmmin−1 pour
des diﬀérences de forces de plus en plus grandes (à gauche en (a), la vitesse est de 0;7mmmin−1). Pour
70mmmin−1, la mesure est très hasardeuse car l’interface se casse très rapidement, toutefois cela donne
une idée du sens d’évolution, et de l’ordre de grandeur des forces visqueuses.
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Quelques point expérimentaux importants
• Bien nettoyer l’anneau : il faut le porter au rouge avec un chalumeau. Eventuellement le rincer à l’eau
millipure avant et après, ou à d’autres solvants si nécessaire, (mais remettre de l’eau avant de le passer
au chalumeau !)
• Ne pas déformer l’anneau ! Cela modiĕerait la géométrie et donc la valeur de la force au maximum,
et donc la mesure. Et ces anneaux sont chers, donc il faut être délicat dans sa manipulation, à la fois
lorsqu’on l’accroche à la balance, ou lorsqu’on le nettoie, ou qu’on le range.
• Mettre suﬃsamment de liquide, car le protocole de déplacement de la cuve fait mouiller totalement
l’anneau en l’enfonçant en général de 5mm dans le liquide, une fois l’interface détecté, avant de
commencer la procédure complète. Il ne faudrait pas que l’anneau vienne s’écraser contre le fond de
la cuve, cela endommagerait la balance de précision.
Comportement au maximum
Les valeurs de tension de surface données par le logiciel, et calculées par la méthode de Huh et Mason,
sont toujours légèrement surévaluées car elle prennent en compte la valeur du maximum absolu de la force
mesurée, qui est contraint au bruit. D’autre part, on peut observer une évolution de la valeur ponctuelle de la
forcemaximumavec le temps, au fur et àmesure que les cycles s’enchaînent. Pour s’aﬀranchir des problèmes
de bruit et gagner en conĕance sur le résultat, nous avons donc réalisé des ajustements au voisinage du
maximum de la courbe force-déplacement mesurée pour en tirer trois informations : la force maximum
Fm, la hauteur au maximum zm, et la courbure au maximum Cm. De ces trois informations, on s’attend à
ce que la force soit le principal paramètre dépendant de la tension de surface, et que la hauteur et la courbure
soient des paramètre d’ajustement ĕns sur la physique duproblème, commepar exemple un angle de contact
éventuel avec le platine. L’ajustement du second ordre réalisé est le suivant :
F = Fm
 
1  (z   zm)2C2m

: (A.2)
Eau Hexadécane Eau/Hexadécane
Fm (mN) 9;112 ( 0;002) 3;6051 ( 0;0004) 5;5741 ( 0;0002)
 Huh et Mason (mN/m) 71;40 26;82 51;01
Zm (mm) 3;416 ( 0;007) 2;518 ( 0;001) 3;716 ( 0;002)
Cm (mm 1) 0;350 ( 0;003) 0;446 ( 0;001) 0;2427 ( 0;0001)
T A.1 Résultats expérimentaux de mesure de force pour le couple hexadécane/eau.
On présente les résultats ici pour le couple hexadécane/eau, rappelés dans le tableau (A.1). Les valeurs
de tension de surface indiquées sont calculées selon les corrections de Huh et Mason, précise à 1% dans
notre cas.De plus, elles sont prises sur le maximum de la force qui est soumis au bruit, de l’ordre de 3% de
la valeur du maximum, cette valeur est donc surévaluée de 3%. Ces résultats d’ajustements ne donnent pas
encore directement les valeurs de la tension de surface, car nous souhaitons nous aﬀranchir des méthodes
de corrections empiriques (que nous avons néanmoins rappelées dans le tableau des résultats à titre de
comparaison). Nous allons donc maintenant voir comment calculer précisément cette tension de surface.
A.4 Solution numérique
Nous souhaitons dans cette section calculer précisément le proĕl de l’interface en fonction de tous les para-
mètres du problème. Les paramètres géométriques retenus sont ceux de l’anneau utilisé (voir Figure A.5),
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soit b = 9;545mm et a = 0;185mm. Enĕn, nous faisons l’hypothèse que l’angle de contact sur le platine
est nul.
A.4.1 Équations de lʼinterface
F A.5 (a) Proĕl de l’interface, notations. (b) Forces exercées sur l’anneau.
Le problème possède une axisymétrie, donc nous paramétrons le proĕl de l’interface par z(r). Or, les
équations s’expriment aisément en coordonnées curvilignes. Les coordonnées curvilignes du proĕl sont
reliées aux coordonnées cartésiennes (r; z) par :
dz
ds
= sin() ; (A.3)
dr
ds
= cos() : (A.4)
Le proĕl de l’interface liquide-vapeur est gouverné par l’équilibre entre la pression hydrostatique et la pres-
sion de Laplace. Elle s’exprime dans nos notations :
z = `
2

d
ds
+
sin()
r

; (A.5)
où le second membre représente la courbure en coordonnées curvilignes, et où on a déĕni la longueur
capillaire ` =
p
/g. Pour une interface liquide/liquide (A/B), l’équation est identique en prenant ` =p
AB/(B   A)g, la phase A étant moins dense que la phase B. L’équation de l’interface se réécrit de la
façon suivante :
d
ds
=   sin()
r
+
z
`
2 : (A.6)
Nous ne l’adimensionnons pas par la longueur capillaire car la longueur imposée du système est le rayon de
l’anneau, qui va intervenir dans la force. C’est en fait une équation du second ordre car la relation entre z
et s est aussi une équation diﬀérentielle du premier ordre, il faut donc dériver cette équation du proĕl pour
obtenir une équation explicite. Il faut donc exprimer deux conditions aux limites pour chacune des parties
de l’interface, à l’intérieur de l’anneau, et à l’extérieur.
Conditions aux limites
Pour la partie à l’intérieur de l’anneau, par symétrie, nous avons en r = 0 dz/dr = 0. La hauteur h0 du
proĕl en r = 0 est déterminé par la position de l’anneau. Sur l’anneau, la condition aux limites du proĕl
intérieur de l’interface est que le proĕl est tangent à l’anneau en un point de intérieur de l’anneau. Nous
allons exprimer plus bas cette condition. Pour la partie extérieure du proĕl, c’est en r =1 que nous avons
z = 0. Et, de lamême façon, le proĕl doit être tangent à l’anneau en un point de la partie externe de l’anneau.
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Développement asymptotique du bain
Numériquement, nous commençons à intégrer loin du centre, à un rayon donnéRc = 10R. À cet endroit,
pour pouvoir intégrer, nous cherchons une solution formelle asymptotique zout de l’équation de l’interface
en coordonnées cylindriques (A.6). Dans la partie extérieure, loin de l’anneau, la pente est très faible donc
 ! 0 et r  s et   dz/ds. L’équation (A.6) se réécrit donc :
r2
d2z
dr2
+ r
dz
ds
  r2 z
`
2 = 0 : (A.7)
ce qui constitue l’équation diﬀérentielle de Bessel d’ordre 0, et dont l’ensemble des solutions est donné par
les fonctions de Bessel de première et seconde espèce, et donc aussi d’ordre 0. La solution recherchée est
la fonction de Bessel modiĕée de seconde espèce K0(r) qui ne diverge pas en r = 1. Le comportement
asymptotique est alors donné en coordonnées cylindriques par :
zout(Rc) = A
`
3/2
p
Rc
exp

 Rc
`

; (A.8)
z0out(Rc) =  A
`
1/2

2R
3/2
c
(2Rc + `) exp

 Rc
`

=  zout(Rc)
`

1 +
`
2Rc

; (A.9)
oùA est une constante adimensionnée, et déĕnit l’amplitude de la solution recherchée.
En coordonnées curvilignes, pour la partie externe, s est comptée dans le sens inverse. On commence
à intégrer à partir de Rc jusqu’à ce qu’on rencontre l’anneau. Avec le changement de variable s !   s et
 !    , la condition initiale devient donc ĕnalement :
(s0) =   arctan

z0
`

1 +
`
2Rc

; (A.10)
z(s0) = z0 ; (A.11)
r(s0) = Rc : (A.12)
Enĕn, pour le centre de l’anneau en r = 0, on a les mêmes conditions que juste au-dessus, mais cette
fois ci en coordonnées curvilignes, s  1 donc z(s) = h0, r(s) = s et (s) = d/ds(0)s au premier
ordre. D’où :
d
ds
(s) =  d
ds
(0) +
h0
`2
: (A.13)
C’est-à-dire dans l’approximation s 1 :
(s) =
h0
2`2
s : (A.14)
Contacts avec lʼanneau
Au contact de l’interface et de l’anneau, la pente de l’anneau est notée s, et l’angle du point de contact sur
l’anneau est noté r. Le point de contact vériĕe donc z = d+ b sin(r) et r = a+b cos(r). Or, nous avons
fait l’approximation que l’angle de contact est nul, ce qui impose [voir Figure A.5(b)] que r = s + 2 , ce
qui reste valable à la fois pour le proĕl intérieur, et pour le proĕl extérieur. Rappelons en eﬀet que l’angle
 n’est pas déĕni dans le même sens dans ces deux cas du fait du changement de variable que nous avons
eﬀectué pour l’extérieur.
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Force Résultante
Les deux composantes de la force sur l’anneau sont la pression et la résultante des forces de tension de
surface. La pression sur l’anneau estP0 gz. La contrainte de pression est normale à l’interface de l’anneau,
donc, la composante verticale sur tout l’anneau est :
F =
I
 P2rsin(r)dS ; (A.15)
avec P = P0   gz si la surface locale de l’anneau est dans le liquide ou P0 si elle est dans l’air, et, r =
a + b cos(r), z = d + b sin(r) et dS = bdr. La contribution de P0 s’annule tout autour de l’anneau,
donc :
F = 2gb
Z r;ext
r;int
(d+ b sin(u))(a+ b cos(u)) sin(u)du ; (A.16)
= 2gb

 ad cos(u) + 1
2
abu  1
4
ab sin(2u) + 1
2
bd sin(u)2 + 1
3
b2 sin(u)3
r;ext
r;int
: (A.17)
Ensuite, la résultante des forces capillaires de tension de surface peut se réduire à deux termes, provenant
chacundes lignes de contact à l’intérieur et à l’extérieur de l’anneau, et ils dépendent de la pente de l’interface
à ces endroits. La composante verticale résultante est donc :
F = 2 (rint sin(s;int) + rext sin(s;ext)) : (A.18)
Stratégies de lʼalgorithme
Les variables d’intégration sont Rc et z0 pour l’extérieur et h0 pour l’intérieur. On travaille à Rc ĕxé as-
sez grand tel que l’approximation de faible pente   1 y soit toujours valable, même pour de grandes
distances de l’anneau au dessus du bain, notamment pour des liquides à fortes tensions de surfaces, qui se
déforment plus facilement, tels que l’eau. Nous avons prisRc = 20mm, soit deux fois la taille de l’anneau.
Nous parcourons donc par exemple l’ensemble des z0, et déterminons les positions de l’anneau compatibles
avec les proĕls d’interfaces trouvés, et faisons de même avec h0. Notamment, dans certains cas, il y a deux
positions d’anneau pour un même proĕl d’interface qui peuvent convenir (voir Figure A.6). Une fois que
l’on a associé une forme d’interface compatible avec une position d’anneau, nous pouvons alors calculer les
forces résultantes, et ainsi construire progressivement la courbe de force-déplacement pour les paramètres
de l’expérience donnés, c’est-à-dire  et , qui interviennent indépendamment dans l’expression des forces.
L’algorithme d’intégration de l’équation diﬀérentielle est un algorithme de Runge-Kutta d’ordre 4, et le
pas d’intégration pour la coordonnée curviligne est de 10 4mm.
Volume ﬁni
Dans l’expérience, le volume du réservoir est ĕni. Donc lorsque l’interface est déformé, le volume déplacé
abaisse le niveau de référence du bain. Plus la surface du cristallisoir est petite, plus ce niveau est déplacé. Le
volume créé par l’interface est donc déterminé lors de l’intégration et la correction suivante est appliquée à
la distance au dessus du bain :d = Vinterface/Scristallisoir.
Courbes force-déplacement
Finalement, les courbes force-déplacement sont extraites des données de l’intégration pour un couple de
paramètres (; ). Un exemple pour l’eau est présenté sur la Figure A.7, où sont représentées les forces
capillaires dues à l’interface intérieur et l’interface extérieur. Les parties de la courbe où les forces sont né-
gatives n’ont pas de sens car l’interface fait une boucle sur lui-même, comme nous pouvons le voir sur la
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F A.6 Solutions de l’intégration pour l’interface externe. Chaque courbe croise au plus deux fois
l’axe de l’anneau, en fonction du paramètre d’intégration initial. L’anneau est représenté tangent à la
courbe lorsque la solution existe. Pour de trop faibles paramètres, la deuxième solution devient non phy-
sique car l’interface se coupe lui même. Pour des paramètre trop grands, il n’y a pas de solution. Les
paramètres utilisés ici sont ceux de l’eau, c’est-à-dire  = 71mNm−1 et  = 996 kgm−3.
Figure A.6. L’intégration devient diﬃcile proche du maximum car la position de l’interface est très sen-
sible aux conditions initiales, lorsque l’interface devient verticalement tangeant à l’anneau. Nous pouvons
remarquer que les forces intérieures et extérieures sont dissymétriques. En eﬀet, pour l’eau, la longueur ca-
pillaire est de 2;7mm, ce qui est comparable à la taille de l’anneau. Le centre de l’anneau n’est pas à hauteur
nulle, et la pente de l’interface au contact intérieur de l’anneau a un retard par rapport à la pente extérieure,
elle est plus horizontale et atteint son maximum plus tard. Pour des tensions de surface plus petites nous
observons une diﬀérence moins nette.
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F A.7 Forces agissant sur l’anneau en fonction de la distance pour  = 71mNm−1 et  =
996 kgm−3. En rouge, la force capillaire agissant à l’intérieur de l’anneau, en bleu à l’extérieur et en jaune,
la force de pression qui agit sous l’anneau. La force totale est en noir.
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A.4.2 Comparaisons avec lʼexpérience
Tout d’abord, étudions la correction de la force due à la pression. Dans notre modèle, nous pouvons facile-
ment connaître la part de la force qui est dûe aux forces de tension de surface. Dans l’exemple d’une tension
de surface à 71mNm−1, au point de force totale maximum, cette part est de 90;9%. Lorsqu’on fait le calcul
inverse, pour une force totale obtenue numériquement de 9;18mN, la formule de correction de Zuidema
(A.1) nous donne un facteur de 93;4% et semble donc sous-estimer la force de pression. Cette diﬀérence
induit donc une erreur de 2;5% du protocole de correction classique.
Ensuite, nous pouvons faire varier les deux paramètres  et  pour comparer lesmesures expérimentales
avec les courbes numériques obtenues. La densité étant mesurée indépendamment de façon assez précise,
nous ne cherchons qu’à mesurer la tension de surface de la solution. Pour cela, nous pouvons utiliser par
exemple les abaques générées de la Figure A.8 qui déterminent la tension de surface en fonction de la force
maximale mesurée pour plusieurs densités. Enĕn, la mesure de la distance maximale est trop dépendante
de la surface du réservoir utilisé et ne peut pas servir pour mesurer précisément la tension de surface.
9.30
9.25
9.20
9.15
9.10
9.05
72.572.071.571.070.570.0
FA.8 Variation de la forcemaximale en fonction de la tension de surface pour diﬀérentes densités
 = 995 kgm−1, 997 kgm−1, 1000 kgm−1 et 1004 kgm−1, de bas en haut (de rouge à bleu).
Par exemple une mesure de tension de surface de l’eau nous donne avec ces abaques  = 70;70 
0;02mNm−1, alors que les tables de corrections donnent 71;4mNm−1 à 1% près, ce qui est parfaitement
compatible avec notre mesure qui est cependant plus précise.
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Annexe B
Données physico-chimiques
densité (, kgm−3) 997;0

1 + 2;7 10 4  (T (C)  25)
tension de surface (LV, mNm−1) 71;91

1  2;1 10 3  (T (C)  25)
viscosité dynamique (, mPa s) 0;891

1  2;4 10 2  (T (C)  25)
T B.1 Données tabulées pour l’eau pure, d’après [166].
densité (, kgm−3) 783;9

1 + 1;3 10 3  (T (C)  25)
tension de surface (LV, mNm−1) 21;97

1  3;8 10 3  (T (C)  25)
viscosité dynamique (, mPa s) 1;101

1  1;8 10 2  (T (C)  25)
T B.2 Données tabulées pour l’éthanol pur, d’après [166].
décane dodécane hexadécane
densité à 20 C (d = /eau) 0;73 0;75 0;77
tension de surface à 20 C (LV, mNm−1) 23;83 25;35 27;47
T B.3 Données tabulées pour quelques alcanes purs, d’après [247].
V20 V100 V500 V1000 V5000
viscosité dynamique (, Pa s) 0;02 0;1 0;5 1 5
masse molaire (M , kgmol−1) 3 11 29 39 60
densité (, kgm−3) 0;950 0;965 0;970 0;970 0;970
dilatation thermique (103  d/dT , K−1) 1;07 0;945 0;945 0;945 0;945
tension de surface (LV, mNm−1) 20;6 20;9 21;1 21;1 21;1
T B.4 Données tabulées pour les huiles silicones Rhodorsil 47V (données fabricant B).
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Huiles silicone sur wafer + FC725 50 5 °
Eau sur élastomère 40 kPa 100 50 °
Ethanol sur élastomère 40 kPa 40 15 °
Eau-DMSO 90/10 sur élastomère 40 kPa 90 15 °
T B.5 Ordre de grandeur des angles de contact mesurés dans cette thèse. L’élastomère dont il est
question est l’RTV EC00 décrit à la section 4.2. Le FC725 est décrit à la sous-section 5.1.4.
Constante de Boltzmann kB = 1;38 10 23 J K−1
Constante des gaz parfaits R = 8;314 J K−1mol−1
Nombre d’Avogadro NA = 6;02 1023mol−1
Permittivité diélectrique du vide 0 = 8;85 10 12m−3 kg−1 s4 A2
Constante de Planck réduite ~ = h/2 = 1;1 10 34 J s
T B.6 Les constantes universelles utilisées dans ce mémoire (il y a bien du ~ je vous assure, page 49).
Annexe C
Analyse dʼimage
C.1 Utiliser les 16 bits des capteurs CMOS des appareils photographiques
C.1.1 Format RAW
Les capteurs CMOS des appareils photos enregistrent les données en 16 bits or les formats de ĕchiers
d’image tels le JPEG ou le TIFF (la plupart du temps) enregistrent les données en 8 bits soit un octet. Il
y a donc une perte d’information à la conversion lors de l’enregistrement des données du CMOS en ĕchier
image lisible standard. Pour utiliser toute la dynamique des valeurs enregistrées sur le capteur, il est néces-
saire de décoder le format de ĕchier du constructeur, appelé RAW, qui peut être aussi NEF sur les appareils
photographiques N. Les appareils photographiques sont en général livrés avec un lecteur de RAW, qui
permet par exemple de régler la luminosité et les contrastes plus ĕnement après la prise de vue, mais la seule
possibilité après coup est de les convertir dans les formats d’image standard. Or, nous souhaitons utiliser
les données brutes des images pour faire de l’analyse plus ĕnement.
Pour cela, nous utilisons un petit décodeur libre, appeléDcraw, développé parDaveCoﬃn, et disponible
sur http://www.cybercom.net/~dcoffin/dcraw/. Ce décodeur permet de convertir le RAW en TIFFmo-
nochromes 16 bits à partir des données du CMOS. La conversion peut être linéaire, ce qui permet d’avoir
un signal exactement proportionnel au nombre d’électron porté par chaque pixel du CMOS, lui aussi pro-
portionnel au Ęux de photon recueilli. Notamment, la commande que nous utilisons est la suivante :
dcraw -v -j -4 -T -d -D *.nef
C.1.2 Matrice de Bayer
Les appareils photographiques actuels utilisent des matrices de Bayer pour recréer les couleurs avec un seul
capteur. Une grille de ĕltre s’adapte sur chaque pixel avec des couleurs successives rouge, vert, bleu, vert, etc.
Il y a deux fois plus de vert car l’œil est plus sensible aux longueurs d’ondes moyennes vert le jaune, qu’aux
longueurs d’ondes extrêmes du bleu ou du rouge. Ainsi, la couleur est recrée en aﬀectant une conversion
entre cette matrice de Bayer et trois matrices représentant le rouge, le vert et le bleu classiques d’un ĕchier
d’image type TIFF.
Le décodeur Dcraw permet d’avoir accès aux valeur brutes du capteur derrière cette matrice. Pour re-
composer une image monochromatique, il suﬃt alors de convoluer la matrice de valeurs par :0@ 1 2 12 4 2
1 2 1
1A : (C.1)
Toute autre matrice pourrait convenir, mais elle mettrait en valeur plus une couleur qu’une autre. Il est ici
absolument nécessaire de travailler en 32 bits si les données de l’appareil photo sont en 16 bits, car cette
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opération de convolution nécessite 4 bits supplémentaires. En eﬀet, on fait une sorte de moyenne sur les
diﬀérentes couleurs pour avoir un gris moyenné sur 9 pixels, ce qui contient donc une information un peu
plus précise.
C.1.3 Table de correspondance
Pour pouvoir proĕter pleinement de la dynamique des données, il est nécessaire d’eﬀectuer une conversion
des données sur 16 bits (ou 20) à des données sur 8 bits. En eﬀet, nous avons vu que les ĕchiers image clas-
siques codent en 8 bits, mais aussi les systèmes d’aﬃchage classique, qui possèdent 16 millions de couleur,
c’est-à-dire (28)3. La conversion se fait par ce qu’on appelle une LUT (lookup table) ou table de correspon-
dance : à chaque valeur de le matrice est associée une valeur d’aﬃchage en 8 bits monochrome ou 83 bits
couleur. Elle est en général représentée par une courbe de l’ensemble des valeurs de la matrice d’entrée vers
l’ensemble des valeurs de l’image de sortie. Si cette table d’association n’est pas linéaire, cela va permettre
de mettre en valeur diﬀérentes zones de luminosité et s’approcher de ce que l’on appelle le HDR (high dy-
namic range, imagerie à grande gamme dynamique), pour permettre de proĕter pleinement de la grande
dynamique des données enregistrées. En eﬀet, ce procédé permet de s’approcher de la dynamique de l’œil
humain qui s’étend sur 6 décades de luminosité, alors qu’une image en 8 bits s’étend sur deux décades. À
notre humble niveau, on peut par exemple associer une LUT avec une forte pente aux faibles valeurs va
mettre en contraste les faibles luminosités, et faire saturer toutes les hautes luminosités. Si on choisit une
courbe périodique, on va faire apparaître les dégradés de luminosités par des stries etc.
C.2 Transformées en ondelettes
C.2.1 Détection dʼun grandissement
On a deux signaux périodiques f0 et fs de périodes légèrement diﬀérentes. On appelle k0 la pulsation du
signal de référence et ks la pulsation de l’autre signal. On cherche à trouver le coeﬃcient s de « stretch »
entre les deux : ks = sk0. On sait artiĕciellementmodiĕer la période d’un signal. Compressons par exemple
le signal de référence :
ft(x) = f0(tx) ; (C.2)
où t > 1 par exemple. Ce signal est donc de pulsation tk0 > k0, donc la période est plus courte. On cherche
alors à tracer un coeﬃcient de corrélation entre les deux signaux en fonction de t. Celui ci sera maximal
pour t = s. On a de plus accès à d’autres informations comme la fréquence k0.
On mesure la covariance entre les deux par le coeﬃcient suivant, appelé coeﬃcient de Pearson :
r =
ts
ts
; (C.3)
où pour des signaux centrés en 0 sur une largeur 2L :
 =
s
1
2L
Z L
 L
dxf(x)2 ; (C.4)
ts =
1
2L
Z L
 L
dxft(x)fs(x) : (C.5)
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Signal sinusoïdal
Prenons par exemple deux signaux sinusoïdaux, d’amplitude unité tous les deux, centrés en 0 pour ĕxer les
idées.
ft(x) = cos tk0x ; (C.6)
fs(x) = cos sk0x : (C.7)
En passant au continu, on a sur une taille 2L pour un signal de pulsation k0 :
0 =
s
1
2L
Z L
 L
dx cos2 k0x =
s
1
2L

L+
sin(2k0L)
2k0

=
s
1
2
+
sin(2k0L)
2k0L
: (C.8)
On suppose pour la suite que k0L 1 et k1L 1. Alors 0 = 1 =
p
2/2. De plus :
ts =
1
2L
Z L
 L
dx cos(tk0x) cos(sk0x) ; (C.9)
=
1
2L

sin((s+ t)k0L)
(s+ t)k0
+
sin((t  s)k0L)
(t  s)k0

; (C.10)
 1
2
sin((t  s)k0L)
(t  s)k0L ; (C.11)
de sorte que ĕnalement :
r(t) =
sin((t  s)k0L)
(t  s)k0L : (C.12)
On trouve un sinus cardinal centré en s, de période 2/k0L où L est la demi largeur du signal enregistré
et k0 sa pulsation. C’est ce signal qu’on appelle l’ondelette.
Signal harmonique
Le signal observé est en général plus proche d’un signal carré que d’un signal sinusoïdal. Ajoutons alors une
deuxième harmonique impaire au signal.
ft(x) = cos tk0x+  cos 3tk0x ; (C.13)
fs(x) = cos sk0x+  cos 3sk0x : (C.14)
Alors :
 =
r
6 (2 + 1) kL+ (6+ 3) sin(2kL) + 3 sin(4kL) + 2 sin(6kL)
12kL

r
1 + 2
2
; (C.15)
ts  1
2

sin[(t  s)k0L]
(t  s)k0L + 
2 sin[(t  s)3k0L]
(t  s)3k0L

; (C.16)
où l’approximation provient des bords, et non pas sur l’amplitude des harmoniques. Finalement :
r(t) =
1
1 + 2

sin[(t  s)k0L]
(t  s)k0L + 
2 sin[(t  s)3k0L]
(t  s)3k0L

: (C.17)
Dans le cas plus général d’un signal possédant une inĕnité d’harmoniques impaires :
f(x) =
X
i0
i cos [(2i+ 1)kx] ; (C.18)
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alors, on trouve au passage le résultat classique (kL 1) :
 
rP
i 
2
i
2
; (C.19)
et :
r(t) =
1P
i 
2
i
X
i
2i
sin[(t  s)(2i+ 1)k0L]
(t  s)((2i+ 1)k0L : (C.20)
En particulier, pour un signal carré d’amplitude 1, on a i = 4
( 1)i
2i+1 . On retrouve donc  = 1 et :
r(t) =
8
2
X
i0
sin[(t  s)(2i+ 1)k0L]
(t  s)(2i+ 1)3k0L : (C.21)
Signal discret
r =
P
i
 
f0 (i)  f0
  
f1 (i)  f1
qP
i
 
f0 (i)  f0
2qP
i
 
f1 (i)  f1
2 : (C.22)
Pour le passage au discret et éviter les problèmes de repliements, on suppose que la période du signal est
très grande devant la période d’échantillonnage, et que le stretch est bien d’ordre un.
C.3 Détection de motifs
C.3.1 Fonction analysatrice
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F C.1 Histogramme hj d’un signal discret. Le zéro représente par exemple la valeur noir, et 255 la
valeur blanche d’un signal codé sur 8 bits. On souhaite sur ce signal détecter la position j0 du maximum
de la pente du signal.
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On souhaite détecter le passage d’un niveau de gris à un autre, du noir (valeur 0) au blanc (valeur 255)
par exemple (voir la Figure C.1). En particulier, c’est le maximum de la dérivée que nous voulons détecter
précisément. La fonction analysatrice est donc la suivante :
f(x) = x exp
 (x  x0)2
22

(C.23)
ce qui représente un modèle continu de la dérivée seconde de la fonction que l’on souhaite analyser sur
l’histogramme, la dérivée étant une gaussienne, et qui est présenté sur la Figure C.2.
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F C.2 Fonction analysatrice : ici un détecteur de pente de la forme x exp
  x2/2.
L’objectif est d’essayer de trouver x0 et  qui représentent au mieux à une précision subpixellaire le
comportement de la fonction discrete hj .
C.3.2 Likelihood method
Imaginons que l’histogramme soit la fonction erf i.e. l’intégrale d’une gaussienne centrée enx0, et de largeur
. Alors, le produit de convolution de cette fonction avec la fonction analysatrice est non nul :Z 1
 1
f(x)f 00(x)dx =  
Z 1
 1
f 0(x)2dx+

f(x)f 0(x)
1
 1 : (C.24)
Au contraire, si ces deux fonctions sont décorrélées, ce produit est presque nul, car la fonction analysatrice
possède une moyenne nulle. Le choix de la fonction analysatrice nous indique ce que l’on recherche. Ici,
le produit de convolution d’une fonction avec une fonction de type dérivée de gaussienne est en quelque
sorte l’opération dérivée (cf la fonction discrète). On cherche alors à maximiser le produit de convolution
de l’histogramme avec la fonction analysatrice, en faisant varier les deux paramètres x0 et . Or la fonction
analysatrice doit aussi être discrète. On la représente alors par fj , centrée en j0, de largeur  (cf. Figure C.3).
Dans un premier temps, on fait seulement varier j0, à  donné. C’est typiquement du Savitzky-Golay algo-
rithm pour un lissage.
On construit alors le nombre représentant la probabilité pour que ces deux fonctions soient centrées en
même temps, sur un intervalle donné [ Jm; Jm], qui représente quelques fois la largeur  que l’on souhaite
détecter :
P (j0) =
X
 Jmj+Jm
hj0+jfj ; (C.25)
représenté sur la Figure C.4.
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F C.3 Fonction analysatrice discrète. On la déĕnit sur un intervalle court pour éviter les boucles
trop longues. Ici  = 5/2
p
2  3:5, sur un intervalle allant de -5 à 5.
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F C.4 P (j0) déĕnie à l’équation (C.25). C’est une corrélation discrète du signal de la Figure C.1
et de la fonction analysatrice de la Figure C.3.
C.3.3 Précision subpixellaire
On scanne en j0, et on regarde la courbe obtenue, qui doit être maximale lorsque j0 est au plus près de la
valeur attendue. On détecte la position du maximum par un ĕt du deuxième ordre autour de ce maximum
pour obtenir une précision subpixellaire.
Ainsi, si le maximum est centré en P0 à un pixel près, c’est-à-dire autour de (P 1; P0; P+1), on doit
résoudre le système suivant :
P0 = Pmax  Adj2 ; (C.26)
P+1 = Pmax  A(1  dj)2 ; (C.27)
P 1 = Pmax  A(1 + dj)2 ; (C.28)
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et on trouve la demi courbureA = P0   (P+1 + P 1)/2. La solution s’écrit alors :
dj =
P+1   P 1
2 (2P0   P+1   P 1) ; (C.29)
Pmax =P0 +
1
2
(2P0   P+1   P 1) dj2 : (C.30)
On peut retenir que dj = pente/2 courbure.
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F C.5 Détail du maximum de P (j0) de la Figure C.4. La courbe en pointillés représente un ajus-
tement du second ordre sur les trois points autour du maximum. On trouve dans ce cas sa position à
dj  +0;25 autour de la valeur centrale, représentée par un triangle.
C.3.4 Pattern en x
On cherche à mesurer le déplacement d’un motif entre deux signaux. Cela peut être le déplacement d’un
motif dans le temps, lorsque le signal hj évolue. De la même façon on peut analyser une image. Le but ici est
de mesurer une vitesse sur une matrice d’un diagramme spatiotemporel. Le temps est alors représenté dans
la direction i. On cherche donc à avoir la pente d’un motif donné sur l’image, que nous avons déjà détecté
en j0 (entier) pour la colonne i grâce à l’algorithme précédent. On cherche ainsi à retrouver ce mêmemotif
dans l’histogramme hi+1;j de la colonne suivante. On procède de la même façon que précédemment, mais
la probabilité est recherchée dans l’autre direction, avec une pente. On cherche alors à minimiser le produit
suivant :
P (v) =
1
2(2Jm + 1)
X
 Jmj+Jm
(hi+1;j0+v+j   hi;j0+j)2 + (hi 1;j0 v+j   hi;j0+j)2 ; (C.31)
en scannant les diﬀérents v. En eﬀet, si le motif est reconnu exactement pour une pente v sur les deux
colonnes adjacentes, la somme doit être nulle, et tout autre défaut ne fera que s’additionner à cette somme
est toujours positive. Puis, comme précédemment, on détecte le meilleur v autour du minimum de cette
fonction P (v) par un ajustement du deuxième ordre, comme c’est représenté sur la Figure C.6.
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F C.6 (a) Deux signaux consécutifs. On voit que le motif centré auparavant en j0 s’est déplacé
de quelques pixels vers la droite (en rouge). (b) Probabilité P (v) de déplacement du motif à partir de j0
déĕnie à l’équation (C.31). Elle estminimale pour v = 2;28. Les deuxmotifs des histogrammes précédents
sont donc séparés de 2;28 pixels.
C.4 Géométrie projective
On rappelle la projection du pointM(x; y; z) sur les deux écrans :
x1 =
f1x
l1 + z
; (C.32)
y1 =
f1y
l1 + z
; (C.33)
x2 =
f2z
l1   x ; (C.34)
y2 =
f2y
l1   x : (C.35)
F C.7 Notations
C.4 Géométrie projective 297
On résout alors le système d’équations suivant, pour (x; y; z) inconnus :
f1x  x1z = x1l1 ; (C.36)
f1y   y1z = y1l1 ; (C.37)
x2x+ f2z = x2l2 : (C.38)
On a calibré auparavant f1, l1, f2, l2, et on a mesuré x1(y1) et x2(y2). On souhaite avoir x(y) et z(y). Et
les origines sont centrées. Le système se résout alors :
x = x1
f2l1 + l2x2
f1f2 + x1x2
; (C.39)
y = y1
f2l1 + l2x2
f1f2 + x1x2
; (C.40)
z = x2
f1l2   l1x1
f1f2 + x1x2
: (C.41)
Il reste une équation, qui va nous déterminer y2(y1) de façon implicite :
y2 =
f2y
l1   x ; (C.42)
=
y1x2
x1
x
z
; (C.43)
= y1
f2l1 + l2x2(y2)
f1l2   l1x1(y1) : (C.44)
On eﬀectue un ajustement de x2(y2) = A+By2+Cy22 , ce qui nous donne une équation du second degré
à résoudre pour y2. On trouve une seule solution physique :
y2(y1) =
f1l2   l1x1(y1) Bl2y1  
q
(f1l2   l1x1(y1) Bl2y1)2   4Cl2y21 (f2l1 +Al2)
2Cl2y1
(C.45)
valable pour y1 6= 0, pour lequel y2 = 0.
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Annexe D
Formulaire
D.1 Interactions diverses
On rappelle que les tensions de surface sont des contraintes sur les intégrales des potentiels d’interactions
entre un point et un demi-espace (voir le chapitre 1). On a notamment :
2LV =  
Z 1
0
LL(z)dz ; (D.1)
SV + LV   SL =  
Z 1
0
LS(z)dz ; (D.2)
où (z) est l’interaction entre un demi-espace inĕni de la phase  sur un volume élémentaire de  à la
distance z de l’interface. On peut relier aisément cette interaction avec le potentiel intermoléculaire, comme
nous allons le voir dans ce qui suit. De plus, il est utile de s’intéresser à d’autres potentiels pour calculer des
interactions plus compliquées, comme entre un point et un dièdre par exemple pour calculer les forces au
voisinage de coins de liquides au chapitre 2, ou des interactions entre coins de liquides pour la tension de
ligne au chapitre 3.
D.1.1 Point demi-espace
On rappelle la déĕnition :
(z) = 
Z 1
 1
dx
Z 1
 1
dy
Z 1
z
dz '
p
x2 + y2 + z2

; (D.3)
(D.4)
où '(r) est le potentiel intermoléculaire. Pour la suite, par simplicité de notation, on ne note plus ni les
densités ni les indices de phases.  n’est donc pas la pression de disjonction mais bien l’interaction d’un
point avec un demi-espace.
'(r)n’est qu’une fonction d’une variable, on peut donc simpliĕer l’expression de l’intégrale en intégrant
sur des sphères pour proĕter de l’invariance axisymétrique de la situation, et on obtient la relation générale :
(z) = 2
Z 1
z
dr r2

1  z
r

'(r) (D.5)
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FD.1 Interaction entre un point et un demi-espace inĕni. L’intégration se fait soit par des coquilles
de rayon r si on utilise l’interaction entre deux points, soit par des portions de cylindres de rayon r si on
utilise l’interaction entre un point et une ligne inĕnie, perpendiculaire au plan du schéma.
Moments du potentiel
On a donc Z 1
0
(z)dz = 2
Z 1
0
dz
Z 1
z
dr r2

1  z
r

'(r) ; (D.6)
= 2
Z 1
0
dr
Z r
0
dz r2

1  z
r

'(r) ; (D.7)
= 
Z 1
0
r3'(r)dr : (D.8)
Et : Z 1
0
z(z)dz = 2
Z 1
0
dz
Z 1
z
dr r2z

1  z
r

'(r) ; (D.9)
= 2
Z 1
0
dr
Z r
0
dz r2z

1  z
r

'(r) ; (D.10)
=

3
Z 1
0
r4'(r)dr : (D.11)
Potentiel point-ligne
Il peut être utile d’utiliser l’invariance de géométries particulière dans une direction de l’espace. Pour cela,
on utilise le potentiel entre un point et une ligne à la distance r du point. On note PL(r) cette interaction.
PL(r) =
Z 1
 1

p
x2 + r2

dx : (D.12)
Ainsi, en intégrant sur des arcs de cercle, le potentiel point-demi-espace s’écrit :
(z) = 2
Z 1
z
r arccos z
r
PL(r)dr : (D.13)
Ainsi : Z 1
0
(z)dz = 2
Z 1
0
r2PL(r)dr ; (D.14)
et : Z 1
0
z(z)dz =

4
Z 1
0
r3PL(r)dr : (D.15)
D.1 Interactions diverses 301
D.1.2 Point dièdre
Comme pour un demi-espace, on utilise l’interaction point-ligne et on intègre sur des portions d’arc de
cercle, mais cette fois-ci dont les bornes ne sont plus les mêmes. L’interaction entre un point dans le pro-
longement d’une des interfaces du dièdre d’angle  < /2, et à la distance z du coin s’écrit :
PD(z; ) =
Z 1
z
r
h
  arcsin
z
r
sin
i
PL(r)dr : (D.16)
En eﬀet, sur la Figure D.2, dans le triangle MOA, on a la relation :
sin(  )
z
=
sin(   )
r
; (D.17)
ce qui nous donne bien un angle  =   arcsin(z sin/r) pour 0 <  <  < /2.
F D.2 (a) Schéma de l’intégration de l’interaction entre un point et un dièdre pour un dièdre
d’angle  < /2. Par symétrie, on utilise l’interaction entre un point et une ligne inĕnie PL(r) dans la
direction normale au schéma. (b)  > /2, l’intégrale est donc séparée en deux partie, la première pour
z sin < r < z, où le calcul est identique à un espace semi-inĕni, la deuxième pour r > z, où le calcul
est identique à (a).
On peut ensuite calculer :Z 1
0
PD(z; )dz =
Z 1
0
dz
Z 1
z
dr r
h
  arcsin
z
r
sin
i
PL(r) ; (D.18)
=
Z 1
0
dr
Z r
0
dz r
h
  arcsin
z
r
sin
i
PL(r) ; (D.19)
= tan 
2
Z 1
0
r2PL(r)dr : (D.20)
Pour  > /2, on doit séparer l’intégration en deux parties, comme c’est indiqué sur la Figure D.2(b) :
PD(z; ) =
Z z
z sin
dr 2r arccos
z
r
sin

PL(r)
+
Z 1
z
r
h
  
2
+ arccos
z
r
sin
i
PL(r)dr : (D.21)
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Et, l’intégrale sur z de cette interaction nous redonne la même chose que (D.20) :Z 1
0
PD(z; )dz =
Z 1
0
dr
Z r/ sin
r
dz 2r arccos
z
r
sin

PL(r)
+
Z 1
0
dr
Z r
0
dz r
h
  
2
+ arccos
z
r
sin
i
PL(r) ; (D.22)
=

2


2
    1tan

+ 2   + 1tan +
1
sin
 Z 1
0
r2PL(r)dr ; (D.23)
=

1
sin  
1
tan
 Z 1
0
r2PL(r)dr = tan 
2
Z 1
0
r2PL(r)dr : (D.24)
D.1.3 Dièdre-dièdre
Pour  < /2, l’interaction se calcule grâce à l’interaction entre un point et un dièdre (D.16) :
DD() =
Z 
0
d
Z 1
0
rdr

PD(r; ) + PD(r;   ) ; (D.25)
=
Z 1
0
r PL(r) dr
Z 
0
d
Z r
0
dz z
h
   arcsin
z
r
sin

+     arcsin
z
r
sin(  )
i
; (D.26)
=
1
2

1  tan
Z 1
0
r3PL(r)dr ; (D.27)
=
2


1  tan
Z 1
0
z(z)dz : (D.28)
La dernière égalité vient de l’équation (D.15)
F D.3 Schéma de l’intégration de l’interaction entre deux dièdre opposés de même angle . On
se ramène au calcul d’un point avec un dièdre alignéPD(r; ) donné à la Figure D.2.
D.2 Interactions pour le code numérique
L’interaction entre deux points est de la forme suivante :
'(r) =
 c
(a2 + r2)3
; (D.29)
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où a est une distance moléculaire. Typiquement pour le code, on ĕxe a = 1 ce qui nous déĕnit l’échelle des
longueurs.
D.2.1 Interaction point/demi-espace
(h) =
Z 1
h
dz
Z 1
 1
dy
Z 1
 1
dx'
p
x2 + y2 + z2

; (D.30)
=   c
4a2

1
a
cot 1

h
a

  h
a2 + h2

: (D.31)
Cette interaction permet notamment de ĕxer les tensions de surface grâce aux propriétés intégrales (D.1)
et (D.2) :
2LV =  
Z 1
0
LL(z)dz =
cLL
8
; (D.32)
SV + LV   SL =  
Z 1
0
LS(z)dz =
cLS
8
: (D.33)
D.2.2 Interaction point bande
Pour une bande inĕnie de largeur x, commençant en 0, et un point à l’altitude y, aligné avec l’abscisse 0 :
PB(x; y) =
Z 1
 1
dz
Z x
0
dx'
p
x2 + y2 + z2

; (D.34)
=
  c
8
x
 
3(a2 + y2) + 2x2

(a2 + y2)2 (y2 + a2 + x2)3/2
: (D.35)
On en déduit donc l’interaction entre un point en (xC ; yC) et une bande horizontale inĕnie dans la pro-
fondeur, et comprise entre 0 et xS à l’ordonnée yS :
PB(xC ; xS ; yC   yS) = PB(xC ; yC   yS) + PB(xS   xC ; yC   yS) : (D.36)
D.2.3 Point disque
Le disque est horizontal et possède un rayonR, de centre O, et le point est en (x; y). L’interaction entre les
deux s’écrit donc :
PP (x; y;R) =
Z R
0
rdr
Z 
 
d '
p
(x  r cos )2 + y2 + (z   r sin )2

: (D.37)
On déĕnit :
d2 = a2 + x2 + y2 ; (D.38)
 =
x2
d2
; (D.39)
 =
R2
d2
: (D.40)
Alors l’interaction entre le disque et le point s’écrit de façon condensée :
PP (; ; d) =
 ca2
4d4(1  )2
 
1 +
3 + 32(1  2) +  (1  2(1  2))  1
(2 + 2(1  2) + 1)3/2
!
: (D.41)
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On peut alors exprimer l’interaction entre un point en (xC ; yC) et un disque horizontale de centre sur l’axe
des y à la hauteur yS , et de rayon xS :
PP (xS ; xC ; yS   yC) = PP
 
x2S
a2 + x2C + (yS   yC)2
;
x2C
a2 + x2C + (yS   yC)2
;
a2 + x2C + (yS   yC)2
!
: (D.42)
D.3 Un peu de géométrie
Une calotte sphérique, de rayon au sol Rg et d’angle Y (qu’on peut aussi caractériser par son rayon de
courbure R = Rg/ sin Y et sa hauteur h = R(1   cos Y )) possède la paramétrisation polaire (r; )
suivante :
r =
Rg
sin Y
q
1    cos  cos Y 2   sin  cos Y : (D.43)
Le volume de la goutte est :
V =

3
h2(3R  h) = 4R
3
3
(2 + cos Y ) sin4
Y
2
;
=
2R3g
3
1  32 cos Y + 12 cos3 Y
sin3 Y
: (D.44)
La surface de révolution est :
S = 2R2(1  cos Y ) : (D.45)
La surface de coupe est :
S = R2(Y   sin Y cos Y ) ;
= R2g

Y
sin2 Y
  cos Ysin Y

: (D.46)
Enĕn la longueur de l’arc de la coupe est :
L = 2RY =
2RgY
sin Y
: (D.47)
D.4 Paramétrisation polaire
Calotte sphérique
La pramétrisation en polaire d’une calotte sphérique de rayon au solRg et d’angle de contac Y est donné
par la formule suivante :
r() =
Rg
sin Y
q
1    cos  cos Y 2   sin  cos Y : (D.48)
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Courbure
Pour une description r() dans le plan 2D, on a :
2D =
2r02 + r2   rr00
(r02 + r2)3/2
: (D.49)
Alors que pour une description h(x) on rappelle qu’elle s’écrit :
2D =
h00
(1 + h02)3/2
: (D.50)
Pour une forme axisymétrique, on préférera la description en h(r) (r est la distance à l’axe). La courbure
s’exprime alors :
3D =
h00 + h0(1 + h02)/r
(1 + h02)3/2
: (D.51)
Volume, surface
La surface d’un courbe polaire r() symétrique par rapport à l’axe vertical est donnée par :
S =
Z /2
0
r()2 d ; (D.52)
et le volume d’une surface axisymétrique par :
V =
2
3
Z /2
0
r()3 cos  d : (D.53)
D.5 Fonctions dʼAiry
Les fonctions d’Airy Ai et Bi sont les deux classes de solutions de l’équation diﬀérentielle ordinaire linéaire
homogène (à coeﬃcients non-constants) du second-ordre suivante :
d2f
dx2
  x f = 0 (D.54)
Elles peuvent être écrites notamment en fonction des fonctions de Bessel ou de développements en série,
et sont représentées sur la ĕgure Figure D.4.
Leur développement asymptotique en x!1 est donné par :
Ai(x) = exp
"
 2x
3/2
3
# 
1
2
p
x1/4
  5
96
p
x7/4
+O

1
x9/4

; (D.55)
Bi(x) = exp
"
2x3/2
3
#
1p
x1/4
+
5
48
p
x7/4
+O

1
x9/4

: (D.56)
Et,
Ai0(x)
Ai(x) =  
p
x+O

1
x

: (D.57)
306 A D : F
-10 -8 -6 -4 -2 2 4
0.5
0.5
1.0
1.5
-
F D.4 Fonctions d’Airy Ai(x) et Bi(x).
En zéro, on a :
Ai0(0)
Ai(0) = =  
31/3  E
 
2
3

 E
 
1
3
 =   2
31/6  E
 
1
3
2   0;7290 ; (D.58)
où  E(x) est la fonction d’Euler. Le développement au premier ordre s’écrit :
Ai0(x)
Ai(x) =
Ai0(0)
Ai(0)   4

Ai0(0)
Ai(0)
2
x+O(x2) : (D.59)
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Origin of line tension for a Lennard-Jones nanodroplet
Joost H. Weijs,1 Antonin Marchand,2 Bruno Andreotti,2 Detlef Lohse,1
and Jacco H. Snoeijer1
1Physics of Fluids Group and J. M. Burgers Centre for Fluid Dynamics, University of Twente,
P.O. Box 217, 7500 AE Enschede, The Netherlands
2Physique et Mécanique des Milieux Hétérogènes, UMR 7636 ESPCI-CNRS, Université Paris-Diderot,
10 rue Vauquelin, 75005 Paris, France
!Received 1 October 2010; accepted 4 January 2011; published online 1 February 2011"
The existence and origin of line tension has remained controversial in literature. To address this
issue, we compute the shape of Lennard-Jones nanodrops using molecular dynamics and compare
them to density functional theory in the approximation of the sharp kink interface. We show that the
deviation from Young’s law is very small and would correspond to a typical line tension length scale
!defined as line tension divided by surface tension" similar to the molecular size and decreasing with
Young’s angle. We propose an alternative interpretation based on the geometry of the interface at the
molecular scale. © 2011 American Institute of Physics. #doi:10.1063/1.3546008$
I. INTRODUCTION
The development of microfluidics in the past decade has
renewed the interest for a thermodynamical concept intro-
duced by Gibbs in his pioneering article: line tension.1 By
analogy with surface tension, which is by definition the ex-
cess free energy per unit surface of an interface separating
two phases, line tension is the excess free energy per unit
length of a contact line where three distinct phases coexist.
The variation of a system free energy F therefore presents
three contributions, a bulk contribution when the volume V is
varied, a surface contribution when any interface area Si is
varied, and a line contribution when the contact line length L
is varied,
dF = PdV + %
i
!idSi + "dL . !1"
Here, we use a summation to indicate that one has to take all
interfaces into account !liquid-solid, liquid-vapor, and solid-
vapor". The stability of deformable surfaces, such as a liquid-
vapor or liquid-liquid interface, necessarily requires a posi-
tive surface tension. Although the shape of the contact line is
deformable as well, the line tension cannot be inferred from
a stability argument.2 In addition, there are conceptual prob-
lems defining line tension properly.3,4
The simplest system in which a line tension effect may
be observed is a liquid drop on a solid substrate, in partial
wetting conditions. Consider a drop whose shape is a spheri-
cal cap characterized by its contact line radius R—seen
from the top—and its contact angle #. The drop volume
is V= 13$R˜
3!2−3 cos #+cos3 #", the liquid-vapor area SLV
=2$R˜ 2!1−cos #", the solid-liquid area SSL=$R2, and the
contact line length L=2$R. Here, we defined R˜ as the radius
of curvature of the spherical cap: R˜ =R /sin # !see also Fig.
1". When minimizing the free energy with respect to # at
constant volume !PdV=0", one gets5
cos # =
!SV − !SL
!
−
"/!
R
= cos #Y −
"/!
R
, !2"
where #Y is the Young’s contact angle and !SL, !SV, and ! are
the solid-liquid, solid-vapor, and liquid-vapor surface ten-
sion, respectively. Note that Eq. !2" only holds for spherical
cap-shaped droplets—the contact line of a cylinder-shaped
drop has zero curvature, which means that the contact angle
# is unaffected by line tension and is independent of the drop
size. In this derivation, we did not take any interface curva-
ture effects into account !such as Tolman corrections on !", if
these become comparable in magnitude to line tension, the
measured " from Eq. !2" cannot be considered “pure” line
tension, but rather an apparent line tension.3,4 From Eq. !2",
one can see that when " is positive, drops will present a
larger contact angle than Young’s angle.
Theoretical predictions on the strength of line tension are
based on calculating the free energy !per unit length" associ-
ated with the contact line using statistical mechanics !e.g.,
using density functional theory6,7" or a model based on inter-
face displacement.8,9 These analyses predict the value of line
tension to be in the range of 10−12–10−10 J /m. Of particular
interest is the behavior near the wetting transition !#→0",
for which " can vanish or diverge depending on the details of
the interaction.10–13
A large amount of experimental work has been done to
determine the magnitude of line tension. The most direct way
is to measure the contact angle as a function of contact line
curvature and thus droplet size.14–18 Using the modified
Young’s equation from Eq. !2", " can then be calculated. Due
to the small length scales involved for the measurement of ",
the observed values for " vary greatly in magnitude: both
negative and positive values as low as 10−11 J /m and as high
as 10−5 J /m have been reported. The reason for the huge
variation is that determining the contact angle is notoriously
difficult due to contact angle hysteresis caused by surface
inhomogeneities.19 The slightest amount of surface inhomo-
geneities can cause a severe overestimation of ". Indeed,
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Elastic deformation due to tangential capillary forces
Siddhartha Das,1 Antonin Marchand,2 Bruno Andreotti,2 and Jacco H. Snoeijer1
1Physics of Fluids Gr up and J. M. Burgers Centr for Fluid Dynamics, University of Twente,
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(Received 16 March 2011; accepted 30 June 2011; published online 27 July 2011)
A sessile liquid drop can deform the substrate on which it rests if the solid is sufficiently “soft.” In
this paper we compute the detailed spatial structure of the capillary forces exerted by the drop on
the solid substrate using a model based on Density Functional Theory. We show that, in addition to
the normal forces, the drop exerts a previously unaccounted tangential force. The resultant effect
on the solid is a pulling force near the contact line directed towards the interior of the drop, i.e., not
along the interface. The resulting elastic deformations of the solid are worked out and illustrate the
importance of the tangential forces.VC 2011 American Institute of Physics. [doi:10.1063/1.3615640]
I. INTRODUCTION
A drop of liquid can adhere to a solid surface due to mo-
lecular interactions. The microscopic structure of the forces
exerted on the liquid is accounted for by classical wetting
theory, e.g., using the concept of disjoining pressure.1,2 From
a macroscopic perspective this induces a normal force local-
ized near the contact line of magnitude c sin h,3,4 where c is
the liquid-vapor surface tension and h the contact angle. This
attractive force (per unit line) is compensated for by a repul-
sive Laplac pressure spread out over the contact area f the
drop, giving a zero resultant forc . Experimental evidence
for such nontrivial spatial structure of capillary forces can be
inferred from the elastic deformation of the solid below a liq-
uid drop.4–12 Figure 1(a) (taken from Ref. 8) shows that elas-
tic deformation is small, but measurable, on sufficiently soft
substrates.
One should note, however, that elastic deformation is
induced by forces exerted on the solid. This means that, a
priori, one cannot apply the classical theories of wetting,
which account for the forces exerted on the liquid. The goal
of the present paper is therefore to extend the standard for-
malism of wetting to compute the microscopic forces exerted
on the solid. It will turn out that, indeed, there are some cru-
cial differences when changing the “system” to which the
forces are applied from liquid to solid. We will work out the
consequences for the resulting elastic deformations, which
we show to be fundamentally different from existing theoret-
ical predictions.
There has been an intrinsic interest in the elasto-capillary
interactions such as drops on a soft surface.12–17 For example,
the contact angle of the drop on a soft surface is slightly dif-
ferent from Young’s equilibrium angle h.18–21 The energy bal-
ance now has an elastic contribution and for a small deviation
from Young’s angle Dh one finds Dh! c/(ER), where E is the
Young elastic modulus of the system and R the radius of the
drop. Other effects are enhancement of contact angle hystere-
sis,22 visco-elastic dissipation during drop spreading23,24 or
enhanced nucleation density in condensation processes.25 To
estimate the significance of elastic deformations it is instruc-
tive to consider the characteristic length scale ‘¼ c/E, from
the ratio of surface tension and the elastic modulus, which
determines the scale of deformations. For polycrystalline
materials, for which the elastic modulus is determined by the
interaction between molecules (E!GPa), such elastic defor-
mations are irrelevant (‘! 10#12 m). However, for solids
whose elasticity is of entropic origin (rubbers or gels with
E. 10 kPa) deformations extend into the micron range and
have indeed been observed experimentally.8,9,11,12,17,26
Interestingly, the elastic problem cannot be solved
within a macroscopic framework where the effect of surface
tension is represented by a localized force. This is because
the elastic response to a Dirac d-function gives an infinite
displacement at the contact line. This singularity can be
regularized by introducing microscopic physics, either in the
solid phase27 or in the liquid phase. The simplest and most
common approach is to spread out the pull of the contact line
over a small region of finite thickness w. By assuming that
this force is uniformly distributed in this thin region, Rusa-
nov5 and Lester6 have solved the elastic displacement profile
analytically. The resulting scale of displacement near the
contact line becomes! ‘ ln (R/w), illustrating the singularity
as w! 0. As pointed out by White,4 the precise distribution
of capillary forces can be obtained explicitly when introduc-
ing a microscopic model for the molecular interactions. It
was argued that the normal traction is simply equal to the
disjoining pressure P(h). This indeed gives a pressure peak
localized near the contact line, whose integral is equal to c
sin h. Once more it should be emphasized, however, that this
involves the forces exerted on the liquid, and not the forces
exerted on the solid, as required to obtain the elastic
deformation.
In this paper we compute the forces exerted by the liquid
on the solid using Density Functional Theory in the sharp-
kink approximation.28 This approach has the merit that (for
small contact angles) all results can be expressed in terms of
the disjoining pressure and can thus be related to the usual
wetting theory. Our central finding is that, besides a normal
component, there is also a nonzero tangential component
exerted on the solid, as depicted in Fig. 1(b). The physical
1070-6631/2011/23(7)/072006/11/$30.00 VC 2011 American Institute of Physics23, 072006-1
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Why is surface tension a force parallel to the interface?
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11 A paperclip can float on water. Drops of mercury do not spread on a surface. These capillary
12 phenomena are macroscopic manifestations of molecular interactions and can be explained
13 in terms of surface tension. We address several conceptual questions that are often encountered
14 when teaching capillarity and provide a perspective that reconciles the macroscopic viewpoints
15 from thermodynamics and fluid mechanics and the microscopic perspective from statistical
16 physics.VC 2011 American Association of Physics Teachers.
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17 I. INTRODUCTION
18 Capillarity is one of the most interesting subjects to teach
19 in condensed matter physics because its detailed understand-
20 ing involves macroscopic thermodynamics,1–3 fluid mechan-
21 ics, and statistical physics.4 The microscopic origin of
22 surface tension lies in the intermolecular interactions and
23 thermal effects,5,6 while macroscopically it can be under-
24 stood as a force acting along the interface or an energy per
25 unit surface area. In this article, we discuss the link between
26 these three aspects of capillarity using simple examples. We
27 first discuss the standard problems faced by students and
28 many researchers in understanding surface tension. We will
29 see that the difficulty of understanding surface tension forces
30 is often caused by an improper or incomplete definition of a
31 system on which the forces act. We ask four basic questions,
32 such as the one raised in the title, which we answer in the
33 following. Contrary to many textbooks on the subject, we
34 provide a picture that reconciles the microscopic, thermody-
35 namic, and mechanical aspects of capillarity.
36 II. BASIC CONCEPTS AND PROBLEMS
37 A. The interface
38 Thermodynamic point of view. Following the pioneering
39 work of Gibbs,7 we introduce surface tension as the excess
40 free energy due to the presence of an interface between two
41 bulk phases. Consider a molecule in the vicinity of an inter-
42 face, for example, a liquid-vapor interface. The environment
43 of this molecule is different from the molecules in the bulk.
44 This difference is usually represented schematically by
45 drawing the attractive bonds between molecules, as shown in
46 Fig. 1. We see from Fig. 1 that approximately half of the
47 bonds are missing for a molecule at the interface, leading to
48 an increase of the free energy. We thus define the surface
49 tension from the free energy F per unit area:
cLV ¼
@F
@A
! "
T;V;N
; (1)
50for a system of volume V containing N molecules at tempera-
51ture T. Hence, cLV is the energy needed to increase the inter-
52facial area by one unit. Its dimension is [cLV]¼MT"2 (mass
53per time squared), and is usually expressed in N/m (force per
54unit length) or J/m2 (energy per unit area).
55The order of magnitude of the surface tension must be of
56the order of the bond energy ! divided by the cross section
57area r2 of a molecule, where r is a fraction of a nanometer.
58The van der Waals interaction for oils leads to ! # kBT
59’ 1=40ð Þ eV and thus cLV# 0.02 N/m. For water, hydrogen
60bonds lead to a higher value cLV# 0.072 N/m. For mercury,
61the high energy bonds ! # 1 eVð Þ lead to an even higher sur-
62face tension cLV# 0.5 N/m.
63Mechanical point of view. In fluid mechanics, the surface
64tension is not defined in terms of a surface energy but rather
65as a force per unit length. In the bulk of a fluid at rest, two
66sub-parts of a fluid exert a repulsive force on one another,
67which is called the pressure. If the surface separating these
68two subsystems crosses the liquid-vapor interface, an addi-
69tional force needs to be taken into account: surface tension.
70As shown in Fig. 2, the surface tension is a force tangent to
71the surface and normal to the contour separating the two sub-
72systems. The total force is proportional to the width W of the
73contour. Contrary to pressure, surface tension is an attractive
74force.
Fig. 1. Sketch showing the missing intermolecular bonds close to the liquid-
vapor interface, giving rise to an increase in the free energy per unit area,
that is, the surface tension.
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The elastocapillary instability of a flexible plate plunged in a liquid bath is analyzed theoretically. We show
that the plate can bend due to two separate destabilizing mechanisms, when the liquid is partially wetting the
solid. For contact angles θe > pi/2, the capillary forces acting tangential to the surface are compressing the
plat and can induce a classical buckling instability. H w ver, a second mechanism appears due to capillary
forces normal to surface. Thes induce a destabilizing torque that tends to bend the plate for any value of the
contact angle θe > 0. We denote these mechanisms as “buckling” and “bending,” respectively and identify the
two corr ponding dimensi nless parameters that govern the lastocapillary stability. The onset of instability
is determined analytically and the different bifurcation scenarios are worked out for experimentally relevant
conditions.
DOI: 10.1103/PhysR vE.84.061601 PACS number(s): 68.03.−g, 46.32.+x
I. INTRODUCTION
Water-walking arthropods like water striders are able to
float, despite their density, thanks to surface tension forces [1].
Their superhydrophobic legs are submitted to a repulsive force
along the contact line where the three phases (liquid, vapor,
and solid) meet. As the legs are long and flexible, they deform
under these capillary forces [2]. Figure 1 shows an experiment
performed with extremely slender artificial legs made of a soft
solid, which is plunged into a liquid bath. One observes an
elastocapillary instability that is triggered by increasing the
contact angle θe: the initially immersed solid is pushed out of
the liquid to the free surface, whenever θe is sufficiently large.
In the limiting case of complete wetting, i.e., θe = 0,
a compressive force is exerted on an elastic rod initially
immersed in a liquid when its end pierces the liquid interface
[3–5]. Such a rod buckles when the compressive force exceeds
Euler’s critical load. Consider the case of a plate of thickness
H much smaller than its length L and its width W . It is
submitted to a capillary force equal to the water surface tension
γLV times the perimeter "2W . The critical force is equal to
(pi/2)2BW/L2, where B is the bending stiffness, which can
be expressed as B = EI/W (1− ν2), where E is the Young’s
modulus, ν the Poisson ratio, I the moment of inertia and W
the width of the plate. Therefore buckling occurs if the plate
is longer than a critical length Lcr = (pi/2) √B/(2γLV ). It is
proportional to the elastocapillary length
%EC =
(
B
γLV
)1/2
, (1)
which is the length scale controlling a large class of elastocap-
illary problems [4–12].
One may wonder if the instability observed in Fig. 1
is of the same physical nature. Indeed, one can expect a
buckling instability if the contact angle θe is larger than
pi/2. Namely, the total downward force that the reservoir
exerts on the solid is proportional to γLV cos θe, and hence
changes from “stretching” to “compressing” when the contact
angle exceeds pi/2. However, there is a second mechanism
that an lead to elastic deformations. Figure 2 compares the
capillary energy of an extremely flexible object that either
remains vertical or floats on the free surface of the liquid.
The free energy difference is proportional to the spreading
parameter S = γSV − γSL − γLV , where γSV , γSL, and γLV
are, respectively, the surface tensions of the solid-vapor,
solid-liquid, and liquid-vapor interfaces. As a consequence,
bending is favorable under partial wetting conditions, S < 0,
whatever the value of the contact angle θe. This is manifestly
different from the buckling instability, which can only occur
for θe > pi/2. Indeed, the mechanism for instability is not the
vertically compressing force, but is a bending induced by the
capillary torque exerted near the contact line [2].
In this paper we investigate theoretically the instability of a
two-dimensional, elastic plate plunged in a liquid of the same
density. In light of former studies, we wish to address different
issues. What are the mechanisms for instability: bending,
buckling, or a combination of the two? What is the relevant
length L for the instability in the situation of Fig. 1, where the
plate can be supposed to be infinite? What are the parameters
controlling the instability?
To illustrate the two mechanisms of elastocapillary instabil-
ity, bending, and buckling, we consider a long elastic plate that
is hanging freely under the influence of gravity. We assume
the thickness to be sufficiently small to allow for a thin plate
elastic description. The bottom of the plate is brought into
contact with a liquid reservoir that partially wets the solid,
with an equilibrium contact angle θe. To reveal the effect of
surface wettability, we focus on the case where both sides of
the plate are wetted by the same angle. This is fundamentally
different from the situation prior to piercing of an elastic solid
through a meniscus [2–5], for which one of the contact lines is
pinned to the edge of the solid—in that case the contact angle
can attain any value. Our goal is to compute the shape of the
plate and to analytically determine the threshold of instability
for different θe.
Our main finding is that the elastocapillary instability can
occur even when θe < pi/2, which is the regime where the
061601-11539-3755/2011/84(6)/061601(11) ©2011 American Physical Society
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The entrainment of air by advancing contact lines is studied by plunging a solid plate into a
very viscous liquid. Above a threshold velocity, we observe the formation of an extended air film,
typically 10 microns thick, which subsequently decays into air bubbles. Exploring a large range of
viscous liquids, we find an unexpectedly weak dependence of entrainment speed on liquid viscosity,
pointing towards a crucial role of the flow inside the air film. This induces a striking asymmetry
between wetting and dewetting: while the breakup of the air film strongly resembles the dewetting
of a liquid film, the wetting speeds are larger by orders of magnitude.
Objects that impact on a liquid interface can entrain
small bubbles of air into the liquid. This happens for ex-
ample when raindrops fall in the ocean [1] or when liquid
is poured into a reservoir at sufficiently large speeds [2, 3].
Such entrainment of air is often a limiting factor in indus-
trial applications such as coating and nano-scale printing
techniques, where the bubbles disturb the process [4, 5].
A well studied case is the entrainment of air by very
viscous jets impacting on a reservoir of the same liq-
uid [2, 3, 6, 7]. The onset of entrainment is essentially
determined by the properties of the liquid, Ue ∼ γ/η!,
which reflects a balance of the liquid viscosity η! and the
surface tension γ. Changing the nature of the gas only
has a minor influence on the entrainment process [2, 3].
A very different picture has emerged recently in the
context of drops impacting on a wall, for which the pres-
ence of air has a dramatic effect [8]. It was found that
splashing can be suppressed completely by reducing the
air pressure to about a third of the atmospheric pressure.
This caused huge excitement [9–13], in particular because
such a pressure reduction does not lead to any change of
the gas viscosity ηg: pressure only affects the gas density,
and thus the speed of sound and the mean free path in
the gas. A similar paradox is encountered for air entrain-
ment by rapidly advancing contact lines, where a liquid
advances over a surface that it partially wets [4, 14–18].
Once again, it was found that depressurizing the gas leads
to a significant increase of the threshold of air entrain-
ment [18, 19]. This contradicts the classical viewpoint
that, for given wettability, the contact line speed depends
mainly on the liquid properties as ∼ γ/η! [14, 20–22],
with minor influence of the gaseous phase.
In this Letter we reveal the role of the air for advanc-
ing contact lines in a paradigmatic system: a partially
wetting solid plate is plunged into a reservoir of viscous
liquid. The typical experimental scenario is presented in
Fig. 1. When the plate is plunged at small speeds, the
contact line equilibrates to form a stationary meniscus
and no air is entrained into the liquid (Fig. 1a). Above
a critical velocity, however, the contact line keeps mov-
FIG. 1: Air entrainment by a contact line when a solid plate is
plunged into a viscous liquid. (a) Sketch of dynamical menis-
cus below the threshold of air entrainment, and (b) above the
threshold of air entrainment, where a film of thickness h de-
velops. A high speed camera is placed perpendicularly to the
substrate. (c,d) Front views of the air film entrained into a
viscous silicone oil (η! = 0.1Pa.s). (c) The extended air film
is formed behind the contact line and moving downwards into
the bath (taken 70 ms after plunging). The film is destroyed
by the formation of “rewetting” bridges. The diagonal dark
line is the reflection of a straight wire that gives an impression
of the interface profile. (d) Zoom of the “rewetting” bridge,
which is the inverse of the dewetting of a liquid film. Once
the oil reestablishes contact with the solid, a growing circular
zone invades the air film.
ing downward into the reservoir and deposits a film of
air (Figs. 1bc), typically 10microns thick. The air film
rapidly destabilizes after its formation, before ultimately
decaying into small air bubbles (see Supplementary Ma-
terial for experimental movies [23]). The liquid viscosity
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The surface free energy, or surface tension, of a liquid interface gives rise to a pressure jump
when the interface is curved. Here we show that a similar capillary pressure arises at the interface
of soft solids. We present experimental evidence that immersion of a thin elastomeric wire into a
liquid induces a substantial elastic compression due to the solid capillary pressure at the bottom.
We quantitatively determine the effective surface tension from the elastic displacement field, and
find a v lue comparable to the liquid-vapor surface tension. These results also reveal the way the
liquid pulls on the solid close to the contact lin : the capillary force is not oriented along the liquid-
air interface, nor perpendicularly to the solid surface, as previously hypothesized, but towards the
interior of the liquid.
Surfaces of crystalline solids can be shaped by surface
stresses [1]. These stresses induce phenomena as surface
reconstruction [2, 3], surface segregation [4], surface ad-
sorption [5], elastic instabilities [1], self assembly [6, 7],
and nanostructuration [8]. On the contrary, much less
is known about surface stress or surface tension in soft
amorphous materials, as gels and elastomers. A sim-
ple physical picture is that these materials are essen-
tially liquid-like, with a small elastic modulus to resist
shear deformations [9]. Can such soft solids be shaped
by capillary forces, just like ordinary liquids? Recent
experiments provide evidenc that this is indeed possi
ble [10–13]. A thin filament of solid gel was observed to
exhibit a Rayleigh-Plateau instability [12]: analogous to
li i jets, surfa e variations appear in order to lower the
surface free energy. Similarly, it was de onstrated that
deformations of an elastic film by liquid drop ca only
be expl ined quantitatively by accountin for the fre
ene gy of the solid surface [13]. This raises the intrigu
ing prospect of a solid capillary pressure, arising when a
solid-liquid interface is curved: can it be measured, what
is its magnitude, and what are its physical consequences?
In this Letter we demonstrate that when immersed in a
liquid, curved surfaces of elastomeric solids experience a
capillary pressure (or Laplace pressure). The magnitude
of this solid capillary pressure is determined by accu-
rately measuring the deformation of a thin elastomeric
wire suspended in a liquid reservoir (Fig. 1). It is found
that the immersed part of the wire is compressed, consis-
tent with a capillary pressure pushing on the wire from
below – this scenario is sketched in Fig. 1c. The effective
surface tension associated to this effect, Γ, is measured to
be comparable to the liquid-vapor surface tension γLV ,
consistent with recent predictions [14]. Our results re-
veal a highly unexpected force transmission at the con-
tact line: the liquid-vapor surface tension is not pulling
along the interface, but the force on the solid is oriented
towards the interior of the liquid (Fig. 1c).
0 0 0
FIG. 1: Top: Scenarios for distribution of capillary forces on
an elastic wire partially immersed in a liquid [10, 11, 14–21].
The liquid-on-solid force near the contact line (black arrows)
could be oriented (a) normal to the wire, (b) along the liquid-
vapour interface, (c) pointing into the liquid phase. Recov-
ering the total thermodynamic force (per unit contact line),
Fext = γLV cos θ, requires a liquid-induced capillary pressure
on the bottom of the wire (gray arrows) with an effective sur-
face tension: (a) Γ = −γLV cos θ, (b) Γ = 0, (c) Γ = γLV .
Bottom: Displacement field u(z) inside the wire due to im-
mersion. Depending on the spatial distribution of capillary
forces, these result into (a) a stretching (b) no deformation,
or (c) a compression of the immersed part of the wire.
The existence of a capillary pressure at the solid-liquid
interface has striking consequences. While the total force
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pas à vous, au contraire c’est vous qui avez été là tout au long de cet éprouvant processus, et depuis même
beaucoup plus longtemps que ça en fait pour chacun d’entre vous : Christelle, que j’ai (re-)rencontré en
début de thèse et qui a véritablement changé ma vie depuis. . . comment aurais-je pu faire ça sans toi à mes
côtés ?Mes parents Pascale et Joël, qui sont géniaux en tous points (et l’adjectif est probablement trop faible),
mon frère Etienne et sa femmeNatha et le petit Eudes (j’aimis quarante dollars en or sur ce prénom, alorsme
Ęanquez pas dans l’jus), et les couz’ et les tontonsMarchand. Etmerci pour les relectures précieuses ! Romain
«Tchitchou»Raulin, catcheur à ses heures, pour lesmoments RolandEmmerich et autresDashiellHammett
ouHarryDean Stanton ou JossWhedon (quel beaumélange),mais pas que. Brice, François et Angeline pour
la coloc de rève de début de thèse. Brice, merci en particulier pour cette courte pause cinématographique ĕn
août ! Tinou et Gwen pour m’avoir accueilli tant de fois chez vous depuis qu’on est à Paris, et en particulier
Tinou, pour avoir participé à la l’archivage phonographique de nos pérégrinations en compagnie des plus
belles eaux de vie de l’Europe de l’Est de la Sarthe. Yann, qui m’a appris à monter des projets au départ, et puis
qu’on en a jamais ĕni de partager nos points de vue autour d’une Peter et d’un Glen. Et une pensée pour
les Romanouchi (rip), parce que c’est aussi ça la famille à Saint-Jean de la Motte.
Pour ĕnir, je ne voudrais pas oublier les auteurs qui m’ont accompagné depuis quatre ans et qui se
foutent complètement que je les remercie mais ça ne m’empêche pas de le faire quand même : David Si-
mon (respect), Chris Carter, Carlton Cuse et Damon Lindelof, Vince Gilligan, David Chase, Joss Whedon
(trahison), Kurt Sutter, Shawn Ryan, Matthew Weiner, Alan Ball, J.J. Abrams, Chuck Lorre et Bill Prady, et
j’en passe. . . Ensuite je dois un paquet d’heures de lectures et de retards le matin à Robert Jordan et Brandon
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aucun animal maltraité, un Makefile de 66 lignes pour une compilation en X ELATEX en 192 secondes tout
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e end.
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Mouillage statique et dynamique :
Inﬂuences géométriques
aux échelles moléculaires
Résumé Cette thèse met en évidence diﬀérents eﬀets géométriques intervenant dans des phénomènes de mouillage. La
première partie est dédiée à l’élaboration d’un modèle d’interactions dans le liquide permettant de déterminer,
à partir de la géométrie de l’interface, la distribution des forces capillaires à l’échelle moléculaire. Nous propo-
sons dans ce cadre une interprétation de la construction d’Young en tant qu’équilibre des forces dans un coin de
liquide. Ce modèle est ensuite appliqué dans la deuxième partie à diverses situations mettant en jeu la capillarité
aux échellesmoléculaires. La tension de ligne est étudiée grâce à des simulations de dynamiquemoléculaire et une
interprétation géométrique du phénomène est présentée. L’existence d’un ĕlm de prémouillage est prédite lors
de la saturation du phénomène d’électromouillage. Ce modèle fait en outre ressortir une distribution des forces
tout à fait particulière dans un solide au voisinage de la ligne de contact, dont les eﬀets ne sont visibles que lorsque
le substrat est déformable. Ainsi, une conĕrmation expérimentale de l’existence d’une pression de Laplace sup-
plémentaire lorsqu’un solide est immergé est apportée. Nous étudions ensuite l’inĘuence de la mouillabilité du
liquide sur le Ęéchissement et le Ęambage d’une plaque élastique sous l’eﬀet de cette distribution de forces capil-
laires. Pour ĕnir, la transition de démouillage dynamique par entraînement d’air est examinée, et nous mettons
en évidence le rôle crucial de la dissipation dans l’écoulement de l’air lorsque celui-ci est entraîné et conĕné sous
le liquide.
Mots-clés Capillarité, mouillage, théorie de la fonctionnelle de la densité, électromouillage, tension de ligne, élasticité, tran-
sition de mouillage dynamique
Static and Dynamic Wetting:
Geometrical Eﬀects at Molecular Scales
Abstract is thesis highlights diﬀerent geometric eﬀects involved in wetting phenomena. e ĕrst part is dedicated to
the development of a model of interactions in liquids to determine, from the geometry of the interface, the
distribution of capillary forces at a molecular level. In this context we propose an newmicroscopic interpretation
of Young’s force balance that leads to the equilibrium contact angle in a corner of Ęuid. In the second part, this
model is applied to phenomena as line tension, electrowetting and elastocapillary interactions— these all involve
capillary forces at molecular scales. e eﬀects of line tension are studied by molecular dynamics simulations
of nanodrops, and we present a geometrical interpretation of the phenomenon. e existence of a pre-wetting
ĕlm is predicted during the saturation of the phenomenon of electrowetting. e microscopic capillary model
also shows a peculiar distribution of forces in the solid in the vicinity of the contact line, which can be observed
when the substrate is deformable. In particular, themodel predicts an additional Laplace pressure when a solid is
immersed in a liquid— this is conĕrmed experimentally. We also study the inĘuence of the wettability of liquids
on the bending and buckling of an elastic plate under the inĘuence of capillary forces. Finally, the dynamic
transition of air entrainment is examined, and we highlight the crucial role of dissipation in the air Ęow when it
is driven and conĕned by the liquid.
Keywords Capillarity, wetting, density functionnal theory, electrowetting, line tension, elasticity, dynamicwetting transition
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