The semantic web has led to the deployment of ontologies on the web connected through various relations and, in particular, alignments of their vocabularies. There exists several semantics for alignments which make difficult interoperation between different interpretation of networks of ontologies. Here we present an abstraction of these semantics which allows for defining the notions of closure and consistency for networks of ontologies independently from the precise semantics. We also show that networks of ontologies with specific notions of morphisms define categories of networks of ontologies.
Motivation
The semantic web relies on knowledge deployed and connected over the web. This knowledge is based on ontologies expressed in languages such as RDF, RDF Schema and OWL. Because of the multiplicity of ontologies, they may be connected through alignments expressing correspondences between their concepts. This allows for translating assertions across ontologies or merging them. This can be seen as a network of ontologies related by alignments.
The goal of this report is to provide a formal account of such networks of ontologies. It aims at abstracting properties of networks so that work relying on such properties can apply independently of their interpretation. In particular, it can contribute to define algebras or revision operators of networks of ontologies.
We first precisely define what alignments and networks of ontologies are through their syntax ( §2) before addressing their semantics. There is no "standard" semantics for networks of ontologies, so we provide here an abstract view that aims at covering those which have been proposed so far ( §3). Based on this framework, we define the notions of closure from this semantics ( §4). Finally, we show that networks of ontologies for a category and we exhibit some properties of these categories ( §5). Relation to other work is discussed ( §6) before concluding.
In this report, ontologies are considered as logical theories and may contain ground assertions. The languages used in the semantic web such as RDF or OWL are indeed logics [12, 2] . The semantics of ontologies are only considered in this paper through their sets of models (M(o)) and consequence relation (⊧). Such a relation satisfies three properties (o, o ′ are ontologies, i.e., sets of assertions, δ and γ are assertions): 
Alignments and networks of ontologies
Alignments express the correspondences between entities of different ontologies [8] . Given an ontology o in a language L, we use an entity language (Q L (o)) for characterising those entities that will be put in correspondence. The entity language can be simply made of all the terms or formulas of the ontology language based on the ontology vocabulary. It can restrict them to the named terms or, on the contrary, extend them to all the queries that may be expressed on this vocabulary. Alignments express relations between such entities through a finite set Θ of relations which are independent from ontology relations.
Definition 1 (Alignment, correspondence). Given two ontologies o and o
′ with associated entity languages Q L and Q L ′ and a set of alignment relations Θ, a correspondence is a triple:
) × Θ expressing that the relation r holds between entity e and e
′ . An alignment is a set of correspondences between two ontologies.
For the sake of examples, we will consider that ontologies are description logic theories (T-box and A-box) and their entities are classes and individuals identified by URIs. Classes are denoted by lower case letters, sometimes subscripted by an integer referring to their ontology, and individuals are denoted by i. In the examples, we will only consider =, ≤, ≥ and for relations of Θ. They will be interpreted as relations expressing equivalence, subsumption and disjointness between classes. However, results are not restricted to these relations.
Example 1 (Alignment). The alignment A 1,3 of Figure 1 (p.4), is described by:
{⟨e 1 , f 3 , ≥⟩, ⟨b 1 , e 3 , ≥⟩} also described as: The above definition can be generalised to an arbitrary number of alignments and ontologies captured in the concept of a network of ontologies (or distributed system [11, 9] ), i.e., sets of ontologies and alignments. 
Definition 2 (Network of ontologies
together with three alignments A 1,2 , A 2,3 , and A 3,1 . These alignments can be described as follows:
Hereafter, we consider normalised networks of ontologies, i.e., networks with exactly one alignment between each pair of ontologies.
Definition 3 (Normalised network of ontologies). A network of ontologies ⟨Ω, Λ⟩ is said normalised if and only if for any two ontologies o and o
In a normalised network of ontologies, we denote by λ(o, o ′ ) the unique alignment between o and o ′ . Any network of ontologies may easily be normalised by:
) by a unique alignment containing all the correspondences of the
We call this standard normalisation:
Definition 4 (Standard normalisation). Given a network ontology ⟨Ω, Λ⟩, its standard normalisation
There are other ways to normalise such networks, but this simple one is sufficient for obtaining equivalent normalised networks (see Property 4) .
Comparing networks of ontologies is not in general simple. For that purpose, we introduce the notion of morphism between two networks of ontologies. 
Definition 5 (Syntactic morphism between networks of ontologies
Such a morphism exists when one network can be projected into another one an keep its structure and syntactic content. This means that any ontology (respectively any alignment) of the former has a counterpart in the latter one which contains at least all of its axioms (respectively correspondences) and that the graph structure of the former network is preserved in the latter. It is possible that several ontologies or alignments have the same counterpart as long as these conditions are met.
Morphisms can be used for defining syntactic subsumption between networks of ontologies. We note:
This definition is purely syntactic because semantically equivalent networks may not be syntactically subsumed (it suffices to use one ontology whose axioms are equivalent but different).
The empty network of ontologies ⟨∅, ∅⟩ (containing no ontology and no alignment) is subsumed by any other network of ontologies.
It is possible to simplify the above definition in case of normalised networks of ontologies.
Property 1. Given two normalised networks of ontologies ⟨Ω, Λ⟩ and ⟨Ω
Proof. ⇒) In normalised networks, there always exists a single alignment between each pair of on-
Moreover, networks are subsumed by their standard normalisation.
Property 2.
Let ⟨Ω, Λ⟩ a network of ontologies and ⟨Ω, Λ⟩ its standard normalisation, ⟨Ω, Λ⟩ ⊑ ⟨Ω, Λ⟩ Proof. Consider, the pair of morphisms ⟨h, k⟩ such that h(o) = o and ∀o, o
From subsumption, conjunction (meet) can be introduced in a standard way:
Definition 7 (Syntactic conjunction of networks of ontologies). Given a finite family of networks of ontologies,
Such a conjunction always exists because the empty network of ontologies is subsumed by all network of ontologies. However, it is likely not unique because of the choice of homomorphisms.
We can also define simple operations on networks of ontologies. The structure is preserved because ontologies and alignments are the same, except in the second case in which the substituted alignment preserves the structure.
Definition 8 (Substitution in networks of ontologies). Given a network of ontologies
⟨Ω, Λ⟩, given o ∈ Ω and o ′ another ontology, ⟨Ω, Λ⟩[o o ′ ] = ⟨Ω ∖ {o} ∪ {o ′ }, Λ ∖ ⋃ o ′′ ∈Ω (Λ(o, o ′′ ) ∪ Λ(o ′′ , o))⟩.
Semantics of networks of ontologies
The semantics of aligned ontologies, or networks of ontologies, must remain compatible with the classical semantics of ontologies: connecting ontologies to other ontologies should not radically change the manner to interpret them.
When ontologies are independent, i.e., not related with alignments, it is natural that their semantics is the classical semantics for these ontologies, i.e., a set of models M(o). A model is a map m from the entities of the ontologies to a particular domain D. Such models have to apply to all the elements of the entity language Q L (o) (when it is larger than the ontology language, this is usually defined inductively on the structure of its elements).
Different semantics provide alternative ways to record the constraints imposed by alignments: through relations between domains of interpretation [11, 4] , through equalising functions [16, 14] , by imposing equal [13] or disjoint [5] domains. These models have been compared elsewhere [16] ; we provide an informal unified view of these semantics.
For that purpose, each correspondence is interpreted with respect to three features: a model for each ontology and a semantic structure, denoted by ∆ [15] . This loosely defined semantic structure has two purposes:
-providing an interpretation to the correspondence relations in Θ (which are independent from the ontology semantics); -memorising the constraints imposed on models by the alignments.
In this work, it can simply be considered that ∆ is used, in each semantics, to define the satisfaction of a correspondence µ by two ontology models o and o ′ (which is denoted by m o , m o ′ ⊧ ∆ µ). Such a simple notion of satisfaction, imposing no constraints on models, is provided by Example 3. 
This semantics allows for changing the interpretation of an individual as a set and vice-versa.
Hence, the semantics of two aligned ontologies may be given as a set of models which are pairs of compatible models.
Definition 9 (Models of alignments). Given two ontologies o and o ′ and an alignment A between these ontologies, a model of this alignment is a triple ⟨m
Similarly as for ontologies, the semantics of alignments can be given by the relation ⊧ such that (A and A ′ are alignments and µ and ν are correspondences all between the same pair of ontologies):
Similarly, we assume a consequence closure function Cn
Models of networks of ontologies extend models of alignments. They select compatible models for each ontology in the network [10] . Compatibility consists of satisfying all the alignments of the network.
Definition 10 (Models of networks of ontologies). Given a network of ontologies ⟨Ω, Λ⟩, a model of ⟨Ω, Λ⟩ is a pair ⟨m, ∆⟩ with m a family of models indexed by
The set of models of ⟨Ω, Λ⟩ is denoted by M(⟨Ω, Λ⟩).
In that respect, alignments act as model filters for the ontologies. They select the ontology interpretations which are coherent with the alignments. This allows for transferring information from one ontology to another since reducing the set of models entails more consequences in each aligned ontology. 
Inria Standard normalisation provides a semantically equivalent network according to this semantics.
Property 4 (Soundness of standard normalisation). Let ⟨Ω, Λ⟩ be a network of ontologies and ⟨Ω, Λ⟩ its standard normalisation,
Proof. M(⟨Ω, Λ⟩) = M(⟨Ω, Λ⟩) because each model is made of a set of models of the same ontologies Ω and a semantic structure ∆ which has to satisfy the same set of correspondences.
Hence, ⟨m, ∆⟩ ∈ M(⟨Ω, Λ⟩).
This justifies the position to only consider normalised networks of ontologies. We consider an order relation ≪ between semantic structures denoting the reinforcement of constraints (more complete relations between domains of interpretations or more disjunctions between domains). The stronger the semantic structure, the less models it accepts.
Definition 11 (Constraint reinforcement). Given two semantic structures ∆ and
The models of a network and that of its standard normalisation can be compared because they are indexed by the same set of ontologies. However, it is not generally possible to directly compare two sets of models of two networks because the set of ontologies that index them is not the same. Therefore, this is again done up to homomorphism. 
Definition 12 (Model inclusion). Given two networks of ontologies
Property 5 shows that syntactically subsumed networks of ontologies have more models.
Property 5 (Model antitony)
. Let ⟨Ω, Λ⟩ and ⟨Ω ′ , Λ ′ ⟩ be two networks of ontologies,
). In addition, because A imposes less constraints on the models than k(A), models may be defined with It is expected that all constraints applying to the semantics are preserved by the syntactic morphisms. However, the converse is not guarantee: if a network preserves the constraints of another then there does not necessarily imply that there exist a syntactic morphism.
Property 6 (Downward consistency preservation

Consistency, consequence and closure
A network of ontologies is consistent if it has a model. By extension, an ontology or an alignment is consistent within a network of ontologies if the network of ontologies is consistent. Hence even if an ontology is consistent when taken in isolation, it may be inconsistent when inserted in a network of ontologies. Moreover, if one of the ontologies in the network is inconsistent, then the network as a whole is inconsistent. 
Example 7 (Inconsistency
But 
It is thus clear that connecting more ontologies provides more information.
According to these definitions, Cn
of an alignment are defined as the α-consequences of the network made of this alignment and the two ontologies it connects. The α-consequences of a particular alignment are usually larger than the alignment (∀A ∈ Λ, A ⊆ Cn
. If the alignment is not satisfiable, then any correspondence is one of its α-consequences.
Similarly, the ω-consequences of an ontology in a network are formulas that are satisfied in all models of the ontology selected by the network. The ω-closure of an ontology is the set of its ω-consequences. According to these definitions, Cn 
while within ⟨Ω ′ , Λ⟩ of Example 7, there are even more consequences:
From the notion of consequence, we introduce semantic morphism. 
Definition 15 (Semantic morphism between networks of ontologies). Given two networks of ontologies,
We can also define the closure of a network of ontologies by the network of ontologies which replaces each ontology by its ω-closure and each alignment by its α-closure:
We also use the notation Cn 
Such a representation is highly redundant as closures usually are.
The closure of a network of ontologies may introduce non empty alignments between ontologies which were not previously connected or empty. This is possible because constraints do not come locally from the alignment but from the whole network of ontologies. Such a formalism contributes to the definition of the meaning of alignments: it describes what are the consequences of ontologies with alignments, i.e., what can be deduced by an agent.
Property 7. Cn is a closure operation on normalised networks of ontologies
1 .
This property can rely on a lemma mirroring Property 5.
Lemma 1 (Consequence isotony)
1 A closure operation Cn in a set S satisfies three properties: ∀X, Y ∈ S ∶ X ⊆ Cn(X), Cn(X) = Cn(Cn(X)), and
Inria
Proof of Lemma 1. From Property 5, we know that there exists
each pair of models ⟨m
. This is a model of ⟨Ω, Λ⟩ because this network put less constraints on
Proof of Property 7. ∀⟨Ω, Λ⟩ and ⟨Ω ′ , Λ ′ ⟩ normalised networks of ontologies:
) (the two latter assertions because the closure contains elements true in all models). In consequence, ⟨m, ∆⟩ ∈ M(Cn(⟨Ω, Λ⟩)), which means that M(⟨Ω, Λ⟩) ⊆ M(Cn(⟨Ω, Λ⟩)), and thus Cn(⟨Ω, Λ⟩) ⊒ Cn(Cn(⟨Ω, Λ⟩)) (less models means more consequences). By the first clause, Cn(⟨Ω, Λ⟩) ⊑ Cn(Cn(⟨Ω, Λ⟩)), so, Cn(⟨Ω, Λ⟩) ≡ Cn(Cn (⟨Ω, Λ⟩) ). 
The categories of networks of ontologies
We introduce categories of networks of ontologies. This allows to consider networks of ontologies from a more abstract perspective and to take advantage of general operations, such as pullbacks.
Syntactic category of networks of ontologies
Networks of ontologies, together with the morphisms previously defined form a category. 
Definition 16 (Category N OO
-the identity morphism 1 ⟨Ω,Λ⟩ = ⟨1 Ω , 1 Λ ⟩ is defined as the morphism associating an ontology to itself and an alignment to itself.
Property 8. N OO is a category
Proof. The proof directly follows from the definition: Given a morphism ⟨h, k⟩ between networks ⟨Ω, Λ⟩ and
The identity morphism is indeed a morphism, because
Finally, ∀⟨h, k⟩ between networks ⟨Ω, Λ⟩ and
A conjunction (meet) operator between networks of ontologies can be introduced generally in a standard way from subsumption, as the greatest common subsumee, but it would not be necessarily unique. However, it is possible to introduce a fibred meet, denoted ⊓, which define the conjunction of a set of networks along a set of isomorphisms to a common generating network.
Definition 17 (Fibred meet of networks of ontologies). Given a network of ontologies ⟨Ω, Λ⟩ and a finite family of networks of ontologies, {⟨Ω j , Λ j ⟩} j∈J , such that ∃⟨h j , k j ⟩ j∈J , pairs of isomorphisms:
We may denote ⊓ j∈J ⟨Ω j , Λ j ⟩ as ⟨Ω, Λ⟩. The generating morphisms must be isomorphisms because, if they were not injective, the π j cannot be defined (there would be two candidate targets), and if they were not surjective, they would not necessarily cover the whole source network of alignment (see Figure 3) .
The degenerated case of a fibred meet is when all ontologies are empty (and hence alignments are empty as well).
The fibred meet is a pullback in the N OO category. Figure 3 : Two cases of non isomorphic generators (ellipsis represents sets of ontologies, letters represent ontologies). On the left, the generating morphisms are not surjective, hence functions generated from ⊓ to Ω ′ and Ω ′′ are not morphisms (they do not cover ⊓). On the right, the generating morphism is not injective, so it is not possible to create a morphism from ⊓ to Ω ′ .
Property 9.
The fibred meet is a pullback for the N OO category.
Proof.
. This is a morphism since (1)
Moreover, the diagram commutes, i.e., ∀j
Such a fibred meet is well-defined and unique up to isomorphism for any set of subnetworks of a particular generator network. It does not exists for any diagrams with morphisms to an object, the morphisms have to be isomorphic as presented in Figure 3 .
It satisfies the premises of Property 10.
Property 10. Let ⟨Ω, Λ⟩ be a network of ontologies and {⟨Ω j , Λ j ⟩} j∈J a finite family of networks of ontologies whose fibred meet with respect to ⟨Ω, Λ⟩ is defined through morphisms ⟨h j , k j ⟩.
Proof. ⟨Ω j , Λ j ⟩ ⊑ ⟨Ω, Λ⟩ is straightforward because the generating pairs of morphism ⟨h j , k j ⟩ are already such that this is true.
it is possible to consider the pair of morphisms ⟨h
. These are graph morphisms because all k −1 j ′ (A) are alignments between the precursors of the ontologies of A.
The fibred meet generated by consistent subnetworks is always consistent since it is subsumed by consistent networks (downward consistency preservation).
Moreover, if the ontologies in the networks are closed, then the fibred meet is closed as well (because it intersects closed networks).
Category of weighted networks of ontologies
This category can be generalised for taking weights into account [3] . Following the presentation of [8] , the relationship between two entities can be assigned a degree of confidence, or weight, taken from a confidence structure.
Definition 18 (Confidence structure). A confidence structure is an ordered set of degrees ⟨Ξ, ≤⟩ for which there exists the greatest element ⊺ and the smallest element .
The usage of confidence degrees is such that the higher the degree with regard to ≤, the more likely the relation holds. It is convenient to interpret the greatest element as the Boolean true and the least element as the Boolean false. The function
) × Θ → Ξ provides the confidence for a correspondence µ in an alignment A.
Networks of ontologies may be defined on weighted alignments, by simply integrating κ A in A. Morphisms can be defined by taking into account the confidence (or weight) associated to correspondences. Obviously this is a category again, we omit the proof. There is a natural family of functors F w , with w ∈ Ξ a threshold value, which are simply quotientation functions. 
, F w (k)(F w (A)) = {µ ∈ k(A) κ(µ) ≥ w} = F w (k(A)). Moreover, if k(A) ∈ Λ ′ , then F w (k(A)) ∈ F w (Λ). Finally, F w (k) is a (weight-blind) morphism because, if µ ∈ F w (A), then κ(µ) ≤ κ(k(µ)), so, k(µ) ∈ F w (k)(A).
Inria
These functors are both applying thresholds to the content of alignments and ignoring the weights, it is also possible, with similar arguments to define functors which perform both functions independently (they do not commute: weight-ignorance can only be applied at the end of the chain).
Further refinements
Further refinements may be introduced such as considering that relations are not independent, e.g., that ⟨e, =, e ′ ⟩ entails ⟨e, ⊑, e ′ ⟩ and thus that morphisms should be defined by taking this into account. This is slightly more difficult because several correspondences may be equated to a single correspondence. This approach may be refined by using algebras of relations [7] .
Finally, considering semantic morphisms would complete the picture.
Related work
Obviously the work presented in ( §3) is related to this one focussing on one specific semantics for alignments and eventually for ontologies. In addition, the work around DOL [1] is a wider effort building from the ground (logic) up to ontologies and alignments through describing the semantics of ontology and alignment languages. Instead, we start from these ontologies and alignments and abstract from their underlying semantics to determine properties on top of which general purpose operations can be built. Hopefully, these two efforts will meet.
Conclusion
This report brought two modest contributions: -a semantics for networks of ontologies which is parameterized by actual semantics and properties independent from the chosen semantics; -an abstraction of networks of ontologies into categories on which pullbacks can be defined.
These contributions provide general properties that can be used for defining concrete operations. We used them for defining revision of networks of ontologies.
The category of networks have been defined purely syntactically with a disconnection to the semantics. Doing it semantically would be useful as well.
