We study the regularization properties of iterative minimum-residual methods applied to discrete ill-posed problems. In these methods, the projection onto the underlying Krylov subspace acts as a regularizer, and the emphasis of this work is on the role played by the basis vectors of these Krylov subspaces. We provide a combination of theory and numerical examples, and our analysis confirms the experience that MINRES and MR-II can work as general regularization methods. We also demonstrate theoretically and experimentally that the same is not true, in general, for GMRES and RRGMRES -their success as regularization methods is highly problem dependent.
Introduction.
We study iterative methods for solution of large-scale discrete ill-posed problems of the form Ax = b with A ∈ R n×n arising from discretization of an underlying linear ill-posed problem. Our focus is on iterative regularization, and in particular the minimum-residual methods GMRES and MINRES, for which the projection onto the underlying Krylov subspace may have a regularizing effect (and the dimension of the Krylov subspace therefore acts as a regularization parameter). Our goal is to study some of the mechanisms behind this behavior.
The singular value decomposition (SVD)
provides a natural tool for analysis of discrete ill-posed problems, for which the singular values σ i cluster at zero, and the right-hand side coefficients u In the presence of noise in the right-hand side b, the "naive" solution A −1 b is completely dominated by inverted noise. Regularized solutions can be computed by truncating or filtering the SVD expansion. For example, the truncated SVD (TSVD) method yields solutions
Tikhonov regularization is another well-known method which, in its standard form, takes the form
2 }, and the solution x λ can be written in terms of the SVD of A as
In general, a filtered SVD solution takes the form
where Φ = diag(φ i ) is a diagonal filter matrix, and the filter factors are φ i ∈ {0, 1} for TSVD and
2 ) for Tikhonov regularization. Other regularization methods take a similar form, with different expressions for the filter factors. The effect of the filter is to remove the SVD components corresponding to the smaller singular values, and thereby to stabilize the solution.
The TSVD and Tikhonov methods are not always suited for large-scale problems. An alternative is to use iterative regularization, i.e., to apply an iterative method directly to Ax = b or min x b − Ax 2 and obtain a regularized solution by early termination of the iterations. These methods exhibit semi-convergence, which means that the iterative solution improves during the first iterations, while at later stages the inverted noise starts to deteriorate the solution. For example, CGLS -which implicitly applies conjugate gradients to the normal equations A T Ax = A T b -has this desired effect [8, 9, 15] . Other minimum-residual methods have also attained interest as iterative regularization methods. For some problems with a symmetric A, the algorithms MIN-RES [17] and MR-II [8] (which avoid the implicit cross-product A T A in CGLS) have favorable properties [8, 10, 15, 16] ; in other situations they converge slower than CGLS.
If A is nonsymmetric and multiplication with A T is difficult or impractical to compute, then CGLS is not applicable. GMRES [18] may seem as a natural candidate method for such problems, but only a few attempts have been made to investigate the regularization properties of this method and its variant RRGMRES [3], cf. [2, 4, 5] .
The goal of this work is to perform a systematic study of the regularization properties of GMRES and related minimum-residual methods for discrete illposed problems, similar to Hanke's study [9] of the regularization properties of CGLS. Our focus is on the underlying mechanisms, and we seek to explain why -and when -such methods can be used for regularization. The hope is that our analysis will give better intuitive insight into the mechanisms of the regularization properties of these methods, which can aid the user in the choice of method.
In Section 2 we outline the theory for the minimum-residual methods considered here, and in Section 3 we take a closer look at the basis vectors for the underlying Krylov subspaces. In Section 4 we perform a theoretical and exper-
