With computer-based data-fitting methods becoming a standard tool in biochemistry, progress curve analysis of enzyme kinetics is a feasible, yet seldom used tool. Here we present a versatile Matlab-based tool (PCAT) to analyze catalysis progress curves with three complementary model approaches. The first two models are based on the known closed-form solution for this problem: the first describes the required Lambert W function with an analytical approximation and the second provides a numerical solution of the Lambert W function. The third model is a direct simulation of the enzyme kinetics. Depending on the chosen model, the tools excel in speed, accuracy or initial value requirements. Using simulated and experimental data, we show the strengths and pitfalls of the different fitting models. Direct simulation proves to have the highest level of accuracy, but it also requires reasonable initial values to converge. Finally, we propose a standard procedure to obtain optimized enzyme kinetic parameters from single progress curves.
Introduction
Undoubtedly, the Michaelis-Menten (M-M) theory (Michaelis and Menten, 1913) is the foundation on which most quantitative analysis of enzymes are built today (Cornish-Bowden, 2012) . Advances have been made to describe more complex enzymatic behavior, such as allosteric regulation or cooperativity in the framework of the M-M theory or outside it, but the basic model is still widely used for most singlesubstrate enzyme kinetics. It famously characterizes the binding of an enzyme E with a substrate S and the subsequent catalysis into a free enzyme and the product P with corresponding rates k R , k F and k cat :
The classical approach to derive those parameters is through initial-rate measurements. Under the quasi-steady-state approximation, equation (1) and corresponding nonlinear differential equations collapse into a single hyperbolic function. The initial stages of an array of experiments can describe this relation between reaction speed and substrate concentration. This yields the maximal reaction rate v Max and the Michaelis constant K M , which corresponds to the substrate concentration at [S] (v = ½ v Max ) (Fersht, 1999) . Unfortunately, an accurate estimation requires a large amount of data as well as substrate concentrations much above the K M , which are often difficult to obtain. Moreover, if reactions are defined in less regular environments, for example, by measuring catalysis inside cells, one does not achieve the required constant [E] . Therefore, there is great value in directly determining M-M constants from single kinetic progress curves (Johnson, 2013) . Since computational power is readily available nowadays, progress curve analysis delivers a prominent alternative approach (Duggleby, 1995; Zavrel et al., 2010) . The kinetic parameters can be deduced from each single experiment and collected for a statistical analysis in large numbers. Yet the challenge remains to merge the acquired data with a corresponding model in an accurate and time efficient manner. In the following, we present a software tool written in Matlab which includes three fitting models: an analytical model, a numerical model and a simulation model. The analytical and numerical models make use of the closed-form solution describing substrate concentration for single progress curves (Schnell and Mendoza, 2000) , while the simulation model is a direct mathematical simulation of equation (1). The difference between the first two is the use of an analytical and numerical solutions for the Lambert W function. Each of the three fitting models is combined with a least-square parameter estimator and presented together in an intuitive user interface to give an easy-to-use tool for enzyme kinetic analysis.
Materials and methods

Models
The analytical and numerical models make use of the closed-form solution of time-dependent single enzyme kinetics (Schnell and Mendoza, 2000) . Given a more general quasi-steady-state approximation, i.e. [E 0 ] /(K M + [S 0 ]) ≪ 1, one can find a description for the substrate concentration:
where W is the Lambert W function. The Lambert function describes the inverse relation of the function f(z) = z × e z , where z is any complex number. However, the Lambert function cannot be expressed in terms of elementary functions, thus approximations are necessary (Schnell and Mendoza, 2000; Zavrel et al., 2010; Cornish-Bowden 2012; Johnson 2013 ). The analytical model depicts the Lambert function with elementary functions and was described by Barry et al. and introduced in the context of enzyme kinetics by Golicnik (Barry et al., 2000; Golicnik, 2010 high-precision numerical results at each time point) was found by the authors to be only 0.2% compared to high-precision numerical results. Unfortunately, it is also prone to rounding errors in the stationary phase (plateau), which can require very narrow time frames for analysis. This in turn leads to fewer data-points to quantify additional reaction phases, not linked to catalysis (such as photo-bleaching, leakage, etc.), as the decline is dominant after the kinetics has finished. Additionally, inconsistencies can appear at the initial values, when the allocated time frame is not filled fully or when the catalytic efficiency is guessed too high (zero division). In the numerical model, the Lambert function is approximated with a root-finding algorithm, namely Halley's method (Corless et al., 1996) . Here precision correlates with computation time and can reach any relative error given enough time. In the presented case, enough time was allocated to An alternative approach to the closed-form solution is a direct simulation of the enzyme kinetics. Sufficiently high time resolution, especially at critical time points is key to obtain accuracy. Therefore, we included an adaptive algorithm that will shorten time steps in case any immediate concentration change is larger than a preconfigured percentage. This allows a fast transition in quasi-stationary phases (no big change in any concentration, i.e. Enzyme, Substrate, Product, [ES] or Waste) and an in-depth simulation at time points of high enzymatic activity. As the simulation requires no further assumptions, it is able to perform an adequate analysis even when the substrate to enzyme concentration is low.
Additionally, all three models optionally include a linear or an exponential decay of concentration (leakage). This is important when the product concentration drops over time, for example when analyzing catalysis in cells in the case the product leaks through the cell wall or any other process that absorbs or degrades the product 
. The funnel shaped cluster shows that residuals are a suitable indicator for fit goodness. For noise data, the simulation model has the biggest outliers, but also has highest accuracy (in comparison to the other two models) in a region of 'good' initial guesses (−1 to +5 μM
The y-axis is of logarithmic scale.
with time. Finally, they are fitted with either a trust-region reflective (Byrd et al., 1988) or a Levenberg-Marquardt least-squares parameter routine. If not stated otherwise, in the following only the trustregion reflective algorithm was used. This method approximates the region around the initial guess with a two-dimensional subspace.
Here the gradient and derivatives are computed to find an optimal trial step. Then, the parameters are adjusted if the new point is truly favorable. This process repeats until convergence. For each computation by PCAT with a desired model, a progress curve (i.e. product or substrate concentration time series) at a known enzyme concentration is required. PCAT estimates a selection depending on the model of the following parameters: [S] 0 , K M , V Max , k F , k R and t Off and computes from these the kinetic parameters k cat , K M and k cat /K M . The parameter t Off shifts the time offset and is only required for fitting purposes. Additionally, the residuals, |[S] Estimation −[S] Data |, are computed and summed for a scalar indicator of fit goodness. Even though in principle any kind of experimental data can be analyzed, care should be taken to choose enzyme and substrate concentrations which have a sufficient amount of data points in dynamical regions.
Input and output
The program works primarily with input and output data in excel sheet format. Additionally, general settings can be adjusted in a Matlab native m-script file and an optional output figure in *.pdf or *.fig format is produced for every analysis. Data must be provided in a column separated list (*.xls), where the first column is time and Fig. 3 Calculated catalytic efficiencies using the analytical model. For detailed description, see Fig. 2 . Overall, the analytical model is the fastest in terms of calculation, but the least accurate. The y-axis is of logarithmic scale.
each successive column is loaded as concentration dataset. Optionally, one can load a parameter file, which predetermines the analysis procedure for each dataset individually. In this way one can select, e.g. calibration coefficients, starting parameters for each model or an analysis frame. Yet, if not specified, all parameters can also be tuned with the user interface. During the analysis, when the figure output option is selected, the program saves a figure (see Fig. 1 ) depicting the raw data and the fitting result in the top panel and corresponding residuals in the bottom panel. A panel on the right of the figure shows the estimated parameters. When the analysis routine finishes these parameters, all corresponding results can be saved into a row-separated *.csv file collectively. Further information on how to use the program can be found together with the script (which runs under Matlab) on: http://www.weizmann.ac.il/Biomolecular_Sciences/Schreiber/content/ pcat.
Enzymatic measurements
M-M parameters were determined using a stopped-flow spectrophotometer (Applied PhotoPhysics) at 25°C in absorbance mode for TEM1-β-lactamase wild type (WT) and the G238S mutant with CENTA (Calbiochem) as substrate, or a Cytation 5 multi-mode microplate reader (Fisher Scientific) for the β-lactamase R244Q mutant and β-galactosidase (with 3-carboxyumbelliferyl-β-D-galactopyranoside (CUG) from Marker Gene Technologies as substrate). CENTA concentrations ranged from 10 to 300 µM for WT and up are subject to high leaking rates. For normal noise, the clustering is similar with and without leakage, but under uniform noise, the dispersion gets wider with leakage (note the scales). The y-axis is of logarithmic scale.
to 2.6 mM for the R244Q mutant. CUG concentrations were 10-1000 mM. The hydrolysis of CENTA was monitored by continuously recording the absorbance variation at 405 nm (Δε = +6400 M
). All β-lactamase measurements were carried out at pH 7 in a 50-mM sodium phosphate buffer. The excitation and emission wavelengths for monitoring hydrolysis of CUG by β-galactosidase were 373 and 445 nm, respectively, in 10 mM phosphate buffer pH 7.4, 150 mM NaCl supplemented with 1 mM MgCl 2 .
Results
Simulated data
Convergence to a set of true parameters in a reasonable time is the aspiration of every estimator. Perfection remains to be achieved and therefore the presented models have strengths and weaknesses in different complementary aspects, i.e. goodness of initial guess, noise handling, computation time, number of data points or required initial value approximations. To compare these aspects in a controlled environment, we analyzed simulated data with added noise and potential decline in product concentration (leakage). Simulated data were created using equation (1). Arbitrary parameters [E] = 0.1, [S] 0 = 100, k F = 5, k R = 1, k cat = 50 and k L = 0.05 were used, loosely based on β-galactosidase parameters. To compare with experimental conditions, either uniform or normal noise was added. Uniform noise gives a random value in a corresponding window and normal noise gives values according to a Gaussian distribution. Noise was added after the data were simulated and therefore only describes measurement errors, not systematic error. The amplitude of the noise was set to 8% of the intensity level, which is on the upper end of the presented experimental data. Calculations following the analytical model are by far the fastest (i.e. 1.4 s to convergence for 400 datapoints on a MacBook Pro 2015). On three different systems tested, the numeric model took on average 19 times longer and the simulation model~100 times longer.
The datasets were analyzed 100 times starting from exact initial enzyme kinetic values to random values in a range of four orders of magnitude around the exact values. The range was stepwise increased for the 100 computations to gradually assume worse estimated values. Figures 2-4 show the estimated k cat /K M values over the corresponding initial k cat,0 /K M,0 for the three model approaches described above, without and with leakage. The true reaction rate value for the simulated data was k cat /K M = 4.902 μM
. Ideally, all estimated values should be equal to the 'true' value, which in Table 1 . Catalytic activities of the designated enzymes as determined from Michaelis Menten (M-M) fitting of initial rates versus substrate concentrations, or from directly fitting the progress curves of the same reactions using the three fitting models turn means that the deviations reveal estimation discrepancies. It should be noted that only the numeric model fully converged onto the true values for all initial conditions using the noise and leakagefree dataset. The simulation model (Fig. 2 ) also found the global minimum for the noise-free datasets in a region close to the true value (−1 to 5 μM −1 s −1 ) and was more accurate than the other two models for noisy data in this range. That is, the highest standard deviation σ Max of k cat /K M for all simulations in this region is 3.6 μM −1 s −1 for the simulation model and up to 13 μM −1 s −1 for the numerical model. At the same time, the simulation model rarely converged using initial conditions over one order of magnitude away from the true value. However, when convergence fails, residual values (which are given as part of the output, see Fig. 1 ) provide a quick and reliable option to review the estimation results (Figs 2-4 , lower panel of each model). Consistently, a fit with lower residuals is closer to the 'true' value. In other words, performing the progress curve fit with a number of different initial data estimates in the simulation mode will produce a reliable result, using the residuals as goodness-of-fit criterion. Additionally, saved figures of progress curve traces overlaid with the fit result give a visual guide to detect model failures (Fig. 1) . It is advised to first consult the overlay figure to get a reference residual value for a given initial guess and subsequently compare to this value.
Experimental data
To compare the models with experimental results, initial-rate measurements were performed and subsequently analyzed with the M-M equation as well as with the three models. For this, the catalytic activity of TEM1-mCherry-β-lactamase (β-lac; including mutants G238S and R244Q) and mCherry-β-galactosidase (β-gal) were studied. As substrates, chromogenic cephalosporin (CENTA) and 3-carboxyumbelliferyl b-D-galactopyranoside (CUG) were used, respectively. Figure 5 shows k cat /K M , k cat and K M for β-lactamase WT experiment array. The average parameters (of all progress curves) using the different models are presented in Table I . The errors are fitting margins for the initial-rate analysis and standard deviations for progress curve analyses. Results as well as corresponding errors show a similar outcome for the analytical model and the numerical model, which is not surprising due to their mathematical equivalence. For k cat /K M both models also give error estimates on the same order as the M-M analysis, yet differ slightly. In comparison, the simulation model errors are half of the others, indicating the highest accuracy. Moreover, comparing the simulation model with M-M shows no significant difference between the four k cat /K M measurements in either method.
Strikingly, when taking a closer look at k cat and K M values, the numeric and analytic models both show large errors. In the extreme case of the slow β-lac mutant, R244Q and for β−gal, the respective values are controlled by the boundary conditions of the estimator for the numeric model. The simulation model also shows higher errors six out of eight times in comparison to initial-rate measurements for k cat and K M individually. Still, in six/eight cases no statistically significant difference was found between the k cat or K M values estimated from M-M or simulation (t-test, 95% confidence). The two significant differences were for k cat of β-gal and K M for β-lac R244Q. Albeit, the K M value for this mutant is significantly higher than the highest substrate concentration used for the M-M fit and thus one cannot be confident about these results.
We were concerned by the observation that errors of k cat /K M in the simulation model are smaller than obtained from the M-M fitting, while the errors for the individual k cat and K M values are Table I for average experimental values).
larger. Figure 6 shows the residuals of the simulation model with varying k cat and K M in a 2D and 3D plot. The 2D plot shows that indeed the lowest residuals are for the 'true' k cat and K M values. The 3D plot shows that the lowest residuals lie within a valley of linear relation between k cat and K M (Fig. 6, yellow line) . A small shift of the minimum, globally or locally, can arise if the data are subject to noise. With a small local gradient, the global minimum and with it k cat and K M estimation can deteriorate. Nevertheless, k cat /K M is represented appropriately due to the linear relation, even though k cat and K M themselves may be more prone to shifts. Furthermore, the simulation model, with an additional parameter, is more versatile than the two other models and converges to the global minimum given a proximal initial guess (see yellow double arrow in Fig. 6 ).
Conclusion
We present a new tool in the Matlab environment to analyze M-M type enzyme kinetics. The tool offers three approaches, the option to include linear or exponential leakage, and two different estimators.
The analytical model has the shortest computation time, but also the lowest accuracy compared to the other models. The numerical model has increased accuracy and does not suffer from inconsistencies with bad initial values. Finally, the simulation model suffers least from noise and does not require biochemical assumptions (i.e. high substrate to enzyme ratio), but requires the most computation time and reasonable initial guesses. We therefore propose a step-wise analysis procedure: first obtain parameters with the numerical model and subsequently refine those parameters with the simulation model where the residuals reflect the goodness of the estimation. To be sure about the simulation results, it is also advisable to use multiple input parameters, comparing the residuals and selecting the results with the lowest values. This procedure offers a flexible and reliable procedure for enzyme kinetic analysis in an easy-to-use environment.
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