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a b s t r a c t
In this paper, the construction and approximation problem of a single input and single
output (SISO) fuzzy system with normal implication and center-of-gravity defuzzifier is
discussed. First, the method of a non-singleton fuzzifier for the input variable and the
concept of an adaptive universe for the output fuzzy set are proposed. Then, by using this
method and this concept of an adaptive universe, SISO fuzzy systems based on center-of-
gravity defuzzifier and normal implications such as the Kleene–Dienes implication or the
Lukasiewicz implication are constructed. The constructed fuzzy systems have the general
form S(x) = A∗i (x)f (xi)+ A∗i+1(x)f (xi+1), with A∗i (x)+ A∗i+1(x) = 1, and, furthermore, they
are universal approximators. The sufficient conditions for the proposed fuzzy systems to be
universal approximators are also obtained. To illustrate the universal property, an example
is also given.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
SinceMamdani’s paper [1] on fuzzy logic controllers, various theories and applications have been introduced by different
investigators [2–19] in this fuzzy control field. In most of these theories and applications, the construction of a fuzzy system
and its capability of approximation are the main research objectives. One of the most important problems in fuzzy control
is how to obtain a fuzzy system that approximates a desired control function up to a given accuracy.
It is well known that a fuzzy system is composed of four principal components: fuzzifier, fuzzy rule base, fuzzy inference
engine, and defuzzifier [2]. In the construction of a fuzzy system, the most commonly used fuzzifier is the singleton
fuzzifier and the fuzzy inference method, which depends on fuzzy implications, is the CRI method [20,21]. There are
three defuzzifiers: the center-average defuzzifier, maximum defuzzifier and center-of-gravity defuzzifier [2]. Three types
of fuzzy systems have been proposed, they are Mamdani, Takagi–Sugeno and Boolean fuzzy systems. In Mamdani and
Takagi–Sugeno fuzzy systems, the center-average defuzzifier is generally used and implication operators are chosen as the
t-norm operators, such as min(∧) (Mamdani implication) and product (×) (Larsen implication) operators [3–13]. When
normal fuzzy implications such as the Kleene–Dienes implication or the Lukasiewicz implication are used, the constructed
fuzzy systems are not universal approximators [14,18]. In the Boolean fuzzy systems, the maximum defuzzifier is generally
used and the implication operators are chosen as R-implication, S-implication or QL-implication [14–17].
To the best of our knowledge, there are no papers to study the constructions and approximation capability of fuzzy
systems with a center-of-gravity defuzzifier. A fuzzy system with center-of-gravity defuzzifier is more complicated and
needs to deal with complex integrals. However, in [18], Li discussed the probability significance of a fuzzy system with a
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center-of-gravity defuzzifier and showed that using the center-of-gravity defuzzifier in a fuzzy system is a reasonable and
an optimal method in the sense of mean squares. Therefore, how to obtain a system with a center-of-gravity defuzzifier is
an interesting and important problem.
In this paper, in order to construct a fuzzy systembased on the center-of-gravity defuzzifier and normal fuzzy implication,
the non-singleton fuzzifier for the input variable and the concept of adaptive universe for output are used. By using this
non-singleton approach, fuzzy systems based on the Kleene–Dienes implication or the Lukasiewicz implication with the
center-of-gravity defuzzifier are constructed. It should be noted that if a singleton fuzzifier is used in the above system, the
resulting system would not be a universal approximator.
After this introduction, some preliminaries on fuzzy systems are given. Then in Section 3, the construction of fuzzy
systems with a center-of-gravity defuzzifier is discussed. The universal approximations of fuzzy systems are studied in
Section 4. One example is also given in Section 4. Finally, some conclusions are given in Section 5.
2. Preliminary
Consider the SISO fuzzy system. Let X and Y be the universe of input variable x and output variable y, respectively. In the
construction of a fuzzy system, we need four steps as follows [2]:
Step 1. Singleton fuzzifier. Generally, the singleton fuzzifier of the input variable x is defined as
A∗(x′) =

1, x′ = x
0, x′ ≠ x.
Step 2. Establishing the fuzzy inference rules. If x is Ai, then y is Bi (i = 1, 2, . . . , n).
Step 3. Constructing fuzzy inference engine. We first select the fuzzy implication θ , then let Ri(x, y) = θ(Ai(x), Bi(y)) and
R =ni=1 Ri. By use of CRI method and t-norm T , we have that B∗ = A∗ ◦ R, where (A∗ ◦ R)(y) = ∨x∈X A∗(x)TR(x, y).
Step 4. Defuzzifier. There are three defuzzifiers as follows:
(1) Center-average defuzzifier. Let yi be the peak point of Bi, i.e., B(yi) = 1, Then
F(x) =
n∑
i=1
yiB∗(yi)
n∑
i=1
B∗(yi)
is called a Mamdani fuzzy system.
(2) Maximum defuzzifier.
Let hgt(B∗) = {y ∈ Y |B∗(y) = supy′∈Y B∗(y′)}. Then G(x) is chosen as one element in hgt(B∗). It can be the maximum
points, the minimum point or the average point of hgt(B∗), i.e., (a) G(x) = inf hgt(B∗); (b) G(x) = sup hgt(B∗); (c)
G(x) =

hgt(B∗) ydy
hgt(B∗) dy
.
Then G(x) is called a Boolean fuzzy system [16].
(3) Center-of-gravity defuzzifier.
Let S(x) =

Y yB
∗(y)dy
Y B
∗(y)dy .Then S¯(x) is called the center-of-gravity fuzzy system.
Due to B∗(y) = ∨x′∈X (A∗(x′)TR(x′, y)) = R(x, y), so
S(x) =

Y yR(x, y)dy
Y R(x, y)dy
. (1)
In this paper, fuzzy implication operators are chosen as either Kleene–Dienes fuzzy implication or Lukasiewicz fuzzy
implication, i.e., θ1(a, b) = (1− a)∨ b, θ2(a, b) = (1− a+ b)∧ 1. Three t-norms are chosen as T1(a, b) = a∧ b, T2(a, b) =
(a+ b− 1) ∨ 0 and T3(a, b) = ab.
3. The center-of-gravity fuzzy systems
3.1. Construction of the fuzzy system
Consider the following fuzzy inference rules:
If x is Ai, then y is Bi (i = 1, 2, . . . , n). (2)
In order to construct a fuzzy systembased on fuzzy inference rules (2), we should consider the antecedents of fuzzy inference
rules for support the degree of the input variable x, in other words,
(i) If Ai(x) = 0, then the inference rule ‘‘If x is Ai, then y is Bi’’ does not support the input variable x. In this case, we should
say that this inference rule does not take any effect on the construction of the fuzzy system.
(ii) If Ai(x) > 0, then the inference rule ‘‘If x is Ai, then y is Bi’’ supports the input variable x. In this case, we should say that
this inference rule takes effect on the construction of the fuzzy system.
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Based on the view as above, a new method to construct fuzzy systems is proposed as follows:
(1) Let I(x) = {i|i ∈ {1, 2, . . . , n}, Ai(x) > 0}.
(2) For the input variable x and i ∈ I(x), then
A∗i (x
′) =

Ai(x), x′ = x
0, x′ ≠ x (3)
is called a non-singleton fuzzifier of the input variable x.
(3) Let θ be a fuzzy implication operator, Ri(x, y) = θ(Ai(x), Bi(y)) and B∗ =ni=1 A∗i ◦ Ri, i.e., B∗(y) = ∨i∈I(x) A∗i (x)TRi(x, y).
Let supp Bi = {y ∈ Y |Bi(y) > 0}, then
Y ∗(x) =

i∈I(x)
supp Bi (4)
is called the adaptive universe for output fuzzy set B∗.
(4) Let
S(x) =

Y∗(x) yB
∗(y)dy
Y∗(x) B
∗(y)dy
. (5)
Then S¯(x) is called the center-of-gravity fuzzy system.
Note 1. The adaptive universe Y ∗(x) is dependent on the variable x, for example,
If I(x) = {1, 2}, then Y ∗(x) = supp B1 ∪ supp B2;
If I(x) = {3, 4}, then Y ∗(x) = supp B3 ∪ supp B4.
Therefore, S¯(x) is a center-of-gravity of fuzzy set B∗ on the adaptive universe Y ∗(x).
Note 2. If we chose a singleton fuzzifier and the normal fuzzy implications such as the Kleene–Dienes implication or the
Lukasiewicz implication to construct a fuzzy system, then fuzzy systems constructed by a center-average defuzzifier and a
center-of-gravity defuzzifier are not universal approximators [14,18]. However, by applying a non-singleton fuzzifier, we
will construct fuzzy systems to approximate a desired control function up to a given level of accuracy.
By the use of the method in [14], we can present a lemma as follows.
Lemma 1. If f : [a, b] → R be a continuous function and [c, d] = f ([a, b]), then
(I) There exist {xi}, {yk} and fuzzy sets {Ai}, {Bk} satisfying:
(i) a = x1 < x2 < · · · < xn = b, c = y1 < y2 < · · · < yN+1 = d.
(ii) Ai(xi) = 1, Bk(yk) = 1 (i = 1, 2, . . . , n; k = 1, 2, . . . ,N + 1).
(iii) When x ∈ [xi, xi+1], Ai(x)+ Ai+1(x) = 1, Aj(x) = 0 (j ≠ i, i+ 1).
When y ∈ [yk, yk+1], Bk(y)+ Bk+1(y) = 1, Bj(y) = 0 (j ≠ k, k+ 1).
(II) There exist fuzzy inference rules:
If x is Ai, then y is Ci (i = 1, 2, . . . , n) (6)
satisfying
If Ci = Bk, then Ci+1 ∈ {Bk−1, Bk, Bk+1}. (7)
Proof. We chose a positive integer N and let e = d−cN . Let
y1 = c, y2 = c + e, . . . , yk = c + (k− 1)e, . . . , yN+1 = d,
Y1 =

y1, y1 + e2

, Y2 =

y2 − e2 , y2 +
e
2

, . . . , YN+1 =

yN+1 − e2 , yN+1

,
then Yi ∩ Yj = ∅ (i ≠ j) and [c, d] = Y1 ∪ Y2 ∪ · · · ∪ YN+1.
Let Xi = f −1(Yi) (i = 1, 2, . . . ,N + 1), then [a, b] = X1 ∪ X2 ∪ · · · ∪ XN+1 and Xi ∩ Xj = ∅ (i ≠ j). Then there exists δ > 0
such that | f (x′) − f (x′′)| < e2 when |x′ − x′′| < δ. Let a = x1 < x2 < · · · < xn = b and |xi+1 − xi| < δ (i = 1, 2, . . . , n),
then we have that | f (xi+1)− f (xi)| < e2 . Let
A1(x) =

x2 − x
x2 − x1 , x ∈ [x1, x2]
0, else,
An(x) =

x− xn−1
xn − xn−1 , x ∈ [xn−1, xn]
0, else,
B1(y) =

y2 − y
y2 − y1 , y ∈ [y1, y2]
0, else,
BN+1(y) =

y− yN
yN+1 − yN , y ∈ [yN , yN+1]
0, else.
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For i = 2, 3, . . . , n− 1, k = 2, 3, . . . ,N ,
Ai(x) =

x− xi−1
xi − xi−1 , x ∈ [xi−1, xi]
xi+1 − x
xi+1 − xi , x ∈ [xi, xi+1]
0, else,
Bk(y) =

y− yk−1
yk − yk−1 , y ∈ [yk−1, yk]
yk+1 − y
yk+1 − yk , y ∈ [yk, yk+1]
0, else.
Then we have that Ai(xi) = 1 (i = 1, 2, . . . , n), Bk(yk) = 1 (k = 1, 2, . . . ,N + 1) and
When x ∈ [xi, xi+1], Ai(x)+ Ai+1(x) = 1, Aj(x) = 0 (j ≠ i, i+ 1).
When y ∈ [yk, yk+1], Bk(y)+ Bk+1(y) = 1, Bj(y) = 0 (j ≠ k, k+ 1).
When xi ∈ Xk, we let Ci = Bk and construct the following inference rules:
If x is Ai, then y is Ci (i = 1, 2, . . . , n). (∗)
Then the inference rules (∗) satisfy the following conditions:
If Ci = Bk, then Ci+1 ∈ {Bk−1, Bk, Bk+1}.
In fact, we have f (xi) ∈ Yk and yk − e2 ≤ f (xi) < yk + e2 since xi ∈ Xk. Then f (xi) − e2 < f (xi+1) < f (xi) + e2 and
consequently yk−1 = yk − e < f (xi+1) < yk + e = yk+1. It follows that f (xi+1) ∈ Yk−1 ∪ Yk ∪ Yk+1. Then we have
xi+1 ∈ Xk−1 ∪ Xk ∪ Xk+1 and Ci+1 ∈ {Bk−1, Bk, BK+1}. 
Note 2. The proof of Lemma 1 is actually from Theorem 3.4 in [14]. However, {Yk} in [14] does not satisfy the conditions:
Yi ∩ Yj = ∅ (i ≠ j) and Xi ∩ Xj = ∅ (i ≠ j) since {Yk} in [14] has the form as Y1 = [y1, y1 + 23 e), Y2 = [y2 − 23 e, y2 +
2
3 e), . . . , YN+1 = [yN+1 − 23 e, yN+1].
Let θ be a fuzzy implication operator. Basing on the fuzzy inference rules (6) and (7), we have the fuzzy relations:
Ri(x, y) = θ(Ai(x), Ci(y)). Clearly, we have I(x) = {i, i + 1} for any x ∈ [xi, xi+1). Assume that Ci = Bk, then we have
from (3)–(4) and (6)–(7) that:
B∗(y) = Ai(x)Tθ(Ai(x), Bk(y)) ∨ Ai+1(x)Tθ(Ai+1(x), Ci+1(y)), (8)
Y ∗(x) = supp Ci ∪ supp Ci+1 =

(yk−2, yk+1), Ci+1 = Bk−1
(yk−1, yk+1), Ci+1 = Bk
(yk−1, yk+2), Ci+1 = Bk+1.
(9)
In the following discussions, we agree on x ∈ [xi, xi+1), x¯i = 12 (xi + xi+1), Ci = Bk in inference rules (∗) and
zi+1 =

yk−1, Ci+1 = Bk−1,
yk, Ci+1 = Bk,
yk+1, Ci+1 = Bk+1.
(10)
3.2. The fuzzy systems based onthe Kleene–Dienes implication
We denote that
y∗k−2 = Ai(x)yk−1 + Ai+1(x)yk−2, y∆k−2 = Ai(x)yk−2 + Ai+1(x)yk−1;
y∗k−1 = Ai(x)yk + Ai+1(x)yk−1, y∆k−1 = Ai(x)yk−1 + Ai+1(x)yk;
y∗k = Ai(x)yk+1 + Ai+1(x)yk, y∆k = Ai(x)yk + Ai+1(x)yk+1;
y∗k+1 = Ai(x)yk+2 + Ai+1(x)yk+1, y∆k+1 = Ai(x)yk+1 + Ai+1(x)yk+2;
 . (11)
Then
when y ∈ [yk−2, yk−1], Ai(x) ≤ Bk−1(y)⇔ y∗k−2 ≤ y, Ai(x) ≤ Bk−1(y)⇔ y∆k−2 ≤ y;
when y ∈ [yk−1, yk], Ai(x) ≤ Bk(y)⇔ y∗k−1 ≤ y, Ai+1(x) ≤ Bk(y)⇔ y∆k−1 ≤ y;
when y ∈ [yk, yk+1], Ai(x) ≤ Bk(y)⇔ y ≤ y∆k , Ai+1(x) ≤ Bk(y)⇔ y ≤ y∗k;
when y ∈ [yk+1, yk+2], Ai(x) ≤ Bk+1(y)⇔ y ≤ y∆k+1, Ai+1(x) ≤ Bk+1(y)⇔ y ≤ y∗k+1
 . (12)
Then we have the following conclusion.
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Theorem 1. (1) If θ = θ1 and T = T1, then S¯(x) = S¯1(x) = Ei(x)yk + Ei+1(x)zi+1 and Ei(x) + Ei+1(x) = 1, ∀x ∈ (xi, xi+1],
where
Ei(x) =

1+ Ai(x)
2(1+ Ai+1(x)) , x ∈ [xi, x¯i]
3Ai(x)
2(1+ Ai(x)) , x ∈ [x¯i, xi+1),
Ei+1(x) =

3Ai+1(x)
2(1+ Ai+1(x)) , x ∈ [xi, x¯i]
1+ Ai+1(x)
2(1+ Ai(x)) , x ∈ [x¯i, xi+1).
(13)
(2) If θ = θ1 and T = T2, then S¯(x) = S¯2(x) = Fi(x)yk + Fi+1(x)zi+1 and Fi(x)+ Fi+1(x) = 1, ∀x ∈ (xi, xi+1], where
Fi(x) = A
2
i (x)
A2i (x)+ A2i+1(x)
, Fi+1(x) = A
2
i+1(x)
A2i (x)+ A2i+1(x)
. (14)
(3) If θ = θ1 and T = T3, then S¯(x) = S¯3(x) = Gi(x)yk + Gi+1(x)zi+1 and Gi(x)+ Gi+1(x) = 1, ∀x ∈ (xi, xi+1], where
Gi(x) = 12Ai(x)(3− 3Ai(x)+ 2A
2
i (x))
Gi+1(x) = 12Ai+1(x)(3− 3Ai+1(x)+ 2A
2
i+1(x)).
(15)
Proof. (I) Let T = T1.
(i) When Ci+1 = Bk+1, we have that Y ∗(x) = (yk−1, yk+2). Then
(a) If y ∈ (yk−1, yk), then B∗(y) = Ai(x) ∧ (Ai+1(x) ∨ Bk(x)). It follows that
B∗(y) =

Ai+1(x), yk−1 < y∆k−1, x ∈ [xi, x¯i)
Bk(y), y∆k−1 ≤ y ≤ y∗k−1, x ∈ [xi, x¯i)
Ai(x), y∗k−1 < y, x ∈ [xi, x¯i)
Ai(x), x ∈ [x¯i, xi+1).
(b) If y ∈ [yk, yk+1], then B∗(y) =

Ai(x) ∨ (Ai+1(x) ∧ Bk(y)), x ∈ [xi, x¯i]
Ai+1(x) ∨ (Ai(x) ∧ Bk+1(y)), x ∈ [x¯i, xi+1) . It follows that B
∗(y) =

Ai(x), y < y
∆
k
Bk(y), y
∆
k ≤ y ≤ y∗k
Ai+1(x), y∗k < y
when
x ∈ [xi, x¯i] and B∗(y) =

Ai(x), y < y
∗
k
Bk+1(y), y∗k ≤ y ≤ y∆k
Ai+1(x), y∆k < y
when x ∈ [x¯i, xi+1).
(c) If y ∈ (yk+1, yk+2), then B∗(y) = Ai+1(x) ∧ (Ai(x) ∨ Bk+1(y)). It follows that
B∗(y) =

Ai+1(x), x ∈ [xi, x¯i)
Ai+1(x), y < y∗k+1, x ∈ [x¯i, xi+1)
Bk+1(y), y∗k+1 ≤ y ≤ y∆k+1, x ∈ [x¯i, xi+1)
Ai(x), y∆k+1 < y, x ∈ [x¯i, xi+1).
Thus, we have that for x ∈ [xi, x¯i],∫
Y∗(x)
B∗(y)dy =
∫ y∆k−1
yk−1
Ai+1(x)dy+
∫ y∗k−1
y∆k−1
Bk(y)dy+
∫ y∆k
y∗k−1
Ai(x)dy+
∫ y∗k
y∆k
Bk(y)dy+
∫ yk+2
y∗k
Ai+1(x)dy
= A2i+1(x)e+ e
∫ Ai(x)
Ai+1(x)
tdt + 2Ai(x)Ai+1(x)e+ e
∫ Ai(x)
Ai+1(x)
tdt + Ai+1(x)(1+ Ai+1(x))e
= (1+ Ai+1(x))e∫
Y∗(x)
yB∗(y)dy =
∫ y∆k−1
yk−1
yAi+1(x)dy+
∫ y∗k−1
y∆k−1
yBk(y)dy+
∫ y∆k
y∗k−1
yAi(x)dy+
∫ y∗k
y∆k
yBk(y)dy+
∫ yk+2
y∗k
yAi+1(x)dy
= 1
2
A2i+1(x)(yk−1 + y∆k−1)e+ e
∫ Ai(x)
Ai+1(x)
(yk−1 + et)tdt + Ai(x)Ai+1(x)(y∆k + y∗k−1)e
+
∫ Ai(x)
Ai+1(x)
(yk+1 − et)tdt + 12Ai+1(x)(1+ Ai+1(x))(yk+2 + y
∗
k)
=
[
1
2
(1+ Ai(x))yk + 32Ai+1(x)yk+1
]
e.
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For x ∈ [x¯i, xi+1), we have that
∫
Y∗(x)
B∗(y)dy =
∫ y∗k
yk−1
Ai(x)dy+
∫ y∆k
y∗k
Bk+1(y)dy+
∫ y∗k+1
y∆k
Ai+1(x)dy+
∫ y∆k+1
y∗k+1
Bk+1(y)dy+
∫ yk+2
y∆k+1
Ai(x)dy
= Ai(x)(1+ Ai(x))e+ e
∫ Ai+1(x)
Ai(x)
tdt + 2Ai(x)Ai+1(x)e+ e
∫ Ai+1(x)
Ai(x)
tdt + A2i (x)e
= (1+ Ai(x))e.∫
Y∗(x)
yB∗(y)dy =
∫ y∗k
yk−1
yAi(x)dy+
∫ y∆k
y∗k
yBk+1(y)dy+
∫ y∗k+1
y∆k
yAi+1(x)dy+
∫ y∆k+1
y∗k+1
yBk+1(y)dy+
∫ yk+2
y∆k+1
yAi(x)dy
= 1
2
Ai(x)(1+ Ai(x))(yk−1 + y∗k)e+ e
∫ Ai+1(x)
Ai(x)
(yk + et)tdt + Ai(x)Ai+1(x)(y∆k + y∗k+1)e
+ e
∫ Ai+1(x)
Ai(x)
(yk+2 − et)tdt + 12A
2
i (x)(yk+2 + y∆k+1)
=
[
3
2
Ai(x)yk + 12 (1+ Ai+1(x))yk+1
]
e.
Then we have that
s¯(x) =

1+ Ai(x)
2(1+ Ai+1(x))yk +
3Ai+1(x)
2(1+ Ai+1(x))yk+1, x ∈ [xi, x¯i)
3Ai(x)
2(1+ Ai(x))yk +
1+ Ai+1(x)
2(1+ Ai(x)) , x ∈ [x¯i, xi+1)
= Fi(x)yk + Fi+1(x)yk+1.
(ii) When Ci+1 = Bk−1, we have that Y ∗(x) = (yk−2, yk+1). Then
(a) If y ∈ (yk−2, yk−1), then B∗(y) = Ai+1(x) ∧ (Ai(x) ∨ Bk−1(y)). It follows that
B∗(y) =

Ai+1(x), x ∈ [xi, x¯i)
Ai(x), y < y∗k−2, x ∈ [x¯i, xi+1)
Bk−1(y), y∗k−2 ≤ y ≤ y∆k−2, x ∈ [x¯i, xi+1)
Ai+1(x), y > y∆k−2, x ∈ [x¯i, xi+1).
(b) If y ∈ [yk−1, yk], then B∗(y) =

Ai(x) ∧ (Ai+1(x) ∨ Bk(y)), x ∈ [xi, x¯i)
Ai+1(x) ∧ (Ai(x) ∨ Bk+1(y)), x ∈ [x¯i, xi+1) . It follows that B
∗(y) =

Ai+1(x), y < y∆k−1
Bk(y), y
∆
k−1 ≤ y ≤ y∗k−1
Ai(x), y > y
∗
k−1
when
x ∈ [xi, x¯i] and B∗(y) =

Ai+1(x), y < y∗k−1
Bk−1(y), y∗k−1 ≤ y ≤ y∆k−1
Ai(x), y > y
∆
k−1
when x ∈ [x¯i, xi+1).
(c) If y ∈ (yk, yk+1), then B∗(y) = Ai(x) ∧ (Ai+1(x) ∨ Bk(y)). It follows that
B∗(y) =

Ai(x), y < y∆k , x ∈ [xi, x¯i)
Bk(y), y∆k ≤ y ≤ y∗k , x ∈ [xi, x¯i)
Ai+1(x), y > y∗k , x ∈ [xi, x¯i)
Ai(x), x ∈ [x¯i, xi+1).
Thus, for x ∈ [xi, x¯i], we have that
∫
Y∗(x)
B∗(y)dy =
∫ y∆k−1
yk−2
Ai+1(x)dy+
∫ y∗k−1
y∆k−1
Bk(y)dy+
∫ y∆k
y∗k−1
Ai(x)dy+
∫ y∗k
y∆k
Bk(y)dy+
∫ yk+1
y∗k
Ai+1(x)dy
= Ai+1(x)(1+ Ai+1(x))e+ e
∫ Ai(x)
Ai+1(x)
tdt + 2Ai(x)Ai+1(x)e+ e
∫ Ai(x)
Ai+1(x)
tdt + A2i+1(x)e
= (1+ Ai+1(x))e.
X.-h. Yuan et al. / Computers and Mathematics with Applications 61 (2011) 2879–2898 2885∫
Y∗(x)
yB∗(y)dy =
∫ y∆k−1
yk−2
yAi+1(x)dy+
∫ y∗k−1
y∆k−1
yBk(y)dy+
∫ y∆k
y∗k−1
yAi(x)dy+
∫ y∗k
y∆k
yBk(y)dy+
∫ yk+1
y∗k
yAi+1(x)dy
= 1
2
Ai+1(x)(1+ Ai+1(x))[yk−2 + y∆k−1]e+ e
∫ Ai(x)
Ai+1(x)
(yk−1 + et)tdt + Ai(x)Ai+1(x)[y∆k + y∗k−1]e
+ e
∫ Ai(x)
Ai+1(x)
(yk+1 − et)tdt + 12A
2
i+1(x)[y∗k + yk+1]e
=
[
1
2
(1+ Ai(x))yk + 32Ai+1(x)yk−1
]
e.
When x ∈ [x¯i, xi+1), we have that∫
Y∗(x)
B∗(y)dy =
∫ y∗k−2
yk−2
Ai(x)dy+
∫ y∆k−2
y∗k−2
Bk−1(y)dy+
∫ y∗k−1
y∆k−2
Ai+1(x)dy
+
∫ y∆k−1
y∗k−1
Bk−1(y)dy+
∫ yk+1
y∆k−1
Ai(x)dy
= (1+ Ai(x))e.∫
Y∗(x)
yB∗(y)dy =
∫ y∗k−2
yk−2
yAi(x)dy+
∫ y∆k−2
y∗k−2
yBk−1(y)dy+
∫ y∗k−1
y∆k−2
yAi+1(x)dy+
∫ y∆k−1
y∗k−1
yBk−1(y)dy+
∫ yk+1
y∆k−1
yAi(x)dy
=
[
3
2
Ai(x)yk + 12 (1+ Ai+1(x))yk−1
]
e.
(iii) When Ci+1 = Bk, we have that Y ∗(x) = (yk−1, yk+1). Then
B∗(y) =

Ai(x) ∧ (Ai+1(x) ∨ Bk(y)), x ∈ [xi, x¯i]
Ai+1(x) ∧ (Ai(x) ∨ Bk(y)), x ∈ [x¯i, xi+1).
If y ∈ (yk−1, yk], then B∗(y) =

Ai+1(x), y < y∗k
Bk(y), y
∗
k ≤ y ≤ y∆k
Ai(x), y > y
∆
k
when x ∈ [xi, x¯i] and B∗(y) =

Ai+1(x), y < y∗k
Bk(y), y
∗
k ≤ y ≤ y∆k
Ai(x), y > y
∆
k
when x ∈ [x¯i, xi+1).
If y ∈ [yk, yk+1], then B∗(y) =

Ai(x), y < y
∆
k
Bk(y), y
∆
k ≤ y ≤ y∗k
Ai+1(x), y > y∗k
when x ∈ [xi, x¯i) and B∗(y) =

Ai+1(x), y < y∗k
Bk(y), y
∗
k ≤ y ≤ y∆k
Ai(x), y > y
∆
k
when x ∈ [x¯i, xi+1).
Thus, for x ∈ [xi, x¯i], we have that:∫
Y∗(x)
B∗(y)dy =
∫ y∆k−1
yk−1
Ai+1(x)dy+
∫ y∗k−1
y∆k−1
Bk(y)dy+
∫ y∆k
y∗k−1
Ai(x)dy+
∫ y∗k
y∆k
Bk(y)dy+
∫ yk+1
y∗k
Ai+1(x)dy
= e.∫
Y∗(x)
yB∗(y)dy =
∫ y∆k−1
yk−1
yAi+1(x)dy+
∫ y∗k−1
y∆k−1
yBk(y)dy+
∫ y∆k
y∗k−1
yAi(x)dy+
∫ y∗k
y∆k
yBk(y)dy+
∫ yk+1
y∗k
yAi+1(x)dy
= yke.
Similarly, when x ∈ [x¯i, xi+1), we have

Y∗(x) B
∗(y)dy = e, Y∗(x) yB∗(y)dy = yke.
Then we have that S¯(x) = yk = Ei(x)yk + Ei+1(x)yk.
(II) Let T = T2, then
(i) If Ci+1 = Bk+1, then Y ∗(x) = (yk−1, yk+2). Then we have that
(1) B∗(y) =

Ai(x)+ Bk(y)− 1, y ≥ y∆k−1
0, y < y∆k−1
if y ∈ (yk−1, yk) and consequently∫ yk
yk−1
B∗(y)dy =
∫ yk
y∆
k−1
(Ai(x)+ Bk(y)− 1)dy = 12A
2
i (x)e.
(2) B∗(y) =

Ai(x)+ Bk(y)− 1, y ≤ y∗k
Ai+1(x)+ Bk+1(y)− 1, y > y∗k if y ∈ [yk, yk+1] and consequently∫ yk+1
yk
B∗(y)dy =
∫ y∗k
yk
(Ai(x)+ Bk(y)− 1)dy+
∫ yk+1
y∗k
(Ai+1(x)+ Bk+1(y)− 1)dy
= 1
2
(A2i (x)+ A2i+1(x))e.
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(3) B∗(y) =

Ai+1(x)+ Bk+1(y)− 1, y ≤ y∆k+1
0, y > y∆k+1
if y ∈ (yk+1, yk+2) and consequently
 yk+2
yk+1 B
∗(y)dy =  y∆k+1yk+1 (Ai+1(x) + Bk+1(y) −
1)dy = 12A2i+1(x)e. Thus

Y∗(x) B
∗(y)dy = (A2i (x)+ A2i+1(x))e. By (5) and∫
Y∗(x)
B∗(y)dy =
∫ yk
y∆
k−1
y(Ai(x)+ Bk(y)− 1)dy+
∫ y∗k
yk
y(Ai(x)+ Bk(y)− 1)dy
+
∫ yk+1
y∗k
y(Ai+1(x)+ Bk+1(y)− 1)dy+
∫ y∆
k+1
yk+1
y(Ai+1(x)+ Bk+1(y)− 1)dy
= [A2i (x)yk + A2i+1(x)yk+1]e,
we have that S¯(x) = A2i (x)
A2i (x)+A2i+1(x)
yk + A
2
i+1(x)
A2i (x)+A2i+1(x)
yk+1.
(ii) When Ci+1 = Bk−1, we can easily obtain
S¯(x) = A
2
i (x)
A2i (x)+ A2i+1(x)
yk + A
2
i+1(x)
A2i (x)+ A2i+1(x)
yk−1.
(iii) Similarly, when Ci+1 = Bk, we have that
S¯(x) = yk = A
2
i (x)
A2i (x)+ A2i+1(x)
yk + A
2
i+1(x)
A2i (x)+ A2i+1(x)
yk.
(III) Let T = T3, then
(i) If Ci+1 = Bk+1, then Y ∗(x) = (yk−1, yk+2). Then we have that
(1) B∗(y) =

Ai(x)Bk(y), y ≥ y∆k−1
Ai(x)Ai+1(x), y < y∆k−1
if y ∈ (yk−1, yk) and
∫ yk
yk−1
B∗(y)dy =
∫ y∆k−1
yk−1
Ai(x)Ai+1(x)dy+
∫ yk
y∆k−1
Ai(x)Bk(y)dy = 12Ai(x)(1+ A
2
i+1(x))e.
(2) B∗(y) =

Ai(x)Bk(y), y ≤ y∗k
Ai+1(x)Bk+1(y), y > y∗k
if y ∈ [yk, yk+1] and∫ yk+1
yk
B∗(y)dy =
∫ y∗k
yk
Ai(x)Bk(y)dy+
∫ yk+1
y∗k
Ai+1(x)Bk+1(y)dy = 12 (1− Ai(x)Ai+1(x))e.
(3) B∗(y) =

Ai+1(x)Bk+1(y), y ≤ y∆k+1
Ai(x)Ai+1(x), y > y∆k+1
if y ∈ (yk+1, yk+2) and
∫ yk+2
yk+1
B∗(y)dy =
∫ y∆k+1
yk+1
Ai+1(x)Bk+1(y)dy+
∫ yk+2
y∆k+1
Ai(x)Ai+1(x)dy = 12Ai+1(x)(1+ A
2
i (x))e.
Thus ∫
Y∗(x)
B∗(y)dy = 1
2
Ai(x)(1+ A2i+1(x))+
1
2
(1− Ai(x)Ai+1(x))e+ 12Ai+1(x)(1+ A
2
i (x))e = e.
Since ∫
Y∗(x)
yB∗(y)dy =
∫ y∆k−1
yk−1
yAi(x)Ai+1(x)dy+
∫ yk
y∆k−1
yAi(x)Bk(y)dy+
∫ y∗k
yk
yAi(x)Bk(y)dy
+
∫ yk+1
y∗k
yAi+1(x)Bk+1(y)dy+
∫ y∆k+1
yk+1
yAi+1(x)Bk+1(y)dy+
∫ yk+2
y∆k+1
yAi(x)Ai+1(x)dy
= 1
2
Ai(x)A2i+1(x)(yk−1 + y∆k−1)e+ Ai(x)e
∫ 1
Ai+1(x)
(yk−1 + et)tdt
+ Ai+1(x)e
∫ 1
Ai(x)
(yk+2 − et)tdt + 12A
2
i (x)Ai+1(x)(y
∆
k+1 + yk+2)e
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+ Ai(x)e
∫ 1
Ai+1(x)
(yk+1 − et)tdt + Ai+1(x)e
∫ 1
Ai(x)
(yk + et)tdt
=

1
2
Ai(x)(3− 3Ai(x)+ 2A2i (x))yk +
1
2
Ai+1(x)(3− 3Ai+1(x)+ 2A2i+1(x))yk+1

e
= (Gi(x)yk + Gi+1(x)yk+1)e
and Gi(x)+ Gi+1(x) = 1, so we have from (5) that S¯(x) = Gi(x)yk + Gi+1(x)yk+1.
Similarly,
(ii) When Ci+1 = Bk−1, we can obtain that S¯(x) = Gi(x)yk + Gi+1(x)yk−1.
(iii) When Ci+1 = Bk, we can obtain that S¯(x) = yk = Gi(x)yk + Gi+1(x)yk. 
3.3. The fuzzy systems based on the Lukasiewicz fuzzy implication
We denote
y′k−2 = (Ai+1(x)− Ai(x))yk−1 + 2Ai(x)yk−2
y′k−1 = (Ai(x)− Ai+1(x))yk + 2Ai+1(x)yk−1
y′′k−1 = (Ai+1(x)− Ai(x))yk−1 + 2Ai(x)yk
y′k = (Ai(x)− Ai+1(x))yk + 2Ai+1(x)yk+1
y′′k = (Ai+1(x)− Ai(x))yk+1 + 2Ai(x)yk
y′k+1 = (Ai+1(x)− Ai(x))yk+1 + 2Ai(x)yk+2

. (16)
Then
When y ∈ [yk−2, yk−1], Ai+1(x) ≤ Ai(x)+ Bk−1(y)⇔ y′k−2 ≤ y.
When y ∈ [yk−1, yk], Ai+1(x) ≤ Ai(x)+ Bk−1(y)⇔ y ≤ y′′k−1.
Ai(x) ≤ Ai+1(x)+ Bk(y)⇔ y′k−1 ≤ y. (17)
When y ∈ [yk, yk−1], Ai(x) ≤ Ai+1(x)+ Bk(y)⇔ y ≤ y′k.
Ai+1(x) ≤ Ai(x)+ Bk+1(y)⇔ y′′k ≤ y.
When y ∈ [yk+1, yk+2], Ai+1(x) ≤ Ai(x)+ Bk+1(y)⇔ y ≤ y′k+1.
Then we have
Theorem 2. (1) If θ = θ2 and T = T1, then S(x) = S4(x) = Hi(x)yk + Hi+1(x)zi+1, where
Hi(x) =

2+ 3Ai+1(x)− 8A2i+1(x)
2Ai(x)(1+ 4Ai+1(x)) , x ∈ [xi, x¯i]
3Ai(x)
2Ai+1(x)(1+ 4Ai(x)) , x ∈ [x¯i, xi+1]
(18a)
Hi+1(x) =

3Ai+1(x)
2Ai(x)(1+ 4Ai+1(x)) , x ∈ [xi, x¯i]
2+ 3Ai(x)− 8A2i (x)
2Ai+1(x)(1+ 4Ai(x)) , x ∈ [x¯i, xi+1]
(18b)
and Hi(x)+ Hi+1(x) = 1.
(2) If θ = θ2 and T = T2, then S(x) = S5(x) = Li(x)yk + Li+1(x)zi+1, where
Li(x) = Ai(x)(3− Ai(x))2(1+ Ai(x)Ai+1(x)) , Li+1(x) =
Ai+1(x)(3− Ai+1(x))
2(1+ Ai(x)Ai+1(x)) (19)
and Li(x)+ Li+1(x) = 1.
(3) If θ = θ2 and T = T3, then S(x) = S6(x) = Mi(x)yk +Mi+1(x)zi+1, where
Mi(x) =

6− 9Ai+1(x)− 18A2i+1(x)+ 48A3i+1(x)− 37A4i+1(x)+ 11A5i+1(x)
3Ai(x)(1− 3Ai(x)+ 11A2i (x)− 7A3i (x))
, x ∈ [xi, x¯i]
9Ai(x)− 18A2i (x)+ 3A3i (x)+ 16A4i (x)− 11A5i (x)
3Ai+1(x)(1− 3Ai+1(x)+ 11A2i (x)− 7A3i+1(x))
, x ∈ [x¯, xi+1]
(20a)
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Mi+1(x) =

9Ai+1(x)− 18A2i+1(x)+ 3A3i+1(x)+ 16A4i+1(x)− 11A5i+1(x)
3Ai(x)(1− 3Ai(x)+ 11A2i (x)− 7A3i (x))
, x ∈ [xi, x¯i]
6− 9Ai(x)− 18A2i (x)+ 48A3i (x)− 37A4i (x)+ 11A5i (x)
3Ai+1(x)(1− 3Ai+1(x)+ 11A2i+1(x)− 7A3i+1(x))
, x ∈ [x¯i, xi+1)
(20b)
and Mi(x)+Mi+1(x) = 1.
Proof. (I) Let T = T1, then
(i) If Ci+1 = Bk+1, then Y ∗(x) = (yk−1, yk+2). Then
(1) If y ∈ (yk−1, yk), then we have that B∗(y) = (Ai(x) ∧ (Ai+1(x)+ Bk(y))) and
B∗(y) =
Ai+1(x)+ Bk(y), y ≤ y′k−1, x ∈ [xi, x¯i)
Ai(x), y > y′k−1, x ∈ [xi, x¯i)
Ai(x), x ∈ [x¯i, xi+1).
Thus, for x ∈ [xi, x¯i], we have that∫ yk
yk−1
B∗(y)dy =
∫ y′k−1
yk−1
(Ai+1(x)+ Bk(y))dy+
∫ yk
y′k−1
Ai(x)dy
= 1
2
(Ai(x)− Ai+1(x)+ 4Ai(x)Ai+1(x))e.
For x ∈ [x¯i, xi+1), we have
 yk
yk−1 B
∗(y)dy = Ai(x)e.
(2) If y ∈ [yk, yk+1], then we have
B∗(y) =

Ai(x), y ≤ y′k, x ∈ [xi, x¯i]
Ai+1(x)+ Bk(y), y > y′k, x ∈ [xi, x¯i]
Ai(x)+ Bk+1(y), y ≤ y′′k , x ∈ [x¯i, xi+1)
Ai(x), y > y′′k , x ∈ [x¯i, xi+1).
Thus, for x ∈ [xi, x¯i], we have that∫ yk+1
yk
B∗(y)dy =
∫ y′k
yk
Ai(x)dy+
∫ yk+1
y′k
(Ai+1(x)+ Bk(y))dy = 12 (Ai(x)− Ai+1(x)+ 4Ai(x)Ai+1(x))e.
For x ∈ [x¯i,xi+1), we have that∫ yk+1
yk
B∗(y)dy =
∫ y′′k
yk
(Ai(x)+ Bk+1(y))dy+
∫ yk+1
y′′k
Ai(x)dy = 12 (Ai+1(x)− Ai(x)+ 4Ai(x)Ai+1(x))e.
(3) When y ∈ (yk+1, yk+2), we have that:
B∗(y) =
Ai+1(x), x ∈ [xi, x¯i]
Ai+1(x), y ≤ y′k+1, x ∈ [x¯i, xi+1)
Ai(x)+ Bk+1(y), y > y′k+1, x ∈ [x¯i, xi+1).
Thus, for x ∈ [xi, x¯i], we have
 yk+2
yk+1 B
∗(y)dy =  yk+2yk+1 Ai+1(x)dy = Ai+1(x)e.
For x ∈ [x¯i, xi+1), we have∫ yk+2
yk+1
B∗(y)dy =
∫ y′k+1
yk+1
Ai+1(x)dy+
∫ yk+2
y′k+1
(Ai(x)+ Bk+1(y))dy
= 1
2
(Ai+1(x)− Ai(x)+ 4Ai(x)Ai+1(x))e.
Then, when x ∈ [xi, x¯i], we have that∫
Y∗(x)
B∗(y)dy = 1
2
(Ai(x)− Ai+1(x)+ 4Ai(x)Ai+1(x))e+ 12 (Ai(x)− Ai+1(x)+ 4Ai(x)Ai+1(x))e+ Ai+1(x)e
= Ai(x)(1+ 4Ai+1(x))e.
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Y∗(x)
yB∗(y)dy =
∫ y′k−1
yk−1
y(Ai+1(x)+ Bk(y))dy+
∫ yk
y′k−1
yAi(x)dy
+
∫ y′k
yk
yAi(x)dy+
∫ yk+1
y′k
y(Ai+1(x)+ Bk(y))dy+
∫ yk+2
yk+1
yAi+1(x)dy
= 1
2
Ai+1(x)(Ai(x)− Ai+1(x))(yk−1 + y′k−1)e+ e
∫ Ai(x)−Ai+1(x)
0
(yk−1 + et)tdt
+ Ai(x)Ai+1(x)(yk + y′k−1)e+ Ai(x)Ai+1(x)(yk + y′k)
+ 1
2
Ai+1(x)(Ai(x)− Ai+1(x))(yk+1 + y′k)+ e
∫ Ai(x)−Ai+1(x)
0
(yk+1 − et)tdt
+ 1
2
Ai+1(x)(yk+2 + yk+1)e.
Since Ai(x)+ Ai+1(x) = 1, yk−1 = 2yk − yk+1, yk+2 = 2yk+1 − yk, it follows that∫
Y∗(x)
yB∗(y)dy =
[
1
2
(2+ 3Ai+1(x)− 8A2i+1(x))yk +
3
2
Ai+1(x)yk+1
]
e.
When x ∈ [x¯i, xi+1), we have that∫
Y∗(x)
B∗(y)dy = Ai(x)e+ 12 (Ai+1(x)− Ai(x)+ 4Ai(x)Ai+1(x))e+
1
2
(Ai+1(x)− Ai(x)+ 4Ai(x)Ai+1(x))e
= Ai+1(x)(1+ 4Ai(x))e.∫
Y∗(x)
yB∗(y)dy =
∫ yk
yk−1
yAi(x)dy+
∫ y′′k
yk
y(Ai(x)+ Bk+1(y))dy+
∫ yk+1
y′′k
yAi+1(x)dy
+
∫ y′k+1
yk+1
yAi+1(x)dy+
∫ yk+2
y′k+1
y(Ai(x)+ Bk+1(y))dy
= 1
2
Ai(x)(yk + yk−1)e+ 12Ai(x)(Ai+1(x)− Ai(x))(yk + y
′′
k )e+ e
∫ Ai+1(x)−Ai(x)
0
(yk + et)tdt
+ Ai(x)Ai+1(x)(yk+1 + y′′k )e+ Ai(x)Ai+1(x)(y′k+1 + yk+1)e
+ 1
2
Ai(x)(Ai+1(x)− Ai(x))(yk+2 + y′k+1)e+ e
∫ Ai+1(x)−Ai(x)
0
(yk+2 − et)tdt
=
[
3
2
Ai(x)yk + 12 (2+ 3Ai(x)− 8A
2
i (x)yk+1)
]
e.
By (5), we have that
S¯(x) =

2+ 3Ai+1(x)− 8A2i+1(x)
2Ai(x)(1+ 4Ai+1(x)) yk +
3Ai+1(x)
2Ai(x)(1+ 4Ai+1(x))yk+1, x ∈ [xi, x¯i]
3Ai(x)
2Ai+1(x)(1+ 4Ai(x))yk +
2+ 3Ai(x)− 8A2i (x)
2Ai+1(x)(1+ 4Ai(x))yk+1, x ∈ [x¯i, xi+1)
= Hi(x)yk + Hi+1(x)yk+1.
Clearly, Hi(x)+ Hi+1(x) = 1.
(ii) Similarly, when Ci+1 = Bk−1, we have S¯(x) = Hi(x)yk + Hi+1(x)yk−1.
(iii) If Ci+1 = Bk, then Y ∗(x) = (yk−1, yk+1) and when y ∈ (yk−1, yk), B∗(y) =

Ai+1(x), y ≥ y′k−1
Ai+1(x)+ Bk(y), y < y′k−1 and when y ∈ [yk, yk+1],
B∗(y) =

Ai(x), y ≤ y′k
Ai+1(x)+ Bk(y), y > y′k .
Thus∫
Y∗(x)
B∗(y)dy =
∫ y′k−1
yk−1
(Ai+1(x)+ Bk(y))dy+
∫ yk
y′k−1
Ai(x)dy+
∫ y′k
yk
Ai(x)dy+
∫ yk+1
y′k
(Ai+1(x)+ Bk(y))dy
= Ai+1(x)(Ai(x)− Ai+1(x))e+ e
∫ Ai(x)−Ai+1(x)
0
tdt + 4Ai(x)Ai+1(x)e
+ Ai+1(x)(Ai(x)− Ai+1(x))e+ e
∫ Ai(x)−Ai+1(x)
0
tdt
= (Ai(x)− Ai+1(x)+ 4Ai(x)Ai+1(x))e.
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Y∗(x)
yB∗(y)dy =
∫ y′k−1
yk−1
y(Ai+1(x)+ Bk(y))dy+
∫ y′k
y′k−1
yAi(x)dy+
∫ yk+1
y′k
y(Ai+1(x)+ Bk(y))dy
= 1
2
Ai+1(x)(Ai(x)− Ai+1(x))(yk−1 + y′k−1)e+ e
∫ Ai(x)−Ai+1(x)
0
(yk−1 + et)tdt
+ 2Ai(x)Ai+1(x)(y′k + y′k−1)e+
1
2
Ai+1(x)(Ai(x)− Ai+1(x))(yk+1 + y′k)e
+ e
∫ Ai(x)−Ai+1(x)
0
(yk+1 − et)tdt
= ((Ai(x)− Ai+1(x))+ 4Ai(x)Ai+1(x))yke.
It follows that s¯(x) = yk = Li(x)yk + Li+1(x)yk.
(II) Let T = T2, then
(i) When Ci+1 = Bk+1, Y ∗(x) = (yk−1, yk+2). Then
(1) If y ∈ (yk−1, yk), then we have that Ai+1(x)+ Bk(y) ≤ 1⇔ y ≤ y∗k−1 and consequently
B∗(y) =

Ai(x), y ≥ y∗k−1
Bk(y), y < y∗k−1.
(2) If y ∈ [yk, yk+1], then we have that
Ai+1(x)+ Bk(y) ≤ 1⇔ y ≥ y∆k , Bk(x) ≤ Ai+1(x)⇔ y ≥ y∗k .
It follows that B∗(y) =

Ai(x), y < y
∆
k ,
Bk(y), y
∆
k ≤ y ≤ y∗k
Ai+1(x), y∗k < y ≤ yk+1
when x ∈ [xi, x¯i) and B∗(y) =

Ai(x), y < y
∗
k ,
Bk+1(y), y∗k ≤ y ≤ y∆k
Ai+1(x), y∆k < y ≤ yk+1
when x ∈ [x¯i, xi+1).
(3) If y ∈ (yk+1, yk+2), then we have that Ai(x)+ Bk+1(y) ≤ 1⇔ y ≥ y∗k+1 and consequently
B∗(y) =

Ai+1(x), y ≤ y∗k+1
Bk+1(y), y > y∗k+1.
Then ∫ yk
yk−1
B∗(y)dy =
∫ y∗k−1
yk−1
Bk(y)dy+
∫ yk
y∗k−1
Ai(x)dy = 12Ai(x)(1+ Ai+1(x))e,∫ yk+2
yk+1
B∗(y)dy =
∫ y∗k+1
yk+1
Ai+1(x)dy+
∫ yk+2
y∗k+1
Bk+1(y)dy = 12Ai+1(x)(1+ Ai(x))e,
and when x ∈ [xi, x¯i), we have that∫ yk+1
yk
B∗(y)dy =
∫ y∆k
yk
Ai(x)dy+
∫ y∗k
y∆k
Bk(y)dy+
∫ yk+1
y∗k
Ai+1(x)dy = 12 e,∫
Y∗(x)
yB∗(y)dy =
∫ y∗k−1
yk−1
yBk(y)dy+
∫ y∆k
y∗k−1
yAi(x)dy+
∫ y∗k
y∆k
yBk(y)dy+
∫ y∗k+1
y∗k
yAi+1(x)dy+
∫ yk+2
y∗k+1
yBk+1(y)dy
=
∫ Ai(x)
0
(yk−1 + et)tdt + 2Ai(x)Ai+1(x)yke+ e
∫ Ai(x)
Ai+1(x)
(yk+1 − et)tdt
+ 1
2
Ai+1(x)[(1+ 2Ai(x))yk+1 + (Ai+1(x)− Ai(x))yk]e+ e
∫ Ai+1(x)
0
(yk+2 − et)tdt
= e
∫ Ai+1(x)
0
(yk−1 + yk+2)tdt + e
∫ Ai(x)
Ai+1(x)
(yk−1 + yk+1)tdt + 2Ai(x)Ai+1(x)yke
+ 1
2
Ai+1(x)[(1+ 2Ai(x))yk+1 + (Ai+1(x)− Ai(x))yk]e
=
[
1
2
Ai(x)(3− Ai(x))yk + 12Ai+1(x)(3− Ai+1(x))yk+1
]
e.
Similarly, when x ∈ [x¯i, xi+1), we have∫ yk+1
yk
B∗(y)dy =
∫ y∗k
yk
Ai(x)dy+
∫ y∆k
y∗k
Bk+1(y)dy+
∫ yk+1
y∆k
Ai+1(x)dy = 12 e,
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Y∗(x)
yB∗(y)dy =
∫ y∗k−1
yk−1
yBk(y)dy+
∫ y∗k
y∗k−1
yAi(x)dy+
∫ y∆k
y∗k
yBk+1(y)dy+
∫ y∗k+1
y∆k
yAi+1(x)dy+
∫ yk+2
y∗k+1
yBk+1(y)dy
= e
∫ Ai(x)
0
(yk−1 + et)tdt + 12Ai(x)(y
∗
k−1 + y∗k)e+ e
∫ Ai+1(x)
Ai(x)
(yk + et)tdt
+ Ai(x)Ai+1(x)(y∆k + y∗k+1)e+ e
∫ Ai+1(x)
0
(yk+2 − et)tdt
= e
∫ Ai(x)
0
(yk−1 + yk+2)tdt + e
∫ Ai+1(x)
Ai(x)
(yk + yk+2)tdt
+ 1
2
Ai(x)[(1+ 2Ai+1(x))yk + (Ai(x)− Ai+1(x))yk+1]e+ 2Ai(x)Ai+1(x)yk+1e
=
[
1
2
Ai(x)(3− Ai(x))yk + 12Ai+1(x)(3− Ai+1(x))yk+1
]
e.
Thus ∫
Y∗(x)
B∗(y)dy = 1
2
Ai(x)(1+ Ai+1(x))e+ 12Ai+1(x)(1+ Ai(x))e+
1
2
e
= (1+ Ai(x)Ai+1(x))e
and we have from (5) that
S¯(x) = Ai(x)(3− Ai(x))
2(1+ Ai(x)Ai+1(x))yk +
Ai+1(x)(3− Ai+1(x))
2(1+ Ai(x)Ai+1(x)) yk+1 = Li(x)yk + Li+1(x)yk+1.
Clearly, Li(x)+ Li+1(x) = 1.
(ii) When Ci+1 = Bk−1, y∗(x) = (yk−2, yk+1). Then it follows that B∗(y) =

Ai+1(x), y ≥ y∆k−2
Bk−1(y), y < y∆k−2
when y ∈ (yk−2, yk−1),
B∗(y) =

Ai(x), y ≤ y∆k
Bk(y), y > y
∆
k
when y ∈ (yk, yk+1), and when y ∈ [yk−1, yk], we have that
B∗(y) =
Ai+1(x), y < y
∆
k−1
Bk(y), y∆k−1 ≤ y ≤ y∗k−1
Ai(x), y∗k−1 < y
if x ∈ [xi, x¯i)
and
B∗(y) =

Ai+1(x), y < y∗k−1
Bk−1(y), y∗k−1 ≤ y ≤ y∆k−1
Ai(x), y∆k−1 < y
if x ∈ [x¯i, xi+1).
Then for x ∈ [xi, x¯i), we have that∫
Y∗(x)
B∗(y)dy =
∫ y∆k−2
yk−2
Bk−1(y)dy+
∫ y∆k−1
y∆k−2
Ai+1(x)dy+
∫ y∗k−1
y∆k−1
Bk(y)dy+
∫ y∆k
y∗k−1
Ai(x)dy+
∫ yk+1
y∆k
Bk(y)dy
= e
∫ Ai+1(x)
0
tdt + Ai+1(x)e+ e
∫ Ai(x)
Ai+1(x)
tdt + 2Ai(x)Ai+1(x)e+
∫ Ai(x)
0
tdt
= (1+ Ai(x)Ai+1(x))e.∫
Y∗(x)
yB∗(y)dy =
∫ y∆k−2
yk−2
yBk−1(y)dy+
∫ y∆k−1
y∆k−2
yAi+1(x)dy+
∫ y∗k−1
y∆k−1
yBk(y)dy+
∫ y∆k
y∗k−1
yAi(x)dy+
∫ yk+1
y∆k
yBk(y)dy
= e
∫ Ai+1(x)
0
(yk−2 + et)tdt + 12Ai+1(x)[(1+ 2Ai(x))yk−1 + (Ai+1(x)− Ai(x))yk]e
+ e
∫ Ai(x)
Ai+1(x)
(yk−1 + et)tdt + 2Ai(x)Ai+1(x)yke+ e
∫ Ai(x)
0
(yk+1 − et)tdt
=
[
1
2
Ai(x)(3− Ai(x))yk + 12Ai+1(x)(3− Ai+1(x))yk−1
]
e.
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For x ∈ [x¯i, xi+1), we have that∫
Y∗(x)
B∗(y)dy =
∫ y∆k−2
yk−2
Bk−1(y)dy+
∫ y∗k−1
y∆k−2
Ai+1(x)dy+
∫ y∆k−1
y∗k−1
Bk−1(y)dy+
∫ y∆k
y∆k−1
Ai(x)dy+
∫ yk+1
y∆k
Bk(y)dy
= e
∫ Ai+1(x)
0
tdt + 2Ai(x)Ai+1(x)e+
∫ Ai+1(x)
Ai(x)
tdt + Ai(x)e+ e
∫ Ai(x)
0
tdt
= (1+ Ai(x)Ai+1(x))e.∫
Y∗(x)
yB∗(y)dy =
∫ y∆k−2
yk−2
yBk−1(y)dy+
∫ y∗k−1
y∆k−2
yAi+1(x)dy+
∫ y∆k−1
y∗k−1
yBk−1(y)dy+
∫ y∆k
y∆k−1
yAi(x)dy+
∫ yk+1
y∆k
yBk(y)dy
= e
∫ Ai+1(x)
0
(yk−2 + et)tdt + 2Ai(x)Ai+1(x)yk−1e+ e
∫ Ai+1(x)
Ai(x)
(yk − et)tdt
+ 1
2
Ai(x)[(1+ 2Ai+1(x))yk + (Ai(x)− Ai+1(x))yk−1]e+ e
∫ Ai(x)
0
(yk+1 − et)tdt
=
[
1
2
Ai(x)(3− Ai(x))yk + 12Ai+1(x)(3− Ai+1(x))yk−1
]
e.
It follows that S¯(x) = Li(x)yk + Li+1(x)yk−1.
(iii) Similarly, when Ci+1 = Bk, we have S¯(x) = yk = Li(x)yk + Li+1(x)yk.
(III) Let T = T3, then
(i) When Ci+1 = Bk+1, y∗(x) = (yk−1, yk+2). Then
(1) When y ∈ (yk−1, yk), we have that
B∗(y) =

Ai(x)(Ai+1(x)+ Bk(y)), y ≤ y∗k−1
Ai(x), y > y∗k−1
and ∫ yk
yk−1
B∗(y)dy =
∫ y∗k−1
yk−1
Ai(x)(Ai+1(x)+ Bk(y))dy+
∫ yk
y∗k−1
Ai(x)dy
= 1
2
Ai(x)[1+ Ai+1(x)+ Ai(x)Ai+1(x)]e.
(2) When y ∈ (yk+1, yk+2), we have that
B∗(y) =

Ai+1(x), y < y∗k+1
Ai+1(x)(Ai(x)+ Bk+1(y)), y ≥ y∗k+1
and ∫ yk+2
yk+1
B∗(y)dy =
∫ y∗k+1
yk+1
Ai+1(x)dy+
∫ yk+2
y∗k+1
Ai+1(x)(Ai(x)+ Bk+1(y))dy
= 1
2
Ai+1(x)[1+ Ai(x)+ Ai(x)Ai+1(x)]e.
(3) When y ∈ [yk, yk+1], we have that
Ai+1(x)+ Bk(y) ≤ 1⇔ Ai(x)+ Bk+1(y) ≥ 1⇔ y∆k ≤ y,
and
B∗(y) = Ai(x)[(Ai+1(x)+ Bk(y)) ∧ 1] ∨ Ai+1(x)[(Ai(x)+ Bk+1(y)) ∧ 1]
=

Ai(x) ∨ Ai+1(x)(Ai(x)+ Bk+1(y)), y < y∆k
Ai+1(x) ∨ Ai(x)(Ai+1(x)+ Bk(y)), y ≥ y∆k .
Since
Ai(x) ≥ Ai+1(x)(Ai(x)+ Bk+1(y))⇔ y ≤ A
2
i (x)
Ai+1(x)
yk+1 +

1− A
2
i (x)
Ai+1(x)

yk
∆= yrk
Ai+1(x) ≥ Ai(x)(Ai+1(x)+ Bk(y))⇔ y ≥

1− A
2
i+1(x)
Ai(x)

yk+1 + A
2
i+1(x)
Ai(x)
yk
∆= ylk.
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It follows that for x ∈ [xi, x¯i],∫ yk+1
yk
B∗(y)dy =
∫ y∆k
yk
Ai(x)dy+
∫ ylk
y∆k
Ai(x)(Ai+1(x)+ Bk(y))dy+
∫ yk+1
ylk
Ai+1(x)dy
= Ai(x)Ai+1(x)e+ Ai(x)Ai+1(x)

Ai(x)− Ai+1(x)
Ai(x)

e+ Ai(x)e
∫ Ai(x)
A2i+1(x)
Ai(x)
tdt + Ai+1(x)A
2
i+1(x)
Ai(x)
e
= 1− 4Ai(x)A
2
i+1(x)
2Ai(x)
e
and for x ∈ [x¯i, xi+1),∫ yk+1
yk
B∗(y)dy =
∫ yrk
yk
Ai(x)dy+
∫ y∆k
yrk
Ai+1(x)(Ai(x)+ Bk+1(y))dy+
∫ yk+1
y∆k
Ai+1(x)dy
= Ai(x) A
2
i (x)
Ai+1(x)
e+ Ai(x)Ai+1(x)

Ai+1(x)− Ai(x)
Ai+1(x)

e+ Ai+1(x)e
∫ Ai+1(x)
A2i (x)
Ai+1(x)
tdt + Ai(x)Ai+1(x)e
= 1− 4A
2
i (x)Ai+1(x)
2Ai+1(x)
e.
Thus
∫
Y∗(x)
B∗(y)dy =

1
2Ai(x)
[1− 3Ai(x)+ 11A2i (x)− 7A3i (x)]e, x ∈ [xi, x¯i],
1
2Ai+1(x)
[1− 3Ai+1(x)+ 11A2i+1(x)− 7A3i+1(x)]e, x ∈ [x¯i, xi+1).
Similarly, for x ∈ [xi, x¯i], we have that∫
Y∗(x)
yB∗(y)dy =
∫ y∗k−1
yk−1
yAi(x)(Ai+1(x)+ Bk(y))dy+
∫ yk
y∗k−1
yAi(x)dy+
∫ y∗k+1
yk+1
yAi+1(x)dy
+
∫ yk+2
y∗k+1
yAi+1(x)(Ai(x)+ Bk+1(y))dy+
∫ y∆k
yk
yAi(y)dy
+
∫ ylk
y∆k
yAi(x)(Ai+1(x)+ Bk(y))dy+
∫ yk+1
ylk
yAi+1(x)dy
= (Ci(x)yk + Ci+1(x)yk+1)e
where
Ci(x) = 16A2i (x)
[6− 9Ai+1(x)− 18A2i+1(x)+ 48A3i+1(x)− 37A4i+1(x)+ 11A5i+1(x)],
Ci+1(x) = 16A2i (x)
[9Ai+1(x)− 18A2i+1(x)+ 3A3i+1(x)+ 16A4i+1(x)− 11A5i+1(x)]
and Ci(x)+ Ci+1(x) = 12Ai(x) [1− 3Ai(x)+ 11A2i (x)− 7A3i (x)].
For x ∈ [x¯i, xi+1), we have that∫
Y∗(x)
yB∗(y)dy =
∫ y∗k−1
yk−1
yAi(x)(Ai+1(x)+ Bk(y))dy+
∫ yk
y∗k−1
yAi(x)dy+
∫ y∗k+1
yk+1
yAi+1(y)dy
+
∫ yk+2
y∗k+1
yAi+1(x)(Ai(x)+ Bk+1(y))dy
+
∫ yrk
yk
yAi(x)dy+
∫ y∆k
yrk
yAi+1(x)(Ai(x)+ Bk+1(y))dy+
∫ yk+1
y∆k
yAi+1(x)dy
= (Di(x)yk + Di+1(x)yk+1)e
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The simulation curves of S1 to sin(x) when n = 32
The error curve when n = 32
1
0.5
0
–0.5
–1
–3 –2 –1 0 1 2 3
0.2
0.1
0
–0.1
–0.2
–3 –2 –1 0 1 2 3
Fig. 1.
The simulation curves of S2 to sin(x) when n = 32
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Fig. 2.
where, Di(x) = 16A2i+1(x) [9Ai(x)− 18A
2
i (x)+ 3A3i (x)+ 16A4i (x)− 11A5i (x)],
Di+1(x) = 16A2i+1(x)
[6− 9Ai(x)− 18A2i (x)+ 48A3i (x)− 37A4i (x)+ 11A5i (x)]
and Di(x)+ Di+1(x) = 12Ai+1(x) [1− 3Ai+1(x)+ 11A2i+1(x)− 7A3i+1(x)].
It follows that S¯(x) = Mi(x)yk +Mi+1(x)yk+1, andMi(x)+Mi+1(x) = 1.
(ii) Similarly, when Ci+1 = Bk−1, we have that S¯(x) = Mi(x)yk + Mi+1(x)yk−1, and when Ci+1 = Bk, we have that
S¯(x) = yk = Mi(x)yk +Mi+1(x)yk. 
4. Universal approximations of fuzzy systems
Fuzzy systems in Theorems 1 and 2 have the following forms:
S¯(x) = A∗i (x)yk + A∗i+1(x)zi+1, when x ∈ [xi, xi+1],
where A∗i (x)+ A∗i+1(x) = 1. For x ∈ [xi, xi+1], we set
S1(x) = Ei(x)f (xi)+ Ei+1(x)f (xi+1); S2(x) = Fi(x)f (xi)+ Fi+1(x)f (xi+1);
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The simulation curves of S3 to sin(x) when n = 32
The error curve when n = 32
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The simulation curves of S4 to sin(x) when n = 32
The error curve when n = 32
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Fig. 4.
S3(x) = Gi(x)f (xi)+ Gi+1(x)f (xi+1); S4(x) = Hi(x)f (xi)+ Hi+1(x)f (xi+1);
S5(x) = Li(x)f (xi)+ Li+1(x)f (xi+1); S6(x) = Mi(x)f (xi)+Mi+1(x)f (xi+1).
Then Si(x) (i = 1, 2, . . . , 6) have the following forms:
S(x) = A∗i (x)f (xi)+ A∗i+1(x)f (xi+1) and S(xi) = f (xi), S(xi+1) = f (xi+1).
Then we have the following conclusion.
Theorem 3. If f : [a, b] → R is a continuous function, then ∀ε > 0, ∃S¯(x) ∈ {S i(x)|i = 1, . . . , 6} and S(x) ∈ {Si(x)|i =
1, . . . , 6} such that
(1) ‖S¯ − f ‖∞ < ε; (2) ‖S − f ‖∞ < ε2 ; (3) ‖S¯ − S‖∞ <
ε
2
.
Proof. (1) We only consider the case of zi+1 = yk+1; the others are similar.
From Lemma 1, we choose the positive integer number N such that e = d−cN < ε. Then when x ∈ [xi, xi+1), we have that
|S¯(x)− f (x)| ≤ A∗i (x)| f (x)− yk| + A∗i+1(x)| f (x)− yk+1|
≤ A∗i (x)[| f (x)− f (xi)| + | f (xi)− yk|] + A∗i+1(x)[| f (x)− f (xi+1)| + | f (xi+1)− yk+1|].
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The simulation curves of S5 to sin(x) when n = 32
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The simulation curves of S6 to sin(x) when n = 32
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Since | f (x) − f (xi)| < e2 , | f (x) − f (xi+1)| < e2 , | f (xi) − yk| ≤ e2 , | f (xi+1) − yk+1| ≤ e2 , it follows that |S¯(x) − f (x)| ≤
A∗i (x)[ e2 + e2 ] + A∗i+1(x)[ e2 + e2 ] = e(A∗i (x)+ A∗i+1(x)) = e and consequently ‖S¯ − f ‖∞ = supx∈[a,b] |S(x)− f (x)| ≤ e < ε.
(2) Since
|S(x)− f (x)| ≤ A∗i (x)| f (x)− f (xi)| + A∗i+1(x)| f (x)− f (xi+1)|
≤ e
2
(A∗i (x)+ A∗i+1(x)) =
e
2
,
so ‖S − f ‖∞ = supx∈[a,b] |S¯(x)− f (x)| ≤ e2 < ε2 .
(3) Since
|S¯(x)− S(x)| ≤ A∗i (x)| f (xi)− yk| + A∗i+1(x)| f (xi+1)− zi+1|
≤ e
2
(A∗i (x)+ A∗i+1(x)) =
e
2
,
so ‖S¯ − S‖∞ = supx∈[a,b] |S¯(x)− S(x)| ≤ e2 < ε2 . 
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Lemma 2 ([4]). Let F(x) = Ai(x)f (xi) + Ai+1(x)f (xi+1). If f (x) is continuously bidifferentiable over [a, b], then ‖F − f ‖∞ ≤
1
8‖f ′′‖∞h2, where h = max1≤i≤n{xi+1 − xi}.
Theorem 4. Let h = max1≤i≤n |xi+1 − xi|. If function f : [a, b] → R is continuously bidifferentiable, then
(1) ‖S1 − f ‖∞ ≤ 18‖f
′′‖∞h2 + 16‖f
′‖∞h; (2)‖S2 − f ‖∞ ≤ 18‖f
′′‖∞h2 + 14‖f
′‖∞h;
(3)‖S3 − f ‖∞ ≤ 18‖f
′′‖∞h2 + 18‖f
′‖∞h; (4)‖S4 − f ‖∞ ≤ 18‖f
′′‖∞h2 + 12‖f
′‖∞h;
(5) ‖S5 − f ‖∞ ≤ 18‖f
′′‖∞h2 + 18‖f
′‖∞h; (6)‖S6 − f ‖∞ ≤ 18‖f
′′‖∞h2 + 12‖f
′‖∞h.
Proof. (1) When x ∈ [xi, x¯i],
|Ei(x)− Ai(x)| =
 1+ Ai(x)2(1+ Ai+1(x)) − Ai(x)
 = Ai+1(x)(2Ai(x)− 1)2(1+ Ai+1(x)) ≤ Ai+1(x)2(1+ Ai+1(x)) .
Let ϕ(t) = t1+t (t ∈ [0, 12 ]), then ϕ′(t) = 1(1+t)2 > 0. Thenmaxϕ(t) = 13 and consequently |Ei(x)−Ai(x)| ≤
Ai+1(x)
2(1+Ai+1(x)) ≤ 16 .
When x ∈ [x¯i, xi+1),
|Ei(x)− Ai(x)| =
 3Ai(x)2(1+ Ai(x)) − Ai(x)
 = Ai(x)(1− 2Ai(x))2(1+ Ai(x)) ≤ Ai(x)2(1+ Ai(x)) ≤ 16 .
By Ei(x)− Ai(x) = −(Ei+1(x)− Ai+1(x)), we have
S1(x)− F(x) = (Ei(x)− Ai(x))f (xi)+ (Ei+1(x)− Ai+1(x))f (xi+1) and
|S1(x)− F(x)| = |Ei(x)− Ai(x)| |f (xi+1)− f (xi)| ≤ 16 |f
′(ξi)| |xi+1 − xi| ≤ 16‖f
′‖∞h.
Thus ‖S1 − F‖∞ = supx∈[a,b] |S1(x)− F(x)| ≤ 16‖f ′‖∞h.
From Lemma 2, we have that ‖S1 − f ‖∞ ≤ ‖F − f ‖∞ + ‖S1 − f ‖∞ ≤ 18‖f ′′‖∞h2 + 16‖f ′‖∞h.
(2) By
|Fi(x)− Ai(x)| = Ai(x)Ai+1(x) |A
2
i (x)− A2i+1(x)|
A2i (x)+ A2i+1(x)
≤ Ai(x)Ai+1(x) ≤ 14 ,
we have that ‖S2 − f ‖∞ ≤ 18‖f ′′‖∞h2 + 14‖f ′‖∞h.
(3)
By |Gi(x)− Ai(x)| = 12Ai(x)Ai+1(x)|(1− 2Ai(x))| ≤
1
2
Ai(x)Ai+1(x) ≤ 18 ,
we have that ‖S3 − f ‖∞ ≤ 18‖f ′′‖∞h2 + 18‖f ′‖∞h.
(4) When x ∈ [x¯i, xi+1),
|Hi(x)− Ai(x)| = Ai(x)2Ai+1(x)
|1− 6Ai(x)+ 8A2i (x)|
1+ 4Ai(x) ≤
1
2
|(1− 2Ai(x))(1− 4Ai(x))|
1+ 4Ai(x) .
Since Ai(x) ∈ [0, 12 ], so 1− ϕ(t) =

2t(5− 4t)
1+ 4t , t ∈ [0,
1
4
]
2− 2t + 8t2
1+ 4t , t ∈ (
1
4
,
1
2
]
. Then 0 ≤ ϕ(t) ≤ 1.
Since Ai(x) ∈ [0, 12 ], so |(1−2Ai(x))(1−4Ai(x))|1+4Ai(x) ≤ 1, i.e., |Hi(x)− Ai(x)| ≤ 12 .
Similarly, when x ∈ [xi, x¯i), we have |Hi+1(x)− Ai+1(x)| ≤ 12 . It follows that
‖S4 − f ‖∞ ≤ 18‖f
′′‖∞h2 + 12‖f
′‖∞h.
(5) By |Li(x)− Ai(x)| = 12Ai(x)Ai+1(x) |1−2Ai+1(x)|1+Ai(x)Ai+1(x) ≤ 12Ai(x)Ai+1(x) ≤ 18 , we have that
‖S4 − f ‖∞ ≤ 18‖f
′′‖∞h2 + 18‖f
′‖∞h.
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(6) When x ∈ [x¯i, xi+1),
Mi(x)− Ai(x) = 13
Ai(x)
Ai+1(x)
3− 18Ai(x)+ 39A2i (x)− 35A3i (x)+ 10A4i (x)
2+ 2Ai(x)− 10A2i (x)+ 7A3i (x)
.
Let ϕ(t) = 3−18t+39t2−35t3+10t4
2+2t−10t2+7t3 , (t ∈ [0, 12 ]), then
2+ 2t − 10t2 + 7t3 = 2(1− 3t2)+ 2t(1− 2t)+ 7t3 > 0,
3− 18t + 39t2 − 35t3 + 10t4 = (1− 2t)[3(1− 2t)(1− t)2 + t3] ≥ 0,
3
2
− ϕ(t) = t(42− 78t + 91t
2 − 20t3)
2(2+ 2t − 10t2 + 7t3) ≥ 0.
Thus 0 ≤ ϕ(t) ≤ 32 and |Mi(x)− Ai(x)| ≤ 12 Ai(x)Ai+1(x) ≤ 12 . It follows that
‖S6 − f ‖∞ ≤ 18‖f
′′‖∞h2 + 12‖f
′‖∞h. 
Note 3. (1) Theorem 3 has shown that fuzzy systems S i(x) and Si(x) are the universal approximators to f (x). (2) Theorem 4
has shown that the fuzzy system Si(x) has first order approximation accuracy to f (x). (3) Theorem 4 has also given the
sufficient conditions for the fuzzy systems (S(x)) as universal approximators.
Example 1. Let f (x) = sin x, [a, b] = [−3, 3], then ‖f ′‖∞ = ‖f ′′‖∞ = 1. Let ε = 0.1,
h = 3−(−3)n = 6n . By applying Theorem 4, we have that
If 18‖f ′′‖∞h2 + 16‖f ′‖∞h < 0.1, then n ≥ 14. If 18‖f ′′‖∞h2 + 14‖f ′‖∞h ≤ 0.1, then n ≥ 18.
If 18‖f ′′‖∞h2 + 18‖f ′‖∞h ≤ 0.1, then n ≥ 9. If 18‖f ′′‖∞h2 + 12‖f ′‖∞h ≤ 0.1, then n ≥ 32.
Then, when n = 9, ‖Si − f ‖∞ ≤ 0.1 (i = 3, 5); when n = 14, ‖S1 − f ‖∞ ≤ 0.1.
When n = 18, ‖S2 − f ‖∞ ≤ 0.1; when n = 32, ‖Si − f ‖∞ ≤ 0.1 (i = 2, 6).
The simulation curves of Si(x) (i = 1, 2, . . . , 6) to f (x) and their error cures are shown in Figs. 1–6when n = 32, respectively.
5. Conclusions
The method of a non-singleton fuzzifier for the input variable and the concept of the adaptive universe for the output
fuzzy set are proposed. Based on this fuzzifier and the center-of-gravity defuzzifier, SISO fuzzy systems based on the normal
implications such as the Kleene–Dienes implication or the Lukasiewicz implication were obtained. It is pointed out that
these fuzzy systems are universal approximators. This work has shown that we can construct fuzzy systems to approximate
a desired control function up to a given level of accuracy by applying the normal implications and the center-of-gravity
defuzzifier.
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