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Abstract 
Gaussian mixture model is a popular model in background subtraction and efficient equations have been derived to 
update GMM parameters previously. In order to compute parameters more accurately while maintain constant 
computing time per frame, we apply online EM algorithm to update the parameters of Gaussian mixture models.  To 
avoid computing the inverse of covariance matrix, we use isotropic matrix and the corresponding incremental EM 
equations are derived.  Experiments demonstrate that online EM algorithm can give more accurate segment result 
than previous update equations. 
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1. Introduction 
Background subtraction is to detect all the moving objects (foreground) in a video stream by building a 
representation of the scene called the background model. Once learned, this background model is 
compared against the incoming frame and any significant changes in an image region from the 
background model signify a moving object. Over the years, numerous algorithms have been proposed for 
background subtraction such as Gaussian Mixture Model (GMM)[1] and the Kernel Density 
Estimator(KDE) [2]. In the case of pixel-level background model, the background can be described by a 
probability density function (PDF) for each pixel separately. Single Gaussian model is one of such models 
and was proposed by Wren et al.[3]. Although single Gaussian model has been used successfully for 
indoor scenes, for more complex outdoor scenes, it is not a good model [4] and elaborate models are 
needed. A substantial improvement in background modeling is achieved by using multimodal models such 
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as GMM to describe per-pixel background color. In GMM, each pixel value is modeled as a mixture of 
Gaussians. A pixel from a new image is considered to be a background pixel if its new value is well 
described by its background density function. Otherwise, the pixel is classified as foreground. Efficient 
update equations in GMM are given in [1] with a fixed number of Gaussian components. Zoran and 
Ferdinand proposed an adaptive method which can automatically select the right number of components 
[5]. In this paper, we describe the GMM method in on-line Expectation Maximization (EM) framework 
and show that the foreground objects can be detected more accurately if the parameters of GMM are 
calculated by online EM method. 
The paper is organized as follows. In the next section, we review GMM background subtraction 
approach and describe its algorithm in the EM framework. In Section 3, two kinds of online EM 
algorithms are introduced. Experimental results for a simple Gaussian mixture models and video based 
background subtraction are presented in Section 4 before conclusion in Section 5. 
2. Gaussian Mixture Model and  EM Algorithm 
For outdoor scenes, multiple colors can be observed at a certain location due to complicated outdoor 
scenes and illumination variations. In this case, multinomial PDFs such as GMM have been introduced to 
model the background. In more detail, GMM models each pixel with a mixture of M Gaussians. Thus, at 
time $t$, the probability of occurrence of a pixel value is represented as 
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where wi ≥ 0 and ∑wi = 1. The parameter vector θ consists of the mixing proportions wi, the mean vectors 
μi and the covariance matrices ∑i. 
For a given pixel location, we assume that its N pixel values X = { x1 ,x2 ,x3 …xN} is independent 
identically distributed. We can obtain estimations of θ by maximizing log likelihood function with 
standard EM algorithm (Algorithm 1) [6].  
For every pixel location, we use the standard EM algorithm to determine the corresponding GMM 
parameter vectors. To classify the new pixel, we use the following rule [5]: 
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where cthris a constant threshold. If (2) is satisfied, the new pixel should be classified as a background 
pixel. The components are sorted in descending order by its proportions wi. p(x|BG) is the background 
model which is represented by B largest Gaussian components of all M components in (1). B can be 
determined by 
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where cb is a measure of the minimum portion of the pixels that can approximate background. The 
attractiveness of the standard EM algorithm (Algorithm 1) is that it is easy to implement and is 
guaranteed to converge to a local maximum of the log-likelihood function. However, this algorithm needs 
to collect all the image frames to compute the GMM parameters, which demands huge amount of memory 
and makes it unsuitable to be used in real time applications. To overcome this difficulty while 
maintaining the advantages of EM algorithm, we bring forth an online EM approach in the next section. 
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3. Online EM Algorithm 
3.1. Sufficient Statistics Based Algorithms 
As standard EM algorithm is a batch algorithm, applying EM to background subtraction application is 
time and memory consuming.  For the sake of this, the EM algorithm can only work offline. To overcome 
this limitation, we use an incremental version of EM algorithm (online EM). Compared with EM 
algorithm, the online EM change the parameters immediately after each data arrived. It need not store all 
the old data and thus solves the problem confronted by EM algorithm. The first one studied in this paper 
is the algorithm presented by [7], which is based on sufficient statistics. 
 
Algorithm 2(online EM): 
y E-step 
Calculate the posterior probability that i-th component is responsible for generating xt (same as algorithm 
1)[6].After each new data arrived, update sufficient statistics vectors si for each component: 
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y M-step 
 Maximize the likelihood function with respect to parameter θ: 
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 where si1,si2 and si3 are the corresponding element of sufficient statistics vectors for the i-th component   
respectively. 
 The difference between Algorithm 1 and Algorithm 2 is that in Algorithm 2, the parameters are estimated 
by sufficient statistics vector which is accumulated as new data arrived. Furthermore, Algorithm 1 can 
only estimate parameter vector θ after all data are processed in E step, whereas Algorithm 2 can estimate 
θ immediately after each data arrived. Note that in background subtraction application, data item xt is a 3 
dimensional vector which comprises three color values (RGB), si1 is a scalar, si2 is a 3 dimensional vector 
and si3 is a 3 by 3 symmetric matrix. As ∑i is a full 3 by 3 covariance matrix, we need to computer its 
inverse and determinant in E step. In order to simplify calculation, we can keep covariance matrices 
isotropic by making  ∑i =σi2 I3×3. Now the parameter vector θ consists of the mixing proportions wi, the 
mean vectors μi and the covariance value σi2. By maximizing log-likelihood, we can derive similar 
iterative equations for isotropic covariance matrices based online EM algorithm. 
Algorithm 3(simplified online EM): 
• E-step 
 Calculate the posterior probability that i-th component is responsible for generating xt: 
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 Calculate the sufficient statistics vectors for each component: 
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• M-step 
Maximize the likelihood function with respect to parameter θ: 
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Note that now si3 is a scalar, whereas in Algorithm 2, si3 is a symmetric matrix. Note also that the 
determinate and inverse of σi2 I3×3 is very easy to calculate, which saves a lot of computing time. 
3.2. Exponentially Decay Factor Based Algorithms 
Another incremental variant of the EM algorithm was presented by Nowlan [8]. It uses statistics 
computed as an exponentially decaying average of recently-visited data points.  
 
Algorithm 4(decay online EM): 
• E-step 
 Calculate the posterior probability that i-th component is responsible for generating xt [6]. Calculate the 
sufficient statistics vectors for each component: 
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where γ is the decaying factor. 
• M-step 
Same as the M step in Algorithm 2. 
Similarly, we can also derive exponentially decay online EM algorithm for isotropic covariance matrices. 
4. Results
4.1. Mixture model result 
In order to demonstrate that the incremental EM algorithm can find the correct parameters of GMM 
model, we have applied it to a 3 component 2 dimensional GMM model. We synthetically generated data 
points from this GMM model and then applied the standard EM and the incremental EM to estimate the 
model's parameters. For standard EM, we use 1000 data items as input and iterate EM steps 100 times. As 
each data item will be visited only once in incremental EM, we use 100000 data items for it to make 
online and standard EM go through the same number of EM steps. Fig 1 shows the results. We can see 
from Fig 1 that the online EM is a good approximation to the standard EM. If the covariance is not 
important, then the simplified online EM with isotropic covariance matrices can also be considered. 
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4.2. Background subtraction result 
To demonstrate the effectiveness of the proposed method for background subtraction, we compare 
online EM based background subtraction results with that of Adaptive Density Estimate (ADE) [5]. 
Experimental results reveal that our method can reduce the noise around segmented foreground objects 
(Fig 2). 
a b c 
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Fig. 1. GMM models result. (a) Data generated. (b)True PDF. (c) Standard EM (d) Simplified online EM (e) Online EM (f) Decay 
online EM  
a b c 
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Fig. 2. Background subtraction results. Algorithm 3 is used for online EM. (a) frame 96; (b) ADE for Frame 96; (c) Online EM for 
Frame 96;(d)frame 76;(e) ADE for Frame 76;(f)online EM for Frame 76. 
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5. Conclusion 
Given background subtraction in a broad range of applications, adoption of the new technique provides 
significant benefits in a number of areas. In this paper, we propose a novel approach by using online EM 
algorithm. Our method can recognize foreground objects more accurately compared to the ADE. Future 
research includes exploring cohesiveness of adjacent pixels instead of relying solely on each pixel in 
isolation. Also, how to exploit semantics of objects from high level modules to feedback the detection is 
needed to focus on. A more robust model for dynamic background is another issue. 
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