An image watermark parameter optimization procedure is proposed for selecting the most effective DCT coefficients for watermark embedding. Using this set of coefficients improves the watermark robustness and reliability against attack while it maintains the transparency of the embedded watermark. With the aid of prior knowledge of attacks, the visual masking effect and the attack distortion on each (DCT) transform coefficient are pre-calculated so that a maximum strength watermark within visual threshold can be inserted. There are two stages in the design phase. First, taking into account the combined effect of watermark embedding and attack, we pick up the robust coefficients that resist a specific type of attacks and in the meanwhile we keep the distortion lower than the visual threshold. Although typically the watermark detection reliability increases with the increasing number of embedded coefficients, the less effective coefficients may degrade the overall detection performance. Thus, in the second stage, some initially selected coefficients are discarded by an iterative process to reduce the overall error detection probability. Since digital images are often compressed for efficient storage and transmission, we adopt JPEG compression as the attacking source. The simulation results show that the detection error probability is significantly reduced when the selected robust coefficients are in use. These coefficients with watermark embedded on them can also survive color reduction, Gaussian filtering, and frequency mode Laplacian removal (FMLR) attacks.
INTRODUCTION
Many digital watermarking schemes have recently been proposed for copyright protection and other applications due to the rapid growing demand for multimedia data distribution. Watermark designing issues include detection robustness, detection reliability, imperceptibility and capacity. Several works studying the watermark capacity issue have been published using the theoretical analysis approach [23] [24] [25] . There are tradeoffs between the achievable watermarking rate, allowable distortion for information hiding, and robustness against attacks [24] . It has been reported that the transform-domain watermarking techniques may offer a higher capacity under specific attacks (such as compression) [6] [23] . Since our targeting watermarks should be invisible to human eyes, we are especially interested in the watermark capacity and robustness under the combined consideration of reliable detection and visual fidelity. The perceptual watermark capacity in different transform domains is analyzed in [10] . In [25] , the capacity constrained by reliable statistical detection is calculated. In [12] , the minimum number of coefficients in discrete wavelet domain with spread spectrum watermark embedding is theoretically analyzed using the human visual model and a probabilistic detection model. These previous researches estimate the watermark capacity bound under certain assumptions, but the exact locations of the coefficients for watermark embedding are not identified.. In this paper, we develop a procedure that find these effective coefficients in natural images, which achieve both detection robustness and watermark invisibility. Since digital images are often compressed for efficient storage and transmission, in this study, JPEG compression is the attacking source although our method can be generalized to the other sources. There are two stages in selecting coefficients. In the first stage, deterministic analysis is applied to pick up the proper coefficients and decide the watermark strength so that the attacked coefficients still bear the valid mark and the total distortion is within the visual threshold. However, the real attack may be somewhat different from the one in the design phase. Hence, we calculate the statistical features of images and attacks and discard the coefficients that reduce detection reliability (increase error probability). In Section 2, the robust and imperceptible coefficient selection process is developed. Section 3 describes the human visual masking model used in our example. Section 4 contains the description of the reliability improvement process. Section 5 and 6 cover the details of the watermark embedding and detection procedures. Simulation results summarized in Section 7 will show the performance of our scheme. Finally, section 8 concludes this presentation.
ROBUST AND IMPERCEPTIBLE COEFFICIENT SELECTION
Our goal is to achieve the maximum detection robustness while the watermark imperceptible property has to be retained. Several factors affect the watermark detection ability. In the case of transform-domain watermark embedding, the first item one may consider is to use more coefficients. However, some coefficients with low energy, say, may be inappropriate for carrying watermarks. Similar to the signal design process in digital communications through noisy channels, signals (now transform coefficients) have to be carefully selected to achieve the robustness goal. Increasing the magnitude of watermark generally increases the watermark robustness. But on the other hand, large-magnitude changes on coefficients may be perceptually visible. Also different types (and amount) of attacks produce differentlevels of damages on the watermarks. The coefficients that can tolerate a specific type of attack can be identified with the aid of damage analysis on potential attacks [29] . The analysis on the visibility of embedded watermarks becomes quite complicated when both attacks and watermarks co-exist. In [11] , the author suggests that the joint distortion due to watermarking and the attack (compression) on the original host data should be kept lower than the just noticeable difference (JND) of the human perceptual system. Therefore, the watermark capacity is also constrained by the human visual threshold.
We first assume both the attacking method and the watermark embedding method are known. In our experiment, JPEG compression is used as the attacking method. And as said earlier, we adopt the transform-domain warermarking embedding technique. Now, the robustness of watermark can be increased by either selecting proper coefficients or adjusting watermark embedding parameters. For example, a DCT coefficient is more robust if it is larger than half of the quantization step size before and after embedding [19] . If a DCT coefficient is modified to an integral multiple of a certain step size, which is larger than all the allowable quantization steps used in the JPEG compression attack, then the modified value of this watermarked coefficient can be correctly reconstructed after JPEG compression [9] .
We adopt the DCT-domain additive embedding scheme for data hiding. An original DCT coefficient x[i] is positively watermarked if the watermark bit w[i] is +1, and it is negatively watermarked if w[i] is -1. That is,
[i α is the watermark strength for coefficient x [i] , and its value is decided by the visual threshold as stated below.
There are two stages in our proposed scheme. In the first robustness and imperceptibility coefficient selection stage, the attack (JPEG quantization) effect on the watermarked coefficients are examined for robustness and imperceptibility. One DCT coefficient is declared robust if both its positive watermark embedding and negative watermark embedding can survive the attack.
On the other hand, since the human eyes are rather sensitive to low-frequency coefficient variations, we do not embed the watermark in the DC coefficients. The robustness and imperceptibility of all AC coefficients are examined. Two criterions are used to select DCT coefficients: (i) the embedded watermark bit can still be detected correctly after JPEG quantization, and (ii) the joint effect of watermark embedding and JPEG quantization is perceptually invisible.
The flowchart of this coefficient selection process is shown in Fig. 1 The sets of robust coefficients under JPEG compression corresponding to different quality factors are thus produced. Since q ∆ decreases as the quality number of the JPEG compression increases, a coefficient that survives the JPEG compression with a low quality factor (such as 50) usually also survives the JPEG compression with a higher quality factor (such as 90). Therefore, the number of the coefficients passing a low-quality-factor JPEG attack is smaller than that passing a higher quality-factor attack. These selected coefficients will be further screened in Section 4.
THE VISUAL MASKING EFFECT IN THE TRANSFORM DOMAIN
From the watermarking viewpoint, we are particularly interested in the masking properties of the human visual system (HVS) [4] . Masking effect means that the visibility of one (image) signal is changed due to the existence of the other (image) signal. Several visual masking effects have been identified such as spatial masking, luminance masking, and contrast masking. In watermarking applications, a watermark may become invisible due to the existence of the original image as predicted by the masking effect.
The inclusion of human perceptual characteristics into the watermarking design process helps maintaining the watermark imperceptibility,. Another advantage of this approach is that if the watermarked image spectra is similar in shape to the spectrum of the original image then the attackers cannot easily identify the embedded watermark by using some prior knowledge on the image's statistics [16] and it is used to adjust the watermark embedding strength ] [i α as described in Section 2. The contrast masking often has the strongest impact (masking) on the visual effect.
In our experiment, the values of the parameters for contrast masking threshold computation are the same as those in the Checkmark package [30] . This set of setting is decided through subjective tests and is widely adopted in research. More details can be found in [26] and [30] . Here, we briefly describe its computational steps. 
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DETECTION RELIABILITY IMPROVEMENT
A watermarking system can be viewed as a communication system with, possibly, side information [13] . Thus, if the watermark detector is known and the type of attacks is also known in advance, the coefficients that have higher detection error probability can be predicted and dropped to improve the overall detection reliability. The so-called error probability includes both the false positive probability FP P and false negative probability FN P . The probability that an unwatermarked image is wrongly declared watermarked by the detector is FP P . On the other hand, the error probability of undetected watermark is FN P . The average error probability is In the second stage that DCT coefficients are further screened to enhance the detection reliability, we need an attack distortion model. In other words, how the detection error probability of a particular coefficient is affected by the JPEG compression. We first collect statistics from the real data. We apply the (JPEG) attack to the watermarked image. Then, the error probability is estimated based on a statistical model of the distorted watermarked coefficients. In [14] [15], a theoretical model for additive watermarks under JPEG quantization effect is proposed based on the dither quantization theory [20] . The pseudo-noise watermark and the original image are assumed to be independent. It was shown that the JPEG quantization distortion on individual coefficient cannot be approximated by an AWGN channel. In particular, the distributions of fine quantization errors and coarse quantization errors are different. Therefore, we do not apply the normal distribution model to the individual coefficient. Instead, we adopt the approach based on the central limit theorem [15] . That is, the mean value of the normalized correlation sum is approximated by the normal distribution. This model can be extended to other attacking sources.
The candidate coefficients that have passed the robustness (and imperceptibility) process in Section 2 are examined against the reliability test at the reliability improvement stage. Only one coefficient is discarded in each iteration. The coefficient discarding process is repeated until the overall error probability cannot be reduced further more. At the beginning of one iteration, if there are N remaining coefficients, N candidate sets are formed by deleting one coefficient alternatively in this N-coefficient set. Consequently, there are N-1 coefficients in each candidate set. Then, the statistics based on the Bayes' decision rule for watermark detection for each candidate set is calculated individually. The set with the lowest error detection probability is retained if the overall detection error probability decreases monotonically. The derivation is described below.
The detection error probability is calculated based on the watermark detection rule. Here, the watermark detection rule is designed to minimize the average cost using the Bayes' rule. The binary hypotheses of watermark detection for a received image are [13] 
Let c[i] be the normalized correlation value between y[i] and d[i]
, and C is the mean value of the normalized correlation sum. Let 10 c be the cost of the false positive decision, 01 c be the cost of the false negative decision, 00 c be the cost of detecting watermark correctly, and 11 c be the cost of detecting the absence of watermark correctly. Then, the Bayes' decision rule is choosing H 1 if [21] 
where C is an estimated value of E{c}, . When M is sufficiently large, the probability distribution of C can be approximated by the Gaussian distribution according to the central limit theorem [2] .
The variance of C is
Therefore, the left hand side of the decision rule (4) becomes
Equivalently, : are calculated by the following equations:
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The above parameters are computed from the candidate coefficient sets. That is, in each iteration, the average error probability based on the average of (9) and (10) are computed for every candidate set. And the best one is selected as described earlier. This iteration process continues until the average error does not decrease any more. Note that the coefficients sets associated with different JPEG compression quality numbers are different as discussed in Section 2.
WATERMARK EMBEDDING SCHEME
The watermark embedding process is outlined in Fig. 2 . At beginning, an original image is converted to some transform domain and the visual masking thresholds of all transform coefficients are calculated. The robust and imperceptible coefficient selection process (Robustness stage in Section 2) generates robust coefficients within the visual fidelity. We then perform the reliability detection improvement process (Reliability stage in Section 4) on the candidate coefficients iteratively to decrease the detection error probability. Next, watermarks are embedded on the selected coefficients in the DCT domain. Finally, the watermarked DCT-domain image is converted back to the spatial domain.
In our experiment, the original image is transformed by 8 8 × 2-D DCT and the contrast masking thresholds are calculated for all AC coefficients. After the locations of robust coefficient are determined by the Robustness and the Reliability stages, multiple watermark sequences are embedded to the selected coefficients subject to different JPEG compression quality factors. Let the DCT coefficients of the same 2-D frequency index constitute one sub-channel and there are thus totally 63 sub-channels. Typically, the AC coefficients in a subchannel can be modeled as generalized Gaussian distribution source [18] . Then, sub-channels containing the selected coefficients are watermarked in the rasterscan order of Figure 3 shows the block diagram of our watermark detection scheme. The robust coefficients of an original image are first extracted in transform domain. Since the locations of watermarked coefficients are image-dependent, they have to be found with the aid of the original image during watermark detection. The Robustness and the Reliability stages are the same as those at watermark embedding. The visual masking thresholds are determined based on the original image. In fact, the watermark information in embedding such as the number and locations of embedded coefficients can be recorded for detection purpose. Finally, watermark sequences are extracted from the received image and correlate with the original watermark for binary hypothesis testing and decision. Multiple watermarks designed for different JPEG compression quality may be inserted. For each watermark sequence, the hypothesis decision is performed based on the Bayes' decision rule. The mean value of the normalized correlation sum C is computed by (8) . Finally, the binary detection hypothesis corresponding to each watermark sequences is conducted. The presence of the watermark is declared if at least one watermark sequence (among multiple watermarks) is successfully detected.
WATERMARK DETECTION SCHEME
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SIMULATION RESULTS
We tested the proposed watermarking scheme on the (18) Sets of robust coefficients are generated corresponding to JPEG compression quality factors range from 50 to 85 with step size 5. The difference images between the original images and the watermarked images in the spatial domain are magnified by a factor of 30 and are shown in Figs. 4 (a) and (b) . The watermark mainly spreads over the visual significant portions as we expect.
The properties of the selected coefficients corresponding to different JPEG compression quality factor after two processing stages for image Lena are shown in Table 1 . The number of dropped coefficients and the improved error detection probability for higher JPEG compression quality factors are usually larger than those for lower JPEG compression quality factors. This is partially because there are more candidate coefficients surviving higher JPEG compression quality factors in the Robustness stage. However, the estimated error probability of the selected robust coefficients is relatively small because the detection is done with the original image and the attacking source is assumed known in the design phase.
The estimated statistics for selected coefficients corresponding to different JPEG compression quality factors after detection reliability improvement stage but before watermark embedding is shown in Table 2 Table 1 : The properties of the selected coefficients corresponding to different JPEG compression quality factor after the robustness and imperceptibility stage (stage 1) and after the reliability improvement stage (stage 2) for image Lena. 
