Orthogonal arrays (OAs) are basic combinatorial structures, which appear under various disguises in cryptology and the theory of algorithms. Among their applications are universal hashing, authentication codes, resilient and correlation-immune functions, derandomization of algorithms, and perfect local randomizers. In this paper, we give new explicit bounds on the size of orthogonal arrays using Delsarte's linear programming method. Speci cally we prove that the minimum number of rows in a binary orthogonal 1 array of length n and strength t is at least 2 n ? (n2 n?1 =t + 1) and also at least 2 n ? (2 n?2 (n + 1)=d t+1 2 e): We also prove that these bounds are as powerful as the linear programming bound itself for many parametric situations.
Introduction
Orthogonal arrays (OAs) are basic combinatorial structures. They and some natural generalizations appear under various disguises in cryptology and the theory of algorithms. Among the applications we mention universal hashing and authentication codes, resilient and correlation-immune functions, derandomization of algorithms and perfect local randomizers.
Here, we concentrate on resilient functions, two possible applications of which are mentioned in 4] and 9]. The rst application concerns the generation of shared random strings in the presence of faulty processors. The second involves renewing a partially leaked cryptographic key (one setting in which this would be relevant is quantum cryptography 3]). Correlation-immune functions are used in stream ciphers as combining functions for running-key generators that are resistant to a correlation attack (see, for example, Rueppel 24] ).
The concept of binary resilient functions was introduced and studied in the papers Chor et al 9], Bennett et al 4], Friedman 12] and Stinson 27] . Here is the de nition. Let n m 1 be integers and suppose f : f0; 1g n ?! f0; 1g m :
We will think of f as being a function that accepts n input bits and produces m output bits. Let t n be an integer. Suppose (x 1 ; : : :; x n ) 2 f0; 1g n , where the values of t arbitrary inputs are xed by an opponent, and the remaining n ? t input bits are chosen independently at random. Then f is said to be t-resilient provided that every possible output m-tuple is equally likely to occur. More formally, the property can be stated as follows: For every t-subset fi 1 ; : : :; i t g f1; : : : ; ng, for every choice of z j 2 f0; 1g(1 j t), and for every (y 1 ; : : : ; y m ) 2 f0; 1g m , we have Pr(f(x 1 ; : : :; x n ) = (y 1 ; : : : ; y m )jx i j = z j ; 1 j t) = 1 2 m : We will refer to such a function f as an (n; m; t) -resilient function. Here are some examples from 9] (all addition is modulo 2):
(1) m = 1, t = n ? 1 . The basic problem is to maximize t given m and n; or equivalently, to maximize m given n and t. An (n; m; t) resilient function is said to be optimal if an (n; m; t + 1) resilient function does not exist.
The paper is organized as follows. In Section 2 the basic de nition of orthogonal arrays and the associated terminology are introduced. After a brief survey of the classical bounds on the size of an orthogonal array in Section 2.1, stronger bounds based on linear programming are developed in Section 2.2. In Section 3 the connections between orthogonal arrays and resilient functions are explored and as a consequence, the lower bounds on the size of an orthogonal array are translated into upper bounds on the optimal resiliency of resilient functions. In Section 4 lower bounds on the optimal resiliency of resilient functions are developed. The lower bounds come from various constructions of resilient functions. In Section 4.1 constructions using linear codes are presented and in Section 4.2 constructions using non-linear codes are presented. Some constructions of new resilient functions from old are discussed in Section 4.3. The development up to this stage culminates in Section 4.4 where a table of upper and lower bounds for the optimal value of t when 1 n 25 and 1 m < n is presented.
Several properties of Krawtchouk polynomials are used extensively in the rest of the paper and because of the great importance of them they are dealt with separately in Section 5. In Section 6, we consider a recent result of Levenshtein and discuss the implication of the result to resilient functions. The result is that the minimum size N(n; t) of a binary orthogonal array of strength t and length n satis es the equality 2N(n; t) = N(n + 1; t + 1); when t is even.
New explicit bounds on the size of orthogonal arrays are derived in Section 7 using Delsarte's linear programming method. Speci cally we prove that the minimum number of rows in a binary orthogonal array of length n and strength t is at least 2 n ? (n2 n?1 =t + 1) and also at least 2 n ? (2 n?2 (n + 1)=d t+1 2 e): We prove in Section 8 that these two bounds are as powerful as the linear programming bound itself for many parametric situations.
It was proved by Chor et al in 9] that an (n; 2; t) -resilient function exists if and only if t < b 2n 3 c. The corresponding question for m 3 was studied by Friedman 12] , who gave some partial results. As a consequence of our new explicit bounds, we have completed the determination of the optimal resiliency of resilient functions with m = 3, and we have also done most of the cases for m = 4. This is the main theme of Section 9. The theory of anticodes provides a method for constructing good linear codes. In many parametric situations, the resilient functions derived from these linear codes are optimal. In Section 9. 
Bounds based on Linear Programming
We can often nd better lower bounds on the size of orthogonal arrays by using Delsarte's linear programming bound; this is the main theme of this section.
While developing the bounds based on linear programming techniques, we will be using several standard results from coding theory without proof; the reader is referred to MacWilliams and Sloane 21] for background information on error-correcting codes.
An (n; M; d) binary error correcting code C is a set of M vectors of length n such that the Hamming distance between any two vectors in C is at least d. A code is said to be linear if the codewords form an m-dimensional subspace of GF (2) Note that B 0 = 1 and B 0 + B 1 + : : : + B n = M: It is easy to observe that, for a linear code, the distance distribution is identical to the weight distribution.
If C is a linear code, the dual code C ? is de ned to be the set of all vectors u having inner product zero with every codeword of C. Let P k (i) is the value of the Krawtchouk polynomial P k (x) at integer i and can be explicitly described as
; k = 0; 1; 2; : : :
In the case of non-linear codes, we cannot talk of the dual code C ? as the code C is not a vector space. However, we can still transform the distance distribution (B 0 ; B 1 ; : : : ; B n ) of the code C in a similar way using the Krawtchouk polynomials to obtain the dual distance distribution (B It is clear that for any code C, we have B i 0 for i = 0; 1; : : : ; n. On 
This is a property of the Krawtchouk polynomials and can be found in Section 5 as equation (7) . Moreover the Krawtchouk transform is an involutorial operation on the set of real (n + 1)-tuples with non-vanishing sum and constant term = 1: Hence, if we compute 
Upper Bounds for Resilient Functions
In this section, we will be concerned with developing upper bounds for the optimum value of t for a given n and m. It is easy to see that n m + t and so we have the upper bound t n ? m: (2) However, the above bound is usually very weak and better upper bounds can be obtained by exploring the relation between resilient functions and orthogonal arrays. These connections were explored and several results were proved in 27], 9] and 8]. We will brie y survey them and then use the results for our purposes.
The proof of the following theorem which elucidates the connection between resilient functions and orthogonal arrays can be found in 27].
Theorem 3.1 An (n; m; t) -resilient function is equivalent to a large set of orthogonal arrays LOA 2 n?m?t(t; n; 2).
In view of Theorem 3.1, any necessary condition for the existence of an orthogonal array OA 2 n?m?t(t; n; 2) is also a necessary condition for the existence of an (n; m; t) -resilient function. We obtain the following Corollary which gives a necessary condition for existence of an (n; m; t) -resilient function from the classical Rao bound for orthogonal arrays. if t is odd.
Proof: Set v = 2, k = n in Theorem 2.1 and apply Theorem 3. The upper bounds based on the Rao bound for orthogonal arrays are stronger than the ones obtained using the trivial bound of equation (2) . However, we can often do better by using Delsarte's linear programming bound. In view of Theorem 3.1, an (n; m; t) resilient function exists if only if an LOA 2 n?m?t (t; n; 2) exists. Clearly, an LOA 2 n?m?t(t; n; 2) exists only if an OA 2 n?m?t(t; n; 2) exists. The number of rows in this orthogonal array is given by M = 2 n?m?t 2 t = 2 n?m : (3) In view of the bound of inequality (1) Table 2 are obtained in this manner using MAPLE V to do the necessary computation.
In a forthcoming book 16], Hedayat, Sloane and Stufken provide a compilation of a table of minimal possible index of orthogonal arrays with 2, 3 and 4 levels, k factors and strength t. Upper bounds for the optimal value of t can also be obtained from these tables.
We now have three upper bounds on the optimal value of t, viz., the trivial bound of equation (2), the bound based on the Rao bound for orthogonal arrays and the bound based on Delsarte's linear programming bound. In Table 1 , a comparison of these three bounds for some values of n and m is provided. This table illustrates the relative strengths of the various bounds. The improvements provided by the stronger bounds are more marked for larger values of n.
Lower Bounds for Resilient Functions
Obviously, any method of construction of resilient functions yields a lower bound on the optimal value of t. The most important construction method for resilient 
Constructions using linear codes
The most basic and well-known construction method for resilient functions uses linear error-correcting codes and therefore we will explore the connection between t-resilient functions and error-correcting codes in this section. A resilient function constructed in this way is said to be a linear resilient function. An n; m; d] linear code is an m-dimensional subspace C of GF (2)] n such that the Hamming distance between any two vectors in C is at least d. Let Now, any other inverse image f ?1 (y) is an additive coset of C ? , and thus is also an OA 2 n?m?d+1 (d?1; n; 2). Hence we obtain 2 m OA's that form a large set. By Theorem 3.1, it follows that f is an (n; m; d ? 1) -resilient function.
Thus, whenever an n; m; d] linear code exists, so does an (n; m; d ? 1) resilient function. Brouwer and Verhoe 6] provide a compilation of best known linear binary codes. These provide lower bounds for the optimum value of t for a given n and m.
Constructions using non-linear codes
Often the lower bounds derived from the constructions based on linear codes do not match the upper bounds. In some such cases, constructions from non-linear codes might be of help. 
New Resilient Functions from Old
We now proceed to describe some constructions of new resilient functions from old. When we apply these constructions to the (16; 8; 5) resilient function, we obtain new resilient functions which are optimal. Let us recast this procedure in terms of large sets of orthogonal arrays. Suppose A is an OA (t; n; v). Let x be a symbol. Delete all rows in which x does not occur in the last column, and then delete the last column. In this way we obtain an OA (t ? 1; n ? 1; v) (this operation is called \derivation " 29] ). If we have a large set of OA's, then the set of derived arrays also forms a large set. Hence, we obtain the following general result (which holds for arbitrary \v"): Theorem 4.6 Suppose there is a large set of OA (t; n; v). Then there is a large set of OA (t ? 1; n ? 1; v).
On the other hand, it does not appear that the existence of an (n; m; t)-resilient function automatically implies the existence of an (n ? 1; m ? 1; t)-resilient function.
Again, it is useful to think of this in terms of orthogonal arrays. Suppose A is an OA (t; n; v), and we delete the last column. Then it is clear that we get an OA (t; n ? 1; v) (this operation is called \restriction " 29] ). Unfortunately, the set of restricted arrays of a large set of OA's is never a large set, since every possible row occurs v times in the set of restricted arrays.
However, in certain special cases we can obtain an (n?1; m?1; t)-resilient function from an (n; m; t)-resilient function. One such case is when the original (n; m; t)-resilient function is obtained from a systematic code. Theorem 4.7 Suppose there is an (n; m; t)-resilient function derived from a systematic code. Then there is an (n ? 1; m ? 1; t)-resilient function (which is also derived from a systematic code).
Proof: Let C be the (n; 2 n?m ; d) systematic code from which the (n; m; t)-resilient function is derived. Then the dual distance of the code is t+1. If we choose a paritycheck co-ordinate, say i, of C and delete the ith coordinate from every codeword in C, then we obtain the punctured code, which is an (n ? 1; 2 n?m ; d ? 1) code. It is easy to see that the punctured code is also a systematic code. The deletion of a column of an orthogonal array does not change its strength and so the dual distance of the punctured code is still t+1. Hence we can obtain an (n?1; m?1; t)-resilient function from the punctured code. 
A Table of Bounds
In Table 2 upper and lower bounds for the optimal value of t when 1 n 25 and 1 m < n are given. The rows are indexed by values of n and the columns are indexed by values of m. Suppose that the ordered pair (u; l) is the entry in the mth column of the nth row. This indicates that there is no (n; m; u + 1) resilient binary function (Speci cally, such a function is ruled out by the linear programming bound of section 2.2). It also means that there exists an (n; m; l) resilient binary function. Speci cally, there exists an n; m; l + 1] binary linear code from which we can obtain the (n; m; l) resilient binary function unless the entry is marked with a *. The (n; m; l) resilient functions corresponding to the entries marked with a * are obtained from constructions using non-linear codes discussed in this section. If there is a single entry in the mth column of the nth row, then it indicates that u = l. In other words, the entry is the optimal value of t. It is clear from the table that the optimal value of t is determined exactly for all cases where 1 m < n 17.
Properties of Krawtchouk Polynomials
The Krawtchouk polynomials were introduced and de ned in Section 2.2. In the rest of the paper, we will be using several properties of Krawtchouk polynomials extensively and so we list them together in this section. This is not intended to be an exhaustive list of their properties; we list only those properties which we need in 14 the sequel. All these properties can be found either as theorems or as problems in Section 7 of Chapter 5 in 21].
Recall that for any positive integer n, the Krawtchouk polynomial P n k (x) = P k (x) is de ned by P k (x) = There is also some sort of symmetry among the values of the Krawtchouk polynomial which are captured in the following identities. P k (i) = (?1) k P k (n ? i) (8) P k (i) = (?1) i P n?k (i) (9) Actually identity (9) can be inferred from identity (8) using the following more general identity which we refer to as the inversion identity. n i ! P s (i) = n s
Finally, we will need the following simple identity which follows at once from the identity (6): P n+1 k (i) = P n k (i) + P n k?1 (i): Theorem 6.1 Let t be even. Then an OA (t; n; 2) exists if and only if an OA (t + 1; n + 1; 2) exists and hence the minimum size N(n; t) of an OA of strength t and length n satis es the equality 2N(n; t) = N(n + 1; t + 1):
Proof: We will rst show that an OA (t + 1; n + 1; 2) exists if an OA (t; n; 2) exists. Suppose an OA (t; n; 2) exists. Let A be such an OA. Let M denote the number of rows in A. Let P be an array formed by adding a column of zeroes to the array A. Now de ne the array B to consist of all the rows of the array P and their complements. More formally, a binary vector x of length n + 1 is a row of B if and only if either x or 1 + x is a row of P, where 1 is the all one's vector of length n + 1. We shall prove that the array B is indeed an OA (t + 1; n + 1; 2). Let (A 0 ; A 1 ; : : :; A n ) be the distance distribution of the OA A considered as a code and similarly let (B 0 ; B 1 ; : : : ; B n ; B n+1 ) be the distance distribution of the OA B. As we saw earlier, it is always the case that B 0 = 1. Also The number of ordered pairs (u; v) such that d(u; v) = i and both u and v are rows of P is simply A i M since the last element is zero for all the rows of P. We will denote by P c the complements of the rows of P. As P c is merely a translate of P, the number of ordered pairs (u; v) such that d(u; v) = i and both u and v are rows of P c is once again A i M. 
(A i + A n+1?i )P n+1 k (i) using identities (4) and (8) = n + 1 k
A n+1?i P n+1 k (n + 1 ? i) using identity (8) = n + 1 k 1) t+1 ] = 0 when t is even (which is a hypothesis in the Theorem). Thus B 0 k = 0 for 1 k t + 1 and hence it follows that the strength of B as an orthogonal array is at least t + 1 by Theorem 2.3. Thus when t is even, an OA (t + 1; n + 1; 2) exists if an OA (t; n; 2) exists.
The fact that an OA (t; n; 2) exists if an OA (t + 1; n + 1; 2) exists is easy and follows immediately from the proof of Theorem 4.6. Note that we do not need the assumption that t is even for this part. A simple consequence is that the minimum size N(n; t) of an OA of strength t and length n satis es the equality 2N(n; t) = N(n + 1; t + 1): 2
The above constructions easily extend to large sets of orthogonal arrays as well and hence an equivalent statement can be made about resilient functions. Theorem 6.2 Let t be even. Then an (n; m; t)-resilient function exists if and only if an (n + 1; m; t + 1)-resilient function exists. Hence, if the optimal resiliency t is even for parameters (n; m), then the optimal resiliency is t + 1 for parameters (n + 1; m).
Note further that an (n; m; t)-resilient function always exists if an (n+1; m; t+1)-resilient function exists as stated in Theorem 4.5, i.e. the assumption that t is even is not required.
Using Theorems 4.5 and 6.2, we can make the following comments about Table 2 . For each xed m, the optimal resiliency increases by at most 1 when n is increased by 1. So all the integers appear in each column in their natural order. An integer may appear several times in a column, but any even integer can appear exactly once in each column as dictated by Theorem 6.2. Stated in another way, for each m the probability that the optimal resiliency t is odd for a randomly picked n is at least half.
Explicit Bounds for Orthogonal Arrays and Resilient Functions
For large values of t, the orthogonal array bounds obtained by the linear programming technique are usually much better than the Rao bound. The disadvantage of the linear programming bound is that one needs to solve a di erent linear program for every parameter situation. Of course, this can be done in polynomial time by using Karmarkar's algorithm among others. Nonetheless, the linear programming bound is fairly di cult to compute as compared to the Rao bound. Thus it is of interest to try to derive explicit bounds as corollaries of the linear programming bound. We will pursue this idea in this section.
Let us rst form the dual of the linear programming problem LP1. We will refer to the dual as DLP1. The non-negativity conditions are certainly satis ed. As P 1 (x) = n ? 2x; we have n X k=1 x k P k (i) = x 1 (n ? 2i) ?1 for i t + 1: So this is indeed a feasible solution. The value of the objective function at this solution vector is x 1 n = n 2(t + 1) ? n :
Hence it follows that 2 n M 1 + W 1 + n 2(t + 1) ? n = 2(t + 1) 2(t + 1) ? n (12) As a consequence, we get the following Theorem, which was rst proved by Friedman 12] using very di erent methods. (15) Note: The assumption that 2t > n ? 3 is not needed for the nal statement of the theorem as otherwise the right hand side of the above equation is not positive and so the theorem will be trivially true.
The bound of Theorem 7.3 is exactly half of the bound given by Theorem 7.1 if (n; t) is replaced by (n + 1; t + 1). So when t is even, the above bound is also implied by Several remarks are now in order. The statement in Corollary 7.2 was conjectured in 9]. It was shown to be true for m = 1; 2 (and in these cases, the bound is tight). The conjecture was also proved for arbitrary m in the special case of linear resilient functions, i.e. one where every output bit is a linear function of the input bits. Corollary 7.2 establishes that the conjecture is true for arbitrary m and for arbitrary resilient functions.
As stated earlier, Theorem 7.1 and Corollary 7.2 were previously proved by Friedman 12] in a di erent setting. His proof involved a study of colorings of the ndimensional boolean cube and can be interpreted as bounds for orthogonal arrays as well. As shown in this section, these bounds can be derived in a straightforward way from the well-known linear programming bounds of coding theory.
Further the classical Rao bound can also be obtained as the objective function of an appropriate feasible solution to the dual linear programming problem DLP1.
Thus the linear programming technique gives a uni ed approach to prove the known general bounds on orthogonal arrays and resilient functions as well as new better bounds.
The power of explicit bounds
It is clear that the explicit bounds of inequalities (13) and (15) are trivial to compute. One might ask if these explicit bounds are weaker than the bounds computed by the linear programming technique. It turns out that for many parametric situations, these two bounds are as powerful as the linear programming bound itself. We will pursue this issue in this section.
Theorem 8.1 When t is odd and t + 1 n 2t + 1, the bound of equation (13) is as powerful as the linear programming bound.
Proof: It has already been shown in equation (12) If we can also show that 1 + W 2(t + 1) 2(t + 1) ? n when t is odd and t+1 n 2t+1, then the proof is completed. We can indeed do so by exhibiting a feasible solution for the primal linear programming problem. Observe rst that because of equation (10) Clearly the value of the objective function is as claimed. Although this Lemma can be viewed as yet another property of the values of Krawtchouk polynomials at certain points, it does not seem to be known before. The proof of this Lemma is fairly technical and is not relevant to the main theme of this paper and hence is omitted here. However, the proof is made available in APPENDIX A for the interested reader.
Note that we are using the assumption that t is odd only in the proof of this Lemma and not anywhere else.
A similar statement is made about the bound of equation (15) in the following theorem. Theorem 8.3 When t is even and t + 1 n 2t + 2, the bound of equation (15) is as powerful as the linear programming bound.
Proof: The proof will be along the same lines as that of Theorem 8.1. It has already been shown in equation (14) (P t+1 (k) + P t+2 (k)) ?1:
As P t+1 (k) + P t+2 (k) = P n+1 t+2 (k) by equation (11) Corollary 8.4 When t is even and n = t+1, the bound given by equation (13) is the same as the one given by (15) and hence is also as powerful as the linear programming bound.
Optimal Resilient Functions for xed m
Let us now focus on the special cases where m is a small xed integer. When m = 1, the trivial upper bound of equation (2) says that t n ? 1. The function f : f0; 1g n ?! f0; 1g de ned by the rule f(x 1 ; : : : ; x n ) = x 1 + + x n is clearly an (n; 1; n ? 1)-resilient function. Thus, the optimal value of t is indeed n ? 1, when m = 1 (see 9]). When m = 2, it was proved in 9] that an (n; m; t) -resilient function We shall make use of the simplex code in the proof of the following theorem. By assumption the (n; m; t) resilient function is optimal as the parameters meet one of the two bounds derived in section 7. If we increase n by 2 m ? 1, both the Table 3 . We see from the Table that Corollary 7.2 gives the strongest bound for n 3; 6 mod 7, Corollary 7.5 gives the strongest bound for n 2 mod 7, and the two bounds are equal for n 0; 1; 4; 5 mod 7.
Of course these are only upper bounds on t. But matching lower bounds could be obtained as follows. In view of Theorem 4.1, whenever a linear n; m; d] code exists, so does an (n; m; d?1) resilient function. When m = 3 and 4 n 10, it so happens that the linear resilient functions constructed from the best known linear codes are optimal by virtue of meeting one of the two bounds of Corollary 7.2 and Corollary 7.5. In fact the bound of Corollary 7.2 is always met except when n = 9, in which case the bound of Corollary 7.5 is met. This fact coupled with Theorem 9.1 completely determines the optimal resiliency of resilient functions with m = 3. We record the result as the following theorem. Here, it turns out that the bound of Corollary 7.2 is met in those cases when n 6 2; 3; 4; 6; 10 mod 15, and the bound of Corollary 7.5 is relevant for n 2; 6; 10 mod 15. The two congruence classes n 3; 4 mod 15 are unsolved at present.
Optimal resilient functions from anticodes
It is also possible to determine other in nite classes of optimal resilient functions, by using the method of anticodes 21, Ch. 17, x6] and we do so in the following.
A well-known technique for constructing good linear codes is to take several copies of the generator matrix of the simplex code S m and delete certain columns from it.
The columns to be deleted constitute the generator matrix of an anticode. An anticode is a code which has an upper bound on the distance between its codewords. Note that an anticode may contain repeated codewords as even a distance of zero between the codewords is allowed.
Consider an anticode whose generator matrix is of size m k and whose maximum distance is . Suppose s is the maximum number of times any column occurs in the generating matrix of the anticode. Then we can form a new code whose generator As an example, consider m = 4. Then the dimensions of the subspaces must be 1; 2 or 3. The number of non-zero vectors in these subspaces are respectively 1; 3 and 7. Taking one at a time, we get optimal resilient functions when n 8; 12; 14 mod 15. Taking two at a time (with possible repetition), we get optimal resilient functions when n 1; 5; 7; 9; 11; 13 mod 15. These resilient functions meet the bound of Corollary 7.2. Taking three at a time (with possible repetition), we get the additional optimal resilient functions corresponding to n 2; 6; 10 mod 15 which meet the bound of Corollary 7.5. Note that in this case, we are not allowed to use subspaces of dimension one.
It should be noted that originally the theory of anticodes was developed to construct optimal linear codes which meet the Griesmer bound 15]. But, we used the theory here to construct linear optimal resilient functions.
Analogous results can be found in 12, Proposition 2.2] and 5, Theorem 5]. However they were obtained from rst principles without using the theory of anticodes. The above discussion is intended to illustrate the application of the existing theory of anticodes in the construction of linear optimal resilient functions and is not meant to be exhaustive.
Concluding Remarks and Open Problems
In this paper, upper and lower bounds on the largest value of t such that an (n; m; t)-resilient function exists are derived. The upper bounds are derived from linear programming techniques and the lower bounds come from constructions based on error correcting codes. Although we have determined exactly the optimal value of t for 1 m < n 17, it is evident from the table that there are still many parameter situations where the upper bounds and the lower bounds di er. It would be interesting to determine the optimal values in those cases as well. It is possible that constructions from some other non-linear codes, augmented with our constructions of new resilient functions from old of Section 4.3, might do the trick. For example, if we could construct a (21; 12; 5)-resilient function from a systematic code, it would imply that (20; 11; 5), (19; 10; 5) , (20; 12; 4) , (19; 11; 4) and (18; 10; 4) resilient functions exist and these resilient functions are optimal.
We derived two explicit bounds on the size of the orthogonal arrays using linear programming technique in Section 7. It was also proved in Section 8 that these bounds are as powerful as the LP bounds itself for certain parameter situations. But we still need to use the original LP bound to get tighter bounds for other parametric situations. It would be interesting to determine whether a set of explicit bounds could be developed using the LP bounds such that for any parametric situation at least one of them is as powerful as the LP bound itself. If this can be done, then the original LP bound could be completely eliminated.
By applying our new bounds, we have completed the determination of the optimal resiliency of resilient functions with m = 3 in Section 9. Most of the cases for m = 4 were also done. One question pertinent to the remaining cases is whether an (18; 4; 8) and an (19; 4; 9) resilient functions exist or not. Actually (18; 4; 8)-resilient function exists if and only if (19; 4; 9)-resilient function exists in view of Theorem 6.2 and so we will restrict our attention to one of them. Even if (18; 4; 8)-resilient function exists, we cannot immediately extend it to an in nite class of optimal resilient functions using Theorem 9.1 as it has to be a non-linear resilient function. Note that (18; 4; 7)-resilient function is the best possible linear resilient function for this parameter situation. On the other hand if (18; 4; 8)-resilient function does not exist, then the linear (18; 4; 7)-resilient function would be an optimal one. Unfortunately, once again we cannot extend it to an in nite class of optimal resilient functions using Theorem 9.1 as it is not optimal by virtue of meeting one of the two bounds of Corollary 7.2 and Corollary 7.5 (which happens to be 8 and 9 respectively in this case).
Although we have con ned our discussion throughout this paper to binary orthogonal arrays and resilient functions for the sake of simplicity, most of the techniques used in this paper are applicable mutatis mutandis to non-binary orthogonal arrays and resilient functions. As an example, the following bound on non-binary orthogonal arrays was proved by Bierbrauer 5] by an algebraic method based on characters of homocyclic groups. 
APPENDIX A A Property of Krawtchouk Polynomials
In this Appendix we shall prove Lemma 8.2, which was used in Section 8 to prove the power of the explicit bounds derived in the paper. First we will state it in a slightly di erent form.
Theorem A.1 Let k be an even integer, let k n 2k ? 1 and let 1 i n. Then
The right-hand side can be written in a handier combinatorial form: n k Here x is a xed binary vector of length n and weight i and the sum is over all the binary vectors of length n and weight k. This invites the following combinatorial interpretation. Let S be an n-element set. Let X be a xed subset of S of size i. Denote by g = g(n; k; i), the number of subsets Y of S of size k such that jX \ Y j is even.
Similarly denote by u = u(n; k; i), the number of subsets Y of S of size k such that jX \ Y j is odd. Then clearly g(n; k; i) + u(n; k; i) = n k ! g(n; k; i) ? u(n; k; i) = P k (i)
Using these relations the claim of the Theorem A.1 can be equivalently expressed in terms of the function g: Theorem A.2 Let k be an even integer, let k n 2k ? 1 and let 1 i n. Then g(n; k; i) n ? 1 k ! Lemma A.3 The statement of Theorem A.2 is true when i = n.
Proof: When i = n, any k-subset intersects X in k elements. As k is even, the number of k-subsets intersecting X in even number of elements is simply n k which is clearly greater than or equal to n?1 k .
2 So we may assume 1 i n?1 in the sequel. For these cases, instead of proving the claim of Theorem A.2, we shall prove the following stronger claim. Proof: The proof is by induction on all the three parameters n; k and i. As i n?1, the set S ? X is non-empty. Let x 2 S ? X. Considering those subsets Y of size k which exclude and include x, we can form the following recurrence relation. g(n; k; i) = g(n ? 1; k; i) + g(n ? 1; k ? 1; i)
Then using the induction hypothesis we get g(n; k; i) As long as the recurrence relation is applicable, it gives exactly what we want. It is also easy to see that the recurrence relation is not applicable exactly when either n = k or n = 2k ? 1. So we have to take care of these two limiting cases. Lemma A.5 The statement of Theorem A.4 is true when k = n.
Proof: When k = n, g(n; k; i) = g(n; n; i) is 1 if i is even and 0 if i is odd. But n?1 n = 0. Hence the statement of Theorem A.4 is true when k = n. 2
The case of n = 2k ? 1 is little bit more laborious and will be done through the following sequence of lemmas. Let n = 2k. If i is odd, then of each complementary pair of k-subsets, precisely one will intersect X in even cardinality. Thus we get the following Lemma. Using the same trick in the case of odd n (n = 2k ? 1), we get We can now use induction on i to assume the validity of the claim of Theorem A. 2. Finally, we need to take care of the case i = 1. This is to assure the basis of induction as it is done over i also. 
