Abstract. We show that the set of those Markov operators on the Schatten class C 1 such that limn→∞ P n − Q = 0, where Q is one-dimensional projection, is norm open and dense. If we require that the limit projections must be on strictly positive states, then such operators P form a norm dense G δ . Surprisingly, for the strong operator topology operators the situation is quite the opposite.
Introduction
The Baire category theorem has a long history in ergodic theory. The first proof (see [11] for all the details) that there are nonmixing but weakly mixing transformations was based on this theorem (other constructive methods followed but were more complicated). Some time later Baire methods were successfully applied (compare [7] , [8] , [18] ) in the ergodic theory of Markov operators defined on L 1 (µ) (i.e. such that P f ≥ 0 and P fdµ = f dµ for all nonnegative f ). Baire type considerations usually bring easy answers to existence problems (see for instance [4] , [5] , [12] , [13] , [14] for recent applications). Typical questions concern the size of a specific class of operators (ergodic, conservative, with convergent iterations). Similarly as in [13] , we will show in a noncommutative environment that the answers depend heavily on the point of view, i.e. on the choice of topology. We shall see that the set of mixing operators is meager in the strong operator topology but it is residual in the norm topology (even if we require a very fast, exponential, rate of mixing in the operator norm).
We begin our paper by introducing Markov operators on the simplest noncommutative von Neumann algebra of all bounded operators on a separable Hilbert space. As was pointed out by the referee, this topic has recently attracted the attention of specialists and some of our results should hold true for general von Neumann algebras with separable preduals. The reader is referred to [1] , [9] and [10] for details and further references.
Let (H, ·, · ) be a separable (infinite-dimensional) complex Hilbert space. As usual the norm is denoted by · and the Banach algebra of linear and bounded X → tr(|X|) = X 1 defines (see [16] , [17] ) a norm (stronger than the operator norm). The trace-class operators form a two-sided ideal in L(H), which is called the Schatten class 1 (see [17] , [20] ), and it is denoted by C 1 . The trace norm is complete on C 1 . It may be easily verified that whenever H is not finite dimensional, then C 1 is not closed in the operator norm in L(H). It is well known (see [17] ) that by the dual operation A, X = tr(XA), where A ∈ C 0 and X ∈ C 1 , the adjoint space to (C 0 , · ) may be identified with (C 1 , · 1 ). Further, the dual space to (C 1 , · 1 ) is (L(H), · ) (denoted in this context as C ∞ ) with dual operation X, B = tr(BX), where B ∈ C ∞ and X ∈ C 1 . In particular, C 1 is not reflexive. The space C 1 is commonly recognized as the noncommutative counterpart of 1 space. Since the operators of finite rank are norm dense in C 1 , and the Hilbert space H is separable (by our assumption), thus C 1 is separable too. The following additivity property (sometimes called the (AL) condition when we deal with Banach lattices) of the norm · 1 is preserved:
A noncommutative analog of p space, called the Schatten class C p , exists too, but it is not used in our paper. It is easy to verify that S is a convex and closed subset of C 1 for the weak topology (hence for both operator and trace norms). By a direct inspection it can be shown that it is not closed for the weak* topology (if dim H = ∞). Definition 1.2. A bounded linear operator P : C 1 → C 1 is said to be positive if P (C 1+ ) ⊆ C 1+ . A positive operator P is called Markov (markovian) if for every X ∈ C 1+ we have P (X) 1 = X 1 (equivalently we may say that P (S) ⊆ S). The set of all markovian operators on C 1 is denoted by S.
There are several natural topologies used in studying the geometry of the set S (and its subsets). First of all we have a norm operator topology inherited from the Banach space L(C 1 , C 1 ) of all bounded linear operators on C 1 . Again the norm in L(C 1 , C 1 ) is denoted simply by · . Additionally we have (1) The strong operator topology (s.o.t.) is defined by the base sets
The weak operator topology (w.o.t.) is defined by the base sets
The weak* operator topology (w*.o.t.) is defined by the base sets
The following result is obvious, so it is left without a proof. Namely: Example 1.4. Let U be a unitary operator on H. Define P (X) = U * XU and Q(X) = U XU * . Clearly both P and Q are markovian. Moreover, they are invertible isometries of C 1 . Example 1.5. Let V be a linear contraction (onto) of H such that V * is isometric. Similarly as above we define R(X) = V * XV . It is easy to check that R is a markovian (noninvertible in general) operator on C 1 . Example 1.6. It follows from the above lemma that any convex combination
whenever all P (s) ∈ S and the integral over a probabilistic measure ν is properly defined.
Norm residuality
This paper is devoted to geometric properties of sets of operators P ∈ S such that lim n→∞ P n exists and is rank one (i.e. P is mixing). Of course we have different kinds of mixing depending on considered topologies. We begin with the strongest case, the norm mixing. Moreover, the convergence holds with an exponential rate. Even though the ideas for our first result come from [19] (see also [3] and [4] ), for the completeness of the paper (and convenience of the reader) we have decided to include a detailed proof.
Lemma 2.1. Let P be a Markov operator on C 1 . Then the following conditions are equivalent:
(i) there exist a one-dimensional projection Q X * ∈ S (i.e. Q X * (X) = tr(X)X * for some X * ∈ S) and constants C > 0, 0 < a < 1 such that
Proof. We easily check that ||Q X * (X)|| 1 = ||(trX)X * || 1 = (trX)||X * || 1 = 1 and
In this part of our proof we repeat some arguments used in [3] and now adapted to the noncommutative case.
Let us note that for all states X 1 , X 2 ∈ S we have
It follows from the above that
Since all iterates P n are contractions, thus
where by (iv) β = λ 2 < 1. We conclude that (so far only on S) the mapping P is eventually a strict contraction. Clearly S is a complete metric space, as it is a closed subset of a Banach space C 1 . Applying the Banach fixed point theorem, there exists a unique P -invariant state X * ∈ S, such that
where X ∈ S is arbitrary. Let us take a one-dimensional Markov operator (projection) Q X * (X) = tr(X)X * . We note that P Q X * = Q X * P = Q X * . For an arbitrary k ∈ N the above method yields
where
Substituting X 2 = X * and iterating the above estimation we easily get
for all X 1 ∈ S, where C = 2 β and α = β 1/k0 .
WOJCIECH BARTOSZEK AND BEATA KUNA
Finally let us consider general Z ∈ C 1 . Note that Z = Z 1 + iZ 2 where Z 1 , Z 2 are self-adjoint and
To obtain (i) we write
Definition 2.2.
We say that a Markov operator P ∈ S is norm mixing if one of the conditions of Lemma 2.1 is satisfied for some n and some ε < 2. The family of all norm mixing Markov operators is denoted by S nm .
Lemma 2.3. The set S nm is a norm operator topology dense subset of S.
Proof. Given a state Y , an arbitrary P ∈ S, and 0 < ε < 1, consider a convex combination
By convexity P ε ∈ S. We will show that P ε ∈ S nm . For any pair of states X 1 , X 2 we have
By Lemma 2.1 (iv) we easily obtain P ε ∈ S nm .
Combining these two results we instantly get:
Theorem 2.4. The set S nm of all norm mixing Markov operators is a norm dense and open subset of S.
Proof. It remains to show that S nm is norm open. For this we notice that the set
In the next theorem we study the set of mixing Markov operators with strictly positive invariant states. Let us recall: Definition 2.5. We say that a state X ∈ S is strictly positive if for each nonzero x ∈ H we have Xx, x > 0 (or equivalently that eigenvectors of X span the whole space H, or that X is "1-1") . The set of all strictly positive states is denoted by S + . The set of all norm mixing Markov operators possessing a strictly positive invariant state is denoted by S nm+ .
In the next result we show that the set S nm+ is still a large set in S. Namely we have 
We define
Note that ε k (X) > 0, as long as X is strictly positive, where k is arbitrary. Now let us consider an operator norm
We will prove that A = S nm+ . The inclusion ⊇ is obvious. In fact, if P ∈ S nm+ , then for any N ∈ N it is sufficient to take X N = X * , where X * is a unique Pinvariant and strictly positive state. For the proof of the opposite inclusion ⊆ we first note that A ⊆ S nm . In fact, following our Lemma 2.1 it is enough to observe
Let X * = lim n→∞ P n (X) be a P -invariant state. Suppose that, on the contrary, there exists a normalized ψ ∈ H such that X * ψ = 0. It follows from our definition of
when N is large enough, which is a contradiction. It follows that X * is strictly positive.
Category for the strong operator topology
In this section we consider strong operator topology mixing. In comparison with the norm topology, here Markov operators with iterates converging to onedimensional projections form a meager set. We start with Definition 3.1. We say that a Markov operator P on S is almost mixing in the strong operator topology if for each pair of states X 1 , X 2 ∈ S we have
The set of all almost mixing operators is denoted by S sam . If moreover there exists X * ∈ S such that for all X 1 ∈ S we have
then the operator P is called strong operator topology mixing. The set of all s.o.t. mixing Markov operators is denoted by S sm .
Clearly S nm ⊂ S sm ⊂ S sam . Since the operator norm topology is stronger than the strong operator topology, thus we easily get the following.
Lemma 3.2. The set S sam is a strong operator topology dense G δ subset of S.
Proof. It remains to prove that S sam is an s.o.t. G δ . For this recall that whenever H is separable (has countable orthonormal basis), then C 1 is separable too (finitedimensional operators are · 1 dense in C 1 ; see [17] or [20] for all the details). Choose Y 1 , Y 2 , . . . a countable dense family of states in S. It follows from the contraction argument that
holds for every pair of X 1 , X 2 ∈ S if and only if
Again, since all P n are contractions, thus the above convergence holds if and only if it holds for some subsequence. To end the proof it is enough to write
The next two results show that for most of the operators in S sam their iterates do not converge (in the w*.o.t.) to a Markov operator. 
t. open neighborhood of P . We will find P ∈ U such that P n → 0 in the weak* operator topology. Let us choose N ≥ 1 large enough and ε small enough so Iterating this procedure we obtain
where lim n→∞ γ n,l = 0 for each l ≥ 1. We have already noticed that
The proof is completed. 
