Abstract. Voronoi tessellation of image elements provides an intuitive and appealing definition of proximity, which has been suggested as an effective tool for the description of relations among the neighboring objects in a digital image. In this paper, a Voronoi tessellation based method is presented for word grouping in document images. The Voronoi neighborhoods are generated from the Voronoi tessellation, with the information about the relations and distances of neighboring connected components, based on which word grouping is carried out. The proposed method has been evaluated on a variety of document images. The experimental results show that it has achieved promising results with a high accuracy, and is robust to various font types, styles, sizes, skew angles, as well as different text orientations.
Introduction
Segmenting word objects from document images is an essential component for most document analysis and recognition systems. Its goal is to group a set of image elements of characters, touched characters, or character portions into a word. The accuracy of the word grouping greatly influences the performance of the systems. If word grouping is incorrectly done, serious irreparable errors could occur in the subsequent processing. This is especially true for most word-based recognition systems and word spotting systems. However, it is not trivial to develop a word segmentation method with not only high accuracy but also robustness to various documents.
Many methods for word grouping in document images have been suggested by researchers. Flethchar and Kasturi [1] described a method in which Hough transform was used to group characters into words. Hough transform is applied to the centroids of the rectangles enclosing each connected component, the collinear connected components are thus located. The positional relationships between the collinear connected components are then examined to locate the words. This method, however, is not capable of dealing with the documents with various sizes of characters, because the process depends on the average height of all connected components. Jain and Bhattacharjee [2] considered text image as textured objects and used Gabor filtering for text analysis. Obviously, this method is sensitive to font sizes and styles, and it is generally time-consuming. Ittner and Baird [3] assumed that the distribution of scaled inter-symbol distance parallel to text-line orientation is bimodal with one model for inter-symbol spaces and the other mode for inter-word spaces. Wang et al. [4] presented a statistical-based approach to text word extraction that takes a set of bounding boxes of glyphs and their associated text lines of a given document and partitions the glyphs into a set of text words. The probabilities, estimated off-line from a document image database, drived all decisions in the on-line text word extraction. An accuracy of about 97% was reported. In [5] , Park introduced a 3D neighborhood graph model which can group words in inclined lines, intersecting lines, and even curved lines. Sobottka [6] proposed an approach to automatically extract text from colored books and journal covers. Tan and Ng [7] gave a method using irregular pyramid structure. The uniqueness of this algorithm is its inclusion of strategic background information in the analysis.
A crucial step for word grouping is to find the neighbors in proximity of a particular image element. A naive approach is to compare the distances of the element to all the others in the image, and the neighbors are then defined by those with shorter distances. Such definition is not always accurate, because an element with a short distance is not a real neighbor sometimes. Voronoi tessellation(also named as Voronoi diagram) provides a useful tool which is capable of generating minimal in the number but complete neighbors of an element, i.e. only those elements that are closest are obtained, but all are included. The Voronoi tessellation of a collection of geometric objects is a partition of space into cells, each of which consists of all the points closer to one particular object than to any others. It divides the continuous space into mutually disjoint subspace according to the nearest neighbor rule. In the past decades, increasing attentions have been paid to the use of Voronoi tessellation for various applications.
The most important and significant contribution of the Voronoi tessellation to image analysis is that it introduces neighboring relations into a set of elements(e.g. connected components) on a digital image. In particular, it enables us to obtain neighbors without recourse to predetermined parameters. In recent years, there are some reports in the literature about applying Voronoi diagram to document image analysis. For instance, Ittner and Baird [3] applied the Delaunary triangulation, dual of the Voronoi diagram, to detect the orientation of text lines in a block, based on the assumption that most Delaunary edges lie within rather than between text lines. Xiao and Yan [8] described a method of text region extraction using the Delaunay tessellation. In both of the above two methods, the connected components in a document image are represented by their centroids. Such simplification is inappropriate in some cases, because the centroid is a poor representation of shapes for non-round elements. Since a document image generally contains various characters of different sizes and different intercharacter gap, the approximation of each element as a single point is too imprecise, and is not adequately represent the spatial structure of the page image. Therefore, the point Voronoi tessellation is unsuitable for some applications.
Considering the complex shapes of image elements, the use of area Voronoi diagram has been investigated for document image analysis. For example, Wang et al. [9] applied area Voronoi tessellation for segmenting characters connected to graphics, based on the observation that area Voronoi tessellation represents the shape of connected components better than the bounding box does. Kise et al. employed area Voronio diagram to perform page segmentation [10] and text-line extraction [11] .
Word grouping would evidently benefit from the information provided by the Voronoi tessellation. However, the research on this topic has not been extensively studied so far, except Burge and Monagan's work [12] which made an attempt using the Voronoi tessellation for grouping words and multi-part symbols in a map understanding system. An obvious shortcoming of their method is that it requires the necessary information of the resolution at which the processed image was scanned. In most general sense, the image resolution is unknown for a document analysis system in most cases.
Based on the area Voronoi tessellation, a method for grouping the image elements to word objects is proposed is this paper. No priori knowledge such as character font, character size or intercharacter spacing is required for the proposed method, and no special word orientations are assumed. Experimental result on real document images shows that more than 99% of words are successfully extracted.
Word Grouping Based on Voronoi Neighborhoods Analysis
We suppose the area Voronoi tessellation of a processed document image has been obtained. For the details about how to constructing the Voronoi tessellation in a digital image, readers can refer to [13] . A test image, as in Fig. 1 , with skewed text of different font styles and sizes, is used to demonstrate the performance of our proposed word grouping method based on the analysis of Voronoi neighborhoods. As shown in Fig. 1(a) , Voronoi edges lie between any two adjacent connected components (elements). In other words, every word component is represented as a set of Voronoi tessellations which are adjacent with one another. If two elements e i and e j share parts of their Vornoroi edges, they are said to be Voronoi neighbors each other. From Fig. 1(b) , we can find that the Delaunay triangulation, the dual of the Voronoi tessellation, shows us the relations among Voronoi neighbors. Each edge of the triangles connects two Voronoi neighbors. As a result, a neighborhood graph can be constructed from the area Voronoi tessellation. In the neighborhood graph, each node represents an image element, and each edge is a connection to its neighboring element. The distance between two Voronoi neighbors is treated as the weight of the edge connecting them. Such an edge is represented using a 3-tuple: where e i and e j are two Voronoi neighbors, and the distance d ij is defined as follow. Suppose L ij = {l 1 , · · · , l m } be the Voronoi edge between the two elements e i and e j , where
is also a possible case. We define the d ij as the shortest distance summation of the distance from the Voronoi edge L ij to the elements e i and e j , viz. Table 1 lists the distances of some neighbor pairs generated from Fig. 1 . Then the goal of grouping elements to words becomes a goal to search the neighborhood graph to generate subgraphs, so that connections among elements from different words are deleted, but connections among elements belonging to same word objects remain. The process of word grouping is, therefore, considered to be the selection of the edges in the neighborhood graph, which connects two elements potentially in the same word. To this end, we need criteria for deciding which connecting lines should be deleted, and which should remain. 
We can see from Fig. 1 and Table 1 , that an element generally has more than three neighbors. However, in most cases, only one or two of the neighbors are within the same word that the element belongs to. For example, in the case that two neighbors belong to the same word, one is its preceding character, the other is its succeeding character. Therefore, we take into account only the two nearest neighbors. One is of the most shortest distance and the other is of the second shortest distance from the element. An example is shown in Fig.  2 , where only the two nearest neighbors with the most shortest distance are selected, whereas the others are excluded from further processing, i.e. we need only consider whether the two nearest neighbors should be grouped with the element in the subsequent process. With this, most of the connection between text lines are effectively eliminated. Now the task we are facing is how to know a remainder connection between the elements is within a word or between words. To solve this problem, we employ four features defined as follows. Suppose the element e k has two most nearest neighbors. They are e f with the most shortest distance d kf , and e s with the w s , a s ) , respectively. The four features are defined as:
To investigate the features f 1 , f 2 and f 3 , 100 real document images with varying character fonts, sizes and different intercharacter, inter-word and inter-textline gaps, are utilized to obtain the statistical characteristics of them. The statistical results of occurrence frequencies are demonstrated in Fig. 3-5 , respectively. Feature f 1 is the normalized distance from e k to its most nearest neighbor e f . We can see the fact, from Fig. 3 , that the majority of the pairs (e k , e f ) are within same words, but exceptions do exist. One exception is found in some single-character words like the indefinite article "a". Another exception is found in some elements with small areas like the dots on 'i', 'j', and the punctuation. For the former case, the "a" need not group with others. As for the latter case, we will further discuss it later. Therefore, we can select T f 1 as shown in Fig. 3 as a threshold. If f 1 < T f 1 , then e k and e f should be grouped. Feature f 2 is the normalized distance from e k to its second most nearest neighbor e s . Figure 3 shows us that, most of the pairs (e k , e s ) are within same words. But there are some pairs from different words. For example, the last character of a word, and the first character of its succeeding word generates such a pair. So, the decision cannot be made only using Feature f 2 .
Feature f 3 is the normalized difference between the distances d ks and d kf , as given in Fig. 5 . If an element is located in the middle of a word(i.e. neither the first character nor the last character), the value of its f 3 feature is small. Otherwise, the value is large. We combine the features f 2 and f 3 to produce another criterion. If f 2 is less than T f 2 and f 3 is less than T f 3 , then e k and e s are grouped, and of course e k and e f are grouped as well, where T f 2 and T f 3 are two thresholds as shown in Fig. 4 and 5 respectively.
Then, two criteria can be summarized as follows:
, then e k and e f are grouped. Rule 2: if f 2 < T f 2 and f 3 < T f 3 , then e k , e f and e s are grouped.
Based on the above process, there are two problems left. One is that many dots of characters 'i' and 'j' are not grouped to the corresponding words. The other is that some punctuation marks are erroneously grouped with words. From the properties of the elements, it is difficult to distinguish the dots on the characters 'i' and 'j' from the punctuation like commas and full stops. Anyway, they have the same characteristic of relative small areas. We therefore employ Feature f 4 , the area ratio, to identify them from others. If f 4 of an element is less than a predefined threshold T f 4 (say 0.25 empirically), it undergoes a further process then.
Our observations find that the two nearest neighbors of the dots on 'i' and 'j' come from the same word in general. On the other hand, for an element of punctuation, its most nearest neighbor is generally the last character of its preceding word, whereas its second nearest neighbor is the first character of its succeeding word. As a result, its f 3 normally has a larger value. We then utilize the following criteria to estimate them: Generally speaking, commas and full stops are commonly used punctuation marks in documents. Rule 4 can effectively detect them. It is also worth noting that, some special symbols such as dash('-'), tilde('∼'), and various kinds of parentheses '{','}','[',']','(',')', should be detected and excluded from word grouping. For this purpose, Kim's method [14] can be applied as post-processing. Figure 6 (a) shows the processing results of Fig. 2 , and Fig. 6(b) gives the corresponding Voronoi edges separating the grouped words.
Experiment Results
To evaluate the performance of the proposed method, the document image, from different sources, with various characters of sizes and fonts, are used for the test. They are 100 page document images selected from the UW document image database, and the images provided by the Digital Library of our university, including 328 document images of scanned books and 476 document images of scanned outdated student theses. Figure 7 shows an example of word grouping results carried on an image of scanned books, in which the segmented word entities are bounded using rectangle boxes. It has be showed that our proposed method can deal with the words of different text orientation. The method is also insensitive to the character sizes and fonts.
The word grouping performance on the test documents is tabulated in Table  2 , including the rates of correction, splitting(fragmentation) and over-merging. An encouraging accuracy of over 99% has been achieved. The errors of word extraction can be divided into two categories. One is fragmentation or splitting, in which one word is erroneously divided into two or more words. The other one is over-merging, in which two or more words are merged into one word. Some examples of failed word bounding by the present algorithm are illustrated in Fig.  8 . 
Conclusions
Voronoi tessellation is an effective tool for representing the neighboring relations among elements in a digital image. A Voronoi neighborhood based algorithm for grouping word objects in document images is presented in this paper. The Voronoi neighborhoods are generated from the Voronoi tessellation for word 
