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ABSTRACT
A proportion of children born with cleft lip and/or cleft palate suffer from expressive,
receptive, and associative language deficits, which may negatively influence their academic
performance and life achievements. Furthermore, children with isolated cleft palate were found
to score worse on behavioral language measures than children with cleft lip and palate.
Nonsyndromic oral clefts most often appear as single, non-inheritable body malformations,
the genetic substrates of which are not yet identified with certainty. Due to the cleft-caused
insufficiency of the pharyngeal muscles, middle ear disease develops in all children with clefts
during infancy and early childhood. Language deficits of children with oral clefts for a long time
were accounted for by their middle ear condition. However, a contribution of middle ear disease
to the language impairment in these children has not been unambiguously established. An
alternative hypothesis, that of primary CNS involvement in cleft-associated cognitive impairment,
has been proposed more than 20 years ago, but no objective evidence for it so far has been
provided, either. The present work therefore aimed at investigating central auditory processing
in infants and children with oral clefts, employing the method of event-related brain potentials
(ERPs).
ERPs provide direct measures of distinct stages in neural information processing. The
mismatch negativity (MMN), a component of cortical auditory ERPs, is well suited to investigate
a preconscious sound analysis stage, the short-term sensory memory buffer. It is a module
where the neural substrates for the conscious auditory perception are formed.
The present studies were conducted in order to (1) explore the characteristics of infant
and child ERPs reflecting the functioning of the central auditory sensory system; determine (2)
whether the functioning of the central auditory sensory system is implicated in language and
learning disabilities of cleft children, (3) how auditory sensory processing of tone pitch develops
from birth to school age in healthy and cleft children, and (4) whether there are any specific
indices of auditory sensory dysfunction associated with different cleft types. An answer to the
last question would also provide evidence for primary CNS dysfunction, as opposed to a
dysfunction caused by hearing loss, since no association between the incidence or severity of
the middle ear condition and cleft type has been found so far.
Auditory sensory discrimination of tone pitch, as indexed by the MMN, was investigated
in newborns and in 6-month-old infants with either cleft palate or cleft lip and palate and in their
healthy peers. In school-age children, in addition to the discrimination function, sensory memory
duration was also studied.
It was found that the childhood correlate of the adult N1 wave emerges during childhood
6and has a long refractoriness period. Whereas generators of the typical childhood response
(P1-N250-N450) probably reflect activity of sound-feature analyzers, emergence of the N1
probably signifies onset of a higher maturational level of sound-analysis integration into the
ongoing mental activity. The duration of auditory sensory memory for tone pitch was found to
increase from less than 1 sec in infancy to more than 2 sec in 8-9-year-old children. In healthy
school-age children, properties of speech sound representations in auditory sensory memory
were found to correlate with their performance on phonological short-term memory tasks.
In infants with cleft palate, preconscious discrimination of tone pitch was found to be
impaired at birth, this impairment persisting to at least 6 months of age. At school age, children
with cleft palate displayed a moderate decrease of auditory sensory memory duration. In infants
with cleft lip and palate, no impairment of auditory sensory discrimination of tone pitch, as
indexed by the MMN, was found. Unexpectedly however, at school age these children displayed
the fastest of all cleft subgroups decay of the sensory memory for tone pitch. At no age were
significant differences in obligatory ERP components between children with different cleft types
found.
It therefore appears that central auditory processing is impaired in children with oral clefts.
Furthermore, the nature of this dysfunction varies with cleft type. The impairment of pre-attentive
auditory discrimination is associated with cleft palate, is present from birth, and persists during
infancy; in contrast, shortening of auditory sensory memory duration probably emerges some
time after infancy and is most prominent in individuals with cleft lip and palate. The relation
between cleft type, auditory sensory-memory and auditory discrimination indices, and known
behavioral patterns of cleft-associated cognitive disability suggest that impairment of central
auditory functioning is implicated in learning and language disabilities encountered in children
with oral clefts.
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ABBREVIATIONS AND TERMINOLOGY
AI primary auditory cortex
AII secondary auditory cortex
AN auditory nerve
AS active (REM) sleep
ASM auditory sensory memory
BAEP brainstem auditory evoked potentials
CA conceptional age: gestational age + age after birth
CL/A cleft lip/alveolus
CLP cleft lip and palate
CN cochlear nuclei
CNS central nervous system
CP cleft palate
CW conceptional week (age after conception in weeks)
DL difference limen
EEG electroencephalogram
ERP event-related potential
GA gestational age
GW gestational week: gestational age in weeks
IC inferior colliculus of the midbrain
ISI inter-stimulus interval
LLAEP long-latency auditory evoked potentials
LDN late discriminative negativity of childhood
LTM long-term memory
MEG magnetoencephalogram
MGB medial geniculate body of the thalamus
MLAEP middle-latency auditory evoked potentials
MMN mismatch negativity
MMNm the magnetic counterpart of MMN
N1 the main negative peak of adult obligatory ERP
Nc negative component
NCAMs neural cell-adhesion molecules
QS quiet (non-REM) sleep
REM rapid eye movements
SNR signal-to-noise ratio
SOC superior olivary complex
SOA stimulus onset asynchrony
STM short-term memory
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1. INTRODUCTION
For centuries, understanding the pathogenesis of diseases was based on thorough
observations by an experienced eye and the analytical efforts of a curious mind. In the 21st
century, the role of the human intellect is as critical as it has always been, but currently it also
possesses very powerful “eyes” to look at the very sources and mechanisms of human pathology.
Neuroscience has been empowered by structural, functional, immunohistochemical and other
methods of investigation. However, only recordings of electromagnetic brain activity (EEG/
ERP/MEG) are able to follow the lightning-fast actions of neural cells in real time. Therefore
the method of event-related potentials (ERPs), reflecting real-time neuronal functioning, was
used in the present work to study central auditory processing in healthy infants and children and
in those born with oral clefts. Approximately half of all children with clefts suffer from language
and learning disabilities, although structural brain imaging studies have revealed no consistent
pathology in them. Behaviorally, patterns of language impairment were found to co-vary with
cleft type, a phenomenon that could not been accounted for by deficits in articulation or peripheral
hearing. Nonetheless, no evidence on primary CNS involvement or on its nature in cleft-associated
cognitive impairment has been available so far. The work at hand examined preconscious auditory
discrimination and durability of auditory sensory memory as the possible dysfunctional modules
of central auditory processing in infants and children with different cleft types. The mismatch
negativity (MMN) potential of cortical auditory ERPs, reflecting these auditory processing
stages, was employed to achieve this end.
2. PRINCIPLES AND MILESTONES OF CENTRAL NERVOUS SYSTEM
   DEVELOPMENT
Neural substrates of human behavior are created in a complex process of intrauterine and
postnatal brain development, incorporating both genetically predetermined and experience-
induced events. Understanding the principles of neural system formation allows better insights
into the mechanisms behind developmental changes in ERPs and into the functional significance
of distinct ERP components.
Formation of the core brain structures and the palate of the mouth occur within the same
time frame during organogenesis. In addition, during this period both organs are in close spatial
proximity and share certain cellular mechanisms and mediators essential for their construction.
This chapter therefore describes the formation of the CNS in some detail and with the
reference to those developmental brain defects that are related to the formation of cleft palate
or to the learning and language disabilities.
2.1. Formation of the neural tube and its major defects
In humans, the CNS formation starts during the 3rd postconceptional week (Table 1). By
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day 16, a three-layered germ disc, containing ecto-, endo-, and mesodermal plates, is constructed.
The first mesodermal structure, a notochord (embryonic axis) induces an overlying ectoderm to
differentiate into the neural lineage cells. By day 18, these cells form a neural plate, a first
structure of the future CNS. Immediately thereafter, a process of neurulation begins: the lateral
edges of the neural plate elevate, bend towards a midline, and finally fuse to form a neural tube.
The rostral end of the neural tube normally closes at the 24th or 25th day of gestation, the caudal
some two days later (Sadler, 1995).
Table 1. Milestones of human brain development,
adapted from Volpe (1995b) and Sarnat (1996b)
            Developmental process Peak time of occurrence
Production and differentiation
Genetic patterning and neural induction 1st -3rd GW1
Neurulation 3rd – 4th GW
Emergence and migration of neural crest cells 4th – 5th GW
Generation of neurons 6th – 18th GW
Neuroblast migration 11th-22th GW
Prosencephalic development 6th–12th GW
Organization
Cortical subplate formation 7th-10th GW
         Emergence and lamination of the cortical plate 11th – 15th GW
Axonal and dendritic growth 3rd GM - infancy
Synaptogenesis & neurotransmitter synthesis 6th GW - life span
Programmed cell death (apoptosis) 3rd GM - 6th postnatal month*
Myelination midgestation - adulthood
      1 GW = gestational week
    *Evidence on neuronal death in humans is inconclusive;
     regressive events are best documented for synaptic loss
Disturbances in the neurulation processes result in a range of inborn malformations, some
of which are incompatible with survival. One of the milder syndromes, Chiari malformation,
involves hindbrain defects and adjacent bony malformations. Importantly, Meckel’s syndrome,
including encephalocele, microcephaly, and an array of somatic malformations, is invariably
associated with the clefts extending through both lip and palate.
       2.2. Neuronal and glial proliferation, differentiation, and migration
Human cerebral cortex contains about two-thirds of all the neurons and three-quarters of
all the synapses. Its most prominent feature is parcellation into laminar, radial, and areal domains.
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The process of parcellation starts off in the very early phases of brain development (Fig. 1,
Table 1).
Cell production. All the in vivo studies on neuron generation have been performed in
monkeys, using radiography with H-thymidine labeled DNA (Rakic, 1997). Results have been
further compared with the available human postmortem and imaging data. Proliferation of neurons
and radial glia occurs between the 2nd and 4th months of gestation within the walls of the neural
tube (Rakic, 1997; Fig. 1, A). In the beginning, the cell proliferation is symmetrical, that is, two
equipotent stem cells are produced by every mitotic cycle. Therefore a number of mitotic cycles
determines the number of proliferative neuronal units (Rakic, 1988c). Towards the end of the
2nd gestational month, an asymmetrical cell division begins. That is, each stem cell produces
one progenitor of neuron/glia and one stem cell. As a result, the number of proliferative units
does not increase anymore. Instead, the number of asymmetrical division cycles determines the
size of each unit (Volpe, 1995a). The stem cells cease dividing at approximately the 20th –22nd
GW. Produced immature neuroblasts migrate to the waiting zone that is on their way to the
cortical plate (Fig. 1, B).
          
synaptic 
strengthening and
elimination
establishment of
topography and
synapses
cell death
aggregation
transient
connections
aggregation
specification
migration
proliferation 
cell death
spatio-temporal variations in 
spontaneous or induced activity
regulate elaboration and fine tuning 
of synaptic circuitry
specific transcription factors and
membrane associated signaling
molecules regulate cell-cell
interactions
regulatory genes specify brain
coordinates as well as regional
and species-specific
characteristics
C/N - cortex/nuclei; MZ - migratory sone; PZ - proliferative zone; 
TS - target structures; WZ - waiting zone
       Fig. 1. A scheme of cortical development (adapted from Rakic (2000),  p. 8).
                          See text for details.
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In the newborn cortex, neuronal density is 5-6 times that of adult density. It begins to
decrease already during the intrauterine period. The decline is very extensive during the first 6
months of life and slowly continues afterwards (Huttenlocher, 1979). Neuronal density values,
however, only make sense when cortical volume is simultaneously considered. During
midgestation, neurons in the cortical plate are densely packed. When glial and dendritic
arborization and myelinization advances, cortical volume remarkably increases, leading to a
decline in a relative neuronal density. Even though neuronal death has been documented in
macaque monkeys, no conclusive evidence exists on this matter in humans, at least not from the
28th GW onwards (Huttenlocher, 1990; Rakic, 2000). For long it was held that after the neural
stem cells end their mitotic activity, no more neurons are produced. Recently, however, neuronal
stem cells capable of producing new neurons have been found in adult mammalian brain (Diner
& Bregman, 1994) and in human dentate gyrus (Eriksson et al, 1998).
Cell differentiation. The cell differentiation occurs during 3rd to 22nd GW. It starts off with
the ependymal cells of the neural tube. As ependyma differentiates, it loses mitotic potential;
therefore neural and glial proliferation at those places is arrested.
The repertoire of the possible fates of the neuroblasts is restricted shortly after the last
division of their mother cells (McConnell, 1990). The maturation and differentiation of neuroblasts
occurs during migration and at the sites of final destination, and depends upon the formation of
the dendritic and axonal connectivity (Rakic, 2000). The outgrowth of axons precedes that of
the dendrites and is one of the indices of neuroblast maturation. As the neuroblast further
matures, its membrane becomes electrically polarized and acquires ability to become excited.
Finally, neurons begin to secrete neuromediators. These features, which render the neural cell
functionally active, mark the final developmental step of a properly positioned and oriented
neuroblast into a mature neuron.
Mechanisms of the neuronal differentiation are not completely understood. Few “rules”
have been established so far. First, neurons belonging to functionally homogeneous populations
are produced and differentiate at the same time. What is not clear is how much in the neuronal
fate is genetically pre-programmed (the predetermination hypothesis), and to what extent the
epigenetic influences, such as sensory afferentation and biochemical contents of the surrounding
milieu, can alter the course of developmental events (the epigenetic theory (Creutzfeldt, 1997)).
It is possible that both hypotheses are true, though for different neuronal populations. The
thalamic neurons, for example, appear to be strongly genetically predetermined, and their
connections to cortex affect regional cortical specialization (Sarnat, 1996b), whereas the
intracortical connectivity is known to show experience-induced plasticity.
A “protomap” concept (Rakic, 1998b) that goes beyond the dichotomy of these two
hypotheses claims that genetic predetermination imposes crude, species-specific biological
constraints, whereas fine wiring of the intra-cortical connectivity and functional topology are
subject to afferent thalamo-cortical input and subsequent intra- and inter-hemispheric information
flow.
Cell migration. Neuronal migration starts at the end of the second gestational month, peaks
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2.3. Prosencephalic development and its defects
Formation of the prosencephalon (anterior brain) is induced by the notochord and pre-
chordal mesoderm in the 5th or 6th GW (Table 1). This induction involves as much development
of the face as of the forebrain; therefore the developmental insults on this process result in a
combination of CNS and face malformations. Prosencephalic development involves three main
processes: (1) induction; (2) prosencephalic cleavage – horizontally (to form the optic and
olfactory buds), sagittally (to form the two hemispheres), and transversely (to separate the
during the third to fifth months, and gradually ceases during the sixth month of gestation. The
majority of the cells migrate along the radial glia processes from the ventricular to the cortical
plate. The mechanisms of migration are complex, involving cell-cell recognition, differential
adhesion and repulsion, and transmembrane signaling through voltage and ligand-gated ion
channels. It has been found that glutamate-mediated NMDA receptors also play a role in neuronal
pathfinding.
 At the junction of the intermediate zone and cortical plate, the glial processes defasciculate
and enter the cortical plate as single fibers. Exactly at this junction, most of the neuronal
heterotopias, resulting from migration errors, occur.
Neuroblasts, belonging to the same proliferative unit, migrate in waves and along the same
trajectory provided by the radial glial processes to form columns of the cerebral cortex (a
“radial unit” hypothesis (Rakic, 1978; Rakic, 1988c; Rakic, 1998b)).  These neurons probably
share common intrinsic and extrinsic connectivity and subserve the same functions (Rakic,
2000). The later-migrating waves of neurons pass those that arrived earlier and form the outer
layers of the cortical plate (the inside-out gradient of neurogenesis). In the neocortex, a six-
layered plate is formed. The final destination of the neurons is mainly predefined by the
“protomap” (Rakic, 1998b) of the ventricular zone and by the time of their production. The
final position of the neuron in the cortex defines its shape, synaptic connectivity, and therefore
function.
Major disorders of neuronal migration are lissencephaly/pachygyria and schizencephaly. In
these cases, none or only a few large gyri are formed, and cortical cytoarchitecture is abnormal,
being either 4-layered or with no lamination at all. Seizures, mental retardation, spastic pareses,
and visual impairment are the main neurological features of these disorders. The incompletely
migrated neurons may even form a “second” cortex in the subcortical white matter or, in milder
cases, subcortical or cortical heterotopic nodules - focal cortical dysplasias. The ectopic neurons
are most often found in frontal and temporal cortices, the areas where sound processing is
known to occur. It is also known that mild defects of neuronal migration may result in subtler
cognitive and language and learning deficits, including dyslexia (Galaburda, Sherman, Rosen,
Aboitiz, & Geschiwnd, 1985; Rakic, 1988a), of which very little can be learned from a
neurological check up or by using customary brain imaging techniques.
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forebrain from the diencephalon); (3) midline prosencephalic development (Volpe, 1995a). The
latter refers to the formation of the commissural, chiasmatic, and hypothalamic plates.
Failure of procencephalic cleavage results in a range of holoprosencephaly disorders. The
cerebrum in these cases appears as a single-sphered structure with hippocampal (3-layered)
cytoarchitecture, with the olfactory bulbs and tracts not being formed, and the optic nerves
being hypoplastic. The corpus callosum is usually absent. When the median skeleton of the face
is formed, it usually has features of ocular hypothelorism, flat one or double-nostril nose, absence
of the premaxilla (anterior part of the upper jaw) and median or bilateral cleft lip and palate. In
severe cases, facial malformations are always indicative of brain abnormality (Volpe, 1995b).
The correlation between face deformation and severity of the brain derangement is often cited
as DeMyer’s phrase “the face predicts the brain”. Milder midface defects do not necessarily
imply holoprosencephaly, however: the upper jaw and palatal structures are formed from the
neural crest cells that are derived from the midbrain neuromere, and defective midbrain crest
cells are not necessarily associated with a defective forebrain (Sarnat, 1996a). Whereas severe
cases of holoprosencephaly are diagnosed immediately after birth and are associated with high
death rates, mild cases may not be detected until later in infancy, when developmental delay
starts to show up. The holoprosencephalies probably originate from no later than 5th and 6th
GW, with the most critical event, the cleavage of the cerebral hemispheres, occurring on the
35th day of gestation.
2.4. Neural crest cells – a link between the developing neural system and
       facial structures
Neural crest cells originate from the dorsal midline of the neural tube at the time of its
closure (Fig. 2, A). They probably do not arise from the forebrain with the exception of its
caudal parts. The neural crest cells are extraordinary in that they differentiate into many different
tissues. They form the dorsal roots of the spinal cord, neurons of the sympathetic ganglia in the
face and elsewhere, melanocytes, chromaffin cells, and bones of the facial skeleton (Fig. 2, B).
The patterns of gene expression in the hindbrain probably influence the fates of the corresponding
crest cell pools, however the exact origins of their genetic pre-programming are unclear (Sarnat,
1996b). Such a diversity of neural crest cell differentiation is possible due to their multipotentiality,
the differentiation being influenced by the surrounding milieu (Shepherd, 1994). This is a single-
cell level example of how the genotype interacts with the environment to produce a phenotype.
The crest cells differentiating into the upper jaw and palate originate from the midbrain
neuromere (Sarnat, 1996b). As described in 2.3, face malformations are most often associated
with prosencephalic development defects and, in addition, with the defects of the posterior
fossa structures (Johnston, Bronsky, & Millicovsky, 1990).
During the early phases of embryogenesis (see 2.1 & 2.3), the cell pools that later give rise
to the facial and cerebral structures, in addition to being located close to each other, share a
number of biological mediators, governing tissue and organ formation (Fig. 1, A-D). For example,
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the Neural Cell Adhesion Molecule (NCAM) plays a crucial role in the fusion of the palatal
shelves, axonal growth, synaptogenesis, and, also, in the regulation of neuromediator levels in
the developing brain (Rutishauser, Acheson, Hall, Mann, & Sunshine, 1988). Other biologically
active substances, e.g., TGFA (transforming growth factor-alfa) (Machida et al, 1999; Taya,
O’Kane, & Ferguson, 1999), steroid hormones, or retinoic acid are also implicated in various
ways in both cerebral and palatal tissue morphogenesis (Johnston, 1990; Johnston et al, 1990).
       
 Adrenal Gland Neural Tube Sympathetic Ganglion
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Fig. 2. The neural tube and the neural crest (adapted from Shepherd (1994), p. 205).
            A – a scheme of a transverse section across a 5-6 CW embryo,
            B -  a scheme of diverse neural crest cell differentiation.
2.5. Axonal, dendritic, and synapse formation and elimination
Axons start sprouting already during neuronal migration. Similarly as in neuroblast guidance,
trajectories of the growing axons are determined by cell-cell, cell-extracellular matrix, and
chemotaxic interactions. Dendritic sprouting and concomitant synaptogenesis begins slightly
later, at the time when the subcortical plate is formed (ca. 6th GW in primates), and proceeds in
the cortical plate along with the arrival of cortical neurons (Bourgeois, Goldman-Rakic, &
Rakic, 2000). Until 3 years of age, mature axons are found only in deep cortical layers (part of
layer III through layer VI). Only by age 11-12, also the superficial layers attain mature axonal
structure and configuration (Ponton, Moore, & Eggermont, 1999).
During early childhood, the number of synapses increases dramatically, the synaptic count
per neuron increasing 10-fold from birth to approx. 1.5 years of age. After a prolonged plateau
phase, lasting until approx. 10 years of age, the number of synapses decreases only slightly until
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adulthood (Huttenlocher, 1979). Dendritic arborization, in turn, proceeds well past infancy:
dendritic length almost doubles between age 2 and adulthood. According to Huttenlocher (1979),
postnatal brain development can be subdivided into two major phases: (1) from birth to the end
of the1st year. This phase is characterized by a rapid decrease in neuronal density, dendritic
growth, synapse formation, increase of synapse/neuron index, and an expansion of the total
cerebral volume. (2) From the beginning of the 2nd year to adolescence. During this phase, both
neuronal and synaptic densities gradually decline, whereas dendrites continue to grow. As a
result, the number of synapses per unit of the dendrite length declines. This change in synapse
density may well account for the changes in EEG and ERPs and for the elevation of the epileptic
seizure thresholds during childhood.
Previous findings showing that synaptic density reaches its peak much later in the prefrontal
association as compared with the primary visual and auditory areas (Huttenlocher, 1979;
Huttenlocher, de Courten, Garey, & Van der Loss, 1982; Huttenlocher, 1990) fit well with a
hierarchical hypothesis of cognitive development.  However, a very compelling line of evidence
suggests that at least the first stages of synaptogenesis occur isochronically across all cortical
areas (Bourgeois et al, 2000). This corresponds to a concept of integrated, inter-dependent and
coordinated development of motor, sensory and cognitive functions, all becoming more complex
and increasingly fine-tuned as the development proceeds (see also Discussion, 13.1.2). Indeed,
studies in human infants demonstrate that virtually all the cortical functions emerge very early in
infancy and do not appear de novo in later life (see Section 4). Such a concurrency is thought to
be necessary for the competitive interactions among the heterogeneous environmental inputs to
the cortex (Goldman-Rakic, Burgeois, & Rakic, 1997).
Defects of dendritic arborization and/or number and structure of dendritic spines is the
main pathological finding in primary disorders of brain organization such as mental retardation
of unknown etiology, Down syndrome, Fragile-X chromosome syndrome, and infantile autism.
Main clinical symptoms of these disorders are mental retardation, involving language skills, and
seizures (Volpe, 1995a).
Mechanisms of regressive developmental events. Elimination of neurons and their
connections occurs by two different but related mechanisms. The first one, a genetically
programmed cell death (PCD), or apoptosis, is to achieve quantitative equilibrium between the
interconnecting neurons and to eliminate aberrant projections (Fig. 1, C).  PCD is pre-
programmed in every cell, but in some of them it is prevented by the access to the trophic
factors (Sarnat, 1996b). A competition for survival at this stage is thus not based on whether a
neuron has succeeded in establishing itself as carrying out a specific function (Volpe, 1995a).
Large numbers of neurons are also killed at a considerably advanced level of maturity,
when they have already established afferent and efferent connections (Burek & Oppenheim,
1996). This observation alone suggests existence of another regressive mechanism, based on
the functional relevance of the established connections. Dendrites and synapses are subjected
mainly to this, selective elimination, mechanism (Huttenlocher, 1979; Huttenlocher et al, 1982;
Huttenlocher, 1990; Fig. 1, D).
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The biological significance of the regressive developmental events remains a subject of
great debate. Elucidation of PCD mechanisms may yield a break-through in the treatment of
many human neurodegenerative disorders.
2.6.  Myelination
Myelination of the nervous system is an important, clinically (by means of MRI) measurable
index of brain maturation. Myelin is produced by oligodendroglia in the central and by the
Schwann cells in the peripheral nervous systems. In addition to producing myelin, these cells
also secrete growth factors that promote axonal sprouting both during development and after
an injury.
The patterns according to which brain myelination proceeds are as follows: (1) myelination
begins in the peripheral nervous system, where motor roots myelinate prior to sensory; (2) in
the CNS, sensory pathways myelinate prior to motor; (3) proximal pathways myelinate before
the distal; (4) projection tracts myelinate before associative; (5) central cortical areas (including
primary sensory and motor cortices) myelinate before the polar ones; (6) the frontal poles
myelinate last (Fleshig, 1901; Yakovlev & Lecours, 1967).
Myelination starts during the second half of gestation and progresses most rapidly until the
1.5 years of age (Kinney, Brody, Kloman, & Gilles, 1988; Ballesteros, Hansen, & Soila, 1993).
The afferent auditory pathways are covered by myelin already at birth (Courchesne, 1990) (see
also 3.1), nevertheless myelination continues well into adulthood, with the connections between
prefrontal, temporal, and parietal lobes and intracortical circuitry fibers continuing to myelinate
until the 4th decade of human life.
The most important function of myelin is to increase neural conduction velocity (from 2 to
ca. 50 m/s, Casaer, 1993). This parameter is critical for the success of synaptic transmission,
since in addition to spatial, also the temporal integration of the afferent input determines whether
an impulse will be transmitted across the synapse or not. Therefore, infants in whom myelination
is incomplete do not simply sense and act slowly; some of their brain functioning is deficient due
to the failure of synaptic transmission.
Recently it was found that the components of the same functional pathway may myelinate
in an order that is not related to their functional hierarchy or to the direction of the neural
impulse succession, and, further, that functionally related systems do not myelinate in parallel
(Kinney et al, 1988). It therefore appears that myelination of large axons is only one of many
maturational composites.
Impaired myelination of all white matter is a nonspecific symptom associated with many
pathological states, such as chromosomal aberrations, amino and organic acidopathies,
disturbances of general metabolism (hypothyroidism), chronic systemic illness, and maternal or
neonatal malnutrition (Sarnat, 1996a). Disturbance of myelination sequences often presents as
a component of other neural induction or genetic programming defects.
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2.7. Postnatal brain and scull growth
Macroscopically, the brain of the full-term newborn resembles that of an adult, only being
smaller in size (the cortical volume of a newborn brain is only 25-33% that of an adult)
(Huttenlocher, 1990). Most of the postnatal brain growth occurs during the first 2 years of life.
Between age 2 and maturity, total brain weight increases by only 20% (Huttenlocher, 1979),
and most of this growth is definitely due to the myelination. The human brain reaches its adult
size by the age of 5-7 years.
Head size is an indirect index of cerebral growth. During the first 3 postnatal months, head
circumference increases by ca. 2 cm each month , by 1 cm during the next 3 months, and 0.5 cm
afterwards until the age of 1 year (Berg, 1996). The closure of the occipital fontanel occurs
during 4th –6th month, whereas that of the frontal one by 14-17 months. These dates are important
for the electrical scalp recordings, since bone exerts most of the resistance for the intracerebrally
generated electrical current to flow out. Being local, these openings in the scull require special
attention when analyses of electric field distribution over the scalp are conducted.
The bitemporal scull growth is completed approximately by the age of 2, whereas the
antero-posterior dimension reaches 90% of adult values by 5 years of age (Enlow, 1990).
Thereafter, the scull continues to slowly grow until the beginning of the second decade of life.
Summary of Section 2
The foundations of the CNS are laid down very early in embryogenesis - during the first
trimester of pregnancy, though maturational and plastic events in the forebrain continue into
adulthood. The core morphofunctional layout of the brain appears to be genetically predetermined,
its formation proceeding in an orderly fashion in the time and spatial domains. The overproduction
of neural elements during the perinatal period and early childhood provides enormous capacity
to go beyond these genetic restrictions, cortical connectivity being remodeled by activity- and
experience-dependent influences.
       Some of the early organogenesis mechanisms are common to the brain and facial structures,
including palate of the mouth. Some defects of early intrauterine brain development result in
severe extracerebral (somatic) and cognitive consequences, whereas mild morphofunctional
brain abnormalities may appear as subtle specific or general impairments of cognitive functioning.
3. THE AUDITORY SYSTEM AND ITS DEVELOPMENT
The development of cortical auditory ERPs from infancy to childhood is one of the key
focuses of the present work. Maturational ERP changes are contingent on the development of
underlying neural substrates at peripheral, brainstem, and cortical levels. Therefore, the long-
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latency ERPs can be affected by maturation or pathology of the lower-level auditory processing.
In particular, this issue is relevant in the population with oral clefts with high incidence of
middle ear pathology.
 In order to clarify the nature of the multiple ERP components of childhood, one also needs
to consider the functional arrangement of the auditory cortex. Therefore, in the following section
the functional and structural development of central and peripheral auditory systems will be
reviewed.
3.1.  Auditory pathways
The sound pressure waves, reflected and directed by the pinna of the outer ear and resonated
in the outer auditory canal, hit the tympanic membrane. This, mechanic, energy is further
transmitted by the middle-ear ossicles to the foramen ovale of cochlea. In adults, the greater
area of the tympanic membrane compared to that of the foramen ovale together with the mechanics
of the middle-ear ossicles enhance the sound-wave energy ca. 17-fold upon this transmission.
Therefore, the middle ear status is crucial for an efficient sound delivery to the nervous system.
The inner ear contains cochlea, a spiral-shaped bony structure, and the vestibular apparatus.
A peripheral organ of hearing (organ of Corti) is situated on a basilar membrane of the scala
media in the cochlea. This organ contains the receptors of hearing, hair cells, which are covered
by a tectorial membrane. The hair-like apical processes of the inner hair cells register tectorial-
membrane displacements, caused by the pressure waves of endolympha. In response, they
generate electric impulses that are further transducted to the first-order neurons in the spiral
ganglion at the core of the cochlea.
Hair cells are tonotopically organized: those at the base of the cochlea are sensitive to the
high frequencies, and those towards the apex - to the low frequencies (Buser & Imbert, 1992).
The most influential hypothesis of sound feature encoding in the cochlea (introduced by G. von
Bekesy in 1930s) states that it is the site of the peak of the basilar membrane displacement (the
peak of the travelling wave) that determines which hair cells will be excited above threshold.
Hair cells generate oscillating membrane potentials, either spontaneously or as an after-
effect of sound transmission. These potentials can be recorded in the outer auditory canal as
otoacoustic emissions (OAE) (Kemp, 1978). Evoked OAE are presently used as a diagnostic
tool to assess the cochlea status (Kemp & Ryan, 1991).
The neural auditory pathways (Fig. 3) start with the inner ear receptors and continue via
afferent fibers of spiral ganglion neurons. Efferents of these neurons, together with the vestibular
nerve, form the eighth cranial, the vestibulocochlear (auditory), nerve (AN). The AN fibers
perform frequency tuning and connect with the second-order neurons in the cochlear nuclei
(CN) of a rhomboid fossa, again in a tonotopically organized manner. Due to the fact that the
AN fibers bifurcate and project, in several relay regions, with different types of postsynaptic
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cells, the single representation of the cochlea in the AN is mapped onto the multiple
representations in the cochlear nuclei and is translated into the outputs that code different sound
features (Shepherd, 1994). That is, already from the brainstem level, different sound properties
are processed via parallel, though interconnected, microcircuits.
The ascending parallel projections from the CN form connections with the rest of the
auditory system and are thought to convey different aspects of auditory information (Martin,
1996). The transmission through each nuclear structure is associated with alterations of signal
parameters that reduce correspondence between the signals at the successive processing levels
(Spreen, Risser, & Edgell, 1995). An important aspect of the auditory pathways is that they
cross the cerebral midline at many levels (Fig. 3). Many fibers cross already at the pons, synapsing
on their way in numerous nuclei of the trapezoid body, but a significant portion of them continue
ipsilaterally. Fibers, arising from the CN, project bilaterally to the superior olivary complex
(SOC) in the caudal pons, and through the lateral lemniscus of the brainstem to the inferior
colliculus (IC) of the midbrain. The IC neurons are thought to carry out analysis of temporal
sound patterns. In the SOC, there are neurons sensitive to the inter-sound intervals in the same
ear, to the interauricular time differences, and amplitude modulation. Therefore, new aspects of
auditory feature processing appear in the neurons with higher positions in the auditory pathway
(Möller, 1994).
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Fig. 3. Ascending auditory pathways (adapted from Noback, CR. & Demarest, RJ.: the Human
Nervous System, New York, McGraw-Hill Book Co, 1981). Fibers from the left cochlea
that ascend ipsilaterally are shown in red; those crossing the midline and ascending on the
contralateral side are shown in blue. Contralateral auditory nuclei of the brainstem are
colored in brown.
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From the IC, auditory fibers project bilaterally to the medial geniculate body (MGB) of
the thalamus and, further, via subcortical white-matter auditory radiation, to the auditory
cortex. The MGB has 3 main subdivisions: ventral, dorsolateral, and dorsomedial. Only the
ventral subdivision of the MGB connects with the primary auditory cortex, AI (Fig. 4; see
3.2). The other two compartments have somatosensory and visual afferents, in addition to
auditory inputs, and are mainly connected with two other primary-like and secondary
auditory cortical areas.
3.2. Functional structure of mature auditory cortex
Experiments on monkeys have revealed 15 or more cortical areas involved in auditory
processing (Kaas & Hackett, 1998). The intracortical connectivity of the primary and secondary
auditory cortices has also been determined (Fig. 4).
In humans, the auditory cortex is situated on superior-posterior aspects of the superior
temporal gyrus, corresponding to Brodmann areas 41 (Heschl’s gyrus, primary cortex), as well
as 42 and 22 (secondary cortices). Other auditory areas include planum temporale (posterior to
Heschl’s gyrus), the angular and supramarginal gyri (Brodmann’s areas 39 and 40), Wernicke’s
area (Brodmann’s area 22), the inferior part of the inferior parietal lobule, and the opercular
area of the frontal lobe. The oldest part of auditory cortex is located in the insula (Musiek,
1986). All auditory cortices have multiple connections with frontal, parietal, and occipital lobes,
as well as cerebellum and the homologous fields in the contralateral hemisphere.
Primary auditory fields are characterized by neurons responding only to auditory stimuli
with good frequency tuning and high time-locking; neurons in primary fields are tonotopically
organized (Clarey, Barone, & Imig, 1992; Kraus & McGee, 1995c; Kaas & Hackett, 1998). In
contrast, neurons of non-primary areas are sensitive to multimodal inputs, show broad tuning,
are less well time-locked to the stimulus, and are more likely to demonstrate plasticity (for
reviews, see Brugge, 1992; Kraus et al, 1994).
According to the microcircuit model of cortical columns (Douglas & Martin, 1991),
microcircuits are composed of excitatory and inhibitory cell populations. Afferent thalamo-
cortical inputs are both excitatory and inhibitory, with afferent excitation accounting for only
10-20% of intracortical excitation, the rest being produced by the intracortical amplification of
rather weak thalamic inputs (May et al, 1999). Cortical inhibition includes both synaptic (lateral
inhibition) and non-synaptic (after-hyperpolarizing currents) effects (May et al, 1999).
            The three primary and primary-like auditory areas (the “core” in Fig. 4) receive
direct projections from the ventral portion of the MGB (Kaas & Hackett, 1998). They are
densely interconnected with each other and with the surrounding belt, and to a lesser extent
with the parabelt areas. The architectonics of the belt is intermediate between primary and
distant (homologous) cortical areas. The afferentation of this area is mainly provided by the
non-primary MGB nuclei; the best frequency of the belt neurons is difficult to define. The
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Therefore, intra-cortically the auditory information is processed in several parallel streams,
feasibly of different functional significances. It should be emphasized, though, that there is a
considerable cross-talk across these streams (Fig. 4).
All the auditory cortices are reciprocally interconnected with the subcortical thalamic
structures, exerting extensive top-down modulation. In addition, there is evidence that some
auditory information from the thalamus and the reticular formation is shunted directly to the
polysensory frontal, parietal and temporal areas, circumventing primary auditory cortex (Bignall
& Imbert, 1969; see also 13.1.2 in Discussion).
parabelt receives inputs from the non-primary MGB nuclei and the pulvinar of the thalamus. In
its responsiveness to auditory stimuli, the parabelt is largely dependent on the information provided
by the belt neurons. Neurons in this area respond best to complex auditory stimuli and sometimes
to somatosensory and visual stimuli.  The parabelt itself is directly or indirectly connected with
multiple areas in the superior temporal sulcus and gyrus, as well as insula (Fig. 4). Further, it is
mainly the parabelt that has prominent, topographically organized connections with the prefrontal
cortex (Kaas & Hackett, 1998).
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Fig. 4. A scheme of cortical auditory fields (adapted from Kaas & Hacket, 1998, Audiology &
Neuro Otology, 3, 73-85, p. 83). Arrows indicate predominant functional connectivity.
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3.3. Structural and functional development of  the auditory system
The development of the auditory system follows the general rules depicted for the central
nervous system in general (see 2.2, 2.3, 2.5-2.7). Importantly, auditory function is one of the
earliest to emerge (Chugani & Phelps, 1986).
3.3.1. Development of the ear
The auricle of an infant is flat, the outer ear canal is shorter and more horizontal, and the
interaural distance is smaller than in adults. These features result in poorer sense for sound
wave direction and higher resonance frequencies of the outer ear canal in infants than in adults
(Aslin, Pisoni, & Jusczyk, 1983). The outer acoustic canal and pinna attain adult configuration
and size only by 7-9 years of age (Tucci, 1996).
Formation of the middle ear ossicles proceeds until the 32nd GW, gradually improving
sound transmission. The ossicles are of adult size by the end of gestation, and the bony cochlea
by 5th month after term. Since the tympanic membrane reaches adult size only by 2 years of age,
the ratio between the area of the tympanic membrane and that of the foramen ovale of cochlea
remains smaller than in adults for the 2 first years of life. There is evidence that higher compliance
(motility) of the tympanic membrane in infants compensates for its smaller size (Aslin et al,
1983). Another peculiarity of the infant middle ear is the shorter and narrower Eustachian tube
that connects the middle-ear cavity with the throat. Eustachian tube serves to equalize air pressure
on both sides of the tympanic membrane in order to guarantee optimal oscillatory motility.
Infants are prone to the occlusion of the Eustachian tube in association with middle ear infections.
Importantly, in infants with face malformations, including clefts of the palate, the functioning of
the Eustachian tube is impaired permanently.
By means of impedance audiometry1, Keith (1975) found that newborns (N=20) less than
20 hours old show normal middle ear pressures and mobile middle ear systems. Another study
(Stream, Stream, Walker, & Breningstall, 1978) on 199 healthy infants showed, however, a
rather flaccid state of the middle ear system at birth, reaching normal compliance only by 15
weeks of age. Importantly, in infants younger than 7 months (even in those with a verified
middle ear infection) Eustachian tube walls show larger compensatory compliance than at older
age (Paradise, Smith, & Bluestone, 1976). Abahazi & Greenberg (1977) elicited acoustic reflex2
in infants from one month (the youngest tested) to one year of age and concluded that the
middle ear functions well shortly after birth. The afore-mentioned data by Stream et al. (1978),
however, found low elicitability of the acoustic reflex in newborns; it increased with age but did
not exceed 43% at 15 postnatal weeks. Thus, the possibility of compromised middle ear function
at birth needs to be considered when interpreting the results of cortical auditory ERPs, especially
in infants at risk for hearing impairment (see 8.1).
The morphological differentiation of the cochlea is completed by the 25-26th GW (Tucci,
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1996). However, functionally it is not identical to an adults’ cochlea even at birth. Otoacoustic
emission studies have reported 80-82% of the newborn ears showing normal inner ear responses
(Doyle, Burggraaff, Fujikawa, & Kim, 1997; McKinley, Grose, & Roush, 1997). Anatomical
data indicates that cochlea starts maturing at its basal ring, where high frequencies are represented
(Eggermont, Ponton, Coupland, & Winkelaar, 1991). Thus one could predict better sensitivity
for higher than lower frequencies in neonates. It was found, however, that newborns are more
sensitive to low-frequency sounds (Eggermont et al, 1991; Tucci, 1996, see also 4.1.1), which
corresponds to the findings that first cochlea responds better to low-frequency sounds and only
gradually it attains adult-like sensitivity to higher frequencies (Eggermont et al, 1991; Fuchs,
1992).
3.3.2. Structural development of auditory pathways
Development of parallel auditory pathways proceeds concurrently (Eggermont, 1992).
Neuronal connectivity necessary for sound conduction is present even before the cochlea is
ready to transmit the sounds. Virtually all the relay nuclei of the ascending auditory pathways
are identifiable at 6 to 8 GW (except of the inferior colliculus, which appears at ca. the 12th GW)
and attain nuclear organization by 24-25 GW (Tucci, 1996). To the best of my knowledge there
are no data on postnatal microstructural development of human auditory cortices other than
those described in the sections (2.2, 2.5, and 2.6).
The auditory nerve is the first and the fastest to myelinate – having started in the 26th GW,
its myelin is developed by the 29th GW. Just slightly thereafter, myelination of the auditory
brainstem pathways starts off, and the trapezoid body, statoacoustic tectum of the midbrain,
lateral lemniscus, and brachium of the inferior colliculus are all myelinated prior to birth (Yakovlev
& Lecours, 1967; Volpe, 1995a). Fibers of the auditory radiation, however, continue to myelinate
until 3-4 years of age (Yakovlev & Lecours, 1967; Tucci, 1996). The nonspecific ascending
connections of RAS, possibly conveying auditory information directly to the polysensory cortices,
continue to myelinate until late adolescence (Courchesne, 1990).
3.3.3. Functional development of auditory pathways, as reflected by ERPs
ERPs allow evaluating distinct stages of auditory processing (see also Section 6), therefore
available ERP findings will be used here to delineate the main features of functional maturation
of the auditory pathways.
Development of the subcortical auditory pathways has been investigated by means of
brainstem auditory evoked potentials (BAEP) (Galambos, 1982; Kurtzberg & Vaughan,
1985; Picton & Durieux-Smith, 1988; Eggermont, 1992; Picton, Taylor, & Durieux-Smith,
1992; Chiappa & Rosamund, 1997b). In adults, BAEPs occur within 9-10 ms after stimulus
onset and have a seven-wave morphology. These waves are generated in the auditory nerve and
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the cochlear, olivary, lateral lemniscus, and inferior colliculus nuclei, respectively (Tucci, 1996).
The BAEPs reflect the “functional anatomy”, or integrity of the brainstem auditory pathways.
Importantly, BAEPs do not correlate with hearing in the sense of perception (Picton et al,
1992).
Using high sound intensities, BAEPs can be recorded in infants as young as 25-26 GW,
though consistently only beginning from the 30th GW, and even then in a rudimentary form
(Galambos, 1982; Kurtzberg & Vaughan, 1985; Stockard-Pope, Werner, Bickford, & Curran,
1992). At term, BAEPs are of lower amplitudes and longer latencies than in adults and still have
incomplete morphology: only the waves I, II, and V are readily discernible (Picton et al, 1992).
It appears that the latencies between the peaks that reflect mainly axonal transmission (e.g., the
I-II, III-IV interpeak intervals) are set already at birth (Ponton, Moore, & Eggermont, 1996b).
This corresponds to the fact that at birth these fibers are fully myelinated. In contrast, the
interpeak intervals II-III and IV-V, probably incorporating trans-synaptic transmissions, continue
to shorten during the first 1-2 years of age (Ponton et al, 1996b). Hence it appears that synaptic
efficiency is the main factor determining the schedule of auditory processing development at the
brainstem. BAEPs show an adult-like intensity-latency function already at birth (Tucci, 1996).
Sensitivity to the stimulation rate, however, continues to mature during the first 6 months, with
the later waves, originating from increasingly higher levels of auditory pathways, attaining adult-
like responsivity later (Tucci, 1996). The BAEPs are fully adult-like by 2-3 years of age
(Galambos, 1982; Picton et al, 1992; Ponton, Eggermont, Coupland, & Winkelaar, 1992).
Middle-latency auditory evoked potentials (MLAEP) are generated by (possibly) IC,
reticular formation, multisensory divisions of the thalamus (Tucci, 1996), and the primary cortical
fields (Kurtzberg & Vaughan, 1985; Kraus & McGee, 1995c). The P0, Na, Pa, Nb, and Pb
waves of the MLAEP follow the BAEPs and precede the long-latency ERPs within a time
window of 10 to 50-60 ms from sound onset. As compared with the BAEPs, MLAEPs allow
using a wider stimulus range and are especially useful for testing processing of low frequency
sounds. MLAEPs can be elicited from the 31st GW, become reliable by term, and already then
show intensity-amplitude correlation (Kurtzberg & Vaughan, 1985). This implies that central
auditory functions, at least those concerned with the basic sound features, are set already at
birth. The MLAEP amplitudes are largest at 3-4 years of age (Galambos, 1982), which resembles
the inverted-U shape amplitude x age function known for long-latency auditory ERPs (Kraus et
al, 1993a). Based on the stimulus rate, binaural interactions, animal, lesion, and pharmacological
MLAEP studies, Kraus and colleagues (Kraus, Smith, & McGee, 1988; Kraus & McGee, 1995c)
developed a concept of two major MLAEP generator sets. According to these authors, the
midline MLAEP component, which is of small amplitude and sensitive to sleep and anesthesia,
is probably generated by the non-primary (extra-lemniscal) auditory pathways: multisensory
----------------------------------------------
1  Impedance audiometry (tympanometry) is a record of tympanic movements as a function of air pressure
   applied to the outer ear canal.
               2
  The acoustic reflex regulates adaptive contraction of the stapedius muscle at high sound intensities
              (100-110 dB above absolute thresholds), resulting in a sharp decrease of sound transmission efficacy
             at these sound intensity levels.
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thalamus, dorsomedial MGB, and the reticular formation (Kraus & McGee, 1995c). The midline
component matures early, is probably predominant in young children’s responses, and hence
responsible for the low MLAEP elicitability in them during sleep. The other, temporal-lobe
component, has bitemporal scalp topography, is of much larger amplitude, resistant to sleep and
some anesthetics, but sensitive to stimulus rates. This component is generated by the ventral
(primary) subdivision of the MGB and primary auditory cortices (Kraus & McGee, 1995c). The
temporal MLAEP component develops later than the midline component, approaching maturity
near puberty (Kraus, Smith, Reed, Stein, & Cartee, 1985). It is significantly modulated by the
non-primary MLAEP generators, probably acting as state-dependent physiological amplifiers
(Kraus & McGee, 1995c).
Long-latency auditory ERPs, generated in the thalamo-cortical networks and in time
following the MLAEPs, can be recorded from premature infants as young as 30-35 CW (Cheour-
Luhtanen et al, 1996a). Upon development, they undergo marked changes in their latencies,
amplitudes, and, importantly, in the waveform morphology (Kurtzberg et al, 1984; Eggermont,
1992; Bellis, Nicol, & Kraus, 2000; Kushnerenko, eponien, Fellman, Renlund, & Näätänen,
2000; Ponton, Eggermont, Kwong, & Don, 2000). LLAEPs attain adult morphology by ca. 15
years of age. Development of the long-latency ERPs is described in 7.1.
Summary of Section 3
Auditory periphery appears to maturate by 2 years of age. The subcortical and especially
cortical systems, in contrast, display a protracted maturational course, extending to puberty.
Auditory information is processed via multiple parallel channels starting from the brainstem
level. The functional structure of the auditory cortex is complex, with parallel and hierarchically
organized networks interconnecting. Protracted maturation of the intracortical connectivity of
the auditory system perhaps underlies salient maturational changes in LLAEPs.
4. DEVELOPMENT OF AUDITORY ABILITIES
The following section will review the development of certain auditory skills with the purpose
of relating the present ERP findings to the known milestones of the maturation of the auditory
skills. Relating to this is an issue of the relationship between the auditory sensory and speech
sound-specific processing: Study V of the present thesis utilized, in the ERP experiment, tonal
stimuli and syllables containing an acoustically difficult contrast, and the ERP measures were
related with the behavioral performance on the phonological short-term memory task.
Furthermore, in children with clefts the ERPs were obtained using tone stimuli, and these results
were found to correlate with their behaviorally observed language disability profiles.
Auditory skills are utilized in the goal-directed performance and high-level integrative
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functions such as learning, language, and memory. They have been described as belonging to
several categories, such as sound detection (auditory acuity), reflexive (passive) and active
(voluntary) attention to the sound, discrimination of acoustic, sequential, and categorical sound
features, sound comprehension, and few others (Woods, 1975; Spreen et al, 1995).
4.1. Auditory thresholds
Sound detection is a prerequisite for any further sound analysis. Therefore, many studies
on auditory skill development have aimed at determining hearing thresholds in infants and children.
Fetuses are exposed to and are able to process acoustic information while still in womb: it
has been shown that newborns are able to recognize speech passages which they heard prior to
birth (DeCasper & Spencer, 1986).
Hearing thresholds1 in newborns have been found elevated as compared with those in adults
by 10-20 (Aslin, Pisoni, & Jusczyk, 1983) to 50-60 dB (Eisele, Berry, & Shriner, 1975; Werner
& Gillenwater, 1990), depending on the stimulus characteristics (Aslin et al, 1983). Many studies
(Schneider, Trehub, & Bull, 1980; Trehub, Schneider, & Endman, 1980; Berg & Smith, 1983;
Werner & Gillenwater, 1990; Werner & Bargones, 1992) have contributed to reveal a pattern of
frequency-specific threshold changes during infancy and early childhood. It appears that infants
until about 3 months of age are more sensitive to low-frequency (below 4000Hz) sounds (Olsho,
Koch, Carter, Halpin, & Spetner, 1988), and even more so to those containing a broad frequency
spectrum (Werner & Gillenwater, 1990). Later on, somewhere between 3 and 6 months of age,
infants become more sensitive to high-frequency sounds (over 4000 Hz) (Schneider et al, 1980;
Trehub et al, 1980; Berg & Smith, 1983; Sinnott, Pisoni, & Aslin, 1983; Olsho et al, 1988), with
their sensitivity to very high (19-25 000 HZ) frequencies being equal (Schneider et al, 1980) or
even exceeding that of adults (Schneider, Trehub, Morrongiello, & Thorpe, 1986).
During early childhood, auditory thresholds remain elevated by 10-25 dB SPL relative to
those of adults, with a tendency to slowly decrease with age (Bull, Schneider, & Trehub, 1981;
Sinnott et al, 1983; Olsho et al, 1988). Between 3 and 5 years of age, auditory sensitivity
increases further, more or less equally across low and high frequencies, although still remaining
below adult threshold values (Schneider et al, 1986). The higher the frequency, the earlier the
adult levels of auditory sensitivity are reached: for 10-kHz sounds, maximal sensitivity is reached
between 4 and 5 years of age, for 2 to 4 kHz – at about 8 years, and for 0.4-1 kHz - at about 10
years of age (Trehub, Schneider, Morrongiello, & Thorpe, 1988).
The fact that newborns and very young infants appear to be more sensitive to low than high
frequency sounds can at least partially be attributed to the “filter” effect of the maternal tissues.
Only sounds lower than 1000 Hz are transmitted to the fetus without significant attenuation
(Armitage, Baldwin, & Vince, 1980); in fact, low frequencies are even amplified by the presence
of a fluid in utero (Tucci, 1996). In addition, as described in 3.3.3, the functional maturation of
the peripheral auditory apparatus proceeds from low to high frequencies (Echteler, Arjmand, &
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Dallos, 1989; Eggermont et al, 1991; Fuchs, 1992). Fast improvement in high-frequency sensitivity
during infancy has partly been attributed to infants’ small head size and short outer ear canal,
both contributing to the amplification of high frequencies (see 3.3.3). An alternative view (Werner
& Bargones, 1992) states that it is immaturity of the non-sensory abilities rather (see below)
than auditory functioning that underlies this phenomenon.
4.2. Development of pitch-based sound discrimination
Early studies on newborns’ frequency discrimination that utilized high-amplitude sucking
paradigms produced contradictory results. Leventhal and Lipsitt (1964) and Trehub (1973)
found no evidence for newborns discriminating 100 vs. 200 Hz, 200 vs. 500 Hz, 200 vs.1000
Hz, or even 1000 vs. 2000 Hz frequency contrasts. However, in one study (Leventhal & Lipsitt,
1964) 200 vs.1000 Hz tone discrimination approached significance. A study on slightly older,
1-month-old, infants (Wormith, Pankhurst, & Moffit, 1975) found that they were able to
discriminate pure tones of 200 Hz from those of 500 Hz. In 4-17 week-old infants, evidence for
vowel discrimination was also found (Trehub, 1973).
Infants’ discriminative abilities were found to remarkably improve by the age of 5-8 months.
Olsho et al. (1982) found that 5- to 8-month-old infants discriminate changes as small as 2% in
the frequency range of 1000 to 3000 Hz, whereas the corresponding adult frequency resolution
is of the order of 0.2-1%. In a subsequent study Olsho (1984) found that 5- to 7-month-old
infants discriminated changes in sounds ranging in frequency from 4000 to 8000 Hz as well as
adults, whereas their performance within the 250-2000 Hz frequency range was significantly
poorer. A similar pattern was replicated in 3-, 6-, and 12-month-old infants and adults who
were tested for frequency difference limens (FDLs) for 500-, 1000-, and 4000-Hz tones (Olsho,
Koch, & Halpin, 1987b). The 3-month-olds performed worse than the adults at all these
frequencies, whereas older infants performed as well as adults at 4000 Hz. However, when the
potential non-sensory effects (such as e.g. attention, motivation, or experience) were accounted
for, the differences in low-frequency discrimination between infants and adults appeared
significantly smaller than when estimated in a straightforward manner (Werner & Bargones,
1992).
The frequency-dependent pattern of pitch discrimination limens was found to persist into
childhood: Maxon & Hochberg (1982) found that 4-year-old children discriminate sounds at
around 4000 Hz with an adult-like accuracy, whereas for the lower frequencies this level of
performance is achieved only at 8 years of age.
------------------------------
 
1
 Tested using the head turning paradigm (Olsho, Schoon, Sakai, Turpin, & Sperduto, 1982; Kuhl, Williams,
Lacerda, Stevens, & Lindblom, 1992; Schneider & Trehub, 1992), changes in sucking rhythm (Eimas, Siqueland,
Juscyz, & Vigorito, 1971; Jusczyk, Reed, Fernald, & Myers, 1983; Lacerda, 1991), visual reinforcement audiometry
(VRA) (Moore, Thompson, & Thompson, 1975), or observer-based psychoacoustic procedure (OPP, Olsho, Koch,
Halpin, & Carter, 1987a).
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Clarkson & Clifton (1985) showed that 7-month-old infants were able to discriminate complex
tones on the basis of their fundamental pitch, even when the fundamental frequency was
missing. This indicates rather sophisticated sound analysis in infants. However, complex auditory
skills were shown to have a protracted developmental course: Allen & Wightman (1992) found
a significant age effect (4 vs. 9 years) on the ability to use spectral shape cues to discriminate
between random-intensity sounds (modulated-amplitude complex tones, vowels, and
consonants).
The evidence reviewed above suggests that infants, in some cases from birth, posses a
range of rather sophisticated auditory capabilities. On the other hand, the developmental course
of their refinement appears to be rather protracted, extending into late childhood. As Werner &
Bargones (1992) put it, it is very difficult to believe that at the age when children possess
excellent language skills, they at the same time exhibit immature auditory abilities. These and
other (Olsho et al, 1988) authors have therefore suggested that there must be a contribution of
non-sensory factors, such as attention, motivation, memory, and experience to the behaviorally
measured performance, along with the imperfection of the methodologies available at present.
4.3. Speech sound perception
The auditory mode of perception is important for normal language acquisition. The present
studies looked, from a developmental perspective, at the auditory sensory functioning in a
population with language disabilities. Therefore, the relation between auditory and linguistic
modes of sound processing will be briefly discussed here.
4.3.1. Milestones of language development
Infants show an inherent interest in the communicational aspects of the environment: they
are selectively sensitive to human voices and faces. Nonetheless, language acquisition is a very
long and complex process, some of its pre-requisites being normal hearing and auditory
perception, development of fine motor control of the articulatory apparatus, and ability to develop
mental representations of environmental objects (Stark & Gofffman, 1996).
Language acquisition is arbitrarily subdivided into two major stages. The pre-speech period,
extending from birth to ca. 18 months of age, is characterized by language comprehension
prevailing over production, with only initial skills of production emerging. Most probably, first
infants learn to recognize prosodic aspects of speech, followed by distinguishing short words,
from which even finer structures of word components are later differentiated (Best, 1994).
During this period, infants become tuned to perceiving sounds in their linguistic environment
better than those belonging to other languages (Werker & Lalonde, 1988; Kuhl, 1991; Kuhl et
al, 1992). The verbal stage of early language development, lasting from 18 months to about 3
years of age, is marked by a dramatic increase in both language comprehension and production
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skills (Stark & Gofffman, 1996).
4.3.2. Speech sound perception and auditory mode of processing
Different speech sounds have certain characteristic acoustical features. Isolated vowels are
mainly characterized by long-lasting (more than 60 ms) steady-state spectral characteristics.
Stop consonants have a brief (usually below 20 ms) and spectrally complex, though to a
considerable extent phoneme-specific, burst of energy, which is followed by a transitional period
(frequency sweep, lasting 30 to 80 ms) to the following vowel’s frequencies. The interval between
the consonant burst and vowel onset is called voice-onset-time (VOT) and is one of the most
critical parameters in distinguishing voiced vs. unvoiced consonants. Therefore, such auditory
abilities as spectrotemporal resolution can strongly affect accuracy of the developing phoneme
representations and the perception of speech thereafter.
Infants’ ability to discriminate speech sounds in a categorical manner from about one month
of age is a well-established finding (Eimas et al, 1971; Kuhl, 1991; Miller & Eimas, 1996). They
were found to categorically perceive VOT (Eimas et al, 1971; Trehub & Rabinovitch, 1972;
Eimas, 1975) and place-of-articulation differences (when a formant transition served as the
cue) (Eimas, 1974). Two- to 4-month-old infants were found to categorize consonants differing
in the place-of-articulation cues (Morse, 1972; Miller & Eimas, 1996; Eimas, 1999).
Research on speech sound discrimination in young children is rather scarce. In general,
children from 2 to 3 years of age reliably discriminate between many native language phonemes
(for reviews, see Barton, 1980; Strange, 1986). It appears, however, that their performance
with phonemes is strongly influenced by their vocabulary knowledge, available redundant acoustic
information, and task complexity (Werker & Polka, 1993). Elliott (1986) and Elliott and
colleagues (1981; 1986) measured children’s ability to discriminate acoustic differences of the
tokens drawn from a fine-graded CV-syllable continuum. They found that 6-year-old children
require larger between-token differences compared to adults in order to achieve the same level
of performance. In addition, Elliott & Busse (1987) showed that young adults with learning
disabilities discriminate fine-graded acoustic features at the level of or even worse than 6-year-
old healthy children.
Kraus et al. (1999) explored developmental effects on the just-noticeable differences (JND)
in discrimination between CV syllables in a large group of 6- to 15-year-old children. No
improvement in discrimination was found with age for the place-of-articulation contrast /da-ga/
, the principal differing feature being the onset frequency of the third formant, whereas for the
/ba-wa/ contrast, differing in the transition duration, some evidence of the discrimination
improvement with age was found among the youngest children (6-8.5 years). The authors
concluded that speech-sound discrimination is largely developed by age 6.
Therefore, it is clear that human infants are born with, or acquire soon thereafter, a wide
range of perceptual abilities that are necessary for speech-sound perception (see also 4.1 &
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4.2). However, it is still unclear whether these findings in very young infants mainly reflect
sensitivity to pre-linguistic items clustered on the basis of acoustical features (Studdert-Kennedy,
1991), or a mode of perception that is linguistic in nature (Liberman, 1994).
The view that speech sounds activate in some ways specific neural networks is supported
by the well-established fact of perceptual constancy in speech (the ability to identify a certain
phoneme irrespective of variations in speaker, speech rate, and phonemic context) and by the
findings on the context effects on speech sound perception. Early evidence for the dichotomy of
categorical perception of CV-syllables as opposed to the continuous mode of acoustically
equivalent chirp discrimination by infants was provided by Eimas (1974; for a re-interpretive
review, see Aslin et al, 1983).
Later evidence has shown that some non-speech sounds are also perceived in a categorical
manner by human infants (Jusczyk, Rosner, Cutting, Foard, & Smith, 1977; Jusczyk, Pisoni,
Walley, & Murray, 1980; Jusczyk et al, 1983), adults (Pisoni, 1977; Pisoni, Carrell, & Gans,
1983), and even by macaque monkeys (Stevens, Kuhl, & Padden, 1988). These data provided
support for a sensory component in categorical perception, which represents a perceptual
discontinuity based on the psychophysical discontinuities along certain stimulus continua (Miller,
Wier, Pastore, Kelly, & Dooling, 1976; Pisoni, 1977). It appears, however, that these
psychophysical boundaries are shaped by the language experience of the listener to better
correspond to the phoneme-specific features of a native language (Abramson & Lisker, 1967;
Aslin et al, 1983). Another indication that phoneme representations at some level or stage are
acoustically based was provided by selective adaptation studies showing that adaptation in
speech perception is more contingent on spectral than phonemic similarity between the adaptor
and the test sound (Pisoni & Tash, 1975; Aslin et al, 1983).
4.4. Auditory abilities in children with learning and language disabilities
Deficiencies in a variety of auditory skills, including auditory discrimination and auditory
memory span, have been documented in learning and language impaired children (Tallal &
Piercy, 1974; Tallal & Piercy, 1975; Elliott, Longinotti, Meyer, Raz, & Zucker, 1981; Tallal,
Stark, & Mellits, 1985; Elliott, 1986; Elliott, Busse, Partridge, Rupert, & DeGraaf, 1986; Elliott
& Busse, 1987; Elliott & Hammer, 1988; Elliott, Hammer, & School, 1989; Oberklaid, Harris,
& Keir, 1989; Wright et al, 1997).
Elliott et al. (1989) investigated large groups of 6-7- and 8-11-year-old children who were
attending either regular classrooms or special classes for children with language-learning problems
(without mental delays). In these children, the discrimination thresholds (measured as JNDs) of
VOT (/pa/ to /ba/) and place-of-articulation (/ba/-/da/-/ga/) continua were determined along
with pure-tone auditory sensitivity, receptive vocabulary, and short-term verbal memory span.
The authors found remarkable differences between regular-classroom attendants and language-
learning impaired children, especially in the younger age group and in particular for the VOT
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differences. The JND measures alone correctly classified 79% of younger and 64,1% of older
children with language problems. The receptive vocabulary measures yielded results similar to
those obtained using the auditory discrimination procedure, probably implying that these two
measures share a considerable portion of source variability. Out of the tools used from WISC-
R, the Digit Span yielded the worst performance results in language-impaired children in both
age groups.
A sub-sample of these children where tested once every year from 6 to 9 years of age in
order to delineate developmental changes in, and inter-relations between, auditory tone sensitivity,
discrimination of fine-graded changes in CV syllables, and receptive and expressive language
measures. During the first year of the study, language-learning impaired children were poorer in
auditory sensitivity by no more than 2 dB, and only for 2-kHz tones. During this year, a single
correlation, that between 2 kHz-tone and place-of-articulation JND, was found. By the third
year of the study, however, the number of significant correlations increased. Across the three
years, JNDs and behavioral language measures improved in all children, but the language-impaired
ones showed no evidence of “catching up” with their peers. The authors therefore concluded
that the concept of  “normal hearing” needs to be reconsidered, since, despite the absence
(according to conventional measures) of differences in auditory sensitivity between the groups,
the language-impaired children were remarkably poorer on a variety of language measures
(Elliott & Hammer, 1988). The increasing number of correlations between (elevated) auditory
thresholds and JNDs over time may imply amplification of the effects of even slightly lowered
auditory sensitivity on auditory discrimination. Alternatively, the JND procedure could be more
reliable for older children.
In a series of studies, Tallal & Piercy (1974; 1975) and Tallal et al. (1985) investigated
children with “developmental aphasia” (or specific language impairment, SLI). It was found
that children with SLI are impaired in discriminating CV syllables that contain brief but not long
formant transitions (Tallal & Piercy, 1974), brief vowels (Tallal & Piercy, 1975), or brief tones
(Tallal et al, 1985). They also had problems with rapidly but not slowly presented speech or
non-speech items (tones, flashes, letters, skin touches) (Tallal et al, 1985). The authors therefore
concluded that children with SLI exhibit general (not specific to speech) sensory deficit in
processing brief and/or rapidly paced information. However, subsequent studies in children
with reading disability provided evidence that their difficulty to discriminate CV syllables,
containing brief formant transitions, are likely to be phonological in nature (Studdert-Kennedy
& Mody, 1995; Mody, Studdert-Kennedy, & Brady, 1997) and that their inferior performance
with rapidly presented stimuli is due to the amplification of subtle resolution deficits in a
contrasting feature rather than due to the generally slowed neural processing (Reed, 1989).
Bradlow et al. (1999) aimed to re-test the hypothesis of difficulty in discriminating brief
acoustic information in a group of 89 learning-impaired and 129 healthy 6-15-year-old children.
When short-transition syllables were used, the children with learning problems showed poorer
discrimination for the /da/-/ga/ but not for the /ba/-/wa/ continuum items. Therefore, in addition
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to the length of the sound, also its acoustic contents appear to influence the discriminative
abilities. Lengthening the /da/-/ga/ transition from 40 to 80 ms did not improve the behavioral
discrimination of the learning-impaired children, however it eliminated the difference between
the groups in an event-related potential (the MMN, see 5.3 & 8.2) marking preattentive sound
discrimination.
Further findings relating non-speech auditory skills and SLI in children have been obtained
using a psychophysical method (Wright et al, 1997). The authors found that in these children
backward masking is markedly enhanced and the frequency resolution (see 5.1.2) of non-speech
stimuli is clearly compromised. These deficiencies might interfere with the encoding and read-
out of rapidly occurring acoustic input, such as that of speech sounds. However, recently Bishop
et al. (1999) found evidence that auditory skills such as detection of a backward-masked tone,
detection of frequency modulation or pitch discrimination using temporal cues do not perfectly
differentiate children with language impairment from their healthy peers. The authors concluded
that auditory deficits, especially involving processing of temporal information, are not necessary
or sufficient causatives for language impairment.
Strikingly enough, out of 133 children referred to multidisciplinary clinics for an audiologic
screening due to problems in academic performance, 69.9% were found to be auditorily impaired
(Oberklaid et al, 1989). Hearing acuity was impaired in only 17.9% of these children, whereas
almost 31% showed impaired speech-in-noise discrimination, and 62.4% had reduced auditory
short-term memory span. The authors attempted to identify possible predictors of auditory
disability from parent and teacher questionnaires. Only one item, that is, “history of trouble with
hearing”, correlated with the measures of hearing acuity. Notably, no relationship with the
history of middle-ear infections was found. Other significant correlations were between the
academic performance and behavioral auditory short-term memory measures. The authors
concluded that in many children with school problems but with no history of hearing impairment,
deficient central auditory processing might lie behind their academic failure. It was further
suggested that central auditory abilities in these children should be evaluated irrespective of
hearing history.
Further evidence on the role of auditory abilities in everyday language perception is provided
by the ERP studies showing that deficiencies in auditory skills are associated with the
developmental and acquired language disorders (see 8.2).
To summarize, correlational (though not causative) evidence for the relationship between
auditory skills and language proficiency is available. However, few studies have found a
dissociation between impaired language and intact performance on auditory tasks. Therefore,
further research is needed to examine the relationship between auditory deficits and language
disorders.
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5. SHORT-TERM MEMORY
Auditory sensory discrimination is thought to occur within the sensory STM store, whereas
phonological processes, subserving language functions, have been ascribed to the phonological
STM functions. Sensory processing is difficult to study using behavioral responses, even more
so in infants and young children. Therefore finding the correlates and differences between the
STM findings obtained behaviorally and with the ERPs may allow, to some extent, distinction
between the contributions of sensory and phonological modes of processing, and to clarify the
developmental features of each.
Five ERP studies in the present thesis investigated durability of short-term memory traces
for tones (Studies I, IV, V, VI, VII) and one study for the CV syllables (Study V). In view of the
fact that most probably they tapped sensory mode of sound processing, the information available
on the relationship between the two kinds of short-term memories is essential for evaluating the
relevance of the present ERP findings, indicating STM functioning and development, for the
known language disability profiles of children with oral clefts.
5.1. The definition of short-term memory and its types
Hebb (1949) and Ellis (1963) proposed the concept of “stimulus trace” as a model for the
neural memory substrate. According to them, this trace is a reverberatory activity in neural
circuits that is triggered by a stimulus. The trace decays quickly unless it is reinforced by stimulus
repetition or matches with an already existing, long-term memory (LTM) trace. Even though
the understanding of neurophysiological mechanisms underlying memory has changed during
the last decades, the concept of memory trace itself remains viable (Näätänen, 1992a; Cowan,
Winkler, Teder, & Näätänen, 1993; Cowan, 1995; Näätänen & Winkler, 1999).
A most general up-to-date definition of STM states that any type and level of supra-threshold
neural activation can be regarded as short-term residence, or a short-term memory trace (Shiffrin,
1993). The kind of information that is stored depends on stimulus properties, task, subject
abilities, and so forth. STM can be comprehended as a set of activated memory elements at a
given time, a subset of which, falling into the focus of attention, subserves operations of a
central executive module of working memory system (Baddeley, 1986; Cowan, 1995). The
central executive has been defined as a limited-capacity core system of working memory,
coordinating and controlling the information from the subsidiary subsystems (a visuo-spatial
pad and an articulatory loop) to ensure context/task-appropriate behavior (Baddeley, 1997).
Sensory STM, as opposed to other STM types (such as phonological or semantic STM,
which essentially operate on coded information), is defined by (1) exquisitely modality-specific
information, which can not be translated into another modality; and (2) the accuracy of sensory
content, allowing a distinction between even slightly different stimuli that may belong to the
same pre-existing category (Cowan, 1995). A large amount of the information within sensory
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STM can be processed in a parallel manner, without being attended to or comprehended (Cowan,
1995). Two major functions have been attributed to the sensory STM store: first, it allows more
time for stimulus processing (e.g., the read-out to further processing stages or for top-down
processing; the perceptual extension of very brief sensory events), and second, it allows integration
of sensory input over time (Cowan, 1988; Näätänen, 1992a; Cowan, 1995). Auditory sensory
memory (ASM), considered in this work, operates on acoustic sound features.
According to Näätänen (1990; 1992a) and Cowan (1984; 1995), available evidence implies
that sensory memory can be comprehended as a phasic process. Its first, very short phase, lasts
about 200-300 ms. During this phase, sensory stimulus information is encoded into a
neurophysiological mechanism of STM. This phase works as a window, sliding in time, during
which sensory information is integrated (Näätänen, 1992a). Such a temporal integration makes
psychological perception of a continuous presence possible, as opposed to a fragmented moment-
by-moment lapse of time (Näätänen, 1990). In speech sound processing, an integration of spectral
transitions between neighboring phonemes occurs during this phase, preventing mutual masking
effects between them (Cowan, 1984).
The second, short phase of sensory memory lasts 10 to 20 s and represents the time window
during which sensory information remains in an active state and is available for conscious
perception and attentional selection, and thus for top-down processing. Sound representation
in this phase integrates static and dynamic stimulus features and fragments (if any) and maps
them onto the time dimension. Such a representation provides basis of sound perception as an
auditory event (Näätänen & Winkler, 1999). The second phase of the auditory sensory memory
is probably utilized in cognitive, in addition to perceptual, integration (Cowan, 1995). An inherent
decay of the ASM traces has been shown to occur independently of the interference caused by
internal (neural) or external (sensory inputs) noise (Cowan, Lichty, & Groove, 1990).
The third, long or permanent phase, implying LTM traces even for merely sensory stimulus
information, corresponds to the long-term storage of auditory information. According to Cowan
(1988; 1995), it is the activation of long-term memory traces by matching sensory input that
rises their level of activation to that of the STM module.
5.2. Phonological short-term memory
The Baddeley and Hitch model of working memory (Baddeley & Hitch, 1974; Baddeley,
1997) states that working memory functions through the central executive system and two
‘slave’ subsystems – verbal and visuospatial. The verbal component of working memory, the
phonological loop, consists of an active articulatory rehearsal process and a passive phonological
store (Baddeley, 1986). Because the phonological loop can be accessed either by auditory or
visual input, it is assumed that information in the loop is stored in the form of phonological
codes rather than acoustical representations  (Baddeley, 1986). The phonological loop therefore
functions as phonological short-term memory. Verbal information in the phonological store is
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less vulnerable to decay than the corresponding acoustic representations (Gathercole, 1999).
However, it also decays over time if unrehearsed.
There are several theoretical accounts on how phonological information enters the
phonological loop. The phonological loop model (Baddeley & Hitch, 1974; Baddeley, 1986;
1997) proposes that speech processing is specific from the very beginning, either auditory or
visual input being instantly categorized with subsequent obligatory access to the short-term
phonological store. Crowder & Morton (1969; Crowder, 1983) have introduced the concept
precategorical acoustic store (PAS). Processes taking place in this hypothetical store are sensory,
or precategorical, in the sense that they are independent of learned linguistic categorization.
However, speech-specific feature selection and discrimination are accomplished in it, based on
certain acoustic or visual features (e.g., lip movements). More recently, Cowan (1984; 1988;
1995) proposed an integrated model that goes beyond the speech code-acoustic dichotomy. He
proposed that both auditory sensory and phonemic traces are created within the short-term
memory store. After the neural phonological representations have been formed during language
acquisition (Kuh et al, 1992; Cheour et al, 1998b), the incoming speech sounds, along with
creating sensory/acoustic short-term representations, activate the corresponding long-term
memory traces and their conjunctions, thereby bringing them into the active state of the short-
term memory buffer (Cowan, 1995). Recent neurophysiological evidence supports this view. It
has been shown that phonological processing utilizes both phonological and acoustic sound
representations (Winkler et al, 1999a) and, further, that certain experimental designs allow
tapping either of them (Dehaene-Lambertz, 1997; Näätänen et al, 1997). It is likely that the
acquisition of the phonological system of one’s native language proceeds via consolidation of
short-term acoustic and ensuing phonological representations into the long-term memory codes
(Näätänen, 1999). This makes auditory sensory memory an important composite in the
development of short-term memory for speech, which is clearly involved in language learning
and everyday usage.
Phonological short-term capacity dramatically increases during development, two- to three-
fold between 4 and 14 years of age (Gathercole, 1999). The underlying processes are multiple:
maturation of perceptual abilities, sensory memory, and attention, expansion of phonological
storage capacity, growth of vocabulary, and overall sophistication of complex working memory
abilities. The relative contributions of these processes to the maturation of the phonological
loop are unknown.
5.3. Development of auditory sensory memory
Cowan et al. (1982) utilized a backward masking procedure to investigate the first phase of
auditory sensory memory in 8-9-week-old infants and in adults. Infants were not able to detect
a vowel change in a sound pair when the sounds were presented with no silence between them
(duration of each vowel was 50 ms). Their performance improved slightly with a 250-ms SOA,
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and even more with a 400-ms SOA. (Infants could well discriminate vowels in a forward-masking
paradigm even with no silence between the sounds). Adults commonly do not show masking
effects when the mask occurs later than 150-200 ms after the probe (Tervaniemi, Saarinen,
Paavilainen, Danilova, & Näätänen, 1994a). Accordingly, in Cowan et al.’s study (1982), adults
showed near-perfect performance even with a 250-ms SOA. These findings led the authors to
suggest that in infants the initial sensory-memory stage lasts longer and feasibly compensates
for the slower processing speed in them, allowing more time for sound encoding. However, this
supposedly occurs at the cost of ability to process rapidly sequenced acoustic input.
Behavioral research on sensory memory development in older children is extremely scarce
and has been carried out essentially by one research group. In part, this is because behaviorally
it is rather difficult to tap sensory processes without contamination with attentional, motivational
and experience-related factors. Cowan & Kielbasa (1986) investigated 4- to 5-year old children’s
ability to remember pairs of nonsense words. The authors based their study on the known fact
that young children are unable to use memorization strategies to retain phonological material;
therefore their performance would indicate decay of some type of sensory, code-free, memory.
It was found that 4-year-olds probably utilize two distinct types of short-term memory, one of
which decays within 15 sec. The corresponding adult decay time was reported to be 20 ms
(Cowan, 1995). Therefore, the Cowan & Kielbasa’s study (1986) did not unambiguously
demonstrate developmental increase of auditory sensory memory duration. Keller & Cowan
(1994) further addressed this issue, measuring pitch-discrimination decline over increasingly
longer periods of time in 6-7, 10-12 year-olds, and adults. Even though the pitch differences
were adjusted for each age group in order to compensate for the developmental differences in
sensory discrimination abilities, a significant increase of sensory memory persistence with
increasing age was observed (8, 10, and 12 s, respectively).
Further, Saults & Cowan (1996) found that under the verbal interference conditions, first-
grade children forgot unattended words faster than fourth-grade children or adults. The verbal
interference in this study was set to enhance the contribution of sensory memory to the results.
Finally, Cowan et al. (1999), using an unattended-digit recall paradigm, investigated sensory
memory span in groups of first- and fourth-graders and in adults. It was found that digit recall
span significantly and monotonically increased across the investigated ages, and the authors
thoroughly discussed the reasons of why this result reflects the development of sensory memory.
The data reviewed above imply a developmental increase in auditory sensory memory
duration in children from 4 to 12 years old (for corresponding electrophysiological evidence,
see 7.2). However, despite the importance of sensory memory for language acquisition and
overall cognitive performance, there is virtually no behavioral evidence available on this matter
in children below 4 years of age.
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6. AUDITORY EVENT-RELATED POTENTIALS (ERPs)
Recording of auditory cortical ERPs was the main research method of the present thesis.
The developmental aspects of the ERP component structure were addressed with the reference
to the adult auditory ERPs. Therefore, section 6 will describe current understanding of adult
auditory ERPs, and section 7 will review available up-to-date evidence on their development.
6.1. ERP definition and classification
Event-related brain potentials are induced by either environmental (such as sensory stimulus)
or endogenously occurring (such as decision making) events. ERPs appear as transient changes
in the ongoing electrical brain activity (recorded as electroencephalogram, EEG) within a short
time frame preceding or following the eliciting event. Voltage recoded at the scalp surface is
mainly generated by the postsynaptic activity of cortical pyramidal neurons (Martin, 1991b).
Since the dendrites of these cells are parallel to each other and mostly perpendicular to the
cortical surface, their synaptic potentials spread to the scalp surface with little attenuation. In
order to be extracted from the background activity, ERPs are commonly replicated by repeating
(from hundreds to thousands of times) the eliciting event, and subsequently averaging event
time-locked EEG segments with the help of the computerized techniques (for a detailed
description of ERP methodology, see Regan, 1989; Näätänen, 1992b; 1992c; Picton, Lins, &
Scherg, 1995; Chiappa, 1997c).
ERPs typically consist of a series of voltage polarity changes, seen as peaks and troughs in
the ERP waveform. Each ERP deflection probably is a composite of several components that
are generated by parallel streams of neural activity, overlapping in time. A component, thus, is
such a voltage contribution to the ERP which reflects a functionally discrete stage of neural
processing, occurring in a restricted cerebral area (the “generator”; Näätänen & Picton, 1987).
The ERP component structure can be inferred from the effects of experimental manipulations
such as the changes in the timing of the ERP peaks and/or their distribution over the scalp
(Scherg & Picton, 1991; Picton et al, 1995).
ERPs can be classified according to their timing relative to stimulus onset, polarity, anatomical
site of generation, or function reflected by them. The present work concerns the auditory modality;
therefore only the auditory ERPs will be further discussed. Auditory ERPs are classified into
short-latency (BAEP, generated in brainstem and subcortical structures, 0-10 ms after stimulus
onset; see 3.3.3), middle-latency (MLAEP, generated by the early afferent activation of the
primary auditory cortices, 10-70 ms after stimulus onset; see 3.3.3), and long-latency (LLAEP,
cortical, 50-300 ms after stimulus onset) responses.
According to their relation to sensory input, ERP components are classified into exogenous
(or obligatory) and endogenous. Exogenous ERP components are those that “…not only need
a sensory stimulus but are…obligatorily elicited by the occurrence of an appropriate stimulus”
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(Näätänen, 1992c). The exogenous components are determined by physical stimulus
characteristics and change their properties only in relation to stimulus features. The endogenous
components, in contrast, reflect internally generated mental events. The endogenous components
are not obligatory to stimulus occurrence, and vice versa – they may be elicited without sensory
stimulation. Their parameters are only partially related to physical stimulus features (Donchin,
Ritter, & McCallum, 1978). Endogenous components are greatly variable, the sources of this
variability being, in addition to the nature of the internal event, a person’s age, state, experience,
or cognitive capabilities.
Both brainstem and middle-latency auditory ERPs are thought to be exogenous. Among
the long-latency ERPs, exogenous components in adults are represented by the P1-N1-P2-
N2(a) complex, whereas the endogenous components are the MMN, N2b, P300 family of
responses, PN (processing negativity), and CNV (contingent negative variation).
6.2. The component structure of adult exogenous LLAEPs
P1 is the first peak of the adult LLAEPs, having a latency of ca. 50 ms. It probably is
generated in the lateral part of Heshl’s gyrus (secondary auditory cortex) (Smith & Kraus,
1988; Liégeois-Chauvel, Musolino, Badier, Marquis, & Chauvel, 1994). In contrast to N1, the
P1 wave is not generated by stimulus offset. Data bearing on the functional significance of this
component is rather scarce. Woods (1993) and Oades (1995) found evidence for a tonotopical
organization of the P1 generators: P1 was more posteriorly distributed in response to the high-
frequency than to the low-frequency tones.
The N1 wave is the most studied component of adult exogenous LLAEPs, the first ever
recorded from the human scalp (the “vertex” response, Davis, 1939). The N1 is a transient
response to sound onsets and offsets, showing some sensitivity to sound features (Näätänen &
Picton, 1987; Näätänen et al, 1988; Näätänen & Winkler, 1999). At present, it is clear that the
N1 wave is composed of several anatomically and functionally distinct components (Näätänen
& Picton, 1987; Alcaini, Giard, Thévenet, & Pernier, 1994; Giard et al, 1994; Woods, 1995).
Cortical areas, active during N1 generation, are superior (Kropotov et al, 2000) and lateral
(Celesia, 1976) aspects of the superior temporal gyrus, the midbrain, including its reticular
formation and ventro-lateral (non-specific) thalamus (Velasco, Velasco, & Olvera, 1985; Velasco
& Velasco, 1986), and frontal lobes (Giard et al, 1994).
The now classical work of Näätänen and Picton (1987) identified three “true” components
of the auditory N1: (1) A fronto-centrally predominant component with a peak latency of 100
ms (Vaughan & Ritter, 1970), generated bilaterally by vertically oriented sources in the
supratemporal plane. This component has been repeatedly detected using MEG (Lü, Williamson,
& Kaufman, 1992; Virtanen, Ahveninen, Ilmoniemi, Näätänen, & Pekkonen, 1998; Tiitinen,
Sivonen, Alku, Virtanen, & Näätänen, 1999) and potential source mapping (Scherg & Von
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Cramon, 1986a; Scherg & von Cramon, 1986b) techniques. When refracted due to fast stimulation,
this component exhibits frequency-selective adaptation (Näätänen et al, 1988; see also Alain,
Woods, & Covarrubias, 1997), and is therefore considered to be to some extent feature-specific.
The amplitude changes of this component do not, however, correlate with auditory perception
(Näätänen & Winkler, 1999). Therefore, Näätänen & Picton (1987) suggested that this
supratemporal component may either (a) alert sensory analyzers to incoming input, (b) itself
reflect a read-out of the afferent information, or (c) participate, via a stimulus-specific
refractoriness, in the mnemonic retention of sensory stimulus features (see also Lü et al, 1992).
(2) The second component of the N1 is biphasic, with a positive peak at around 100 ms and
a negative one at around 150 ms, generated in the lateral aspect of the superior temporal gyrus
(secondary auditory cortices) and recorded over the temporal areas. The electrical dipole of
this source is radially oriented (Scherg & Von Cramon, 1986a; 1986b; Picton et al, 1999). This
component was first described by Wolpaw and Penry (1975) who termed it the “T-complex”,
with the positive and negative components denominated as Ta and Tb, respectively. Subsequent
studies (Wolpaw & Penry, 1977; McCallum & Curry, 1980) replicated this finding and in addition
revealed that the T-complex is larger contralaterally to the stimulated ear and on the right
regardless of the side of stimulation. Data bearing on the functional significance of this component
is lacking. It appears, however, to be auditory specific.
(3) The third component is a vertex-negative wave with a latency of 100 ms. This component
is thought to be modality-nonspecific, reflecting subject’s level of arousal (Paavilainen et al,
1987), acceptance-rejection, and expectation factors (Näätänen & Picton, 1987). Its refractory
cycle is rather long (Hari, Kaila, Katila, Tuomisto, & Varpula, 1982), exceeding 45 s (Näätänen
& Picton, 1987). Näätänen & Picton (1987) suggested that processes behind this component
might induce a widespread transient arousal of the neural networks, facilitating stimulus detection,
analysis, and response generation. Thus, generation of this component by the nonspecific parts
of the thalamo-reticular system that project directly to the frontal pre-motor cortices, as described
by Velasco & Velasco (1985) and by Velasco et al. (1986), appears comprehensible.
A more recent elaboration on the N1 component structure (reviewed by Woods (1995) and
Picton et al. (1999)) suggested that there are at least 5 genuine subcomponents of the N1. The
N1a (75-95 ms) and the N1c (130-170 ms), together with the interpolated positivity Ta (after
Wolpaw & Penry (1975); 100-150 ms), are generated by radially oriented generators in the
lateral supratemporal plane and lateral superior temporal gyrus. Frontocentral N1’/P90 (85-
110 ms) and vertex N1b (110-140 ms) are generated by tangentially oriented sources in the
supratemporal plane. The N1’/P90 is probably tonotopically organized (Woods, 1995; Picton
et al, 1999), whereas the N1b might be polymodal and have a long refractory period (over 20 s).
Frontal-lobe activity during the N1 generation has been registered by Alcaini et al. (1994),
Giard et al. (1994), and Picton et al. (1999). Alcaini et al. (1994) and Giard et al. (1994) found
frontal activity in the N1 latency range with both short (1 s) and long (16 s) ISIs. The configuration
of the neural N1 sources differed between the two ISI conditions. It was concluded that there is
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a genuine obligatory N1 component (95 ms), generated in the frontal lobe with both short and
longer ISIs, fully recovering within 8 s. Giard et al. (1994) suggested that, in line with the
known role of the prefrontal cortices in the attentional and working-memory processes, this
generator could serve stimulus detection and recruitment of attention to it, the function that
was attributed to the supratemporal component (1) by Näätänen & Picton (1987). Alternatively,
it may serve auditory-motor linkage or integration of information coming from different stages/
streams of auditory processing. The other, more central component (140 ms) emerged with the
ISIs longer than 4 s and did not fully recover even with 16-s ISIs (Alcaini et al, 1994). This
component was suggested to correspond to the non-specific component (3) of Näätänen &
Picton (1987). The frontal N1 components are likely to be generated in the cingulate gyrus or
supplementary motor areas (Giard et al, 1994; Picton et al, 1999).
In patients with lesions in auditory areas of the temporal lobes, auditory symptoms, including
cortical deafness, were variably associated with present (in most of cases) or absent (rarely)
auditory N1 (Woods, Knight, & Neville, 1984; Alain, Woods, & Knight, 1998). These findings
support the view that auditory-cortex N1 generators are not sufficient for auditory perception.
However, the delayed temporal N1 counterpart has been found in adult patients with verbal
auditory agnosia (Klein et al, 1995) and was both delayed and diminished in children with
infantile autism (Bruneau, Roux, Adrien, & Barthélémy, 1999). The frontocentral N1 has been
found diminished in amplitude and peaked later over the right hemisphere in language impaired
children (Neville, Coffey, Holcomb, & Tallal, 1993), but in mentally retarded children it was
significantly enhanced (Bruneau et al, 1999). It therefore appears that the N1 generators can be
dysfunctional in the disorders in which multiple cognitive systems are affected. This is in line
with the brain lesion findings showing that in those cases where the N1 was absent or reduced,
the inferior parietal lobule was destroyed in addition to the auditory areas of the temporal lobe
(Knight, Hillyard, Woods, & Neville, 1980).
The P2 follows the N1 peak at 140-170 ms from stimulus onset. Studies on the P2 component
structure are relatively scarce. Although P2 co-varies with N1 along many stimulus dimensions,
P2 may also behave in an independent way (Knight et al, 1980; Vaughan, Ritter, & Simson,
1980; Paavilainen, Alho, Reinikainen, Sams, & Näätänen, 1991; Tiitinen et al, 1999). Tiitinen et
al. (1999) localized a magnetic P2 source in the auditory cortex anterior to that of N1. Electric
P2 data, however, implied more widespread sources of this peak. Similarly as N1, the P2 amplitude
and latency were affected by stimulus complexity in this study. A possibility of distributed P2
generators was also implied by findings of Knight et al. (1980), who found normal P2 amplitude
and refractoriness in patients with temporo-parietal lesions, and Picton et al. (1999), who found
that posterior medial frontal regions may contribute to the scalp-recorded P2. It has therefore
been suggested that the P2 reflects widespread activity of activating thalamo-reticular system
(Knight et al, 1980; Näätänen & Picton, 1987; Ponton et al, 2000).
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The N2, peaking at ca. 200 ms, is not always seen in adult auditory ERPs, and when present
is of smaller amplitude than the N1. The most comprehensive review on the N2 to date remains
a paper by Näätänen & Picton (1986). There, the authors distinguished several kinds of N2
responses, elicited in different conditions. Out of many components that may occur in the N2
latency range, only three were considered as fully  “automatic”. A basic N2 is an obligatory
component at ca. 200 ms, usually more prominent with longer ISIs, obtained in some studies to
repetitive stimulus presentation.  The second component is a “sleep” N2 wave, which is recorded
during sleep along with an enhanced P1 and a diminished N1 (Picton, Hillyard, Krausz, &
Galambos, 1974; Paavilainen et al, 1987). And, lastly, the MMN, elicited by attended or
unattended deviant sounds (see below), may also overlap the other N2 components.
It therefore appears that the neural systems generating auditory LLAEPs are (1) multiple
and widespread throughout the cerebral cortex, including areas other than primary and secondary
auditory; (2) probably necessary but not sufficient for auditory perception. Little is still known
about the functional significance of the majority (except for the N1) of the LLAEP components,
especially about the positive ones (for a recent review of the ERP correlates of auditory
perception, see Näätänen & Winkler (1999)).
6.3. The Mismatch negativity (MMN) as a probe of central sound representations
A mismatch negativity (MMN) component of the auditory ERPs was used as a main research
tool in the present studies in investigating the development of auditory sensory memory and its
functioning in children with oral clefts. Therefore, the theoretical background of the MMN will
be next reviewed.
6.3.1. Definition and theoretical framework
The MMN is an endogenous component of LLAEPs, most commonly elicited in auditory
modality. It indexes a preconscious response to change in invariance, detected in recent auditory
input (Näätänen, Gaillard, & Mäntysalo, 1978; Näätänen, 1992a; Näätänen & Winkler, 1999;
Picton, Alain, Otten, Ritter, & Achim, 2000). In experimental settings, the MMN is commonly
elicited when a sequence of identical, “standard” sounds is broken by a different, “deviant”,
sound. Two alternative hypotheses could account for this finding. According to the first one,
the MMN represents activity of those afferent neurons which become active in response to the
deviating feature(s) of the deviant sound, whereas those that were responding to the repetitive
standard are refractory (the “new/fresh afferent”, or obligatory-component enhancement
hypothesis) (Näätänen, 1985; Näätänen & Picton, 1987; Näätänen et al, 1988). This assumption
was rejected, however, on the basis of several lines of evidence (Näätänen, 1992c, p.139), such
as the MMN elicitation by sound intensity decrements (Näätänen, Paavilainen, Alho, Reinikainen,
& Sams, 1987b; Näätänen, Paavilainen, Alho, Reinikainen, & Sams, 1989). (For findings using
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simple tonal stimuli see, however, May et al, 1999), omission of a sound component (Winkler &
Näätänen, 1993; Tervaniemi et al, 1994a), or by a violation of relational (abstract) invariance
(Saarinen, Paavilainen, Schröger, Tervaniemi, & Näätänen, 1992; Tervaniemi, Maury, &
Näätänen, 1994b; Paavilainen, Saarinen, Tervaniemi, & Näätänen, 1995; Paavilainen, Jaramillo,
Näätänen, & Winkler, 1999).
Recently, numerous MEG studies have modeled MMN sources as separate from and anterior
to those of N1 (Hari et al, 1984; Sams, Kaukoranta, Hämäläinen, & Näätänen, 1991; Huotilainen
et al, 1993), and intracortical recordings in humans have demonstrated deviance-related activity
in the layers of the cortex other than the tonotopically distributed sound frequency-dependent
activity (Kropotov et al, 2000).
Therefore, an alternative, sensory-memory hypothesis, was formulated by Näätänen to
account for the MMN phenomenon (Näätänen, 1984; 1985; 1992c), see also (Cowan et al,
1993). It postulates that the MMN generators operate on short-lived neural representations
(short-term memory traces) of auditory events, where perceptually relevant auditory features
are integrated along the time dimension (for a recent review, see Näätänen & Winkler, 1999).
This concept, in addition to the above-mentioned experimental evidence, was also based on the
similarities between the MMN elicitation and the characteristics of the echoic short-term memory
(Näätänen, 1992c).
An important feature of the neural representations underlying the MMN generation is their
independence from conscious awareness. That is, these memory traces can be formed
automatically, or pre-consciously, yet they do constitute a sensory substrate for conscious sound
perception (Näätänen, 1992; Tiitinen, May, Reinikainen, & Näätänen, 1994). The MMN can be
elicited when a subject’s attention is directed away from a sound sequence (Näätänen, 1992c;
Näätänen, Paavilainen, Tiitinen, Jiang, & Alho, 1993b), also during REM sleep in adults
(Paavilainen et al, 1987) and in sleeping infants regardless of sleep stage (Alho, Sainio, Sajaniemi,
Reinikainen, & Näätänen, 1990; Cheour-Luhtanen et al, 1995; Alho & Cheour, 1997; Leppänen,
Eklund, & Lyytinen, 1997a; Cheour et al, 1998a; Cheour, Leppänen, & Kraus, 2000).
The assumption that neural representations involved in MMN generation underlie also
conscious sound perception is based on evidence that MMN elicitation correlates with behavioral
discrimination thresholds (Sams et al, 1985; Lang et al, 1990) but not with audibility, the latter
being paralleled by the changes in the N1 amplitude (Martin, Kurzberg, & Stapells, 1999).
Another piece of evidence is the fact that the MMN amplitude parallels, within a certain range,
the magnitude of sound change (Sams et al, 1985; Lang et al, 1990). A third supporting finding
is that perceived differences in sound parameters (e.g., pitch) elicit an MMN even though no
acoustic feature is varied (Winkler et al, 1995). In addition, the improved discrimination of
difficult sound contrasts, achieved by, for instance, perceptual training (Näätänen, Schröger,
Karakas, Tervaniemi, & Paavilainen, 1993; Kraus et al, 1995a; Tremblay, Kraus, Carrell, &
McGee, 1997; Tremblay, Kraus, & McGee, 1998) or learning a foreign language (Näätänen,
1999; Winkler et al, 1999b), is paralleled by an MMN amplitude increase.
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6.3.2. MMN generators
On the basis of polarity reversal at mastoids (Paavilainen et al, 1991), scalp electrical potential
mapping (Giard, Perrin, Pernier, & Bouchet, 1990; Deouell, Bentin, & Giard, 1998), source-
modelling (Scherg & Picton, 1990), MEG (Hari et al, 1984; Sams et al, 1985) data and intra-
cerebral recordings in humans (Kropotov et al, 1995; Kropotov et al, 2000), cats (Csépe, Karmos,
& Molnár, 1987; Csépe, 1995) and monkeys (Javitt, Steinschneider, Schröder, & Arezzo, 1996)
it appears that several bilateral cortical and subcortical regions are implicated in MMN generation.
These are primary (Javitt, Steinschneider, Schroeder, Vaughan, & Arezzo, 1994), secondary
(Kraus et al, 1994), and associative (Levänen, Ahonen, Hari, McEvoy, & Sams, 1996; Kropotov
et al, 2000) auditory cortices on the supratemporal plane, also receiving a strong contribution
from the non-primary thalamocortical pathways, especially for certain stimulus contrasts (e.g.,
durational Kraus et al, 1994); for a review, see (Alho, 1995).
The precise location of the cortical MMN sources has been shown to differ depending on
the nature of the sound (i.e., simple, complex, or phonemic) (Alho et al, 1996; Näätänen et al,
1997; Alain, Achim, & Woods, 1999), the deviating feature (Giard et al, 1995; Levänen et al,
1996; Frodl-Bauch, Kathmann, Möller, & Hegerl, 1997), and even the feature parameters (Tiitinen
et al, 1993). In addition, the auditory-cortex MMN generator might in fact consist of two
further subcomponents: Paavilainen et al. (1991) found that the later part of the MMN component
does not invert polarity at the mastoids, suggesting secondary-auditory or association-cortex
activity. Further, evidence has been reported for an infratemporal MMN generator, appearing
as a positive component at the mastoids, though distinguished from the classical MMN polarity
inversion on the basis of the time course, distinct from that of its frontal counterpart (Baldeweg,
Williams, & Gruzelier, 1999).
Näätänen & Michie (1979) suggested that in addition to the feature-specific auditory-
cortex generator, a non-specific source might be located in the right frontal lobe. Indeed, scalp
potential mapping and source-modeling techniques (Giard et al, 1990; Deouell et al, 1998;
Rinne, Alho, Ilmoniemi, Virtanen, & Näätänen, 2000) demonstrated a right frontal-lobe generator
of the MMN. It was proposed that the frontal MMN generator subserves involuntary call for
attention to the deviant (thus potentially significant) events in the auditory environment, and
therefore has biological relevance in the sense of orienting and survival (Näätänen, 1985; 1986b;
1988b; Giard et al, 1990; Tiitinen et al, 1994). In ERP terms, this provides a link between the
preattentive detection of deviance and subsequent attentional processes (N2b-P3a complex)
triggered by it (Näätänen, 1990; Escera, Alho, Schröger, & Winkler, 2000).
On the basis of lesion data in adult humans, Alho et al. (1994) and Alain et al. (1998) (see
also Knight, Scabini, & Woods, 1989) introduced a concept of a fronto-temporal functional
network, involved in the MMN generation, with the prefrontal cortex modulating activity of the
temporal-cortex generators. These authors proposed that the dorsolateral prefrontal cortex
probably suppresses temporal-cortex reactivity to the repeated stimulus but, on the other hand,
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may support the short-term activation in the auditory cortex so that the stimulus information
can be utilized in further processing.
6.3.3. Phenomena that can be probed with MMN
The traces underlying MMN elicitation can be short-term in nature, or they can be long-
term neural “templates”, activated by a matching auditory input (Cowan, 1984; 1993; Cowan,
1995). Examples of LTM trace recruitment in the mismatch process are discrimination of a
contrast that required training (Näätänen et al, 1993; Tremblay et al, 1997; 1998) or of the
phonemes in a well-mastered language (Näätänen et al, 1997; Winkler et al, 1999a). Further,
with the MMN it is possible to monitor how a short-term memory trace (usually for a complex
sound) becomes more accurate during learning (Näätänen et al, 1993; 1997; Cheour et al,
1998b; Winkler et al, 1999b).
The MMN has so far been elicited by changes in a variety of acoustic stimulus features and
their combinations (Näätänen, 1992a; Winkler & Schröger, 1995; Desjardins, Trainor, Hevenor,
& Polak, 1999; Näätänen & Winkler, 1999), presentation rate (Nordby, Roth, & Pfefferbaum,
1988), relational invariance (Paavilainen et al, 1995), and phoneme identity (Dehaene-Lambertz,
1997; Näätänen et al, 1997; Winkler et al, 1999a; 1999b).
Whether the MMN generation is based on the representations of invariance of separate
stimulus features (Huotilainen et al, 1993; Deacon, Nousak, Pilotti, Ritter, & Yang, 1998), the
combination of several features (Gomes, Bernstein, Ritter, Vaughan, & Miller, 1997; Takegata,
Paavilainen, Näätänen, & Winkler, 1999), or on the holistic representation of an [invariant]
auditory event (Czigler & Winkler, 1996; Sussman, Gomes, Nousak, Ritter, & Vaughan, 1998)
probably depends on the demands imposed by the discrimination contrast (for reviews, see
Ritter, Deacon, Gomes, Javitt, & Vaughan, 1995; Näätänen & Winkler, 1999). This implies that
in sensory memory, separate stimulus features are stored in parallel with their gestalt
representation.
By prolonging the time interval between successive stimuli (the interstimulus interval, ISI),
it is possible to obtain some information about the duration of the sensory trace of the standard
stimulus, provided by the diminution of the MMN amplitude with longer ISIs (Mäntysalo &
Näätänen, 1987; Näätänen, Paavilainen, Alho, Reinikainen, & Sams, 1987c; Böttcher-Gandor
& Ullsperger, 1992; Näätänen, 1992c). The rationale behind such an experimental manipulation
is that when the deviant stimulus is presented after a prolonged period of time, the memory
trace of the standard/invariance may have degraded to a level indistinguishable from the slightly
different deviant stimulus. In adults, the longest ISI, for which the MMN was still elicited, was
10 s (Sams, Hari, Rif, & Knuutila, 1993; for a new alternative paradigm, see Grau, Escera,
Yago, & Polo, 1998). However, there probably are several components contributing to the
memory decay registered in such a paradigm (Jääskeläinen, Hautamäki, Näätänen, & Ilmoniemi,
1999; Picton et al, 2000). The strength/precision of the memory trace is a variable to start with.
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It depends on the reinforcement rate and thus on the ISI between the standard stimuli and on
the number of standards preceding the deviant. The second variable is sensory memory decay
proper. It probably involves gradual cessation of the activity within the neural networks
representing the stimulus/invariance and the background neural interference.
7. DEVELOPMENT OF THE LONG-LATENCY AUDITORY ERPs
7.1. Development of obligatory LLAEP components
7.1.1. Infancy
In newborn infants, auditory LLAEPs bear no resemblance to the adult P1-N1-P2-N2
complex. The ERP of a full term newborn at midline of the scull is dominated by a large positive
deflection at 100 to 450 ms, followed by a negativity at 600-700 ms (Kurtzberg, Hilpert, Kreuzer,
& Vaughan, 1984a; Kurtzberg, Vaughan, & Novak, 1986; Vaughan & Kurtzberg, 1991). The
predominance of positive voltage at birth was suggested to result from the activity in cortical
layers other that the layer IV, the main receiver of thaloamocortical inputs. Most of the studies
on ERP maturation during the first year of life (for a review, see Thomas & Crow, 1994) have
found, at somewhat differing ages and latencies, emergence of two prominent negativities,
shortening of peak latencies with age, and growth of the peak amplitude until 6 months of age
(Novak, Kurzberg, Kreuzer, & Vaughan, 1989; Vaughan & Kurtzberg, 1991) or even longer
(Ohlrich & Barnet, 1971; Ohlrich, Barnet, Weiss, & Shanks, 1978).
  Novak et al. (1989) followed, from birth to 6 months of age, the development of cortical
ERPs to /da/ and /ta/ syllables and to the tones composed of formant frequencies of the syllable
/da/. The authors found that starting at 3 months of age, the midline positivity of newborn ERP
was intervened by a negative deflection at160-200 ms (called N1M by the authors). Importantly,
the positive deflections preceding and following the N1M negativity (P1M and P2M, respectively)
had different scalp predominance: the P1M was found to be largest frontally, whereas the P2M
– centrally. Further, Kurtzberg and colleagues (1984a; Novak et al, 1989) distinguished different
midline and temporal waveforms of the infant ERP. The midline responses change from surface-
negative to surface-positive when babies grow from 25 weeks CA to term (Weitzman & Graziani,
1968; Barnet, Ohlrich, Weiss, & Shanks, 1975). The temporal responses lag behind the
corresponding maturational changes by 1-2 months (Kurtzberg et al, 1984a; Vaughan &
Kurtzberg, 1991). Kurtzberg et al (1984a) classified these changes into 5 stages of LLAEP
development during the perinatal period, each characterized by predominant positive, negative,
or transitional ERP polarity over the midline and temporal sites. Further, the asynchronous
development of midline and temporal waveforms lead the authors to suggest independent
generators of these ERP waves, the midline responses reflecting activity in the earlier maturing
primary, whereas the lateral responses – in somewhat later maturing secondary auditory fields.
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In the Developmental laboratory of the CBRU, a follow-up study on infants from birth to 1
year of age is underway (Kushnerenko et al, submitted). Fig. 5 shows the ERPs of a subgroup
of 6 infants from birth to 12 months of age, obtained in response to 200-ms harmonic tones
presented with a 700-ms ISI. The dashed line in the figure is drawn at 250 ms after stimulus
onset.
At birth, a positivity, peaking slightly after 250 ms, was the predominant ERP peak. It was
followed by two (at ca. 350 and 600 ms) low-amplitude negative deflections. The predominance
of positivity in newborn ERPs is consistent with previous reports (Kurtzberg et al, 1984a;
Novak et al, 1989; Vaughan & Kurtzberg, 1991). However, in the aforementioned studies much
longer ISIs were used. In these studies the positivity was larger, with the longer latency of peak
maxima (between 150 and 325 ms). The ERPs shown in Fig. 5, in contrast, are partially refracted
responses due to the rapid stimulation. As it appears, the positive components of newborn ERP
are more sensitive to stimulus rate, especially the peak following the intervening negativity. The
negative deflections, in contrast, retain their amplitudes also with short ISIs.
By the age of 3 months (Fig. 5), the amplitude of the dominant positivity increased, both
preceding and following the negative (at 350 ms) deflection, whereas the amplitude of the
negativity at 350 ms increased only slightly. In contrast, between 3 and 6 months of age the
main ERP development consisted of growth in the negative components. The earlier negative
deflection now peaked at ca. 280 ms (the predecessor of the N250; see 7.1.2), and the later one
developed to a still rather protracted but robust peak at 500-600 ms (the predecessor of the
N450; see 7.1.2). During this time period, the latencies of all the positive and negative peaks
shortened. At the age of 6 months, the trough between the now well-formed N250 and N450
peaks (we call it P350) became evident. Sequentially, the P350 positivity followed the N250,
not the (absent) N1 wave (Ponton et al, 2000). Therefore, the through between the N250 and
the N450 of this data cannot be regarded as a predecessor of the adult P2. From 6 to 12 months
of age, the ERP waveform morphology did not anymore change, further maturation being
expressed by the increase of the peak-to-peak amplitudes of all the ERP waves. Notably, the
most robust and consistent ERP peak during infancy was the sequentially first positivity, the
P150 (Fig. 5). It appears that it constituted an early part of the neonatal positivity and evolved
(by steady latency shortening and amplitude increase) into the P150 peak, a predecessor of
childhood and adulthood P1.
To summarize, during infancy obligatory ERPs change remarkably, rapidly, and in complex
ways. The main tendencies are (1) emergence of two negative deflections on the large positivity
background, (2) striking increase in the peak amplitudes from birth to 12 months of age, with
each of the peaks having its own spurt periods, and (3) gradual shortening of the peak latencies.
As early as by 6 months of age the auditory cortical ERPs attain the structure that will be seen
during the next 10 years of life: the P150-N250-(P350)-N450 complex (Neville et al, 1993;
Paetau, Ahonen, Salonen, Sams, 1995).
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Fig. 5. Standard-stimulus ERPs obtained in 9 infants during the first year of life. The
         stimuli were 200-ms harmonic tones with partials of 500, 1000, and 1500 Hz.
55
The neural mechanisms underlying the described ERP changes are known only in general
terms. The latency reduction is probably related to advancing myelination and increasing synaptic
efficiency (Eggermont, 1988; Ponton et al, 1999). The amplitude increase clearly correlates
with growth of synaptic density, paralleled by improving synaptic efficiency and spatiotemporal
synchronization. The appearance of new peaks is evidently caused by the changing relative
contribution of synaptic activity in superficial as compared to the deeper cortical layers. These
changes are probably not related to the developing thalamocortical afferentation, which is largely
completed before term, but rather reflect advancing intra- and trans-cortical neuronal connectivity
(Galambos, 1982; Kurtzberg et al, 1984a; Courchesne, 1990; Ponton et al, 1999).
7.1.2. Childhood
The typical childhood response to frequently presented sounds consists of the P100 (or
P1), N250 (or N2), and N450 peaks (Korpilahti & Lang, 1994; Sharma, Kraus, McGee, &
Nicol, 1997; Ponton et al, 2000). As evident from section 7.1.1, these responses emerge during
the first year of life.
An adult-like N1 response can be recorded starting from about 3 years of age (Paetau et al,
1995; Ceponiene, Shestakova, Aro, Alku, & Näätänen, in prep), but only with long ISIs.
Detectability of the N1 increases with age until after puberty (Martin, Bajaras, Fernandez, &
Torres, 1988; Tonnquist-Uhlen, 1995; Sharma et al, 1997; Ponton et al, 2000). Bruneau et al.
(1997) showed smaller and later frontocentral N1b and larger and later temporal N1c peaks
(see 6.2) in 4-8-year-old children than in adults. Further, the N1b in children was largest frontally
and did not respond to sound intensity changes, whereas that of adults increased over the
midline electrodes with increasing stimulus loudness. It was the bitemporal peak that increased
in amplitude and decreased in latency with more intensive stimuli in children. These findings
indicate that the subcomponents of N1, recorded in children, functionally may not be analogous
to the corresponding adult N1 components. With increasing age, the N1b latency in the Bruneau
et al.’s study (1997) decreased but its amplitude did not change (see also Tonnquist-Uhlen,
1995). Neither the amplitude nor the latency of the N1c peak change from 4 to 8 years of age.
Ponton et al. (2000) examined the maturational course of obligatory ERPs elicited by very
brief (ca 20 ms) click trains in individuals 5 to 20 years of age. The main findings of this study
were a prominent P1 during early childhood and its amplitude correlation with the synaptic
density data; emergence of the N1b peak at 9 years of age and a step-wise change in the P1-N1b
amplitude at around 10 years of age; parallel latency and amplitude changes of the P1 and N1b
peaks and relative stability of the P2 and N2 latencies with a slight decrease in amplitude at
older ages. It was concluded that childhood auditory ERPs are generated by at least two central
systems, differing in their maturational courses.
Karhu et al. (1997) averaged ERPs to consecutive tones according to their serial position
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in a four-tone train in 9-year-old children and adults. In children, it was found that with increasing
serial sound position, the N1b amplitude strongly diminished, whereas that of the N250 increased.
In adults, only the diminution of the N1 amplitude with stimulus repetition was observed.
Interestingly however, in adult ERPs a low-amplitude negative deflection at 200 ms, resembling
reduced childhood N250, was also seen. The authors concluded that the childhood N250
represents neural activity associated with sound-feature representation, its increase upon sound
repetition possibly reflecting the build-up of this representation in sensory memory. Some other
studies have also showed that the N250 reflects acoustic stimulus features: frequency (Korpilahti
et al, in prep), duration  (Kushnerenko et al, in prep), intensity (own unpublished observations),
and complex tone vs. phoneme distinction (eponien et al, in press).
The negativity at ca. 450 ms (N450) becomes robust during infancy (Kushnerenko et al,
submitted) and childhood (Neville et al, 1993), and diminishes in amplitude thereafter. The
functional significance of this ERP peak is unknown.
The above-described findings indicate that there are at least two functionally different
subsystems of central sound processing, having different maturational profiles. Those that are
reflected by the ERP components present at or shortly after birth (the P1, N250, P2/P350, and
the N450 peaks) are probably concerned with the central encoding and analysis of basic sound
features (for a discussion, see 13.1.2). With biological and functional brain maturation, the
neural networks reorganize to, first, analyze the increasingly complex sensory input, and, then,
to perform more efficiently. Feasibly, these processes are respectively reflected by the emergence
of new components during infancy and by reduction of their amplitudes during late childhood.
The second subsystem, represented by the N1 complex, fully develops surprisingly late in
life, and thus (at least some of its components) probably reflects even more complex, integrative
functions such as implementation of (involuntary) sound detection into a sophisticated behavior
of orienting and/or into the working memory processes (see also 13.1.2. in Discussion).
7.2. The MMN as an index of auditory system development
In the first newborn MMN study, Alho et al. (1990) obtained MMN by using a 20%
change in sine-tone frequency. The maturational course of MMN in infancy and childhood has
been addressed by several studies. It was shown that an MMN could be elicited even in premature
(Cheour-Luhtanen et al, 1996a) and full-term newborns (Cheour-Luhtanen et al, 1995), as well
as in 3-month-old infants (Cheour et al, 1997a) by a phoneme (/y/ vs. /i/) change. When the
MMNs obtained in these three age groups were compared with each other, no amplitude
differences were found (Cheour et al, 1998a). The MMN peak latency, however, was significantly
shorter in full-term than in premature newborns. Also the shape of the MMN signal changed
from a slow negative component in prematures to a well-defined, short peak in 3-month-olds.
An MMN to pitch change in sinusoidal stimuli in newborns was obtained by Kurtzberg et
al. (1995) and Leppänen et al. (1997a). These researchers found an MMN in 75 and 50% of
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newborns, respectively, which is somewhat lower than ca. 80% reported by Cheour et al. (1998a).
However, Cheour et al. (1998a) used acoustically rich stimuli - phonemes, which might explain
the higher incidence of the MMN elicitation in their study (see also Tervaniemi et al., 2000).
Newborns’ discrimination of a duration change in the fricative consonant /s/ in the
pseudoword /asa/, as compared to /as:a/, was investigated by Kushnerenko et al. (2001). The
authors found a significant MMN in response to both the duration decrement and increment by
160 or 240 ms. In this study, two discriminative negativities were obtained, each newborn
showing at least one of them. Out of 36 newborns, the MMN was present in 61%, whereas the
late discriminative negativity of childhood, the LDN (see 7.3), was found in 81.4% of them.
The somewhat lower MMN elicitability in this study was accounted for by the complex sound
structure and the feature that had to be discriminated (duration). An MMN response to changes
in a harmonic tone in newborns was obtained by Ceponiene et al. (under revision) who reported
a latency delay for the MMN elicited by a duration change, as compared to the MMN elicited by
a frequency change.
The afore-mentioned MMN findings indicate that auditory sensory discrimination can be
carried out already by a neonate’s brain. This appears very sensible, since formation of temporary
sound representations in the brain and the ability to distinguish between basic sound features
constitutes the necessary basics for an acquisition of verbal language. The mechanisms underlying
MMN generation probably mature in parallel with the sophistication of the sensory sound feature
analysis, which is a pre-requisite for the processes leading to the MMN elicitation. There are
many reasons for lower MMN elicitation in newborns, as compared to older children and adults.
They include wide [normal] maturational inter-subject variability, robust and rapidly changing
contribution of the obligatory components, the imperfection of the method, and cases with
central auditory processing impairment (for a detailed discussion, see 13.1.3)
In slightly older infants, the MMN has been used to investigate the development of specific
processing of sounds in one’s native language. Cheour et al. (1998b) found that the MMN
amplitude, elicited by vowels of native language, significantly increases from 6 to 12 months of
age. Such a change was not observed for an unfamiliar vowel, regardless of a larger acoustic
difference of this sound from the standard vowel. These findings indicate that the long-term
representations of speech sounds in the infants’ environment are formed during infancy.
Presumably, when activated by an incoming matching phoneme, they strongly contribute to a
mismatch with the previously built memory trace of another (“standard”) sound.
Pang et al. (1998) obtained an MMN to a syllable change from /da/ to /ta/, the two syllables
differing in voice onset time (VOT), in 8-month-old infants and in young adults. The MMN was
larger in adults than in infants at the latency range of 200 to 250 ms. In addition, the in infants
this response was distinct only over the left centro-temporal sites, in contrast to the frontocentral
MMN preponderance in adults. The authors concluded that the maturational changes of the
neural systems underlying consonant discrimination probably are remarkable, with the left
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hemisphere leading the maturation.
Developmental MMN studies in children 1 to 4 years of age are scarce, as studying young
children requires specifically tailored (short) study paradigms and a skilled experimenter. Very
recently, Ceponiene et al. (in prep) obtained an MMN in 3-year-old children in response to a
duration decrement of a liquid consonant in a pseudoword (/al:/ to /al/), and to a phonemic
vowel change (/a/ to /o/). The MMN to the vowel change was very large in amplitude (8-10
µV), indicating that most of the maturational MMN amplitude growth occurs prior to this age.
Consistently, tone frequency-change MMN did not change in amplitude from 4 to 10 years of
age in Shafer, Morr, Kreuzer, & Kurtzberg’s study (2000). In this study, an index of the MMN
maturation was steady shortening of the MMN latencies. Further, Cheour et al. (submitted)
found that the MMN to a duration decrement of a harmonic tone had similar amplitude and
latency values in 4- and 8-year-old children and in young adults. In this study, an index of
developmental auditory differences was posterior MMN distribution in children as compared to
adults, and a significantly larger amplitude of a late MMN component, the LDN (see 7.3), in 4-
year-olds as compared to adults.
During school years, the MMN parameters were found to be stable in most of the studies.
However, in few of them larger MMN amplitudes in children than in adults were found. Csépe
(1992) and Csépe et al. (1995) found no age effect on the tone-frequency change MMN
amplitudes in children from 5 to 15 years of age. Further, Kraus et al. (1999) found no
developmental syllable-change MMN indices in two cohorts of 71 and 81 children aged from 6
to 15 years, as Cheour et al. (submitted) in the duration-decrement MMN amplitude or latency
between 4- and 8-year-old children and young adults. However, Korpilahti et al. (1994) found
an age-related latency shortening of the frequency-change and duration-increment MMNs in 7-
13-year-old children. Similarly, Shafer et al. (2000) found a significant latency decrease of a
tone frequency-change MMN from 4 to 10 years of age. In this study, the MMN amplitude did
not change during studied childhood years but was larger in children than in adults.
The MMN to speech sounds was investigated by Kraus et al. (1992; 1993a) in 7-11-year-
old children and in adults. In these studies, the MMN was obtained in every child tested. No
differences in the MMN peak latency or duration between children and adults was found. In
contrast, the magnitude of the MMN in these studies was larger in children than in adults.
Bellis et al. (2000) examined a syllable change-driven MMN, recorded over the temporal
lobes, in 8-11-year-old children and in two adult groups, one aged 20-25 and the other over 55
years. No significant age-related amplitude changes in this study were reported either. However,
there was a clear tendency in the data for the children’s MMN to be larger in amplitude than that
of the adults.
A remarkable stability of the MMN parameters from childhood to adulthood and high
MMN elicitability in children indicates that the utility of auditory sensory memory, as indexed
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by MMN, is fully mature by school age. Equally importantly, it indicates that auditory sensory
abilities are well developed at this age. The tendency for child MMN amplitude to be larger than
that of adults most probably reflects a general neurobiological trait of higher synaptic density in
children (and less calcified scull bones), since it is paralleled by larger amplitudes also of children’s
obligatory responses. A further sophistication of the MMN generating mechanisms is probably
mainly contingent on extra-sensory factors (e.g., ability to concentrate, motivation) and experience
(e.g., musical education, learning foreign languages, etc.) and thus may vary considerably from
individual to individual.
Auditory sensory memory in children so far has been addressed only by a few MMN studies.
Korpilahti, Lehto & Lang (1996), investigating the MMN obtained with two ISIs in 5 to 9-
year-old children, found that the MMN to a tone pitch change decreased in amplitude with
longer ISIs (500-ms vs. 1500-ms ISI) in children aged 5-6 years, but increased in children aged
7-9 years. It was concluded that the optimal stimulation rate might depend on age. Gomes et al.
(1999) obtained an MMN in groups of children aged 6-7, 8-10, and 11-12 years and in adults by
a first sound (frequency-deviant) in a 8-tone train, when the interval between the trains was 1
sec. However, when this interval was prolonged to 8 sec, the MMN was elicited only in 11-12-
year-old children and in adults.
Thus, there is some ERP evidence indicating that sensory memory duration is prolonged
with increasing age, but this evidence is very scarce. These findings get some support from
(also scarce) behavioral data, suggesting the lengthening of sensory memory span in children
from 4 to 12 years of age (Keller and Cowan, 1994; Cowan & Kielbasa, 1986; for more detail
see 5.3).
Further research is needed in order to determine, at various developmental stages,
characteristics of neural representations indexed by the MMN and their significance to the
development of auditory skills and language acquisition. This means, in part, studying MMN
sensitivity to acoustic sound features as opposed to phonemic changes, and the correspondence
between the MMN elicitation and behavioral performance in children.
7.3. Late discriminative negativity (LDN) in children
The late discriminative negativity (LDN) is most consistently obtained in children, although
a second, later MMN-like negativity has been obtained also in few adult studies (Alho, Woods,
Algazi, & Näätänen, 1992; Trejo, Ryan-Jones, & Kramer, 1995).
In addition to the CV-syllable elicited MMN, Kraus et al. (1993a) also obtained a later
negativity, termed by the authors MM4, in 7-11-year-old children and in adults. In both age
groups, MM4 had a peak latency of 400 ms, whereas its amplitude was significantly larger in
children than in adults. In subsequent studies, Korpilahti (1996) and Korpilahti et al. (submitted)
obtained two negativities in response to complex tones, words, and pseudowords in 4-7-year-
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old children: the early MMN at ca. 212 ms and a late MMN at ca. 430 ms. The earlier MMN in
their studies was significantly larger and peaked earlier for tones than for words. The later
MMN, in turn, was significantly larger for words than pseudowords. The authors proposed that
the later negativity might reflect detection of change in the semantic sound content, a process
depending on the integration of the acoustic input over a certain time period so that the sound
meaning could be inferred.
In contrast to MMN, the LDN undergoes significant developmental changes. As MMN, it
is elicited from newborn age (Kushnerenko et al, 2001) but grows remarkably in amplitude
during childhood (Korpilahti, 1996) and diminishes by young adult age (Kraus et al, 1993a).
Only a few studies have reported the late difference negativity in adults (Alho et al, 1992; Trejo
et al, 1995). Probably the only developmental LDN study up to date is that by Cheour et al.
(submitted), where significant age (4-, 8-year-olds, and adults) and component (MMN vs. LDN)
interaction in a tone duration-decrement paradigm was found. This result originated from the
MMN amplitude being stable over the studied age range, whereas the LDN decreased from 4
years to adulthood. In addition, in the youngest children the LDN amplitude correlated with the
magnitude of the duration decrement, whereas in adults it was the MMN that was sensitive to
this manipulation.
The functional role of the LDN in information processing is far from clear. The LDN might
reflect certain aspects of sound discrimination, since it is elicited in an oddball paradigm in
response to the deviant sounds. This might be especially the case in young children, as it was
found that the amplitude of the LDN correlated with the magnitude of the duration deviance in
4-year-old children but not in adults (Cheour et al, submitted). On the other hand, unlike the
MMN, the LDN undergoes substantial and protracted developmental changes, which indicate
its connection with the slowly maturing processes – either neurobiological (e.g. cortical inhibition)
or higer-order integrative (e.g. attention).
8. CLINICAL MMN STUDIES IN INFANTS AND CHILDREN
8.1.  MMN and evaluation of hearing
Since virtually all children with oral clefts endure middle ear disease during infancy, the
definition of hearing impairment and its evaluation by means of ERPs will be described next.
 “Hearing impairment” indicates a below-norm hearing sensitivity, as defined by the elevated
hearing thresholds for the test tones covering an audible frequency range, or by the impaired
speech recognition at low loudness levels. Peripheral hearing impairment (PHI) results from
pathology in the middle ear (conductive type of PHI), the inner ear, or the eighth nerve
(sensorineural type of PHI). The sound conduction in the brainstem, as measured by brainstem
auditory evoked potentials (BAEPs), is intimately related to, and dependent on, the sound
conduction in the ear and through the VIII nerve (for a detailed review, see Picton et al, 1992).
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Impairment of sound processing in the brainstem is commonly called retro-cochlear. Conductive
hearing impairment in infancy and childhood is most often caused by middle-ear conditions.
Notably, middle ear effusions that occur often in early infancy are transient and therefore difficult
to detect, their effect on the auditory system development hence being uncertain (Picton et al,
1992).
Central auditory impairment (CAI) is defined as the impairment of auditory perception
with no peripheral hearing loss or intellectual retardation (Picton et al, 1992). Keith (1986)
defined central auditory disorder as the impaired ability of a child with normal intelligence and
hearing to attend, discriminate, recognize, remember, or comprehend auditory information.
The CAI thus stems from the defects in subcortical and cortical neural networks. Isolated central
auditory dysfunction may or may not involve structural CNS abnormalities. Cases with structural
abnormalities are most often associated with chromosomal aberrations, craniofacial deformities,
hereditary deafness, infections, and storage diseases such as leukodystrophies (Tucci, 1996).
CAI without structural brain abnormalities, i.e., with functional disability at the core, most
often manifests as developmental language and learning disorders. The pathophysiology of CAI
is not well understood, especially in cases with no known history of hearing impairment or
structural abnormalities. An issue of whether, and under what circumstances, PHI leads to the
functional form of CAI is largely unresolved (see 9.3).
 The PHI and CAI imply different treatment strategies. Unfortunately, in practice the
differentiation between the two is not easily made. These difficulties partially arise from the
limitations of the diagnostic procedures, especially during infancy (Paradise, 1981), and apparently
also from an underestimation of a high incidence of central hearing deficits (Oberklaid et al,
1989).
 Utilizing experimentally controlled behavioral tests it is possible to evaluate linguistic skills
in children starting from 1 year of age (Wetterby & Prigant, 1992; Fenson et al, 1994; Lyytinen,
1999). The Reynell Language Development Scale allows one to evaluate speech comprehension
and expression starting from 1.5 years of age (Edwards, Garman, Hughes, Letts, & Sinka,
1999). These procedures provide estimates of the end product of language comprehension,
expression, vocabulary, or grammar. However, as Bayley and Wolery (1989) noted, there exist
numerous barriers to assess speech, language, and communication in young children, rendering
the behavioral assessment a difficult and imperfect process. For instance, behavioral methods
rely on motorics as much as on perception itself, which adds much response-based variability to
the results. In addition, the range of the normal developmental language variability in early
childhood is wide (Bates, Dale, & Thal, 1995).
It therefore appears that an objective measure of cortical auditory functioning, correlating
with sound perception, is needed to complement the existing hearing evaluation tools. Such a
measure would be especially valuable when evaluating infants and young children at risk for, or
suspected of, central auditory disability.
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Information about the conduction function of the ear, up to the level of the outer hair cells,
can be tested using evoked oto-acoustic emissions, EOAE (Kemp, 1978; Kemp & Ryan, 1991).
However, EOAE do not test hearing as such.
Brainstem auditory evoked potentials, BAEPs, provide information about hearing (brainstem
transmission) thresholds for clicks or for sounds of certain frequencies (Picton & Durieux-
Smith, 1988). There exist BAEP patterns characteristic to either cochlear or sensorineural hearing
loss (Chiappa, 1997a). It is a common practice to use the term “hearing thresholds” when
referring to BAEP results. However, the thresholds measured by the BAEPs do not necessarily
correspond to the perceptual hearing thresholds, either (Picton et al, 1992): children with normal
hearing may have abnormal BAEPs, whereas others with grossly abnormal BAEPs may have
normal hearing. Functions other than hearing acuity - sound localization, for example, are more
commonly associated with the abnormal BAEP results.
Therefore, EOAE and BAEP are good means to test sound transmission in the structures
peripheral to the forebrain. The situation with testing cortical, more perception- and cognition-
related auditory processing and its impairment is much more complicated.
The obligatory components of auditory ERPs have been used to evaluate central auditory
processing in children (Kurtzberg et al, 1984a; Kurtzberg & Vaughan, 1985; Eggermont, 1989;
Vaughan & Kurtzberg, 1991; Ponton et al, 1996a; Bruneau et al, 1997; Karhu et al, 1997;
Leppänen & Lyytinen, 1997b; Bruneau & Gomot, 1998; Bruneau et al, 1999; Ponton et al,
1999; 2000) and adults (Knight et al, 1980; Näätänen & Picton, 1987; Picton & Durieux-Smith,
1988; Knight et al, 1989; Alainet al, 1998; Fischer & Morlet, 1999; Fischer et al, 1999; Tiitinen
et al, 1999). They do provide valuable information about certain stages of central auditory
processing and its dysfunction. However, as was pointed out in section 6.2, the parameters of
the main obligatory peak of the LLAEP, the N1, correlate with the auditory perception only
moderately. No evidence bearing on the relation of childhood LLAEP components, such as the
N250, with auditory perception is available. The MMN, on the other hand, has been shown to
correlate with auditory perception rather reliably (see 6.3.3) and thus can be used in investigations
of central auditory processing and its deficits. It should be noted, however, that in children there
is only indirect evidence for the MMN parameters correlating with auditory perception.
8.2.  MMN studies in infants and children with language and learning disabilities
Some MMN studies in populations with language disabilities such as specific language
impairment (SLI) or dyslexia investigated discrimination of simple acoustic features, whereas
others investigated discrimination of speech sounds.
One of the earliest MMN findings in 7-13-year-old children with developmental dysphasia
(or SLI) was impaired tone frequency discrimination (500 vs. 553 Hz) (Korpilahti & Lang,
1994). The MMN of these children was also attenuated in a tone-duration change condition, in
which the standard was 50 ms and the deviant 500 ms in duration, but not significantly different
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when the duration difference was smaller (50 ms and 110 ms, respectively). The finding involving
the diminished frequency MMN in dysphasic children was later replicated in 3-6-year-old children
(Holopainen, Korpilahti, Juottonen, Lang, & Sillanpää, 1997).
In a subsequent study of 10 children with SLI, Korpilahti (1995) found an attenuated
MMN to tone frequency change, which was consistent with the children’s impaired behavioral
frequency discrimination. As a group, the SLI children also had difficulties in behaviorally
discriminating vowels and consonants. However, the frequency-MMN amplitude did not correlate
with the behavioral measures of the SLI at the individual level. It is possible, that the contrast
used to elicit the MMN in that study was too simple (frequency change in simple tones) to yield
a correlation with behavioral language performance. In support of this possibility, Uwer, Albrecht,
& von Suchodoletz (1997) found that language-impaired children had an attenuated CV-syllable
MMN, but the MMNs elicited by tone frequency or duration changes were normal in amplitudes.
Similarly, Schulte-Korne et al (1998) found an attenuated late MMN (LDN) response to the /
da/-/ba/ contrast in 12-year-old spelling disabled dyslexic children. However, the MMN to a
sine-tone contrast (1000 vs. 1050 Hz) was not diminished in them. It therefore appears that the
sound contrast needs to be either specific or difficult enough in order to reveal subtle processing
differences between target subject groups.
Tone-frequency MMN was also found to be diminished in 5-9-year-old children with SLI
and in children with delayed language development and intellectual disability (Holopainen et al,
1998). No differences in the MMN between these groups were found. The authors therefore
concluded that the MMN attenuation was connected with language disability but not with mental
delay.
Dyslexia in infants at risk (born in families with a dyslexia background) has been studied by
Leppänen et al (1997b), Leppänen & Lyytinen (1999), and Pihko et al (1999). Leppänen et al
(1997b) tested the ability of 6-month-old infants at risk for dyslexia to discriminate changes in
the duration of the silent-gap in pseudowords /ata/ vs. /at:a/. The prolongation of the gap
duration from 95 ms in the standard pseudoword to 225 ms in the deviant pseudoword resulted
in negativities in both at-risk and healthy infants. At the left central recording site, the MMN
amplitude was significantly smaller in at-risk, as compared with the healthy infants, demonstrating
the sensitivity of this measure to risk for dyslexia in infants.
In their subsequent studies on infants at risk for dyslexia, Leppänen et al. (1999) and Pihko
et al. (1999) used duration decrement as the stimulus change. The authors found that, in general,
ERPs of the newborns at risk were more positive than those of the healthy peers. In healthy
newborns, no negativity was elicited with a 425-ms SOA (stimulus onset asynchrony) by a
duration decrement from 250 to 140 ms in the vowel of a syllable /ka:/. When Leppänen et al.
(1999) prolonged the SOA to 855 ms, they found a negative displacement at 430-475 ms over
the frontal areas in healthy but not in at-risk newborns. Because the latency of this negativity
was longer than that reported in the previous studies, the authors proposed that it might be
caused by differences in obligatory responses to standard and deviant sounds of a different
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duration rather than by the presence of the MMN. At the age of 6 months, Pihko et al. (1999) and
Leppänen et al. (1999) obtained no MMN in either healthy or at-risk infants, and proposed that
in infants a response of positive polarity might be functionally comparable to the MMN in
adults.
Using tones, vowels, and CV syllables as the stimuli, Csépe & Gyurkócza (in press) studied
7-year-old children with dyslexia and their healthy peers (good and poor readers). In this study,
healthy good readers showed hemispheric lateralization characteristic to either tone (right-
hemisphere predominance) or speech (left-hemisphere predominance) MMN, while healthy poor
readers and children with dyslexia showed no hemispheric biases. Further, children with dyslexia
showed significantly smaller MMNs to the CV-syllable changes. In the vowel and tone conditions,
only the more difficult stimulus contrast (out of two difficulty levels used) differentiated the
groups.
Learning-impaired children were investigated by Kraus et al. (1996) who found differences
between large groups of 6-15-year-old learning impaired (n=91) and healthy (n=90) children in
the behavioral discrimination of just discriminable syllable pairs /da/-/ga/ and /ba/-/wa/. As
compared with their healthy peers, the learning impaired children performed significantly worse
when discriminating the /da/-/ga/ but not the /ba/-/wa/ stimulus contrast. A neurophysiological
basis for this finding was provided by measuring the MMN, using the same syllable pairs, in a
group of 42 learning impaired children who discriminated the /ba/-/wa/ contrast well. In these
children, no MMN was elicited by the /da/-/ga/ contrast, whereas a significant MMN was obtained
for the /ba/-/wa/ contrast. Hence, both the MMN was reduced and performance was poorer for
only one, /da/-/ga/, stimulus pair. The /da/-/ga/ distinction is based on a spectro-temporal
difference, whereas the /ba/-/wa/ distinction is based on the difference in a consonant-to-vowel
transition duration. Such a selective impairment can probably be attributed to spectrotemporal
pattern discrimination being more dependent on cortical processing (Kraus, McGee, & Koch,
1998a; 1998b; Koch, McGee, Bradlow, & Kraus, 1999) than sound-duration discrimination,
which has been shown to occur already at the thalamic level (Kraus et al, 1994; 1998a).
Majority of the aforementioned MMN studies in children with language disability found
impaired discrimination between the consonant-vowel syllables but not between either tones or
vowels. This points out to a possible deficit in the precision of mapping very complex and brief
acoustic information, such as burst in stop consonants, onto the neuronal mechanisms of sensory
memory.
A possibility that it is the brevity of the formant-transition duration that renders the /da/-/
ga/ discrimination difficult (a hypothesis put forward by Tallal et al. (1985; 1996) was investigated
by Bradlow et al. (1999) in a group of 89 learning-impaired and 129 healthy children of the
same age as those in the Kraus et al. (1996) study. When short-transition syllables were used,
the children with learning problems showed higher discrimination thresholds and attenuated
MMNs for the /da/-/ga/ but not for the /ba/-/wa/ continuum, just like in the Kraus et al. (1996)
study. Lengthening the /da/-/ga/ transition from 40 to 80 ms eliminated the difference in the
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MMN amplitude between the groups but did not improve behavioral discrimination in the
learning impaired children. This finding indicated that in certain clinical groups the sound
processing is less efficient/accurate, which requires longer exposure to the auditory event (see
also Wright et al, 1997). It also conforms to similar adult data obtained by Tremblay et al. (1998),
showing that training-related changes in MMN may precede the corresponding improvement
in behavioral performance.
The findings of Kraus et al. (1996) and Bradlow et al. (1999) are remarkable in that children
with academic problems, irrespective of whether these problems were caused by learning disability,
attention-hyperactivity disorder, or both, had central auditory impairment (CAI as defined in
the present work). This is in good agreement with Oberklaid et al.’s (1989) suggestion, made
on the basis of behavioral testing, that a remarkable proportion of children with school problems
have an unrecognised deficiency of central auditory processing.
9. ORAL CLEFTING
Since the present work investigated central auditory processing in infants and children with
oral clefts, definition of oral clefting and associated pathology will be  briefly described.
9.1. Current concept of oral clefting: definition and prevalence
Oral clefting is caused by a lack of union of embryonic oro-facial structures, resulting in an
opening in the roof of the mouth such that there is a continuous passage between the mouth and
the nose (Fig. 6). Oral clefts comprise nearly two thirds of major craniofacial malformations
(Johnston et al, 1990). The incidence of oral clefts is 0.5-2 per 1000 live births (Rintala &
Stegars, 1982; Melnick, 1992; Shprintzen & Goldberg, 1995; Hagberg, Larson, & Milerad,
1997), with rates being higher in Caucasians as compared to the black population, and higher in
the Northern than in the Southern countries of Europe.
Importantly, oral clefting is not a disease or a syndrome. Oral clefts occur either as a
symptom (manifestation) of an underlying syndrome or a disease (so-called syndromic clefts;
see 2.1, 2.3, & 9.2), or as an isolated phenomenon (non-syndromic clefts; Shprintzen, 1988).
However, more and more pathological conditions are found to be associated with what was
previously considered a nonsyndromic cleft (see 9.2). These include structural CNS anomalies
(ca. 10% of cases), endocrine dysfunction (20% of clefts are associated with short statue), eye
(5%) and heart anomalies (10%), craniosynostosis, midfacial deficiency, and frequent language
and learning disorders (up to 46 %; Shprintzen, 1995). The main dysfunction, directly caused
by a cleft, is impaired speech. Others involve impaired infant feeding, orthodontic problems,
middle ear disease, and peripheral hearing loss (see 9.3).
 Oral clefts occur in several variations. The simplest and most widely adopted subdivision
of clefts is that into isolated clefts of the palate (CP) and clefts of the lip and palate (CLP), the
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latter incorporating cases of isolated cleft lip/alveolus (CL/A). CP and CLP occur in a ratio 1:2,
when CL/A is included into CL/P category (Johnston et al, 1990). In Sweden, the cleft types
CL/A, CP, and CLP were found to have similar incidence rates of 0.6-0.7 per 1000 live births
(Hagberg et al, 1997).
                      
C
L
P 
CL/A 
CP3
   or
SMCP
CP1
CP2
CL/A -  cleft of the lip with or without cleft in the alveolar arch
CP3 -    overt cleft of the soft palate
CP2 -    cleft, extending to the area between the incisive foramen 
             and soft palate
CP1 -    cleft of the soft and hard palates, extending to the incisive 
             foramen 
CPL -    cleft of the palate and the lip (unilateral)
SMCP - submucous (covered by mucosa) cleft of the soft palate     
incisive
foramen
alveolar arch
pharyngeal
wall
Fig. 6. Anatomy of the roof of the mouth and the classification of the lip and palatal
            clefts, used in the present studies.
CP is anteriorly delimited by an incisive foramen that is a landmark of the anatomical
border between primary and secondary palates (Fig. 6). The secondary palate is formed by a
fusion of left and right maxillary processes (Sadler, 1995). Clefts of the bony (hard) secondary
palate can be uni- or bilateral. Extending backwards from the hard palate there is a soft palate
(Fig. 6), formed of muscles, contracting to produce a velo-pharyngeal closure when speaking
or swallowing. Clefts of the soft palate are always in the midline. They can be overt or submucous
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(a muscular defect covered by mucosa lining).
Among individuals included in CLP group, up to 38% have only CL/A (Johnston et al,
1990; Ritvanen, 1998). In complete CLP, the cleft extends through lip, alveolus, hard, and soft
palates. The nose is also distorted due to the deformity at its base. CLPs are mostly unilateral.
CP and CLP are currently thought of as distinct malformations in the sense of both underlying
genetic substrates and timing of the defect in embryonic development (Shprintzen & Goldberg,
1995). One of the main arguments supporting this view is the fact that the same type of cleft
(CP or CLP) runs in the same families (this is not the case in syndrome-associated clefting;
Shprintzen & Goldberg, 1995).
9.2. Current understanding of genetic background and biological mechanisms of
oral clefting
Some 30 years ago it was believed that the vast majority of oral clefts were isolated anomalies
(Fraser, 1970). Recent reports indicate an incidence of 20% of oral clefts being associated with
multiple anomaly syndromes (Lilius, 1992; Hagberg et al, 1997). Consequently, many multiple
anomaly syndromes incorporating oral clefts have been described, the number currently
approaching 400 (Shprintzen & Goldberg, 1995). Coupled with enormous progress in molecular
genetics, determination of these syndromes improves the chances of discovering the underlying
genetic deficits.
Multifactorial causation of oral clefts, indicating coupling of genetic predisposition with
unfavorable environmental events, has been suggested by Habib (1978) and Melnick (1992).
Presently, four main categories of cleft etiologies are recognized: (1) chromosomal disorders,
(2) genetic disease, (3) teratogen-induced clefting, and (4) mechanically induced clefting
(Shprintzen, 1995).
Chromosomal abnormalities are large genome defects where multiple genes or even a
whole chromosome can be absent or in excess. Therefore the associated pathology in many
cases is incompatible with survival. Survivors endure gross body and brain malformations and
mental retardation. Both CP and CLP are common features in chromosomal disorders. A typical
example of a chromosomal disorder almost non-exclusively associated with CLP is
holoprosencephaly in DeMeyer sequence (see also 2.1).
However, the majority of the known cleft-associated syndromes are genetic in etiology,
where one or several neighboring genes are deleted or duplicated. Most of them incorporate CP
but not CLP. The CATCH 22 syndrome (an acronym for Cardiac anomalies, Abnormal faces,
Thymus hypoplasia, Cleft, and Hypocalcaemia) (Sedlácková, 1967; Shprintzen et al, 1978;
Shprintzen & Goldberg, 1995) has been described as the most frequent syndrome associated
with clefts (Shprintzen, Goldberg, Young, & Woldorf, 1981; Goldberg et al, 1993). CATCH 22
is caused by a microdeletion on the chromosome 22 (Kelley et al, 1993; Driscoll, 1994). Over
30 clinical features are presently attributed to this syndrome. Most characteristic are CP,
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velopharyngeal insufficiency, cardiac anomalies, language impairment, learning disabilities,
typical face and statue, and personality disturbances (Goldberg et al, 1993; Haapanen & Somer,
1993; Hall, 1993). The incidence of cleft in CATCH 22 varies between 56 and 100% (Shprintzen
et al, 1978; Goldberg et al, 1993; Haapanen & Somer, 1993).
Recently, due to the advent of new molecular genetic techniques, a novel model of isolated-
cleft inheritance is developing. It assumes the existence of a major gene locus that encodes
receptor/protein anomalies, leading to impaired fusion of mouth roof tissues. So far, several
gene candidates have been suspected (Brewer et al, 1999; Sakata et al, 1999). One of them is
TGFA (transforming growth factor-a) (Machida et al, 1999), an embryonic form of the epidermal
growth factor, regulating migration, proliferation, differentiation and fusion (Taya et al, 1999)
of palatal epithelial cells. Another one is RARA (retinoic acid receptor) (Shprintzen & Goldberg,
1995). An excess of retinoic acid is a well-known inductor of oral clefts and other anomalies. In
various ways implicated in both palatal and CNS formation are NCAMs (neural cell adhesion
molecules) (Rutishauser et al, 1988; Melnick, 1992) and steroid hormones (Johnston et al,
1990; Carmichael & Shaw, 1999).
The teratogen-induced proportion of clefts is small (fewer than 3%) (Cohen & Bankier,
1991). Known teratogens are alcohol, retinoic acid, corticosteroids, anticonvulsant drugs, and
most illegal psychoactive drugs (e.g., cocaine). Intrauterine fetal hypoxia, together with issuing
edema and micro-hemorrhages, is also registered (Johnston et al, 1990). Mechanical factors are
very rare causes of clefts. Among them are twin-pregnancy, amniotic tearing, and uterine tumor,
directly impinging on fetus.
Mechanisms. Growth of facial prominences starts on the 35th gestational day, upon inductive
influences of overlying epithelium. Importantly in the present context, the neuromediator serotonin
has been found to be a key mediator in the epithelium-mesoderm induction (Lauder, Tannir, &
Sadler, 1988). The shelves of the secondary palate grow from the inside of the maxillary processes.
Before they start approaching each other towards the midline, they are in vertical position with
the tongue interspersed in between. Downward and forward growth of the mandible and
movements of mouth and the tongue cause the tongue to slip down from the inter-maxillary
space. Consequently palatal shelves elevate into horizontal position, grow, and fuse. Epithelial
cell death is taking place on the edges of the palatal shelves, allowing mesenchyme to merge and
to coalesce the shelves (Johnston et al, 1990).
The hypothesized mechanisms of cleft formation vary from mechanical causes to regulation
of cell-cell interactions. Impaired formation of mandible, high-positioned tongue, and other
mechanical factors account for only few cases of clefts. The palatal shelves sometimes do not
elevate despite of normally positioned tongue. Any other abnormalities such as diminished
number of neural crest cells, their impaired differentiation, proliferation or motility, and cell-cell
recognition and adhesion may all cause disconnected lip and palate.
Important for the understanding of why different cleft types might be associated with different
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pathological conditions is knowledge about differences in embryonic formation of the upper lip
and palate. The lip is formed from endoderm, whereas the palate is a derivative of neural crest
cells, transformed into mesoderm (see 2.4). Even more importantly, the midline lip and palate
fusion is separated in time by 1-2 weeks (Sadler, 1995; Shprintzen & Goldberg, 1995): lip and
alveolus are formed at ca 5-6th GW, whereas shelves of the hard palate fuse at 7-9th GW. In
embryological terms, 1-2 weeks is a very long time span, and many genes are effective (up-
regulated) during short periods of embryonic development – only as long as to complete a
predefined tissue- or organ-constructing function.
9.3. Cleft-associated Middle Ear Disease (MED) and its relationship with language
development
Newborns with oral clefts are included in the high-risk register for hearing loss (Hearing,
1994), since serous middle-ear effusion is present in virtually all of them (Paradise & Bluestone,
1974; Witzel, 1995; Anteunis, Brienesse, & Schrander, 1998; Broen, Devers, Doyle, Prouty, &
Moller, 1998). Therefore, infants with clefts are exposed to varying levels of auditory sensory
deprivation during considerable periods of time, featuring speech and language acquisition.
Theoretically, this may contribute to their learning and language problems.
Why does MED develop in infants with oral clefts? The palatopharyngeal muscles at one
end attach to the secondary palate, and at the other - to the pharyngeal wall. The anatomical
defect in the secondary palate, either of its hard or soft parts, impairs biomechanics of these
muscles so that upon contraction they do not provide a sufficient opening of the pharyngeal
orifice of the Eustachian tube, connecting middle-ear and pharyngeal cavities. A result is
compromised middle ear drainage and ventilation (Leuwer, Henschel, Sehhati-Chafai-Leuwer,
Hellner, & Eickhoff, 1999). Serous secret that is normally produced by the middle-ear mucosa
cannot be efficiently discharged and accumulates in it (Witzel, 1995). In addition to impeding
the conductive function of the middle ear, the effusate is an excellent media for the bacteria to
thrive. Although surgical cleft repair corrects the velomuscular configuration in most cases,
incidence of MED after the surgery has been reported to be as high as 50% (Leuwer et al,
1999).
Evidence on the relationship between MED and language and learning disabilities in non-
cleft children is ample though rather contradictory. Some studies have shown that chronic (Zinkus,
Shapiro, & Gottlieb, 1978; Zinkus & Gottlieb, 1980; Clarkson, Eimas, & Marean, 1989) or
even episodic (Sak & Ruben, 1982; Friel-Patti & Finitzo, 1990) MED during early childhood
can result in compromised verbal abilities. Other investigators found that recurrent MED causes
auditory threshold elevation but not language impairment (Ventry, 1980). Somewhat in line
with the latter findings, Oberklaid, Harris, & Keir (1989) found that in the majority of children
with learning problems, indices of auditory dysfunction where not correlated with a history of
MED. Paradise (1981), after reviewing relevant studies, at the time concluded that a causal
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relationship could exist only between chronic MED and language development.
Studies in children with clefts have consistently found elevated hearing thresholds, somewhat
improving with age. However, the relationship between the compromised hearing and the
language and learning disabilities of these children remains controversial. Some studies failed to
find sufficient evidence for causal relationship between MED and language impairment, whereas
others showed significant correlations between peripheral hearing status and verbal abilities of
children with oral clefts.
Jocelyn, Penko, & Rode (1996) followed CLP children (n=16) from 12 to 24 months of
age on their hearing status and mental and language development. Children with CLP had lower
scores than their healthy peers on all the developmental measures and higher incidence of abnormal
tympanograms. Importantly, in this study there was no group difference in hearing sensitivity
between healthy and cleft children, even though among the cleft children there was a correlation
between hearing status at the age of 12 months and language skills at the age of 24 months. The
authors therefore concluded that hearing loss could not account for all the observed developmental
delays. Further, Lamb, Wilson, & Leeper (1972) found no differences in verbal intelligence
quotient (IQ, WISC scale) between two groups of children with clefts - with normal and with
poor hearing, respectively. Estes & Morris (1970) also found no correlation between hearing
status at the time of testing, speech proficiency, and IQ in their sample of 5-16-year-old children
with all types of clefts. Further in line with this, Nation (1970) found delayed development of
vocabulary comprehension and usage in normal-hearing preschool children with clefts.
 Hubbard et al. (1985) studied two matched groups of 5-11-year-old children with clefts,
one of the groups having had tympanostomy performed early, at 3 months, whereas the other
group has been operated late, at the mean age of 30 months. The early-tympanostomy group
had better auditory acuity and consonant articulation than the late group. No differences in
general or verbal IQ scores were found, however. Furthermore, the IQs in this sample of children
were within the published norms.
Broen et al. (1998) found significantly elevated hearing thresholds in 28 children with CP
and CLP as compared to their non-cleft peers at ages of 9, 12, and 15 months. There was no
difference in their hearing thresholds at 18 to 30 months of age. Early hearing history accounted
for most of the variability observed in language measures. The authors concluded that cognitive
disability observed in their study (see 9.4) in children with clefts is language-based, whereas
early language skills relate to hearing and velopharyngeal function. Similarly, in Schönweiler et
al.’s (1999) study on 370 4.5-year-old children with various cleft types 23% had constant normal
hearing, whereas the rest had conductive hearing loss of  >20 dB HL. Children with hearing loss
had significantly more affected phonology, language morphology, syntax, vocabulary,
comprehension, and speech sound discrimination and auditory memory (tested using
pseudowords) than their normally hearing peers with clefts. The authors concluded that speech
and language functions in cleft children were significantly influenced by hearing status.
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Unfortunately, in this study auditory perception was not compared between children with
different cleft types.
Recently, insertion of tympanostomy tubes (which provide middle-ear drainage via an
opening in the tympanic membrane) and advantages of antibiotic therapy have significantly
reduced peripheral hearing loss in children with oral clefts (Gould, 1990). Furthermore, auditory
acuity in children with clefts has been found to improve with age  (Gould, 1990; Rynnel-Dagoo,
Lindberg, & Bagger-Sjoback, 1992). However, the tympanostomy tubes in infants with clefts
are usually inserted no earlier than at 6-9 months (e.g. in the Cleft Centre of Helsinki University
Hospital), in some other centers at 12-18, or even at 30 months of age (Hubbard, Paradise,
McWilliams, Elster, & Taylor, 1985). Therefore, there is still a considerable time period of
auditory sensory deprivation that infants with clefts may endure. Importantly for the purposes
of the present work, no study had found differences in hearing loss between children with CP,
CLP (Kemaloglu, Kobayashi, & Nakajima, 1999), or CATCH 22 (Reyes, LeBlanc, & Bassila,
1999).
Presently available evidence on hearing status and language impairment in children with
oral clefts can be summarized by noting that:
(1) All studies reviewed in this section found elevated auditory thresholds and lowered auditory
acuity in children with clefts;
(2) Most but not all studies found an impairment in language and cognitive development in
these children, especially at younger ages;
(3) No consistent relationship between hearing status and language skills from the reviewed
evidence can be inferred in children with or without clefts;
(4) No study found hearing loss differences between CP, CLP, and CATCH 22 subgroups.
9.4. Patterns of cleft-associated cognitive impairment
Incidence of cognitive disability in the oral cleft population has been reported to range
from 35% (Broder & Strauss, 1989) to 46% (Broder, Richman, & Matheson, 1998). The general
IQ of children with nonsyndromic clefts is at the lower end of the normal range (Strauss &
Broder, 1993). Verbal intelligence deficits in them have consistently been found along with
varying incidence of impairment in other skills. Language deficits include a limited phonemic
repertoire, poor intelligibility, and delays in expressive and comprehensive language skills and
reading.
It has not been uncommon to attribute the observed language deficits of children with
clefts to peripheral hearing loss or articulation defects (Estes & Morris, 1970; Lamb et al, 1972;
Schönweiler et al, 1999). This account has been challenged by studies showing no relationship
between hearing status and language disability (see 9.3). On the basis of these observations, a
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suggestion has been made that cleft type and cognitive impairment are related in a comorbidity
fashion rather than in a cause-effect manner (Estes & Morris, 1970; Lamb et al, 1973). The
number of studies on cognitive performance of children with clefts is rapidly increasing, the
results, however, being rather diverse. In order to structure a large amount of information on
this topic, I sub-grouped the available evidence according to the results.
 I. No differences in cognitive performance between children with different cleft types
found (or no subdivision into cleft types). Lamb et al. (1973) found no differences in either the
Verbal IQ or the Performance IQ between 5-16-year-old children with CLP and CP, even though
verbal IQ was depressed as compared to the performance IQ in the overall sample of the study.
The authors found an interaction such that children of the gender with the lower incidence of a
certain cleft type (e.g., females with CLP) have more severe cognitive disability than children of
a gender with a higher incidence of that same cleft type (e.g., males with CLP). This Gender x
Cleft type interaction was interpreted in terms of the proposed mode of inheritance (Fraser,
1970) suggesting that rare cleft types must possess more of the affected genes necessary to
produce phenotypically expressed clefts. This hypothesis was further supported by the findings
of Lamb et al. (1973) of a higher incidence of accompanying malformations and higher degree
of hearing loss in their experimental children with rare cleft types. Therefore the relation between
cleft type as such and cognitive disability patterns is difficult to isolate in their findings due to
the accompanying deficits in a sub-population of children.
In 3-33-month-old infants with clefts, Fox, Lynch, & Brookshire (1978) found a delay in
both linguistic and non-linguistic skills. Neiman & Savage (1997) reported at risk/delayed
performance on a range of developmental indices at the age of 5 months, which improved by
the age of 15 months, and again deteriorated by the age of 36 months, with verbal (expressive
and comprehensive) deficits prevailing at this age. Broen et al. (1998) found 9-30-month-old
infants with CLP and CP being worse on the verbal as opposed to the nonverbal items of the
Bayley Scales of Infant Development. In addition, the lower verbal scores were due to the
receptive rather than the expressive items. A significant correlation between language disability
and hearing-loss was observed in this study (see also 9.3). Schönweiler, Schönweiler, &
Schmeltzeisen (1996) studying a cohort of 417 1-17-year-old children with clefts, found 92%
with speech and language disorders, 80% of whom also had histories of mild to severe conductive
hearing loss. In this study as well, language skills did not correlate with the cleft type but did
with the severity of hearing loss (see also 9.3).
 II. Children with CP found to perform worse than children with CLP. Estes & Morris
(1970) found only slightly worse Verbal, as compared to Performance, IQ (WISC) in 466 2.5-
15-year-old children with clefts, and slightly lower Verbal IQ in CP as compared to CLP children.
No support in this study was found for the relationship between hearing level, speech
defectiveness, and intelligence.
A rather interesting study by Scherer & D’Antonio (1997) followed the development of
play gesture and imitation along with language skills in 4 CLP and 2 CP toddlers from 20 to 30
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months of age. This method allows overcoming of methodological difficulties when evaluating
language development in a speech-impaired population by not utilizing measures of spoken
language. It was found that CLP children progressed normally on play and language growth but
showed delay in expressive language use, whereas the CP toddlers showed gesture as well as
expressive and receptive language deficits during the observation period.
Richman (1980) studied 57 7-9-year-old normally hearing children with CP and CLP. These
children were a priori subdivided into two groups on the basis of verbal disability patterns as
indicated by the Hiskey DIQ instrument. General language disability (GLD) was defined as
impaired ability in the formation of abstract mental categories and their use in associative reasoning
and memory. Verbal expression disability (VED), in turn, was defined as a disability to verbally
communicate products of these mental processes. There were no differences between the groups
in either of the WISC IQ scales or in speech defectiveness. The GLD children were as good as
the VED children on the reading and arithmetic sub-tests of the WISC scale. However, the
GLD group was found to perform significantly worse at reading and arithmetic when the more
demanding WRAT inventory was applied. In addition, a significant Group x Cleft type interaction
was found, indicating that children with CP had a GLD profile more often than children with
CLP. There was considerable overlap between the cleft types belonging to either of the verbal
ability groups. However, the GLD group included 58% CP and 42% CLP children, whereas the
VED group included 23% and 77%, respectively. These results indicate a considerable variability
and overlap of cognitive disability profiles in children with CP and CLP.
In a subsequent study, Richman and Eliason (1984) investigated 48 8-13-year-old children
with CLP and CP with reading disability. Comparing the groups, the authors found that the CP
children performed significantly worse in memory tasks for words and sentences and in language
association tasks, whereas the groups were equally good in visual perceptual skills. Reading
disability types were also found to differ: the CP group was worse at reading comprehension
and made more non-phonetic errors than the CLP group. It was concluded that the CLP children
are more likely to have exclusively articulation problems, as indicated by the phonetic errors
made by them, whereas CP children have a general language deficiency.
Further, Richman, Eliason, & Lindgren (1988) in 172 children with clefts found reading
disability in 50% of 6-7-year-old, 30% of 8-9, and 20% of 10-13-year-old children. The older
children with CLP had a reading disability incidence comparable to that of the general population
(9%), whereas those with CP showed a much higher incidence of 33%.
 Richman (1990) found significant delays in language, vocabulary, and memory in 4-5-
year-old children regardless of cleft type. By the age 7-8 years, performance improved to the
normal range in all of these children except for the males with CP. They continued to demonstrate
significant language delays. Broder et al. (1998) found learning disability in 46% and deficient
educational progress in 47% out of 168 children with clefts, aged 6 through 18 years. Most
learning-disabled individuals were children with CP, especially males.
III. Children with CLP were found to perform worse than children with CP. Kapp-Simon
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& Krueckeberg (2000) recently investigated 180 children with clefts ranging in age from 6 to 24
months on 5 developmental scales, one of which (imitation-comprehension) tested
comprehensive language abilities. It was found that during the first year of life, infants had
average developmental scores. Importantly, by the end of the second year, 45% of infants
deteriorated in their performance, with 45% of this sample showing significant developmental
delays. Most of the children with developmental delays had CLP.
IV. No language disability found. To my knowledge, there only exists a single study (Hubbard
et al, 1985) where the general and verbal IQs of 5-11-year-old children with clefts were found
to be within the published norms.
CATCH 22. CATCH 22 children display varying levels of IQ depression, delayed language
acquisition (most of them being nonverbal at the age of 2) (Gerdes et al, 1999), a broad range
of expressive, receptive, and associative language deficits, and failure in reading, mathematics
(Golding-Kushner, Weller, & Shprintzen, 1985; Goldberg et al, 1993; Gerdes et al, 1999), and
academic performance (Kok & Solman, 1995). These deficits are far more severe than those
seen in children with any type of nonsydromic cleft (Scherer, D’Antonio, & Kalbfleisch, 1999).
It is important to note that in most of the afore-reviewed studies children with CL/A were
included in the CLP groups, based on the assumption that these two groups belong to the same
etiologic entity (Fraser, 1970; Habib, 1978; Johnston et al, 1990; see also 9.1). However, it
appears that children with CL/A are less affected on many levels of cleft-related pathology,
including MED, nasal resonance, misarticulations (Schönweiler et al, 1999), and cognitive
performance (Kapp-Simon & Krueckeberg, 2000). This needs to be taken into consideration
when interpreting the described results.
In summary:
(1) All but one study found delayed or impaired cognitive functioning in children with oral
clefts. The most consistent deficit concerned verbal intelligence.
(2) Most of the studies that compared cognitive impairment between children with different
cleft types found significant differences in their language performance. More studies found
CP children performing worse than those with CLP; one study found the reverse.
(3) There appears to be a correlation between age and the severity and pattern of cognitive
impairment. During the first year of life, infants with clefts show average developmental
scores. Their performance significantly declines during the following years, and with
advancing age the cleft-type specific disability patterns become better distinguishable.
(4) It appears that studies performed in the 70’s found more severe cognitive impairment than
those conducted in the 90’s. This might be attributed to the improving health care and/or
sampling of children with clefts.
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10. THE AIMS OF THE PRESENT STUDIES
The present study series focused on two related issues. First, they aimed at
investigating central sound processing in healthy infants and school-age children. Sound
processing stage, reflected by obligatory ERP components, was studied together with
preconscious discrimination of and short-term memory durability for tone pitch, as reflected
by the MMN (Studies III, IV, V).
Study V attempted to determine the relation between auditory sensory memory
functioning, as indexed by the MMN, and behaviorally assessed phonological short-term
memory performance in healthy school-age children. The ERP experiment of this study
utilized tonal and difficult speech contrasts. Phonological short-term memory and
pseudoword learning were tested behaviorally. Study V also provided an indirect basis
for the interpretation that ERP findings, obtained in infants and children with oral clefts,
are relevant for understanding the bases of their known language and learning disability
profiles.
A second main focus of this work was determining indices (if any) of CNS involvement
in cleft-associated cognitive impairment. Since the predominant developmental defect in
children with nonsyndromic oral clefts is language impairment (see 9.3), the auditory
sensory-memory buffer, known to be implicitly involved in language acquisition and in its
later development (see 5.1 & 5.2), was targeted as a possible dysfunctioning module.
More specifically, the central auditory processing and preconscious discrimination of tone
pitch was studied in newborns, 6-month-old infants, and school-age children, with and
witout oral clefts (Studies I, II, III, VI, VII), by means of exogenous auditory ERPs and
the MMN. In addition, the duration of sensory memory for tone pitch, as indexed by the
MMN, was studied in healthy newborns (Study I) and in children with (Studies VI, VII)
and without (Studies IV, V) oral clefts.
Study VI, in addition to including children with nonsyndromic clefts, studied those
with the CATCH 22 syndrome (see 9.1), with the purpose to extend the investigation to
the most common syndrome associated with oral clefting.
11. METHODS
11.1. Participants
All healthy newborns (Table 2) were recruited from post-delivery wards of the Women’s
Hospital, Helsinki University Central Hospital, and were studied at the Hospital for Children
and Adolescents, Helsinki University Central Hospital. Before the study, the newborns were
examined by a neonatologist and were considered healthy. The 6-month-old infants belonged to
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families that agreed to participate in a follow-up examination. The healthy school-age children
of the present studies had no reported problems with academic achievement, speech, language,
or hearing. They were recruited from local schools.
                            Table 2. Healthy infants and children
  * out of 12 participants also studied as newborns; ** control group; *** 16 additional
        children performed the pseudoword repetition test; ¤ one participant was 7.1 years old
Newborns with oral clefts (Table 3) were consecutive cases referred to the Cleft Centre of
Helsinki University Central Hospital. The inclusion criteria were (1) normal pregnancy and
uncomplicated delivery, (2) no associated malformations, and (3) no associated somatic pathology.
The 6-mo-old infants belonged to families which agreed to participate in a second examination.
Table 3. Infants and children
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The school-age children with clefts were consecutive cases born in Finland during the year
1989 and treated at the Cleft Centre of Helsinki University Central Hospital. The inclusion
criteria were (1) no known associated syndrome or other malformations, (2) no mental retardation,
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and (3) no known persistent conductive hearing loss (no history of hearing thresholds > 25dB).
The CATCH 22 diagnosis of our participants was confirmed by the Cleft Centre using fluorescent
in situ hybridization (FISH) technique (Emanuel, Budarf, Sellinger, Goldmuntz, & Driscoll,
1992). These children were identified as language impaired according to the WISC-R (Wechsler,
1984), NEPSY (Korkman, Kirk, & Kemp, 1997), or ITPA (Kuusinen & Blåfield, 1974) test
batteries. Six of these children were found impaired also on phonological memory tests.
The infants with clefts were subdivided into two major cleft categories: CLP and CP (Table
3). The school age children with clefts were in subdivided into 6 subgroups according to the
anterioposterior extent of the cleft, determined during clinical examination of the mouth cavity
(Table 3, Fig. 6).
Parents of all the participants gave an informed consent to all the studies. Ethical permissions
were obtained from the Ethical boards of the Clinics of Helsinki University Central Hospital
involved in the studies.
11.2. Stimuli and experimental design
Sinusoidal tones were used as stimuli in all studies. In addition, in Study V disyllabic
pseudowords were employed.
In studies I, IV, VI, and VII ISIs of 350, 700, and 1400 ms in different blocks were used in
order to investigate, in addition to tone-frequency discrimination, the duration of sensory memory
for tone pitch (Fig. 7, Paradigm A). Since in healthy newborns (Study II) the 700-ms ISI yielded
the best results, paradigm B (Fig. 7, middle panel) with only the 700-ms ISI and the Deviant
Alone condition was constructed to study newborn and 6-mo-old infants with clefts (Studies II
& III). The Deviant Alone condition was also administered for smaller subgroups in Studies I &
IV.
In Study V, two ISIs were used (Fig. 7, paradigm C). The shorter ISI was the same as in the
previous studies (350 ms), whereas the longer was set at 2 s - in order to extend the findings
obtained with the 1400-ms ISI in study IV. In addition, this study aimed at comparing sensory-
memory decay functions across stimulus types (tones vs. speech sounds).
The sinusoidal stimuli were 1000 and 1100 Hz in frequency, 100 ms in duration, and had
rise/fall times of 10 ms. They were presented at 75 SPL via two loudspeakers located at both
sides of the participant. Tones were delivered in oddball sequences of 500 sounds, the 1000-Hz
tone being presented at a probability of  .9 (the “standard”), whereas the 1100-Hz tone randomly
replaced the standard at a probability of  .1 (the “deviant”). In the Deviant Alone condition, the
1100-Hz stimuli were presented in exactly the same order and with the same time intervals as in
the 700-ms (infants, Studies I, II, & III) or 350-ms ISI (children, Study IV) oddball sequences,
but without intervening standard tones. The corresponding mean ISIs in these conditions were
6.9 and 4.4s.
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frequent (p= .9) 1000-Hz tone
infrequent (p= .1) 1100-Hz tone
Oddball condition
Oddball conditions
Oddball conditions
Deviant Alone condition
350 ms
700 ms
700 ms
1400 ms
Paradigm B
Paradigm A
interstimulus 
interval
Paradigm C
350 ms
2000 ms
6 900 ms (mean)
Interstimulus
interval
                         Fig. 7. Experimental paradigms used in the present thesis.
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In Study V, disyllabic pseudowords /baga/ and /baka/ were used in addition to sinusoidal
tones (Fig. 8). They were digitized (at 44 kHz) pronunciations of a female native Finnish speaker.
The /baga/ was taken as a template for constructing the other stimulus: In /baga/, a 30-ms splice
containing the consonant /g/ burst was replaced by a corresponding splice from the original
digitized /baka/, containing the burst of consonant /k/. In this way, the two stimuli differed only
in this critical segment, the main difference in it being a 15 ms longer VOT in the /baka/ than in
the /baga/ stimulus. The duration of both pseudowords was 370 ms, whereas the VOT difference
started at 215 ms after sound onset (Fig. 8). The “roles” of the standard and deviant (p= .1)
were counterbalanced for the two stimuli across the participants. Both tones and syllables in
this study were presented with 70-dB SPL. In all the studies, sounds were delivered using the
NeuroStim equipment.
      
   Fig. 8. Waveforms of the bisyllabic stimuli of Study V. VOT – voice onset time.
In Study V, three behavioral tasks were employed. In the Pseudoword repetition and
Pseudoword learning tests, old Finnish words and pseudowords were used. They conformed to
the phonotactical restrictions of the Finnish language but lacked the semantic meaning.
Pseudoword repetition test. In this test, 20 pairs of old Finnish words no longer in use (4-
and 5-syllable items in each pair) were presented to each participant (e.g. /koukatel:a/ - /
uhertelema/). Participants were told to listen to each pair and then immediately repeat them,
starting with “I repeat” (“toistan” in Finnish). One point was given for each repeated pseudoword
in which all the phonemes were correctly reproduced. The 9 best and 9 worst performers on this
test comprised good-repeater and poor-repeater groups of the study. The groups differed in
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repetition performance at the level of p< .001.
Pseudoword learning. A Finnish word coupled with a nonsense word (e.g. /ikkuna/ (window)
– /laka/ (no meaning)) was presented on the computer screen for 3 s, followed by a blank screen
for 1.5 s. Participants were told that they should learn the nonsense words as translations for the
Finnish words they were presented with. After 8 word pairs had been shown, the recall part was
initiated. Now only the Finnish words, one by one and in a random order, appeared on the
screen. Children were asked to orally complement the pairs with the nonsense words they could
remember. Such learning-recall cycles were repeated 4 times. One point was given for each
correctly remembered pseudoword, whereas half a point was given for a response in which at
least a half of the phonemes were in their correct positions. Only the score of the fourth trial
was used in the data analysis.
During the forced-choice sound discrimination task, the same tone and speech stimuli as in
the ERP experiment were presented in pairs (n=50) with the two (350-ms and 2-s) within-pair
ISIs in different blocks. The first stimulus in a pair was always the same, i.e., /baga/ or /baka/,
this being counterbalanced between the blocks. The inter-pair ISI was always 3 s. A soft warning
tone preceded the first stimulus of the pair. If the participant heard the sounds of the pair as the
same, s/he was to join two circles representing the sounds on a paper sheet; if sounds were
heard as different, the second circle was to be crossed out. The number of correct responses
was analyzed by a three-way ANOVA (Group x Stimulus type x ISI).
11.3. EEG recordings and data analysis
Healthy newborn infants were tested in a silent ward in the Hospital for Children and
Adolescents. They were lying in an infant’s cot, loudspeakers located at a ca. 20-cm distance on
both sides of the head. Sleep states were classified on the basis of EEG patterns, behavioral and
vegetative activity, and eye movements. Quiet sleep (QS) was identified on the basis of high-
voltage slow or trace-alternant patterns (Stockard-Pope, Werner, & Bickford, 1992), the absence
of rapid eye movements, behavioral quiescence with occasional startles, and rhythmic respiration.
Active sleep (AS) was characterized by low-voltage irregular or mixed EEG patterns, rapid eye
movements, irregular respiration, occasional limb movements, and involuntary smiles. Open
eyes characterized the awake state.
Newborns with clefts and older infants and children were tested in a soundproof and
electromagnetically proof chamber at the Department of Psychology, University of Helsinki.
Newborns lay on a stretched-out experimental chair, whereas 6-mo-old infants sat in a safety
seat or in their parents’ lap. School-age children sat in an armchair and watched soundless
videos of their own choice. Breaks were given as needed. The experiments lasted ca. 1.5 hours.
Single-use electrodes were used in infant recordings, whereas Ag/AgCl cup electrodes
were used with children. In all studies, electrodes F3, F4, C3, C4, P3, and P4 (in Study IV also
T3 and T4), according to the International 10-20 system (Jasper, 1958), were used. The right
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mastoid served as a reference, whereas a recording electrode was attached to the left mastoid
for off-line re-referencing of the left-side tracings. The ground electrode was commonly placed
at the forehead (in newborns on the cheek), and eye movements were monitored using two
common-reference electrodes, one at the outer canthus of and the other below the right eye.
The EEG was amplified at DC-30 Hz in studies III, IV, V, VI, VII and at 0.1-70 Hz in
Studies I & II, and digitized at 250 Hz using the NeuroScan 3.0 system. Off-line, the data were
epoched to 850-ms intervals that were time-locked to stimulus onset. The mean voltage over
the 50- or 100-ms pre-stimulus period was used as a baseline value. The epochs were then
band-pass filtered (0.5-30 Hz in Studies I, II, IV, V, VI, VII and 1.0-15 in Study III) and
baseline corrected. After that, artifact rejection was applied, by which epochs exceeding absolute
voltage of ±150 µV (±100µV in Study V), as well as first 3-4 epochs of each block were
omitted from averaging. Epochs were averaged according to the stimulus type. The aim was to
collect at least 100 trials in the deviant-stimulus average.
Data measurement and analysis. Deviant-minus-standard ERP difference waveforms were
computed in order to visualize and measure the MMN and LDN components of the ERPs. In
Studies III, IV, & VIII, the amplitudes of the obligatory response peaks were also evaluated.
Due to the developmentally larger ERP peak latency jitter in infants and children, amplitudes
were measured at individual latencies for each participant. The latency windows from where
the peaks were measured were predefined on the basis of the over-participants grand mean
waveform and from the peak latency distribution in the data of that particular group/condition.
The mean amplitudes of the ERP peaks were then calculated over a certain (50- or 80-ms)
period centered at the peak latency of each participant. The mean amplitude and peak latency
data were subjected to descriptive statistics, the amplitude data also to the two-tailed t-tests for
dependent samples in order to test the presence (i.e., difference from 0 µV) of a peak or a
component. Between-group and between-condition analyses were performed with appropriate
designs of the analysis of variance, ANOVA, and post hoc tests were administered to determine
the sources of main ANOVA effects whenever significant.
12. RESULTS
12.1. Healthy infants
12.1.1. Responses to the standard and Deviant Alone stimuli (Studies I & III)
The top panel of Fig. R1 shows newborn standard responses (thick solid line) obtained in
active sleep (AS) state (Study III). The ERP was dominated by a rather low-amplitude positivity
with the peak at around 250 ms, followed by a very small but clearly present negative component
at ca. 350 ms, and by an even later slow negativity at 500-700 ms. The bottom panel of Fig. R1
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shows the standard-stimulus ERPs of the 6-mo-old infants (thick solid line), obtained with the
same 700-ms ISI (Study III). All the peaks that were seen just after birth were of larger amplitudes
and thus better defined at 6 months of age. The peak latencies during this period shortened by
50-150 ms. In Study I, the standard-ERP was rather flat (Fig. R3), however in the 1400-ms ISI
condition it tended to form a positivity, similarly as in study III.
          
healthy infants
6-month-old infants
Newborns
infants with CPinfants with CLP
F3 F4
C3 C4
F3 F4
C3 C4
-2 V
+2 V
800 ms
-2 V
+2 V
800 ms
P350
P150
N250
N450
P350
     Fig. R1. ERPs elicited by standard 1000-Hz stimuli in newborn (top panel) and in 6-month-old
                      (bottom panel) infants with and without clefts (Study III) at fronto-central electrodes.
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The top panel of Fig. R2 presents newborns’, and the bottom panel - 6-month-old infants’
ERPs obtained in the Deviant Alone condition (both from Study III; dashed lines). In healthy
infants, large-amplitude ERPs in this condition were obtained at both ages. In newborns, the
positivity at 350 ms (P350) was the largest peak of the response. An early (30-150 ms) negativity,
seen in this figure, appeared as double-peaked, with the earlier peak predominating. The closing
negativity of the waveform, commencing at ca. 550 ms, seemed to last beyond the analysis
period. In newborns, the P350 was clearly larger over the central, as compared to the frontal,
electrodes.
The ERPs of 6-month-old infants had a comparable structure to that of the newborns. The
early negative complex however was larger in amplitude, with its second part now predominating.
The closing negativity in 6-mo-olds was earlier in latency by ca. 100 ms; it peaked at 550-600
ms and returned to the baseline within the analysis period. Presumably due to the development
of these negativities, the P350 appeared sharper in shape and shorter in duration at the age of 6
months. In addition, it became equally predominant over the frontal and central areas.
 
F4 C4
-5 V
+5 V
800 ms
F4 C4
-5 V
+5 V
800 ms
6 mo infants with clefts (n=7)
6 mo healthy infants (n=7)
6-month-old 
   infants
Newborns
healthy newborns (n=6)
newborns with cleft palate (n=6)
newborns with clefts of the lip and palate (n=4)
P350
P350
Fig. R2. ERPs elicited by infrequent (mean ISI 6.9 s) 1100-Hz tones in the Deviant Alone
                condition in newborn and 6-mo-old infants with and without oral clefts (Study III).
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12.1.2. The mismatch negativity (Studies I & III)
Fig. R3 demonstrates the standard-ERP and deviant-ERP waveforms across the three ISIs
and the three waking states in newborns. A statistically significant MMN was elicited in all
waking states, though only with the 700-ms ISI (p< .05 -. 002). The MMN commenced at 250
ms, peaked at around 400 ms, and was centro-parietal during AS and waking; during quiet
sleep (QS) it was more frontal in topography. The MMN in this study was rather protracted,
lasting for 300-400 ms. It tended to be double-peaked, with a second peak being discerned at ca
600 ms. Among waking states, the MMN tended to be larger in amplitude during AS and
waking than during QS, but this effect was not statistically significant.
    
350 ms 700 ms 1400 ms
ERP to the deviant, 1100-Hz tone
ERP to the standard, 1000-Hz tone
Quiet
sleep
Active
sleep
Waking
-5 V
+5 V
800 ms
C4
Interstimulus interval
With the 350-ms ISI, no negativity was elicited by the deviant sounds in relation with the
standard sounds. If anything, the deviant response tended to be positive, with the positivity
Fig. R3. ERPs to the 1000-Hz standard and 1100-Hz deviant stimuli in newborns, recorded
                with 3 different ISIs in active and quite sleep and waking state (Study I).
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reaching significance at the F4 electrode in QS (p< .0002). With the 1400-ms ISI, this positivity
was even more pronounced in amplitude, being significant at the F3 and C4 electrodes in QS
(p< .05- .01) and at F4 in AS (p< .05). The negative difference-wave amplitude was significantly
larger in the 700-ms condition as compared to 350-ms ISI condition in QS and waking, and as
compared to 1400-ms ISI condition in QS and AS.
 
F4 C4
infants with cleft palate only (CP)                                 
infants with clefs of the lip and the palate (CLP)
healthy infants
Newborns
6-month-old 
     infants
F4 C4
-3 V
+2 V
550 ms
Fig. R4. The deviant-minus-standard ERP waveforms obtained in healthy newborns
                and 6-mo-old infants and in those with CP and CLP (Study III).
Fig. R4 demonstrates deviant-minus-standard difference waves from another group of
newborns (left column) and 6-mo-old infants (right column), who were studied in Study III. At
both ages, the MMN response was double-peaked, the first negativity peaking at 200 and the
second at 400 ms. This second peak probably represents an emerging childhood LDN (see 7.3).
In newborns, the MMN was significant at the frontocentral (p< .03 –  .001), whereas the LDN
in addition at parietal electrodes (p< .03 -  .0001). In 6-month-olds, the MMN was significant at
frontocentral electrodes (p< .02- .01), whereas the LDN was significant at all, including parietal,
electrodes (p< .01- .0001).
When an additional analysis of variance was performed to look for an age effect in Study
III (not reported in the original article), the MMN turned out to be of similar amplitude at
newborn and at 6 months of age, whereas the LDN significantly increased in amplitude with age
(F(1,18)=6.65, p< .02). In newborns, the mean (across all the electrodes) LDN amplitude was
-1.5 µV, whereas in 6-mo-old infants it was -2.7µV.
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12.2. Healthy school-age children
12.2.1. Responses to the standard and Deviant Alone stimuli (Studies IV & V)
With a rapid stimulus presentation, the ERP to the standard 1000-Hz tone in 7-9-year-old
children consisted of P100 and N250 peaks (Fig. R5).
           
F4
F4
-5 V
+5 V
500 ms
350-ms ISI
1400-ms ISI
2000-ms ISI
4393-ms ISI
N460
N160
N250
N250
P100
P100
Fz
-5 µV
5 µV
N1
P2
100 ms
Children Adults
700-ms ISI
(Deviant Alone 
    condition)
Fig. R5. ERPs to 1000-Hz standard tones in 7-9-year-old children, obtained with three different
             ISIs (Study IV). At the top right there is shown a schematic adult ERP, obtained in the
             conditions comparable to the short/middle-ISI conditions of the Study IV.
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An additional deflection on the ascending slope of the N250 appeared with the 700-ms ISI
and developed into a distinct peak with a latency of ca. 160 ms (the N160) with the 1400-ms
ISI. Its amplitude increase from 700- to 1400-ms ISI was significant at F(1,18)=10.93, p< .02.
With slower stimulus rates, the N250 amplitude did not change, and that of P100 significantly
diminished from 700- to 1400-ms ISI (F(1,9)=13.79, p< .005). The late negativity peaking at
ca. 460 ms (N460) appeared with the 700-ms ISI and increased in amplitude with longer ISIs
(F(1,9)=6.82-8.20, p< .03 - .02).
               
-5 V
+5 V
800 ms
 2000-ms ISI
N160
N190
P100
an ERP obtained at a temporal (T4) electrode
an ERP obtained at a frontal (F4) electrode
N250
     Fig. R6. The temporal ERP complex obtained from 7-9-year-old children (Study IV).
At temporal leads (Fig. R6), the ERP consisted of double-peaked P100/130, N190, and
small-amplitude N480 peaks. The latter was observable with the long ISIs only. The main peak
of the ERP was a negativity at around 190 ms, which steadily increased in amplitude with
longer ISIs (F(1,9)=5.88-15.35, p< .05 - .005).
The ERP to Deviant Alone sounds (Fig. R5, bottom) displayed a fully developed multi-
peaked response of childhood with clearly distinguishable peaks P100, N160, N250, and N460.
Importantly, the N160 now was the largest peak of the ERP.
The ERP to disyllabic pseudowords (Study V, Fig. R7) had a more complex structure. The
peaks elicited by the first syllable overlapped those elicited by the second syllable; nevertheless
the peaks described above in the tonal-stimuli ERPs were recognizable (best seen in the 2-s ISI
recordings, the bottom row). The P100 was much more prominent than that for tones, and was
followed by a small-amplitude negative deflection peaking at 250 ms. This minute negativity
most probably represented the N250 peak to the first syllable, which was overlapped by the
P100 evoked by the second syllable, seen as a positive-going deflection peaking at ca. 320 ms
(i.e., 120 ms after second-syllable onset). The subsequent large negativity was probably a
composite of the overlapping N250 and N460 responses, elicited by both syllables.
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ERP to rare speech stimulus
ERP to frequent speech stimulus
-6 V
+6 V
800 ms
Good
repeaters
Poor 
repeaters
350-ms ISI
2000-ms ISI
Mismatch negativity
stimulus onset
VOT difference onset
Fig. R7. The standard and deviant stimulus ERPs elicited by disyllabic pseudowords,
                 presented with two different ISIs, in groups of good and poor performers on
                 pseudoword repetition test (Study V).
12.2.2. Mismatch negativity (Studies IV & V)
Study IV investigated MMN parameters as a function of the ISI, which was assumed to
reflect the decay function of the standard-stimulus ASM trace. A significant MMN (p< .02-
.0001) was elicited with a latency of 220-230 ms (Fig. R8) with the three ISIs used in the main
experiment (Fig. 7, paradigm A). It was predominant fronto-centrally and over the right
hemisphere, amplitude differences across the electrodes however being insignificant. No
statistically significant MMN amplitude diminution was observed between the 350- and 1400-
ms ISIs. With the 2-s ISI, recorded in the control group of children, the MMN appeared to be
smaller in amplitude, and in addition was followed by frontocentral P3a component.
The LDN, peaking at 400-550 ms, was also significant with all three ISIs used (p< .001-
.05). The ISI effect was not significant for the LDN either. Importantly, the LDN was found to
be posteriorly predominant in comparison to the MMN (p< .02, for the right hemisphere
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recordings). For this analysis, the data was scaled by the corresponding vector length (McCarthy
& Wood, 1985).
800 ms
F4
-5 V
+1 V
350 ms 700 ms 1400 ms 2000 ms 
MMN
LDN
Fig. R8. The deviant-minus-standard ERP waveforms obtained from healthy 7-9-year-old
                children with three different ISIs (Study IV).
In Study V, a significant tone-MMN was also elicited with both short (350-ms) and long
(2-s) ISIs (p< .05- .002) in a combined group including all children, and in both good repeaters
and poor repeaters separately. In this study, a significant tone-MMN amplitude decrease from
the short to the long ISIs was found (F(1,14)=13.9, p< .005). The main Electrode effect was
also significant in the combined group data (F(3,42)=5.8, p< .005) and in both subgroups (p<
.005- .001), indicating larger MMN amplitudes at the frontal than the central electrodes. The
Repetition Group effect on the tone MMN amplitudes was insignificant.
In the speech condition, a significant MMN was obtained in the combined group data (p<
.05) at frontal leads only. The between-group differences were remarkable. In the HR group,
the MMN was significant at all electrode sites (p< .05- .002) with the short ISI. With long ISI,
it remained significant only at C3 electrode (p< .01). No significant MMN was obtained in the
LR group with either ISI. An analysis of variance revealed a significant Repetition group effect
F(1,16)=9.0, p< .01), with the HR group having larger MMN amplitudes, and significant
Electrode effect (F(3,48)=4.6, p< .01), with the MMN being predominant at frontal leads. The
main ISI effect and interactions were non-significant.
In the tone conditions, MMN mean peak latencies were 210-220 ms. Mean MMN latencies
in the speech conditions were 465-511 ms, i.e., 235-280 ms from change onset. There were no
differences in MMN latency between the groups in either tone or speech conditions.
12.2.3. Behavioral tests (Study V)
Sound discrimination task. The tone discrimination was easy, and performance with both
ISIs was at the ceiling level in both children groups. The discrimination of syllables, however,
was just (though significantly) above chance level: 55% correct discriminations with the short
and 54% with the long ISI. An analysis of variance (Group x ISI x Stimulus type) revealed a
significant main effect of Repetition Group F(1,14)=7.4, p< .05), with the HR group
discriminating stimuli better than the LR group, and that of Stimulus Type (F(1,14)=32.6, p<
.0001), with a much better discrimination of tones than syllables. There also was a significant
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interaction between the Repetition group and ISI, with paired comparisons showing that in the
long-ISI condition the HR group discriminated tones better than did the LR group.
Pseudoword learning. The HR group was better at learning pseudowords than the LR
group (t(16)=2.68, p< .05). The estimated effect of the repetition performance (ω2) accounted for
26% of the learning variance. Interestingly, a significant correlation between MMN amplitude at
F4 electrode (syllable condition, short ISI) and pseudoword repetition was found: r(16)= .48, p
< .05. The correlation between the MMN and pseudoword learning was approaching significance:
r(16)= .39, p < .11.
12.3. Infants with oral clefts
12.3.1. Responses to the standard and Deviant Alone stimuli (Studies II & III)
In both CP and CLP newborns the standard 1000-Hz tone elicited a rather low-amplitude
ERP, dominated by a positivity, peaking at ca. 300 ms (Fig. R1, top panel). This response
nevertheless was significantly different from 0 µV at all the recording sites (p< .02- .0003,
unpublished data from Study III), except for the P3 electrode in CLP group. Analysis of variance
with Group (Healthy, CP, and CLP) and Electrode as the factors revealed a significant Group
effect: F(2,34)=7.27, p< .002. This effect originated from healthy infants’ standard response
amplitude being significantly larger than those of both CP and CLP infants (p < .002 - .003).
There was no difference in standard-ERP amplitudes between the cleft newborn subgroups.
At the age of 6 months, the positivity in standard responses of each infant group was
statistically significant at all the electrode sites (p<  .03 - .004, unpublished data from Study III)
but the C3 and P4 electrodes in CP group. At this age, the main Group effect only approached
significance (p< .08), with the tendency of healthy and CLP infants to have larger responses
than the infants with CP (Fig. R1, bottom panel). Even though at this age the positive peak in
the CLP infants’ ERP equaled that of the healthy peers, their ERP structure appeared very
immature: it lacked the negative peaks.
The Deviants Alone elicited a detectable ERP in cleft infants at both newborn and 6-months
of age (Study III, Fig. R2). In newborns with clefts (Fig. R2, top panel), all ERP peaks but the
first negative complex in CP neonates were of smaller amplitude than those of the healthy peers.
The statistical difference in P350 amplitude was marginal (p< .07) despite the remarkable
difference seen in the waveforms. This was due to the small number of infants included in this
condition and relatively large inter-individual variability. Importantly, there was no difference in
P350 amplitude between the CP and CLP subgroups either visually or statistically.
At the age of 6 months, all the peaks of Deviant Alone ERP tended to be smaller in infants
with clefts than in their healthy peers. Unfortunately, the small number of participants at this age
did not allow subdivision into CP and CLP subgroups.
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12.3.2. Mismatch negativity (Studies II & III)
In Study II, only newborns with CP and healthy controls were studied. The responses to
deviant 1100-Hz tones were negative relative to the standard ERP in only 3 out of the 9 infants.
As a group, the cleft newborns displayed a positive rather than a negative response to the
deviant sound (Fig. R9). A between-group analysis of variance confirmed a significant difference
in the deviant-minus-standard difference wave amplitude between infants with CP and their
healthy peers (F(1,14)=7.85, p < .02).
                       
newborns with cleft palate (n=9) 
F4 C4
-5 V
+5 V
800 ms
healthy newborns (n= 8)
                    Fig. R9. Deviant-minus-standard ERP difference waves of healthy newborns
                                  and  of those born with cleft palate (Study II).
Remarkable differences were found when infants with clefts (n=32) were subdivided into
the CP and CLP subgroups (Study III). The deviant-standard-difference waves revealed two
peaks in both healthy (see 12.1.2) and CLP infants (Fig. R4, left column). The CP newborns
showed no MMN-kind of response at all. For the earlier negativity, the main effect of Group
(CP, CLP, and healthy newborns) was significant at the level F(2,35)=5.67, p < .007, with the
LSD post hoc test showing that this effect originated from the CP subgroup having a smaller
amplitude than the healthy (p< .02) and CLP (p< .003) infants. For the later peak, the Group
effect was significant at F(2,37)=4.43, p< .02. Again, the CP infants had significantly smaller
amplitude than the healthy (p< .009) and CLP newborns (p< .039). No difference between the
CLP infants and their healthy peers was found at either latency range.
When 15 of the cleft infants were re-tested at the age of 6 months, a similar MMN-data
pattern as at the newborn age was obtained (Study III, Fig. R4, right column): both difference
negativities of the CLP infants were of comparable amplitude with those of the healthy peers,
whereas the CP infants lacked the later response altogether (difference between healthy and CP
infants for this peak was  significant at F(1,14)=13.85, p< .0023). No gender effect for the CP
or CLP MMN amplitudes was found at either age.
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12.4. School-age children with oral clefts (Studies VI & VII)
12.4.1. Responses to the standard stimuli (Study VII)
The standard-stimulus ERPs of children with clefts had identical morphology as that of
their healthy peers, as described in 12.2.1. No differences in amplitudes of the standard-ERP
peaks between the healthy and either of the cleft children subgroups were found. If anything,
the N250 amplitude was larger in children with CP1 (Fig. 6) as compared to that in the healthy
peers (p< .02; unpublished data from Study VII).
12.4.2. Mismatch negativity (Studies VI & VII)
At the age of 7 to 9 years, the MMN amplitudes were found to depend on cleft type in a
rather complex manner. With the 350- and 700-ms ISIs, the MMN was significant in all groups
of children, including that with CATCH 22 (Study VI). With the 1400-ms ISI, the MMN was
significant only in the healthy and CL/A groups (Study VII). There was no significant MMN at
any electrode in either the CATCH 22 or CP3 groups. In the remaining CP1, CP2, and SMCP
subgroups, the MMN was significant at a few electrodes that varied from group to group.
With the short, 350-ms, ISI no differences in MMN amplitude were observed between any
of the cleft subgroups, CATCH 22, or healthy children (Fig. R10, top panel, & Fig. R11). The
MMN of children with CATCH 22 was smaller in amplitude than that of healthy peers with both
700-ms (p< .001) and 1400-ms (p< .002) ISIs, whereas the MMN of children with the CP
started to deviate from that of the healthy controls only with the longest, 1400-ms, ISI (p<. 02)
(Study VI).
In order to further test the relation between auditory sensory memory persistence and cleft
type, the 6 subgroups of children with nonsyndromic clefts were compared with each other and
with the healthy peers (Study VII, Fig. R10, bottom panel). An analysis of variance with two
levels of the Group factor of all healthy and all cleft children revealed significant effects of
Group (F(1,103)=6.11, p < .015), with children with clefts showing smaller MMNs, ISI
(F(2,206)=24.47, p< .000001), with the MMN amplitude diminishing with longer ISIs, Electrode
(F(3,309)=23.70, p< .000001), the MMN being larger frontally, and Group x ISI interaction
(F(2,206)=7.6, p< .00065). The interaction originated from children with clefts having a smaller
MMN with the longest, 1400-ms, ISI (p< .00002, Tukey HSD post hoc test).
In order to compare the MMN of children with different cleft types, an analysis of variance
with a randomly formed subgroup of 20 healthy children, CL/A, UCLP, SMCP, and a combined
group CP1+CP2+CP3 as the levels of the Group factor was conducted. The combined group
included children with isolated overt clefts of the palate. In this analysis, the main Group
effect was non-significant, whereas the Group x ISI interaction was significant at F(8,176)=2.21,
p< .028. A Tukey HSD post hoc test revealed that this interaction originated from groups
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having MMNs of different amplitudes only with the 1400-ms ISI (Fig. R10, bottom). Healthy
children had a larger MMN than children with overt clefts of the palate (p< .024), those with
submucous clefts (p< .008), and those with complete unilateral clefts of the lip and palate (p<
.0002). There was no significant difference between healthy and CL/A children with either
ISI.
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           Fig. R10. Top panel: MMN, obtained with 3 different ISIs, in healthy 7-9-year old  children
                              and in those with oral clefts. Bottom panel: the MMN amplitudes in healthy children
             and in those with different cleft types, obtained with the 1400-ms ISI (Study VII).
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          Fig. R11. MMN, obtained with 3 different ISIs, in children with CATCH 22, in their
                           age-matched healthy peers, and those with CP (Study VI).
A further comparison between the 12 healthy children and the subgroups of the combined
group yielded a nearly significant main effect of Group (F(3,37)=2.60, p= .06). When MMNs,
obtained with the long ISI only, were compared, the Group effect was significant at F(3,38)=2.99,
p< .04. This effect originated from the CP3 group showing a significantly smaller MMN than
healthy children (p< .005) with this ISI.
The MMN with the smallest amplitude was obtained in children with a complete unilateral
cleft of the lip and palate (Fig. R10, bottom panel), which was an unexpected finding. Among
the subgroups of the isolated palatal clefts, the more posteriorly delimited the cleft was, the
smaller was the MMN amplitude.
13. DISCUSSION
13.1. ERP indices of central auditory development
13.1.1. Developmental perspective of the obligatory LLAEPs
As described in Section 7.1, complex ERP changes with age have been reported in the
literature. The results of the present thesis not only confirm the reviewed data but also complement
it towards constructing an overall picture of ERP development during childhood.
Responses to the rare sounds, obtained in the Deviant Alone condition, at both newborn
and 6 months of age were dominated by a broad positivity (P350) (Study III, Fig. R2, dashed
lines). In Study II, similarly as in some previous studies (Kurtzberg et al, 1984a; Novak et al,
1989), also a small negative deflection riding at the top of the P350 peak was seen. It was not
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detected in Study III probably due to the small number of individual averages that were available
in this condition.
Maturational changes that occurred from birth to 6 months of age in the Deviant Alone
ERP consisted of an increase in amplitude and better definition of an early (150-200 ms) and a
late (450-700 ms) negative deflections (Study III, Fig. R2, dashed line). Notably, the main
positivity, P350, during this time did not significantly increase in amplitude.
Infant ERPs to the frequent tones, presented as standards in the oddball paradigm, were
also dominated by a positivity (Study III, Fig. R1, thick solid line), although of a much smaller
amplitude (by 75%) than in the Deviant Alone condition. Over the frontal areas, a distinct
negative component was seen with a latency of ca. 210 ms in newborns (top panel) and at ca.
250 ms in 6-month-old infants (bottom panel). It therefore appears that when stimulus rate was
increased, the positive wave(s) strongly diminished in amplitude, presumably due to refractoriness,
whereas a negative peak at 210-250 ms could be seen even better. This might imply less refractory
neurons generating the negative, as compared to those generating the positive, peaks in newborns.
In addition, the diminished voltage of the P350 probably allowed a rather small negative
component to be revealed with more rapid stimulation.
It might appear that the protracted positivity of infant ERPs to both rare and frequent
sounds represents activity of a single generator, feasibly excitatory activity in deep cortical
layers (Ponton et al, 1999). The overlapping negativity, then, would only apparently divide it
into two positive peaks, as seen in the standard-tone ERPs of the Study III (Fig. R1, bottom
panel). However, Novak et al. (1989) have found that the early and the late positive peaks differ
in scalp distribution. In addition, Ponton et al. (2000) found different maturational time courses
of P1 and P2 peaks in individuals 5 to 20 years of age. Whereas the P1 latency significantly
shortened with age, the latency of P2 remained stable over the years. When formed, both the P1
and P2 precede the N250; extrapolating to newborn data, this suggests that these positivities,
having different maturational profiles, differentiate from the early portion the newborn P350
positivity. The aforementioned findings suggest multiple generators underlying infant P350
response.
Similarly as in the Deviant Alone ERP, maturational changes of the standard-tone ERP
from birth to 6 months of age mainly consisted of improving definition of the negative ERP
peaks (Study III, Fig. R1, bottom panel). The sequentially first negativity of ERP, peaking at
around 210 ms in newborns, at the age of 6 months had slightly longer latency - ca. 250 ms (the
N250). At first glance, this might seem contradictory to a common finding of the ERP peak
latency shortening with age, which is typically accounted for an advancing myelination. However,
central auditory pathways are myelinated already at birth, whereas the head growth is most
rapid during the first months of life (see 2.7). Therefore, even though further maturation of
already existing myelin and myelination of intracortical fibers increase speed of signal transmission,
effects of the rapidly increasing length of the auditory pathways may prevail at this age, rendering
96
slight increase of cortical ERP latencies (Moore, Ponton, Eggermont, Wu, & Huang, 1996).
Another maturational change in the standard-tone ERP at the age of 6 months was emergence
of a second, later negativity at ca. 420 ms after stimulus onset (the N450). The N450 overlapped
and thus cancelled out the later part of P350.
The predominant (as recorded at the scalp) part of the P350 positivity at the age of 6
months (now called P150) peaked at 150-190 ms and was larger in amplitude than at birth. The
largest increase in its voltage occurred at frontal recording sites (Study III, Fig. R1). The later
part of the neonatal P350 diminished in amplitude by 6 months of age and then appeared as a
through between the N250 and the N450 peaks (Study III, Fig. R1).
As a result of the above-described maturational changes, the waveform structure of standard-
tone ERP at frontocentral areas at the age of 6 months resembled that registered at school age,
the main ERP peaks being P1 (P150), N250, and N450 (Studies III, IV, & V; Figs. R1, R5, R7).
It is therefore very likely that the peaks recorded at both ages at the corresponding latencies
represent corresponding neural events. This is an indication of a remarkably early consolidation
of cortical auditory processors. In the following, each ERP peak will be discussed from a
developmental perspective.
 The latency of P150 appears to slowly shorten during the development. In Study III it did
not significantly change from birth to 6 months of age. Also in our yet unpublished data
(Kushnerenko et al, submitted), the latency of P150, elicited by harmonic tones, stabilized at
around 6 months of age (Fig. 5). The latency of the sequentially first positivity in LLAEPs was
found to be shorter in school-age children (ca. 100 ms, Studies IV & V) than in infants (ca. 150
ms, Study III), and such a change, consisting of 50-ms latency shortening over 6-7 years, is in
accordance with a rather slow biological brain maturation after infancy (see 2.5-2.7, 3.3.2).
The present findings on the continuous shortening of the P1 latency across childhood strongly
indicate that an initial part of the main positivity recorded at newborn age, and that peaking at
ca. 150 ms in older infants, is a precursor of the P1 peak of LLAEP recorded in children and
adults (see also Ponton, Don, Eggermont, Waring, & Masuda, 1996a; Ponton et al, 1996c;
2000). In addition, the recorded latency shortening with age might be to a certain extent accounted
for by the increasing overlap between the P1 and the N250 peak that is growing in amplitude
and becoming earlier in latency (unpublished data, Fig. 5) during infancy.
Whereas the P150 remains a predominant ERP peak during infancy (Fig. R1),  it significantly
diminishes in amplitude from infancy to school age (Studies III, IV, & V; P100 in Fig. R5).
Finally, in adults it is of rather small amplitude as compared to, e.g., N1 or P2. Similarly as the
developmental latency changes, the diminution of P1 amplitude with age might be partly caused
by its increasing overlap with the developing negative components: in school-age children (Study
IV, Fig. R5), the ISI lengthening resulted in a shorter N1 latency and thus increased its overlap
with P1. As a consequence, the P1 amplitude diminished with long as compared to short ISI.
Notably, at this age, the latency of the P1 peak did not significantly change across the study
conditions, remaining close to 100 ms after stimulus onset. Having in mind that the N1 is more
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consistently elicited with progressing age during childhood, and that its latency shortens to ca.
100 ms (exactly the latency of P1 in children’s ERPs lacking the N1), it is very likely that the
emerging N1 contributes significantly to the recorded latency and amplitude changes of the P1
across childhood (for a confirming evidence, see Ponton et al, 2000).
Ontogenetically, the P1 appears very early and predominates in ERPs during years of
childhood; it is assumed to be generated in secondary auditory cortices (Ponton, et al, 2000).
Together with the fact that the neural activity underlying its generation might in fact be stronger
than it is reflected by recorded amplitude, these findings suggest that the P1 generators might
be concerned with the processing of sound features and might be of greater importance for
central sound analysis than might be inferred from its relatively low amplitudes recorded in
adults.
A negative deflection in LLAEPs appears already at newborn age. It shows up as a minor
peak riding on the P350 deflection in Deviant Alone ERP (Study I), and as a definite deflection
at 210-250 ms (Study III, Fig. R1) in newborn standard-tone ERPs. By 6 months of age, it
increases in amplitude over the central areas (Study III, Fig. R1, bottom panel). Our unpublished
data both replicated these findings and indicated that  latency of this negativity stabilizes at 250
ms as early as between 9 and 12 months of age (Kushnerenko et al, submitted; Fig. 5).
A negativity peaking at 250 ms after stimulus onset (N250) was also elicited, using identical
stimuli, in school-age children (Studies IV & V, Fig. R5). At this age it was a main negative
peak of LLAEPs. Also in other studies (Neville et al, 1993; Kraus et al, 1993a; Korpilahti &
Lang, 1994; Korpilahti, 1996; Karhu et al, 1997; Ponton et al, 2000) that used ISIs of ca. 1s or
shorter, the N250 was the main peak of children’s ERPs. The question of whether or not the
N250 represents a childhood correlate of the adult N1 appears to get an answer. Study IV
addressed this issue by using different stimulus rates in separate conditions. Neither the amplitude
nor the latency of the N250 changed significantly when the ISI was prolonged from 350 to
1400 ms. The N250 amplitude was large already with the 350-ms ISI and did not increase with
longer ISIs. This indicates that the refractoriness properties of the N250 generators are very
different from those of the adult N1 wave, which is known to strongly diminish with rapid
stimulation. The latency of the N250, being longer even at the age of 7-9 years by more than
100 ms as compared to that of the N1 provides additional support that the N250 can not be a
precursor or a correlate of any of the N1 subcomponents. Supporting this, Ponton et al. (1996a;
2000) has found that the latency of the N250 (called N2 in those studies) was stable, whereas its
amplitude significantly decreased from childhood to adulthood. Thus, the aforementioned results
suggest that the N250 peak (as defined in the present studies) is childhood correlate of the
“basic” adult N2 (see 6.2).
Importantly, in a control (Deviant Alone) condition of Study IV with a mean ISI of 4393
ms, a strikingly prominent negative peak at ca. 140 ms was obtained in addition to the N250
(Fig. R5). This peak showed a strong dependence on stimulus rate, peaked only slightly later
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than the N1b in adults, and had a correlate of the N1c over the temporal areas (Fig. R6). Therefore
this negativity, appearing only with very long ISIs in children, is suggested to represent a
childhood correlate of the adult N1 wave. Corroborating evidence has been reported by Karhu
et al. (1997), who using a single-sweep analysis method obtained a definite N1 in children (with
a mean latency of 125 ms) in the responses elicited by the first tones in a train (the consecutive
trains being separated by 12-s intervals), and by Ponton et al. (2000), who demonstrated
emergence of the N1 with increasing age in children, along with the present N2. A discussion on
the functional significance of the N1 is presented in section 13.1.2.
A negativity, commonly recorded in children at a latency of 450 ms (N450, Study IV, Fig.
R5; see also (Neville et al, 1993)) was not evident at newborn age in either Study I or Study III.
It first appeared at 6 months of age (Study III, Fig. R1, bottom row; see also Fig. 5 and Vaughan
& Kurtzberg, 1991). As can be seen in Fig. 5, this negativity increases in amplitude from 6 to 12
months of age, becoming shorter in duration and thus sharper in shape along the way. The
latency of the N450 appeared to be stabilized between 6 and 9 months of age. During infancy,
the amplitude of N450 was larger than that of N250 (Study III, Fig. R1, see also Fig. 5),
whereas at a school age the opposite was the case (Studies IV & V, Fig. R5; see also 7.1.2.). In
Study IV, where tones were presented with three different ISIs to school age children, the N450
amplitude significantly increased with slower stimulus rates. No peak corresponding to the
fronto-central N450 was recorded over the temporal areas in children. The functional significance
of this peak is unknown. No peak, corresponding to the N450 in children, is present in adult
LLAEPs. It therefore might reflect biological properties of an immature brain, such as redundant
activity due to the lack of inhibitory control.
The P2 wave in adults is defined as a positivity following the N1 wave. In infants or children,
no N1 was seen in the frequent-tone ERPs. In infants, sequentially the second positivity was
one following a precursor of the N250 peak. This positivity appeared as a trough between the
N250 and N450 peaks at 6 months of age (Study III, Fig. R1; for a replication, see Fig. 5). In
school-age children (Study IV), even when the N1 wave was elicited in the Deviant Alone
ERPs, no positivity, following the N1, could be discerned (see also Neville et al, 1993). It is
therefore difficult, if not impossible, on the basis of the data of the present thesis to discuss
children’s correlate of adult P2. However, Ponton et al. (2000), using very brief (ca. 20 ms)
stimuli, consisting of 100-µs click trains, registered a positivity, following the N1 and preceding
the N2 in children 9 years and older. Similarly, Paetau et al. (1995), using 50-ms tones, registered
similar peak in few children of their study, aged 6 years and older. It therefore might be the
stimulus duration that did not allow disclosing the P2 in the present studies, since longer sounds
were found to elicit more prominent negativities (Kushnerenko et al, 2000; Kushnerenko et al,
in prep), which might have obscured the P2 in the present results.
When registered, the P2 has been shown to develop by age 5-6 years and is characterized
99
by a striking stability in latency (Ponton et al, 2000). This is in agreement with the assumption
that the P2 is generated by the relatively early maturing thalamo-cortical projections (see 3.3.2
& 6.2).
13.1.2. Mechanisms behind and functional significance of the obligatory LLAEPs
             in children
 Shortening of the ERP peak latencies and increase in their amplitudes during the first year
of life is definitely caused by biological brain development: the advancement of myelination,
increase in synapse number, and increased efficacy of the already existing synapses. Even though
it might seem that the ERP waveform structure changes essentially during the first years of life,
some of the peaks even changing polarity, a thorough inspection of the data of Studies I, III, &
IV (for supporting data, see also Fig. 5) implies that the precursors of all main ERP deflections
(P100, N250, and N450), that will be seen during the next 10-15 years of life, are present at 6
months of age at the latest. One might also assume that as the ERP peaks transform from rather
slow, low-amplitude potentials to sharp-peaked and rapid deflections, a major improvement in
information processing, reflected by these peaks, is taking place. On the basis of knowledge
about the functional structure of the auditory cortex (3.2, Fig. 4), it seems likely that the improving
definition of these obligatory peaks reflects consolidation of intracortical connections between
the core, belt, and parabelt auditory areas.
Thalamocortical afferents synapse in the (deep) cortical layer IV, thus excitatory activity at
these synapses results in a positivity on the scalp (Martin, 1991b).The large ERP-positivity
(P350), present at birth (Figs. R1& R2), therefore might reflect extensive afferent activity,
prevailing over the subsequent intracortical processing at birth. This is in line with the fact that
only deep cortical layers have established axonal connectivity during infancy and early childhood
(Ponton et al, 2000). The P150 peak (future P100) is later separated from this wide positivity,
P350, by the developing N250 peak (Fig. R1). This might indicate development of either inhibitory
activity in the deep cortial layers or of the excitatory activity in the superficial cortical layers.
Since The N250 increases in amplitude during early childhood, it is more likely to represent
superficial excitation than deep inhibition (Ponton et al, 1999). Since neural activity underlying
generation of childhood correlates of the P1 and N2 waves is efficient from the first year of life
(see 7.1), these peaks probably reflect basic aspects of central auditory analysis. Further, the
N250 might reflect a stage of sound feature processing subsequent to that reflected by P1 and
occurring in more superficial layers of secondary auditory cortices. However, more studies are
needed to test this assumption.
The late development of the N1 wave is perplexing. In adults, sound detection and some of
the elementary sound feature coding are attributed to the generators of the N1 wave (Näätänen
& Picton, 1987; Näätänen & Winkler, 1999). Yet, there is no hint of the presence of an N1 wave
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in infants or even children up to 3 years of age. Study IV convincingly demonstrated that the
N250 peak is neither a precursor nor a sub-component of the future auditory N1, since the N1
in children (called N160 in Study IV) appears as a distinct peak when very long ISIs are used
(see also Neville et al, 1993; Paetau et al, 1995; Bruneau, Roux, Guérin, Barthélémy, & Lelord,
1997; Karhu et al, 1997; Bruneau & Gomot, 1998; Ponton et al, 2000). The latency difference
of more than 100 ms between the N160 and N250 preclude any possibility that these two peaks
would appear in the same latency window at any later point later in life. It should be emphasized
that the small-amplitude N160 in study IV was recorded with short ISIs as well. However, due
to its slightly longer latency and small amplitude with the short ISIs it was hardly distinguishable
from the ascending slope of the N250 peak (Fig. R5, left, 2nd & 3rd ERPs from the top). In the
Deviant Alone condition (mean ISI 4 393 ms), as compared to the short-ISI condition (the 350-
ms ISI), the amplitude of the N160 increased 4-fold, whereas its latency shortened by just 8 ms.
In the Deviant Alone condition, the N160 was the largest peak of the ERP. These results imply
that a strong additional component was elicited at the N160 latency with very long ISIs, one
resembling the component 3 of the Näätänen and Picton model (1987; see 6.2). Unfortunately,
the low amplitude of the N160 peak obtained with short ISIs precluded analyzing its scalp
distribution as a function of stimulus rate, which would have been very informative if a more
central predominance of the N160 with long ISIs could have been found, as in adults (Hari, et
al, 1982).
The data also revealed a temporal ERP complex, a double-peaked P100/130 positivity
followed by a sharp negative deflection, peaking later than the corresponding negativity at the
fronto-central leads. The temporal negativity peaked at 190 ms (the N190) and steadily increased
in amplitude with longer ISIs. Altogether, these results demonstrated that at least three
subcomponents of the adult auditory N1 wave (see 6.2) are represented by the childhood N160
peak of Study IV. The low-amplitude N160, recorded with short ISIs, resembled the
supratemporal component 1, as defined by Näätänen & Picton (1987). The component that
appeared with very long ISIs corresponded to their non-specific, long-refractoriness component
3. Alternatively, according to the recent suggestions on frontal-lobe N1 generators (Giard et al,
1994; Picton et al, 1999; see also 6.2), these components may, at least partially, reflect the
“genuine”, short-refractoriness, and modality non-specific, long-refractoriness, frontal-lobe
generators, respectively. The temporal complex obtained in Study IV met the criteria of the T-
complex (Wolpaw & Penry, 1975), assumed to reflect the activity of a radially-oriented auditory-
cortex generator (see also McCallum & Curry, 1980; Näätänen & Picton, 1987).
The fact that N1 cannot be recorded in children younger than 3 years implies that the
functions performed by the N1 generators in adults must be carried out by either other neuronal
generators, or by the same ones but in a very different morpho-functional state than that during
childhood. Basic auditory skills in children develop far earlier than the N1 can convincingly be
recorded (see 4.1 and 7.1), whereas the MMN component, indexing sound feature-discrimination,
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is elicitable already at birth (see 7.2 & 13. 2).
The sound feature coding should then be reflected by the P1 and N250 peaks (see above).
Evidence of the sound-feature specificity of the childhood N250 is slowly emerging. Based on
the N250 amplitude increase upon sound repetition, Karhu et al. (1997) concluded that the
childhood N250 represents neural activity associated with sound feature representation, its
amplitude increase with consecutive stimuli reflecting neural sound representation build-up. A
few other studies have also suggested that the N250 reflects the analysis/representation of
sensory stimulus attributes such as duration (Kushnerenko et al, 2000; Kushnerenko et al, in
prep), intensity (eponien et al, unpublished observations), frequency (Korpilahti et al, in
prep), and acoustical complexity (Ceponiene et al, in press).
 My hypothesis on the late emergence of the N1 during ontogenesis is that the emergence
of the N1 reflects, at least partially, formation of a widespread inter-cortical functional system.
Morphologically, this would parallel the maturation of axonal connectivity in superficial cortical
layers, known to interconnect both neighboring and distant cortical areas, the most relevant in
the present context being those between the temporal and frontal lobes (Alcaini et al, 1994;
Giard et al, 1994; Picton et al, 1999).
Functionally, this would be related, first, to the refinement of preconscious auditory
processing. By contributing to the maintenance of short-term sensory sound representations in
the temporal networks (Alain et al, 1998), the frontal influences might play a role in their
consolidation into a more parsimonious, “representational” format. In addition, the “gating”
functions ascribed to the prefrontal systems (Alho et al, 1994; Alain et al, 1998) might reduce
the redundant processing of stimulus features (by strengthening the lateral inhibition), as a
result speeding up output from former to subsequent analyzers. Altogether, this would result in
a refinement of the processing of the information lingering in the auditory cortices with a reduction
of neural processing costs (Bjorklund & Harnishfeger, 1990). This hypothesis gets support
from adult lesion data (Alain et al, 1999), showing an N1 enhancement caused by dorsolateral
lesions in frontal lobes, feasibly caused by a lack of inhibitory control by frontal systems (Casey
et al, 1997), and by the enhanced N1 in mentally retarded children (Bruneau et al, 1999), in
whom similar mechanisms might be at play.
Secondly, consolidation of a widespread cortical network could provide neural substrates
for improving ability to construct, both in from the neuronal and perceptual perspectives, an
integrated state of mind where auditory information becomes embedded into the context of
information provided by other senses, by short- and long-term mnemonic information, and by
the response requirements of a certain situation. This is consistent with the concept that the N1
does not index perception of the sound features but reflects detection, orienting, and facilitative
or integrative processes (for reviews, see Näätänen & Picton, 1987; Näätänen, 1990). In other
words, emergence of the N1 might reflect, in the auditory modality, development of what is
known as working memory module (Baddeley, 1986; 1997).
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This assumption is strongly supported by evidence on the spurt of attention skills and
executive functioning between 6 and 9 years of age (Case, 1992; Friedman & Berman, 1996).
Young children are more distractible than older childhood or adults (for a review, see Gomes
et al, 2000). However, this distractibility is caused by their inability to maintain focus of
attention rather than by the lower thresholds of involuntary attention: orienting to novelty has
been found unchanging from 5 to 28 years (Cycowicz & Friedman, 1997), while an ability to
focus and to maintain attention dramatically increases during childhood. Importantly, once an
ability to focus attention has emerged, additional mechanisms signaling about the
environmental events might become necessary. Such mechanisms might be represented by the
evolving N1-generating system.
Hence, the long-lasting refinement of auditory sensory analysis by the remodeling of intra-
and inter-cortical connectivity, elimination of redundant lateral-activity spread, and maturation
of inhibitory and integrative processes, involving distant influences of frontal cortices, all might
result in parsimonious, “representational” information processing, and are all reflected in the
prominent changes and protracted development of the long-latency auditory ERPs, especially
emergence of the N1b and reduction of the N250.
13.1.3. What does MMN reveal about the development of central sound analysis?
The data reviewed in paragraph 7.2 and that obtained from healthy infants in Studies I &
III confirm that the MMN can be elicited from birth. This would suggest, in contrary to the
behavioral results (see 4.2), that majority of newborns are able to preattentively discriminate
100 Hz difference in tone frequency. Most probably, this discrepancy can be accounted for
methodological difficulties in behavioral newborn studies (see 8.1).
The MMN amplitude in newborns was of the order of -2 µV (studies I & III) and had not
significantly increased by the age of 6 months (Study III). In another infant study, Cheour et al
(1998a) found no MMN amplitude changes from premature to 3-mo-old infants. Some studies,
however, found a rather low MMN elicitation rate in newborns (e.g. 50% in the Leppänen et
al.’s (1997a), and 75% in the Kurtzberg et al.’s (1995) studies), or even a positive response in
the ERP to deviant, relative to the standard, stimuli (Leppänen, Pihko, Eklund, & Lyytinen,
1999; Pihko et al, 1999). Somewhat higher MMN incidence in newborns (81%) was obtained
when harmonic tones were used (eponien et al, under revision). In addition to the normal
maturational variability, accounting for the true “no-MMN” cases, evidence emerges suggesting
that during infancy a very complex interplay of voltage power relation between the obligatory
and endogenous components, developing at their own rates, can apparently diminish recorded
MMN amplitudes (by cancellation) when the obligatory responses are at their largest values
(Leppänen et al, 1999; Pihko et al, 1999; Kushnerenko et al, 2000; Kushnerenko et al, submitted;
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Ceponiene et al, under revision). Therefore, further research is needed in order to clarify the
determinants of MMN elicitation in newborns and older infants.
With the same stimulus rate of 700-ms ISI, as used in infant studies (II &III), in school-age
children the MMN had an amplitude of -4µV (Study IV). Even though direct statistical
comparisons of these two age groups were not made, the doubling of the amplitude seems to
reliably reflect a developmental trend. Studies that have compared children’s MMN to that of
adults either found no age-related differences in the MMN amplitude (Csépe, Dieckmann, Hoke,
& Ross, 1992; Kraus, McGee, Sharma, Carrell, & Nicol, 1992; Csépe, 1995; Kraus, Koch,
McGee, Nicol, & Cunningham, 1999; Cheour et al, submitted) or children’s MMN has been
found larger than that in adults (Kraus et al, 1993a; Shafer et al, 2000). Similarly, Bellis et al.
(2000) reported no difference in the MMN amplitudes between large groups of 8-11-year-old
children and adults, even though one can observe a tendency in their data for the children’s
MMN still to be larger than that of the adults. It therefore appears that the MMN amplitude
stabilizes some time during primary school years. However, in order to fully evaluate the
developmental course of the MMN amplitude change, more age samples must be obtained.
The MMN scalp distribution might be informative with regard to the maturational changes
in the generator structure. In infants of study Study, III the MMN had fronto-central
predominance. Other studies have found frontally predominant (Alho et al, 1990; Cheour-
Luhtanen et al, 1995; Leppänen et al, 1997a; 1999), widespread (Cheour-Luhtanen et al, 1996a;
Cheour et al, 1997a), or lateral (Pang et al, 1998; Pang & Taylor, 1999) MMNs in infants. In
young children, MMN with a posterior distribution compared to that in adults has been reported
by Cheour et al (submitted). No consistency between the stimuli used and the predominant
scalp distribution of MMN can be determined from these studies. There are reasons why the
MMN in infants could be more parietal or central than that in adults (Cheour et al, 2000), such
as immature configuration of the brain, of the auditory areas, intra- and trans-cortical connectivity,
the thin scull bones, and open fontanels. Still, in order to determine with certainty the
developmental MMN scalp-distribution features, studies using dense electrode arrays in infants
need to be conducted.
Interestingly, newborn-MMN latency appears to be similar to that in adults (Cheour et al,
1998a), whereas during childhood it is somewhat longer (Kraus et al, 1993a; Kraus, McGee,
Micco, Sharma, & Nicol, 1993c; Csépe, 1995; Kurtzberg, Vaughan, Kreuzer, & Fliegler, 1995;
Shafer et al, 2000). This was also found in Studies IV, V, VI,  & VII of the present thesis. This
replicates latency data of obligatory ERP maturation and is probably likewise caused by the
changing relationship between the length of the auditory pathway and neural processing speed
(see 13.1.1). The very rapid head growth during the first two years of life is evidently not
compensated by the advancement of intracortical myelination and synapse efficacy. Therefore,
the MMN latency tends to be similar in infants but longer in children, as compared to adults.
Thus, it appears that the neural prerequisites for sound representations underlying auditory
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perception are formed at the very beginning of extrauterine life or even before (see also Cheour-
Luhtanen et al, 1995; Kurtzberg et al, 1995; Cheour-Luhtanen et al, 1996a; eponien et al, under
revision). This said, it should be noted again that the infant MMN might not be equivalent to
the mature response of adults, either in the terms of its features as the ERP component (e. g.,
latency, amplitude, or scalp distribution), or in terms of the sound analysis underlying MMN
elicitation. The developmental changes in MMN elicitability, prerequisites, and parameters
seem to reflect two main types of developmental processes. The first is the genetically determined
biological maturation of the brain such as myelination, synaptic growth and elimination, increase
in synaptic efficacy and the reduction of refractoriness. Observed developmental amplitude
and latency changes can be readily accounted for by these processes, as described in more
detail in Sections 2.5 & 2.6. Depending on these processes and on sensory experience (Bates,
1999; Bates, in press), there is a second kind of developmental process - the refinement and
sophistication of information analysis that can be performed by neural networks.
During infancy and early childhood, the changes in the MMN waveform, scalp distribution,
magnitude, and latency are probably contingent on both biological and sensory maturation,
very intensive and extensive during this period (see sections 2 and 3). Starting form ca. 4 years
of age, changes in MMN amplitude, and from 8-10 years of age, changes in MMN latency are
no more consistent. However, the development of subtle, complex perceptual skills is rather
protracted and may continue until ca. 15 years of age (Elliot, 1979; Trehub et al, 1995; see also
4.2 & 4.3.2). This may indicate that the maturation of the MMN during late childhood mainly
reflects refinement of central sound analysis, contingent on fine intra- and inter-cortical
connectivity and neurotransmission rather than on the gross structural brain maturation. The
gradual decline of the synaptic density from early childhood to adolescence is accomplished by
active, experience-dependent selection processes (Huttenlocher, 1979; Rakic 1986; see 2.5).
Therefore, the informational substrate that is subjected to the analysis underlying MMN generation
is probably contingent on the lengthy maturation of cortical sound processing (Courchesne,
1990; Ponton et al, 2000).
13.1.4. Late discriminative negativity (LDN) in childhood - biological maturation,
             sound discrimination, or attention?
In addition to the MMN, a later component, peaking at ca. 400 ms, was elicited in Study III
in newborns and 6-mo-old infants. This later component is probably a correlate of the childhood
LDN, as defined in the present thesis (Kraus et al, 1993a; Korpilahti, 1996; Kushnerenko et al,
2001; Cheour et al, submitted; Korpilahti, Krause, Holopainen, & Lang, submitted; see also
7.3). In study III, no increase in MMN amplitude in healthy infants was found from newborn to
6 months of age. The LDN, in contrast, significantly increased in amplitude during this period.
Corroborating evidence for an LDN amplitude increase during first year of life has been provided
by Balan et al. (in prep), who found a further LDN increase from 6 to 12 months of age. During
105
late childhood, the LDN was found to diminish in amplitude: Cheour et al. (submitted) found a
significant amplitude decrease with age for LDN but not for MMN in 4-, 8-year-old children,
and young adults. There are exceptionally few reports on LDN-like negativity in adults (Alho et
al, 1992; Trejo et al, 1995). The findings, though still scarce, indicate a maturational course of
the LDN that is more protracted than that of the MMN. It thus might be that the LDN is related
to the sound feature non-specific aspects of the brain maturation.
However, there is some evidence that the LDN reflects sound-feature analysis as well.
Cheour et al. (submitted) found a larger LDN for a larger duration decrement (and vice versa)
in 4-year-old children, but not in adults. In adults, it was the MMN that reflected the magnitude
of the stimulus deviance. In addition, Schulte-Körne et al. (1998) found an attenuated LDN to
the /da/-/ba/ contrast in 12-year-old spelling disabled dyslexic children. Similarly, in Study III of
the present thesis, the LDN was lacking altogether in the group of 6-mo-old CP infants, a group
with known language and learning disabilities. Additional, though indirect piece of evidence for
the LDN bearing functional significance is provided by the fact that similar (redundant, as
compared to adults) structural pattern is displayed also in children’s obligatory LLAEPs, and
that these peaks (e.g., N250) are likely to index some levels of neural sound representations.
Further, findings of Korpilahti (1996) and colleagues (Korpilahti et al submitted) of
significantly larger LDN elicited by changes in words, as compared to changes in tonal stimuli,
might indicate that word-elicited LDN in these studies was enhanced by a contribution of a
phonemic-mismatch process, known to be indexed by a N400 component in adults (Kutas &
Hillyard, 1980; Connolly, Phillips, Stewart, & Brake, 1992).
Another possibility exists that the LDN indexes attention-related processing of the deviating
auditory input. Kurtzberg et al. (1986) have reported a frontocentral negativity at 700-800 ms
in newborns following rare (p= .14) presentations of the syllable /ta/ in a sequence of the syllable
/da/, the ISI being several seconds. The authors interpreted this component as the cortical
discriminative (negative) component, Nc (Courchesne, 1977; 1978; 1983; 1990; Courchesne,
Ganz, & Norcia, 1981). The Nc is commonly elicited by rare, unexpected, and attention-catching
stimuli. Its amplitude is largest in children and declines by early adulthood (Courchesne, 1990).
It has been suggested by Courchesne (1990) that the developmental Nc amplitude changes
parallel the maturational schedule of the activating thalamo-reticular system, RAS. Most Nc
studies, however, have been performed in the visual modality and in attentive conditions. Since
the Nc amplitude was found to correlate with the novelty and content significance of the stimulus
(Courchesne, 1978; 1983; Courchesne et al, 1981), it was suggested that Nc reflects to a some
extent detailed and conscious stimulus analysis, triggered by its novelty (Courchesne, 1990).
The LDN, thus, appears not to be analogous to Nc, since the LDN is elicited by random and
rare, though repetitive, presentation of the same sound, differing only slightly from the rest of
the sounds in the sequence. In addition, all the reports on the LDN analogues in children so far
utilized unattended study conditions.
From the evidence reviewed above, it appears that the functional role of the LDN in
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information processing requires further clarification. The LDN might reflect certain aspects of
sound discrimination, since it is elicited in an oddball paradigm in response to the deviant sounds,
and since it was found to correlate with the magnitude of deviance in young children (Cheour et
al, submitted). On the other hand, unlike the MMN, the LDN undergoes substantial and protracted
maturational changes that correlate with such features of biological brain development as growth
and decline in synaptic density, protracted myelination of activating thalamo-reticular system,
and lengthy maturation of inhibitory modulation, mostly provided by late-maturing frontal
networks (Casey et al, 1997). Therefore, there is a possibility that LDN to at least some extent
reflects sensory- unspecific biological properties of neural networks across the development.
However, biological brain maturation cannot be dealt with separately from the ways information
is handled by neural systems. The morphology and physiology of the brain constitute both
substrate and constraints for information processing. It might nevertheless be that this
interdependence is somewhat stronger (requires higher lever of biological brain maturity) for
attentive or controlled processes, since they utilize outputs of “automatic”, preconscious
analyzers, which probably start functioning earlier during ontogenesis.
As knowledge on the developmental course of LDN starts to accumulate, it is difficult to
avoid noticing the similarity in the relationship between the LDN and brain maturation with that
previously suggested for the Nc and brain maturation (Courchesne, 1990). Therefore, even
though it appears that the LDN and Nc reflect different processes in auditory analysis, it is also
likely that the neural systems underlying their generation share important maturational, thus
probably also structural and functional aspects.
13.1.5. Relation between MMN and language performance
In adults, a correspondence has been demonstrated between MMN elicitation and behavioral
discrimination of difficult speech contrasts (Näätänen et al, 1993), between the MMN and
perceptual advantages of native language phonemes (Näätänen et al, 1997; Winkler et al, 1999b),
and even between the MMN and semantic word congruity (Pulvermüller et al, 2000). In children,
only very few studies have addressed the correlations between MMN elicitability, amplitude, or
latency and behavioral discrimination and language abilities. Perhaps the only studies that have
directly showed a correlation between the MMN and behavioral discrimination in healthy children
are those of Kraus and colleagues, which showed that behavioral discrimination of CV syllables
was correlated with the MMN amplitude (Kraus et al, 1996), and that the behavioral effects of
perceptual training of a difficult CV contrast were reflected in an increased MMN area (Kraus,
1999b). These results indicated that neural representations underlying MMN generation are
involved in perception as well. In addition, in the infant study of Cheour (1998b) it was assumed
that the increased MMN amplitudes with age reflected improved perception of the sounds of
the native language.
The rest of the relevant evidence comes from the studies on clinical populations, in which
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the MMN has been studied in relation to the behavioral performance. Again, there are just a few
studies that have directly tested these relationships: Korpilahti (1995) found an attenuated MMN
to frequency change in children with specific language impairment (SLI), which corresponded
to their poorer behavioral tone-frequency discrimination. In a study by Kraus et al. (1996), a
behavioral discrimination deficit of a syllable pair /da/-/ga/ in learning impaired children was
paralleled by an absence of MMN response. Importantly, in these children a significant MMN
was elicited by another, /ba/-/wa/, syllable difference, which these children could discriminate
well.
Study V of the present thesis attempted to investigate the relation between the MMN and
behavioral discrimination of a difficult syllable contrast in healthy school-age children. An MMN
elicitation and behavioral discrimination of an easy, sine-tone frequency difference, was also
investigated in Study V. A further step was undertaken in determining whether the MMN measures
differentiated children who performed at two different levels in a phonological short-term memory
task, pseudoword repetition, and on pseudoword learning – behavioral measures that have
been shown to correlate with such indices of language performance as vocabulary. In this study,
significant differences in MMN amplitude elicited by the just-discriminable syllable contrast /
baga/-/baka/ were obtained between good and poor pseudoword repeaters (Fig. R7). Since this
contrast was difficult to discriminate even in active conditions (behavioral performance 54%),
and since the critical change in the deviant sound was a consonant (Cowan & Wood, 1997), it
was very likely that the MMN elicited in this study reflected auditory-sensory and not phonemic
mode of sound analysis. Therefore, in view of the fact that there was no difference between the
repetition groups in tone discrimination or tone-elicited MMN, it appeared that the syllable-
MMN differences obtained in Study V reflect subtle differences in processing of speech sounds
between the repetition groups. Because the consonants, the critical stimuli in this study, have a
complex and transient acoustic structure, the quality of their representation in sensory memory
is probably extremely important for how well they are read-out to further, phonemic analyzers.
Therefore, the syllable-MMN differences obtained between the groups most probably reflect
the poorer quality of the ASM representations of consonants in the poor-repeater group. Most
importantly, these results demonstrated that quality of the sensory representations of the speech
sounds correlates with the efficiency of phonological short-term memory and may affect
behavioral language performance, including new word learning.
Since it was assumed that a sensory, not phonemic, mode of processing was tapped by the
MMN in Study V, the fact that no differences in tone-MMN amplitude between the good and
poor repeaters were found implies that the to-be-discriminated contrast should, probably in any
feature dimension, be fine enough in order to reveal subtle differences between the subject
populations. This is in accordance with the aforementioned results by Kraus et al. (1996), who
used JND and found a correlation between the MMN amplitudes and behavioral performance,
and with the studies that used tones and did not find such a correlation Korpilahti (1995).
Our present state of knowledge does not allow us to choose with confidence either auditorily-
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based or speech-specific accounts of speech sound processing (see 4.1.3.2). However, it appears
that mapping of acoustic sound features to pre-linguistic categorical structures in infants during
the course of development is transformed into the mapping of psychoacoustic onto phonetic
structures in adults (Miller & Eimas, 1994). During acquisition of a phonological system, fine
attunement of the relevant perceptual mechanisms to a state corresponding to the phonological
categories of one’s native language is taking place, probably by attentive extraction of the
relevant phonetic distinctions (Best, 1994). Even though the exact neural mechanisms of the
detection and coding of the perceptual constancy of speech are not clear, all the available evidence
on infant speech perception can by accounted for by sensory processing mechanisms (Aslin et
al, 1983).
The findings of Study V add to the evidence obtained in adults (Winkler et al, 1999a) that
acoustic sound representations are involved in conscious perception, either in parallel or in a
hierarchical manner with the phonemic ones.
13.1.6. MMN indices of ASM development
Behavioral studies on the development of sensory memory are rather scarce, mainly due to
the fact that it is difficult to isolate the sensory component of memory in behavioral tasks
(Cowan, Nugent, Elliot, & Saults, 2000). Nevertheless, studies by Cowan & Kielbasa (1986),
Keller & Cowan (1994), Saults & Cowan (1996), and Cowan et al. (1999) have provided rather
convincing evidence on sensory memory lengthening from 4 to 12 years of age (see 5.3).
Electrophysiological evidence on sensory memory development has been provided by Gomes
et al. (1999), who obtained an MMN in 6-7, 8-10, 11-12-year-old children and adults by a first
sound in a train (frequency-deviant) when the interval between the tone trains was 1 sec. However,
when this interval was prolonged to 8 sec, the MMN was elicited only in 11-12-year-old children
and adults. The results of Study IV of the present thesis are concordant with those reported by
Gomes et al. (1999) in that no MMN diminution was observed in 7-9-year-old children with
ISIs ranging from 350 to 1400 ms. In Study V, however, a significant tone-MMN amplitude
decrement was found when the ISI was prolonged from 350 to 2 000 ms. For syllable-elicited
MMN, the ISI effect was insignificant. The MMN in this condition was elicited with short ISI
only, and only in the good-repeater group. In this group, it remained significant at the C3
electrode with the 2000-ms ISI as well. Therefore, the ISI effect was evidently smeared by
there being no MMN in the poor repeater group at either ISI. Importantly, the persistence of
MMN with both ISIs in the tone conditions, in contrast to its amplitude diminution with the
long ISI in the syllable conditions (in the group in which the MMN was elicited) implies that
persistence of the memory traces might depend on the quality/strength of the trace to begin
with, the neuromediation of trace maintenance playing its own role.
A single behavioral study on ASM in infants (Cowan, Suomi, & Morse, 1982) addressed
the very short phase of sensory memory (see 5.1). The findings of this study led the authors to
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suggest that in infants this memory stage lasts longer (at least 400 ms, as compared to 150-200
ms in adults) and thus probably compensates for the slower processing speed in them, allowing
more time for sound encoding and perceptual integration.
Study I of the present thesis so far is the only one where electrophysiological evidence on
ASM in infants was obtained. In this study, the tone-pitch MMN was obtained when the
interstimulus interval (ISI) was 700 ms, but not when it was shorter (350 ms) or longer (1400
ms) (Fig. R3). The deviant-tone ERP in the long-ISI condition (Fig. R3, right column) resembled
in waveform the ERP obtained in response to rare sounds (e.g., Study III, Deviant Alone
condition). It is therefore likely that deviants in this condition were processed as rare ones, the
auditory context of the standards being not taken into account (for a theoretical background,
see Section 6.3.3, also Schröger, 1997; Ritter, Gomes, Cowan, Sussman, & Vaughan, 1998;
Picton et al, 2000), since no trace of the standard tone apparently was left after a silence of 1400
ms. This finding therefore seems to extend the evidence, available in children, by implying that
sensory memory decay in newborns is even more expedited as compared to 4-year-old and
older children.
A puzzle was posed by the finding that no MMN was elicited in the short, 350-ms, ISI
condition, which should be very beneficial for building up sensory memory traces. Fortunately,
the afore-mentioned findings by Cowan et al. (1982) enable one to consider the reasons for this
result. If in infants the auditory input is integrated over longer periods of time (i.e., the span of
the very short phase of ASM, which in Cowan et al.’s (1982) study was found to be double the
length in infants (400 ms) as that in adults (150-200ms)), then it is possible that very rapidly
presented sounds are not perceived as separate auditory events (Näätänen & Winkler, 1999)
but rather as a continuous (or one resembling amplitude-modulated) sound. The integration
time of 400 ms in Cowan et al.’s (1982) study was obtained from 2-month-old infants. In
newborns it might be even longer, whereas the shortest ISI in Study I was of 350 ms. Therefore,
the frequency of the deviant tones was probably perceptually “smeared” with that of the standard
tones, compromising the comparison process.
An alternative explanation for the lack of MMN in the short-ISI condition could be a high
temporal probability of the deviant sounds. However, the mean inter-deviant interval in this
condition was 4 393 ms, whereas there was no evidence for a memory trace for the standard
already after the 1 400-ms period (the longest ISI condition). Thus, this alternative seems less
likely.
Therefore, the ERP findings on healthy infants and children of the present thesis, together
with available behavioral evidence in children and ERP evidence in adults (see 6.3.3) indicate
that auditory short-term memory duration lengthens with age. In addition, its very short phase
feasibly undergoes functionally relevant maturation. In view of the facts of late maturation of
the frontal cortical systems and adapting the hypothesis on the functional fronto-temporal
networks (see 6.3.2), it is feasible that the frontal-cortex maturation considerably contributes to
the short-term memory lengthening during development.
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13.2. Mechanisms of the cleft-associated cognitive deficits as inferred
         from the present data
In our studies on children with clefts, tone-pitch discrimination was tested. There were
several reasons for using tones in these studies. First of all, no consistent or well-defined pattern
of impairment in either speech perception or auditory skills, which could have been targeted by
ERP studies, was documented in children with clefts. Secondly, influence of known peripheral
hearing loss needed to be sorted out, implying that rather simple auditory analysis ought to be
studied. Thirdly, since no objective evidence on primary CNS involvement was available, we
began studying cleft-associated cognitive impairment by focusing on the functioning of the
ASM module as such. Because most MMN studies in children with language disability have
found impaired discrimination of contrasts involving pitch (Korpilahti & Lang, 1994; Korpilahti,
1995; Kraus et al, 1996; Schulte-Körne, Deimel, Bartling, & Remschmidt, 1998; Bradlow et al,
1999), including children with CATCH 22 (Cheour et al, 1997b), this appeared the most promising
option.
13.2.1. Relation between cleft types, peripheral hearing, and MMN findings
As indexed by MMN, impairment of preconscious auditory discrimination was found in
neonates with palatal clefts already at birth (Study II). Further, at birth the difference wave
amplitude of infants with CP was significantly smaller than that of both healthy newborns and
those with CLP, at the latency ranges of both the earlier discriminative negativity, MMN, and
the late discriminative negativity, LDN (Study III, Fig. R4, left column).
Significantly fewer infants were available for re-testing at the age of 6 months. This decreased
the statistical power of the analysis. No differences between healthy infants and a subgroup of
CLP infants at this age was found at any latency range, even though the grand mean waveforms
looked like the MMN in CLP infants might be smaller in amplitude than that in healthy peers
(Fig. R4, right column). Infants with CP at this age showed an MMN comparable to that of
healthy peers. However, the LDN in them was missing altogether. In light of the above-mentioned
evidence on the salience of the LDN during childhood and its possible role in indexing auditory
discrimination (7.3 and 13.1.2, see also Cheour et al, submitted), together with the fact that
both discriminative negativities were missing in the CP group at birth, we infer that the present
findings indicate impaired auditory sensory discrimination in infants with CP.
A natural question arises regarding the extent to which these differences might have been
caused by compromised peripheral hearing. A review of the literature on the MED in children
with clefts (see 9.3) unambiguously showed that children with clefts do have depressed peripheral
hearing, and that this most likely impedes their auditory and language skills, especially at younger
ages. However, no study showed differences in auditory detection thresholds or discrimination
acuity between children or infants with different cleft types. The ERP findings from Deviant
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Alone conditions of the present studies are in line with these facts: The obligatory responses,
elicited by rare sounds, tended to be smaller in amplitude in cleft newborns than in their healthy
peers irrespective of cleft type (Study III).
The diminution of obligatory-ERP amplitudes may be caused either by the elevated peripheral
hearing thresholds or by the dysfunction of central auditory pathways. The cleft newborns of
the present studies were investigated at the mean age of 10 days (range 4-19 days). By this
time, a middle-ear effusate had accumulated in most of them, again, without respect to cleft
type. This may have elevated peripheral hearing thresholds in cleft infants and consequently
rendered the obligatory components to diminish. Indeed, in a recent of study Anteunis et al.
(1998), click-evoked otoacoustic emissions were present in only 6 out of 24 ears in infants with
CL/P at the mean age of 3 weeks.
An alternative possibility, that of central auditory system contribution to the diminished
obligatory ERPs, cannot be ruled out on the basis of the present findings, especially in 6-month-
old infants. At this age, positive peak of the standard-tone ERPs in infants with CLP was of
comparable amplitude to that of the healthy peers, whereas infants with CP showed a tendency
for diminished responses to the standard tones. Nonetheless, the standard-ERP waveform
structure of infants with CLP resembled that obtained at newborn age: it lacked late negative
components. Therefore, abnormal (though differenctly) obligatory responses in both CP and
CLP infants co-existed with significant differences in MMN amplitudes between them.
Evidence has been reported (Kraus et al, 1998a) suggesting that the obligatory components
of cortical auditory ERPs and the MMN are generated by primary and secondary thalamo-
cortical auditory systems, respectively. Therefore, there exists a possibility that processes within
ASM module might be affected regardless of the status of the afferent systems. Correspondingly,
the present findings indicate that cortical auditory discrimination, as indexed by the MMN, is
selectively impaired in CP as compared to CLP infants, regardless of peripheral hearing status
or auditory processing underlying the generation of the obligatory responses. It should,
nevertheless, be emphasized that the impact of peripheral hearing status on either ERPs or on
language performance was not directly studied in the present experiments. Most likely it has a
general impact on the development of auditorily-based functions in children with clefts. It is
only the differences between cleft types, found in the present studies, which are interpreted not
to be accountable for by peripheral hearing deficits.
In school-age children with any type of cleft or CATCH 22, no differences in MMN measures
were observed with fast (350-ms ISI) stimulation (Studies VI & VII, Fig. R11). This indicates
that these children can preattentively discriminate sounds under optimal conditions, that is,
when the ASM trace is easy to develop (fast repetition of the standard), and the discriminability
between the sounds is easy (perceptually, a 1100 Hz sound is easily detected among 1000-Hz
sounds by children and adults (Study V, see also Sams et al, 1985). The MMN diminution with
longer, 700- and 1400-ms, ISIs indicates that it is the duration of ASM traces that is shortened
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in CATCH 22 (Study VI) and, to a somewhat lesser extent, in children with CP (Studies VI & VII),
as compared to their healthy peers.
The Deviant Alone condition was not possible to administer in school-age children with
clefts due to the lengthy MMN paradigm. Nevertheless, the standard-tone ERPs are well defined
at this age and allow evaluating processes that underlie generation of the obligatory ERP
components. Not reported by Cheour et al. (1997b), though visible from their figure, are the
smaller responses to the standard tones in CATCH 22 children as compared to those of the
healthy peers. It might therefore be that the dysfunction of the auditory system in children with
CATCH 22 involves also the neural processing stage underlying generation of obligatory ERP
components. This is in line with the more severe disability patterns in children with CATCH 22
and implies a less specific and more widespread dysfunction of the CNS in them.
In contrast to those with CATCH 22, children with nonsyndromic clefts showed no
depression of the obligatory ERP components in the responses to standard stimuli (Ceponiene
et al, submitted). Although causality cannot be concluded, this correlates with the improvement
of peripheral hearing in these children with age. The normal-amplitude ERPs to the standard
stimuli and the normal-amplitude MMN elicited in cleft children with short ISI indicate that, at
least for the tonal contrast and loudness level used, their sound-feature analysis and discrimination
were normal.
However, the MMN-response diminution with long, 1400-ms ISI, was a serious pathological
finding in some of these children (Fig. R10). It implied that short-term maintenance of auditory
information is impaired in a proportion of children with oral clefts. Unlike in the studies of
hearing acuity (see 9.2), the pattern of MMN diminution was related to cleft type in a systematic
fashion (Fig. R10, bottom). Children with CL/A displayed MMNs comparable to those of their
healthy peers, whereas children with CP, as a group, showed a moderately, though significantly,
diminished response. Among them, the more posteriorly delimited the cleft was, the smaller
was the obtained MMN amplitude.
A finding that children with unilateral CLP showed the fastest decay of sensory memory
was unexpected, since the prevailing view, based on earlier findings (Richman, 1980; Richman
& Eliason, 1984) was that CLP children perform better at school or on language tests than
children with CP. The number of studies that have found impaired language or auditory skills in
children with CLP is increasing (see 9.4, (Starr, Chinsky, Cantern, & Meier, 1977; Jocelyn et al,
1996; Kapp-Simon & Krueckeberg, 2000). A possibility that a gender effect, reported earlier
(Lamb et al, 1973; Broder et al, 1998), underlies the present finding is unlikely since no significant
gender effect on the MMN amplitudes was found in Study VII.
The present studies found that the duration of ASM traces and not auditory sensory
discrimination was impaired in the CLP subgroup. In infancy, or at the age of 7-9 years, sound
discrimination was not compromised in this group, as indicated by a robust MMN elicited with
short ISIs. As reviewed in Sections 5.3 & 13.1.4, there is both behavioral and ERP evidence
that short-term memory span, including its auditory sensory component, lengthens with age
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(Keller & Cowan, 1994; Gomes et al, 1999; Cowan et al, 2000). Therefore, one explanation for the
result of shortened sensory memory duration is a possibility that the deficit in sensory memory
persistence is amplified with time, along with the lengthening of the ASM span itself. An immediate
implication of this phenomenon then could have been a later onset of this type of dysfunction,
taking place during later stages of language development. An alternative explanation is that the
immediate sound-feature analysis and discrimination is more essential for normal language
development than the persistence of the short-term sound representation in memory. If either of
these were the case, their harmful effect of shorter sound memory on the cognitive development
in CLP children was moderate compared to the discrimination disability in CP children, which is
present from the very birth.
In children with CP, impairment of tone-frequency discrimination was found to persist
during infancy, spanning the time period critical for language acquisition. This early disability
could be one of the important pathogenetic factors expressing itself in the reportedly more
severe auditory perceptual problems of CP children. The shorter ASM in this subgroup at the
age of 7-9 years could then be a consequence of poor neural sound representation (see 13.1.4).
Indeed, it has been proposed that the less well-defined the neural representation is, the more
susceptible it is for neural interference and decay (Diesch & Luce, 1997, see also Study V).
13.2.2. Relation between cleft type, MMN findings, and behavioral disability
      profiles
All but one study reviewed in 9.4 found delayed or impaired cognitive functioning in children
with oral clefts, language deficits prevailing consistently. In light of the evidence that auditory
sensory memory plays a role in language acquisition and performance (Study V, see also 5.2 &
13.1.3), it appears likely that dysfunction of auditory sensory memory, as indexed by the present
MMN findings, is implicated in the behaviorally observed language disability in children with
oral clefts.
Most of the studies that compared patterns of cognitive impairment between children with
different cleft types have found significant differences in their language performance such that
children with CP had lower scores that those with CLP. As already mentioned, this correlates
well with the finding that sound discrimination in these children is impaired from the very birth
and persists until at least 6 months of age. This pitch discrimination deficit may result in “noisy”
phonological representations of the speech sounds (Study V) that are formed during the first
year of life (Kuhl et al, 1992; Dehaene-Lambertz & Dehaene, 1994; Dehaene-Lambertz &
Baillet, 1998; Cheour et al, 1998b). It may also cause a faster decay of the short-term activation
of these representations, namely due to their poorer quality (Study V).
One of the reasons why language disability in children with CLP might have been overlooked
in the behavioral studies is the fact that most of them have pooled children with CLP together
with those with CL/A. As it turns out, children with CL/A do not display central auditory
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disability either behaviorally (see 9.4) or as indexed by the MMN in the present studies. On the
other hand, they constitute a considerable proportion (up to 38%) of the (CL/A+CLP) group
(Ritvanen, 1998); therefore a contribution of the good performance of the CL/A children to the
overall result may have blurred the CLP-characteristic patterns of cognitive disability.
From research reviewed in 9.4, a pattern involving a relation between the child’s age and
the severity of language and general cognitive impairment emerges as follows. During the first
year of life, infants with clefts show average developmental scores. Their performance significantly
declines during the preschool years, regardless of the cleft type, though. This might well be
attributed to the amplifying effect of relatively mild language disabilities when the verbal
communication requirements increase. This amplification effect is especially interesting in the
case of CLP, since the present studies found no evidence for an impairment of auditory
discrimination in these children during infancy, but at school age a serious ASM duration deficit
was found. In accordance with this, behavioral studies that have found a similar pattern of the
disability becoming more severe with time, have discovered that children with CLP but not with
the CP show the largest deterioration with age (Starr et al, 1977; Kapp-Simon & Krueckeberg,
2000). Therefore, the course of the evolution of behavioral disability in children with CLP,
resembling the ASM persistence deficit found only at school age, permits one to connect the
sensory memory disability with the language impairment encountered in these children.
It is only during school years when cleft-type specific behavioral disability patterns seem to
emerge, and this fact could be directly related to, first, better hearing with age, allowing the
cleft-type specific disability pattern to show up, and secondly, to the increasing demands on
mental performance (see 4.3.1). Indeed, reading and arithmetic are more susceptible to minor
cognitive deficits than oral language is.
13.3. The hypothesis of comorbidity between oral clefting and CNS dysfunction
We tried to prove here that there are differences in short-term sensory functioning between
children with different cleft types, which are not contingent on either the peripheral hearing loss
or on the auditory processing underlying generation of the exogenous ERP components. What,
then, underlies these different impairment profiles, detected both in the present and in many
behavioral studies?
Among the CP subgroups (Fig. 6), the MMN amplitude was smaller with more posteriorly
delimited palatal clefts. This finding allowed some suggestions concerning a relation between
the embryological development of the cerebral and facial structures. During the early phases of
embryogenesis (see Sections 2.1 & 2.4), the cell pools that later give rise to the facial and
cerebral structures are located close to each other (facial tissues are derived from the neural
crest cells; Fig. 2) and share a number of biological mediators that govern organ and tissue
formation. For instance, the Neural Cell Adhesion Molecule (NCAM) plays a crucial role in the
fusion of the palatal shelves, axonal growth, synaptogenesis, and also in the regulation of
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neuromediator levels in the developing brain (Rutishauser et al, 1988). Other biologically active
substances, e.g., TGFA (transforming growth factor-alfa) (Machida et al, 1999; Taya et al,
1999), steroid hormones, and retinoic acid are also in various ways implicated in both cerebral
and cleft-tissue morphogenesis (Johnston, 1990; Johnston et al, 1990). Therefore, cell-signaling
molecules similar to NCAM could possibly be at the root of both cleft and cerebral phenomena.
However, much more integrated research on similar molecules in relation to cleft type and
cognitive disabilities is needed before this location-function association hypothesis can be tested.
CLP and CP are believed to have different genetic origins (Johnston et al, 1990); therefore
it would be natural to expect different pathophysiological processes with different timings to be
implicated in the two cases. On the basis of the present MMN findings, it seems feasible to
propose that auditory sensory discrimination and the persistence of auditory sensory memory
are differentially impaired in the CP and CLP patients. Even more profound ASM impairment
found in the present studies in CATCH 22 children corresponds to their more severe and
generalized cognitive disabilities. Besides the specific language impairment, CATCH 22 children
may present with psychiatric illnesses or mental retardation (Goldberg et al, 1993). Therefore,
in this syndrome the central auditory dysfunction is very likely to be only one of the components
of a more general cognitive disorder.
It is therefore proposed here that (1) there is primary CNS dysfunction in a proportion of
individuals with oral clefts; (2) this dysfunction is partially caused by a genetically predetermined
impairment of neuromediation involved in auditory sensory memory processes; (3) both clefting
and ASM dysfunction are caused by overlapping genetic substrates, active during early embryonic
development and/or neuromediation during postnatal life. That is, it is suggested that oral clefting
and language disability are related in a comorbidity fashion.
13.4. Mismatch negativity (MMN) as a tool for investigations of clinical relevance
         in children
As was described in Section 6.3, the MMN appears to meet the criteria for a measure of
brain activity that can be used to study central auditory processing, underlying conscious auditory
perception in adults (Näätänen et al, 1993; 1997; Kraus et al, 1993b; Winkler et al, 1995;
Winkler et al, 1999b) and probably in school-age children (Study V, Kraus et al, 1996). MMN
elicitation without attentive listening or active responding is of crucial importance when studying
infants and young children. Further, the MMN permits studying several, not just one, phenomena
occurring during sound processing (see 6.3.3).
As was noted in 13.1.2., two closely related, yet distinct, aspects of auditory maturation
should be apprehended: the gross biological brain maturation and the development of sensory
processing. The transformation of the MMN as a brain signal (Cheour et al, 1998a) is clearly
caused by a very intensive and extensive brain maturation, especially during the first year of life
(see 2.5-2.7 & 3.3.2). The subsequent more gradual changes in MMN amplitude and latency
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perhaps are consequences of progressing myelination and changing synaptic density. Large-
scale cross-sectional and longitudinal studies are still needed in order to learn in detail about the
ontogenetic schedule of this component. As to the auditory sensory development - it probably
continues into adolescence. This can only be tracked by the MMN paradigms designed to target
specific sensory events or difficulty levels within auditory STM.
As it appears, additional knowledge on the maturation of the auditory system could be
provided by a second component of MMN, the LDN. The LDN undergoes remarkable
developmental changes and might prove to be an index of biological brain maturation (See
13.1.2.). However, extensive further research is needed to test this suggestion, which is presently
highly hypothetical.
Having said this, reasons precluding wide MMN applicability in clinical practice need to be
discussed. The parameters of MMN normality during infancy are yet to be established. Likewise,
the optimal recording conditions in healthy infants of different ages are still under elaboration.
On the other hand, the optimal MMN paradigm might be not the one that will reveal a functional
disability in a certain clinical group. Therefore, testing conditions need to be developed so that
in addition to the optimised, also a second, symptom-targeted condition could be performed.
Another issue is the poorer SNR in infant and child recordings as compared to that in adult
recordings. ERPs, including the MMN, share a major source of variability with the behavioral
methods, that is, the individuality of biological and sensory maturation. The ERPs, compared to
behavioral methods, are free from the variability in responding, but they are influenced by cerebral
and extra-cerebral electrical noise. The relative power of these variabilities is not known.
In healthy newborn infants, inconsistent MMN elicitation is obviously caused by
interindividual differences in biological and sensory brain maturation that are well within a
normal physiological range. The question then is how to distinguish the norm from the pathology
in no-MMN cases? To overcome these research caveats is not an easy task.
In order to clarify whether the brain immaturity, a middle-ear condition, or the CAI accounts
for a lacking MMN, all levels of sound processing should be evaluated. An audiological check-
up would be necessary. Recording the EOAE, BAEPs, obligatory cortical ERPs, and the MMN
simultaneously would provide with the information about all auditory pathway. Naturally, such
a procedure cannot be routinely performed for every infant. Even for infants at risk for auditory
impairment this kind of approach needs to be justified. To this end, a wide-scale study might
yield important information with regard to the earliest age at which the MMN should be
unequivocally elicited, and would possibly result in a parsimonious test protocol including the
MMN recordings at certain ages.
Another possibility is to extend the obligatory-response classification proposed by Kurzberg
et al. (1984) for premature and full term newborn babies to at least 1-year-old infants (e.g., in
Fig. 5). This would provide an estimate of the developmental stage of the central auditory
system of a particular child, against which the MMN results could be compared. Cases with
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normal obligatory responses (according to the developmental schedule)  but abnormal MMN
would classify as ones with specific impairment of auditory sensory memory.
Until the MMN is reliable enough for testing individual infants and children, its main
contribution lies in the investigation, at a group level, of the pathogenetic mechanisms of
conditions where the auditory system is (or could be) involved (as in e.g., Kraus et al, 1996;
Leppänen & Lyytinen, 1997b; Csépe & Gyurkócza, in press). The studies on children with oral
clefts represent an example where, first, evidence of primary CNS involvement was provided
and, second, the different auditory sensory memory sub-modules were found to be differentially
impaired in groups of children with different cleft types. Altogether, this led to the formulation
of the present hypothesis of a comorbidity between oral clefting and language disability, with
even further specification of the possible differences in pathogenetic mechanisms involved in
the cases of different cleft types.
A study aiming at investigating neural mechanisms of a disease should be planned following
several rather specific requirements. First, the group of child patients should be homogenous in
their diagnosis, or even better, in the specific auditory disability. The age range should also be
carefully considered – it should either be rather restricted, or age-matched controls should be
provided. Finally, the MMN paradigm should be designed to target the hypothesis, constructed
on the basis of known clinical/behavioral disability profiles.
13.5. Looking forward
There remains much to look forward to in the developmental auditory ERP research.
Questions are innumerable. It would be exciting to learn what the neurobiological “rules” are
for determining the described complex, though very systematic, emergence and disappearance
of certain ERP peaks across the development. What exactly do these peaks signify in terms of
neural sound analysis and representations? What, if any, are their perceptual correlates? How
well does the MMN correlate with conscious auditory perception in infants and young children?
With which aspects of it? And how young children thrive so well without even a hint of auditory
N1?
The studies in the present thesis, involving children with clefts, were designed on the basis
of rather general cognitive disability profiles of these children as delineated by earlier research.
The obtained findings were nevertheless quite informative, suggesting following future research
strategies: (1) all available ERP indices of language acquisition should be followed-up in infants
with different cleft types, along with the development of verbal language; (2) groups of children
displaying well-defined impairments in auditory or/and linguistic skills should be tested with a
specifically “tuned” speech-sound MMN paradigm; (3) the sensory memory shortening, found
in CLP children, should be investigated as a function of stimulus complexity; (4) the precise
history of peripheral hearing should be correlated with ERP findings across different cleft types.
Altogether, this may be informative with respect to the development of perceptual training
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programmes aiming at early intervention in children with oral clefts.
14. CONCLUSIONS
      I. Developmental aspects of LLAEP
The pattern of obligatory auditory ERPs of childhood consists of the P100, N250, and
N450 peaks and is consolidated during the first 6 months of life. The childhood correlate of the
adult N1 wave, displaying its typical features, emerges later during childhood. Whereas generators
of the childhood P100, N250, and N450 peaks probably reflect activity of the sound-feature
analyzers, emergence of the N1 might signify onset of a higher level of sound analysis integration
into ongoing mental activity.
Properties of the speech sound representations in the auditory sensory memory are likely
to affect the formation and/or utilization of the corresponding representations within the
phonological short-term memory buffer.
      II. Findings in children with oral clefts
The ERP findings in infants and children with oral clefts of the present thesis provide
evidence of primary involvement of central auditory processing in their language disabilities, in
addition to the possible consequences of peripheral hearing loss.
As indexed by the MMN, the central auditory dysfunction is manifested as either impaired
sound discrimination or shortened persistence of auditory sensory memory, depending on cleft
type. Impairment of preattentive auditory discrimination is present from birth and is associated
with cleft palate. Shortening of sensory memory, in contrast, emerges after infancy, and is most
severe in children with cleft lip and palate.
Further developmental studies in children with clefts are needed in order to elaborate on
the relationship between peripheral hearing loss, behavioral disability patterns, and central auditory
processing, as indexed by ERPs.
     III. LLAEP relevance in clinical childhood studies
Long-latency auditory event-related brain potentials, both obligatory components and the
MMN, are powerful for investigating the functional development of the central auditory system
starting from newborn age. The MMN, in particular, is the response showing the closest
correspondence with conscious perception out of all the ERP components known to date.
Therefore it can and should be utilized in studies of the pathogenetic mechanisms of the disorders
where audition is, or might be, involved.
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