In this paper we describe how an abstractive text summarization method improved the informativeness of automatic summaries by integrating syntactic text simplification, subject-verb-object concept frequency scoring and a set of rules that transform text into its semantic representation. We analyzed the impact of each component of our approach on the quality of generated summaries and tested it on DUC 2002 dataset. Our experiments showed that our approach outperformed other state-of-the-art abstractive methods while maintaining acceptable linguistic quality and redundancy rate.
Introduction
Rapid growth of digital information increases the need for automatic text summarization methods that can digest large amounts of textual data, such as scientific articles, blogs and news articles to extract concise and relevant information from them. Text summarization methods can be classified into abstractive and extractive ones (Nenkova and McKeown, 2012) . Extractive methods compose summaries from the most salient sentences of the original document. In contrast, abstractive methods generate novel or partially novel text using such techniques as sentence compression, fusion, calculation of path scores in graphs or, natural language generation tools such as SimpleNLG (Gupta and Gupta, 2018) . They involve an intermediate step of deep linguistic analysis and an abstract semantic representation of the data. Extractive techniques have been intensively researched for over half a century and, according to some studies, "have more or less achieved their peak performance" (Mehta, 2016) .
Over the past few years interest in the field of text summarization has shifted towards abstractive methods and quickly produced a large variety of approaches. Gupta and Gupta (2018) classify them broadly into methods based on the structure, semantics and deep learning with neural networks.
The main advantage of semantic-based approaches over deep learning ones lies in their independence from a large training corpus. Most of the available datasets for deep learning belong to the domain of news text that further restricts the application of these methods to other domains. However, semantic-based approaches rely on a parser to transform text to its semantic representation and, therefore, a poor parser performance will reduce the quality of generated summaries. Another limitation of the deep learning methods comes from the fact that they rely on statistical cooccurrence of words and are prone to semantic and grammatical errors. This is something that a reliable parser could help to avoid.
Structure-based methods, such as template and ontology based ones reveal other weaknesses. Template-based methods lack diversity. At the same time, ontology based ones rely on a timeconsuming task of creating an ontology by a human expert. However, they provide highly coherent summaries and can handle uncertainties respectively. Semantic-based approaches that rely on handcrafted rules to transform text into semantic representation may be criticized for the same reason related to the human effort and time required to solve the laborious task of creating transformation rules.
It becomes clear that each abstractive approach can reliably handle only some aspects of the summarization process while revealing weaknesses in the remaining ones. Thus far, none of the approaches has been capable of offering a broadbased solution. Research in this field is mak-ing headway, each time with more elaborate algorithms and combining techniques from a number of different methods. However, Chen et al. (2016) have shown via their analysis of the reading comprehension task -another natural language processing task that requires interpretation of the text -that a straightforward approach designed around a small set of carefully selected features can obtain high, state-of-the-art accuracy.
Therefore, this study has a threefold objective. First, to design a broad-based abstractive text summarization method. Second, to evaluate whether the proposed method is capable of delivering concise and informative summaries while maintaining above-average linguistic quality and redundancy rate. Third, to compare it against other state-ofthe-art abstractive methods.
The approach that we propose in this work falls into the previously mentioned semantic-based group of abstractive summarization approaches and has been inspired by the ideas of Genest and Lapalme (2011) and Lloret et al. (2015) . Our contribution takes their abstractive models one step further by scoring abstract information representation without taking into account its surface representation. The proposed method incorporates syntactic text simplification, subject-verb-object concept frequency scoring, and a set of rules that transform text into its semantic representation. This paper is structured as follows: Section 2 discusses related semantic-based abstractive summarization approaches. Section 3 describes in detail the architecture of our method. Evaluation methods and results are presented in Section 4. Section 5 describes the effect of individual components of our approach upon the quality of generated summaries. Section 6 provides a summary of the conclusions and areas for future work.
Related Work
All the methods in the semantic-based abstractive summarization group include the initial step of converting texts into an abstract semantic representation. For example, Genest and Lapalme (2011) introduced the concept of information item that was defined as a smallest element of coherent information and represented as a dated and located subject-verb-object triplet. Lloret et al. (2015) also base their concept representation on subject-verb-object triplets. Alshaina et al. (2017) use predicate-argument structure as their underly-ing information representation and extract a number of features from it that are later used for ranking. Li (2015) define the concept of Basic Semantic Unit (BSU) where each BSU is an actor-action-receiver triplet with its obligatory arguments, namely, actor and receiver of the action. The BSUs are used to construct a BSU semantic link network representation for each text.
Abstract Meaning Representation (AMR) graphs is the most recent approach to abstract semantic representation of texts (Vilca and Cabezudo, 2017) . AMR nodes are represented by either words or PropBank 1 frames, and edges define relationships between them. Both the AMR graph representation and the subject-verb-object (SVO) representation depend on the efficiency of the parser. However, AMR graphs also rely on PropBank framework whose limitations pose additional constraints on AMR graphs. Furthermore, the problem of text generation from AMR graphs is still a challenge and it has not yet been solved (Li, 2015) .
The summarization method based on BSUs proposed by Li (2015) overcomes the limitation of text generation faced by AMR graphs, and produces informative, coherent and compact summaries. However, as the authors state, the BSU network cannot yet handle data that express opinions rather than facts and actions, since these cases involve verbs that lack meaningful actions, such as 'be', and the underlying representation of actoraction-receiver cannot be appropriately computed. Alshaina et al. (2017) use K-means and agglomerative hierarchical clustering algorithms to group similar predicate-argument structures (PAS) based on semantic similarity measures, and to eventually select the most representative PAS based on a weighted set of 12 features. The PAS proposed by this approach are classified into simple and complex ones. Complex PAS are derived from sentences with multiple verbs, otherwise they are considered to be simple. Nested PAS are eliminated. One of the features that determines whether to include a PAS into the summary or not is the "number of verbs and nouns" that gives preference to complex PAS as crucial to summary generation. Lloret et al. (2015) propose an abstractive semantic-based approach to ultra-concise opinion summarization. It involves a syntactic sentence simplification in the preprocessing step and semantic representation based on subject-verbobject triplets. Their scoring heuristics relies on subject-verb-object term frequencies.
The approaches closest to ours are those of Lloret et al. (2015) ; Genest and Lapalme (2011 Lapalme ( , 2010 . However, the difference between them is twofold. First, the aforementioned systems use term or document frequencies for scoring. We integrate word sense disambiguation to identify similarities between subject-verb-object triplets on the conceptual level that allows us to introduce concept frequencies for scoring. Second, the architecture of our approach is characterized by a higher level of abstraction. Namely, our approach scores abstractive concepts represented in the form of enriched subject-verb-object triplets and not their surface representation. Their surface representation is integrated in the final step when all the triplets have already been assigned their score.
Unlike the approach of Alshaina et al. (2017) who give preference to sentences with more than one verb, our approach integrates syntactic sentence simplification in the preprocessing step in order to split complex sentences into simpler ones and ideally reduce syntactic structure to a single main verb. This allows us to generate various subject-verb-object triplets from a single sentence and to manipulate them in a more precise manner.
Abstractive Summarization Framework
The architecture of our proposed abstractive text summarization approach is illustrated in Figure 1 . This section describes the role and the implementation of each of its components. Simplification. We begin by applying syntactic simplification to the original document as a pre-processing step. Simplification targets only complex sentences, splitting their syntactic trees into simpler ones. Each newly created sentence is a fully grammatical construction that, not always but in most cases, contains one main verb and covers one single concept 2 . In the next stages our method generates an information item from each simplified sentence. Simplifying the syntactic structure of the input text allows us to have fewer, less recursive and less error-prone rules for information item extraction. And capturing as many concepts as possible benefits the process of information item selection: only the most salient Stanford CoreNLP (Manning et al., 2014) . Additionally we use Porter stemmer for stemming (Porter, 1997) , Freeling for word sense disambiguation (Padró and Stanilovsky, 2012) and Java DOM parser for noun phrase chunking. Information Items Generation. Once the data have been analyzed we proceed to build an abstract representation of each of the sentences. We adopt the same naming convention as Genest and Lapalme (2011) and refer to them as information items (InIts). At the core of each InIt lies the main verb of the sentence accompanied by its subject and object, if they are present. Contrary to Genest and Lapalme (2011) we do not incorporate any manual rules to reject candidate InIts. However, a small portion of them will be lost during the surface realization stage if SimpleNLG fails to generate a sentence from an InIt. It happens at most to 1-2 simplified sentences per document. Preserving all InIts may introduce a higher rate of grammatically incorrect sentences due to the incorrect sentence parses 3 . However, since no clear pattern between syntactic linguistic phenomena and incorrect parses was observed, we could not discard such cases. Additionally, we extend the core subject-verb-object structure to include open clausal complements and prepositional phrases. Since the Stanford CoreNLP configuration that we used implements Universal Dependencies 4 for dependency parsing, our rules for transforming text into InIts are also designed around this annotation scheme. We implemented 5 transformation rules: All the InIts are stored internally as an ordered list. Calculation of frequencies.
In this stage we analyze InIts and calculate concept frequencies of all the verb, subject and object phrase heads of the input. For the purpose of evaluating effectiveness of concept frequencies, we also incorporated their term frequency scoring for comparative purposes. Our scoring strategy is based on the idea that there is "a very strong correlation between concepts of topic and subject in English." (Foley, 1994) . And it has also been shown in previous research on text summarization that subjects, verbs and objects play a crucial role in content selection and cannot be dropped (Harabagiu and Lacatusu, 2010) . Along with the SVO frequencies we also calculate term frequencies of named entities that represent subject or object phrase heads.
Information Items Scoring. Unlike the approaches of Genest and Lapalme (2011); Lloret et al. (2015) in our approach, InIt scoring and surface realization are independent from each other. We apply extracted SVO and named entity head frequencies from the previous step to score InIts directly. This gives us the flexibility to choose which parts of InIts to use for scoring. Our scoring is based on the idea that InIts that cover the main topic of the document contain the most frequent SVO concepts and named entities in any of their components. Given the flexibility to work with InIts directly and not the raw text, we experimented with scoring on SVO components and also combined them with open clausal complements and prepositional phrases. While scoring, we calculate matches not only between candidate noun phrase heads, but other phrase constituents es well.
For testing purposes we also integrate a modification of this step that, instead of scoring InIts directly, applies SVO and named entity frequencies to the simplified text. This configuration is indicated with the dashed arrow in Figure 1 . It allows us to compare how much information is lost during the transformation and generation stages.
Text Generation. We generate sentences from InIts with the help of SimpleNLG realization engine (Gatt and Reiter, 2009 ). The order of text generation rules is defined mainly by functionalities of SimpleNLG and follows these steps:
• generate a noun phrase (NP) to represent the subject if present; • generate the main verb; We do not do any other modifications apart from syntactic simplification of long sentences in the preprocessing step of our approach. This means, for example, that we do not convert passive constructions into active ones. However, since we always use the same order for the text generation rules, the original order of constituents may be changed, i.e. prepositional phrases will always be generated after subject, verb or objects, despite the fact that in the original sentence they may be in a different position. Generated sentences play no role in InIts scoring or InIt selection. They remain on hold until the selection of InIts and surface representation stage.
Information Items Selection. At this stage, we inspect all the InIts and reject the ones with empty text representation generated by Sim-pleNLG.
Selection of Surface Representation. For all the remaining ranked InIts, starting from the highest ranked one, we add each InIt's surface representation to the final summary until the maximum allowed size has been reached. Once we reach it we reorder sentences to preserve the original order of simplified sentences that each InIt originated from and deliver the summary. For surface representation our approach allows the selection of either a representation generated with Sim-pleNLG or the simplified sentence. In this final stage we do not integrate additional date or location information as Genest and Lapalme (2011), but if an InIt contained them among its prepositional phrases, they are included into the generated sentence by SimpleNLG.
Evaluation
Our approach is evaluated on DUC 2002 dataset for the single document summarization task 5 . After discarding duplicates, the dataset consists of 530 newswire articles. Each article is accompanied by one or more manually created abstractive model summaries of approximately 100 words.
At this development phase, our approach generates summaries operating exclusively with the words present in the original text. However, as a result of the syntactic simplification, they are likely to be reorganized into shorter sentences. Moreover, some of the words are ordered differently or not included into generated sentences as a consequence of the implemented translation and surface realization rules. These operations create summaries that go beyond the literal extraction of original text fragments.
We evaluate the content selection part of our approach with ROUGE toolkit and use human evaluation to assess the linguistic quality of generated summaries as described in Sections 4.1 and 4.2 respectively.
Informativeness
Following the example of recent works on abstractive text summarization we used ROUGE toolkit (Lin, 2004) to evaluate generated summaries (Vilca and Cabezudo, 2017; Hsu et al., 2018) . ROUGE-1 and ROUGE-2 are used to assess informativeness and together with ROUGE-SU4 they have been found to correlate well with human judgement. The longest common subsequence ROUGE-L is used to assess fluency. We compared our summaries to the human summaries provided for DUC 2002 corpus, and each text can be evaluated against at least 2 of them.
We also calculated average pairwise ROUGE values for human summaries to identify the highest score that an abstractive summary can obtain with ROUGE (see Table 1 ).
The selected baseline was implemented with the help of our method such that each original text passes through all the stages specified in Section 3, including sentence simplification and surface realization stages but avoiding the SVO and named entity scoring. To produce the baseline summary we applied tf-scoring to such regenerated sentences. This ensures that the baseline is an abstractive summary only differing in the scoring method.
We compared our approach to two state-of-theart approaches for abstractive text summarization of a different nature: 1) Vilca and Cabezudo's (2017) approach based on AMR graphs and Rhetorical Structure Theory; and, 2) the approach proposed by Hsu et al. (2018) based on deep learning and combines abstractive and extractive components. To compare our approach with the latter one, we used their abstractive model pre-trained on CNN/Daily Mail dataset of newswire articles. Table 1 shows that our approach outperforms both the abstractive baseline and the approach of Hsu et al. (2018) on all the ROUGE metrics. It also outperforms Vilca and Cabezudo's (2017) approach on 3 of the 4 metrics.
To illustrate how our approach and the approach of Hsu et al. (2018) modify original sentences, we contrast an extractive term-frequency based summary with the abstractive summaries generated by both of the approaches (see Table 2 ). For convenience, the common chunks between the summaries are numbered and surrounded by square brackets, while the unique chunks are italicized.
Our approach: [More than 4,000 workers at a coal mine in the southern city of Jastrzebie went to demand legalization of Solidarity and higher wages on strike] 1 .
[Workers on the overnight shift at the Manifest Lipcowy mine stayed outside the mine shaft] 2 . [The miners are demanding the legalization of Solidarity] 4 . The workers are calling for higher wages and better working conditions. The workers are requesting two lawyers and two economists. Workers at the Rudna copper mine near the city of Wroclaw staged a protest rally.[Workers at factories around the northern port of Gdansk joined striking shipyard workers.] 5 . Extractive TF summary: Solidarity spokeswoman Katarzyna Ketrzynska said [[workers on the overnight shift at the Manifest Lipcowy mine stayed outside the mine shaft] 2 all night and were joined by workers arriving for the morning shift] 3 . The strike began at noon today, according to Katrzynska. She said [the miners are demanding the legalization of Solidarity] 4 and reinstatement of workers fired for union activities. Three members of Solidarity were barred Saturday from working. On Aug. 16, 1980 , [workers at factories around the northern port of Gdansk joined striking shipyard workers] 5 to form Solidarity, the first and only independent trade federation in the Soviet bloc. Hsu'18: [more than 4,000 workers at a coal mine in the southern city of jastrzebie went on strike today to demand legalization of solidarity and higher wages] 1 .
[[workers on the overnight shift at the manifest lipcowy mine stayed outside the mine shaft] 2 all night and were joined by workers arriving for the morning shift] 3 . 
Human Evaluation
For our preliminary human evaluation of generated summaries, we used the statistical formula to calculate the correct size of a representative sample that was proposed by Pita-Fernández (1996) and successfully applied to different NLP tasks (Vázquez et al., 2010; Lloret et al., 2019) . For DUC 2002 dataset, a representative sample consists of 77 documents that we randomly chose from the corpus. They were evaluated according to the following criteria based on the DUC guidelines, but adapted to the specific task and errors:
• grammaticality -grammatical correctness of the summary (i.e. number agreement); • non-redundancy -no unnecessary repetitions;
and, • completeness -completeness of grammatical construction (i.e. a missing direct object of a transitive verb).
The generated abstractive summaries were assessed on a five-point Likert scale by 3 external annotators without any knowledge about how the summaries were produced. A grammatically correct, non-redundant and complete summary would receive a score of 5-5-5 respectively. The results in Table 4 show that the summaries produced by our approach scored above the average on the three criteria.
Measure
Score Grammaticality 3.60 Non-redundancy 3.71 Completeness 3.81 Table 4 : Average scores for human evaluation. Table 3 shows examples of such mistakes. Upon closer inspection we detected that the completeness errors are often caused by incorrect parses. Some of the grammatical errors are produced by SimpleNLG, whereas others refer to the cases not covered by information item extraction rules. Contrary to our predictions, the non-redundancy rate was above the average. The overall linguistic quality looks promising and reveals areas for improvement. However, there is a need for a deeper evaluation that is planned for future work.
Further Experiments and Discussion
In this section we analyze the impact of each of the components of our method on the informativeness of generated summaries.
Syntactic Constituents
We experimented with different configurations of our scoring module to test whether the subject, verb and object are enough for the scoring, or should be extended with open clausal complements and prepositional phrases to improve its performance. For this purpose we applied the scoring in three different contexts: exclusively SVO (SVO); the SVO extended with clausal complements (SVO+xComp); and, the SVO+xComp extended with prepositional phrases (SVO+xComp+PPs). This means that the scoring module checked occurrences of the most frequent SVO elements only in subject-object-object triplets or in the extended structures. The results in Table 5 show that there is some improvement in performance when additional syntactic components are included. We believe that this improvement may increase as the corpus increases, since a larger corpus will contain more cases of open clausal complements and prepositional phrases. 
Generation and Recall
Another experimental setup addresses the question of how much important information is lost during the generation stage. As described in Section 3, we integrated a setting (signaled with the dashed arrow in Figure 1 ) that, instead of scoring InIts, applied the SVO frequencies to the simplified text and delivered it in the final summary. This setting overcomes two possible limitations of our approach: it also scores the parts of the sentence that are not included into an InIt and provides more text for the future recall evaluation with ROUGE. Results in Table 6 show a slight improvement over the InIt-based scoring, but the difference is not as high as we expected. We may conclude that our InIt extraction rules capture most of the information, and surface realization rules generate sufficient material for the ROUGE evaluation.
R-1
R-2 R-L InIt 0.4102 0.1544 0.3776 Simpl. text 0.4181 0.1668 0.3797 Table 6 : ROUGE evaluation of text-based scoring
Effect of Concept Frequency Scoring
Word sense disambiguation and the resulting concept scoring should positively affect InIt selection as well. Table 7 shows that in this setting the difference between term and concept frequencies is almost non-existent. We believe that if we integrate the entire noun phrase when calculating SVO frequencies and not only the noun phrase head, it may lead to a more significant difference.
R-1
R-2 R-L SVO cf 0.4102 0.1544 0.3776 SVO tf 0.4100 0.1545 0.3777 Table 7 : ROUGE scores for concept and term frequency scoring.
Simplification and Recall
Our motivation behind the integration of a syntactic simplification module was to reach a greater degree of concept granularity that would allow us to select only the most salient InIts while discarding the less relevant ones. We tested our approach both with and without simplification. The results revealed in Table 8 indicate that working with original text yields a slightly better recall.
Close inspection showed that our simplification module generates syntactically more simple sentences, but introduces more repetitions that are R-1 R-2 R-L Simplified 0.4102 0.1544 0.3776 Original 0.4169 0.1588 0.3803 When we split a long sentence into several shorter ones with the repeated subject, the scoring module gives them more importance by considering the repeated subject to be the topic of the document. If some of these split sentences are included in the final summary, the repeated subject noun phrase takes summary space that otherwise could be occupied by a different phrase. On the other hand if the subject of such a split phrase is the true topic of the document, our method generates a very topic-focused summary. We hypothesize that scoring should be performed on the original subject-verb-object distribution of the document so as to avoid scoring for repeated subjects.
Summary Readability
Readability is rarely studied in detail in the context of automatic text summarization. Our summarization approach integrates syntactic simplification that results in syntactically simpler summaries and concept frequency scoring that may yield summaries with richer vocabulary when compared to term frequency based ones. To assess readability of generated summaries we calculated their Flesch Reading Ease (FRE), Dale-Chall (DC) and depth of the parse tree (PTD) scores. These three metrics give us a quick but complete assessment of the length, vocabulary and syntactic complexitybased readability aspects. Higher FRE and lower PTD and DC values correspond more comprehensible texts.
Results in Table 10 show that human summaries include longer sentences and words, and are also more concept dense than the original texts. Human summaries also tend to consist of syntactically less complex sentences. Unlike human summaries, our approach generates more comprehensible texts in terms of sentence and word length. As expected, syntactic sentence simplification positively affects the parse tree depth metric. However, it also generates summaries with greater lexical density. 
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Conclusions and Future Work
This paper presents a broad-based abstractive text summarization method that outperforms other state-of-the-art abstractive approaches while maintaining acceptable linguistic quality and redundancy rate. Our approach is based on the set of syntactic rules that transform text into its semantic representation as well as the combination of subject-verb-object concept frequency and named entity frequency for scoring.
The results show that some aspects of the proposed approach require improvement. Integration of the entire subject and object noun phrases for the calculation of frequencies may increase informativeness of the generated summaries. Coreference resolution and sentence fusion may help to lower the degree of redundancy introduced through the syntactic sentence simplification.
In future work, we plan to integrate these improvements and to evaluate our method on other datasets such as CNN/Daily Mail dataset. First, a larger dataset can provide more insights on the relative importance of open clausal complements, prepositional phrases and concept frequency for information item rating. Second, it will allow us to gauge the weaknesses and strengths of our approach, which is based on the concept of information items and handcrafted syntactic transformation rules, via a comparative analysis with stateof-the-art deep learning and semantic graph approaches.
