In this note, we study the momentum-based formulation of the 1D Euler Alignment Model on R, in the case where the interaction kernel φ is a Lipschitz function. The well-known and very important 'critical threshold condition' of Carrillo, Choi, Tadmor, and Tan gives a complete description of the wellposedness theory for strong solutions to the velocity-based formulation of this system. However, this threshold condition does not distinguish between physical blowup that occurs within the support of the density and blowup that occurs in the vacuum. The main purpose of this note is to demonstrate by way of an explicit example that-as a consequence-the critical threshold condition rules out physically relevant solutions of the momentum-based formulation. We also show that any wellposedness theory that treats the momentum formulation directly must somehow take into account information about the geometry of the initial support of the density.
INTRODUCTION
Consider the Euler Alignment model on R n :
x ∈ Ω(t) := {x ∈ R n : ρ(t) > 0},
φ(x − y)(u(y, t) − u(x, t))ρ(x, t)ρ(y, t) dy.
Here ρ denotes the density profile, which is positive inside the time-dependent set Ω(t) and zero elsewhere. The velocity u is defined inside Ω(t), and Ω(t) evolves according to the flow X : Ω → Ω(t) generated by u. That is,Ẋ(α, t) = u(X(α, t), t), X(α, 0) = α, and Ω(t) = X(Ω, t), where Ω = Ω(0) is a given open, bounded subset of R n . The function φ represents the (nonnegative) communication protocol, and the parameter κ > 0 governs the strength of the communications. We refer to (1) as the 'Momentum-Based' formulation of the Euler Alignment model, or briefly, the 'momentum formulation'.
1.1. Cucker-Smale-type models. The system (1) is a hydrodynamic description of the celebrated Cucker-Smale model of ODEs [5] , [6] , which has received a great deal of attention in recent years:
This system describes the evolution of N agents with positions x i and velocities v i ; the salient feature of this system is that the interaction of the agents, governed by the communication protocol φ, tends to align the velocities. One can make stronger statements about this phenomenon by making assumptions on, for example, the communication weight φ, the coupling strength κ, and/or connectivity properties of the initial configuration of agents. There is a wide literature dedicated to formulating appropriate assumptions for concluding that 'flocking' occurs; here, 'flocking' means that the diameter of the velocities tends to zero, and the diameter of the agents stays bounded for all time. If the communication weight φ is at least Lipschitz, then existence of solutions is a trivial consequence of the Picard Theorem; on the other hand, some of the literature on these models considers the case of singular communication weights, where φ(x) → +∞ as x → 0. Singular communication weights often offer several physically relevant advantages over bounded communication protocols, but they introduce technical difficulties, in particular the need to deal with questions of wellposedness in addition to flocking. An incomplete list of references on flocking and wellposedness for (2) (Lipschitz and singular weights) is as follows: [14] , [13] , [21] , [23] , [24] , [3] , [19] , [8] . One obtains the system (1) from (2) by first passing through a kinetic model (c.f. [14] , [2] , [22] and references therein). One can easily (but formally) derive (1) from the kinetic equation by taking appropriate moments of the kinetic equation, then making the 'monokinetic ansatz'
where u is the macroscopic velocity. Rigorous derivations are given in [16] , [10] .
In the literature on the hydrodynamic Euler Alignment model and related systems, (1) is commonly replaced by the following:
We refer to (3) as the 'Velocity-Based' formulation of the Euler Alignment model, or briefly, the 'velocity formulation'. The wellposedness theory for regular solutions of (3) is well-developed for n = 1 in the case when φ is Lipschitz; the question of global existence versus finite-time blowup is determined completely by the global nonnegativity (or lack thereof) of the quantity ∂ x u 0 + φ * ρ 0 , c.f. [29] , [4] . Let us immediately make this more precise, as we will reference this result many times in what follows. Here and below, we use C 1 (U) to denote the space of continuously differentiable functions on U ⊂ R, which are bounded and have bounded first-order derivatives; we equip C 1 (U) with the usual norm f C 1 (U ) = sup x∈U |f (x)| + sup x∈U |f ′ (x)|.
, and φ is Lipschitz and radially decreasing. We refer to the inequality
as the critical threshold inequality, and we say that the pair (ρ 0 , u 0 ) satisfies the critical threshold condition (CTC) for the velocity formulation (3) if
The result of [4] states that if a pair (ρ 0 , u 0 ) ∈ L ∞ (R)×Ẇ 1,∞ (R) satisfies (CTC), then there is a unique global-in-time strong solution to (3) associated to the initial data (ρ 0 , u 0 ), which is as regular as the initial data allows. On the other hand, if (CTI) is violated at some point x 0 , then one has ∂ x u • X(x 0 , t) → −∞ in finite time. In the present work, we use the smaller space C 1 (R) instead ofẆ 1,∞ (R) so as to remove any possible issues regarding a pointwise versus almost everywhere interpretation. It will be clear below that we lose nothing essential from this restriction.
Returning now to our brief review of selected literature, we mention that the case of singular kernels φ is more subtle; wellposedness of (3) in 1D has been studied in [26] , [27] , [28] , [9] , [17] , [18] , [30] , [1] . For both Lipschitz and singular kernels, regularity in higher dimensions is less well understood. One reason for this (in the Lipschitz case) is the following: key to the 1D Lipschitz theory is the fact that e = ∂ x u + φ * ρ satisfies a continuity equation, whereas this is no longer true in higher dimensions. Only small data regularity results are known in higher dimensions, c.f. [29] , [15] , [25] , [7] .
1.2. The Velocity-and Momentum-Based Formulations of the Euler Alignment Model. For the remainder of the paper, we restrict attention to the case where n = 1 and φ is Lipschitz and radially decreasing, with φ(0) > 0.
Inside Ω(t), the systems (1) and (3) are essentially identical. However, let us point out a difference that arises from the presence of vacuum. The system (1) is a free boundary problem; therefore a solution should specify (or at least give rise to) a flow map X(t) : Ω → Ω(t) that is bijective for each t. On the other hand, given ρ and u satisfying (3), bijectivity of the flow map follows from a mild regularity condition on u (membership in C([0, T );Ẇ 1,∞ (R)) is enough, where T is the existence time). This technical advantage of the velocity formulation (3) over the momentum formulation (1) comes at the cost of specifying irrelevant initial data for the velocity field outside Ω, and solving the system (3) outside Ω(t). This cost is an obvious disadvantage of the velocity formulation. Indeed, there is currently no wellposedness theory for (3) (for the Lipschitz kernels we consider) that allows the solution to be continued after the first blowup of u x , even if this blowup occurs in the vacuum. On the other hand, such a blowup is physically irrelevant, and a more satisfactory theory should give us a way to understand the dynamics of ρ after such a blowup.
There are at least two ways that one could try to amend this situation. First, one could develop a theory for of weak solutions to (3) that allows for discontinuities of u, at least in the vacuum. Of course, these putative solutions should restrict to solutions of (1) in some sense. We do not attempt such a development here, but we mention a few relevant results: Ha, Huang, and Wang [11] have developed a theory of weak solutions for the special case φ ≡ 1, the so-called 'all-to-all' coupling case. And the case φ ≡ 0 corresponds to the well-studied pressureless Euler equations (see [11] for references). The author's previous work [18] provides a theory of weak solutions for the strongly singular case on a periodic domain. However, the theory developed there does not carry over to the present context; for one thing, the periodicity assumption removes entirely the issue of vacuum, which is central here.
Alternatively, one could develop a solution theory specific to the momentum formulation. Unlike the previously mentioned option, this approach does not a priori require the treatment of shocks in order to resolve the vacuum blowup issue flagged above. The only work known to the author that treats wellposedness of (1) directly is [12] ; it proves the existence of Lagrangian trajectories for (1) under a small data assumption on u 0 .
The main purpose of the present work is to demonstrate that there is no straightforward way to transplant the existing wellposedness theory for (3) to get a satisfactory theory for (1), even if one is only concerned with the 'bottom-line' question of whether a given set of initial data results in global-in-time existence or finite-time blowup. More specifically, we propose two natural analogs of (CTC) for the momentum formulation which are 'close' in the sense that they are equivalent in the special case where Ω is connected (i.e., a single open interval); we show that one is necessary but not sufficient (even under additional assumptions), while the other is sufficient but not necessary.
The main Theorem of [12] claims that their smallness assumption on u 0 , which depends only on ρ 0 H k (Ω) , actually guarantees existence of a solution to (1) . However, our Theorem 1.5 below demonstrates that their result cannot be true in full generality; indeed, by means of an explicit example, we show that any smallness condition on u 0 must include some information about the geometry of Ω in order to guarantee global-in-time existence of solutions in any reasonable sense. It seems highly likely that if n = 1, some assumption on the minimal distance δ 0 > 0 between disjoint connected components (or some dependence on δ 0 in the smallness assumption) should be enough to restore the Theorem; in particular, the Theorem holds true without modification in 1D if Ω is a single open bounded interval. In higher dimensions, there is reason to believe that the issues arising from the example of our Theorem 1.5 may cause problems even if Ω is connected. In this case, we believe the appropriate analog of a minimal distance δ 0 between connected components of Ω is rather a minimal radius δ 0 > 0 such that for any ball B(x, δ 0 ) of radius δ 0 , centered at a point x ∈ Ω, the set B(x, δ 0 ) ∩ Ω is connected. It would be very interesting to confirm this prediction quantitatively and to understand how δ 0 should depend on the initial data. However, such a study is outside the scope of the present paper and will be considered in future work.
1.3. Statement of Results. Let us give our formal definition of a strong solution of (1) and (3) (mostly following [12] ), and then we will state precisely the two conditions mentioned above.
Let Ω ⊂ R be open and bounded, and assume that
of the momentum formulation of the Euler Alignment system associated to the initial data (ρ 0 , u 0 ), if the following hold:
• There exists a flow map X :
• ρ, u, X satisfy the Euler Alignment model in the sense that for t ∈ [0, T ) and α ∈ Ω, • We say that the pair (ρ 0 , u 0 ) satisfies condition (CTCn) if (ρ 0 , u 0 ) satisfies inequality (CTI) for all x ∈ Ω. • We say that the pair (ρ 0 , u 0 ) satisfies condition (CTCs) if u 0 has a C 1 extension to all of R that, together with ρ 0 (extended to all of R by zero), satisfies the critical threshold condition for the velocity formulation: There exists u 0 : R → R such that
Since the Theorem of [4] provides for blowup of u x along a characteristic on which (CTI) fails at time zero, it is clear that (CTCn) is a necessary condition for the existence of a strong solution to (1) . On the other hand, one should not expect it to be sufficient, at least without further assumptions. Indeed, there are trivial counterexamples when φ ≡ 0 (corresponding to the well-studied pressureless Euler equations); take two disjoint blobs of density initially moving toward each other, with constant velocity on each of the connected components of Ω. One should expect that similar examples are available for (1) with φ ≡ 0, at least when the strength of the interactions is weak. Theorem 1.5 below guarantees that we can always find such examples, even if κ is very large and u 0 is very small. That is, the alignment force associated to a Lipschitz kernel is not strong enough to prevent crossing of characteristics originating in initially disjoint blobs of density (even if the velocity is initially small), at least without some assumption on the distance between the blobs.
Somewhat more surprising than the robust insufficiency of (CTCn) is the non-necessity of (CTCs), which is implied by our main Theorem 1.6; the choice of using (1) or (3) affects even the 'bottom-line' question of global-in-time existence versus finite-time blowup of strong solutions. Let us take a moment explain why this is not obvious. Suppose one is given smooth initial data (ρ 0 , u 0 , Ω), with Ω a finite union of separated open intervals, and u 0 specified only on Ω. Suppose this initial data gives rise to a global-in-time strong solution (ρ, u, X) of (1). It is clear that we can find a smooth extension u 0 of u 0 to all of R, and that the resulting strong solution u of (3) will agree with u inside Ω on the time interval of existence of u. What is not clear is whether one can necessarily find an extension of u 0 that gives rise to a global-in-time strong solution of (3). Theorem 1.6 answers this question in the negative, indicating that there exist global-in-time strong solutions to the momentum formulation that are ruled out by the strong solution theory for the velocity formulation. This conclusion is not only not obvious, it is perhaps surprising, because it is not true for the pressureless Euler Equations (φ ≡ 0). That is, if (ρ 0 , u 0 , Ω) as above gives rise to a strong solution of the momentum formulation of the pressureless Euler Equations, then there is an extension of u 0 to all of R that gives rise to a strong solution of the velocity formulation. One can see this easily by, for example, substituting φ ≡ 0 into the equations (4)- (7) .
We now state our results.
Theorem 1.5. Let φ be a radially decreasing Lipschitz kernel, normalized so that 0 < φ(0) ≤ 1 and κ ≥ 1. Choose ε > 0 and put
Then for 0 < δ < δ 0 , the initial data
yields a solution to the Euler Alignment model that exists as a strong solution only for finite time. The compact support of φ is used in an essential way in the proof of Theorem 1.6, However, we expect that a similar construction is possible (with additional technicalities) for global kernels.
Remark 1.8. As noted above, Theorem 1.5 demonstrates that any sufficient condition for wellposedness of (1) must somehow include some geometric information about Ω. The condition (CTCs) does in fact include information about the geometry of Ω; one can think of it as giving a rather sophisticated measure of the distance between connected components of Ω, as related to the kernel φ and the initial configuration (ρ 0 , u 0 ). Perhaps one can write down a δ 0 as mentioned above that unpacks the information given by (CTCs). However, in light of Theorem 1.6 below, one must look beyond (CTCs) in giving such a δ 0 if one wants to have any hope of a sharp criterion.
PROOFS OF THE RESULTS
Proof of Theorem 1.5. We argue by contradiction. Assume that the solution to (1) associated to the initial data (9) exists for all time. Then for all t, there exists a bijection X(·, t) : Ω → Ω(t) such that (4)- (7) hold. Note that in order for X(·, t) to be a bijection for all t, we must have
Indeed, if X(x, t) ≥ 0 for some x ∈ Ω − , t > 0, then by continuity of X(x, ·), there must exist some t ′ > 0 such that X(x, t ′ ) = X(−x, t ′ ) = 0 (as X(·, t) is odd for all t ≥ 0).
We proceed in the following steps. Note that only very rough estimates are needed for the proof.
(1) Denote v := u • X. We define
and we show that on the interval [0, T 0 ], the quantity
must be monotonically decreasing.
We use equation (4) to show that the result of Step 2 is incompatible with ( * ) if 0 < δ < δ 0 , thus completing the proof. We now treat each step in turn in more detail.
Step 1: using (6), we have
Using the fact that ρ 0 and φ are even, while v(·, t) and X(·, t) are odd (for each t), we rewrite the first term as an integral over Ω − × Ω − ; by interchanging x and y, we see that the second term above vanishes. Thus
(The inequality follows because we are working on the time interval [0, T 0 ], where v(·, t) Ω − is assumed nonnegative.)
Step 2: The previous step establishes that on for t ∈ [0, T 0 ], we have P − (t) ≤ P − (0) = ε 2 . It follows from this (and the definition of T 0 ) that for (
(In the first inequality, we used that 0 ≤ φ ≤ 1.) Integrating the differential inequality derived above, we get v(x, t) ≥ ε(exp(−κt) − 1 2 ). The quantity on the right is at least ε 4 whenever 0 ≤ t ≤ 1 κ log 4 3 = T .
Step 3: If 0 < δ < δ 0 = ε 4κ log 4 3 = 1 4 εT , then we have for any x ∈ (δ, δ 0 ),
This obviously contradicts ( * ) and thus finishes the proof.
Proof of Theorem 1.6. Denote
and define
where m > r is large and positive, to be specified later. Next, we write
where A and L are large and positive, to be specified later. Note that L > 0 immediately implies that (ρ 0 , u 0 ) satisfies (CTCn), and (ρ + 0 , u + 0 ) satisfies (CTCs). Let (ρ(t), u(t)) denote the local-in-time solution to the momentum formulation associated to the initial data (ρ 0 , u 0 ); denote the maximal existence time by T * and denote Ω(t) = {ρ(t) > 0}. Let (ρ + (t), u + (t)) denote the global-in-time solution to the momentum formulation associated to the initial data (ρ + 0 , u + 0 ); denote Ω + (t) = {ρ + (t) > 0}. Define for all t ∈ [0, T * ), b(t) = inf{x > 0 : x ∈ Ω(t)}, and define for all t > 0, b
That is, as long as Ω(t) stays away from the origin, the solution to the momentum equation exists, since the only thing that can go wrong is the crossing of characteristics which are initially separated by vacuum. Furthermore, as long as Ω + (t) remains entirely to the right of r, the two density blobs that make up Ω(t) don't 'see' each other, so that their dynamics are determined entirely by (ρ + , u + , Ω + ). Let u 0 denote any Lipschitz extension of u 0 to all of R. We proceed in the following steps:
(1) We choose κ so large (depending only on ρ + 0 , φ) that (ρ + , u + ) undergoes flocking. (This is possible by a recent result of Morales, Peszek, and Tadmor [20] .) That is, diam(Ω + (t)) remains uniformly bounded in time, and sup{|u + (x, t)−u + (y, t)| : x, y ∈ Ω + (t)} converges to a constant u + at an exponential rate. This constant is the average velocity (weighted by ρ + ), which is preserved in time:ū + = ( ρ + 0 u + 0 )/( ρ + 0 ). (3) We choose L > 0 so large (depending only on A) so that the total momentum ρ + 0 u + 0 dx in Ω + is positive. This (together with the flocking from Step 1) guarantees that Ω + (t) stays to the right of some finite number for all time; this number can be chosen larger than r by adjusting m. Remark 2.1. We choose κ > 0 large only for the purpose of applying the Theorem of [20] in a straightforward way. After we have obtained the solution (ρ, u) for large κ, we may rescale the density ρ → κ κ ′ ρ to obtain a new solution (u, κ κ ′ ρ) to (1) subject to the new interaction strength κ ′ . Therefore, no additional hypothesis on the strength of the communication protocol is required in the statement of Theorem 1.6, even though we adjust κ during our construction. For entirely similar reasons, we may assume without loss of generality that φ(0) > 1, so that the 'essential diameter' R = sup{s > 0 : min x∈(−s,s) φ(x) ≥ 1} of the support of φ is strictly positive; this is also a hypothesis of the Theorem of [20] .
Step 1 (choosing κ): To determine the desired κ, it suffices to quote the result of Morales, Peszek, and Tadmor (adapted slightly to the present context). 20] ). Let (ρ, u) be a strong solution of (3) associated to the initial data (ρ 0 , u 0 ) ∈ (L 1 (Ω), C 1 (Ω)). Let Ω = {x : ρ 0 > 0} be open and bounded. Assume ρ 0 is normalized to have unit mass, and that in addition, (1) Ω is chain connected with n = n(s) balls at scale s for some s ≤ 1 6 R. That is, for any pair x, y ∈ Ω, there exists a chain B x,y of at most n balls with centers in Ω, of radius s, with nonempty overlap, connecting x and y:
(2) ρ 0 has a minimal average mass µ > 0 at scale s/100. That is,
Then, there exist constants η µ 2 /n and κ 0 = κ 0 (n, µ, s), such that if the amplitude of the alignment κ is larger than κ 0 , then there is exponential convergence towards flocking:
|u(t, ·) −ū| L ∞ (Ω(t)) sup
x,y∈Ω |u 0 (x) − u 0 (y)|e −κµt + 2 µ |u 0 (x) − u 0 (y)| 2 ρ(x)ρ(y) dx dy 1 2 e −κηt , whereū = ( ρ 0 u 0 )/( ρ 0 ). Furthermore, the diameter of the set Ω(t) = {x : ρ(t) > 0} remains uniformly bounded for all time.
We apply the Theorem to (ρ + 0 , u + 0 , Ω + ). Clearly Ω + = (m, m + 1 2 ) is chain connected with n balls at scale s = 1 6 R, with n any integer larger than 1/(2s), and µ = 1/200 > 0. Note that the rate of convergence to a flocking state is inconsequential for our purposes; we care only about the existence of a flocking state for (ρ + , u + ).
Step 2 (Choosing A): Recall that since we've specified m > r, we have is incompatible with (10) . We conclude that (CTI) cannot hold for (ρ 0 , u 0 ) on the entire interval [−m, m], so that (ρ 0 , u 0 ) does not satisfy (CTCs).
Step 3 (Choosing L): Choose any L > 4A. Then
Since the total momentum ρ + 0 u + 0 is positive, it follows (from the existence of a flocking state for (ρ + , u + )) that Ω + (t) stays to the right of some finite number, inf{b + (t) : t > 0} > −∞. By adjusting m, if necessary (i.e., translating the initial data to the right), we can ensure that b + (t) > r for all t. With these choices of κ, A, L, m, it follows that (ρ(t), u(t)) is determined completely from (ρ + , u + ), and (ρ(t), u(t)) exists for all time, even though (ρ 0 , u 0 ) does not satisfy (CTCs). This completes the proof.
