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ABSTRACT
Factors such as app stores or platform choices heavily affect func-
tional and non-functional mobile app requirements. We surveyed
45 companies and interviewed ten experts to explore how factors
that impact mobile app requirements are understood by require-
ments engineers in the mobile app industry.
We observed the lack of knowledge in several areas. For instance,
we observed that all practitioners were aware of data privacy con-
cerns, however, they did not know that certain third-party libraries,
usage aggregators, or advertising libraries also occasionally leak
sensitive user data. Similarly, certain functional requirements may
not be implementable in the absence of a third-party library that
is either banned from an app store for policy violations or lacks
features, for instance, missing desired features in ARKit library for
iOS made practitioners turn to Android.
We conclude that requirements engineers should have adequate
technical experience with mobile app development as well as suffi-
cient knowledge in areas such as privacy, security and law, in order
to make informed decisions during requirements elicitation.
CCS CONCEPTS
• Software and its engineering→ Requirements analysis.
KEYWORDS
Mobile app development, requirements engineering, requirements
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1 INTRODUCTION
The number of available mobile apps is constantly increasing ever
since app hosting platforms came into existence ten years ago. For
example, the Apple App Store now hosts about 2.2 million mo-
bile apps. About 28% of the installed apps are however uninstalled
within 30 days, showing that such apps failed to satisfy users.
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Although there are several similarities betweenmobile and desk-
top apps, such as the availability of app stores and multiple avail-
able platforms, research has also shown several differences between
them [33, 49]. Additionally, the availability and possibility of in-
terpreting data obtained from various onboard sensors on mobile
phones allow apps to know much more about their users than the
users might willingly wish to share [7, 51, 52], thus jeopardizing
the privacy of millions of users. This study does not assume that re-
quirements elicitation process is different for mobile apps, instead
we simply reflect on the factors that are more prevalent in the mo-
bile domain, and investigate how they are perceived in industry.
We conducted an industry survey in which 45 mobile app de-
velopment companies from Switzerland, Germany, and the Czech
Republic participated. In addition, we interviewed ten industry ex-
perts from Europe and India working in the mobile app industry
and responsible for requirements elicitation. Consequently, we aim
to answer the research question: “Which factors are essential for
mobile app requirements, and how well are they understood by prac-
titioners?”
Most participants who claimed to be responsible for require-
ments elicitation in fact shared roles such as CEO, business analyst,
or marketing head, and lacked knowledge in several areas. For in-
stance, most of them had no direct technical experience with mo-
bile app development. Consequently, they fail to understand how,
for instance, non-functional requirements affected by usability and
performance, are also compromised by third-party libraries includ-
ing app analytics that have been reported to leak sensitive user
data. In several cases, we observed that the practitioners lacked ad-
ditional knowledge of app security, privacy and law. Consequently,
they relied heavily on developers’ knowledge of security and on
external lawyers for privacy matters, failing to communicate the
implications of certain requirements choices to their clients. We
believe that discussing the implications of the observed factors
i.e., platform choices, app store policies, third-party libraries, NFRs,
and app type for the mobile app requirements will help RE practi-
tioners to make informed decisions.
The remainder of the paper is structured as follows: In section 2,
we explain the protocol we followed for the survey and the inter-
view. We then present and discuss our discoveries in section 3. Re-
latedwork is discussed in section 4, and finally section 6 concludes
our findings.
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2 RESEARCH METHOD
To answer the research question we conducted a qualitative ex-
ploratory study and followed the procedure described by Patton et
al. [40]. We first performed a survey that ultimately led to the in-
terviews to obtain more detailed information from industry repre-
sentatives. The survey and interview instruments, and supporting
graphs are available online.1
2.1 Survey
The online survey was performed from October 2018 to late Jan-
uary 2019. The invitations for participation were sent manually
to 276 mobile app companies; it was also advertised on LinkedIn
and Twitter. We specifically looked for people who claimed to be
responsible for requirements elicitation in mobile app companies.
Preparation. The survey questions were selected based on the
themes evident from a literature review of 60 publications where
the authors identified 24 elicitation techniques that target mobile
apps, out of which only half were empirically evaluated [39]. The
questions in the survey have been validated and improved over
several iterations to accurately answer the proposed research ques-
tion. It consists of five sections: The first section characterizes the
participants, while the remaining four sections focus on various as-
pects of mobile app development, such as the application domain,
elicitation parameters, communication, and the developers.
Participants. In total 45 people with various roles, such as re-
quirements engineer, developer, or even CEO, participated in the
survey. They all claimed to be responsible for the requirements
elicitation in their respective companies. About 60% of them (i.e.,
27) had more than five years of experience in this area. About ten
participants shared multiple roles within their company.
Companies, products, and services. We received responses from
both product-based and service-oriented companies. Their apps
mainly belonged to butwere not limited to categories such as travel,
transport, logistics/marketing, business, and productivity.
2.2 Interview
We designed an interview with 52 questions to thoroughly investi-
gate the commonly emerging themes from the survey responses.
Preparation. The questions in the interview have been validated
and improved in two major iterations: First, they were reviewed
and discussed by the collaborators of this paper, and second, they
were validated in a pilot interview with an external expert in mo-
bile app development. The pilot interview is not included in the
main study. The interview consists of four sections: The first two
sections characterize the interviewee and the companies, the third
section explores the state of the art requirements elicitation in the
mobile app industry, and finally, the fourth section explores the
factors that might affect requirements gathering for mobile apps.
Participants. Survey respondents who were interested in partici-
pating in an interview were invited by email. We also invited other
practitioners through our contacts, who we know were responsi-
ble for requirements elicitation and additionally advertised the in-
terview on LinkedIn and Twitter. Subsequently we interviewed ten
practitioners who agreed to participate in an in-depth interview.
We observed that in most small companies in our study, the role
1https://figshare.com/s/87a07b7c47f37952eef8
has very little to do with actual expertise in RE. People with differ-
ent roles ranging from business analysts to CEO were responsible
for requirements elicitation. This explains why the implications of
requirements elicitation are not well understood in practice. An
overview of the interviewees can be found in Table 1. For instance,
participant P1 works in company C1 as a CEO. This Service-based
company has developed 15 apps, and it usually spends 15-20% of
its budget on RE. The company has 35 employees who are based
in Switzerland and target the Swiss market. Most of the intervie-
wees had a computer engineering background and they all could
speak English fluently. They had varying degrees of experience
with requirements elicitation ranging from 2 to 20 years, and most
of them learned the corresponding elicitation techniques through
experience at the workplace. Importantly, a few of them who have
an academic background mentioned that they no longer have free
access to academic publications, which deprives them of the latest
advances in academia.
Companies, products, and services. An overview of the intervie-
wees’ companies can also be found in Table 1 as well. The compa-
nies were based mainly in Switzerland. The companies were of dif-
ferent sizes in terms of number of employees ranging from seven
up to 150 employees. Similarly, the numbers of mobile apps they
have delivered varied considerably, ranging from one up to twenty,
which shows their varied experience in this field. Except for one
company, all were service-oriented, which indicates a risk associ-
ated with developing an innovative app in the absence of financial
funding and through market research, especially for small-sized
companies.
Data collection and analysis. All ten interviews were carried out
between February and March 2019 and were conducted by the first
author. Although P10 preferred to fill in an interview template due
to time constraints, other interviews were conducted face-to-face.
The duration of the interviews was between 60 and 120 minutes.
The voices of the interviewees in all face-to-face interviews were
recorded, as was the video signal in all video call interviews, with
permission from the interviewees. In order to analyze the data, all
interviews were digitally transcribed and coded.We created an ini-
tial list of codes based on the survey results and complemented
it with codes that emerged while reviewing interview transcripts.
The codes were used to group related answers and to compare
them to each other.
3 DISCOVERIES
This section discusses the factors that are known to the research
community, but that are not reviewed in prior work from the re-
quirements perspective. In particular, we discuss how (i) platform
and third-party libraries, (ii) app stores and their policies, (iii) RE
practitioner’s experience and expertise regarding NFRs, (iv) learn-
ing from app usage preferences, and (v) app type are affecting app
requirements, and how practitioners perceive these factors for the
success of the app. These factors emerged essentially from the sur-
vey responses, and were later discussed in depth during the inter-
views. For each factor, we report our own empirical observations
from the survey and the interviews, provide a discussion refer-
ring to the existing literature wherever relevant, finally followed
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Table 1: Interviewees, their roles, and details regarding their employers
Participant
ID
Company
ID
Participant Role
Experience in
years with RE
Company
Type
Number of
Published Apps
% RE budget
Spent
Number of
Employees
Which Markets
They Target
Country of Origin
P1 C1 CEO 5 Service 15 15-20 35 Switzerland Switzerland
P2 C2 Team Lead 6 Service 13 10-20 29 Switzerland Switzerland
P3 C2 Project manager 2.5 Service 13 10-20 29 Switzerland Switzerland
P4 C3 Team Lead 6 Service 9 5-10 7 Switzerland Switzerland
P5 C3 CEO 6 Service 9 5-10 7 Switzerland Switzerland
P6 C4 Project manager 20 Product 1 10 8 Switzerland Switzerland
P7 C5 Director 7 Service 10 40-50 31 Europe, India, USA India
P8 C6 Agile consultant 15 Service 10+ ∼20 NA Europe, Asia Switzerland
P9 C7 Business developer 10 Service 20 15-20 150 Switzerland Switzerland
P10 C8 Product Owner 7 Both 1 ∼1 100 Netherlands Netherlands
by conclusions. The summary of all the important findings can be
seen in Table 2.
3.1 Platform and third-party libraries
Platform selection depends on several obvious factors such as cost,
budget, and market research. Besides these factors, a few other
non-obvious factors such as the role of app stores, or third-party
libraries are equally influential, and can directly impact functional
requirements. These factors are inter-related and inter-dependant,
and their relevance to app requirements should be made explicit.
3.1.1 Empirical observations. Survey.According to the survey par-
ticipants (e.g., total nine), only few customers have a clear idea
about their choice of platform, and in spite of the limited funds,
without any exception they would like to be present “everywhere.”
Interview. P7 mentioned that apart from platform features, cus-
tomer bases in different geographical markets also influence the
platform selection decision. According to him, Indian customers
prefer Android, whereas European and U.S. customers prefer iOS
as their first platform for app releases.
One of the experts (i.e., P8) further said that they usually choose
the platform that best supports the customer’s requirements, which
means that the same app designed for different platforms might
use different features to fully utilize the underlying platform ca-
pabilities. For instance, company C3 chose the Android platform
for one of their augmented reality projects as the bundled library
ARCore provided features unavailable in iOS’ ARKit. All the inter-
viewees further agreed that when adopting the Android platform,
additional properties such as the minimum OS version supported
or numerous screen sizes must also be considered to optimize an
app.
Interestingly, various challenges posed by platform ecosystems
have led interviewees to consider hybrid apps2 over native Android
and iOS apps. According to P1, in most cases customers choose
hybrid apps over native ones mainly for economic reasons because
they are cheaper to build as they do not require dedicated iOS or
Android developers. Interviewees, however, had different opinions
about hybrid apps in the mobile app market. P5, for instance said
that hybrid platforms add “yet another dependency” in addition to
2A hybrid app is developed using browser supported language e.g., HTML, CSS,
JavaScript that runs only in a browser shell and has access to the native platform
layer.
native layer and hence, he fears that developers tend to lose control
over security.
3.1.2 Discussion. One should select a mobile platform that brings
justice to the end-user requirements.We identified three key themes
from our observations:
• Platform selection depends on several factors such as cost,
budget, market research and platform ecosystem.
• End users, customers and developers can have different con-
cerns regarding platform selection.
• Functional requirements are affected while selecting a par-
ticular platform, and the opposite is true as well, sometimes
resulting in favouring hybrid apps.
From the customer’s point of view, platform selection is based
onmarket research and the number of potential users, e.g., in Switzer-
land iOS is prevalent, while in India it is Android. Customers also
have stringent budget concerns. However, they may not be experts
when a decision must be made. Kumar et al. have shown how sev-
eral mobile app projects suffer from low funding, eventually re-
sulting in low-quality apps [28]. They mention that it is primarily
because mobile app development is perceived to be cheap by cus-
tomers, which in fact, is incorrect.
On the other hand, app developers and RE practitioners seem
to be more concerned about device fragmentation as it leads to in-
creased cost and efforts. The aforementioned issues have been dis-
cussed in previous publications, notably stressing the direct impact
on the initial development and post-release maintenance cost [6,
47]. The effect of fragmentation on testing and eventually on plat-
form selection is also evident from literature. Miranda et al. report
that the variety of compatible devices and OS versions for Android
makes Android app testing much easier than iOS apps [34]. Fur-
thermore, they also point out that Java as a programming language
is more widespread than Objective-C, both at universities and pri-
vate companies, making it easier to findAndroid developers. To the
best of our knowledge, there is no evidence of potential solutions
in the literature to the conflicting concerns regarding platform se-
lection.
Beyond these commonly known factors, the platform ecosys-
tem, including app stores and third-party libraries, affect app re-
quirements and contribute to the platform selection decision. Cer-
tain functional requirements may not be implementable on a spe-
cific platform due to, for instance, a missing third-party library.
EASE 2020, April 15–17, 2020, Trondheim, Norway Patkar, et al.
Both app stores and third-party libraries impose additional chal-
lenges to requirements elicitation. Third-party libraries are heav-
ily used in developing mobile apps, for instance, Minelli et al. from
their analysis of a corpus of Android apps found that external calls
represented more than 75% of the total number of method invoca-
tions [33]. The recent work by Derr et al. discusses an imminent
risk of misuse by third-party libraries in Android as they inherit
the access rights of their host apps [13]. Similarly, Grace et al. have
reported how advertising libraries used by developers were col-
lecting user’s private data; a few even fetch and run code from
the internet [19]. Only during development when developers dis-
cover that a certain third-party library that is vital in fulfilling a
functional requirement is unavailable, or is banned from the app
store for policy violations, requirements have to be renegotiated
with their clients. We discuss further implications of app stores and
third-party libraries on requirements in subsection 3.2 and subsection 3.4
respectively.
Fragmentation and app store related issues have made practi-
tioners consider hybrid frameworks instead of a specific native
platform although with some skepticism. The role and potential
of hybrid apps has been discussed in great detail in the literature,
and we also explore this later in subsection 3.5.
In conclusion, we found that all practitioners were aware about
platform fragmentation and the involved cost, however, they failed
to provide deeper insights into issues that might arise due to choos-
ing compromised third-party libraries, such as data leaks. Although,
all of them were aware of hybrid frameworks, most of them were
skeptical about switching from native to hybrid apps even in cases
where it would make sense. RE practitioners have to be aware
about technical alternatives and their feasibility to be able to proac-
tively discuss the shortcomings of the requirements up front. Such
discussions and decisions can save app companies a lot of time and
efforts, and money for customers.
3.2 App stores and their policies
App stores are important for both end users and developers as they
simplify the app discovery and distribution process. Although the
importance of the app stores for app developers has been discussed
extensively, their impact on requirements is ill understood.
3.2.1 Empirical observations. Survey.Therewere no dedicated ques-
tions on the role of app stores in our survey. The theme emerged
from the survey responses and it was subsequently added to the
interview instrument for further discussion with practitioners.
Interview. App stores and their time-consuming review processes
have affected the company’s workflow in the past, said P5, so they
had to be careful while accepting customer requirements to avoid
any potential conflicts. Especially hot fixes that must be released
immediately present a severe problem, as all the interviewees agreed.
The complex app release processes introduce additional work for
the development teams and the requirements engineers. Theymust
properly plan their release cycles and consider a tradeoff between
fast deployment and low costs, or as C3 puts it: “more releases
mean more money as they demand more time.”
Sudden guideline and policy changes of app stores also become
problematic. Interestingly, P4 said that their contracts clearly state
that app rejection from app stores shall not be their responsibility.
Concerning technical aspects, companies such as C3 have faced
app store restrictions like the maximum allowed number of meth-
ods per app, or the maximum allowed app size. Hence, they nowa-
days reconsider every requirement about the inclusion of external
libraries and media content. Nevertheless, P1 and P4 mentioned
that the current state is improving with newer policies.
3.2.2 Discussion. Although app stores exist for desktop apps, they
play a far more important role in the case of mobile apps due to the
huge volume of downloaded apps. When Nokia still held the ma-
jor app market share, Holzer et al. had predicted that mobile app
marketplaces from Google and Apple were going to change the
app development trends, and consequently, they indicated that de-
velopers must familiarize themselves with platform strategies [24].
Ten years since then, we see an explosion of mobile apps, and the
app market is by far dominated by only two major platforms i.e.,
Android and iOS. We drew three conclusions from our observa-
tions:
• Customers have no concerns regarding app stores, but they
are important for both end users and developers as they sim-
plify the app distribution and discovery process
• Different app stores have different business models and poli-
cies
• Policy changes by app stores are affecting app development
companies by causing unintentional rework or inworse cases
app denial.
App stores are usually not a concern for customers, but they
play an important role for end users and developers for different
reasons. For end users, it is a one-stop marketplace to search for
their desired apps, enabling easy download and installation, and ad-
ditionally providing themwith useful data such as user ratings and
comments to make informed decisions. User reviews help develop-
ers as well to correct their apps by identifying new requirements.
User review analysis has gained much traction in academia, espe-
cially in the RE community as later discussed in subsection 3.4.
For developers, app stores matter in several ways: (i) they al-
low developers to distribute their app easily and increase their
app’s discoverability, which is also evident from a study of ques-
tions posted on StackOverflow [42]; (ii) different app stores charge
differently; (iii) different app stores have different policies regard-
ing app design, usage of third-party libraries etc.; and (iv) policies
change, so developers have to keep themselves informed and align
their workflows accordingly. Some of these concerns are reflected
in the literature.
The difference in business models is highlighted by Holzar et
al. as they point out that besides distribution, app stores take care
of billing and advertising for a certain commission (usually about
30%), which helps developers to increase the visibility of their apps
on the platform [24]. However, the cost of publishing and distribut-
ing apps through app stores also differs significantly for Android
and iOS platforms. It costs developers a one-time payment of about
25$ for Google Play, whereas the Apple App Store charges annu-
ally, which can range anywhere from 99$ to 299$ [34].
To the best of our knowledge very few studies discuss the role
of app store requirements and policies on the app requirements
and workflow. Notably, in their study, Joorabchi et al. highlight
the need for testing APIs by app stores so that app developers
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can check their code for any guideline violations [27]. Similarly,
Holzar et al. studied the app distribution process and subsequently
outlined the implications of app store centralization. In particular,
they claim that such centralization limits the freedom of develop-
ers. For instance, Apple’s App Store decides which apps will be
promoted over others [24]. In a recent exploratory study Al Sub-
aihin et al. conducted interviews with mobile development team
managers followed by a questionnaire to gather qualitative data on
app engineering practices. They report that 54% of their survey re-
spondents claimed to adopt a release strategy that is influenced by
the app store’s regulations i.e., by review and approval period [1].
Shortly after Google introduced revised policy changes to main-
tain the quality of the published apps in 2015, several apps have
been removed from Google Play. The effects of policy changes are
reflected in literature as well. Wang et al. studied 790K removed
apps from Google Play to explore and understand the factors re-
sponsible for policy violations [48]. For instance, they discovered
that the apps targeting children should never violate the COPPA
policy.3 Interestingly, most of the removed apps were published by
spamming developers. Among the important reasons they identi-
fied for app removal were apps being classified as either malicious,
privacy-risk, spamming, or fake by Google. The exact parameters
that Google uses to flag an app as malicious are unclear. The pa-
rameters for flagging spamming apps are more explicit, such as
those using excessive or inappropriate metadata, especially with
misleading references to other apps or products.
In conclusion, we observed that all practitioners were aware of
the impact app store policies have on their development workflow.
However, they never discussed the problematic app store policies
with their clients during requirements negotiation. Hence, it has
become necessary not just for app developers, but also for RE prac-
titioners, to fully understand what different app stores offer them,
and align their development, publishing, and marketing strategies
with app store policies. Customers usually aren’t aware of involved
complications. Hence, RE practitioners need to be aware of the lat-
est policies (on top of ecosystem offerings such as third-party li-
braries) from different app stores to be able to discuss those with
customers. Certain functional requirementsmay not be implementable
because the third-party library is banned from a specific App Store
for policy violations. Such issues must be raised with the customer
up front, otherwise, they may lead to considerable rework for de-
velopers, and in the worst case renegotiation.
3.3 Non-functional requirements
Non-functional requirements are important in general, but for mo-
bile apps they are even more vital as they directly influence end-
user acceptance. The General Data Protection Regulation (GDPR)4
has fostered awareness regarding data privacy, however, eliciting
other non-functional requirements is still ill-supported and can
only benefit from practitioner expertise.
3.3.1 Empirical observations. Survey.Therewere no dedicated ques-
tions on the role of app stores in our survey. This theme emerged
from the survey responses and it was subsequently added to the
interview for further discussion with practitioners.
3http://www.coppa.org/
4https://eugdpr.org/
Interview. All the interviewees mentioned that the GDPR im-
proved the privacy awareness of customers who are now becoming
sensitive to data privacy requirements. Most app developers main-
tain a GDPR-related checklist that they consult during app devel-
opment. Other non-functional requirements like security, however,
are only considered for basic measures such as maintaining secure
data flows during communication. Except for C2 and C6, which
are rather big companies, all companies outsource the legal work
to the experts, e.g., preparation of contracts and data policy assis-
tance.
Sometimes inter-personal skills alone are not enough to elicit
certain requirements, particularly non-functional ones. Eliciting
such requirements requires experience. For instance, experience
is needed to elicit requirements for unpredictable situations such
as handling network drops in tunnels to make app usage a pleas-
ant experience. Reflecting on this, P1 told us of an experience: An
enterprise app they built for a company suddenly stopped work-
ing for a few employees as it could no longer connect to the server,
since those employees were connected through a hotel’s wireless
network that was protected by a captive gate.5 He said such situa-
tions are extremely hard to foresee and can only be tackled through
experience. Similarly, P9 mentioned that for mobile apps, users
need to manually install the updates, a process that the develop-
ers do not control. This can cause the back end to get out of sync
if not handled properly.
3.3.2 Discussion. Customers are not good at dictating NFRs, RE
practitioners must formulate those themselves. We identified three
recurring themes from our observations:
• eliciting NFRs requires experience and expertise;
• in the case of mobile apps, NFRs such as data privacy can
be unintentionally compromised by selecting a certain third-
party library; and
• additionally, device capabilities are an important factor for
app’s performance and acceptance.
RE practitioners require multifaceted expertise to elicit NFRs: (i)
Awareness about security and data privacy risks. People we inter-
viewed had no idea about security whatsoever; they relied heavily
on the developer’s knowledge, and developers in turn relied on
platform documentation. Recent research has shown that security
issues are prevalent in mobile apps, jeopardizing the privacy and
security of millions of users worldwide [17, 18]. Interestingly, they
discovered that old IDE versions had limited support for identify-
ing security violations resulting in countless security issues to be
missed by the developers. Similarly, Jain et al. discuss the complica-
tions of using personal mobile phones in a corporate environment;
specifically, as it poses a challenge to enforce corporate policies
causing an intentional or unintentional corporate data leak. They
also briefly discuss several security risks for mobile apps such as
using custom cryptographic algorithms instead of standard algo-
rithms that can compromise data confidentiality, or failing to dis-
able insecure OS features inmobile apps can result in sensitive data
ending up in the web caches or global OS logs [26].
Privacy has become a serious concern formany.We found a lack
of awareness among practitioners about potential factors that can
5Acaptive gate forwards all requests to the login page instead of the application server
until the user has been authenticated.
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compromise user privacy. For example, the use of third-party li-
braries and any unintentional use of trackers can compromise the
security and data privacy of users. Third-party trackers are com-
monly used by app developers to gather user information, which
helps them eventually to build a detailed user profile. Such a user
profile is helpful to draw inferences about shopping habits, socioe-
conomic class, or political opinions etc. of the user. Large data ag-
gregators who operate as data brokers (accumulating and selling
user information) such as Acxiom and BlueKai collect data from a
variety of sources, in most cases implementing user tracking tech-
nologies such as cookies on the host device with the consent of app
developers [35]. End users are often unaware of such data leaks.
(ii) Awareness about legal complications. Companies will need a
much deeper understanding of problems arising due to diverse le-
gal regulations across the world when the apps must be released
globally. Not only that, when apps are using third-party libraries
or usage trackers that fall outside their jurisdiction, they need to
understand the consequences. Although outsourcing legal work
might be affordable for big companies, how a large number of indi-
vidual app developers and small companies will copewith this is an
open question. Third-party trackers mentioned earlier have been
revealed to be a highly transnational problem as many of them are
operating outside the jurisdiction of the EU. The study by Binns et
al. outlines some significant legal compliance challenges such as
cross-jurisdictional data flow, profiling, and rights and obligations
regarding children, arising from the use of trackers [3].
(iii) Awareness about mobile device capabilities. Device fragmenta-
tion affects performance and perceived app quality. End users who
eventually accept or reject mobile apps place high value on the
quality of the apps. App quality mainly depends on the device ca-
pabilities and the app’s usability. Different devices mean an app
might behave differently for different users; certain features may
not be available for those with older OS versions or the apps might
run slower. Noei et al. in their exploratory study found that the per-
ception of app quality strongly relates to powerful CPUs and other
device attributes, and it is not limited to app attributes such as code
size [37]. Similarly, it is also hard to quantify the implications of
security measures on user experience. For example, how much ex-
tra power will be needed for the added encryption and decryption
on variety of devices while choosing HTTPS over HTTP is still un-
known [45]. Usability and issues with usability testing of mobile
apps have been studied in several publications [23, 53].
In conclusion, we observed that all practitioners were aware of
data privacy concerns, however, they did not know that certain
third-party libraries, usage aggregators, or advertising libraries also
occasionally leak sensitive user data. They all agreed that app secu-
rity is a major concern, and that there is a lack of security experts
in the industry, especially in many small mobile app companies.
Requirements must be elicited by experts in the field, and, there-
fore, the app development companies tend to outsource their legal
work to legal experts. Similarly, requirements engineers will proac-
tively need to consult the latest literature and experts in the area of
security and privacy to raise awareness about identified breaches
in existing tools or libraries.
3.4 Learning about the end users
Market research is important for RE in general, however RE prac-
titioners usually have little to do with it. Hence, app development
companies rely heavily on other means such as app analytics to
learn more about their users.
3.4.1 Empirical observations. Survey. All but four of the partici-
pants said that end users are anonymous to them. The locality of
the end users, however, appears to be important: 29 said it mat-
ters. The ethnicity of the end users, on the other hand, is not a
concern for many, i.e., 31 said it has never mattered before. About
33% of the participants said that they consider only young people
and adults as their end users. Most of the participants (34, i.e., 75%)
agreed that user feedback posted on app stores matters to their cus-
tomers, but they process it almost without exception manually, as
it is usually of low volume. In our survey 18 participants (i.e., 40%)
said they never evaluate user feedback on social media platforms
such as Twitter or Facebook.
Interview. When asked about their end users, all interviewees
said that the end users were always anonymous; the reason we be-
lieve ismost of the corresponding companieswere service-oriented.
They also mentioned that their customers often did not have any
access to the end users either. Worse, market research was entirely
the customer’s responsibility. According to all of them, when apps
are released globally it is hard for requirements engineers to make
assumptions about end user preferences. Ethnicity or localitywere
not concerns for any of them.
Acceptance testing is vital to uncover missing requirements and
improve usability. P9 told us that it is hard to get real end users for
beta testing, and they end up testing the app with the people they
know, which were mostly their own colleagues. This poses a great
risk of product failure. All interviewees agreed that it is common
practice to start making assumptions about the users whenever
market data is missing.
Another way to eliciting anonymous end user preferences is
through app analytics. Post-release app usage statistics, e.g., pro-
vided by Google Analytics, are a very powerful tool to improve ex-
isting requirements. Interestingly, although none of the intervie-
wees carry out pre-release user and market research themselves,
all of them stated that post release analytics services can support
app developers in decision making of the global audience’s pref-
erences. Interviewees P2, P3, and P5 said that there is usually no
extra budget planned for app analytics, instead another (additional)
contract is usually set up.
New requirements can also be discovered through app reviews.
Importantly, similar to the survey participants, all the interviewees
were hardly aware of research in the area of opinion mining.
3.4.2 Discussion. There are several ways to learn about end-user
requirements, and each has its own complications. We identified
four important themes from our observations:
• market research is the client’s responsibility, but it is rarely
reliable;
• developers use other means to learn about the user require-
ments such as through beta testing, trackers, analytics, and
app reviews;
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• beta testing suffers from a lack of access to the actual users;
trackers and analytics have privacy breaches; and
• app review analysis is more popular in academia than in the
industry.
We see that app development companies rely on their customers to
get insights about the potential end users. The quality of market
research depends heavily on the skills and the reach of the cus-
tomers. We learned that customers rarely have access to enough
end users for beta testing. We suspect that they make far too many
assumptions, specifically because their app users were located in
the same country. Such assumptions fail if the app is to be released
globally. The issues with beta-testers are previously reported by
Joorabchi et al. in 2013, where they mention that “beta-testers are
in the order of dozens and not thousands” [27]. It appears that after
6 years the problem is still relevant in the industry.
Besides market research, app analytics are widely used in the
industry, without developers adequately understanding the con-
sequences. Similar to the implications of third-party trackers, re-
search shows the implications of using popular third-party analyt-
ics services. For instance, the study of Chen et al. exposes the vul-
nerabilities of analytics services. They manipulated user-profiles
constructed by such services to influence the ads shown to the
users [5]. Analytics services also pose data privacy challenges. Pri-
vacy policies of analytics services are often difficult to read and de-
mand too much time to comprehend. As a consequence, Bhardwaj
et al.mention that developers are usually not aware of what or how
the data is collected by analytics tools [2]. Nevertheless, using app
analytics for improving app usability has also been demonstrated
by Ferre et al. They extended Google Analytics to store specific
low-level user interactions of interest to further test the usabil-
ity [14]. Another approach to understanding app usage patterns
is suggested by Tongaonkar et al. who use in-app advertisements
instead of app analytics [46].
End-user review analysis has also gainedmuch traction in academia
in recent years. Different approaches suggested by researchers aim
to help app developers improve their app’s functionality directly
from end-user suggestions [9, 16, 21, 29, 38]. We observed that user
review analysis is practiced in the industry but on a limited scale.
The interviewees rely on app stores such as Google Play, which
provides automated user review summaries and sentiment anal-
yses. The reason we believe, as also mentioned by P4, could be
the paid access to the academic publications, which underlines the
need to publicize the work beyond the academic context e.g., writ-
ing tweets, online blogs, articles etc.
In conclusion, all practitioners agreed that there is a lack of
beta testers to gain confidence in the app they develop. Neverthe-
less, they were all unaware of opinion mining techniques recently
proposed in academic publications. They similarly did not know
the implications of using app analytics and usage trackers as men-
tioned earlier.
3.5 App type
To fulfil end-user requirements, one does not always need a native
mobile app, but hybrid or Progressive Web Apps6 (PWAs) can be
a viable option too.
6https://developers.google.com/web/progressive-web-apps/
3.5.1 Empirical observations. Survey.Therewere no dedicated ques-
tions on the role of app stores in our survey. The theme emerged
from the survey responses and it was subsequently added to the
interview instrument for further discussion with practitioners.
Interview. Interviewees had different opinions regarding hybrid
apps. According to P1, performance issues are actually not a con-
cern for the end users as they are not so sophisticated that they
can easily identify such details. Additionally, platform-specific cus-
tomizations generate in most scenarios up to 30% additional code,
which is acceptable for him and justifies their purpose. The inter-
viewee believes that discussions regarding performance of hybrid
apps are “usually held by technical people who do not reflect the
true audience.”
PWAs have recently gained some traction, so we asked the in-
terviewees their opinions on PWAs. They mention that PWAs are
easy deployed and thus provide potential to kick-start useful dis-
cussions while gathering requirements. Most of the interviewees
agreed on the potential of PWAs and according to them industry
understands their potential, but they also mentioned that it will
take some time until they become mature. They said that PWAs
are especially helpful as they break the dependency on the app
stores, and let developers release changes as quickly as possible,
giving them advantages of native apps such as push notifications.
3.5.2 Discussion. Cost has been one of the main determining fac-
tors for both end users and developers for platform selection. As
we mentioned earlier, the cost of mobile devices affects the user
base for a specific platform. On the other hand, from the develop-
ers’ perspective, the budget can affect the platform selection. We
identified three key themes from our observations:
• hybrid apps and PWAs are seen as alternatives to native
apps but with some reservations as to their quality;
• previous arguments regarding hybrid apps are not necessar-
ily true due to technological advancements; and
• PWAs have the potential to replace native and hybrid apps
in certain cases for few obvious advantages.
RE practitionersmust also familiarize themselves with hybrid frame-
works as they can potentially replace native apps, and can be built
at a lower price in terms of effort and number of required expert
developers. Several studies advocate cross-platform development
due to extra effort and time to market caused by platform frag-
mentation [6, 41]. The main complaint about hybrid apps has been
their inferior performance [8]. Performance issues seem to be a bit
overrated as they are far from obvious for average users. It is also
evident from the literature as Malavolta et al. from their survey of
11,917 apps from Google Play conclude that the perceived perfor-
mance difference between native and hybrid apps is negligible [32].
Another major concern about hybrid apps is platform-specific cus-
tomization [8], about which our interviewees disagreed. Such ob-
servations differ from previous publications in this area; the rea-
son, we believe, is merely due to technological advancements in
the past few years [44, 49].
PWAs, on the other hand, are a recent phenomenon, and they
are expected to occupy the gap between hybrid apps and plain web
sites. They even could potentially replace hybrid apps in certain
cases where the app’s purpose is just about displaying informa-
tion. PWAs are especially helpful when the native features such as
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camera access are not important for the app. Additionally, they also
simplify the app publishing workflow by breaking the dependency
on app stores. In response to a lack of academic involvement in the
area of PWAs, the work of Biørn-Hansen et al. provides a perfor-
mance and feature comparison between cross-platformmobile and
progressive web apps; notably they demonstrated that the perfor-
mance of PWAs was far superior in terms of launch time and time
from app icon tap to toolbar rendering [4]. In a similar compari-
son study, Cardieri et al. explored the aspects of user experience
on three different platforms i.e., native, web mobile and PWA, and
they reported overall positive user experience despite there being
a few interaction issues [11]. Luntovskyy et al. also compare native,
web-based and hybrid apps, and report that PWAs can represent
an efficient alternative to native mobile apps due to several advan-
tages such as a simplified installation process, and reduced data
volume consumption [30].
In conclusion, hybrid apps and PWAs have evolved in recent
years into strong alternatives to native app development. Most
practitioners seemed to be aware of hybrid frameworks but they
mostly had negative impressions about them, regardless of the ex-
istence of studies proving that performance differences are, in fact,
negligible. We observed that a practitioner had at least heard of
PWAs but had never considered it an an option to mainstream mo-
bile app development, despite certain advantages they offer such as
breaking the dependency on app stores. To fulfill end-user require-
ments, a native app may not always be an appropriate fit; alterna-
tives such as hybrid apps may solve the problem more elegantly.
4 RELATED WORK
Numerous papers outline differences between mobile and general-
purpose software development [15, 27].
The study of Frances et al. investigates aspects related to the
development and management of mobile apps. They interviewed
four IT managers with experience in mobile app development, and
surveyed 510 mobile app developers [15]. Only a small part of the
study explores requirements issues regarding mobile apps, and un-
like our study, it is limited to the discussion about usability aspects
and subsequent GUI optimizations. It explains app maintenance is-
sues and reports that an additional business contract is required
with the customer. They present similar challenges with testing
as we found in our work, e.g., “beta testers are not available read-
ily, and when at all they are in dozens and not in thousands,” and
“manual testing is prevalent.” Finally, they motivate the need for
mobilization i.e., using custommobile apps to fulfil business needs
of communication or data processing of organizational processes,
which in our opinion is becoming more relevant.
Joorabchi et al. interviewed 12 senior mobile app developers and
surveyed 188 mobile developers to gain an understanding of the
challenges faced by developers [27]. Their findings, unlike ours,
are mainly related to the challenges regarding app development
for different platforms (at that time) and challenges regarding test-
ing and analysis. They argued that device fragmentation is not only
Table 2: Main findings
Factor Findings
Platform and
third-party libraries
* Platform selection depends on several factors such as
cost, budget, market research and platform ecosystem
* End users, customers and developers can have different
concerns regarding platform selection
* Functional requirements are affected while selecting a
particular platform, and the opposite is true as well,
sometimes resulting in favouring hybrid apps
App stores and
their policies
* Customers have no concerns regarding app stores,
but they are important for both end-users and developers
as they simplify the app distribution and discovery process
* Different app stores have different business models
and policies
* Policy changes by app stores are affecting app
development companies by causing unintentional
rework or in worse cases app denial
Non-functional
requirements
* Eliciting NFRs requires experience and expertise
* In the case of mobile apps, NFRs such as data privacy
can be unintentionally compromised by selecting a certain
third-party library
* Device capabilities are an important factor fora ppâĂŹs
performance and acceptance
Learning about end users
* Market research is the clientâĂŹs responsibility,
but it is rarely reliable
* Developers use other means to learn about the
user requirements such as through beta testing,
trackers, analytics, and app reviews
* Beta testing suffers from a lack of access to the
actual users; trackers and analytics have privacy breaches
* App review analysis is more popular in academia than
in the industry
App type
* Hybrid apps and PWAs are seen as alternatives
to native apps but with some reservations as to
their quality
* Previous arguments regarding hybrid apps are
not necessarily true due to technological
advancements
* PWAs have the potential to replace native and
hybrid apps in certain cases for few obvious advantages
a challenge for development, but also for testing. Besides these as-
pects, they also pointed out app store requirements such as “chang-
ing app store policies” play an important role in mobile app devel-
opment. We discuss this issue from the app’s requirements point
of view.
Nagappan et al. shed light on the current and future research
trends for various stages in the mobile app development life-cycle,
e.g., requirements, design and development, testing, and mainte-
nance [36]. They extensively discuss the role of app stores in the
mobile app industry, and also list few limitations such as “only a
subset of user reviews available”, and “no access to source code of the
apps”. However, they neither explore these issues from the require-
ments point of view, nor do they discuss how developers tackle
such issues. This work also extensively discusses the battery us-
age of the apps, but interestingly none of the interviewees in our
study has such concerns.
Wasserman et al. discuss software engineering issues specific
to mobile app development, specifically citing performance, reli-
ability, quality, and security among the most important NFRs for
mobile apps. However, their future direction regarding NFRs is lim-
ited to discovering differences between responsiveness, and data
integrity in case of low battery, to name a few [49]. Dehlinger et
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al. outline and discuss four challenges that mobile application engi-
neering faces, amongwhich are the necessity of creating user inter-
faces for differently abled users, and platform fragmentation [12].
As for the requirements, they signify the need for self-adapting
apps based on the context e.g., providing limited functionality for
location-based services while having low battery rather than pro-
viding no service at all.
There are several studies that are relevant to this paper, but none
of them exclusively target mobile development. For instance, re-
cent research has discussed the challenges with current RE prac-
tices [20, 25, 31, 36, 43]. Groen et al. proposed a CrowdRE approach
i.e., performing requirements engineering with the crowd of stake-
holders [20]. They mention that data privacy issues become preva-
lent while using different user feedback channels as the chance
of exposing sensitive information increases. Schon et al. reported
four relevant key challenges in their Agile RE approach: depen-
dency issues arising between multiple teams due to coordination
effort, customers not willing to let developers make independent
decisions, inadequate access to the end users, and stakeholder par-
ticipation throughout the development process [43]. Inayat et al.
explain additional issues such as budget and time estimation, neg-
ligence regarding NFRs, and fixed-priced contracts [25]. Maalej et
al. discuss data-driven RE, which involves user feedback analysis
to identify potential requirements [31]. They report that managing
huge user input requires substantial human resources for manual
processing. Moreover, scalability and the sophisticated tool sup-
port are also questionable.
There exist several relatively old studies which have outlined
the practices and challenges with contemporary RE practices [10,
22, 54]. The study from Davis et al. questions the effectiveness of
the RE techniques [10]. On the other hand, the study of Zowghi et
al. highlights the need to overcome the gap between research and
industry, and also between novices and experts, as a potential chal-
lenge to effective RE [54]. The empirical study from Hickey et al.
reports on when to use which elicitation technique [22].
5 THREATS TO VALIDITY
The validity of the findings of a qualitative study is invariably sub-
ject to several threats [50].
Construct validity is threatened if the answers from the partici-
pants do not accurately reflect the real practice. This could be due
to the interviewees not feeling comfortable talking about certain
topics or to the interviewer influencing the discussion. To reduce
these risks, we avoided judgment and evaluations during the dis-
cussions by assuring the interviewees anonymity in the study, and
we abstained from communicating our assumptions to the partici-
pants. In order to collect reliable data, we only selected participants
who are knowledgeable about the companies’ practices in gath-
ering requirements. When we interviewed multiple participants
from the same company, we asked them not to talk about the in-
terview to others in order to avoid any bias. Unclear questions and
misunderstandings between the interviewee and interviewers are
also possible threats that cannot be completely ruled out. We miti-
gated these threats by discussing the interview questions together
with other experienced researchers and by conducting a pilot in-
terview. We also tried to explain the questions differently to the
interviewees whenever we believed that the participant was suf-
fering from misunderstandings. Reliability threats that relate to re-
searcher bias, however, cannot be completely ruled out, because
the interviews and analyses were conducted by a single researcher.
External validity issues are related to the inability to general-
ize the results of the study beyond the studied companies. In or-
der to achieve reasonable generalization during the interview sam-
pling, we selected companies that showed different characteristics
in terms of size, the domain of operation, and to some extent loca-
tion. However, our study suffers from selection bias as eight out of
ten companies were from a single country i.e., Switzerland. Sim-
ilarly, we could interview only ten practitioners due to several
reasons such as contacted experts not being available for an in-
terview, or not being interested. Additionally, most of the intervie-
wees were also survey participants, and hence they were already
exposed to the topic which adds additional selection bias to our
study. Nevertheless, only few interviewees were from our personal
contact list.
Internal validity is threatened if a causal relationship between
treatment and outcome is wrongly established. A possible factor
that could negatively impact the internal validity in our case is the
interview change. To reduce the effect, we evaluated the interview
questions through an internal validation and a pilot interview and
revised them before starting the real data collection.
6 CONCLUSION
We surveyed 45 companies and interviewed ten experts in the area
of mobile app development to understand the challenges of re-
quirements gathering. Notwithstanding mobile and (traditional)
software development being different in general, we observed that
they are quite similar from the requirements-gathering perspec-
tive.
Nevertheless, there exist several factors that are more specific
to the mobile domain. For instance, RE practitioners need a deep
understanding of platform ecosystems, including app store policies
and available third-party libraries tomake gooddecisions, e.g., plat-
form or feature selection, that fulfil the functional requirements.
Also, dealing with non-functional requirements such as security
and usability requires delicate expertise and experience as mobile
devices offer customization both in the hardware and the operating
system.
Furthermore, we realized that practitioners in our study aremostly
unaware of several techniques for requirements elicitation such as
the use of mobile apps and mobile devices, whereas they are exten-
sively discussed in academia. Similarly, opinion-mining techniques
are prevalent in the state-of-the-art literature, but practitioners
rather rely on user review summaries provided by app stores. The
reason we identified is that practitioners who are responsible for
requirements collection have no direct technical experience with
mobile app development, instead, they come from business or mar-
keting background.
7 ACKNOWLEDGMENTS
We gratefully acknowledge the financial support of the Swiss Na-
tional Science Foundation for the project “Agile Software Assis-
tance” (SNSF project No. 200020-181973, Feb. 1, 2019 - April 30,
EASE 2020, April 15–17, 2020, Trondheim, Norway Patkar, et al.
2022). We also thank CHOOSE, the Swiss Group for Original and
Outside-the-box Software Engineering of the Swiss Informatics So-
ciety, for its financial contribution to the presentation of this paper.
REFERENCES
[1] Afnan Al-Subaihin, Federica Sarro, Sue Black, Licia Capra, and Mark Harman.
2019. App store effects on software engineering practices. IEEE Transactions on
Software Engineering (2019).
[2] Anant Bhardwaj, Amol Deshpande, Aaron J Elmore, David Karger, SamMadden,
Aditya Parameswaran, Harihar Subramanyam, Eugene Wu, and Rebecca Zhang.
2015. Collaborative data analytics with DataHub. Proceedings of the VLDB En-
dowment 8, 12 (2015), 1916–1919.
[3] Reuben Binns, Ulrik Lyngs, Max Van Kleek, Jun Zhao, Timothy Libert, and Nigel
Shadbolt. 2018. Third party tracking in the mobile ecosystem. In Proceedings of
the 10th ACM Conference on Web Science. ACM, 23–31.
[4] Andreas Biørn-Hansen, Tim A Majchrzak, and Tor-Morten Grønli. 2017. Pro-
gressive Web Apps: The Possible Web-native Unifier for Mobile Development.
In WEBIST. 344–351.
[5] Terence Chen, Imdad Ullah, Mohamed Ali Kaafar, and Roksana Boreli. 2014. In-
formation leakage through mobile analytics services. In Proceedings of the 15th
Workshop on Mobile Computing Systems and Applications. ACM, 15.
[6] Adam M Christ. 2011. Bridging the mobile app gap. Connectivity and the User
Experience 11, 1 (2011), 27.
[7] Delphine Christin. 2016. Privacy in mobile participatory sensing: Current trends
and future challenges. Journal of Systems and Software 116 (2016), 57–68.
[8] Luis Corral, Andrea Janes, and Tadas Remencius. 2012. Potential advantages and
disadvantages of multiplatform development frameworks — A vision on mobile
environments. Procedia Computer Science 10 (2012), 1202–1207.
[9] Fabiano Dalpiaz and Micaela Parente. 2019. RE-SWOT: From User Feedback to
Requirements via Competitor Analysis. In International Working Conference on
Requirements Engineering: Foundation for Software Quality. Springer, 55–70.
[10] Alan Davis, Oscar Dieste, Ann Hickey, Natalia Juristo, and Ana MMoreno. 2006.
Effectiveness of requirements elicitation techniques: Empirical results derived
from a systematic review. In 14th IEEE International Requirements Engineering
Conference (RE’06). IEEE, 179–188.
[11] Giulia de Andrade Cardieri and Luciana Martinez Zaina. 2018. Analyzing User
Experience in Mobile Web, Native and Progressive Web Applications: A User
and HCI Specialist Perspectives. In Proceedings of the 17th Brazilian Symposium
on Human Factors in Computing Systems. ACM, 9.
[12] Josh Dehlinger and Jeremy Dixon. 2011. Mobile application software engineer-
ing: Challenges and research directions. In Workshop on mobile software engi-
neering, Vol. 2. 29–32.
[13] Erik Derr. 2018. The impact of third-party code on Android app security. In
Enigma 2018 (Enigma 2018).
[14] Xavier Ferre, Elena Villalba, Héctor Julio, and Hongming Zhu. 2017. Extending
mobile app analytics for usability test logging. In IFIP Conference on Human-
Computer Interaction. Springer, 114–131.
[15] Rita Francese, Carmine Gravino, Michele Risi, Giuseppe Scanniello, and Genov-
effa Tortora. 2017. Mobile app development and management: results from a
qualitative investigation. In Proceedings of the 4th International Conference on
Mobile Software Engineering and Systems. IEEE Press, 133–143.
[16] Bin Fu, Jialiu Lin, Lei Li, Christos Faloutsos, Jason Hong, and Norman Sadeh.
2013. Why people hate your app: Making sense of user feedback in a mobile
app store. In Proceedings of the 19th ACM SIGKDD international conference on
Knowledge discovery and data mining. ACM, 1276–1284.
[17] Pascal Gadient, MohammadGhafari, Patrick Frischknecht, and Oscar Nierstrasz.
2018. Security code smells in Android ICC. Empirical Software Engineering (14
Dec 2018). https://doi.org/10.1007/s10664-018-9673-y
[18] MohammadGhafari, Pascal Gadient, and Oscar Nierstrasz. 2017. Security smells
in Android. In 2017 IEEE 17Th international working conference on source code
analysis and manipulation (SCAM). IEEE, 121–130.
[19] Michael C Grace, Wu Zhou, Xuxian Jiang, and Ahmad-Reza Sadeghi. 2012. Un-
safe exposure analysis of mobile in-app advertisements. In Proceedings of the
fifth ACM conference on Security and Privacy in Wireless and Mobile Networks.
ACM, 101–112.
[20] Eduard C Groen, Norbert Seyff, Raian Ali, Fabiano Dalpiaz, Joerg Doerr, Emitza
Guzman, Mahmood Hosseini, Jordi Marco, Marc Oriol, Anna Perini, et al. 2017.
The crowd in requirements engineering: The landscape and challenges. IEEE
software 34, 2 (2017), 44–52.
[21] Emitza Guzman and Walid Maalej. 2014. How do users like this feature? a fine
grained sentiment analysis of app reviews. In 2014 IEEE 22nd international re-
quirements engineering conference (RE). IEEE, 153–162.
[22] Ann M Hickey and Alan M Davis. 2003. Elicitation technique selection: How do
experts do it?. In Proceedings. 11th IEEE International Requirements Engineering
Conference, 2003. IEEE, 169–178.
[23] Hartmut Hoehle and Viswanath Venkatesh. 2015. Mobile application usability:
Conceptualization and instrument development. Mis Quarterly 39, 2 (2015).
[24] Adrian Holzer and Jan Ondrus. 2011. Mobile application market: A develop-
erâĂŹs perspective. Telematics and informatics 28, 1 (2011), 22–31.
[25] Irum Inayat, Siti Salwah Salim, Sabrina Marczak, Maya Daneva, and Shahabod-
din Shamshirband. 2015. A systematic literature review on agile requirements
engineering practices and challenges. Computers in human behavior 51 (2015),
915–929.
[26] Anurag Kumar Jain and Devendra Shanbhag. 2012. Addressing security and
privacy risks in mobile applications. IT Professional 14, 5 (2012), 28–33.
[27] Mona Erfani Joorabchi, Ali Mesbah, and Philippe Kruchten. 2013. Real chal-
lenges in mobile app development. In 2013 ACM/IEEE International Symposium
on Empirical Software Engineering and Measurement. IEEE, 15–24.
[28] N Ajit Kumar, KH Krishna, and R Manjula. 2016. Challenges and best practices
inmobile application development. Imperial Journal of Interdisciplinary Research
2 (2016), 12.
[29] Xiaozhou Li, Zheying Zhang, and Kostas Stefanidis. 2018. Sentiment-aware
Analysis of Mobile Apps User Reviews Regarding Particular Updates. ICSEA
2018 (2018), 109.
[30] Andriy Luntovskyy. 2018. Advanced software-technological approaches for
mobile apps development. In 2018 14th International Conference on Advanced
Trends in Radioelecrtronics, Telecommunications and Computer Engineering (TC-
SET). IEEE, 113–118.
[31] Walid Maalej, Maleknaz Nayebi, Timo Johann, and Guenther Ruhe. 2016. To-
ward data-driven requirements engineering. IEEE Software 33, 1 (2016), 48–54.
[32] Ivano Malavolta, Stefano Ruberto, Tommaso Soru, and Valerio Terragni. 2015.
End users’ perception of hybrid mobile apps in the Google Play store. In 2015
IEEE International Conference on Mobile Services. IEEE, 25–32.
[33] Roberto Minelli and Michele Lanza. 2013. Software Analytics for Mobile Ap-
plications — Insights & Lessons Learned. In 2013 17th European Conference on
Software Maintenance and Reengineering. IEEE, 144–153.
[34] Müller Miranda, Renato Ferreira, Cleidson RB de Souza, Fernando Figueira Filho,
and Leif Singer. 2014. An exploratory study of the adoption of mobile devel-
opment platforms by software engineers. In Proceedings of the 1st International
Conference on Mobile Software Engineering and Systems. ACM, 50–53.
[35] Rodrigo Montes, Wilfried Sand-Zantman, and Tommaso M. Valletti. 2015. The
value of personal information in markets with endogenous privacy. (2015).
[36] Meiyappan Nagappan and Emad Shihab. 2016. Future trends in software engi-
neering research for mobile apps. In 2016 IEEE 23rd International Conference on
Software Analysis, Evolution, and Reengineering (SANER), Vol. 5. IEEE, 21–32.
[37] Ehsan Noei, MarkD Syer, Ying Zou, Ahmed EHassan, and Iman Keivanloo. 2017.
A study of the relation of mobile device attributes with the user-perceived qual-
ity of Android apps. Empirical Software Engineering 22, 6 (2017), 3088–3116.
[38] Sebastiano Panichella, Andrea Di Sorbo, Emitza Guzman, Corrado A Visaggio,
Gerardo Canfora, and Harald C Gall. 2015. How can I improve my app? Classi-
fying user reviews for software maintenance and evolution. In 2015 IEEE Inter-
national Conference on Software Maintenance and Evolution (ICSME). IEEE, 281–
290.
[39] Nitish Patkar, Pascal Gadient, Mohammad Ghafari, and Oscar Nierstrasz. 2019.
Towards a Catalogue of Mobile Elicitation Techniques. In International Work-
ing Conference on Requirements Engineering: Foundation for Software Quality.
Springer, 281–288.
[40] Michael Quinn Patton. 1990. Qualitative evaluation and research methods. SAGE
Publications, inc.
[41] André Ribeiro and Alberto Rodrigues da Silva. 2012. Survey on cross-platforms
and languages for mobile apps. In 2012 Eighth International Conference on the
Quality of Information and Communications Technology. Ieee, 255–260.
[42] Christoffer Rosen and Emad Shihab. 2016. What are mobile developers asking
about? A large scale study using Stack Overflow. Empirical Software Engineering
21, 3 (2016), 1192–1223.
[43] Eva-Maria Schön, Dominique Winter, María José Escalona, and Jörg
Thomaschewski. 2017. Key challenges in agile requirements engineering.
In International Conference on Agile Software Development. Springer, Cham,
37–51.
[44] Nicolas Serrano, Josune Hernantes, and Gorka Gallardo. 2013. Mobile web apps.
IEEE software 30, 5 (2013), 22–27.
[45] Chris Thompson, Jules White, and Douglas C Schmidt. 2014. Analyzing mo-
bile application software power consumption via model-driven engineering. In
Advances and Applications in Model-Driven Engineering. IGI Global, 342–367.
[46] Alok Tongaonkar, Shuaifu Dai, Antonio Nucci, and Dawn Song. 2013. Under-
standing mobile app usage patterns using in-app advertisements. In Interna-
tional Conference on Passive and Active Network Measurement. Springer, 63–72.
[47] Kim W Tracy. 2012. Mobile Application Development Experiences on Apple’s
iOS and Android OS. Ieee Potentials 31, 4 (2012), 30–34.
[48] HaoyuWang, Hao Li, Li Li, Yao Guo, and Guoai Xu. 2018. Why are Android apps
removed from Google Play?: a large-scale empirical study. In Proceedings of the
15th International Conference on Mining Software Repositories. ACM, 231–242.
Caveats in Eliciting Mobile App Requirements EASE 2020, April 15–17, 2020, Trondheim, Norway
[49] Tony Wasserman. 2010. Software engineering issues for mobile application de-
velopment. (2010).
[50] Claes Wohlin, Per Runeson, Martin Höst, Magnus C. Ohlsson, Björn Regnell,
and Anders Wesslén. 2012. Experimentation in software engineering. Springer
Science & Business Media.
[51] Zhi Xu and Sencun Zhu. 2015. Semadroid: A privacy-aware sensor management
framework for smartphones. In Proceedings of the 5th ACM Conference on Data
and Application Security and Privacy. 61–72.
[52] Jinyan Zang, Krysta Dummit, James Graves, Paul Lisker, and Latanya Sweeney.
2015. Who knows what about me? A survey of behind the scenes personal data
sharing to third parties by mobile apps. Technology Science 30 (2015).
[53] Dongsong Zhang and Boonlit Adipat. 2005. Challenges, methodologies, and
issues in the usability testing of mobile applications. International journal of
human-computer interaction 18, 3 (2005), 293–308.
[54] Didar Zowghi and Chad Coulin. 2005. Requirements elicitation: A survey of
techniques, approaches, and tools. In Engineering and managing software re-
quirements. Springer, 19–46.
