We investigate a steady flow of compressible fluid with inflow boundary condition on the density and slip boundary conditions on the velocity in a square domain Q ∈ R 2 . We show
Introduction and main results
The problems of steady compressible flows described by the Navier-Stokes equations are usually considered with the homogeneous Dirichlet boundary conditions on the velocity. It is worth from the mathematical point of view, as well as in the eye of applications, to investigate different types of boundary conditions. A significant feature of the compressible Navier-Stokes system is its mixed character: the continuity equation is elliptic in the velocity whereas the continuity equation is hyperbolic in the density. If we assume that the flow enters the domain, then the hyperbolicity of the continuity equation makes it necessary to prescribe the density on the inflow part of the boundary. A time-dependent compressible flow with inflow boundary condition has been considered by Valli and Zajaczkowski in [21] . The authors showed existence of a global in time solutions under some smallness assumptions on the data. They also obtained a stability result and existence of a stationary solution. Plotnikov and Sokolovski investigated shape optimization problems with inflow boundary condition in 2D [16] and 3D [15] , working with weak solutions. Regular solutions to problems with inflow boundary conditions have been investigated mainly by Kweon in a joint work with Kellogg [7] and with Song [9] . The results obtained by these authors require some assumptions on the geometry of the boundary in the neighbourhood of the points where the inflow and outflow parts of the boundary meet. In [8] Kweon and Kellogg investigated the case when the inflow and outflow parts of the boundary are separated, obtaining regular solutions. What seems to be interesting is to investigate an inflow condition on the density combined with slip boundary conditions on the velocity, that allow to describe precisely the action between the fluid and the boundary. The slip boundary conditions have been investigated by Mucha [10] for incompressible flows, and also by Fujita [4] and Mucha and Pokorny [11] for compressible flows.
Here we investigate a steady flow of a viscous, barotropic, compressible fluid in a square domain in R 2 satisfying inhomogeneous slip boundary conditions on the velocity combined with an inflow condition on the density. We impose that there is no flux across the bottom and the top of the square, so that it can be considered a finite, two dimensional pipe. From the analytical point of view our domain prevents the singularity that appears in a general domain where the inflow and outflow parts of the boundary coincide.
We show existence of a solution that can be considered as a perturbation of a constant solution (v ≡ (1, 0),ρ ≡ 0). Under some smallness assumptions we can show an a priori estimate in a space W 2 p (Q) × W 1 p (Q) that is crucial in the proof of existence of the solution. Now let us formulate the problem under consideration more precisely.
The stationary compressible Navier-Stokes system describing the motion of the fluid, supplied with the slip boundary conditions, reads ρv · ∇v − µ∆v − (µ + ν)∇div v + ∇p(ρ) = 0 in Q, div (ρv) = 0 in Q, n · T(v,
where Q = [0, 1] × [0, 1] is a square domain in R 2 with the boundary Γ and Γ in = {x ∈ Γ : v · n(x) < 0}. We will also denote Γ out = {x ∈ Γ :v · n(x) > 0} and Γ 0 = {x ∈ Γ : v · n(x) = 0}. Next, b ∈ W 1−1/p p (Γ), d ∈ W 2−1/p p (Γ) and ρ in ∈ W 1−1/p p (Γ in ) are given functions. v = (v (1) , v (2) ) is the velocity field of the fluid and ρ is the density of the fluid. We assume that the pressure is a function of the density of the form p(ρ) = ρ γ for some γ > 1. The outward unit normal and tangent vectors are denoted respectively by n and τ . We assume d = 0 on Γ 0 , what means that there is no flow across these parts of the boundary. Moreover,
is the stress tensor and
is the deformation tensor. µ and ν are viscosity constants satisfying µ > 0 and ν + 2µ > 0 and f > 0 is a friction coefficient. The slip boundary conditions (1.1) 3,4 are supplied with the condition (1.1) 5 prescribing the values of the density on the inflow part of the boundary. Under the assumptions on µ and ν the momentum equation (1.1) 1 is elliptic in u, whereas the continuity equation (1.1) 2 is hyperbolic in ρ.
Our method would also work with no modification if we considered a perturbation of the constant flow (v,ρ) satisfying (1.1) 1 with a term ρF on the r.h.s provided that ||F || Lp was small enough.
Since T(v,ρ γ ) = 0, the constant flow (v,ρ) fulfills equations (1.1) with boundary conditions fv · τ = b − f τ (1) and n ·v = d − f τ (1) . Our main result is
and ||ρ in − 1|| W 
There are several difficulties in the proof of Theorem 1 that result, roughly speaking, from the mixed character of the problem. In a general domain a singularity appears in the points where the inflow and outflow parts of the boundary meet and we can not apply the method used in this paper to obtain an a priori estimate. However, there is another difficulty in the analysis of the steady compressible Navier-Stokes system, independent on the domain. This difficulty lies in the term u · ∇w. Namely, if we want to apply some fixed point method then this term makes it impossible to show the compactness of the solution operator. We overcome this difficulty applying the method of elliptic regularization. We solve a sequence of approximate elliptic problems and show that this sequence converges to the solution of (1.1). This is a well-known method that has been usually applied to the issue of weak solutions ( [14] , [11] ), and differs from the approach of Kweon and Kellogg used to derive regular solutions in [7] , [8] .
Let us now outline the strategy of the proof, and thus the structure of the paper. In section 2 we start with removing inhomogeneity from the boundary conditions (1.1) 3, 4 . It leads to the system (2.3), and we can focus on this system instead of (1.1). In the same section we define an ǫ -elliptic regularization to the system (2.3) and introduce its linearization (2.4). In section 3 we derive an ǫ -independent estimate on a solution of the linearized elliptic system (Theorem 2). Although linear, the system (2.4) has variable coefficients and thus its solution is not straightforward. In order to solve (2.4) we apply the Leray-Schauder fixed point theorem in section 4, using a modification of the estimate from Theorem 2. In section 5 we use the a priori estimate to apply the Schauder fixed point theorem to solve the approximate elliptic systems. In section 6 we prove our main result, Theorem 1. The proof is divided into two steps. First we show that the sequence of approximate solutions converges to the solution of (2.3) and thus prove the existence of the solution to (1.1) satisfying the estimate (1.2). Next we show that this solution is unique in a class of small perturbations of the constant flow (v,ρ). We see that the estimate from Theorem 3 is in fact used at three stages of the proof, therefore we show it in a detailed way in section 3.
Preliminaries
In this section we remove the inhomogeneity from the boundary conditions (1.1) 4,5 . Then we define an ǫ -elliptic regularization to the system (1). We also make some remarks concerning the notation. Let us construct u 0 ∈ W 2 p (Q) and
Due to the assumption of smallness of d − n (1) | Γ and ρ in − 1| Γ in we can assume that
Now we consider
One can easily verify that (u, w) satisfies the following system:
where
.
In order to prove Theorem 1 it is enough to prove the existence of a solution (u, w) to the system (2. are small enough. As we already mentioned, the presence of the term u·∇w in the continuity equation makes it impossible to show the compactness of a solution operator if we try to apply fixed point methods directly to the system (2.3). We overcome this difficulty applying the method of elliptic regularization. The method consists of adding an elliptic term −ǫ∆w to the r.h.s of (2.3) 2 and introducing an additional Neumann boundary condition. Since the density is already prescribed on the inflow part of the boundary by (2.3) 5 , we impose the Neumann condition only on the remaining part of the boundary. While we are passing to the limit with the density in W 1 p -norm, the Neumann condition will disappear. Similar approach has been applied to the issue of inviscid limit for the incompressible Euler system in [6] . Consider a following linear system with variable coefficients:
where (ū,w) ∈ W 
p (Q) that we will define later. Using the operator T ǫ we define an ǫ -elliptic regularization to the system (2.3).
Definition 1. By an ǫ -elliptic regularization to the system (2.3) we mean a system
We want to show the existence of a solution to the ǫ -elliptic regularization to the system (2.3) applying the Shauder fixed point theorem. The strategy has been outlined in the introduction. In section 4 we show that T ǫ is well defined, which means that for given (ū,w) there exists a unique solution to (2.4) (Theorem 3). In fact we show that T ǫ is well defined for ǫ small enough, but it suffices since we are interested in small values of ǫ.
In section 5 we show that T ǫ satisfies the assumptions of the Schauder fixed point theorem and thus we solve the system (2.6) for ǫ small enough.
As we already said, the key point is to derive an ǫ -independent estimate for the system (2.4), which is used at different stages of the proof. We derive such estimate in the next section. Before we proceed, we will finish this introductory part with a few remarks concerning notation.
For simplicity we will denote
By C we will denote a constant that depend on the data and thus can be controlled, not necesarily arbitrarily small. If the constant depend not only on the data, but also on ǫ, we will denote it by C ǫ . Finally, by E we will denote a constant dependent on the data that can be arbitrarily small provided that the data is small enough.
Since we will usually use the spaces of functions defined on Q, we will omit Q in the notation of a space, for example we will denote the space L 2 (Q) by L 2 . The spaces of functions defined on the boundary will be denoted by L 2 (Γ) etc.
We do not distinguish between the spaces of vector-valued and scalar-valued functions, for example we will write u ∈ W
2 .
A priori estimate for the linearized elliptic system
In this section we show an ǫ -independent estimate on ||u ǫ || W 2
Next we eliminate the term div u from the second equation applying the Helmholtz decomposition and the properties of the slip boundary conditions. Then we derive the higher estimate using interpolation.
Estimate in H
In order to prove a priori estimates on H 1 -norm of the velocity and L 2 -norm of the density for the system (2.4) let us define a space
The estimate is stated in the following lemma. 
where V * is the dual space of V .
Before we start the proof, we shall make a remark concerning the term ||w|| W 1 p , that is rather unexpected in an energy estimate. Its presence is due to the functions a 1 (w) and (w + w 0 + 1) on the r.h.s. of (2.4). However, this term does not cause any problems when we apply (3.2) to interpolate in the proof of Theorem 2, since it is multiplied by a small constant.
Proof. The proof is divided into three steps. First we multiply (2.4) 1 by u and integrate over Q. We obtain an estimate on ||u|| H 1 in terms of the data and ||w|| L 2 . Then we apply the second equation to estimate ||w|| L 2 and finally combine these estimates to obtain (3.2).
Step 1. We multiply (2.4) 1 by u and integrate over Q. Using the boundary conditions (2.4) 3,4 we get
( 3.3)
The boundary term on the l.h.s will be positive provided that f is large enough. Next we integrate by parts the last term of the l.h.s of (3.3). Using (2.4) 2 we obtain:
Since n (1) | Γout ≡ 1, using (3.3) and the Korn inequality ((7.1), Appendix) we get:
(3.4) Obviously we have I 1 ≤ E ||w|| L 2 . Now we have to deal with the term with ∆w. Due to the boundary conditions (2.4) 5,6 we have
Using Hölder inequality we get
. Thus the term with ǫ on the r.h.s of (3.4) will be negative provided that ||w|| W 1 p will be small enough. Next,
The last term of the r.h.s. is the most inconvenient and it must be estimated by W 1 p -norm of w, and this is the reason why this term appears in (3.2). Fortunately it is multiplied by a small constant what will turn out very important in the proof of Theorem 2. We have
Provided that the data is small enough, using the trace theorem to estimate the boundary term and the Hölder inequality we get
Step 2. In order to derive (3.2) from (3.6) we need to find a bound on ||w|| L 2 . From (2.4) 2 we have
S 1 can be estimated directly:
It is a little more complicated to estimate S 2 . We have
w∆w.
Now we integrate both components by parts. In the second component we use the fact that the integration interval does not depend on x 2 . We get
The integrals of S 1 2 and S 2 2 can be estimated in a direct way:
Now we remind that w = 0 on Γ in . Moreover, the boundary conditions yields
Combining (3.8), (3.9) and (3.10) we get
Combining this estimate with (3.7) we get:
and thus ||w||
Step 3. Substituting (3.11) to (3.6) we get: 12) where
. Combining this inequality with (3.11) we get
thus for ǫ small enough we obtain (3.2). 13) where the constant C depends on the data but does not depend on ǫ.
Estimate for ||u||
The proof will be divided into three lemmas. In the first lemma we eliminate the term div u from (2.4) 2 .
Lemma 2. Let us defineH
where (u ǫ , w ǫ ) is a solution to (2.4) and a 1 (w) is defined in (2.7) . Then
and w ǫ satisfies the following equation
Proof. Let us rewrite (2.4) 1 as
Taking the two dimensional vorticity of (2.4) 1 we get
ǫ,x 2 . The boundary condition (3.18) 2 has been shown in [10] in a more general case; a simplification of this proof yields (3.18) 2 . Since our domain is a square, we can use the symmetry to deal with corner singularites and apply the standard L p theory of elliptic equations ( [5] ) to obtain the estimate
. (3.19) From the definition of a 1 (w) (2.7) we see that ||(a 1 (w) −γ)|| L∞ can be arbitrarily small provided that ||w|| W 1 p is small enough. Moreover, from the boundary condition (2.4) 4 we have u ǫ = τ (u ǫ · τ ) on Γ, thus (3.19) can be rewritten as
(3.20)
Now we apply the Helmholtz decomposition in of u ǫ (see Appendix, (7.2)):
For simplicity we omit the index ǫ in the notation of φ and A. We have n·∇
A, thus the condition n · ∇ ⊥ A| Γ = 0 yields A| Γ = const. Moreover,
We see that A is a solution to the following boundary value problem:
Applying again the elliptic theory we get
Substituting the Helmholtz decomposition (7.2) to (2.4) 1 we get
but div∇φ = ∆φ and thus
23) what can be rewritten as:
We have ∆φ = div u, thusF = ∇H whereH is defined in (3.14). From (3.23) we have
and from (3.22) and (7.3) we get (3.15). The proof is thus completed.
In the next lemma we will use the equation (3.16) to estimate ||w|| W 1 p in the terms of functions H and G(ū,w).
Lemma 3. Under the assumptions of Theorem 2 the following estimate is valid:
Proof. Throughout the proof we will omit the index ǫ denoting w ǫ by w. The proof will be divided into four steps. First we estimate ||w|| Lp , then ||w x 1 || Lp and ||w x 2 || Lp and finally combine these estimates.
Step 1. Multiplying (3.16) by |w| p−2 w and integrating over Q we get:
(3.26) We have
0 |w| p dσ.
Next,
Combining the last two equations we get
The boundary term is positive due to the assumption of smallness of u 0 . The term with ∆w:
The boundary term vanishes due to the conditions (2.4) 5,6 and the first term of the r.h.s is equal to C
The r.h.s of (3.26) can be estimated directly:
Lp .
The smallness ofw and w 0 in W 1 p implies that a 0 (w) ≥ C > 0, thus combining the above estimates we get C ||w|| (3.27)
Step 2. In order to estimate w x 2 we differentiate (3.16) with respect to x 2 , multiply it by |w x 2 | p−2 w x 2 and integrate over Q. We get
We have
but the condition w = 0 on Γ in implies w x 2 = 0 on Γ in , thus
Obviously we have I 
Combining this equation with (3.28) we get
The boundary term is nonnegative due to the smallness of u 0 . The last part of the l.h.s:
The first term equals Q (p − 1)|w x 2 | p−2 |∇w x 2 | 2 dx > 0 and the boundary term vanishes due to the boundary condition (2.4) 4, 5 . Using the definition of a 0 (w) (2.7) we get
. In order to estimate the r.h.s we use the definition ofH and the Hölder inequality. We get
The important fact that we could write H instead ofH on the r.h.s easily results from the definition ofH (3.17) . Combining the above estimates we get
Step 3. In order to estimate w x 1 we differentiate (2.4) with respect to x 1 and multiply by |w
The first term is nonnegative and the boundary term reduces to:
Note that on Γ in equation (3.16) takes the form:
Thus (3.32) can be rewritten as
Finally,
Combining the above results we get
thus using (3.30) and (3.29) we obtain
(3.33)
Step 4. Combining (3.33) and (3.31) we get
. Combining this estimate with (3.27) we get 
thus (3.34) is indeed (3.24) .
In order to complete the proof of Theorem 2 we have to estimate H. We will make use of the interpolation inequalities (Lemma 11 in the Appendix).
Lemma 4. Under the assumptions of Theorem 2, ∀δ > 0 the following estimate is valid
where H is defined in (3.25) .
Proof. For simplicity let us denote F := F ǫ (ū,w) and G := G ǫ (ū,w). Applying the interpolation inequality (7.4) to the term ||u|| W 1 p in (3.15) we get:
In order to estimate ||H|| Lp we need to apply the interpolation inequality (7.4) and then the energy estimate (3.2). We get
Combining the above estimates we get
(3.37)
In order to complete the proof it is enough to estimate H| Γ in . By the trace theorem we have ||div u|| Lp(Γ in ) ≤ C(r)||div u|| W 1/p+r (Γ in ) ∀r > 0. Thus, since w| Γ in = 0, applying (7.5) and (3.2) we get
Since we control the smallness of δ 5 , we also control C(δ 5 ) and thus we can choose δ 6 to make δ 7 = δ 5 C(δ 6 ) as small as we want. Next, substituting (3.37) to (3.36) with (??) we get (3.35) with δ arbitrarily small since δ 1 . . . δ 7 can be arbitrarily small .
We are now ready to complete
Proof of Theorem 2. Let us fix η > 0. Provided thatw and w 0 are small enough, combining (3.24) and (3.35) we get
(3.39)
The theory of elliptic equations applied to (2.4) 1 yields
Combining this estimate with (3.39) we get
].
Choosing for example η = we get (3.13).
Solution of the linear system
In this section we will show that the operator T ǫ is well defined. We have to show that the system (2.4) has a unique solution (u, We shall make here one remark concerning the above theorem. The fact that (u ǫ , w ǫ ) ∈ W 2 p × W 2 p is a consequence of the ellipticity of the system (2.4), but the estimate on ||w|| W 2 p depends on ǫ. What will be crucial for us is that (3.13) does not depend on ǫ.
The system (2.4) has variable coefficients thus its solution is not straightforward. In order to proove Theorem 3 we will apply the Leray-Schauder fixed-point theorem.
We have to show that S ǫ (ũ,w) is well defined and verify that it satisfies the assumptions of the Leray-Schauder theorem. The reason to consider S
p is that it is straightforward to show its complete continuity.
Solution of the system with constant coefficients
In this section we show that the operator S ǫ (ū,w) is well defined. Thus we have to show that the system
where F, G ∈ W 
and a linear form on (V × W ):
By a weak solution to the system (4.3) we mean a couple (u, w) ∈ V × W satisfying
Using the definition of V and W we can easily verify that 
Complete continuity of
In this section we show that S ǫ (ū,w) is continuous and compact. Since it is a linear operator, it is enough to show its compactness, and this is quite obvious due to elliptic regularity of the system (4.3). Namely, if we take a sequence (ũ n ,w
(the bound on ||w|| W 3 p depends on ǫ, but at this stage ǫ is fixed, so it does not matter). The compact imbedding theorem implies that (u n , w n ) has a subsequence that converges in
Leray-Schauder a priori bounds
Next we have to show a λ -independent a priori estimate on solutions to the equations (u λ , w λ ) = λS 
and thus (4.12) yields (4.6).
Now we are ready to complete Proof of theorem 3. We have shown that the operator S ǫ (ū,w) satisfies the assumptions of the Leray-Schauder theorem. Thus there exists a fixed point (u ǫ , w ǫ ) = S ǫ (ū,w) (u ǫ , w ǫ ). The fixed point is a solution to (2.4). Its uniqueness follows directly from the estimate (3.13).
We have shown the existence of a unique solution to the system (2.4) under some smallness assumptions onū andw. Thus we define the domain D of the operator T :
(4.13)
Solution of the regularized system
In this section we show existence of a solution to an ǫ-elliptic regularization to the system (2.3). The result is stated in the following 
where M depends on the data but does not depend on ǫ and can be arbitraily small provided that the data is small enough.
In order to prove the theorem we apply the Schauder fixed point theorem to the operator T ǫ defined in (2.5).
Lemma 6.
Assume that u 0 and w 0 are small enough. Then
Proof From the definition of F ǫ (ū,w) and G ǫ (ū,w) we have
Thus we can rewrite the estimate (3.13) as 
In the next lemma we show that T ǫ is a continuous operator on D, where D is defined in (4.13). The proof applies the estimate (3.13) which requires some smallness assumption, but this assumption is also included in the definition of D and therefore we can prove the continuity on the whole D.
Lemma 7. T ǫ is a continuous operator on D.
Proof Let us have (u 1 , w 1 ) = T (ū 1 ,w 1 ) and (u 2 , w 2 ) = T (ū 2 ,w 2 ), then the functions u 1 −u 2 and w 1 − w 2 satisfies the equations
supplied with boundary conditions
Proof of Theorem 1
In this section we prove our main result, Theorem 1, passing to the limit with ǫ in (2.4) . The proof will be divided into two steps: the proof of existence of the solution and the proof of its uniqueness. These steps are quite separated since in order to prove uniqueness will will go back to the original system (1.1) and modify the proof of the estimate (3.2).
Step 1: Existence. Consider a decreasing sequence ǫ n → 0. If ǫ 1 is small enough that Theorem 4 holds (what we can assume without loss of generality), then for each n ∈ N Theorem 4 gives a solution (u ǫn , w ǫn ) to an ǫ n -elliptic regularization to (2.3).
By (5.1) the sequence (u ǫn , w ǫn ) is uniformly bounded in W where D can be arbitrarily small provided that the data is small enough. From (6.7) and (6.8) we conclude (1.2).
Step 2: Uniqueness. In order to prove the uniqueness of the solution in a class of small perturbations to of the constant flow (v,ρ) consider (v 1 , ρ 1 ) and (v 2 , ρ 2 ) both being solutions to (1.1) satisfying the estimate (1.2). We will apply the ideas of the proof of the energy estimate (3.2) in order to show that
For simplicity let us denote the differences u := v 1 − v 2 and w := ρ 1 − ρ 2 . We will follow the notation of constants introduced before, namely E shall denote a constant dependent on the data that can be arbitrarily small provided that the data is small enough, whereas C will denote a constant dependent on the data that is controlled, but not necessarily small. In order to show (6.9) it is enough to prove that ||u|| H 1 ≤ E||w|| L 2 (6.10) and ||w|| L 2 ≤ C||u|| H 1 . 
