Abstract. Refinable functions and cascade algorithms play a fundamental role in wavelet analysis, which is useful in many applications. In this paper we shall study several properties of refinable functions, cascade algorithms and wavelets, associated with Hölder continuous masks, in the weighted subspaces
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For a maskâ ∈ C β (T) with β > 0 andâ(0) = 1 (that is,â is a Hölder continuous mask with Hölder exponent β), we prove that the cascade algorithm associated with the maskâ converges in the space L 2,∞,0 (R) if and only if ν 2 (â) > 0, where the quantity ν 2 (â) will be defined in this paper and plays an important role in our study of refinable functions and cascade algorithms with Hölder continuous masks. In particular, if the shifts of a refinable function φ, satisfyingφ(2·) =âφ, are stable in L 2 (R), then we must have ν 2 (â) > 0 and therefore the cascade algorithm associated with maskâ converges in the space L 2,∞,0 (R). Based on this result, we are able to settle several problems on refinable functions, cascade algorithms and wavelets associated with masks having infinitely many nonzero Fourier coefficients.
As an application of the characterization of the convergence of a cascade algorithm in the space L 2,∞,0 (R), we are able to show that for a maskâ having exponential decay of order r > 0, the cascade algorithm associated with maskâ converges in the weighted space L 2,1,γ (R) for 0 < γ < 2r if and only if ν 2 (â) > 0. Consequently, if a maskâ has exponential decay of order r > 0 and ν 2 (â) > 0, then its standard refinable function φ, defined byφ(ξ) := ∞ j=1â (2 −j ξ), must have exponential decay of order 2r in L 2 (R); that is, φ 2 L 2,1,γ (R) = R |φ(x)| 2 e 2γ|x| dx < ∞ for all 0 < γ < 2r. As another application of the characterization of the convergence of a cascade algorithm in the space L 2,∞,0 (R), we completely characterize biorthogonal wavelets and Riesz wavelets in L 2 (R), which are derived from refinable functions and whose involved wavelet filters in the frequency domain are Hölder continuous.
We shall also investigate some basic properties of the quantity ν 2 (â) and discuss how to calculate and estimate ν 2 (â). Examples using fractional splines and the Butterworth filters will be given to illustrate the results in this paper.
Introduction and motivation.
A wavelet system is generally derived from a refinable function via a multiresolution analysis (MRA). We say that φ is a refinable function if it satisfies the refinement equation:
a.e. ξ ∈ R, (1.1)
whereâ is a 2π-periodic function, called the mask (or filter) for φ, and the Fourier transform is defined to bef (ξ) := R f (x)e −ixξ dx for f ∈ L 1 (R).
For a 2π-periodic functionâ, we say thatâ has exponential decay of order r ifâ is the restriction of a 2π-periodic functionâ(z) on the real line Im(z) = 0 such that a(z) is holomorphic in the strip {z ∈ C : |Im(z)| < r}, where Im(z) denotes the imaginary part of the complex number z. Writeâ(ξ) = k∈Z a k e −ikξ in terms of its Fourier series. It is easy to check thatâ has exponential decay of order r if and only if for every 0 γ < r, there is a positive constant C γ such that |a k | C γ e −γ|k| for all k ∈ Z. A particular family of masks with exponential decay consists of rational masks that can be written in the form ofb(ξ)/ĉ(ξ) for some 2π-periodic trigonometric polynomialsb andĉ such thatĉ(ξ) = 0 for all ξ ∈ R. For example, the well-known Butterworth filters are rational masks ( [5, 11, 18, 25] ).
Masks with infinitely many nonzero Fourier coefficients, or equivalently, filters with infinite support are called infinite impulse response (IIR) filters in electrical engineering. Due to some desirable properties, IIR filters, including masks with exponential decay and masks for bandlimited wavelets ( [7] ) and fractional splines ( [27] ), are of interest in some applications and have been extensively designed for various purposes in the area of digital signal processing in electrical engineering [3, 5, 18, 25, 27] . In contrast to the case of trigonometric polynomial masks whose various mathematical properties have been extensively studied and more or less well understood in the literature [1, 4, 6, 7, 8, 10, 15, 19, 26, 28] and references therein, there are still several unsolved questions related to refinable functions and wavelets with masks having infinitely many nonzero Fourier coefficients. For example, Daubechies and Huang in [9] showed that if the standard refinable function φ, defined bŷ
lies in L 1 (R) with a maskâ having an absolutely summable sequence of Fourier coefficients, and if φ has exponential decay, then the maskâ must have exponential decay. But to our best knowledge, there are very few results on the converse direction and it is widely believed that for a maskâ with exponential decay, its standard refinable function φ in (1.2) should also have exponential decay in certain spaces in some sense. This is one of our motivations to study refinable functions and cascade algorithms, associated with masks having infinitely many nonzero Fourier coefficients, in some weighted subspaces of L 2 (R). Before proceeding further, let us introduce some definitions and notations. Let < ∞, (1.3) where the bracket product ( [20] ) is defined to be It is easy to verify that [f, g] ∈ L 2 (T) for f, g ∈ L 2 (R) and L 2,p,γ (R) is a Banach space. In particular, by the Plancherel's Theorem, we have
Therefore, L 2,1,γ (R) is a weighted subspace of L 2 (R) and it is a natural candidate of subspaces to measure the exponential decay of a function in L 2 (R). Note that L 2,1,0 (R) = L 2 (R). We say that the shifts of a function f are stable in L 2 (R) if there exists a positive constant C such that C −1 [f ,f ](ξ) C for almost every ξ ∈ R. It is well-known that stability plays an important role in wavelet analysis ( [3, 4, 7] ). If the shifts of a function f are stable in
On the other hand, we shall see in Proposition 6.1 that L 2,1,γ (R) ⊆ L 2,∞,0 (R) for any γ > 0. In particular, all compactly supported functions in L 2 (R) are included in L 2,∞,0 (R). Therefore, the space L 2,∞,0 (R) is a large enough subspace of L 2 (R) and includes most interesting functions in wavelet analysis. In this paper, we are particularly interested in the subspaces L 2,∞,0 (R) and L 2,1,γ (R) for γ > 0.
In the following, let us introduce a basic quantity ν 2 (â), which plays a critical role in our study of refinable functions, cascade algorithms and wavelets with masks having infinitely many nonzero Fourier coefficients. For 2π-periodic functionsâ and f , the transition operator Tâ is defined to be
For τ ∈ R and 1 p ∞, we define a quantity
Now we define the quantity ν 2 (â) in this paper as follows:
where
Whenâ is a 2π-periodic trigonometric polynomial, the quantity ν 2 (â) in (1.7) agrees with the one in [13] and can be calculated by finding the spectral radius of an associated finite matrix generated byâ. See section 4 for details on calculating and estimating the quantity ν 2 (â). The quantity ν 2 (â) in (1.7), whose definition appears to be a little bit technical in its nature, plays a very important role in investigating many problems in wavelet analysis. See [13] for applications and importance of ν 2 (â) in wavelet analysis with 2π-periodic trigonometric polynomial masksâ. We say that f belongs to the Hölder class C β (T) with β > 0 if f is a 2π-periodic continuous function such that f ∈ C n (T) and there exists a positive constant C satisfying |f
where n is the largest integer such that n β and f (n) denotes the n-th derivative of f . Throughout the paper, we say thatâ is a Hölder continuous mask ifâ ∈ C β (T) for some β > 0 and a(0) = 1. Thatâ is a Hölder continuous mask is a very natural and weak condition to guarantee that as the Fourier transform of the standard refinable function φ with maskâ, the functionφ, which is defined through the infinite product in (1.2), is well-defined.
In section 2, we shall present a necessary and sufficient condition in Theorem 2.1 for the convergence of a cascade algorithm in the space L 2,∞,0 (R). Theorem 2.1 plays a central role in our study of refinable functions with exponential decay in L 2 (R) and of MRA Riesz wavelet bases in L 2 (R). More precisely, we prove in Theorem 2.1 that for a maskâ ∈ C β (T) withâ(0) = 1 and β > 0 (that is,â is a Hölder continuous mask), the cascade algorithm associated with maskâ converges in the space L 2,∞,0 (R) if and only if ν 2 (â) > 0. As a direct consequence of Theorem 2.1, we show in Corollary 2.2 that if the refinement equationφ(2·) =âφ has a solution φ such that the shifts of φ are stable in L 2 (R), then we must have ν 2 (â) > 0 and therefore, the cascade algorithm associated with maskâ converges in the space L 2,∞,0 (R).
Cascade algorithms in L 2 (R) and other spaces with 2π-periodic trigonometric polynomial masks have been extensively studied in the literature. To cite only a few references here, we refer the reader to [1, 4, 6, 7, 8, 10, 15, 19, 26, 28] and references therein, where the property of the masks being 2π-periodic trigonometric polynomials plays a critical role. The study of cascade algorithms and refinable functions with Hölder continuous masks in this paper is not a trivial generalization of the known results in the literature, as we shall see in sections 4-6.
As an application of Theorem 2.1, we are able to prove in Theorem 2.3 that for a maskâ having exponential decay of order r > 0, the cascade algorithm associated with the maskâ converges in the space L 2,1,γ (R) for 0 < γ < 2r if and only if ν 2 (â) > 0. Consequently, the standard refinable function φ associated with maskâ in (1.2) must have exponential decay of order 2r, namely,
An MRA wavelet function ψ is obtained from a refinable function φ with maskâ viaψ
for some 2π-periodic measurable functionb. We say that ψ generates a Riesz wavelet
and there exists a positive constant C such that
for all finitely supported sequences {c j,k } j,k∈Z . MRA Riesz wavelet bases in L 2 (R) are of interest in some applications [5, 17, 21, 24] . A natural and important question here is when ψ generates a Riesz wavelet basis in L 2 (R). MRA Riesz wavelet bases with compact support have been investigated in [5, 14, 16, 17, 21, 24] , where some necessary and sufficient conditions have been obtained for trigonometric polynomial masks. Most approaches in these papers largely rely on an interesting result of Cohen and Daubechies in [5] saying that for a maskâ with exponential decay, the transition operator Tâ acting on some weighted subspaces of 2 (Z) is a compact operator. Built on this interesting result of [5] , a characterization of Riesz wavelets with trigonometric polynomial masks is obtained in [16] (also c.f. [5] ) in terms of the spectrum of Tâ. However, the approach in [5, 16, 24] seems difficult, if not impossible, to be generalized to masks without exponential decay, since the compactness of the operator Tâ may be lost.
In order to study biorthogonal wavelets and Riesz wavelets with Hölder continuous masks, using a quite different approach in this paper, as another application of Theorem 2.1, we shall prove in Theorem 3.2 that forâ,b ∈ C β (T) with β > 0, assuming that the shifts of the standard refinable function φ with maskâ are stable in L 2 (R), then ψ in (1.10) generates a Riesz wavelet basis in L 2 (R) if and only if (i)
Moreover, in the case thatâ is a 2π-periodic trigonometric polynomial, we prove that the shifts of φ ∈ L 2 (R) must be stable in L 2 (R) if ψ generates a Riesz wavelet basis in L 2 (R). Even for the case that bothâ andb are 2π-periodic trigonometric polynomials, the maskâ is generally not a 2π-periodic trigonometric polynomial and consequently refinable functions with masks being non-trigonometric polynomials will naturally appear in our study of MRA Riesz wavelet bases in L 2 (R). This is another motivation for us to study refinable functions, cascade algorithms and wavelets with masks having infinitely many nonzero Fourier coefficients.
To illustrate the results in this paper, we shall apply the results in sections 2 and 3 to a family of Hölder continuous masks a β1,β2,β3 and | a β1,β2,β3 |, where
In fact, the masks for the B-splines correspond to the case a β 1 ,β 2 ,β 3 with β 2 = 1 and 2β 1 ∈ N. The masks for various types of fractional splines in [27] correspond to the case a β 1 ,β 2 ,β 3 or | a β 1 ,β 2 ,β 3 | with β 2 = 1. The classical Butterworth filters in [5, 11, 18, 25] correspond to the case | a β1,β2,β3 | with β 3 = 1 and β 1 = β 2 ∈ N. To illustrate the main results in sections 2 and 3, we shall study the convergence of cascade algorithms and MRA Riesz wavelet bases associated with the masks given in (1.12). Since the quantity ν 2 (â) plays a very important role in our study of refinable functions, cascade algorithms and wavelets with Hölder continuous masks, we shall investigate in section 4 some basic properties of the quantity ν 2 (â) and discuss how to calculate and estimate the quantity ν 2 (â) for a maskâ being a general Lebesgue measurable 2π-periodic function. In section 4, we shall generalize a well-known result on ν 2 (â), whose proof in the general case of Hölder continuous masks is nontrivial and will be presented in the last section of this paper. The general discussion on the quantity ν 2 (â) in section 4 is of interest in its own right and the results in section 4 may be useful elsewhere.
For simplicity of presentation and readability of this paper, the proofs of Theorems 2.1 and 2.3 in section 2, which are a little bit technical in their nature, will be postponed to sections 5 and 6, respectively. The results in this paper can be nontrivially generalized to high dimensions and multiwavelets which we shall discuss elsewhere.
2. Convergence of cascade algorithms in subspaces of L 2 (R). In this section, we shall present the main results on the convergence of cascade algorithms in the subspaces L 2,∞,0 (R) and L 2,1,γ (R). For simplicity of presentation, the proofs of the main results in this section will be postponed to sections 5 and 6. To illustrate the results in this section, we shall apply these results to the masks in (1.12), which include the Butterworth filters in [25] and the masks for fractional splines in [27] as special cases.
For a quotient function f /g, throughout the paper, we use the convention that
is admissible with respect toâ if there exists a positive number τ > 0 such that
Note that all compactly supported functions in L 2 (R) belong to L 2,1,γ (R) for all γ > 0. For every f ∈ L 2,1,γ (R) with γ > 0 such thatf (2πk) = 0 for all k ∈ Z\{0}, we shall show in Proposition 6.2 that f is admissible with respect toâ for anyâ ∈ C β (T) witĥ a(0) = 1,â(π) = 0 and β > 0.
For 0 < β 1, we say that f belongs to the Lipschitz class Λ β (T) if there is a positive constant C such that |f (x) − f (y)| C|x − y| β for all x, y ∈ T. Now we have the following result on the convergence of cascade algorithms in the space L 2,∞,0 (R), which plays a central role in this paper and whose proof will be given in section 5. 
(ii) For one admissible function f ∈ L 2,∞,0 (R) with respect toâ such that the shifts of f are stable,
In fact, by a more complicated argument, we could show in Theorem 2.1 that φ ∈ C β (R) and [φ,φ] ∈ C β (T), which we shall address elsewhere. According to the proof of Theorem 2.1 in section 5, (ii) implies ν 2 (â) > 0 without the admissibility condition on f ; that is, if {f n } ∞ n=1 is a Cauchy sequence in L 2,∞,0 (R) for a function f ∈ L 2,∞,0 (R) with stability, then ν 2 (â) > 0. We say that the cascade algorithm associated with a maskâ converges in a given function space if for every admissible function f in that space with respect toâ, the sequence {f n } ∞ n=1 defined in (2.2) is a Cauchy sequence in that space.
As a direct consequence of Theorem 2.1, we have the following corollary. Proof. Since the shifts of φ are stable in
For a mask with exponential decay, using Theorem 2.1, we characterize the convergence of a cascade algorithm with an exponentially decaying mask in the spaces L 2,p,γ (R) in the following result, whose proof will be given in section 6. Theorem 2.3. Letâ be a mask such thatâ(0) = 1 andâ has exponential decay of order r for some r > 0. Then the following are equivalent.
(i)â(π) = 0 and for every 0 < γ < 2r and every admissible function f ∈ L 2,1,γ (R) with respect toâ,
(ii)â(π) = 0 and for every 0 < γ < 2r, 1 p ∞, and every admissible function
In particular, if ν 2 (â) > 0 andâ has exponential decay of order r, then the standard refinable function φ with maskâ in (1.2) must have exponential decay of order 2r; that is, (1.9) holds.
In the following, we shall apply the above results to the masks in (1.12), which include both the classical Butterworth filters in [25] and the masks for the fractional splines in [27] as special cases.
where the masks a β 1 ,β 2 ,β 3 are defined in (1.12). By Proposition 4.2, it is easy to check thatâ ∈ C β (T) for some β > 0. DenoteB
. By calculation, it is easy to deduce that
Consequently, we haveB(ξ) min(1, 2 (1−β2)β3 ) for all ξ ∈ R and β 2 , β 3 > 0. For 0 < β 2 1, by Theorem 4.1 and Lemma 4.3, it follows fromB(ξ) min(1, 2
since for a constant c, T n c 1 = 2 n |c| 2n and therefore,
For β 2 > 1, by Theorem 4.1 and Lemma 4.3, it follows fromB(ξ) 2
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Therefore, for
we have ρ(â) < 1; that is, ν 2 (â) > 0. By Theorem 2.1, the cascade algorithm associated with maskâ converges in the space L 2,∞,0 (R).
The classical Butterworth filters in [25] correspond to the case β 3 = 1 and β 1 = β 2 ∈ N. The condition in (2.5) holds for all β 3 = 1 and β 1 = β 2 ∈ N, that is, holds for all Butterworth filters.
For the fractional splines in [27] , since β 2 = 1, the condition in (2.5) becomes β 1 > 1/4. Note that when β 2 = 1, the standard refinable function φ associated with maskâ in (
. So, the condition in (2.5), that is, β 1 > 1/4, is sharp for the case of fractional splines in [27] .
Now we consider the case thatâ has exponential decay; that is,â(ξ) = a β1,β2,β3 (ξ) with 2β 1 ∈ N and β 2 ∈ N. In this case, by the definition of the masks a β 1 ,β 2 ,β 3 in (1.12), it is easy to see thatâ can be extended into a holomorphic function on some strip {z ∈ C : |Im(z)| < r} for some r > 0 depending only on β 2 . So,â has exponential decay of order r. Now by Theorem 2.3, if (2.5) holds with 2β 1 ∈ N and β 2 ∈ N, then the cascade algorithm associated with maskâ converges in the spaces L 2,p,γ (R) for all 0 γ < 2r and the standard refinable function φ associated with maskâ must have exponential decay of order 2r in L 2 (R).
Characterization of MRA biorthogonal wavelets and Riesz wavelets.
In this section, using Theorem 2.1, we shall study MRA biorthogonal wavelets and Riesz wavelets with Hölder continuous masks.
Let us first recall the definition of biorthogonal wavelets in [6] . For two functions ψ,ψ ∈ L 2 (R), we say that (ψ,ψ) generates a pair of biorthogonal wavelet bases in L 2 (R) if each of ψ andψ generates a Riesz wavelet basis in L 2 (R) and the following biorthogonality relation holds
where ψ j,k := 2 j/2 ψ(2 j · −k) and δ denotes the Dirac sequence such that δ 0 = 1 and δ k = 0 for all k = 0. Compactly supported biorthogonal wavelets have been investigated in [4, 6, 7, 12] and other papers.
As an application of Theorem 2.1, we have the following result on biorthogonal wavelets with Hölder continuous masks. 
Then the following are equivalent
or equivalently, the shifts of both φ and φ are stable in L 2 (R) and the biorthogonality relation holds
is a dual mask ofâ, where we say thatâ is a dual mask ofâ ifâ
So,â is a dual mask ofâ. Therefore, (i)⇒(ii).
To prove (ii)⇒(i), since ν 2 (â) > 0 and ν 2 (â) > 0, by Theorem 2.1, we see that (i) of . By (i) of Theorem 2.1, we haveâ(π) =â(π) = 0. Sinceâ,â ∈ C β (T) andâ(0) =â(0) = 1, it is easy to directly verify that f is an admissible function in L 2,∞,0 (R) with respect to bothâ andâ. Define
Then by (i) of Theorem 2.1,
are Cauchy sequences in L 2,∞,0 (R). Note that lim n→∞ f n (ξ) =φ(ξ) and lim n→∞ f n (ξ) =φ(ξ). So, we must have
Since [f ,f ] = 1 and the discrete biorthogonality relation in (3.4) holds, it is easy to show by induction that [ f n , f n ] = 1 for all n ∈ N. Consequently, we must have Sinceφ(0) =φ(0) = 1 and bothφ andφ are continuous, by the standard argument on multiresolution analysis, we see that both {ψ j,k : j, k ∈ Z} and {ψ j,k : j, k ∈ Z} are dense in L 2 (R). To show that both ψ andψ generate Riesz wavelet bases in L 2 (R), we need to show that ψ andψ satisfy (1.11). By the biorthogonality relation in (3.1), it suffices to show that the right-hand inequality in (1.11) holds for both ψ andψ ( [4] ), which is equivalent to showing that there exists a positive constant C such that
. Using Fourier transform and the Parseval's identity, byψ(ξ) =b(ξ/2)φ(ξ/2), we have
Note thatb(0) =b(0) = 0 andb,b ∈ C β (T) with β > 0. Consequently, we see that (3.7) holds with
Therefore, (ψ,ψ) generates a pair of biorthogonal wavelet bases in L 2 (R).
As an application of Theorems 2.1 and 3.1, we characterize MRA Riesz wavelet bases in L 2 (R) in the following result, which improves and generalizes [14, Theorem 6] and [16, Theorem 1.1] by taking a different approach.
Then the shifts of φ are stable in L 2 (R) and ψ generates a Riesz wavelet basis in
Proof. Suppose that (i) and (ii) hold. Defineb(ξ) :
. By ν 2 (â) > 0 and Theorem 2.1,â(π) = 0. Sinceâ(0) = 1 andb(0) = 0, we must haveâ(0) = 1 andâ(π) = 0. Moreover, it is easy to check that (3.6) holds. Defineφ andψ as in (3.2) and (3.5). Now it follows from Theorem 3.1 that (ψ,ψ) generates a pair of biorthogonal wavelet bases in L 2 (R). In particular, we conclude that ψ generates a Riesz wavelet basis in L 2 (R).
Conversely, suppose that the shifts of φ are stable in L 2 (R) and ψ generates a Riesz wavelet basis in L 2 (R). Since the shifts of φ are stable in L 2 (R), by Corollary 2.2, we have ν 2 (â) > 0 andâ(π) = 0. Sinceψ is continuous and ψ generates a Riesz wavelet basis in L 2 (R), we must haveψ(0) = 0 and therefore,b(0) = 0 byφ(0) = 1. So,
, we see that (i) must hold and there exists a functionφ ∈ L 2 (R) such that the shifts ofφ are stable in 
Since the shifts of the compactly supported function φ are not stable in
Sinceψ(2ξ) =b(ξ)φ(ξ) =b(ξ)θ(ξ)η(ξ) and the shifts of η are stable in L 2 (R), if ψ generates a Riesz wavelet basis in L 2 (R), by what has been proved, then we must have
and
By (3.9), we conclude that if ξ ∈ R is a zero of θ, then 2ξ must be also a zero of θ. Since θ(ξ 0 ) = 0, we now see that θ(2 j ξ 0 ) = 0 for all j ∈ N ∪ {0}. By the definition ofd(ξ) in (3.9), for all j ∈ N ∪ {0}, we have
Now by the definition ofâ, we deduce that
Bin Han from which we see that
Since the shifts of η are stable, there exists k 0 ∈ Z such thatη(ξ 0 + 2πk 0 ) = 0. Since ξ 0 ∈ 2πZ, we have ξ 0 + 2πk 0 = 0 and therefore, lim n→∞η (2 Now by (3.10) , we have
To illustrate the results in this section, we consider MRA Riesz wavelet bases in L 2 (R) using the masks in (1.12 
Then the shifts of φ are stable in L 2 (R) and the wavelet function ψ generates a Riesz wavelet basis in L 2 (R), provided that β 1 , β 2 , β 3 > 0 satisfy
So, d(ξ) = 0 for all ξ ∈ R and (i) of Theorem 3.2 holds. By calculation, we have
Now it follows from the inequalities in (2.4) that 
since the last inequality combined with (2.5) is equivalent to (3.12) . Now by Theorem 3.2, the shifts of φ are stable in L 2 (R) and the function ψ generates a Riesz wavelet basis in L 2 (R).
For the fractional splines in [27] , we have β 2 = 1 and the condition in (3. [27] .
For the classical Butterworth filters, we have β 3 = 1 and β 1 = β 2 ∈ N. Now the condition in (3.12) becomes β 1 > 1/2. Therefore, Theorem 3.3 holds for all the classical Butterworth filters in [25] .
4. Some properties and estimate of the quantity ν 2 (â). In this section, we shall investigate some properties of the quantity ν 2 (â) in (1.7) and discuss how to estimate the quantity ν 2 (â). Some results in this section will be needed in our study of refinable functions, cascade algorithms and wavelets with Hölder continuous masks. The results in this section for the general case of Lebesgue measurable masks are also of interest in their own right and may be useful elsewhere.
The following result generalizes a well-known result for a univariate 2π-periodic trigonometric polynomialâ and a positive integer τ in the wavelet literature. The proof of the following result for the general case of Hölder continuous masks is nontrivial and will be presented in section 7.
Theorem 4.1. Letâ be a 2π-periodic measurable function such that |â|
As in (1.7), we define a similar quantity as follows:
where the quantity ρ(â, p), using ρ τ (â, p) in (1.6), is defined to be
Clearly, ν 2 (â) = ν 2 (â, ∞) and ρ(â) = ρ(â, ∞). For a 2π-periodic trigonometric polynomialâ, we can writeâ(ξ) = (1 + e −iξ ) τÂ (ξ) for some nonnegative integer τ and some 2π-periodic trigonometric polynomialÂ withÂ(π) = 0. Write
It is known ( [7, 13, 15] 
where ρ is the spectral radius of the square matrix (c 2j−k ) −K j,k K . In the following, we shall investigate the mutual relations among the quantities ν 2 (â, p). Proposition 4.2. The following statements hold:
τ for all 0 < τ 1 and 0 x 1. Consequently, we have 
Now the claim in (4.4) follows directly from the above inequality and the fact ·
Hence,
since Φ 0 is continuous and Φ(0) = 1. This is a contradiction to our assumption in (4.5). So, we must haveâ(π) = 0. If ν 2 (â, p) > 0, then ν 2 (â, 1) ν 2 (â, p) > 0 and therefore, (4.5) holds.
The following result will be needed later in this section. Lemma 4.3. Letâ andĉ be 2π-periodic measurable functions such that |â(ξ)| |ĉ(ξ)| for almost every ξ ∈ R. Then
, which implies the first part of (4.6).
If
for some τ , then we also have
2) and the first part of (4.6), it is easy to see that
For a particular family of masks, the following result reveals the mutual relations among the quantities ν 2 (â, p) for different 1 p ∞.
Lemma 4.4. Letâ be a 2π-periodic measurable function such that |â(ξ)| = |1 + e −iξ | τ |Â(ξ)| for some τ 0 and some 2π-periodic trigonometric polynomialÂ witĥ
Proof. Let N be an integer such that N τ . Defineĉ(ξ) :
That is, when |â(ξ)| 2 = 2 2τ | cos(ξ/2)| 2τ |Â(ξ)| 2 , for any 2π-periodic function f , by induction, we have
1](ξ). (4.9)

Bin Han
Note that 2N − 2τ 0. Similarly, by |ĉ(ξ)
Thus, it follows from (4.9) and (4.10) that
Since both |ĉ| 2 and sin 2N (·/2) are 2π-periodic trigonometric polynomials, by induction, it is known ( [4, 7, 15] 
spans a finite dimensional space and in fact the degrees of all trigonometric polynomials T n c (sin 2N (·/2)) are uniformly bounded. Therefore, there exists a positive constant C, independent of all n, such that
Hence, we conclude from the above inequality and (4.11) that for 1 p ∞, 
Now (4.7) follows directly from (4.12).
SinceÂ is a 2π-periodic trigonometric polynomial, we can writeÂ(ξ) = (1 + e −iξ ) kB (ξ) for some nonnegative integer k and some 2π-periodic trigonometric polynomialB such thatB(π) = 0. So, |â(ξ)| = |1 + e −iξ | k+τ |B(ξ)|. Now by the definition of ν 2 (â, p) and Theorem 4.1, it follows from (4.7) that
In the following, we shall discuss how to approximate the quantity ρ 0 (Â, ∞). 
Consequently, by Proposition 7.1, we deduce that
Hence, we have lim sup
. Now it follows from (4.13) that (4.14) holds.
As a consequence of Proposition 4.5, we have the following corollary. 
kB (ξ) for some nonnegative integer k and some 2π-periodic trigonometric polynomialB withB(π) = 0. SinceÂ(π) = 0 and
, we have A j (π) = 0 for sufficiently large j. Now by Theorem 4.1 and Proposition 4.5, we have
It follows from the definition of ν 2 (â) that ν 2 (â) = lim j→∞ ν 2 ( a j ). Now by |â(ξ)| | a j (ξ)|, it follows from Lemma 4.3 that ν 2 ( a j ) ν 2 (â).
Proposition 4.7. Letâ and a j , j ∈ N, be 2π-periodic measurable functions such that
where by convention
Proof. Denote c j = a j /â. By convention and (4.15), 0 < | c j (ξ)| < ∞ for almost every ξ ∈ R and it is easy to check that a j (ξ) = c j (ξ)â(ξ) andâ(ξ) = a j (ξ)/ c j (ξ) for almost every ξ ∈ R. For τ 0, we now have
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Consequently, we have
Hence, we deduce that
By our assumption in (4.15), we have
Now by the definition of ν 2 (â) and (4.17), we must have
. Ifâ has exponential decay, then we can writeâ(ξ) =ĉ(ξ)Â(ξ), whereĉ is a 2π-periodic trigonometric polynomial andÂ has exponential decay satisfyingÂ(ξ) = 0 for all ξ ∈ R. Now it is easy to see that there is a sequence 
In passing, we mention that the quantity defined in [14, (2.16 )] corresponds to ν 2 (â, 1) in (4.2) of this paper. For a mask with exponential decay, by Proposition 4.7, the quantity ν 2 (â) in [14, (2.16) ] agrees with the one in this paper. However, it is not clear whether ν 2 (â, p) = ν 2 (â) for all 1 p ∞ ifâ ∈ C β (T) for some β > 0. 
i)⇒(ii)⇒(iii)⇒(iv) ⇒(v)⇒(ii) and (iii)⇒(i). Note thatâ ∈ C
β (T) impliesâ ∈ C min(1,β) (T). So, without loss of generality, we replace β by min (1, β) . That is, we assume 0 < β 1 and the following proof depends only on the fact thatâ ∈ C α (T) for a small number α > 0. We show (i)⇒(ii) by constructing an admissible function η in L 2,∞,0 (R) such that the shifts of η are stable in L 2 (R) andη is compactly supported; such an admissible initial function η will be used in several places in this proof. Sinceφ is a continuous function withφ(0) = 1, there exists 0 < ε < π such that 1/2 |φ(ξ)| 3/2 for all |ξ| ε. Define a functionη bŷ
otherwise. 
Sinceη is supported inside [−3π/2, 3π/2], now we can easily verify that η is an admissible function in L 2,∞,0 (R) with respect toâ, since the condition in (2.1) holds with τ = 2β > 0. By the definition ofη, we have 1/32 [η,η] 9/2. Therefore, the shifts of η are stable in L 2 (R). Taking f = η, it follows directly from (i) that (ii) holds. Now we prove (ii)⇒(iii) without the condition that the initial function f is admissible. By the definition of f n in (2.2) and induction, we deduce
Since the shifts of f are stable in L 2 (R) and {f n } ∞ n=1 is a Cauchy sequence in L 2,∞,0 (R), there exists a positive constant
That is, we have
Sinceâ ∈ C β (T), we have |â| 2 ∈ C β (T) and there exists a positive constant C 2 such that
Now we are going to extend an interesting idea in [23] 
we show that (5.3) and (5.4) imply that
By the definition of Tâ, we have
It follows from (5.4) that
Consequently, by induction on n, we deduce from the above inequality that for all k, n ∈ N ∪ {0},
In fact, (5.7) clearly holds for n = 0 and all k ∈ N ∪ {0}. Suppose that (5.7) holds for n and all k ∈ N ∪ {0}. Then by induction hypothesis we have
Note that we proved in the inequality above (5.7) that
Applying the operator T n a on both sides of the above inequality, we deduce that
Combining all the above inequalities together, we see that (5.7) holds for n + 1 and all k ∈ N ∪ {0}. So, by induction, (5.7) holds for all k, n ∈ N ∪ {0}. By (5.3), we have
Therefore, we deduce from (5.7) that
That is, (5.6) has been proved. In particular, for any τ > 0, we take
Since 0 < ν β, we see that (5.4) holds with β being replaced by ν (now the constant C 2 in (5.4) may be different). That is, for all k, n ∈ N ∪ {0} and h > 0, (5.6) becomes
(5.9)
Setting k = 0 in (5.9), we deduce that
By the definition of ω n (ξ, h) in (5.5), this is equivalent to saying that
Note thatâ is continuous and
is bounded and equicontinuous in C(T). By the Arzela-Ascoli Theorem, there is a subsequence {T
Since all T n k a g 0, we must have g ∞ 0. Now we show that if (ii) holds, then we must have g ∞ ≡ 0. Define
By induction, we observe that
exists and is finite. Now by 0
and the Generalized Lebesgue Dominated Convergence Theorem, we conclude that
Hence, by (5.12), we get
Now it follows from (5.11) and (5.13) that
Since g ∞ 0, we must have g ∞ = 0. That is, (5.11) becomes
Setting k = n k in (5.9), by (5.10), we deduce
So, when n and k are large enough, by (5.14) and ν > 0, setting N = n + n k , we must have
In particular, setting ξ = 0 or −h in the above inequality, we have
By (5.13) and Proposition 4.2, we see thatâ(π) = 0. Since g(0) =â(π) = 0, by induction, one can verify that [T n a g](0) = 0 for all n ∈ N. Therefore, it follows from the above inequality that
In order to show that (ii)⇒(iii), by Proposition 4.2, it suffices to show ρ τ (â, ∞) < 1 for sufficiently small τ > 0. Sinceâ ∈ C β (T) with β > 0, we must have
. So, for any 0 < τ < β, by ν = min(β, τ ), we have ν = τ and by Theorem 4.1, we must have
So, (iii) holds for all 0 < τ < β and therefore, (iii) holds for all τ > 0. Hence, (ii)⇒(iii).
By (iii) and Proposition 4.2, we haveâ(π) = 0. So, it follows fromâ
By the definition of ρ(â), (iv) implies that ρ τ (â, ∞) < 1 and 
. Letη be defined in (5.1). Then η ∈ L 2,∞,0 (R) and the shifts of η are stable in L 2 (R). Consequently, it is easy to directly verify that
So, η is an admissible function in L 2,∞,0 (R) with respect toâ such that the shifts of η are stable in L 2 (R). Taking f = η and defining f n as in (2.2), we show that
is a Cauchy sequence in L 2,∞,0 (R). Note that
By (5.15), we have
and H ∈ L ∞ (T), where g(ξ) := | sin(ξ/2)| τ . Hence, we have
By our assumption in (v), we have ρ τ (â, ∞) < 1 and therefore, for any ρ such that ρ τ (â, ∞) < ρ < 1, there exists a positive constant C such that T n a g L∞(T) Cρ n for all n ∈ N. Now it follows from (5.17) that
Finally, we show that (iii)⇒(i). Let f be an admissible function in L 2,∞,0 (R) with respect toâ such that (2.1) holds for some τ > 0. By Proposition 4.2 and (iii), we haveâ(π) = 0. Now byâ ∈ C β (T), we must have Replacing τ by min(τ, 2β) , we see that (2.1) still holds and
. By our assumption in (iii) and τ > 0, we have ρ τ (â, ∞) < 1. Now by the same proof for showing (v)⇒(ii), we see that {f n } ∞ n=1 is a Cauchy sequence in L 2,∞,0 (R). Therefore, (iii)⇒(i).
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Now we prove the rest of Theorem 2.1. Since ν 2 (â) > 0, we must haveâ(π) = 0 and (5.3) holds. Consequently,
Sinceâ ∈ C β (T) and since we assumed 0 < β 1, there exists a positive constant C such that |â(
So,φ ∈ Λ β (R). Letη be defined in (5.1). Take f = η and define f n as in (2.2).
. By the definition ofη in (5.1) andφ ∈ C β (R), it is easy to check that g ∈ C β (T). Consequently, taking k = 0 in (5.6), wee see that a similar result as in (5.10) holds; that is, there exists a positive constant C 5 such that
where ω n is defined in (5.5) and we used the fact [
. Letη be defined in (5.1). Take f = η and define f n as in (2.2). As in the proof of (v)⇒(ii), we see that (5.18) 
Since allφ,η and g n , n ∈ N are continuous and g n is supported inside [−3π2
n ], we must haveφ(ξ) =η(ξ) + ∞ n=0 g n (ξ) for all ξ ∈ R, where the series is in fact a finite sum for any ξ in any bounded set. Therefore, for all ξ ∈ [−2π, 2π] and N 3, we have 
, by Cauchy-Schwarz inequality, for 0 γ 1 < γ 2 , we have 
Sincef is continuous, it follows from the above inequality that (6.1) holds for all ξ ∈ R. |h(x − j)|e
Similarly, using h = −
Hence, j∈Z |h(x − j)|e
By (6.2), we conclude that
So, h ∈ L 2,1,γ 3 (R) for all 0 < γ 3 < γ 2 . This completes the proof. It follows from (6.1) andf (ξ + iζ) = e ζ· f (ξ) that for any 1 p, q ∞,
Consequently, L 2,q,γ2 (R) ⊆ L 2,p,γ1 (R) for all 1 p, q ∞ and 0 γ 1 < γ 2 . Now we have the following result on admissible functions in a cascade algorithm.
Then f is admissible with respect toâ for anyâ ∈ C β (T) withâ(0) = 1,â(π) = 0 and β > 0.
Proof. Let f 1 :=f (2 · +2π) and
Sinceâ ∈ C β (T) withâ(0) = 1 andâ(π) = 0, there exists a positive constant C such that
Now it follows from (6.5) and (6.6) that
Similarly, byf (ξ + 2π + 4πk) = f 1 (ξ/2 + 2πk), we have
Therefore, (2.1) holds with τ = 2β > 0.
Proof of Theorem 2.3. By (6.3), it is easy to see that (i)⇒(ii).
(ii)⇒(iii) is obvious. To show (iii)⇒(iv), we take f = max(0, 1 − | · |). It is easy to check that f satisfies the condition in (6.4) and the shifts of f are stable. Byâ(π) = 0 and Proposition 6.2, f ∈ L 2,p,γ (R) is admissible with respect toâ. Therefore, (iii)⇒(iv).
If (iv) holds, by Proposition 6.1 or (6.3), f ∈ L 2,∞,0 (R) and f is admissible with respect toâ. Now it follows from (iv) and (6.3) that {f n } ∞ n=1 is a Cauchy sequence in L 2,∞,0 (R). Therefore, (ii) of Theorem 2.1 holds and consequently, ν 2 (â) > 0. So, (iv)⇒(v).
To complete the proof, we have to show (v)⇒(i), which is the major part of this proof. By Proposition 4.2, ν 2 (â) > 0 impliesâ(π) = 0. So, we can writeâ(ξ) = (1 + e −iξ )Â(ξ), whereÂ also has exponential decay of order r. By Theorems 2.1 and By the definition of f n and by induction on n, for n n 0 := 1 − log 2 (γ 2 /r), we have g n (ξ) = g(2 −n ξ) n j=1â (2 −j ξ) for ξ ∈ Γ 2r and g n is holomorphic on Γ 2r , since 2 −n Γ 2r ⊆ Γ γ 2 for all n n 0 . Now by induction, it follows from (6.9) that [g n , g n ](ξ) = (T 
Now by the definition of the space L 2,1,γ (R), it follows from the above inequality and (6.11) that andâ has exponential decay of order r withâ(0) = 1, we see thatφ can be extended into a holomorphic function in the strip Γ 2r . If ν 2 (â) > 0, for every 0 < γ < 2r, by (i) and lim n→∞ f n (ξ) =φ(ξ) for all ξ ∈ R (here we additionally assumed that lim ξ→0f (ξ) = 1 which is satisfied by many initial admissible functions), we see that lim n→∞ f n − φ L 2,1,γ (R) = 0 and hence φ ∈ L 2,1,γ (R). Therefore, φ ∈ L 2,1,γ (R) for all 0 γ < 2r. That is, (1.9) holds. So, by Proposition 7.1, the proof is completed by the above inequality and (7.5).
