Roughly, a graph has small "tree-width" if it can be constructed by piecing small graphs together in a tree structure. Here we study the obstructions to the existence of such a tree structure. We find, for instance: (i) a minimax formula relating tree-width with the largest such obstructions (ii) an association between such obstructions and large grid minors of the graph (iii) a "tree-decomposition" of the graph into pieces corresponding with the obstructions.
a consistent way. For example if G is drawn on a connected surface (not a sphere) and every non-null-homotopic curve in the surface meets the drawing many times, then it can be shown (see [5] ) that for each low order separation (G,, G2), exactly one of G,, G2 contains a non-nullhomotopic circuit. As a second example, let H be a minor of G (defined later), isomorphic to a large complete graph; then for each low order separation (G,, G2) of G, exactly one of G1, G2 has a subgraph corresponding to a vertex of H. The object of this paper is to study such "tangles," as we call them, since they play a central role in future papers of this series.
Many of our results about tangles extend easily to hypergraphs, and we have expressed them in this generality. A hypergruph G consists of a set of vertices V(G), a set of edges E(G), and an incidence relation; each edge may or may not be incident with each vertex. If each edge is incident with either one or two vertices, the hypergraph is a graph. All hypergraphs paper are finite. A subhypergraph G' of G is a hypergraph such tha in this .t
(i) r/(G') c V(G), E(G') E E(G) (ii) for e E E(G') and v E V(G), e is incident with v in G if and only if v E V(G') and e is incident with v in G'.
We write G' s G if G' is a subhypergraph of G. We define G1 u G2, G1 n G, for subhypergraphs Gi, G2 of a hypergraph as for graphs, and a separation of a hypergraph, and its order, are defined as for graphs. If G is a hypergraph and XE E(G), G\X is the subhypergraph G' with V( G') = V(G), E(G')=E(G)-X; while if XC V(G), G\X is the subhypergraph with V(G') = V(G) -X and E( G') the set of those edges of G incident with no vertex in X. We sometimes abbreviate G\(x) to G\x, etc.
Let G be a hypergraph and let 8 >, 1 be an integer. A tangle in G of order 8 is a set Y of separations of G, each of order ~8, such that (i) for every separation (A, B) of G of order < 8, one of (A, B), (B, A) 
is in Y (ii) if (A,, B,), (A?, &), (A3, &) E Y then Al u A2 u A, #G (iii) if (A, B)E Y then V(A) # V(G).
We refer to these as the first, second, and third (tangle) axioms. Every tangle Y has order < 1 V( G)I, since (G, G\E( G)), (G\E( G), G) 4 Y. The tangle number of G, denoted 8(G) , is the maximum order of tangles in G (or 0, if there are no tangles).
The main results of this paper are as follows:
(1) Tangle number is connected with "tree-width," which was discussed in earlier papers of this series (for example, [3] ); indeed, there is a minimax equation connecting the tangle number of a hypergraph and its "branch-width," which is an invariant very similar to tree-width and essentially within a constant factor of tree-width.
(2) Despite our rather abstract definition of a tangle, there are in any hypergraph G at most 1 V(G) 1 maximal tangles, and any other tangle is a subset (a "truncation") of one of these. Furthermore, there is a "treedecomposition" of G, the vertices of which correspond to these maximal tangles.
(3) For 8 2 2, any minor isomorphic to a (13 x @-grid of a graph G gives rise to a tangle in G of order 6, and conversely, for any 8 > 2 there exists N(8) > 8 such that for every tangle of order > N(8) in a graph G, its truncation to order 0 is the tangle arising from some (0 x Q-grid minor of G.
(4) Finally, the main result of the paper. It is too technical to state without a number of definitions, but roughly it enables us to gain knowledge of the global structure of a hypergraph from a knowledge of its structure relative to each tangle. This will be applied in [6] .
SOME TANGLE LEMMAS
In this section we develop some easy results about tangles for later use. ProoJ: Suppose that there exist (A,, B,), (AI, B2), (A3, B3) ~9' with E(A1 u A, u A3) = E(G), and choose them with 1 V(A,)J maximum. By the second axiom, A 1 u A, u A, # G, and so there is a vertex v of G in none of V(A,), V(A,), V(A,) and hence incident with no edge of G. Let K be the hypergraph with V(K) = (v}, E(K) = @. Then (K, G) has order 1 and by the second axiom, (G, K) # 5; thus (K, G) E Y by the first axiom, since Y has order > 2. Now (K, G\u) has order 0, and (G\u, K) $ Y by the second axiom, since (G\v) u K = G. Thus (K, G\v) E Y. But (KU A 1, (G\v) n B,) has order at most the order of (A 1, B,) and hence is in Y by (2.2) , contrary to the maximality of 1 V(A 1)1, as required. 1 For an edge e of a hypergraph G, the ends of e are the vertices of G incident with e, and the size of e is the number of ends of e. (2.4 ) Let 8 > 1, and let e be an edge of G with size 20. Let F be the set of all separations (A, B) of G of order < 8 with e E E (B) . Then F is a tangle of order 8. ProoJ: The first two axioms are clear. For the third, let (A, B) E 5. Then V(A n B) does not contain every end of e since 1 V( A n B)I < 8, and yet e E E (B) , and so V(A) # V(G). This completes the proof. 1 We remark (2.5 ) G has a tangle if and only if V(G) # a. Proof. If u E V(G), let Y be the set of all separations (A, B) of G of order 0 with v E V (B) . Then Y is a tangle of order 1, as is easily seen. Conversely, since every tangle has order d 1 V( G)I, if G has a tangle then WW0.
I
For graphs, we can extend (2.5) as follows. (2.6) If G is a graph, the tangles in G of order 1 are in I-1 correspondence with the connected components of G, and those of order 2 are in I-1 correspondence with the blocks of G which have a non-loop edge.
(A block of a graph is a maximal connected subgraph any two distinct edges of which are in a circuit.)
Proof:
Since we do not need the result, we merely sketch the proof. Any v E V(G) yields a tangle of order 1 as in (2.5) , and it is easy to see that every tangle of order 1 arises this way, and distinct u,, V' E V(G) yield the same tangle if and only if u and U' are in the same component of G. For order 2, any non-loop edge yields a tangle of order 2, by (2.4) , and again, it is easy to see that every order 2 tangle arises this way, and two edges yield the same tangle if and only if they are in the same block. B
One might speculate that in a graph, the tangles of order d correspond to the long-sought "d-connected components," but that possibility is not further explored here.
Let Y be a tangle in a hypergraph G. A separation (A, B) E F is extreme if A'--A and B'=B for every (A', B')EY with AEA' and B'EB. (2.8 ) Let F be a tangle of order 0 in a hypergraph G, and let (A, B) E F be extreme. Then (A, B) has order 9 -1. Moreover, if (B, , B,) is a separation of B, then either B, E A n B and B, = B, or B, E A n B and B, = B, or (B,, B2) has order strictly greater than mint1 VA n W, I VA n &)I).
In particular, there is no separation (B,, B2) of B with B,, B2 non-null of order 0, and there is no edge of B with all its ends in V(A ).
ProoJ: By the third axiom there exists v E V(B) -V(A). Let K, be the hypergraph with vertex set (v> and with no edges. From the extremity of (A, B) , (A u Kv, B) 4 Y, and (B, A u K,) 4 Y by the second axiom, since (A, B) E Y and A u B = G. Thus (A u Ku, B) has order 2 8, and so (A, B) has order 0 -1.
Let (B,, B2) be a separation of B. If (A u B, , B2) = (A, B) then B, c A and B, = B, and so we may assume that (A u B,, B2) # (A, B) . From the extremity of (A, B) , (A u B, , B2) 4 Y, and similarly (A u B,, B,) 4 9. Not both (B2, A u B,), (B,, A u B2) E Y, by the second axiom, since A u B, u B, = G, and without loss of generality we assume that (B2, AuB,)$F.
Since (AuB,, B2)$F it follows that (AuB, , B2) has order 28; that is, lV (B,nB,) l+IV(AnB)-V(AnB,)I>O=1V(AnB)J+l.
Hence 1 V(B, n B2)) > ( V(A n B,)I, as required.
It follows that there is no separation (B, , B2 ) of B of order 0 with B,, B, non-null. Suppose that e E E(B) has all its ends in V(A). Let K, be the hypergraph with edge set {e} and vertex set the set of ends of e; then (K,, B\e) is a separation of B. Now K, $Z A since e 4 E(A), and B\e g A since V(A) # V(G), and so But the left side is the number of ends of e, and so is the right side, a contradiction. Thus there is no such e. u Since (B,, A&F and (B,, A,) has order ~0, and V(A,)s V(A,), it follows that (B,, A,) E Y, since the theorem holds in Case 1. But this contradicts (2.1). Case 
8 Z 2 and E(A,) E E(A,).
Since E(B) c E(A,) c E(A i) and B $Z A,, there is a vertex v of B with u # V(A,). Since E(B) c E(A,), it follows that u is incident with no edge of B. By (2.8) , V(B) = {v} and E(B) = 0, and since V(A) # V(G), it follows that V( A n B) = 0. By (2.8) again, 8 = 1, a contradiction. m
For future reference, we observe the following.
(2.10) Let F be a tangle of order b3 in a graph G, and let (A, B) E F.
Then B has a circuit.
ProoJ: It suflices to prove the result when (A, B) is extreme. By (2.8), IA n B( b 2; let ui, v2 E V(A n B) be distinct.
(1) There is no separation (B, , B2) For such a separation would satisfy and B,, B, # B, contrary to (2.8) .
Moreover, from (2.8), v1 and v2 are not adjacent in B. From (1) and Menger's theorem, there are two paths of B between v1 and v2, internally disjoint, and hence B has a circuit, as required. 1
A LEMMA ABOUT SUBMODULAR FUNCTIONS
Now we turn to our first main result, the minimax theorem relating tangle number and branch-width. It is most convenient to prove a generalization, which is a statement about submodular functions.
Let E be a finite set. A connectivity function on E is a function IC from the set of all subsets of E to the set of integers such that
For instance, if G is a hypergraph and E = E(G), we would let K(X) be the number of vertices of G incident both with an edge in X and with an edge in E -X, or if A4 is a matroid with rank function r and E = E(M), we could let K(X) = r(X) + r(E-X).
A subset X_C E is efficient if K(X) < 0. A bias is a set S? of efficient sets, such that
A bias g is said to extend a set & of efficient sets if & E &?. We are concerned with the problem of, given s$', when is there a bias extending ra2?
Let us describe an obstacle to the existence of such a bias. A tree is a connected non-null graph with no circuits; its vertices of valency d 1 are its leaves. A tree is ternary if every vertex has valency 1 or 3. (Thus, ternary trees have > 2 leaves.) An incidence in a tree 7' is a pair (v, e) , where v E V(T), e E E( T), and e is incident with v. A tree-Zabelling over ~2 is a pair (T, a), where T is a ternary tree, and a is a function from the set of all incidences in T to the set of efficient subsets of E, such that (i) for each e E E(T) with ends u, V, say, a( U, e) = E -a(~, e) (ii) for each incidence (u, e) in T such that v is a leaf, either a(~, e) = E or a(u, e) u X= E for some XE d (iii)' if u E V(T) has valency 3, incident with e,, e2, e3, say, then a(v,e,)ua(u,e,)ua(u,e,)=E.
(3.1) rf there is a bias extending d then there is no tree-labelling over d.
ProoJ: Suppose that 9? is a bias extending &, and (T, Q) is a treelabelling over &. An incidence (u, e) of T is passive if a(~, e) $98. For each edge e with ends u, V, 49 contains exactly one of a(u, e), a(~, e) since they are efficient complementary sets. Thus there are precisely IE( T)( passive incidences. Since T has jE( T)j + 1 vertices there is a vertex u of T in no passive incidence; that is, a(~, e) E B for all edges e incident with u. If u has valency 1 then by the definition of a tree-labelling, either a(~, e) = E or a(~, e) u X= E for some XE d, in either case contrary to the definition of a bias. Thus v has valency 3. Let e,, e2, e3 be the edges of T incident with U; then a(v,e,)ua(u,a,)ua(u,e,)=E by the definition of a tree-labelling, and yet each a(~, ei) E 99, contrary to the definition of a bias, as required. 1 The main result of this section is a converse of (3.1), in a strong form, that if there is no bias extending &', then there is an exact tree-labelling over G!. "Exact" is defined as follows. Let (7', a) be a tree-labelling over J$. A fork in T is an unordered pair (e, , e2} of distinct edges of T with a common end (the nub of the fork). A fork {e,, e2} with nub t is exact (for a) if a( t, e,) n a( t, e,) = @. We say that (7', cc) is exact if every fork of T is exact. We require the following lemma. (3.2) If there is a tree-labelling labelling over &, using the same tree.
over A$' then there is an exact tree-
ProoJ
Choose a tree T such that there is a tree-labelling (T, a) over &. Choose to E V( 7'). For each t E V(T) we denote by d(t) the number of edges in the path of T between to and t. Choose a satisfying (l), (2) , and (3), below.
(1) (T, a) is a tree-labelling over &. (2) Subject to (l), C ~(a(u, e)) ( summed over all incidences (v, e) of T) is minimum.
(3) Subject to (1) and (2), C 3-d(f) ( summed over all non-exact forks, where t is the nub of the fork) is minimum.
We claim that (T, 01) is exact. For suppose that some fork (e,, e2) with nub t is non-exact. Then t has valency 3 in r, since T is ternary; let e3 be the third edge of T incident with U, and let ei have ends t, ti (i = 1,2, 3) . Let A, = a( t, e,), A, = a( t, e,). Define a' by a'(t, e,)= Al -A, a'(tI,e,)=a(t,,e,)uA,=E-(AI--A,) a'@, 4 = a(4 e) for (v, e) # (t, e,), (tl, e,).
We claim that x(A1 -AZ) 2 rc(A,). For if Ic(A, -AZ) 2 0 this is true, and so we may assume that A I -A, is efficient. Then a' is a tree-labelling over J, and from (2), k-M4 4) + 4a'(tl, e,)) 2 k-(44 e,)) + Ic(a(tl, el)); that is,
Since tc(E-(A, -AZ)) = rc(A1 -AZ) and K(E-A,) = tc(A,), it follows that rc(A, -A*) 2 tc(A,), as claimed. Similarly rc(A, -A,) > rc(A2). But since K is a connectivity function, that is, Thus equality holds throughout, and in particular, tc(A, -AZ) = K(A 1) and tc(A, -A,) = tc(AZ). From the symmetry between tl and t2, we may assume that d(t) < d(t,). With a' as before we see that a' is a tree-labelling over & and 2 ~(a'( 0, e)) = C ~(a( o, e)). Moreover, (el , e2} is exact for cc', and any fork of T which is exact for a is exact for a' except possibly for forks (e, e, ) with nub t,. There are at most two such forks, and since d(t,) > d(t), this contradicts (3), as required. 1 (3.3) Let (T, a) be an exact tree-labelling over &, and let (u, f) be an incidence in T. Let TO be the component of T\f which contains u. Then, as (v, e) ranges over all incidences of T such that v is a leaf of T and v E V(T,), the sets E-cc(v, e) are mutually disjoint and have union E-a(u, f ).
Proof
We proceed by induction on 1 V( T,)(. If u is a leaf the result is trivial, and so we may assume that u is incident with three edges f, fi, f2; let J;: have ends u, Ui (i = 1, 2) , and let Ti be the component of T\lf;: containing uj (i = 1, 2). Then V(TO) = V( T,) u V( T2) u (u> and V( T,) n V( T2) = 0. Now the result holds for (ur , fi ) and (u2,f2) by the inductive hypothesis. Moreover, since E -a(ui,~f;:) = a(u, A) (i = 1, 2) and (T, a) is exact, it follows that The result follows. 1 (3.4) If there is no bias extending ~2 then there is an exact tree-labelling over &. Proof. By (3.2) , it suffices to prove that there is a tree-labelling over &. Suppose that E= 0. If 0 is efficient, let T be a two-vertex tree, and let a(v, e) = 0 for both incidences (v, e) of T; (T, a) is the required treelabelling. If 0 is not efficient, then & is a bias, a contradiction. Thus we may assume that E # 0. Choose x E E, and let 99 be the set of all efficient sets BEE with x$ B; then a is a bias. Since a does not extend &, it follows that & # 0.
We proceed by induction on the number N of efficient sets XC E such that neither X nor E-X is a subset of any member of &. We suppose first that N = 0. Let a be the set of all efficient sets which are subsets of members of &. Since & C_ 9#, a is not a bias. But for every eflkient set X, either XE~?J or E-XEB since N=O. Thus there exist X,,Xz,X,~99 with X1 u X2 u X, = E. Let T be the tree with four vertices t,, t,, t,, t, and edges ei with ends to, ti (i= 1,2, 3). Define a(t,, ei)=Xi,
a is a tree-labelling over d, as required. Thus we may assume N > 0. Choose an efficient set XC E such that neither X nor E-X is a subset of any member of G?, and subject to that with X minimal.
Since & # 0, X# 0. Let &r =&u {Xl, &* = & u (E -X>. Since there is no bias extending &, there is no bias extending &r or &*. From our inductive hypothesis there are exact treelabellings ( T1, a,) over &I and ( T2, a,) over z$~. A leaf t of T, is bad if a,( t, e) # E and a,( t, e) u A # E for all A E &, where (t, e) is an incidence, and we define the bad leaves of T2 similarly. Now if t is a bad leaf of T, and (t, e) is an incidence, then al(t, e)uX=E
and so E-a,(t, e)cX. If E-a,(t, e) #X, then from our choice of X, either E-al(t, e) E A for some AE& or a,(t,e)cA for some AEJJ. In the first case al(t,e)uA=E, a contradiction, since t is bad. In the second case E -X E a,( t, e) s A, contrary to our choice of X. Thus E -a,( t, e) = X, for every bad leaf t. Since X # 0, it follows from (3.3) that there is at most one bad leaf in T1.
On the other hand, we may assume that T, has at least one bad leaf, for otherwise ( T1, a,) is the desired tree-labelling over d. Let to be the unique bad leaf of T, , incident with an edge e,. Then a,( to, e,) = E -X. Let the ends of e, be to, s. Then al(s, e,) =X. Since X# E and E-X is not a subset of any member of dl, s is not a leaf of T,. Let S = T1\to; then s has valency 2 in S.
Let the bad leaves of T2 be I~, . . . . t,, incident with edges e,, . . . . e,, respectively. Then as before $(ti, e,) u (E -X) = E, that is, XS a,(ti, ei), for 1 < i < r. Let S ', . . . . S' be r copies of S, mutually disjoint. For u E V(S) and e E E(S) let ui and e' denote the corresponding vertex and edge of S' (1 < i< r). Choose S', .,., s' so that s'= ti and V( Si) n V( T2) = ti (1 < i < r), and let T be the tree formed by the union of T2 and S', . . . . s'. Every incidence of T is an incidence of exactly one of T2, s' 9 "', S'. We define a by &J, 4 = Q4 4 if (u, e) is an incidence of T2 a(~', e') = ~~(21, e) (1 < i < r) if (v, e) is an incidence of T1.
We claim that (T, a) is a tree-labelling over &, and this follows easily from the fact that Ctl(S, e,) = XC CX,(t,, ei) (1 G&r).
Then the result follows. 4
In summary then we have shown (3.5) The following are equivalent: (i) there is no bias extending J;4 (ii) there is a tree-labelling over & (iii) there is an exact tree-labelling over &'.
We observe also (3.6) If there is an exact tree-labelling over ~4, then either E = a, or E E SZI, or there is an exact tree-labelling (T, a) over ~4 such that for each leaf v and incident edge e, a(v, e) # E.
ProoJ Choose an exact tree-labelling (T, a) with 1 V( T)( minimum. Suppose that for some leaf v. and incident edge e,, a(vo, e,) = E. Let v be the other end of e,. Then a(~, eo) = 0. If u is also a leaf, then either E = @ or E E &, as required. We assume then that u has two other neighbours ul, u2 in T, let ei be the edge joining u and V, (i = 1,2) . Now since (T, a) is exact, a(~, e,), a(~, e,), a(~, e,) are mutually disjoint and have union E. Since a(~, e,) = 0, it follows that a(~,, e,) = a(~, e,) and a(~, e,) = a(~~, e,). Let T' be obtained from T by deleting v and u. and adding a new edge f joining ZJ~ and v2. We define a'(~~ ,f) = a(~,, e,), a'(v,,f) = a(v2, e2), and otherwise a' = a; then (T', a') is an exact tree-labelling over &' with 1 I'( T')I < 1 I'( T)I, a contradiction. 1
BRANCH-WIDTH
A branch-decomposition of a hypergraph G is a pair (T, z) , where T is a ternary tree and z is a bijection from the set of leaves of T to E(G). The order of an edge e of T is the number of vertices u of G such that there are leaves t,, t2 of T in different components of T\e, with z( tl), z( t2) both incident with u. The width of (T, z) is the maximum order of the edges of T, and the branch-width P(G) of G is the minimum width of all branch-decompositions of G (or 0 if IE( G)I < 1, when G has no branch-decompositions). For example, Fig. 1 shows a branch-decomposition with width 2 of a series-parallel graph.
Let us prove some properties of branch-width. A graph H is a minor of a graph G if H can be obtained from a subgraph of G by contracting edges. ( 
4.1) If H is a minor of a graph G, then p(H) d p(G).
Proof. We may assume that /E(H)/ 2 2, for otherwise /l(H) = 0. Let (T, z) be a branch-decomposition of G with width P(G). Let S be a minimal subtree of T such that t-'(e) E V(S) for all e E E(H), and let T' be obtained from S by suppressing all vertices of valency 2 (that is, for any vertex of valency 2 we delete it and add an edge joining its neighbours and continue this process until no such vertices remain). Let z' be the restriction of z to the set of leaves of T'; then (T', 7') is a branch-decomposition of H, and its width is <P(G), as is easily seen. The result follows. 1 
ProoJ
Statement (i) is clear. The "if" part of (ii) is easy and "only if" follows from (4.1) and the fact that a 2-edge circuit and a 3-edge path both have branch-width 2. The "only if" part of (iii) follows similarly, while the "if" part may be proved by induction on the size of G, using Dirac's theorem [l] that any non-null simple graph with no K4 minor has a vertex of valency <2. m The main result of this section is the following. We denote by y(G) the maximum size of an edge of G (setting y(G) = 0 if E(G) = 0). We recall that 8(G) is the tangle number of G. Let E = E(G), and for XC E, define K~(X) to be the number of vertices of G incident both with an edge in X and with an edge in E-X. Choose k 2 y(G), and let k(X) = Q(X) -k. It is easily seen that K is a connectivity function, and for every e E E(G), {e} is efficient. Let &' = ( (e> :e E E(G)}. (A, B) is a separation of G of order <k, then E(A) and E(B) are both efficient, and so one of E(A), E(B) is in 99, E(A), say; but then (A, B) E Y. Thus the first axiom holds, and clearly so does the second. Since k 2 y(G) and a extends &, (K,, G\e) E Y for every e E E, where K, is the hypergraph consisting of e and its ends. By (2.7), Y is a tangle of order k + 1, as required. (2) There is an exact tree-labeiling over JZ? if and only if P(G) < k.
For if /El < 1, then /?(G) = 0 < k and there is an exact tree-labelling over d, and so we may assume that \El>, 2. If (T, z) is a branch-decomposition of G of width <k, define a(~, e) for each incidence (v, e) to be the set of all edges r(t) of G with t and u in different components of T\e. Then (T, a) is an exact tree-labelling over &. For the converse, suppose that there is an exact tree-labelling over &. Since /El > 1, it follows that E# & and E # 0, and so by (3.6) we may choose an exact tree-labelling (T, a) over AXZ such that for each leaf v and incident edge e, a(~, e) # E. For such v, e, there exists (f} EJZZ such that a(~, e) = E-(f); we define f=z(~). By (3.3), (T, r) is a branch-decomposition of G of width <k. From (3.5), (l), and (2) we deduce that We apply (4.3) (actually, the easy part of (4.3)) for the following. Thus the second axiom is satisfied. For the third, let e E E(G), and let K be the graph formed by e and its ends; then (K, G\e) E 9 by definition of Y, since 8 2 3 , and so Y is a tangle by (2.7) . This completes the proof. i
Let us mention the following weakening of the second tangle axiom. 
BRANCH-WIDTH AND TREE-WIDTH
A tree-decomposition of a hypergraph G is a pair (T, z), where T is a tree and for t E V(T), z(t) is a subhypergraph of G with the following properties:
(ii) for distinct t, t'E V(T), E(r(t)nr(t'))=@ (iii) for t, t', t" E V(T), if t' is on the path of T between t and t" then 2(t) n z( t") E z( t').
The width of such a tree-decomposition is the maximum of (1 V(z( t))l -1 ), taken over all t E V(T), and the tree-width U(G) of G is the minimum width of all tree-decomposition of G. (Thus, U(G) >, 0 unless V(G) = 0, when co(G)= - 1.) Let us compare tree-width and branch-width.
ProoJ If y(G) = 0 then j?(G) = 0 and w(G) 6 0, and the result holds. We assume then that y(G) > 0, and so V(G) # 0 and E(G) # 0. If \E(G)( = 1 then P(G) = 0 and U(G) = y(G) -1, and again the result holds. Thus we may assume that IE( G)I > 2. Since the removal of isolated vertices does not change any of fl, y, cu, we may assume that there are no isolated vertices in G. We show the second inequality first.
Let (T, z) be a branch-decomposition of G of width P(G). For each t E V(T) we define a subhypergraph a(t) of G as follows: (i) if t is a leaf of 7', let a(t) be the hypergraph consisting of z(t) and its ends
(ii) if t is not a leaf of T, let U, consist of those vertices u of G for which there are edgesf, g of G, both incident with V, such that t lies on the path of T between z-' (f) and r-'(g). Let V(a(t)) = U,, E(a(t)) = 0.
It is easy to verify that (7', a) is a tree-decomposition of G. Let us bound its width. If t is a leaf of T, I V(s(t))l 6 y(G). If t is not a leaf of T, let e,, e2, e3 be the three edges of T incident with t. For any v E U,, v contributes to the order of at least two of e, , e2, e3, and so 2 I U, I< 3/?(G). Thus, this tree-decomposition has width < max(y(G), (3/2) p(G)) -1, and so co(G) + 1 d max(y(G), (3/2) P(G)), as required. Now we show the first inequality. Clearly y(G) < co(G) + 1. Let (7', z) be a tree-decomposition of G of width co(G).
(1) We may assume that for each e E E(G), there is a leaf t of T with E(z(t)) = {e} and V(z(t)) the set of ends of e, and hence that E(z(t)) = 0 for each t E V(T) with valency 22.
For if for some e there is no such t, we choose t' E V(T) with e E E(z( t')); we add a new vertex t to T adjacent only to t'; we remove e from r( t'), and define z(t) to be the hypergraph formed by e and its ends. This provides a new tree-decomposition of G of width co(G). By continuing this process we may arrange that (1) holds.
(2) We may assume that IE(z( t))l = 1 for each leaf t of T.
For by (l), IE(z(t))l < 1. If E(z(t))=@ let T' be obtained from T by deleting t, and let z' be the restriction of r to V(T'); then since G has no isolated vertices it follows that (T', r') is a new tree-decomposition of G of width w(G) still satisfying (1) . By continuing this process we may arrange that (2) holds.
(3) We may assume that every vertex of T has valency < 3.
For if t E V(T) has valency 2 4, we may choose a tree T' and an edge f of T' such that T is obtained from T' by contracting5 and the two ends t,, t2 of f both have valency less than the valency of t, and we define z(tl) = T(tZ) = z(t). The new tree-decomposition still has width U(G) and still satisfies (1) and (2) , and by repeating this process we may arrange that (3) holds.
Now let E(z(t))= (o(t)> f or each leaf t of T. Let S be the tree obtained from T by suppressing each vertex of valency 2. Then (S, a) is a branchdecomposition of G. For f E E(S), the order off in (S, a) is at most the number of vertices in z(t), where t is an end of f, and hence at most m(G) + 1. Thus P(G) 6 U(G) + 1, as required. 1
Incidentally, both extremes of (5.1) can occur. For if G = K,, (for some n > 0 divisible by 3) then o(G) = L( 3/2) p(G) J -1, by (4.4) , since a(G) = n -1, while if G is obtained from K,,, by deleting a perfect matching (for some n > 4) then it can be shown that co(G) = n -1 and B(G) = n.
We deduce For graphs G, a second construction extends a tangle in a minor of G to a tangle in G, as follows. (6.1 ) Let H be a minor of a graph G, and let F' be a tangle in H of order 9 2 2. Let Y be the set of all separations (A, B) of G of order -C 8 such that there exists (A', B') E Y' with E(A') = E(A) n E(H). Then F is a tangle in G of order 8. Proof We must verify the three axioms. First, let (A, B) be a separation of G of order < 6. Then we may choose a separation (A', B') of H' such that E(A') = E(A) n E(H), and every vertex of V(A' n B') is incident with an edge of E(A') and with an edge of E(B'). Then (A', B') has order at most the order of (A, B) and so < 8; thus, Y' contains one of (A', B'), (B', A'), and so 5 contains one of (A, B), (B, A For the second, suppose that (Aj, Bi) E F' (1 < i < 3). Choose (Ai, Bi)EY with WG V(A,A Bi), A,/W= Ai, and B,/W= Bi (1 <i<3). Since A,uA,uA,#G, it follows that A;uA;uA;#G/W, and hence the second axiom holds.
For the third, let (A', B') E Y'. Choose (A, B) E Y with WE V(A n B), A/W= A', and B/W= B'. Then V(A)# V(G), and so V(A') # V(G/W), as required. 1
We denote the tangle Y' of (6.2) by F/W. We observe , where (i,j) and (i',j') are adjacent if Ii'-iI + lj' -jl = 1. We call G a e-grid. The object of this section is to prove the existence of a natural tangle of order 8 in a B-grid.
Let G be the O-grid defined above. For 1 < i \< 8, let P, be the path of G with vertex set ((i, j): 1 <j,< tI}, and for 1 d j < 8, define Qj similarly. When Xc E(G), we define a(X) to be the set of vertices u E X such that ZJ is incident with an edge in X and with an edge in E(G) -X.
and la(X)1 < 8 then X includes E( Pi) for some i (1 < i d 0) if and only if X includes E( Qj) for some j (1 < j d 0). ProoJ: Suppose that E(P,) E X for some i (1 f i < 0). Then V( Qj) contains an end of an edge in X for 1< j 6 0, since each Qj meets Pi. But not every Qj meets a(X), since 1 a(X)1 < 0, and so for some j (1 d j < O), E( Qi) E X, as required. 1
If X z E(G), we say that X is small (in G) if (8(X)1 < 8 and X includes E( Pi) for no i (1 < i < 0). The following is the main lemma used to obtain the required tangle, and we are grateful to D. Kleitman and M. Saks for finding the proof. (7.2) If G is a O-grid and X1, X,, X, E E(G) with X, u X2 u X, = E(G), then not all of X1, X,, X, are small in G.
ProoJ
We proceed by induction on 8. If 8 = 2 the result is trivial, and so we assume that 8 > 3 and that the result is true for 8 -1. Let P1, . . . . PO, Q 1, . . . . Qe be as before.
If E( Qj) c X, , X2, or X, for some j, the result is true by (7.1). Thus we may assume that each E( Qj) meets at least two of X,, X2, X3, and in particular, without loss of generality, that
We suppose that all of X1, X2, X3 are small. Thus, for 1< j < 0 and l<k<3, if E(Qj) meets Xk, then V( Qj) meets 8(X,). Moreover, if both ends of Qj are incident with edges in Xk, then ( V(Qj) n 8(X,)1 > 2. Now suppose that neither E( P1) nor E(P,) meets X,. Then for 1 < j < 8 both ends of Qi are incident with edges in X1 u Xz. From the above remarks, we deduce that Iv(Qj)na(x,)l+ IUQj)na(xz)l>2-By summing over j, we find that /8(X,)( + Ia( > 28, a contradiction. Thus one of E(P,), E( PO), say E(P,), meets X3. Hence E(Pe u Qe) meets each of X1, X,, X3 and hence V(P, u Qe) meets each of 8(X,), 8(X,), a(& )-Put G' = G\V(PO u Q,). Then G' is a (0 -1 )-grid. Put Xi = X, n E(G') (16 k < 3). Then Xi u Xi u Xi = E(G'). Let 8 be the d function in G'. Now ffwG) = a(&) (1 ,<k,<3) since V(P, u Q,) meets 8(X,), and so Ia'( ~8-2
(1 <k63).
By our inductive hypothesis, one of Xi, Xh, Xi is not small in G'. By (7.1), we may choose i',j' with 1 <i', j'<e--1, and 1 <k<3 such that E((Pir u Qjf) CT G') E Xi * If k = 1 or 2, then every V(P,) contains an end of an edge in Xk (1 < j < 0); for if j = 8, this was shown earlier, and if j < 0, then V(P,) meets V(Pi,).
Hence each V(Qj) meets 8(X,), and so 18(X,)/ 2 8, a contradiction. Similarly, if k = 3, then every V(Pi) meets 8(X,), and again we have a contradiction. This completes the proof. 1
From (7.2) we may infer the existence of the desired tangle. Given a &grid G with P,, . . . . P,, Q1, . . . . Qe as before, let Y be the set of all separations (A, B) of G of order < 8 such that E(A) is small. (7.3) T is a tangle in G of order 8. Proof: The following was shown in [3] . (7.4) For every 8 2 2 there exists 4 > 0 such that every graph with treewidth 24 has a &grid minor.
Let (A, B) be a separation of G of order < 8. Suppose that neither E(A) nor E(B) is small. Choose h, i with 1 <h, i< 8 such that E(P,) E E(A) and E(Pi) G E(B). Thus V(P,) c V(A) and V(Pi) c V(B)
Since any graph with a &grid minor has tree-width 28, one can say, roughly, that a graph has large tree-width if and only if it has a large grid minor. But (5.2) tells us that a graph has large tree-width if and only if it has a tangle of large order. One might therefore hope for a direct connection between tangles and grid minors, not via tree-width. The connection in one direction is easy, as follows. Let H be a minor of G, isomorphic to a e-grid. Then the tangle in H described in (7.3 ) induces a tangle Y in G of order 8, by (6.1) . A kind of converse is provided by the following strengthening of (7.4) , proved in [7] . 8 
. ROBUST AND TITANIC SEPARATIONS
The object of this section is to prove a technical lemma for use in a later paper. A separation (A, B) The main result of this section is another way to construct new tangles from old, the following. If the first, then (A', B') E F', while if the second, then since E( ((B' n D) u C) n D) = E(B'n D), it follows that r' contains (B', A') . This verifies that Y' satisfies the first axiom.
For ( This contradiction completes the verification of (4.5) (ii). Thus, from (4.5), we deduce that F' satisfies the second axiom.
To verify the third axiom, we verify the hypothesis of (2.7). Let e E E(G') with size < 8, and let K, be as in (2.7) . If e E E(D), then since (K,, G\e) E Y by (2.7) applied to G, F, it follows from the definition of F' that (K,, G'\e) E F'. If eEE(C'), then since (C,D)EF and E(CnD)= E(K, n D), it again follows that (K,, G'\e) E F' from the definition of F'. Thus, from (2.7), we deduce that F' satisfies the third axiom, as required. 1
As an application, we observe (8.4 ) Let F be a tangle of order 8 2 2 in a hypergraph G, and let e E E(G) with at most one end. Let F' be the set of all separations (A', B') of G\e of order < 0 such that there exists (A, B) E F with E(A n (G\e)) = E( A'). Then F' is a tangle in G\e of order 9.
Proof: Let C be the subhypergraph of G formed by e and its ends and let C' = C\e and D = G\e. Then (C, D) E F and (C', D) is titanic, as is easily seen, and the result follows from (8.3). 1 Thus, if we delete all edges of G with < 1 end, we do not change its tangle number. (This holds even for tangle number < 1, as is easily seen.) (8.4) has the following consequence. 
Proof
Since 1 WI < 6, the result is obvious when 8 = 1, and so we may assume that 0 3 2. Now G\ W is obtained from G/W by deleting edges with at most one end, and Y' is obtained from r/W by repeating the operation of (8.4) . The result follows. 1
LAMINAR SEPARATIONS
We have seen in (5.2) that the tangles of large order are obstructions to the existence of tree-decompositions of small width. Our next result is a counterpart of this, that there is a tree-decomposition into pieces which correspond to the tangles.
Let (A,, B,), (A*, BJ be separations of a hypergraph G. We say these separations cross unless either A 1 c A, and B, z B1, or A I c B, and A,~B,,orB,~A,andB,cA,,orB,cB,andA,cA,.Asetofseparations is Zaminar if no two of its members cross.
Let (T, z) be a tree-decomposition of a hypergraph G. For each e E E(T), let T,, T2 be the components of T\e and let G; = u (z(t): t E V(TJ) (i= 1, 2).
Then (GT, G;) is a separation of G, and we call (Gi, Gz) and (GG, Gy) the separations made by e (under the given tree-decomposition).
(94 Y-u-, )
z is a tree-decomposition of G, then the set of all separations of G made by edges of T is laminar. Conversely, if { (Ai, Bi) : 1 < i < k) is a laminar set of separations of G, there is a tree-decomposition (T, z) of G such that (i) for 1 < i< k, (Ai, Bi) is made by a unique edge of T (ii) for each edge e of T, at least one of the two separations made by e equals (A i, Bi) for some i ( 1 < i < k).
The proof is easy and is left to the reader. We wish to arrange a "tie-breaking" mechanism so that no two distinct separations are counted as having the same order (except for reversal). A tie-breaker A in a hypergraph G is a function from the set of all separations of G into some linearly ordered set (A, < ), satisfying certain axioms given below. For We refer to these as the first, second, and third tie-breaker axioms. This follows by comparing (for each X, y E L(G)) the number of occurrences of ~(x, v) and p(v, X) in the expressions for the A-orders of (A, B) and (C, D) with the corresponding numbers for the other two separations.
From (1) and (2), it follows that the first and second tie-breaker axioms are satisfied, and clearly so is the third, as required. 1
The following strengthening of the second axiom is sometimes useful. ProoJ Since we may assume that (ii) is false, it follows from the second axiom that (A u C, B n D) has A-order at most that of (A, B) , and we may assume that equality holds, for otherwise (i) By the second axiom applied to (D, C), (B, A), we deduce that either (B u D, A n C) has A-order at most that of (D, C) or (B n D, A u C) has A-order less than (B, A) . In the second case, (i) holds, and if strict inequality holds in the first case, then (ii) holds. Thus we may assume that (B u D, A n Proof. By the symmetry, we may assume that of the four separations (AnC, BUD), (AnD, BuC), (BnC, AuD), (BnD, AuC), the first has smallest a-order. Since (C n A, D n A) is a separation of A and (A, B) is k-robust, one of (CnA, (DnA)uB), (DnA,(CnA)uB) has J.-order at least that of (A, B). These separations are (A n C, B u D) and (A n D, B u C), respectively, and so, in view of the assumption in the first sentence of this proof, (A n D, B u C) has l-order at least that of (A, B). Similarly, (B n C, A u D) has A-order at least that of (C, D). By (9.3) applied to (B, A) (i) For every e E E(T) and for 1 < i < n, tf T, , T2 are the components of T\e and ti E V( T, ) then (ii) For all i # j with 1 < i, j 6 n, let e be the edge of the path of T between ti and tj making separations of smallest A-order; then these separations are the (6, q)-and (9J, 9J-distinctions.
Proof
For i # j with 1 < i, j < n, there is a ($, q)-distinction. Each of these separations is doubly A-robust by (10.2), and so by (9.4) no two of them cross. By (9.1) there is a tree-decomposition (T, r) of G such that (i) for 1~ i, j < n with i # j, a unique edge of T makes the (T, q)-distinction . (ii) for every e E E(T), there exist i # j with 1 < i, j< n such that e makes the (z, q)-and (q, z)-distinctions. (1) For t,ETand I<i<j<n, to isnot a homefor both Tandq.
For let e be an edge of T making the (q, q)-distinction. Let T, , T2 be the components of T\e, where the (<, Q-distinction (A, B) is ( u w, u -i(t)). tE UTI) tE VT2) Then (A, B) E K and (B, A)E 6, and so if to is a home for $ then to $ V( T,), and if to is a home for q then to # V( T2). Since to E V( T, u T2), to is not a home for both z and q, as required. The second assertion follows from the first and (2). To show that Hi # 0, it suffices (by an elementary property of trees) to show that for all i-relevant edges e, e' of T, if T,, T2 are the components of T\e with the head of e in V( T2), and T; , T; are defined similarly, then V(T,)n V(T;) #@. Now ( u w, u r(t)) Elq \r E V(TI) tE WT2) / and and so T; g T, by the second tangle axiom; thus, T2 n T; is non-null, as required.
(4) If GEE has ends X, YE V(T), and XE Hi, y$Hi, then e is i-relevant.
For since x E Hi and y 4 Hi, some edge of T is directed towards x and not towards y. The only possible such edge is e, and so e is directed and hence i-relevant.
(5) For 1 < i, j < n, and e E E(T), e makes a separation which distinguishes K from q if and only if e lies on the (unique) minimal path of T between V(Hi) and V(Hj) and is i-and j-relevant.
For if e makes a separation which distinguishes K from q, this separation has order less than the smaller of the orders of K, q, and so e is i-relevant and j-relevant, and from (2) For suppose that 1 Hi 1 2 2 for some i. Choose t,, t, E Hi, distinct and adjacent in T (this is possible by (3)) joined by an edge e. Then e is not i-relevant. Choose j, k with j# k and 1 <j, k < n such that e makes the (q, &)-distinction.
Let P be the minimal Hj -H, path in T. Then e E E(P) by (5) , and so j, k # i. Let f~ E(T) make the (K, Q-distinction.
Then by (9, fe E(P). S' mcefis i-relevant and e is not, fmakes a separation of order (and hence A-order) strictly smaller than that of the (5, &)-distinction, and by (5) makes a separation of that order which distinguishes q from &, a contradiction, as required. (7) H, u ..e u H,= V(T).
For suppose that t,E V(T)-(H,u
es-uH,). Since n#O, IV(T)1 32, and so there is a neighbour of to in T. Let the edges of T incident with t, be el, . . . . ek, let TP be the component of T\e, not containing to, and let TI, be the other component of T\e, (1~ p ,< k). The separations made by e1 7 ..', ek are all distinct, since each of them is the (T, Qdistinction for some i, j, and the (z, q)-distinction is made by a unique edge, from our initial choice of the tree-decomposition.
Thus we may assume, by the first tie-breaker axiom, that the separations made by e, have A-order strictly more than the separations made by e2, . is the (q, Q-distinction. Let P be the minimal Hi -Hj path in T. Then e, E E(P), and since to 4 Hiu Hj, E(P) contains one of e2, . . . . ek, say e2. Now has A-order strictly less than that of the (T, q)-distinction and hence has order at most that of the (K, q)-distinction.
By (5), e2 makes a separation which distinguishes < from q, with A-order strictly smaller than that of the (.$, Q-distinction, a contradiction. Let Hi = { ti} (1 < i < n); then the theorem is satisfied. 1
We call the tree-decomposition of (10.3) the standard tree-decomposition of G relative to Yi , . . . . Y*.
From (10.3) we deduce a corollary mentioned earlier. We merely sketch the proof since we do not need the result. 
STRUCTURE RELATIVE TO A TANGLE
Now we come to the last main result of the paper. We have seen in (5.2) that if G has small tangle number, then it has a tree-decomposition of small width. Our problem here is, suppose that G has large tangle number, but relative to each high order tangle the graph has a structure or decomposition of a certain kind X, say; what can we infer about the global structure of G from this local knowledge? One might guess that G should have a tree-decomposition into pieces each with structure X, but that is false. Nevertheless, it turns out that G has a tree-decomposition into pieces which "almost" have structure X, and we need to know this for an application in [6] .
Then the design of t in (T, r) equals the design of t in ( Ti, z i), and hence this design belongs to 9". Secondly, let 1~ i < k and let t = ti; the design of t in (r, z) is the Z,-extension of the design of t in (Ti, zi) and hence also belongs to 9'. Finally, the design of t, in (T, z) is (z( to), (Zi: 1 d i 6 k) ) and its Z-extension is (z(to), (Zi: 1 < i< k} u (Z}). But these designs are both 121 -enlargements of (GnB,n --a A&, {&&n&):1 <i<k))EY', and so they both belong to Y3'-' c Y', as required. Thus, we have proved that the result holds for G, 2 when IZI = 30 -2. Now let Z E V(G) with IZI < 38 -2. If I V(G)\ < 38 -2 then (G, { 21) E gse-3 E Y', and so the desired tree-decomposition (T, z) exists with T a l-vertex tree. We may assume then that ) V(G)] > 38 -2. Choose Z' E V(G) with Z E Z' and JZ'I = 38 -2. As we have seen above, the result holds for G, Z', and so there is a tree-decomposition (T, , 7,) of G over Y', such that for some t, E V( T,), Z' c V(z,( tl)) and 9" contains the Z'-extension of the design of tl in ( T1, 7,). Take a new vertex t,, and let T be the tree with vertex set I'( T,) u (to}, where T\tO = T1 and to is adjacent to t,. Let z(to) be the hypergraph with vertex set Z' and no edges, and for t E V( T,), let z(t) = zl(t). Then (T, z) is a tree-decomposition of G. For tE V(T) with t# t,, tl, the design of t in (T, r) equals the design of t in (T, , z, ) and hence belongs to 9". The design of tl in (T, z) is the Z'-extension of the design of t, in ( T1, 7,) and hence belongs to 9". Finally, the design of t, in (T, r) is (r( to), (Z'> ), and the Z-extension of this is (z(t,) , {Z, Z'}), and both of these belong to 9?3e-2 E 9". This completes the proof . 1 We remark that in essence (11.1) generalizes (5.2). For let 9 = @. Then it follows from ( 11.1) that if G is a hypergraph with no tangle of order 0 (and so 9' is O-pervasive) then G has a tree-decomposition over 9&O _ 3, and hence co(G) < 48 -4; in other words, U(G) < 48(G). Apart from the size of the multiplicative constant, this is the main part of (5.2).
TANGLES AND MATROIDS
Finally, let us discuss some matroidal aspects of tangles. Let 9' be a tangle in a hypergraph G, of order 8. For XE V(G) , let us define r(X) to be the least order of a separation (A, B) E Y with Xs V(A), if one exists, and 8 otherwise.
(12.1) r is the rank function of a matroid on V(G).
of order, and the analogue of (4.3) holds. Indeed, this definition of the order of a separation extends to general matroids in the natural way, and again the analogue of (4.3) holds (with essentially the same proof). We suspect, but have not shown, that in a graph, Tutte-tangles and tangles are essentially the same objects. Some evidence for this lies in the fact that, for a connected planar graph, there is a l-l correspondence between its tangles and the tangles in a geometric dual [S] .
