The Courant sigma model is a 3-dimensional topological sigma model of AKSZ type which has been used for the systematic description of closed strings in non-geometric flux backgrounds. In particular, the expression for the fluxes and their Bianchi identities coincide with the local form of the axioms of a Courant algebroid. On the other hand, the axioms of a Courant algebroid also coincide with the conditions for gauge invariance of the Courant sigma model. In this paper we embed this interplay between background fluxes of closed strings, gauge (or more precisely BRST) symmetries of the Courant sigma model and axioms of a Courant algebroid into an L ∞ -algebra structure. We show how the complete BV-BRST formulation of the Courant sigma model is described in terms of L ∞ -algebras. Moreover, the morphism between the L ∞ -algebra for a Courant algebroid and the one for the corresponding sigma model is constructed.
Symmetries in general and gauge symmetries in particular are an indispensable tool for a theoretical description of a wide range of physical phenomena. Recent research efforts are focused on a better understanding of higher gauge symmetries and dualities in field and string theories. A very general mathematical framework that encompasses these generalised concepts of symmetry is that of L ∞ -algebras. 1 L ∞ -algebras are a generalisation of standard Lie algebras in which the failure of the Jacobi identity for 2-brackets is controlled by higher 3-brackets, the failure of higher Jacobi identities for 3-brackets is controlled by 4-brackets and so on. The exact relations between higher brackets defined on a graded vector space are given by the defining homotopy relations of the L ∞ -algebra. Moreover, an L ∞ -algebra structure can be defined to include not only symmetries of the theory, but also covariant equations of motion and conservation laws. Provided that in addition a compatible inner product exists, one can also write the action in terms of an L ∞ -algebra structure.
In physics, L ∞ -algebras were identified as relevant algebraic structures in the construction of closed string field theory [1, 2] . Already there it was realised that there is an intimate connection of L ∞ -algebras with the BV-BRST approach for quantisation of gauge theories.
Recently, it was proposed that L ∞ -algebras could provide a classification of perturbative gauge theories in general [3] . Furthermore, it was shown that using the L ∞ -algebra framework one can bootstrap consistent gauge theories [4] . Choosing initial data of the theory in the form of 1-and 2-brackets one can bootstrap higher brackets using the homotopy relations of an L ∞ -algebra and thus find consistent, gauge invariant theories defined by their equations of motion. This is reminiscent of the deformation of a free gauge theory into an interacting one in the BV-BRST approach. There one starts with a free, kinetic part of the action and its gauge symmetry and adds systematically all possible interaction terms consistent with BRST invariance, see review Ref. [5] for more details and references.
Starting from closed string field theory, an attempt to make T-duality of string theory manifest resulted in the construction of double field theory, which is a field theory for the massless sector of string theory defined on a doubled space [6] [7] [8] [9] . The symmetry of this theory is generated by generalised diffeomorphisms which include standard diffeomorphisms and 2-form gauge transformations. It was shown that this algebra of symmetries is not of standard Lie-algebra type, but can be described by the structure of a Courant algebroid. A Courant algebroid [10] [11] [12] is defined on a generalised tangent bundle equipped with a 2-bracket which does not satisfy the Jacobi identity, a symmetric bilinear form and an anchor map to the tangent bundle. It has been shown that its algebraic structure can be described as 2-term L ∞ -algebra [13] .
Furthermore, in Ref. [14] Roytenberg has shown that given the data of a Courant algebroid one can uniquely construct the Batalin-Vilkovisky (BV) master action for a membrane sigma model which is a first-order functional for generalised Wess-Zumino terms in three dimensions. 2 This Courant sigma model belongs to a general class of topological sigma models of AKSZ type [18] satisfying the classical master equation. The membrane sigma models were subsequently used for a systematic description of closed strings in non-geometric flux backgrounds [19] [20] [21] [22] [23] . In particular, the expression for the fluxes and their Bianchi identities coincide with the local form of the axioms of a Courant algebroid. On the other hand, the axioms of a Courant algebroid also coincide with the conditions for gauge invariance and on-shell closure of the algebra of gauge transformations of the Courant sigma model.
In this paper we would like to embed this intersection between background fluxes of closed strings, gauge (or BRST) symmetries of the Courant sigma model and axioms of a Courant algebroid into an L ∞ -algebra structure. 3 We shall explicitly construct the L ∞ -algebra structure for the classical, bosonic Courant sigma model and then show how to extend this construction to include the full BV-BRST action. In the next section we shall introduce the necessary definitions and conventions closely following Ref. [24] . In section 3 we shall construct the L ∞ -algebra for the classical Courant sigma model, including fields, symmetries and the action functional. 4 Moreover, we shall demonstrate how homotopy identities naturally generate the axioms of a Courant algebroid in the form of coordinate expressions. It is important to note that at the classical level we are discussing two different L ∞ -algebras, the L ∞ gauge algebra (L, µ i ) and the tensor product algebra of L ∞ -algebravalued de Rham forms (Ω • (M, L), µ ′ i ). Next, we shall present the full BV-BRST action for the Courant sigma model reproducing Roytenbergs result [14] by explicitly constructing the L ∞ -algebra, this one including the complete BV-BRST complex. In the last section we present the mappings or L ∞ -algebra morphism between the Courant algebroid L ∞ -algebra and the gauge algebra (L, µ i ) we constructed for the Courant sigma model. In order to construct these mappings we need to extend the L ∞ -algebra given in Ref. [13] which essentially used a graded vector space concentrated in just two degrees, whereas the physical fields in (L, µ i ) live in a graded vector space of three homogeneous subspaces. The construction of this morphism can be thought of as reproducing Roytenbergs result [14] that given the data of a Courant algebroid one can uniquely construct the Courant sigma model (up to the additional structure of measure µ on the source space) now fully in the L ∞ -algebra formalism. Finally, in the appendices we state the relationship between relevant conventions and present some explicit calculations.
On L ∞ -algebras
Once we include higher-degree gauge fields in our physical models, it is, in general, necessary to extend the standard description of symmetries based on Lie algebras and Lie groups to higher structures. Higher gauge fields appear naturally in string theory, but one can easily embed this generalisation into the standard field-theoretical framework, e.g. Refs. [25, 26] . A systematic approach to these higher structures can be formulated using L ∞ -algebras. In this section we shall briefly review the basic definitions and properties of L ∞ -algebras following the conventions of [24] . The relation to other conventions, used for example in Ref. [3] , is given in Appendix A.
A L ∞ -algebra or strong homotopy Lie algebra (L, µ i ) is a graded vector space L with a collection of higher products that are graded totally antisymmetric multilinear maps
of degree 2 − i which satisfy the homotopy Jacobi identities: j+k=i σ χ(σ; l 1 , . . . , l i )(−1) k µ k+1 (µ j (l σ(1) , . . . , l σ(j) ), l σ(j+1) , . . . , l σ(i) ) = 0;
(2.1)
Here χ(σ; l 1 , . . . , l i ) is the graded Koszul sign that includes the sign from the parity of the permutation of {1, . . . , i}, σ, ordered as: σ(1) < · · · < σ(j) and σ(j + 1) < · · · < σ(i). 5 By graded totally antisymmetric map we mean µ i (. . . , l n , l m , . . .) = (−1) |ln||lm|+1 µ i (. . . , l m , l n , . . .),
where |l n | is the degree of element l n ∈ L.
It is instructive to explicitly write the first three relations in (2.1):
This relation states the map µ 1 is a differential on L.
From the second relation it is obvious the map µ 1 is a derivation with respect to the graded 2-bracket µ 2 on L, while the third relation:
is the Jacobi identity for a 2-bracket µ 2 up to homotopy given by µ 3 . Should the maps µ i for i 3 all be zero one would recover the standard differential graded Lie algebra.
An important class of L ∞ -algebras that are relevant for our construction are induced by the tensor product of an L ∞ -algebra with a differential graded commutative algebra. In particular, if we take a de Rham complex on a manifold M, (Ω • (M), d) and tensor it with an L ∞ -algebra we again obtain an L ∞ -algebra (L ′ , µ ′ i ):
with higher products:
Within the framework of L ∞ -algebras one can define a generalisation of the Maurer-Cartan (MC) equation as follows. Take (L ′ , µ ′ i ) and an element a ∈ L ′ 1 which we call a gauge potential. One defines the corresponding curvature as:
The generalised or homotopy Maurer-Cartan equation is then f = 0.
Gauge transformations of gauge potentials a and their curvatures f are given by: . . . , a, c 0 ), (2.5)
where c 0 ∈ L 0 is the level 0 gauge parameter. If our theory contains higher gauge symmetries we will have higher (level k) gauge parameters c −k ∈ L −k , k > 0, with infinitesimal gauge transformations given by:
. . , a, c −k−1 ).
One can show that the algebra of gauge transformations closes up to terms proportional to the curvature f . In this respect, the MC equation can be interpreted either as an equation of motion or as a constraint on the kinematical data of our theory. If we choose to think of the MC equation as dynamical, the next question is if there exists an action from which this MC equation follows by variational principle. The answer is yes if it is possible to define a certain bilinear pairing compatible with the L ∞ -algebra structure. In that case one defines a cyclic L ∞ -algebra as an L ∞ -algebra (over R) with a graded symmetric non-degenerate bilinear pairing
that satisfies the cyclicity condition:
If we have a tensored structure like (L ′ , µ ′ i ) then (L ′ , µ ′ i ) is cyclic provided (L, µ) is cyclic and M is an oriented, compact cycle. The induced inner product is then
An inner product defined in this way allows us to write the action whose stationary point is the MC equation:
It follows from the homotopy Jacobi identities (2.1) that this action is gauge invariant with respect to the variation of field a as given in (2.5).
L ∞ for the classical Courant sigma model
The Courant sigma model has been constructed in Ref. [16] starting from Chern-Simons theory coupled to BF theory in BRST formalism, and in Ref. [14] using the general construction for AKSZ topological sigma models [18] . It has been shown that the bosonic, classical part of the membrane action is given as follows:
where i = 1, . . . , d is the target space index and I = 1, . . . , 2d the pullback bundle index.
Here we have maps X = (X i ) : Σ 3 → M, 1-forms A ∈ Ω 1 (Σ 3 , X * E), and an auxiliary 2-form F ∈ Ω 2 (Σ 3 , X * T * M). The symmetric bilinear form corresponds to the O(d, d) invariant metric:
while functions ρ(X) and T (X) are related to the anchor and twist of the Courant algebroid, the latter generating a generalised Wess-Zumino term. The full definition of the Courant algebroid can be found in [11] , while structures relevant for our analysis shall be defined in Sect. 5. As discussed in Refs. [16, 14, 27] the gauge transformations of the CSM mediated by two gauge parameters define a first-stage reducible gauge symmetry, and the algebra of transformations closes only on-shell. In the following we shall describe this rich gauge structure using the L ∞ -algebra framework.
Maurer-Cartan homotopy action
In order to construct the L ∞ -algebra for the Courant sigma model we have to define relevant physical fields and assign an appropriate L ∞ grading to each one. Starting from the action (3.1), we choose {X i , A I , F i } as physical fields. In order to associate higher products to each of the terms in the action we interpret functions ρ and T as infinite perturbative expansions in field X via their Taylor series. Therefore the action has infinitely many interaction terms: 6
all of which must be integrated into the L ∞ picture. Because of this expansion there will not be a finite number of higher products as every interaction term (of which there are infinitely many) will require a unique product. Recalling the construction in [3] we know all physical fields a = X +A+F are elements of L ′ 1 , their curvatures or equations of motion
Thus the complex on which we base the construction of the L ∞ is therefore:
To obtain expressions in the form of action (3.1) or (3.2) we must decompose L ′ into the de Rham part Ω • (Σ 3 ) and the algebraic L ∞ part L. Since we have three types of fields we shall define L with three homogeneous subspaces to form the following complex:
Therefore, the classical field content is given below: 5) and shown in the following table: 
Once we placed fields in their appropriate homogeneous subspaces, we have to define all the products. Note that the physical field A lives in the pullback bundle X * E and there is no natural structure defined on its sections; in particular the bracket of sections A is not the Courant bracket. Thus one can think of L ∞ -products as defining relations for the relevant structures on sections of the pullback bundle. Our selection for the nonvanishing higher products of L = L 1 ⊕ L 0 ⊕ L −1 is:
where n 1, m 2 and r 3, and l (i) ∈ L i . 8 Tensoring products (3.6) with the de Rham complex produces for the physical fields:
, and in general with n 2 and m 3:
Finally, as we are given the action (3.2), we need to define a consistent inner product. We find that the following choice
satisfies the cyclicity condition (2.6). Moreover, it defines the pairing on the pullback bundle X * E. Having defined all ingredients we proceed to calculate the Maurer-Cartan action using (2.8) . From the combinatorics of the decomposition of µ ′ n (a = X + A + F, . . . , a = X + A + F ) and the fact that all higher products of physical fields are symmetric in µ ′ we obtain: µ ′ n (a, . . . , a) = nµ ′ n (X, . . . , X, A) + nµ ′ n (X, . . . , X, F ) + 1 2 n(n − 1)µ ′ n (X, . . . , X, A, A) + + n(n − 1)µ ′ n (x, . . . , X, F, A) + 1 3! n(n − 1)(n − 2)µ ′ n (X, . . . , X, A, A, A). 
defined by products (3.6) and the cyclic inner product (3.9), indeed corresponds to the desired action (3.1) or (3.2). One can also calculate the equations of motion (2.4):
With the aid of (3.6) it becomes obvious these correspond to the equations of motion of action (3.1) or (3.2):
Gauge symmetry
Moving on now to the spaces L ′ 0 and L ′ −1 , they contain gauge parameters ǫ and t, and v, respectively. The gauge variations (2.5) are:
which corresponds to the standard gauge variations of the Courant sigma model [16] :
We are left with the higher level 1 gauge transformations of parameters ǫ and t:
which, using (3.6), give:
It is perhaps worth noting that while these higher "transformations" have no meaning in classical field theory and are just algebraic, they suggest more structure which becomes relevant as we move towards quantisation and the BV-BRST formulation of the model.
Homotopy identities
One crucial element of our construction of L has been so far omitted, namely the homotopy Jacobi identities (2.1) of products (3.6) . To see what constraints these conditions place on our theory we shall calculate them explicitly now. As a reminder we state the first three identities of (2.1) again:
The products (3.6) give the following conditions for some of the first three identities: 9
In general, for arbitrary n 1 we have at most seven nontrivial homotopy identities of which only three are unique, as we show explicitly in Appendix B. These three sets of homotopy conditions for the higher products are actually all terms in the Taylor expansions of the axioms of the Courant algebroid (taking l (1)i = X i ) of which each order must hold separately. Classically, these follow from the gauge invariance of the action (3.1):
As expected, all these identities 'live' in the L ′ 3 space, the space of Noether identities of classical field theory, c.f. [30, 24] . In the worldsheet approach to non-geometric string backgrounds, these conditions were seen to originate from generalised Wess-Zumino terms giving expressions for fluxes and their Bianchi identities [19] [20] [21] [22] [23] . The 'non-geometric' here means that the string background fields defined over overlapping open neighbourhoods are patched using diffeomorphisms, and gauge and T-duality transformations. In the L ∞algebra formulation of the CSM, the expressions for the corresponding fluxes and their Bianchi identities result from higher gauge symmetries encoded in the homotopy relations. The benefit of this interpretation is that one knows how to extend the obtained classical expressions to the full BV-BRST action, as we discuss in the next section.
L ∞ for BV-BRST Courant sigma model
Moving away from our classical results and going towards quantisation one encounters the need for BRST symmetry. BRST at the most trivial level is the promotion of gauge parameters to (propagating) ghost fields. For certain gauge theories this is not enough and one must introduce more fields (often called antifields) to be able to quantise, this is the Batalin-Vilkovisky procedure. The Courant sigma model is one such theory as its gauge algebra is open (see e.g. [27] ), one could also see this from the existence of a higher gauge parameter in the classical L ∞ picture of the previous sections. In the next two sections we shall give an overview of how to discover BV-BRST within L ∞ following [24] and then use this to calculate the generalised BRST transformations and BV action for the Courant sigma model.
BV and L ∞ -algebras
To introduce the Batalin-Vilkovisky formalism into a homotopy theory we consider a cyclic L ∞ -algebra (L, µ i , · , · L ) with | · , · L | = −3. The truncation (in that the complex stops at 1) of the L ∞ -algebra to include fields and ghosts:
is the BRST complex. In terms of our classical picture of the previous section this is the field content of complex (3.3) truncated after L ′ 1 as higher spaces do not correspond to fields if one reinterprets (higher) gauge parameters as ghost fields. As is customary we will write the fields as contracted coordinate functions, 10
They are useful as one can write L ∞ -algebra objects in a basis independent form. Therefore, the L ∞ -algebra of interest is:L
10 Given a graded vector space V, coordinate functions are maps:
with degrees: |ξ α | = −|v| ≡ −|τ α |. We use the convention that the degree-shifted graded vector space V[k] has vectors of degree |v| − k, which implies the coordinate functions will then be of degree |ξ α | = −|τ α | + k.
A few slight modifications must be made for this tensor product algebra; C ∞ (L [1] ) can be understood as a differential graded commutative algebra with trivial differential thereforê µ 1 only has the second term in (2.2), and since the pairing on L itself can have a non-zero degree k = | · , · L |, ζ 1 , ζ 2 ∈ C ∞ (L[1]) will additionally graded commute with the pairing producing a second sign. The cyclic inner product thus decomposes as:
TheL degree 11 of all contracted coordinate functions of fields is then 1 (see footnote 10). Therefore we can combine all gauge fields and ghosts into a single contracted coordinate function superfield :
The action of the BRST operator Q BRST is then:
In this truncated L ∞ -algebra however, Q BRST is in general only nilpotent up to the Maurer-Cartan equation. Since this violation of nilpotency stems precisely from the truncation, by extending this complex to all homogeneous subspaces (essentially letting i ∈ Z in (4.1)) one regains Q as a homological operator again, this is the BV complex.
In the language of field theory this is simply a reformulation of the requirement for BV in open algebra gauge cases, in other words this is nothing more than the addition of socalled antifields for every physical and ghost field. We associate these antifields 12 a † and c † −k (k 0) to each gauge or ghost field. The BV superfield is then also by extension a combination of all the gauge and ghost fields, and antifields:
The curvature of a is as in any L ∞ -algebra given by:
Realising the operator Q BV simply reduces to Q BRST when a is truncated, implies Q BV is defined as in (4.3) with a the full BV superfield. This means we have the action of Q BV given by
From this it is obvious that Q BV a will contain the classical gauge variations:
11L as a tensor product space has elements with a bi-degree, the ghost number or degree in C ∞ (L BRST [1] ) and L ∞ -degree or degree in L, and as an L ∞ -algebra they have a singleL degree being the sum of its bi-degrees. 12 A dagger in superscript will always denote the corresponding antifield.
where k 0 and equations of motion:
The function S BV on F BV defined as:
is the BV extension of (2.8) called the Maurer-Cartan-Batalin-Vilkovisky action or BV action for short. For details see [24] .
Maurer-Cartan BV for the CSM
In BRST quantisation gauge parameters ǫ and t become ghost fields, however, since the gauge algebra is a reducible one the higher gauge field becomes a scalar ghost-for-ghost field: v. 13 As stated in the previous section to complete the BV formalism we extend this BRST complex with the so-called antifields corresponding to each BRST field. Following the construction of [24] we assign these fields to the three L ∞ -algebra (L, µ i ) spaces as shown in table 1 . 13 Denoted the same as the gauge parameter they originate from.
Therefore the complete BV field content is: 14
where fields with the same ghost number are collected. Additionally, these L ′ fields can also be combined into the BV superfield a: 15
ofL-degree 1. Using the properties of cyclic inner product for L ∞ -algebras (2.6) and tensored L ∞ -algebras (4.2) and the combinatorics of decomposing a just as in (3.10), the BV action (4.6) becomes: 16
14 The number in the square bracket indicates the fields' ghost degree. 15 There is a slight abuse of notation here as a, a † , c 0 , c † 0 , c −1 and c † −1 have two meanings: they are elements of L ′ as was the case in (4.7), however, in a they imply being elements of C ∞ (L ′ [1]) ⊗ L ′ as well, this is for reasons of brevity and the desired meaning should be clear from context. See also footnote 16 16 As stated in footnote 15 the explicit writing of ghost bases will be suppressed. Therefore, in all expressions in which it is not explicitly written it will be assumed µ ′ i (l ′ 1 , . . . , l ′ i ) stands for ζ 1 · · · ζ i µ ′ i (l ′ 1 , . . . , l ′ i ).
An equivalent procedure by use of (4.3) produces the following components of curvature f or BV-BRST transformations (4.5):
. . , X, v, ǫ) + 1 6 µ n+3 (X, . . . , X, ǫ, ǫ, ǫ) ,
. . , X, ǫ),
1 n! µ n+2 (X, . . . , X, t, A) + µ n+2 (X, . . . , X, F, ǫ) + + 1 2 µ n+3 (X, . . . , X, A, A, ǫ) + + µ n+3 (X, . . . , X, F † , v, A) − µ n+3 (X, . . . , X, F † , t, ǫ) + + µ n+3 (X, . . . , X, t † , v, ǫ) + 1 2 µ n+3 (X, . . . , X, A † , ǫ, ǫ) + µ n+2 (X, . . . , X, v, A † ) + + 1 2 µ n+4 (X, . . . , X, F † , A, ǫ, ǫ) − 1 12 µ n+5 (X, . . . , X, F † , F † , ǫ, ǫ, ǫ) + + 1 6 µ n+4 (X, . . . , X, t † , ǫ, ǫ, ǫ) − 1 2 µ n+4 (X, . . . , X, F † , F † , v, ǫ) ,
. . , X, F † , F † , ǫ) + µ n+2 (X, . . . , X, t † , ǫ) ,
. . , X, v † , ǫ, ǫ) + 1 2 µ n+3 (X, . . . , X, F † , F † , t) − − 1 2 µ n+4 (X, . . . , X, F † , t † , ǫ, ǫ) − µ n+3 (X, . . . , X, F † , t † , v) + + 1 12 µ n+5 (X, . . . , X, F † , F † , F † , ǫ, ǫ) − 1 2 µ n+4 (X, . . . , X, F † , F † , A, ǫ) ,
Introducing our selection for the higher products (3.6) and inner product (3.9), and then resumming the Taylor expansions produces the full BV action (as obtained by the AKSZ procedure in [14] ). The explicit results are given in Appendix C.
So far, we have constructed the cyclic L ∞ -algebra underlying the CSM, and obtained, by tensoring it with the de Rham complex, the dynamics of the model -the action, equations of motion and gauge transformations. Finally, since the CSM has an open gauge algebra we proceeded to finalise the theory with its BV description obtained in the framework of L ∞ -algebras by introducing a third algebra which includes the ghost degrees. Using this framework enabled us to obtain the exact BV-BRST transformations of both fields and antifields in our theory (physical and ghost). In the next section we would like to relate this L ∞ -algebra corresponding to the Courant sigma model with the 2-term L ∞ -algebra for a Courant algebroid in Ref. [13] .
L ∞ -morphisms
Roytenberg has shown [14] that given the data of a Courant algebroid one can uniquely construct the corresponding Courant sigma model. Moreover, Roytenberg and Weinstein showed [13] that a Courant algebroid can be described as 2-term L ∞ -algebra. This naturally raises the question of the relation between the L ∞ -algebra we constructed for the CSM and the one defined in Ref. [13] . We first recall the definition of L ∞ -morphisms. A morphism between two L ∞ -algebras (L,μ i ) and (L, µ i ) is a collection of homogeneous maps φ i :L × . . .×L → L of degree 1−i for i ∈ N which are multilinear and totally graded anti-symmetric and obey:
where χ(σ; l 1 , . . . , l i ) is the graded Koszul sign and ζ(σ; l 1 , . . . , l i ) for a (k 1 , . . . , k j.1 ; i)-shuffle σ is given by 
L ∞ -algebra for a Courant algebroid
We start from a Courant algebroid as an L ∞ -algebra of [13] concentrated in two spaces: . Explicit expressions will be given in next subsections when we construct the morphisms. In the definition of a Courant algebroid (see e.g. [13] ) these structures satisfy certain compatibility conditions which are in the L ∞ formulation given by homotopy relations.
To make the connection with our sigma model algebra (3.4) and (3.6), we must extend 18 the chain complex of this algebra by an additional space of degree 1, L 1 = T p M:
where,μ
is the mapρ : E → T M and p ∈ M is a point on manifold M. We will denote elements of L 1 by h ∈ T p M. Calculation of the homotopy identities (2.1) (for details see Appendix D) provides the minimal extension to the higher products (5.2) necessary to make (5.3) an L ∞ -algebra:μ
where the basis of T p M is the one induced by coordinates x i of a coordinate patch U ⊂ M that contains point p such that x i (p) = 0. It is important to note that this extended algebra also corresponds to the Courant algebroid as did the original L 2 formulation since no new properties, other than the Courant algebroid axioms, were needed.
L ∞ -morphism from CA to CSM
Now, we shall construct the morphism φ to our CSM algebra in a pointwise fashion i.e. φ :L × · · ·L → L X(σ)=p for σ ∈ Σ 3 , since the Courant sigma model is only locally defined. We begin analogously to the extension procedure of the previous paragraph given explicitly in Appendix D. The construction will follow orders of i in (5.1).
i = 1
To begin, we start by the lowest order of (5.1) which encompasses two non-trivial conditions:
By use of the first equation in (3.6) and (5.4) the first relation gives:
whereas the second equation in (3.6) and (5.2) produce:
These two relations imply φ 1 to be:
where we used Df, e = 1 2 ρ(e)f and
In this case we have four non-trivial morphism conditions. The first is (l 1 , l 2 ) = (e 1 , e 2 ): −φ 2 (μ 1 (e 1 ), e 2 ) + φ 2 (μ(e 2 ), e 1 ) + φ 1 (μ 2 (e 1 , e 2 )) = µ 1 (φ 2 (e 1 , e 2 )) + µ 2 (φ 1 (e 1 ), φ 1 (e 2 )) −φ 2 (ρ(e 1 ) p , e 2 ) I + φ 2 (ρ(e 2 ) p , e 1 ) I + X * ([e 1 , e 2 ] C ) I p = −η IJ ρ i J φ 2 (e 1 , e 2 ) i + + η IJ T JKL (X * e 1 p ) K (X * e 2 p ) L .
By comparison with the Courant bracket:
we fix two φ 2 maps: The second condition corresponding to (l 1 , l 2 ) = (e, f ) is:
from which we read off:
For the third combination of elements we take (l 1 , l 2 ) = (e, h):
that allows us to set:
The final relation with (l 1 , l 2 ) = (f, h):
is just a consistency check.
Out of the five non-trivial conditions that exist for i 3 we begin with the combination (l 1 , l 2 , l 3 ) = (e 1 , e 2 , e 3 ):
, φ 2 (e 1 , e 2 )) + cyclic. This condition implies:
The next combination of elements (l 1 , l 2 , l 3 ) = (e 1 , e 2 , h) gives:
Expanding this expression and plugging in the previously set definitions for φ one can consistently set:
The third possibility is for (l 1 , l 2 , l 3 ) = (h, f, e):
Analogously to the previous cases, here we can set:
There are two more combinations of elements with non-trivial conditions: (l 1 , l 2 , l 3 ) = (h 1 , h 2 , e) and (l 1 , l 2 , l 3 ) = (f, h 1 , h 2 ), however, these are simply consistency checks that all other φ 3 can be set to vanish. We state them for completeness:
Since the i = 3 case already gives the most general morphism conditions we make the ansatz for the four possible non-vanishing φ i mappings as follows:
First of the five non-trivial conditions corresponds to the choice (l 1 , . . . , l i ) = (h 1 , . . . , h i−1 , f ):
which is automatically satisfied by use of the ansatz. 19 Next is the combination (l 1 , . . . , l i ) = (h 1 , . . . , h i−1 , e):
that is also automatically satisfied. The third case is (l 1 , . . . , l i ) = (h 1 , . . . , h i−2 , f, e): which is obviously satisfied after one resums. The fourth possibility is (l 1 , . . . , l i ) = (h 1 , . . . , h i−2 , e 1 , e 2 ): . . . , h n−1 , e 1 ), h n , . . . , h i−2 , e 2 ) +
. . , h i−2 , e 1 , e 2 )) + perm. 19 Here "perm." will indicate all possible unshuffles of h 1 , . . . , h i−1 . This is satisfied by definition of the Courant bracket (5.9). Finally, the last condition for (l 1 , . . . , l i ) = (h 1 , . . . , h i−3 , e 1 , e 2 , e 3 ) is: 
where "cycl." indicates all cycles of e 1 , e 2 , e 3 . This is satisfied by virtue of cyclicity and the properties of a Courant algebroid as in the i = 3 case.
As is expected all five conditions are after resumming simply all the Taylor expansion terms as implied by their lowest orders i.e. l = f , l = e, (l 1 , l 2 ) = (e, f ), (l 1 , l 2 ) = (e 1 , e 2 ) and (l 1 , l 2 , l 3 ) = (e 1 , e 2 , e 3 ).
Thus we have shown how to construct the Courant sigma model starting from the structures of a Courant algebroid encoded in a 2-term L ∞ -algebra. One has to extend the pure gauge structure of the 2-term L ∞ -algebra of a CA defined in Ref. [13] to include field dependence. The morphism we constructed produces all brackets defining the CSM L ∞ -algebra and thus the Maurer-Cartan equations. However, the MC action requires an additional input and can be constructed only if one can define a consistent bilinear pairing rendering the CSM L ∞ -algebra cyclic.
A Conventions
We provide a short dictionary between conventions of [3] and [13] , and [24] that we use. The first difference is that degrees are inverted as shown in table 2 where by • we indicate the conventions of [3] and [13] . The second, and much more important, difference is in the homotopy relation that states:
j+k=i σ χ(σ; l 1 , . . . , l i )(−1) kj • µ k+1 ( • µ j (l σ(1) , . . . , l σ(j) ), l σ(j+1) , . . . , l σ(i) ) = 0, notice the kj in the exponent of −1 as opposed to just k in (2.1). The relation to our convention (other than degree inversion) is given by an additional sign:
this sign compensates the difference between the homotopy relations (up to an overall sign dependant on i that goes away since the right-hand side is zero). However, as the sign of µ changes so will the expressions for the Maurer-Cartan equation (2.4), homotopy action (2.8): . . . , a) , and others, precisely as stated in [3] .
B Homotopy identities of CSM algebra
In section 3.3 we calculated some of the homotopy identities for n = 1, 2, 3. Here we provide the calculation of all homotopy relations for arbitrary n. As was stated, there are seven possible combinations of elements that produce nontrivial identities. Each possibility is calculated below.
• (l 1 , . . . , l n ) = (l (1)1 , . . . , l (1)n−1 , l (−1) ) µ 1 (µ n (l (1)1 , . . . , l (1)n−1 , l (−1) )) = µ 2 (µ n−1 (µ n (l (1)1 , . . . , l (1)n−2 , l (−1) )), l (1)n−1 ) + · · · + + (−1) k+1 µ k+1 (µ n−k (µ n (l (1)1 , . . . , l (1)n−k−1 , l (−1) )), l (1)n−k , . . . , l (1)n−1 ) + + perm. + · · · − l i 1 (1)1 · · · l i n−1
Here "perm." denotes all possible permutations of l (1)1 , . . . , l (1)n−1 that are ordered as required by (2.1). All such permutations will have positive sign because the Koszul sign will exactly compensate the permutation sign since all objects are either of degree 1 or −1.
• (l 1 , . . . , l n ) = (l (1)1 , . . . , l (1)n−2 , l (−1)1 , l (−1)2 ) 0 = µ 2 (µ n−1 (µ n (l (1)1 , . . . , l (1)n−2 , l (−1)1 )), l (−1)2 ) + · · · + + (−1) k+1 µ k+1 (µ n−k (µ n (l (1)1 , . . . , l (1)n−k−1 , l (−1)1 )), l (1)n−k , . . . , l (1)n−2 , l (−1)2 ) + + perm. + · · ·
In this case "perm." indicates all possible unshuffles of l (1)1 , . . . , l (1)n−2 and also terms with l (−1)1 and l (−1)2 swapped. The sign of all terms will be the same for the same reason as above.
• (l 1 , . . . , l n ) = (l (1)1 , . . . , l (1)n−2 , l (0)1 , l (0)2 ) µ 1 (µ n (l (1)1 , . . . , l (1)n−2 , l (0)1 , l (0)2 )) = µ 2 (µ n−1 (l (1)1 , . . . , l (1)n−2 , l (0)1 ), l (0)2 ) − − l (0)1 ↔ l (0)2 + + µ 2 (µ n−1 (l (1)1 , . . . , l (1)n−3 , l (0)1 , l (0)2 ), l (1)n−2 ) + · · · + + (−1) k+1 µ k+1 (µ n−k (l (1)1 , . . . , l (1)n−k−2 , l (0)1 , l (0)2 ), l (1)n−k−1 , . . . , l (1)n−2 ) + + µ k+1 (µ n−k (l (1)1 , . . . , l (1)n−k−1 , l (0)1 ), l (1)n−k , . . . , l (1)n−2 , l (0)2 ) − l (0)1 ↔ l (0)2 + + perm. + · · ·
As above "perm." indicates all possible unshuffles of l (1)1 , . . . , l (1)n−2 . Swapping l (0)1 and l (0)2 produces a sign since the Koszul sign is + but the parity of the permutation will be flipped, this introduces the antisymmetrisation in the final relation.
• (l 1 , . . . , l n ) = (l (1)1 , . . . , l (1)n−2 , l (0) , l (−1) ) µ 1 (µ n (l (1)1 , . . . , l (1)n−2 , l (0) , l (−1) )) = µ 2 (µ n−1 (l (1)1 , . . . , l (1)n−2 , l (0) ), l (−1) ) − − µ 2 (µ n−1 (l (1)1 , . . . , l (1)n−2 , l (−1) ), l (0) ) − − µ 2 (µ n−1 (l (1)1 , . . . , l (1)n−3 , l (0) , l (−1) ), l (1)n−2 ) + · · · + + µ k+1 (µ n−k (l (1)1 , . . . , l (1)n−k−1 , l (0) ), l (1)n−k , . . . , l (1)n−2 , l (−1) ) +
As above.
• (l 1 , . . . , l n ) = (l (1)1 , . . . , l (1)n−3 , l (0)1 , l (0)2 , l (0)3 )
For reasons above, the graded Koszul sign induces the antisymmetrisation of l (0)1 , l (0)2 , l (0)3 .
• (l 1 , . . . , l n ) = (l (1)1 , . . . , l (1)n−3 , l (0)1 , l (0)2 , l (−1) ) 0 = −µ k+1 (µ n−k (l (1)1 , . . . , l (1)n−k−1 , l (0)1 ), l (1)n−k , . . . , l (1)n−3 , l (0)2 , l (−1) ) +
• (l 1 , . . . , l n ) = (l (1)1 , . . . , l (1)n−4 , l (0)1 , l (0)2 , l (0)3 , l (0)4 ) 0 = · · · + µ k+1 (µ n−k (l (1)1 , . . . , l (1)n−k−1 , l (0)1 ), l (1)n−k , . . . , l (1)n−4 , l (0)2 , l (0)3 , l (0)4 ) + + (−1) k+1 µ k+1 (µ n−k (l (1)1 , . . . , l (1)n−k−2 , l (0)1 , l (0)2 ), l (1)n−k−1 , . . . , l (1)n−4 , l (0)3 , l (0)4 ) + + µ k+1 (µ n−k (l (1)1 , . . . , l (1)n−k−3 , l (0)1 , l (0)2 , l (0)3 ), l (1)n−k−2 , . . . , l (1)n−4 , l (0)4 ) + + perm. + · · ·
(1)n−4 ∂ j ∂ i n−k · · · ∂ i n−4 ∂ i T BCD − and generalised BRST transformations for each field and antifield: 
D Homotopy identities of extended CA algebra
Homotopy relations (2.1) imply the possible choices for the higher products i.e. restrict us in which can be set to vanish. In this section we will make the calculation forL 1 = T M of which the restriction to T p M, as in section 5.1, is a special case. Therefore we have the following for i = 1, 2, 3, 4 and i 4.
• i = 1 There is only one non-trivial homotopy relation:
µ 1μ1 (f ) =ρ • D(f ) = 0, which is satisfied by the axioms of the Courant algebroid.
• i = 2 Of the four non-trivial relations, three will be modified by the existence of L 1 . Choices (l 1 , l 2 ) = (e, f ), (h, f ), (e 1 , e 2 ) produce the following conditions respectively: µ 2 (ρ(e), f ) = 0, µ 2 (Df, h) = 0, µ 2 (ρ(e 1 ), e 2 ) −μ 2 (ρ(e 2 ), e 1 ) = [ρ(e 1 ),ρ(e 2 )].
The first enables us to setμ 2 (h, f ) = 0, whereas from the second and third relation it is obviousμ 2 (h, e) cannot vanish and one can chooseμ 2 (h, e) i = h j∂ jρ (e) i .
• i = 3 In this case there are six combinations of elements that produce nontrivial homotopy relations, of which five are modified by the extension:
(h, f 1 , f 2 ), (h, e, f ), (e 1 , e 2 , e 3 ), (h 1 , h 2 , f ) and (h, e 1 , e 2 ). These combinations respectively produce the constraints: µ 3 (Df 1 , h, f 2 ) +μ 3 (Df 2 , h, f 1 ) = 0, µ 3 (ρ(e), h, f ) +μ 3 (Df, h, f ) = 0, µ 3 (ρ(e 1 ), e 2 , e 3 ) + cyclic = 0, ρ(μ 3 (h 1 , h 2 , f )) +μ 3 (Df, h 1 , h 2 ) = 0, µ 3 (ρ(e 1 ), e 2 , h) i + h jρ (e 1 ) k∂ j∂kρ (e 2 ) i − e 1 ↔ e 2 = −ρ(μ 3 (h, e 1 , e 2 )) i .
The minimal extension implied by these constraints is to set allμ 3 products involving h to zero exceptμ 3 (h 1 , h 2 , e) i = h j 1 h k 2∂ j∂kρ (e) i .
Degree counting tells us that for i 4 there are always exactly 7 non-trivial homotopy conditions, additionally, all of them are modified by the extension and must be calculated.
The combinations are: (h 1 , h 2 , f 1 , f 2 ), (h, e 1 , e 1 , f ), (e 1 , e 2 , e 3 , e 4 ), (h 1 , h 2 , e, f ), (h, e 1 , e 2 , e 3 ), (h 1 , h 2 , h 3 , f ) and (h 1 , h 2 , e 1 , e 2 ). In order, each combination produces the following conditions: µ 4 (Df 1 , h 1 , h 2 , f 2 ) +μ 4 (Df 2 , h 1 , h 2 , f 1 ) = 0, µ 4 (ρ(e 1 ), h, e 2 , f ) −μ 4 (ρ(e 2 ), h, e 1 , f ) −μ 4 (Df, h, e 1 , e 2 ) = 0, µ 4 (ρ(e [1 ), e 2] , e 3 , e 4 ) +μ 4 (ρ(e [3 ), e 4] , e 1 , e 2 ) = 0, Dμ 4 (h 1 , h 2 , e, f ) −μ 4 (ρ(e), h 1 , h 2 , f ) +μ 4 (Df, h 1 , h 2 , e) = 0, µ 4 (ρ(e 1 ), e 2 , e 3 , h) + cyclic = Dμ 4 (e 1 , e 2 , e 3 , h), ρ(μ 4 (h 1 , h 2 , h 3 , f )) −μ 4 (Df, h 1 , h 2 , h 3 ) = 0, µ 4 (ρ(e 1 ), e 2 , h 1 , h 2 ) i + h j 1 h k 2ρ (e 2 ) l∂ j∂k∂lρ (e 1 ) i − e 1 ↔ e 2 =ρ(μ 4 (e 1 , e 2 , h 1 , h 2 )) i .
These constraints allow the minimal extension of non-vanishing products to be just one:μ 4 (h 1 , h 2 , h 3 , e) i = h j 1 h k 2 h l 3∂ j∂k∂lρ (e) i . • i 4
Since for i greater than four there are no new types of homotopy relations, since the combinations of elements from i = 4 that produce non-trivial homotopy identities all simply gain the appropriate number of h elements. Therefore, the structures of the corresponding conditions placed uponμ i will be no different from the case of i = 4. For that reason we make the assumption that all higher products vanish exceptμ i (h 1 , . . . , h i−1 , e) since it could not be made to vanish in lower cases. To be consistent with our choice forμ 4 we make the ansatz:
µ i (h 1 , . . . , h i−1 , e) j = h j 1 1 · · · h j i i−1∂ j 1 · · ·∂ j iρ (e) j .
The consequence of this assumption is that only two homotopy identities will be non-trivial, those corresponding to combinations: (h 1 , . . . , h i−1 , f ) and (h 1 , . . . , h i−2 , e 1 , e 2 ). The first is directly satisfied by the axioms of a Courant algebroid:μ i (h 1 , . . . , h i−1 , Df ) = 0. The second is just the higher derivative analogue to the final condition in the i = 4 case: 0 = −μ 2 (μ i−1 (h 1 , . . . , h i−2 , e 1 ), e 2 ) +μ 2 (μ i−1 (h 1 , . . . , h i−2 , e 2 ), e 1 ) − − · · · − −μ n (μ i−n+1 (h 1 , . . . , h i−n , e 1 ), h i−n+1 , . . . , h i−2 , e 2 ) − perm. + +μ n (μ i−n+1 (h 1 , . . . , h i−n , e 2 ), h i−n+1 , . . . , h i−2 , e 1 ) + perm. − − · · · − −μ i−1 (μ 2 (h 1 , e 1 ), h 2 , . . . , h i−2 , e 2 ) − perm. + +μ i−1 (μ 2 (h 1 , e 2 ), h 2 , . . . , h i−2 , e 1 ) + perm. + + (−1) iμ i−1 (μ 2 (e 1 , e 2 ), h 1 , . . . , h i−2 ) − −μ i (μ 1 (e 1 ), h 1 , . . . , h i−2 , e 2 ) +μ i (μ 1 (e 2 ), h 1 , . . . , h i−2 , e 1 ), which is directly satisfied by use of the ansatz and Leibniz rule of the differential operator∂ i 1 · · ·∂ in .
