By the term semigroup we shall mean a system consisting of a class 2 of elements, a, b, c, ■ ■ -in which there is defined an associative binary operation: a(bc) = (ab)c. An ideal of S is a subset 5 of S such that if a is in S and b is in 5, then both products ab and ba are in 5. Rees(1) defines the difference semigroup 7* = 2 -S to be essentially that obtained by collapsing 5 into a single zero element 0, while the remaining elements of 2 retain their identity. Thus the 7"-product of two nonzero elements is defined to be 0 if their 2-product lies in 5, and otherwise to be the same as defined in 2(2). As in the Schreier theory of group extensions, let us consider the problem of constructing, for given semigroup 5 and given semigroup T with zero, every possible semigroup 2 containing 5 as an ideal, such that 2 -5 is isomorphic with T.
Such a 2 will be called an extension of 5 by T.
If 5 has a two-sided identity element, every extension of 5 by T can be obtained by means of a "ramified homomorphism" of T into 5 (Theorem 2). If 5 satisfies the mild "Condition A," stated in §1, every extension of 5 by T can be obtained by means of a pair of "linked" ramified homomorphisms of T into the semigroups of left and right translations of 5 (Theorem 3). Condition A is satisfied if 5 is what Rees (loc. cit. p. 393) calls a completely simple semigroup without zero. This case is of interest because 5 is then the "Suschkewitsch kernel" of 2, originally described by Suschkewitsch(3) for finite semigroups, shown by Rees (loc. cit. p. 392) to be the intersection of all the ideals of 2, and further studied by Schwarz(4) and the author(8). In a previous paper(6) the author gave an extension theorem for such an 5 by a semigroup T having no divisors of zero. Theorem 5 below extends this to arbitrary T.
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The definition of difference semigroup is on p. 389, (2) For the analogue of this definition in ring theory, let 2 be the set of basis elements of an algebra over some field. Then the elements of 5 constitute a basis of an invariant subalgebra. The elements of 2 not in S form a basis of the difference algebra, and multiply therein as described above. Math. vol. 42 (1941) pp. 1037-1049. The reference is to Theorem 4 on p. 1047. This paper will be referred to as "Rel.
Inv."
1. Notation and preliminary considerations.
In the sequel, the semigroup 5 will sometimes be subject to one of the following conditions. Every completely simple semigroup 5 satisfies Condition B (and hence also A). For one of the defining conditions thereof (Rees, loc. cit. p. 393, condition (ii)) is simply (B) with the added requirement that u and v be idempotent.
To save repetition, we shall adhere throughout the paper to the following notation. 5 will denote any semigroup, possibly satisfying Condition A or B, and in §5 it will be a completely simple semigroup without zero. F will denote any semigroup with zero element 0, having no elements in common with 5. F* will denote the set of nonzero elements of T. Except in §5, the small letters a, b, c, e, s, t, u, v will always denote elements of 5. The capitals A, B, C will always denote elements of T*, even in §5. Expressions like "for all A, B in F* and all s in 5" will be omitted unless necessary for emphasis.
2 will denote the class sum of 5 and F*. The construction of an extension of 5 by F requires firstly the definition of a binary operation o in S subject to the conditions (P 1-4) : If S has a two-sided identity element, then every extension of S by T is found in this fashion.
Proof. The proof of the first half of the theorem is simply a routine verification of the associative law, so we shall give only the most troublesome case T*T*T*. If ABC = 0, then
In all four subcases, associativity follows from that in 5. Proceeding to the converse, let e be the identity element of 5. From (P 2-4) and associativity in 2(o) we have If c is a fixed element of 5, the mapping s->cs will be called the special left translation induced by c, and will be denoted by Xc. If 5 has a left identity element e then every left translation of 5 is special, for \s=\(es) =(ke)s = cs with c=\e.
If Xi and X2 are left translations of 5, so also is their product XiX2. For (XiX,)(sO = \x(\2(st)) = Xi((X2i)0 = (\i(\is))t = ((XxX2)s)i.
The identity mapping s->s is clearly a left translation. Thus the set A of all left translations of a semigroup 5 is a semigroup with two-sided identity element. Since X0X& =X0¡, the subset Ao of all special left translations is a subsemigroup of A, and the mapping a->Xa is a homomorphism of 5 onto A0. (Since XXa =Xxa, Ao is in fact a left ideal of A.) If 5 has a two-sided identity element, then A=Ao^5.
Similarly the set P of all right translations of 5 is a semigroup containing the subsemigroup (in fact right ideal) P0 of special right translations pe: s-*spc = sc (c fixed in 5), and c^>pc is a homomorphism of 5 onto Po. A product XiX2 of left translations means first X2, then Xi, while a product pip2 of right translations means first pi, then p2. This will not lead to confusion since we shall avoid writing a product Xp. Incidentally, it is not always true that every left translation commutes with every right translation, but it is true at least in the following two cases: (1) S2 = S; (2) S satisfies Condition A, every left translation of 5 is linked with some right translation of 5, and vice-versa. We say that X and p are linked if s(\t) = (sp)t for all s.tES.
The following lemma will be used only for the more or less incidental (a; i, K)P(b;j, X) = (apKib; i, X).
Let G be G* with a zero adjoined. Then we may think of (a; i, k) as a matrix with a in the ith row and Kth column, and zeros elsewhere. The above product law is then the usual matrix product, but with a constant "sandwich" matrix P.
We shall make the following changes in the notation used in §4 of Rel. Inv.
5 will be replaced by 2, Sa by T*, Sß by 5, G by G*, and product in 2 will be denoted by o. As in Rel. Inv., we shall assume that P is normalized: pKi = pu = e for all iEJ, kEK, e being the identity element of G*. (Q3) (a;i,K)oA = (apK,Ai-A<j>;i,icA).
(Q 4) (a; i, k) o (b; j, X) = (apKJb; i, X).
Conversely, if we are given mappings i^>Ai, k->kA, A^>A<f> as described in
(1), (2), (3), and define product o in the class sum 2 of S and T* by (Q 1-4), then 2(o) is an extension of S by T.
Proof. All equations in §4 of Rel. Inv. remain valid so long as we assume that the product of two elements of T* occurring therein are not equal to 0. Hence the first part of equations (5.1) and (5.2) are already established by (4.3). Likewise (5.3) is just (4.7), while (5.4) is just (4.8) with the restriction that AB^O. (Q2) and (Q 3) are the same as (4.9) and (4.10). Hence all we need to show is the second parts of (5.1), (5.2), and (Q 1).
By a double application of (Q 2) we have
Let the ramification set determined by 2(o) be Equating the /-component of this and (5.5) we obtain the second part of (5.1); the proof of (5.2) is dual. Equating the G*-component, setting » = 1, and using the normalization of P, we obtain Theorem 5 has been proved without using the notion of a translation of 5. In spite of this, it may be of some interest to determine the translations of 5, and to phrase Theorem 3 accordingly.
We shall say that a JXJ matrix L over G is column-restricted if in each column of L there is exactly one nonzero element of G. If we multiply an element of 5 on the left by L we see that the product lies in 5. From associativity for matrices, this yields a left translation of 5. But the converse of this is contained implicitly in equation ( Consequently, by Theorem 2 applied to 5', to any 2(o) corresponds an extension 2'(o) of 5' by F containing 2(o). Since 5' contains a two-sided identity element, every extension of 5' is obtained this way, by Theorem 2. Thus, to construct all extensions 2 of 5 by F, we may construct all extensions 2' of 5' by F by finding all ramified homomorphisms of F into 5' (at least one always exists) and then examine these to see which ones have the property that lBES = S¿) whenever 42? =0 in F.
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