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Abstract
We construct a normal form for the walled Brauer algebra, together with the re-
duction algorithm. We apply normal form to calculate the numbers of monomials
in generators with minimal length. We further utilize normal form to give explicit
expressions for a generating set and annihilator ideal of a particular cyclic vector in
a cell module.
1 Introduction
The first studies of the walled Brauer algebra Br,s(δ), see [T, K, BCHLLS], were motivated
by interest in a version of the Schur-Weyl duality for the group GLδ(C). If δ ∈ N, the
duality relates mutually commuting actions of Br,s(δ) and GLδ(C) on the mixed tensor
product V ⊗r ⊗ (V ∗)⊗s of the natural representation and its dual for GLδ(C).
1
The walled Brauer algebra Br,s(δ) is an associative unital (r+ s)!-dimensional algebra
1
defined for all δ ∈ C. It is generated by elements si, i = 1, . . . , r+s−1, with the following
defining relations (see, e.g., [BS, JK])
s2i = 1, i 6= r, (1.1)
s2r = δsr, (1.2)
sisi+1si = si+1sisi+1, i, i+ 1 6= r, (1.3)
sisj = sjsi if |i− j| > 1, (1.4)
srsr±1sr = sr, (1.5)
srsr+1sr−1srsr−1 = srsr+1sr−1srsr+1, (1.6)
sr−1srsr+1sr−1sr = sr+1srsr+1sr−1sr. (1.7)
Note that the elements si with 1 6 i < r (respectively, r < i < r + s) generate the
symmetric group algebra CSr (respectively, CSs). The algebra Br,s (δ) contains Br,0 (δ)
∼=
CSr and B0,s (δ)
∼= CSs as commuting subalgebras, together generating C [Sr ×Ss].
In the present paper we construct a normal form Br,s for Br,s (δ) – a set of basis
monomials (words) in generators si. To construct the set Br,s we introduce an ‘ordered’
modification of the so-called Bergman’s diamond lemma [B], namely, we present a set of
rules which, being applied in a certain order, allows to reduce any monomial in generators
to an element from Br,s.
The normal form Br,s possesses a number of useful properties. The normal form has
the following factorized form
Br,s =
min(r,s)⋃
f=0
B(f)r,s , where B
(f)
r,s = S
L
rD
(f)
r,sS
R
s . (1.8)
Here SLr and S
R
s are normal forms for the symmetric groups, while the set D
(f)
r,s contains
f times the noninvertible generator sr, see details in Section 2.
The normal form (1.8) agrees with the natural embeddings Ap,q ⊂ Br,s (δ), where Ap,q
is generated by the subset sp+1, . . . , sr+s−1−q of generators. Each Ap,q itself is a walled
Brauer algebra and our normal form for the Ap,q is obtained by leaving in Br,s only
monomials built from generators of a corresponding subset. Note that the particular chain
1According to [NV]: “The history of the definition of this algebra is as follows. Turaev [T] was the
first to define it by a presentation; he also pointed out to the second author that it is (r+ s)!-dimensional
and resembles the group algebra of the symmetric group. The walled Brauer algebra was independently
defined in [K]”.
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B1,0 (δ) ⊂ B2,0 (δ) ⊂ . . . ⊂ Br,0 (δ) ⊂ Br,1 (δ) ⊂ . . . ⊂ Br,s (δ) of the above embeddings is
important in the representation theory of the walled Brauer algebra [CDDM, JK, BO].
Factorized structure of (1.8) will be utilized to find the generating function for the
numbers νℓ of independent words with a given minimal length ℓ (Lemma 2.3):
Fr,s (q) =
∑
ℓ
νℓ q
ℓ = (r + s)q!, (1.9)
where (n)q := 1 + q + . . . + q
n−1 and (n)q! := (1)q · . . . · (n)q. Remarkably, the result
coincides with the analogous generating function for the symmetric group Sr+s.
Representation theory of the walled Brauer algebra is well understood. In [CDDM] it
was shown that cell modules arising from a certain cellular algebra structure on Br,s(δ) are
labeled by pairs of Young diagrams λf = (λ
L
f , λ
R
f ) such that r− |λ
L
f | = s− |λ
R
f | = f . The
basis of the module Cr,s(λf) was given in terms of the so-called partial one-row diagrams,
see Section 3.2. The semisimplicity criterion for Br,s (δ) was given in [CDDM]. In this
paper we always assume that δ is generic, that is, the walled Brauer algebra is semisimple.
In the present paper we describe the cell modules in terms of left ideals in Br,s (δ).
Namely we calculate the annihilator ideal of a particular vector vf ∈ Cr,s(λf) in a module.
We construct a basis of the annihilator ideal of a vector vf using the normal form (1.8)
and give a constructive proof of the following Theorem.
Theorem 1.1 Fix a Br,s (δ)-module Cr,s(λf). Let Af and Xf be the sets given in lemmas
3.1 and 3.2. Then the union Af ∪Xf is a basis of the algebra Br,s (δ).
It appears that the normal form (1.8) is also appropriate for the q-deformed algebra
qBr,s (δ, q). In [KM] the basis of qBr,s (δ, q) analogous to (1.8) was introduced for a specific
value of δ and generalized to all values in [H].
The paper is organized as follows. In Section 2 we recall the definition of the walled
Brauer algebra and construct the normal formBr,s. In Section 3 we recall the construction
of the basis of the module in terms of the partial one-row diagrams. There we also construct
the annihilator ideal for a given module, thus giving a constructive proof for the Theorem
1.1. Some explicit calculations and details are postponed to the Appendix.
2 Normal form for the walled Brauer algebra
Monomials in generators si, 1 6 i < r + s, whose lengths cannot be reduced by any
composition of relations (1.1)-(1.7) will be referred to as minimal words. It may happen
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that an element of the algebra Br,s (δ) can be represented by several monomials of the
same length in view of relations (1.3), (1.4), (1.6), (1.7) which do not affect monomial
lengths.
In this Section we shall consider bases of the algebra Br,s (δ) consisting of elements
which can be represented by minimal words. By a normal form for the algebra Br,s (δ) we
mean a basis of Br,s (δ) and a unique choice of a word representing each basis element.
To construct a normal form we make use of Bergman’s diamond lemma [B]. Let B̂r,s
denote the monoid freely generated by elements sˆi, 1 6 i < r + s. Let also B̂r,s〈δˆ〉 denote
the monoid freely generated by elements sˆi, 1 6 i < r + s, and a central element δˆ. For a
subset E of B̂r,s we denote by E〈δˆ〉 the subset of B̂r,s〈δˆ〉 consisting of words δˆ
je for e ∈ E
and j = 0, 1, 2, . . .
We propose a reduction system R, a set of words Br,s ⊂ B̂r,s and an algorithm ϕR :
B̂r,s〈δˆ〉 → Br,s〈δˆ〉 transforming any given monomial to a particular reduced form. We
show that the image of Br,s under the natural map
CB̂r,s〈δˆ〉 → Br,s (δ) , sˆi 7→ si, δˆ 7→ δ , (2.10)
forms a basis of the algebra Br,s (δ).
Reduction system R is constituted by ordered pairs ρ = (wρ,w
′
ρ) of monomials wρ ∈
B̂r,s, wρ 6= 1, and w′ρ ∈ Br,s〈δˆ〉; such a pair is written as wρ → w
′
ρ and understood as
the substitution instruction, or reduction: the instruction, applied to a word e, chooses a
subword, equal to the lhs and replaces it by the rhs. A monomial is called irreducible if
no reduction can be applied to it.
Reductions can be subject to ambiguities meaning that more than one instruction from
R can be applicable to a given monomial. All ambiguities are analyzed in terms of the
following two elementary ones [B]. If v1v2 = wρ and v2v3 = wτ , where v1, v2, v3 6= 1, for
some ρ, τ ∈ R one faces an alternative of transforming v1v2v3 either into w′ρv3 or into
v1w
′
τ . This is called an overlap ambiguity of R. If v2 = wρ and v1v2v3 = wτ , where v1 6= 1
or v3 6= 1, one can transform v1v2v3 either into v1w′ρv3 or into w
′
τ . This is referred to as
inclusion ambiguity. An ambiguity ofR is said to be resolvable when there exist reductions
ϕ1, ϕ2 such that ϕ1(w
′
ρv3) = ϕ2(v1w
′
τ ) in case of an overlap and ϕ1(v1w
′
ρv2) = ϕ2(w
′
τ ) in
case of an inclusion.
For generators sˆi, 1 6 i < r+s, denote the word sˆpsˆp−1 . . . sˆq ∈ B̂r,s (1 6 q 6 p < r+s)
by [p, q], and set [q − 1, q] = 1 by definition.
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Proposition 2.1 Let R be the following reduction system
sˆ2i → 1, i 6= r, (2.11)
sˆj sˆi → sˆisˆj , j − i > 1, (2.12)
sˆi+1sˆi . . . sˆi−j sˆi+1 → sˆisˆi+1sˆi . . . sˆi−j, i < r − 1, 0 6 j < i, (2.13)
sˆisˆi+j . . . sˆi+1sˆi → sˆi+j . . . sˆi+1sˆisˆi+1, i > r, 1 6 j < r + s− i, (2.14)
sˆ2r → δˆsˆr, (2.15)
sˆrsˆr−1 . . . sˆr−isˆr → sˆr−2 . . . sˆr−isˆr, 1 6 i < r, (2.16)
sˆrsˆr+i . . . sˆr+1sˆr → sˆrsˆr+i . . . sˆr+2, 1 6 i < s, (2.17)
[r + j, r − i][r + j, r]→ sˆr−1[r + j − 1, r − i][r + j, r], 1 6 i < r, 1 6 j < s, (2.18)
[r, r − i][r + j, r − i]→ [r, r − i][r + j, r − i+ 1]sˆr+1, 1 6 i < r, 1 6 j < s. (2.19)
Then
(i) All ambiguities of R are resolvable.
(ii) The factor-algebra of the monoid algebra CB̂r,s〈δˆ〉 by the ideal generated by the elements
wρ−w′ρ, for ρ ranging through the set of instructions, and δˆ−δ, is isomorphic to the walled
Brauer algebra Br,s (δ).
Proof. (i) We start by turning defining relations for Br,s (δ) (1.1)-(1.7) into the following
set R0 of instructions
sˆ2i → 1, i 6= r,
sˆj sˆi → sˆisˆj , j − i > 1,
sˆi+1sˆisˆi+1 → sˆisˆi+1sˆi, i < r − 1,
sˆisˆi+1sˆi → sˆi+1sˆisˆi+1, i > r,
sˆ2r → δˆsˆr,
sˆrsˆr±1sˆr → sˆr,
sˆr+1sˆrsˆr−1sˆr+1sˆr → sˆr−1sˆrsˆr−1sˆr+1sˆr,
sˆrsˆr−1sˆr+1sˆrsˆr−1 → sˆrsˆr−1sˆr+1sˆrsˆr+1,
which is a subset R0 ⊂ R. It is straightforward to check that the reduction system R0
is free from inclusion ambiguities while overlap ambiguities are not resolvable unless one
recursively extends R0 to the reduction system R. The latter is subject only to overlap
ambiguities as well. Resolvability of these ambiguities can be verified by a successive check
considering first all ambiguities of (2.11) with (2.12)-(2.19) then all ambiguities of (2.12)
with (2.13)-(2.19) etc.
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The assertion (ii) follows since the instructions from R are consequences of the instruc-
tions from R0.
To guarantee that a reduction system R leads to a set of irreducible words in a finite
number of steps, Theorem 1.2 [B] assumes the existence of a partial order < on the
set of free monomials such that: i) w1 < w2 implies uw1v < uw2v for all u, v, ii) < is
compatible with R in a sense that w′ρ < wρ for each instruction wρ → w
′
ρ, iii) any chain
v1 > v2 > . . . terminates. For the system R such order does not exist. Indeed, assume
that it does. Applying the rule (2.19) to the monomial sˆrsˆr−1sˆr+1sˆrsˆr−1sˆrsˆr−1sˆr+1sˆr we
arrive at sˆrsˆr−1sˆr+1sˆrsˆr+1sˆrsˆr−1sˆr+1sˆr, so we must have
sˆrsˆr−1sˆr+1sˆrsˆr+1sˆrsˆr−1sˆr+1sˆr < sˆrsˆr−1sˆr+1sˆrsˆr−1sˆrsˆr−1sˆr+1sˆr. (2.20)
Then, by applying (2.18) to the result, one gets the opposite relation
sˆrsˆr−1sˆr+1sˆrsˆr−1sˆrsˆr−1sˆr+1sˆr < sˆrsˆr−1sˆr+1sˆrsˆr+1sˆrsˆr−1sˆr+1sˆr, (2.21)
which is a contradiction. This example shows that some sequences of instructions from
R do not terminate so the reduction system R, directly understood, does not lead to
a normal form. We shall not investigate the question about the existence of another
reduction system compatible with a certain order. Instead, we will present a trick allowing
to construct a well-defined algorithm ϕR which uses precisely the reduction system R.
Namely we will specify the order of applying the rules from R.
For that purpose we splitR = R′∪R′′, withR′ constituted by instructions (2.11)-(2.17)
and R′′ – by (2.18), (2.19). For the set R′ a partial order ⊳, satisfying conditions i)-iii), on
B̂r,s does exist; it is described in Appendix A. Therefore, the reduction system R
′ leads to a
set of irreducible words B⋆r,s and gives a well-defined algorithm ϕR′ : B̂r,s〈δˆ〉 → B
⋆
r,s〈δˆ〉. To
describe the words from B⋆r,s, we first note that instructions (2.11)-(2.14) move generators
of Sr (respectively, Ss) to the left (respectively, to the right) and arrange them into a
certain normal form (it is of no importance at the moment and will be specified later).
With this in hand, it is a straightforward exercise to check that B⋆r,s is constituted by
monomials of the form
w
i1,...,if
j1,...,jf
= wL
[
r + i1, r − j1
][
r + i2, r − j2
]
. . .
[
r + if , r − jf
]
wR (2.22)
where wL ∈ Sr and wR ∈ Ss are in a normal form, r > i1 > 0, s > jf > 0, s > i2, . . . , if >
1, r > j1, . . . , jf−1 > 1 and 0 6 f 6 min(r, s).
Clearly, the instructions from R′′ do not preserve the set B⋆r,s. We specify the algo-
rithm ϕR′′ of applying the reductions from R
′′ to the monomials w ∈ B⋆r,s. Assume, for a
monomial w of the form (2.22) with f > 2, that the set {j1, . . . , jf} is not strictly decreas-
ing. Then there exists the maximal value k = 1 . . . f − 1 such that jk 6 jk+1. The word w
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contains a subword
[
r, r − jk
][
r + ik+1, r − jk
]
and we apply the instruction (2.19) to it,
obtaining
[
r, r−jk
][
r+ik+1, r−jk+1
]
sˆr+1. Reductions of this kind (call them ψ) break the
structure (2.22), ψ(w) /∈ B⋆r,s. It is straightforward to check that w and ϕR′ ◦ ψ(w) ∈ B
⋆
r,s
have the same f , while, for the word ϕR′ ◦ ψ(w), the maximal k′ = 1 . . . f − 1 such that
jk′ < jk′+1 (if exists) is less than k. Iterating this procedure, we arrive at the word which
has the form (2.22) with j1 > j2 > . . . > jf > 0 and thus is irreducible with respect to the
union of R′ and (2.19). As soon as the ordering in j’s is achieved, we start to apply, in a
similar way, the instruction (2.18) to arrive at the ordering 0 6 i1 < i2 < . . . < if of i’s
(now we look for the minimal l = 1 . . . f − 1 such that il−1 ≥ il).
Our final algorithm ϕR is the composition of the algorithm ϕR′′ and the algorithm ϕR′,
ϕR = ϕR′′ ◦ ϕR′.
We have established the following Proposition.
Proposition 2.2 The set Br,s of irreducible words with respect to the algorithm ϕR con-
sists of the monomials w
i1,...,if
j1,...,jf
of the form (2.22) with 0 6 i1 < i2 < . . . < if < r and
s > j1 > j2 > . . . > jf > 0.
Lemma 2.1 The set Br,s contains (r + s)! elements.
Proof. The set of monomials with a given f is in bijection with the product of the set of
subsets of cardinality f in a set of cardinality r by the set of subsets of cardinality f in a
set of cardinality s, so
#Br,s = r!s!
min(r,s)∑
f=0
(
s
f
)(
r
f
)
= (r + s)! . (2.23)
Lemma 2.2 The image of the set Br,s under the map (2.10) forms a basis in Br,s (δ).
Proof. By construction, the images of the words from Br,s are linearly independent. The
assertion follows, since the cardinality ofBr,s coincides, by Lemma 2.2, with the dimension
of Br,s (δ).
Multiplication in Br,s (δ) is expressed in terms of the basis monomials v1, v2 ∈ Br,s as
ϕR(v1v2) ∈ Br,s. Left multiplication by generators si ϕR(siv), si, v ∈ Br,s, is presented in
Appendix B.
Note that the Lemma 2.2 holds for any choice of normal forms for wL ∈ Sr and
wR ∈ Ss. The ones we consider in this work are obtained via the reduction system
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R. We denote by SLr the set of words in normal form [1, 1 − i1] . . . [r − 1, r − 1 − ir−1]
with −1 6 i1 < 1, . . . ,−1 6 ir−1 < r − 1 for the symmetric group Sr, and by S
R
s
the set of words in normal form [r + 1 + js−1, r + 1] . . . [r + s − 1 + j1, r + s − 1] with
−1 6 j1 < 1, . . . ,−1 6 js−1 < s− 1 for Ss.
We denote by D
(f)
r,s be the set of words[
r + i1, r − j1
][
r + i2, r − j2
]
. . .
[
r + if , r − jf
]
(2.24)
with 0 6 i1 < i2 < . . . < if < r and s > j1 > j2 > . . . > jf > 0. We set D
(0)
r,s = {1}.
In this notation the set Br,s decomposes as
Br,s =
min(r,s)⋃
f=0
B(f)r,s , where B
(f)
r,s = S
L
rD
(f)
r,sS
R
s . (2.25)
Let νℓ be the number of words of length ℓ in Br,s and Fr,s (q) =
∑
ℓ νℓ q
ℓ the corre-
sponding generating function.
Lemma 2.3 We have
Fr,s (q) = (r + s)q! , (2.26)
where (m)q := 1 + q + q
2 + · · · + qm−1 denotes the quantum number m, and (m)q! :=
(1)q · . . . · (m)q.
Proof. The generating function for the numbers of words of given length Fr,s (q) for Br,s
has the factorized form
Fr,s (q) = Fr (q) F˜r,s (q)Fs (q) , (2.27)
where Fr (q) (respectively, Fs (q)) are generating functions for S
L
r (respectively, S
R
s ), while
F˜r,s (q) is a generating function for
⋃
f D
(f)
r,s . The length of the word (2.24) is f +
∑
a ia +∑
b jb so the generating function F˜r,s (q) is easily found using, e.g;, Theorem 6.1 in [KC],
F˜r,s (q) =
∑
f
qf
2
(
r
f
)
q
(
s
f
)
q
=
(
r + s
r
)
q
by the q-Vandermonde identity. Here
(
a+ b
b
)
q
:= (a+b)q !
(a)q !(b)q !
is the q-binomial coefficient.
The rest follows.
Abusing notation we will denote by the symbol Br,s the image of the set Br,s in the
algebra Br,s (δ). As well, we will denote the word spsp−1 . . . sq by the symbol [p, q].
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3 Modules over Br,s (δ)
3.1 Diagrammatical description of Br,s (δ)
Aside from the definition of Br,s (δ) as a factor-algebra of B̂r,s, there is also a convenient
graphical presentation for a basis of Br,s (δ) in terms of the so-called walled diagrams,
which are defined as follows. Let pur,s = p
u
r ∪ p
u
s and p
d
r,s = p
d
r ∪ p
d
s be two sets, each
consisting of r + s nodes aligned horizontally on the plane. The nodes in the set pdr,s are
placed under the nodes in the set pur,s and a vertical wall separates the first r nodes p
u
r (p
d
r)
in the upper (lower) row from the last s nodes pus (p
d
s). A walled diagram d is a bijection
between the set pur,s ∪ p
d
r,s and visualised by placing the edges between the corresponding
points in the following way:
1. edges connecting nodes between pur,s and p
d
r,s do not cross the wall (we call them
propagating lines),
2. edges connecting nodes between pur,s and p
u
r,s and between p
d
r,s and p
d
r,s cross the wall
(we call them arcs).
Let δ be a complex parameter. As a vector space, the walled Brauer algebra Br,s(δ) is
identified with the C-linear span of the walled diagrams. The product of two basis elements
d2d1 is obtained by placing d1 above d2 and identifying the nodes of the top row of d2 with
the corresponding nodes in the bottom row of d1. Let ℓ be the number of closed loops so
obtained. The product d1d2 is given by δ
ℓ times the resulting diagram with loops omitted.
The following walled diagrams represent the generators si (the vertical dotted line
represents the wall):
•
•
•
••
• •
•
•
•
•
•. . .
. . .
. . .
. . .
. . .
. . .
1 i i+ 1 r r + 1 r + s
, 1 6 i < r + s,
i 6= r
si :=
•
•
•
•
• •
• •
•
•
•
•. . .
. . .
. . .
. . .
1 r r + 1 r + s
sr := .
(3.28)
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3.2 Br,s (δ)-modules
Modules over Br,s (δ), induced from simple modules over C [Sr ×Ss] ⊂ Br,s (δ), are re-
ferred to as cell modules [CDDM].
Let λ = (λ1, λ2, . . . ) be a partition; λ1, λ2, . . . are non-negative integers, λ1 > λ2 > . . . .
Let |λ| =
∑
i>1
λi. To each partition λ we associate its Young diagram – a left-justified array
of rows of boxes containing λ1 boxes in the top row, λ2 boxes in the second row, etc. A
bipartition is a pair of partitions λ = (λL, λR). We denote by Λ the set of all bipartitions.
For each integer 0 6 f 6 min(r, s), we set
Λr,s(f) := {λf = (λ
L
f , λ
R
f ) ∈ Λ : | r − |λ
L
f | = s− |λ
R
f | = f} and Λr,s :=
min(r,s)⋃
f=0
Λr,s(f). (3.29)
Simple Br,s (δ)-modules are indexed by elements of the set Λr,s (see [CDDM]). The
module indexed by λf is denoted by Cr,s(λf). Standard tableaux t
L
f (respectively, t
R
f )
of the shape λLf (respectively, λ
R
f ) parameterize basis vectors
∣∣tLf 〉 (respectively, ∣∣tRf 〉) of
the Specht module S(λLf ) (respectively, S(λ
R
f )) over Sr−f (respectively, Ss−f). Choose
subsets l′ = {a′1, . . . , a
′
f} ⊂ {1, . . . , r} and l = {a1, . . . , af} ⊂ {r + 1, . . . , r + s} and an
isomorphism l′ → l between them. There is a basis of the module Cr,s(λf ) with the basis
vectors ∣∣l′ → l, tLf , tRf 〉 . (3.30)
Vectors (3.30) admit a graphical presentation in terms of the so-called ‘partial one-row’
diagrams [CDDM], see Fig. 1.
∣∣∣∣(2→ 11, 4→ 8, 6→ 9) , 1 23 , 1 2
〉
=
•
•
• •
•
•
•
•• •
•
•• •
•
•
1 . . . 6 . . . 11
1 2
3 1 2
Figure 1: an example of a vector for B6,5(δ).
Extending the terminology for the walled diagrams, we call lines starting at tableaux
propagating lines of the partial one-row diagram; other lines will of course be called arcs.
We shall define the action of the algebra Br,s (δ) on the vector space Cr,s(λf ). To this
end, it is sufficient to define the action of a walled diagram d from Br,s (δ) on a partial
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one-row diagram vf with f arcs. Place d under vf and identify the nodes of vf with
the corresponding nodes in the top row of d. This is not necessarily a partial one-row
diagram: two propagating lines might start to form an arc. In this case the result of
action is zero. Otherwise, let ℓ be the number of closed loops obtained after the above
identification. Omitting the loops we obtain some one-row diagram v¯f . The diagram v¯f
may also contain intersections of propagating lines. We numerate the propagating lines
of vf by 1, . . . r − f on the left of the wall and by 1, . . . s − f on the right. Let πL and
πR be permutations of 1, . . . r − f and 1, . . . s − f respectively such that the application
of πLπR to the propagating lines’ ends of vf gives v¯f . The result of the action of d on
vf is the combination of the partial one-row diagrams obtained from v¯f by forgetting the
intersections of propagating lines and writing out the result of the action πL
∣∣tLf 〉 and
πR
∣∣tRf 〉 on the vectors of the modules S(λLf ) and S(λRf ).
Consider the following vector in the module Cr,s(λf )
vf =
∣∣(r → r + 1, r − 1→ r + 2, . . . , r − f + 1→ r + f), tˇLf , tˇRf 〉, (3.31)
where tˇLf and tˇ
R
f are filled with numbers 1 . . . r− f and 1 . . . s− f , respectively, in natural
order reading down the column from left to right (for an example, see Fig. 2).
∣∣∣∣(4→ 9, 5→ 8, 6→ 7) , 1 32 , 1 2
〉
=
1 . . . 6 . . . 11
•
•
•
•
•
•
• •• •
•
•• •
•
•
1 3
2 1 2
Figure 2: the vector v3 for B6,5(δ)
Consider the set ShLr−f,f ⊂ S
L
r (respectively, Sh
R
f,s−f ⊂ S
R
s ) of words [1 + i1, 1][2 +
i2, 2] . . . [r − f + ir−f , r − f ] with −1 6 i1 6 i2 6 · · · 6 ir−f < f (respectively, [r + 1 +
jf , r + 1] . . . [r + f + j1, r + f ] with −1 6 jf 6 · · · 6 j1 6 s− f). The elements of the set
ShLr−f,f (respectively, Sh
R
f,s−f) represent (r−f, f)-shuffles (respectively, (f, s−f)-shuffles).
Let SLf ⊂ S
L
r (respectively, S
R
f ⊂ S
R
s ) be a subset of all monomials in S
L
r which
include only generators sr−f+1, . . . , sr−1 (respectively, sr+1, . . . , sr+f−1) for f > 0. We
suppose SL0 = {1} and S
R
0 = {1}. In other words, the elements of S
L
f (respectively, S
R
f )
are permutations of the nodes {r − f + 1, . . . , r} (respectively, {r + 1, . . . , r + f}).
Let Θf with f > 0 denote the following set of permutations from Sr ×Ss:
Θf = Sh
L
r−f,f S
L
f Sh
R
f,s−f . (3.32)
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It is straightforward to see that the cardinality of Θf is
(
r
f
)(
s
f
)
f !.
The set Θf contains those and only those permutations, from Sr ×Ss, of the nodes
of the partial one-row diagram corresponding to the vector vf which do not permute
the propagating lines of the diagram. Thus Θf produces all possible subsets l
′ and l of
cardinality f and isomorphisms l′ → l as in (3.30), i.e.
Θfvf =
{∣∣l′ → l, tˇLf , tˇRf 〉} . (3.33)
Let ΣLf (respectively, Σ
R
f ) be the set of all permutations of {1, . . . , r − f} (respectively,
{r+ f + 1, . . . , r+ s}) such that σLtˇLf and σRtˇ
R
f reproduce all possible standard tableaux.
Let Σf be the set constituted by permutations σ = σLσR with σL ∈ ΣLf and σR ∈ Σ
R
f . In
particular, #Σf = dimS(λ
L
f ) dimS(λ
R
f ).
We introduced the sets ΣLf and Σ
R
f in order to generate vectors (3.30) with all possible
standard tableaux. Namely, define the set Xf of permutations from Sr ×Ss
Xf = ΘfΣf . (3.34)
Lemma 3.1 The set of vectors Xfvf forms a basis of Cr,s(λf ). We have
dimCr,s(λf) = #Xf =
(
r
f
)(
s
f
)
f ! dimS(λLf ) dimS(λ
R
f ). (3.35)
3.3 Annihilator ideal
We proceed by describing the ideal annihilating the vector vf ∈ Cr,s(λf). The basis Br,s
will be convenient for that purpose. We associate to any monomial
x =
[
r + i1, r − j1
][
r + i2, r − j2
]
. . .
[
r + if , r − jf
]
∈ D(f)r,s (3.36)
the element
̟(x) :=
[
r + i1, r − j1
][
r + i2, r − j2
]
. . .
[
r + if , r + 1
]
. (3.37)
We denote by D¯
(f)
r,s the image of the set D
(f)
r,s ,
D¯(f)r,s :=
{
̟(x) | x ∈ D(f)r,s
}
.
In words, to construct elements in D¯
(f)
r,s we delete the ends
[
r, r− jf
]
of the monomials in
D
(f)
r,s .
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Note that 0 6 i1 < i2 < . . . < if < r and s > j1 > j2 > . . . > jf > 0 for an element
x ∈ D(f)r,s so 0 6 i1 < i2 < . . . < if < r and s > j1 > j2 > . . . > jf−1 > 0 for the element
(3.37).
We define the product of an element
y =
[
r + i1, r − j1
]
. . .
[
r + if , r + 1
]
∈ D¯(f)r,s
and the monomial
[
r, r − k
]
, k ≥ 0, to be
y ∗
[
r, r − k
]
:=
{ [
r + i1, r − j1
]
. . .
[
r + if , r − k
]
if jf−1 > k ,
∅ otherwise .
We introduce the sets
B¯(t)r,s = S
L
r D¯
(t)
r,s, t = 1 . . .min(r, s). (3.38)
We describe the basis of the annihilator ideal of the vector vf in three steps.
Part 1. Let us introduce the following sets of elements of the algebra Br,s (δ):⋃f−1
i=0
([
r, r − i
][
r + i, r + 1
]−1
− δ
)
, (3.39)⋃min(f,s−1)−1
i=0
([
r, r − i
][
r + i+ 1, r + 1
]−1
− 1
)
, (3.40)⋃min(f,r−1)
i=1
([
r, r − i
][
r + i− 1, r + 1
]−1
− 1
)
, (3.41)[
r, r − f
][
r + f, r + 1
]−1
. (3.42)
The elements (3.39)-(3.42) annihilate the vector vf which is clear from the following
schematic representation in terms of partial one-row diagrams:
. . . . . .• •• •••
• •• •••
− δ · . . . = 0 ,. . .• •• •••
. . . . . .• •• •••
• •• •••
− . . . = 0 ,. . .• •• •••
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. . . . . .• •• •••
• •• •••
− . . . = 0 ,. . .• •• •••
. . . . . .• •• ••• ••
= 0 .
• •• •••• •
Let Υkf ⊂ Sh
R
f,s−fS
R
f Σ
R
f be a subset of all monomials in S
R
s which include only gener-
ators sr+k, . . . , sr+s−1. For brevity denote by Jr + 1K
(i) for i = 1 . . . f the set of words
[r + 1 + k1, r + 1] . . . [r + i+ ki, r + i], 0 6 k1 < s− 1, . . . , 0 6 ki < s− i. (3.43)
We set Jr + 1K(0) = {1}.
We construct the following sets (t = 1 . . .min(r, s)) of elements of the algebra Br,s (δ):
B¯(t)r,s ∗
⋃f−1
i=0
(
[r, r − i]Jr + 1K(i) − δ
)
Υi+2f , (3.44)
B¯(t)r,s ∗
⋃min(f,s−1)−1
i=0
(
[r, r − i]Jr + 1K(i+1) − 1
)
Υi+2f , (3.45)
B¯(t)r,s ∗
⋃min(f,r−1)
i=1
⋃r
j=i+1
(
[r, j − i]Jr + 1K(i−1) − 1
)
Υi+1f , (3.46)
B¯(t)r,s ∗ [r, r − f ]Jr + 1K
(f)Υf+1f . (3.47)
A direct inspection shows that the elements (3.44)-(3.47) annihilate the vector vf since
the elements (3.39)-(3.42) do.
Part 2 Consider the set {sr+i−sr−i, i = 1, . . . , f−1}. The elements of this set annihilate
the vector vf , see figure below
. . . . . . . . .•• ••
•• ••
. . . . . .. . .• •• •− = 0 .
• •• •
14
Given a word x in SRf \{1} let sr+i be its leftmost generator (i = 1 . . . f − 1). Denote by
xc the element of the algebra Br,s (δ) obtained by replacing the letter sr+i in the word x by
the combination (sr+i− sr−i). Define the set S
R
f constituted by elements xc, x ∈ S
R
f \{1}.
The elements of the set
ΘfS
R
f Σf (3.48)
annihilate the vector vf as well.
Part 3 We recall some results from [P]. Let S(λ) be the Specht module for the symmetric
group Sn for some n. Consider the vector in S(λ) corresponding to the tableau tˇ filled
with numbers 1 . . . n in natural order reading down the column from left to right. The
annihilator ideal of tˇ is the left ideal generated by the Garnir elements and 1 + τ where τ
are transpositions in the column stabiliser of the tableau.
Denote gLf (respectively, g
R
f ) a basis of the annihilator ideal of the vector tˇ
L
f in S
(
λLf
)
(respectively, tˇRf in S
(
λRf
)
). The following elements of the algebra Br,s (δ)
SLrD
(f)
r,s Sh
R
f,s−f S
R
f g
R
f , (3.49)
Θf S
R
f
(
gLfΣ
R
f ∪ Σ
L
f g
R
f ∪ g
L
f g
R
f
)
(3.50)
annihilate the vector vf because they annihilate tˇ
L
f and tˇ
R
f .
Let Af be the union of all sets (3.44)-(3.47), (3.48), (3.49), (3.50). The following
Lemma holds.
Lemma 3.2 The set Af is a basis of annihilator ideal of the vector vf ,
#Af = dimBr,s (δ)− dimCr,s(λf). (3.51)
Proof. First let us show that the sets (3.44)-(3.47) and (3.49) are linearly independent.
For that purpose consider the ‘higher’ terms in (3.44)-(3.46):
B¯(t)r,s ∗
⋃f−1
i=0
(
[r, r − i]Jr + 1K(i)
)
Υi+2f , (3.52)
B¯(t)r,s ∗
⋃min(f,s−1)−1
i=0
(
[r, r − i]Jr + 1K(i+1)
)
Υi+2f , (3.53)
B¯(t)r,s ∗
⋃min(f,r−1)
i=1
⋃r
j=i+1
(
[r, j − i]Jr + 1K(i−1)
)
Υi+1f . (3.54)
Let
M
(1)
i := B¯
(t)
r,s ∗
(
[r, r − i]Jr + 1K(i)
)
Υi+2f ,
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so that the set in (3.52) is the union of sets M
(1)
i , i = 0, 1, . . . , f − 1. Similarly, let
M
(2)
i := B¯
(t)
r,s ∗
(
[r, r − i]Jr + 1K(i+1)
)
Υi+2f ,
and
M
(3)
i := B¯
(t)
r,s ∗
⋃r
j=i+1
(
[r, j − i]Jr + 1K(i−1)
)
Υi+1f .
The union of sets M
(1)
i , M
(2)
i and M
(3)
i for fixed i (0 6 i < f) is
B¯(t)r,s ∗ [r, r − i]
(
Jr + 1K(i)Υi+2f ∪ Jr + 1K
(i+1)Υi+2f ∪
(
i⋃
k=1
Jr + 1K(k−1)Υk+1f
))
= B¯(t)r,s ∗
[
r, r − i
]
Υ1f , t = 1 . . .min(r, s). (3.55)
For i = f there are no sets (3.52) and (3.53); the union of M
(1)
f and the set (3.47) is,
similarly to (3.55):
B¯(t)r,s ∗
[
r, r − f
]
Υ1f , t = 1 . . .min(r, s). (3.56)
It follows from the definition of B¯
(t)
r,s that the union of the expressions (3.55) for i =
0 . . . f − 1 and (3.56) forms a subset SLrD
(t)
r,sΥ1f ⊂ B
(t)
r,s, thus the expressions (3.55) for
i = 0 . . . f − 1 and (3.56) are linearly independent. Moreover, we have, by construction,
Υ1f = Sh
R
f,s−f S
R
f Σ
R
f .
The union of the expressions (3.49), (3.55) and (3.56) over t = 1 . . .min(r, s) and
i = 0 . . . f will be denoted by B. Since, by [P], the elements of gLf (respectively, g
R
f ) and
ΣLf (respectively, Σ
R
f ) together form a basis in Sr (respectively, Ss), we conclude that
B is a linearly independent set. The same is true for the expressions (3.44)-(3.47) and
(3.49). Indeed, each element in (3.44)-(3.46) is a combination of two monomials: the first
one is a minimal word and contains more letters sr than the second. The number of
occurrences of the letter sr in a word defines a filtration on the algebra Br,s (δ). Assume
that the expressions (3.44)-(3.47) and (3.49) are not linearly independent. Choose then
a shortest non-trivial linear dependency. The coefficients of the words containing the
maximal number of letters sr are zero (because these are the ones from B) contradicting
to the minimality of length of of dependency.
Each expression (3.48) is a sum of two words from the set ΘfS
R
f Σf , one containing
more generators from SRr than the other. This implies the linear independence of the set
(3.48).
Next, we move to showing that the union of the sets (3.48) and (3.50) is linearly
independent. First, note that replacing in the expressions (3.48) the elements from S
R
f by
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their pullbacks from SRf \{1} we obtain a set N whose union with the expressions (3.50) is
disjoint and equals
(
ΘfS
R
f Σf
)
\Xf . The set ΘfSRf Σf is a basis in C [Sr ×Ss]. Therefore
the union of the sets N and (3.50) is linearly independent. The argument appealing to the
length, defined by the number of generators from SRr , completes the proof of the linear
independence of union of the sets (3.48) and (3.50).
The expressions from the sets (3.48) and (3.50) do not contain generators sr and
therefore the whole set Af consists of linearly independent elements.
To calculate #Af , note that:
a) #B = (r + s)!− r!s! because B = Br,s\B
(0)
r,s ,
b) the cardinality of the union of the sets (3.48) and (3.50) is r!s! − dimCr,s(λf) (see
Lemma 3.1).
As a result, we arrive at the correct cardinality for the annihilator ideal #A = dimBr,s (δ)−
dimCr,s(λf).
Lemmas 3.1 and 3.2 together provide a constructive proof of the Theorem 1.1.
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Appendix
A: partial order on B̂r,s
We introduce a partial order ⊳ on the set of monomials from the monoid B̂r,s which is
compatible with R′. For a generator sˆi, i = 1, . . . , r + s − 1, and a monomial w ∈ B̂r,s
we shall write sˆi ∈ w (respectively, sˆi /∈ w) whenever sˆi is (respectively, is not) contained
in w; πL(w) (respectively, πR(w)) means the substitution sˆi → 1 for all generators with
i > r (respectively, i < r); the unit element 1 stands for the empty word. For a word
w ∈ B̂r,s, |w| means the length of w, while |w|i denotes the number of occurrences of sˆi
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in w. The symbol |w|L (respectively, |w|R) denotes the number of generators sˆi ∈ w with
i = 1, . . . , r−1 (respectively, r+1, . . . , r+s−1). By definition, |1| = |1|i = |1|L = |1|R = 0.
First we introduce the following partial order ◭ on the subset Ŝr,s ⊂ B̂r,s constituted
by all monomials such that w = πL(w)πR(w). First, compare the lengths of monomials
u, v ∈ Ŝr,s: |u|L < |v|L ⇒ u ◭ v, while if |u|L = |v|L then |u|R < |v|R ⇒ u ◭ v. In
case |u| = |v| = N > 0 and |u|L = |v|L = N ′ > 0 compare πL(u) = sˆi1 . . . sˆiN′ and
πL(v) = sˆj1 . . . sˆjN′ lexicographically from left to right: let k = 1 . . .N
′ be the minimal
number such that ip = jp for all p < k but not for k. Then ik < jk implies u ◭ v. If k
doesn’t exist, as well as if N ′ = 0, compare πR(u) = sˆm1 . . . sˆmN′′ and πR(v) = sˆn1 . . . sˆnN′′
lexicographically from right to left: let l = 1 . . . N ′′ be the maximal number such that
mq = nq for all q > l but not for l. Then ml > nl implies u ◭ v. Otherwise, u, v ∈ Ŝr,s
are incomparable with respect to ◭.
To compare u, v ∈ B̂r,s one proceeds consecutively by the following steps. If monomials
u, v do not meet any conditions at a given step then one moves to the next step.
i. Compare the lengths of monomials: |u| < |v| ⇒ u ⊳ v.
ii. If |u| = |v| then compare |u|R and |v|R: |u|r < |v|r ⇒ u ⊳ v.
iii. Let |u| = |v|, |u|R = |v|R. Compare u = sˆi1 . . . sˆiN and v = sˆj1 . . . sˆjN lexicographically
from left to right: let k = 1 . . . N be the minimal number such that either ik′, jk′ < r
or ik′, jk′ > r or ik′ = jk′ = r for all k
′ < k and not for k. If either ik 6 r < jk or
ik < r 6 jk then u ⊳ v.
iv. Let u = u0sˆru1sˆr . . . sˆruH and v = v0sˆrv1sˆr . . . sˆrvH and sˆr /∈ uα, vα, α = 0, . . . , H
(H = 0 implies sˆr /∈ u, v). Compare πL(uα)πR(uα), πL(vα)πR(vα) ∈ Ŝr,s with respect
to ◭: let α0 = 0 . . .H be the minimal number such that πL(uβ)πR(uβ), πL(vβ)πR(vβ)
are incomparable with respect to ◭ for all β < α0 but not for α0. Then the relation
πL(uα0)πR(uα0) ◭ πL(vα0)πR(vα0) implies u ⊳ v.
v. In all other cases elements u, v are incomparable with respect to ⊳.
B: multiplication by generators
We write down the left multiplication of elements fromBr,s by the generators sp ∈ Br,s (δ).
Let [1, 1−q1] . . . [r−1, r−1−qr−1] ∈ SLr with −1 6 q1 < 1, . . . ,−1 6 qr−1 < r−1. We will
use a shorthand notation [. . . ][r−1, r−1−q] with [. . . ] = [1, 1−q1] . . . [r−2, r−2−qr−2].
For the products of the form
[
r+ i1, r− f +1− jf
]
. . .
[
r+ f −1+ if , r− j1
]
we impose by
default s − f > if > · · · > i1 > 0 and r − f > jf > · · · > j1 > 0, unless else is specified.
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For brevity we do not write out the well-known multiplication of the elements from SLr
(respectively, SRs ) by the generator si ∈ Sr (respectively, si ∈ Ss).
I. 1 6 p < r:
sp ·S
L
rD
(f)
r,sS
R
s =
(
sp ·S
L
r
)
D(f)r,sS
R
s .
II. p = r, f > 0:
a) SLr is represented by [. . .] and i1 = 0:
sr · [. . . ]
[
r, r − f + 1− jf
]
. . .
[
r + f − 1 + if , r − j1
]
SRs
= δ[. . . ]
[
r, r − f + 1− jf
]
. . .
[
r + f − 1 + if , r − j1
]
SRs ,
b) i1 = 0 and q > 0:
sr · [. . . ][r − 1, r − 1− q]
[
r, r − f + 1− jf
]
. . .
[
r + f − 1 + if , r − j1
]
SRs
=
(
[. . . ] · [r − 2, r − 1− q]
)[
r, r − f + 1− jf
]
. . .
[
r + f − 1 + if , r − j1
]
SRs ,
c) s− f > if > · · · > i1 > 1 and r − f > q − f + 1 > jf > · · · > j1 > 0:
sr · [. . . ]
[
r − 1, r − 1− q
][
r + i1, r − f + 1− jf
]
. . .
[
r + f − 1 + if , r − j1
]
SRs
= [. . . ]
[
r, r − 1− q
][
r + i1, r − f + 1− jf
]
. . .
[
r + f − 1 + if , r − j1
]
SRs ,
d) −1 6 q < jf + f − 1 (put i0 = 1) and s− f > if > · · · > i1 > 1:
sr · [. . . ][r − 1, r − 1− q]
[
r + i1, r − f + 1− jf
]
. . .
[
r + f − 1 + if , r − j1
]
SRs
= [. . . ]
[
r, r − f + 1− jf
][
r + i1, r − f + 2− jf−1
]
. . .
. . .
[
r + q + iq+1, r − f + q + 2− jf−q−1
][
r + q + 2 + iq+3, r − f + q + 3− jf−q−2
]
. . .
. . .
[
r + f − 1 + if , r − j1
] ([
r + f + iq+2 − 1, r + f + 1
]
·SRs
)
.
III. p = r, f = 0 and −1 6 q < r − 1:
sr · [. . . ][r − 1, r − 1− q]S
R
s = [. . . ]
[
r, r − 1− q
]
SRs .
IV. r < p 6 r + f + if :
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a) p = r + k + ik, ik+1 > ik:
sp ·S
L
r . . .
[
r + k − 1 + ik, r − f + k − jf−k+1
]
. . .SRs =
SLr . . .
[
r + k + ik, r − f + k − jf−k+1
]
. . .SRs ,
b) p = r + k + ik, ik+1 = ik:
sp ·S
L
r . . .
[
r + k − 1 + ik, r − f + k − jf−k+1
]
. . .SRs =(
SLr · sr−k
)
. . .
[
r + k − 1 + ik, r − f + k − jf−k+1
]
. . .SRs .
V. p > r + f + if :
sp ·S
L
rD
(f)
r,sS
R
s = S
L
rD
(f)
r,s
(
sp ·S
R
s
)
.
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