Irreducible representations (irreps) of a finite group G are equivalent if there exists a similarity transformation between them. In this paper, we describe an explicit algorithm for constructing this transformation between a pair of equivalent irreps, assuming we are given an algorithm to compute the matrix elements of these irreps. Along the way, we derive a generalization of the classical orthogonality relations for matrix elements of irreps of finite groups. We give an explicit form of such unitary matrices for the important case of conjugated Young-Yamanouchi representations, when our group G is symmetric group S(N ).
INTRODUCTION
Group representation theory is a powerful tool in physics for studying systems with symmetries. When performing numerical optimization or simulation of physical systems, representation theory can dramatically simplify the required calculations. There are examples of this for the many-electron problem in physics and quantum chemistry [1] [2] [3] , in quantum information theory [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] and elsewhere.
Motivated by this wide range of possible applications we focus in this paper on relations between irreducible but equivalent representations of some finite group G. The irreps of finite groups can be calculated by using for example program GAP [21] . Two equivalent representations of group G can be mapped to each other by a similarity transformation determined by some nonsingular matrix X. So in fact two sets of matrices representing the group elements in each irrep are conjugated. A general method of solving the conjugacy problem for two arbitrary sets of elements of a finite-dimensional algebra over a large class of fields is described in paper [14] . The method presented in mentioned paper is based on the solutions systems of linear equations, which yields some linear subspaces and subalgebras of the algebra and it is shown that the generators the linear subspace (which are in fact a subalgebra module), if they exists, are solutions of the conjugacy problem. In addition in case of the matrix algebra over real algebraic field it is possible, by calculating a square root of some symmetric positive definite matrix, to construct an orthogonal matrix, which is the solution of the matrix conjugacy problem. The algorithms that lead to the solution of the conjugacy problem are of the polynomial time. In this paper we show that in the case when we have to deal with very special sets of matrices representing the group elements in two equivalent irreducible representations it is possible to construct an unitary conjugation of these sets in a different way, using very particular properties of irreducible representations of finite groups, in particular using the orthogonality relations for irreps. As a result we derive an explicit formula for the unitary matrix defining the similarity transformation. In our method, instead of solving the systems of linear equations one has to find a nonzero normalization factor in the formula for the unitary matrix, which is also a problem of polynomial time, but it seems to be easier to calculate. This is because due to use of the group properties, we have to deal with smaller number of equations. We give several examples how this method works in practice for the permutation group S(n). We also analyze the similarity transforms for a class of equivalent pairs of permutation-group irreps and show that the transformation matrices have a very simple anti-diagonal form. Using general results of the construction we also formulate a generalization of the well-known classical orthogonality relations for irreps of a finite group G.
This paper is organized as follows. In the Section 2 we formulate the problem and recall basic statements from group representation theory, which play important role in next sections. In the Section 3 we describe an explicit method to compute unitary transformation matrices between two irreducible but equivalent representations for some finite group G, and we present the full solution of the problem with details and discussion. In particular we show a few interesting facts regarding some properties of such unitary transformations (doubly stochastic property, generalized orthogonality property for irreducible representations etc.). In Section 4 we apply results from Section 3 to the symmetric group S(N ) and present examples for N = 3, 4, 5, 6 which show how our algorithm works in practice. Next, in the Section 5 we state and prove Theorem 5.16 and Proposition 5.17 in which say that the unitary matrix which maps conjugated Young-Yamanouchi irreps of S(N ) consist simply of ±1 entries along the anti-diagonal. Finally in the Section 6 we present some mathematical application of our result to projector onto specific subspace suggested by Schur-Weyl duality [16] .
PRELIMINARIES
In this section we give some basic ideas regarding similarity transformation between irreducible and equivalent irreps of some finite group G. Most of the informations in this chapter is taken from [15] [16] [17] [18] . We start from the following definition: Definition 2.1. We say that two different irreducible representation (irreps) ϑ and ψ of the finite group G are equivalent when ∃X ∈ GL(n, C) :
where n is the dimension of the irreps ϑ and ψ.
Our task is to find an explicit formula for the transformation matrices X from Definition 2.1. The form of matrix X ∈ GL(n, C) in equation (2.1) in Definition 2.1 is strongly restricted by the group G and its representations ϑ and ψ. In fact we have Proposition 2.2. Suppose that the matrix representations ϑ, ψ (which are not necessarily unitary) of finite group G are irreducible and equivalent, then the matrix X ∈ GL(n, C) which satisfies
is unique up to non-zero scalar multiple.
This statement is a corollary of the following Theorem 2.3. Let ϑ, ψ be equivalent matrix irreps of G (not necessarily unitary). Then the map
defines a representation of the group G in the linear space M(n, C) over C. The representation Ψ is reducible and the one-dimensional identity representation of G is included in Ψ only once i.e. there is only one, up to scalar multiple, matrix X which satisfies
Remark 2.4. In the particular case when ϑ = ψ the matrix X is up to a scalar multiple equal to 1, which in this case generates the identity irrep in the representation Ψ, then the statement of the Theorem 2.3 follows directly from the Schur's Lemma. Now let us come back to the Proposition 2.2. The equation (2.1) from Definition 2.1 may be written in the form
and
The irreducibility of the representation ψ and the Schur Lemma implies 11) so the matrix U is unitary and satisfies
In the following we will assume that irreps ϑ and ψ are unitary and our task is to find an explicit formula for the unitary matrix U, which gives the similarity transformation between the representations ϑ and ψ. Such a matrix U is not unique and we have Lemma 2.6. If U is such that
13)
then U = e iµ U : µ ∈ R also defines an unitary similarity between ϑ and ψ.
In the next section we show how to construct unitary transformation matrices U which map between two equivalent irreps of some finite group G.
GENERAL METHOD OF CONSTRUCTION
In this section we present explicit construction method of the unitary matrices which represent similarity transformation between irreducible but equivalent representations of some finite group G.
In order to derive the formula for the matrix U , we consider the equation (2.13) which contains all condition on U . The RHS of the equation (2.13) for U = (u ij ) may written in the following way
therefore the equation for U = (u ij ) takes the form
where we have used
In the next step we use the orthogonality relations for the irreducible representations of finite groups which may be formulated as follows where by |G| we denote cardinality of group G. Equation (3.4) does not apply if ψ and ϑ are equivalent but not equal.
Using this Proposition we get jk g∈G
and finally we get the equation where the desired matrix U and the given representations ϑ and ψ are separated:
Now we have to extract the matrix U from this equation. This equation is, in fact, the matrix equation in M(n 2 , C) and on LHS we have tensor product block structure where the blocs are of the form
and if u ab = r ab e iµ ab = 0 then
where, from Lemma 2.6 the matrix U = e iµ ab U also gives the similarity transformation that we are looking for. Thus in order to get the explicit formula for a unitary matrix connecting ϑ and ψ by the similarity transformation we have to know for which indices (a, b) the weight r ab is not equal to zero. From the equation (3.8) we get
which obviously shows that if u ab = 0 then the corresponding block A ab in A is a zero matrix. On the other hand direct calculation gives
The weight r ab , as a function of indices (a, b), indicates which elements u ab of the matrix U are non-zero and consequently which blocks A ab ∈ M(n, C) in the block matrix A are non-zero. Summarizing we get 
2) the matrix U = (u ij ) that determines the similarity transformation
has the following form
where
and the (a, b) are chosen in such a way that r ab > 0, which is possible from the statement 1).
Remark 3.3. In the point 1) of Theorem 3.2 there are maximally n equations that we need to check to find a non-zero factor r ab . The problem of finding non-zero coefficient r ab can be realized in the polynomial time.
Remark 3.4. If the representations ϑ and ψ are orthogonal then the matrix U is also orthogonal.
Remark 3.5. For a fixed values a, b = 1, . . . , n the unitary matrix U = U (ab) in equation (3.15) in Theorem 3.2 is determined in a unique way by irreps ψ, ϑ. From Lemma 2.6 it follows that for arbitrary α ∈ R the unitary matrix U = e iα U (ab) also gives the similarity transformation equation 3.14.
Remark 3.6. From the Eq. (3.15) and the orthogonality relations (Proposition 3.1) it follows that if the irreducible representations ϑ and ψ were not equivalent then U = 0, in agreement with Schur Lemma.
Remark 3.7. From the unitarity of the matrix U = (u ab ) it follows that
so the matrix with elements r 2 ab is double stochastic. From Theorem 3.2 in particular from equation (3.15) one can deduce the following corollary which is a generalization of the classical orthogonality relation for irreps of finite group G given in Proposition 3.1, which plays very important role in the theory of group representation. 
In particular, when ϑ = ψ then U = 1 and thus formula (3.18) takes the form of classical orthogonality relation for irrep ϑ n |G|
EXAMPLES REGARDING SYMMETRIC GROUP
In this section we show a few examples of unitary matrices by application of the Theorem 3.2 (up to global phase) for the symmetric group S(N ) for some small N . We start from the simplest examples for S(3). 
where ε 3 = 1, and
Applying the theorem we get
It is clear that the representations ψ ε and ϕ = ψ ε are equivalent. In this case the theorem gives
which is obvious without applying the theorem. Now we present a few examples of unitary matrices from Lemma 2.5 for irreducible representations of symmetric groups S(N ) for some small N using directly formulas (3.15) and (3.16) from Theorem 3.2. These matrices map conjugated irreps calculated in Young-Yamanouchi basis which we describe further in this section. To obtain this results we wrote code in Mathematica 7 and examples 4.4, 4.5 and 4.6 are calculated using Young-Yamanouchi formalism (here we refer reader to the [15] [16] [17] [18] or further part of this paper).
Example 4.4. In this example we present unitary transformations between conjugated Young-Yamanouchi irreps for the symmetric group S(4). We restrict our attention to partitions λ 1 = (3, 1) and λ 2 = (2, 2), so it means that our unitary matrices transform irreps on partitions λ i to irreps on sgn λ t i , where i = 1, 2. We will use this convention also in next example.
1 Here we use the following convention. Namely by sgn we understand so called signum representation for the group S(n). By sgn(σ) for some σ ∈ S(n) we understand parity of the permutation sgn : S(n) → {−1, 1}, which is defined as follows
where N (σ) is the number of inversion in σ.
Example 4.5. In this example we present unitary transformations between conjugated Young-Yamanouchi irreps for the symmetric group S(5). We restrict our attention to partitions λ 1 = (4, 1), λ 2 = (3, 2) and λ 3 = (3, 1, 1).
(4.12) Example 4.6. In this example we present unitary transformations between conjugated Young-Yamanouchi irreps for the symmetric group S(6). We restrict our attention to partitions λ 1 = (5, 1), λ 2 = (4, 2), λ 3 = (4, 2), λ 4 = (4, 1, 1), λ 5 = (3, 3) and λ 6 = (3, 2, 1).
and finally
These examples calculated in Young-Yamanouchi basis suggest that all unitary matrices representing similarity relation between Young-Yamanouchi conjugated irreps have quite simply, anti-diagonal form with ±1 only. In the next section we proof this conjecture. As we mentioned in introduction our method from the Section 3 can be applied to any finite group G for which we have characterization of its irreps. To obtain desired matrix elements of irreps one can use for example program GAP [21] , which returns a list of representatives of the irreducible matrix representations of G over field F , up to equivalence.
ANALYTICAL FORMULA FOR SIMILARITY RELATION
Main goal of this section is to prove that all unitary matrices which map Young-Yamanouchi conjugated irreps (labelled by λ and λ t , where λ is partition of N ∈ N, see Equation (5.3) below) have anti-diagonal form with ±1. Namely we will show that unitary matrix U which transforms irreducible representation D λ of S(N ) calculated in Young-Yamanouchi basis onto equivalent irreducible representation sgnD λ t have anti-diagonal form with ±1 only. In fact the matrix U is of the form
where the permutations σ i are described in Proposition 5.13, Equation (5.19) below. We show also Proposition 5.17 which states that our unitary transformation can be written as
where sgn(T λ ) = sgn(σ) and σ is the permutation that transforms arbitrary chosen, fixed SYT T × λ into T λ (see Prop. 5.5 and Rem. 5.6). We also argue that for different choices of T × λ , the corresponding U may differ by a global sign.
In the next part of this section we will prove the above statements. In order to do this firstly we have to introduce briefly the concept of of irreducible representations of the group S(N ) based on the concepts of natural Young representation and Yamanouchi symbols therefore we call such a representations Young-Yamanouchi representations.
As it is known any irreducible representation of the group S(N ) is uniquely determined by a partition λ = (λ 1 , λ 2 , . . . , λ k ), where . In general for an arbitrary partition λ = (λ 1 , λ 2 , . . . , λ k ) we can obtain conjugate partition λ t using formula
where notation j m denotes that integer j is to be repeated m times with m = 0 meaning no occurrence. A standard Young tableau (SYT) is Young tableau where the numbers {1, 2, . . . , n} appears in the rows of the tableau in the increasing to the right sequences and in the columns of the tableau in the increasing sequences from the top to downwards. SYT will be denoted T λ = (t All standard Young tableaux:
Now one can define, in a natural way, the action of the group S(N ) on the set of all YT.
Definition 5.4.
e.i. a permutation σ ∈ S(N ) acts on each entry of Young tableau T λ .
Note that this action of the group S(N ) is well defined on the set of all YT and it is not well defined on the subset of SYT because the action of σ ∈ S(N ) on standard Young tableau T λ may give a YT which is not a SYT. For a given standard Young tableau T λ only a particular permutations σ ∈ S(N ) are such that σ(T λ ) is a SYT. From definition 5.4 it follows that S(N ) acts on the set of YT transitively and moreover we have Proposition 5.5. Choosing YT T 1 λ which is in fact SYT with the canonical embedding 2 , we establish a bijective correspondence between S(N ) and the set of YT given by following relation
In particular we have
where symbol ∃! means "there exists unique".
Remark 5.6. Obviously, in general, for a given T λ (or T λ ) the permutation σ in the eq. (5.6), (5.7) depends on the choice of T 1 λ , but as we will see this dependence in not important for the properties of the matrix U . In our further considerations the SYT will be the most important because, as we will see, they will label the bases of the Young-Yamanouchi irreducible representations of the symmetric group S(N ).
In the Young-Yamanouchi irreducible representations of the group S(N ) the concept of axial distance play important role.
Definition 5.7. The axial distance ρ(T λ ; i, j) between the boxes i, j in the standard Young tableau T λ is the number of horizontal or vertical steps to get from i to j. Each step is counted +1 if it goes down or to the left and its counts −1 if it goes up or to the right.
The axial distance has the following properties which follows directly from its definition Proposition 5.8.
The SYT can be characterized in simple way by so called Yamanouchi symbols in the following way.
Definition 5.9. For any standard Young tableau T λ we define a row Yamanouchi symbol (RYS) as a row of n numbers
where M i (λ) is the number of the row in the standard Young tableau T λ in which the number i is contained. Similarly a column Yamanouchi symbol (CYS) is defined also as a row of n numbers
where now N i (λ) is a number of column in T λ in wich the number i appears.
From the definitions of the standard Young tableau and of the Yamanouchi symbols it follows that for a given Young diagram λ the row Yamanouchi symbol M λ characterizes uniquely the corresponding standard Young tableau T λ . Similarly we have a bijective correspondence between the column Yamanouchi symbols N λ and the standard Young tableau T λ . Both symbols M λ and N λ characterize in a unique way the corresponding Young diagram and the standard Young tableau and in the notation of Definition 5.2. we have
Directly from the definition of RYS and CYS we get N 2 (λ) , . . . , N 1 (λ)) the corresponding RYS and CYS respectively. For the conjugated standard Young tableau T t λ t we denote by M
) the corresponding RYS and CYS. Then we have .12) e.i. the RYS (respectively CYS) for the conjugated standard Young tableau T t λ t its equal to CYS (respectively RYS) of T λ .
The advantage of description of SYT in terms of Yamanouchi symbols is that one can easily introduce the linear (lexicographic) ordering in the set of all RYS (respectively CYS) symbols for a given Young diagram λ. In fact we have 13) and similarly for CYS .
Obviously the linear order in RYS or in CYS induce the linear order of SYT but these orders are not same. In fact using this definition as well the definitions of RYS and CYS it is not difficult to prove the following statement Proposition 5.12. Let λ = (λ 1 , λ 2 , . . . , λ k ) be a Young diagram and suppose that all RYS describing all SYT for λ are ordered in the following way It is clear that the action of the group S(N ) on SYT induce the action of S(N ) on RYS and CYS of SYT and if standard Young tableau T λ (with M λ and N λ ), T λ (with M λ and N λ ) σ ∈ S(N ) are such that 
So we have a bijective concordance between the set of all SYT of a given Young diagram λ and a subset of permutations in S(N ).
Now we describe a construction of Young-Yamanouchi irreducible representations of the group S(N ). The dimension of an irreducible representation of S(N ) indexed by a partition λ is determined by the corresponding Young diagram and it will be denoted d λ . The construction of irreducible representations of S(N ) is based on the fact, that the basis vectors of the representation space may be indexed by the set of SYT for the Young diagram λ. Because, for a given λ any standard Young tableau T λ may be described uniquely by the corresponding row Yamanouchi symbol M λ , so the basis vectors in the representation space may be labelled by M λ , which additionally introduce a linear order in the set of basis vectors in the representation space (see Def. 5.11 and Prop. 5.12). So the orthonormal basis of the representation space for the Young diagram λ will be denoted in the following way 20) and the order of the basis is induced by the order of the RYS M
It is known that the symmetric group S(N ) is generated by the transpositions of the form (k k+1), k = 1, 2, . . . , n−1, thus in order to define a representation of S(N )
it is enough to define the representation operators for the generators (k k + 1) only. By definition these generators acts on the basis vectors {e From this lemma it follows that
The examples calculated in the previous section suggest that this matrix U has a very simple anti-diagonal form with ±1 on the anti-diagonal as in equation (5. and from Prop. 5.12 it follows that the base {e where σ i are defined in Prop. 5.13.
Remark 5.15. Using the isomorphism V * ⊗ V End(V ), where V is a linear space and V * is a dual of V , the unitary transformation U may be written in the following operator form
where sgn(T i λ ) = sgn(σ i ) (Props. 5.5, 5.13) and in the last equation we have introduced a physical "bra", "ket" notation e , then the corresponding matrix U will differ from the initial one by a global sign but the similarity transformation defined by these matrices will be the same.
The action of U on both sides of the equation (5.22) gives
Using the properties of the representation sgn and Prop. 5.8 we get
which means that
and consequently we get
In the bases {e 
One can see that we can also reformulate above statement without referring to particular ordering of YoungYamanouchi basis, namely we can write: Proposition 5.17. Similarity matrix U can be also written in the following form
where sgn(T λ ) = sgn(σ) and σ is the permutation that transforms arbitrary chosen, fixed SYT T × λ into T λ (see Prop. 5.5 and Rem. 5.6). For different choices of T × λ , the corresponding U may differ by a global sign.
APPLICATIONS
In this section we present some mathematical application of isomorphism between D λ and sgnD λ (see Section 5). Let us consider n−particle system on Hilbert spaces H Interpretation of sgn(T λ ) is given in Proposition 5.17.
Proof. Proof is based on direct calculations and Schur-Weyl duality described for example in [16] . First of all let us write projector on antisymmetric subspace of H where operator W AB λλ t is given by equation (6.3). Finally is worth to mention that similar decomposition was done for symmetric projector in [13] , where authors consider entanglement concentration for many copies of unknown pure states and propose some protocol which produces perfect maximally entangled state.
CONCLUSIONS
In this paper we present and discuss explicit method of constructing unitary maps between two arbitrary but equivalent irreducible representations of some finite group G (Lemma 2.5). We observe a few interesting properties in the general case, such as the doubly stochastic property (Remark 3.7) or and a generalization of the classical orthogonality relation for irreducible representations (Corollary 3.8). In the next part we apply of our method to the symmetric group S(N ) (Example 4.1, 4.2, 4.3, 4.4, 4.5 and finally 4.6) which give us the clue that whenever we use as a basis the Young-Yamanouchi basis our transformation matrices U between Young-Yamanouchi conjugated irreps have anti-diagonal form with ±1 (see Theorem 5.16). We hope that our results will be useful for numerical work involving S(N ) and other group symmetry.
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