Through-the-wall radar imaging (TWRI) applications allow accurate target localization and high-resolution imaging. However, multipath propagation generates challenges to the image reconstruction procedure. With distortions in the received radar signals, traditional imaging algorithms are not able to acquire high-resolution images. The unpredictability of the indoor scattering environment makes this even worse. In this paper, a novel block orthogonal matching pursuit (BOMP)-based group-sparsity reconstruction algorithm combined with particle swarm optimization (PSO) is proposed for reliable scene reconstruction. The proposed imaging algorithm can recover the image of targets by exploiting multipath propagation and simultaneously estimating wall parameters with high accuracy. The effectiveness of the proposed imaging method has been further demonstrated via simulation results.
Introduction
In recent years, the emerging technology of through-the-wall radar imaging (TWRI) has been one of the hottest topics among international participants due to its widespread applications in monitoring, surveillance and national defence (Ahmad et al., 2015) . High-resolution images of the opaque obscured scenes provide significant assistance to antiterrorism and military missions. TWRI completes the detection process by transmitting Gaussian pulses and processing the echo data (Li and Burkholder, 2015) . It is regarded as an effective and convenient method for revealing the locations of obscured targets in indoor scenarios (Leigsnering et al., 2014) .
Without visual access to the scene, typical sensing approaches, including ultrasound, optical and thermal imaging, lose their effectiveness and then cannot accurately recover the layout (Leigsnering et al., 2013a) . Electro-magnetic (EM) waves are able to penetrate walls and may be reflected by objects. On account to this feature, targets can be localized, and hence layouts of the area become predictable. Nevertheless, in practical TWRI process, the transmitted wave may reach the receiver through more than direct paths due to the large number of scattering surfaces in the building, e.g. interior walls, floor and ceiling. This leads to multipath propagation associated with the targets and the scattering environment. Multipath propagation may produce various adverse effects to the image, and the energy in the multipath returns may accumulate at some locations in the echo response where no physical targets actually exists (Ahmad and Amin, 2008) . The interior wall multipath propagation investigated in this work arises from specular reflections at the surface of interior walls. Virtual targets are used to describe the effect, which commonly lead to 'ghost' targets that are easily confused with real targets (Setlur et al., 2011) .
The absence of precise information of the indoor layouts may lead to difficulties in deploying precise configurations to reconstruct with high accuracy in multipath models when the multipath propagation is employed (Wang et al., 2013) . In practical operational scenarios, it is difficult or impossible to obtain accurate wall parameters in advance. Thus, it is imperative to develop valid multipath exploitation techniques, estimate the wall parameters in advance, offer precise information to the reconstruction process and ultimately enable high-resolution reconstruction with accuracy.
There are some issues that make this question complicated. In fact, solving a full wave model is computationally demanding and may require vast resources. According to previous works, compressive sensing (CS) has been employed to deal with the huge amounts of the original data, by which an effective approach for CS reconstruction in the presence of multipath without prior knowledge of the building layout has been proposed (Leigsnering et al., 2013b) . However, additional energy in the multipath returns is suppressed rather than exploited during estimating parameters of the layouts. By solving inverse problems in multipath propagation, it is possible to acquire front wall parameters and interior wall positions from the scattered field. With regard to the reflecting and scattering impact on the surrounding buildings, the problem going forward is a non-linear question, and it is even more challenging in practical works. To solve this problem, various linear approximations have been proposed, but the results and conclusions are unacceptable to researchers owing to the insufficient ability to rebuild precise layouts.
Assuming that the two interior walls are perpendicular to the front wall, and all the wall parameters are simply estimated. To solve the non-convex optimization problem, a nested optimization scheme is proposed to yield ghost-free reconstruction results and accurate estimation of the wall parameters. In multipath environment, the reconstruction process can be achieved by a block orthogonal matching pursuit (BOMP) after exploiting the group-sparsity properties of echo data. The BOMP algorithm can be viewed as a block version of the orthogonal matching pursuit (OMP) (Eldar et al., 2010) . It is the extension of the subspace OMP method for TWRI. In each step of iteration, this algorithm selects the best matching sub-block, and converges it into the group of supporting block. However, for valid reconstruction, BOMP needs very precise knowledge of wall parameters. Estimation mistakes in wall parameters may lead to 'ghosts' or may targets localization errors, so particle swarm optimization (PSO) is introduced in this method to solve the wall parameter uncertainty schemes. Numerical simulations prove that the proposed imaging method can significantly improve the imaging quality while successfully correcting the wall parameters.
The remainder of the paper is organized as follows. The signal model for TWRI in multipath environment is described in the next section. Then, explanation of the proposed multipath exploitation approach is given in detail. Supporting simulation results and performance of this method are presented and analysed. Finally, concluding remarks are provided.
Signal model
In conventional TWRI systems, indoor targets and interior building layout are detected from a distance, which is a 20-50cm distance from the surface of the front wall in general (Gennarelli and Soldovieri, 2013) . If it is difficult or impossible for two-dimensional physical apertures to achieve the desired high-resolution results, synthetic aperture radar (SAR) is the only viable choice (Qu et al., 2011) . In order to discuss the SAR imaging of stationary targets further in this paper, a bistatic pattern is employed to enable the transmitting and receiving antennas move together with a fixed offset. The moving antennas provide a larger synthetic aperture than a single antenna aperture, giving rise to high-resolution imaging results in the crossrange (Leigsnering et al., 2013) .
When a ultra-wideband (UWB) pulse radar system operates smoothly, one transmitter is active at a time and one receiver is recording. Each receiver correlates the signal with a set of random sequences and only the corresponding correlation result is sampled. Generally, a single pulse is sufficient to exploit the scene because the propagation delays rarely change from pulse to pulse (Zhang et al., 2012) . Expression of the transmitted impulse signal follows a Gaussian function, and the transmitted waveform can be expressed by Equation (1).
where f c is the carrier frequency, a = 1 = f c and j = 2p 2 f c 2 . The waveform of the transmitted impulse signal is shown in Figure 1 , in which the carrier frequency is 600 MHz, and the time window is 25 ns.
Assume that the synthetic aperture consists of N antenna locations and M fast time samples are uniformly selected in the time-domain at each antenna position, and both the transmitter and receiver move in a fixed step. In the duration time T of pulse signals, the sampling interval is set as Dt. The mth sample corresponding to the nth antenna position is expressed as Equation (2).
where p = 0, 1, Á Á Á , P À 1 represents the pth target, s p is the complex reflectivity of the pth target, n = 0, 1, Á Á Á , N À 1 represents the number of the nth antenna position, m = 0, 1, Á Á Á , M À 1 represents the the mth sample, t = t 0 + mDt, t 0 is the initial sampling time and M is the total number of time-domain sampling times in a single pulse.t pn (m) is the bistatic propagation delay, which starts from the nth transmitter to the pth target, and then travels back to the nth receiver.
Consider that the two-dimensional imaging region of interest is divided into a finite number of pixels, like T x 3 T y in the crossrange and downrange, and the targets occupy far fewer than T x 3 T y pixels r(k, l); (k = 0, Á Á Á , T x À 1, l = 0, Á Á Á , T y À 1) is introduced to represent the value of s p if the pth target exists at the (k, l) th pixel, or otherwise it is zero. In stationary scenes, the information on the spatial domain can be simplified to a vector. If r(k, l) is lexicographically stacked into a T x T y 3 1 vector a, the received signal of Equation (2) can be expressed in matrix-vector form, as shown in Equation (3).
Each column of C i can be obtained by the different time delay-shifted version of the transmitted waveform. Considering a linear correlation sensing scheme in Equation (4), with a fixed set of sequences F i , the sample values y i are obtained from a discrete signal S (Gurbuz et al., 2009 ).
As there are N available antenna locations, then we can have the following expression.
where y = ½y
As the signal a is sparse, it can be easily reconstructed through CS approaches. It is obvious that accurate solutions cannot be achieved through the method when the signal is polluted by multipath propagation cases. Hence, additional exploitations to the signal models are essential in order to obtain an accurate reconstruction result. Further multipath models and returns involved with the interior walls are introduced in the following subsection.
Interior wall multipath returns
An accurate model should be developed for multipath exploitation, which requires systematic analysis to the propagation path inside the building. In TWRI systems, multipath propagation corresponds to the indirect paths, which involve reflections at one or more secondary reflectors. In this paper, only the first-order multipath is considered, and this scattering scenario consists of direct propagation to the target on the transmitter and a propagation path after the secondary reflection at an interior wall on the receiver, or vice versa. That is why the path to the target is more often different from the path remaining. The first-order multipath cases are the main part of multipath propagation in TWRI. The second-order and higher-order multipath returns are neglected for strong attenuation. As illustrated in Figure 2 , in the case of one point target, the corresponding paths are numbered l 1 -l 6 , in which l 1 and l 2 constitute the direct path, whereas in other paths, the signal travels through the front wall, arriving at the target and then comes back to the receiver after the reflection of interior wall, or vice versa. In this paper, virtual positions of the target are set according to mirror symmetry for the convenience of calculation. With two interior walls located at the left side and right side, we assume a direct circle and R À 1 multipath returns (Tan and Song, 2010) . By exploiting the structure of the multipath model, the signal vector mentioned in Equation (3) may be represented by Equation (6).
where r = 0, 1, . . . , R À 1 is the path number of direct and indirect multipath returns. C (r) denotes the sensing matrix of the corresponding path, which is defined as the multipath dictionary, and a (r) is the associated complex reflection coefficient vector.
The model in Equation (6) contains the full set of measurements for the received data. It is the generalization of the non-multipath propagation model. If the total number of propagation paths is R = 1, then the multipath signal model is defined as the linear direct path model.
Group-sparse analysis
The adopted measurement of data in Equation (6) consists of several parts, which are determined by different multipath propagation paths. It is not difficult to draw the conclusion that the structure of this signal model matches the groupsparse qualities (Mansour and Liu, 2013) . Assume that x 2 C N is a coefficient vector; its structure is expressed by Equation (7).
where B = Ld, d is the scope of a group and x is the element in a group x(l)(l = 0, 1, 2, Á Á Á , L À 1). Topical valid data revealed in a block is the significant property of the traditional block sparse signal x, the structure of which is depicted in Figure 3 . If d = 1, the block sparse signal turns into an ordinary sparse signal. It is obvious that the direct return and the multipath returns in signal (6) match the group properties in Equation (7). In the CS framework, an important step is to project the received data S in Equation (6) to a one-dimensional vector with the measurement matrix F. Multiplied by the measurement matrix F, the model of the initial signal is altered to a reduced measurement in Equation (8).
where y is the reduced measurement of the received signal. According to the structure of block signal, the measurement matrix F is divided into similar structures, as indicated in Equation (9).
where F 2 R J 3 MN (J ( MN ) represents the reasonable choice of the binary measurement matrix and n denotes an additive noise vector. The concatenated over-complete dictionary
g is a combined dictionary, and the capturing process is displayed in Figure 4 , where C (r) , r = 0, 1, . . . , R À 1 is an independent dictionary that respectively corresponded to each path. The element b r t in each dictionary matrix exhibits the corresponding value to each imaging grid, which is gained by imitating the process of data collection.
By combination of the group-sparse model and basis pursuit algorithm, the optimization problem can be solved with a proper series of software packages (Stojnic et al., 2009) . The coefficient vector a can be recovered from y by solving this optimization problem with BOMP. In the reconstruction process of a block sparse signal, it is easy to achieve BOMP owing to its low complexity. The orthogonalization ideas help BOMP against matching repetition mistakes in the computational operation process, hence attaining highly accurate reconstruction results.
As the parameters of the front wall and interior walls are unknown, this imaging process cannot be operated directly. In the following section, an approach for estimating the precise parameters of the indoor layout is proposed under multipath exploitation.
Sparse scene reconstruction with multipath exploitation
In ordinary CS imaging issues, the images are populated by detrimental 'ghost' targets because of the multipath propagation. The presence of 'ghost' targets increases the effective scene sparsity, degrading the efficiency of sparse reconstruction techniques. The propagation delay of each multipath varies with the bistatic antenna positions. For each multipath, we obtain a reconstructed sub-image, but the exact relationships among the corresponding sub-images are indistinct. Whereas as all sub-images are reconstructed under the same layout, we can deduce that if a target location in one sub-image has nonzero reflectivity, the case for the corresponding location in all the other sub-images should also be identical. In other words, if a pixel is in the support of one sub-image, it should be in the support of all other sub-images. Hence, each sub-image shares approximately, if not exactly, the same support. This principle calls for group-sparse reconstruction, which will be described as below. With reduced measurements of echo data, we need to achieve a good quality of reconstruction without multipath 'ghosts' by employing the group-sparse framework. 
Group-sparse reconstruction
The wall locations can be estimated from the returns using the building layout estimation techniques in Lavely et al. (2008) and Lagunas et al. (2013) . The permittivity is usually estimated through electrical tests to the samples that are picked off from the front wall. Although the estimations include numerous errors, they can be used in this TWRI system. With this simply estimated knowledge of wall parameters in advance, the group-sparse reconstruction process can be operated in the following subsection. Considering T x 3 T y imaging grids, with the reduced measurements given in Equation (8), we aim to recover the coefficient vectorã by solving the optimization problem in Equation (10) via the group-sparse reconstruction approach (Wright et al., 2009) 
where l is a regularization parameter. The optimization problem is solved using the group-sparse-based BOMP algorithm in this paper, and the structure of the solved coefficient vector is given in Equation (11).
Onceã is obtained, the sub-coefficient vectorsã (p) , which correspond with the sorts of multipath propagation, can be extracted under group structure rules, and each a (p) in Equation (12) corresponds with an individual sub-image.
In Equation (12), P is the total number of multipath return paths. The individual sub-images can be non-coherently combined to form a composite reflectivity vector, and this process is given in Equation (13).
Thus far, the front wall parameters and interior wall locations are estimated through several traditional approaches and the reconstruction results is obtained with the parameters mentioned above. However, it is still hard or impossible to obtain precise prior knowledge of the wall parameters in practice. Wall location errors lead to mismatches between the proposed signal model and the real signal, so the reconstruction errors are far beyond our limitations. The degradation to the reconstructed image caused by inaccurate wall parameters results in an unsatisfactory conclusion. Thus, accurate knowledge of the room layout is necessary in order to achieve highquality reconstruction and accordingly a valid approach for obtaining accurate wall parameters is the key point in this paper.
Estimation of wall parameters using particle swarm optimization
Optimization methods are an essential part in this imaging approach, and are usually employed to find the exact solutions in scattered and appropriate values (Cai et al., 2008) . The outer non-convex problem in Equation (14) can be solved by general non-linear optimization methods. The quasiNewton (QN) method is a useful optimization algorithm in many practical subjects (Henning and Kiefel, 2013) . In order to provide QN methods with a low erroneous gradient, the solutions of the inner convex optimization problem must be of high accuracy. Nevertheless, considering that the wall parameters are simply estimated, it is clear that the inner problem cannot be precisely solved.
The PSO algorithm is a valid technique that further enables accurate solutions with high probability (Parsopoulos and Vrahatis, 2004) . In contrast to QN methods, no guarantees can be given as to the performance of PSO, but it provides a great probability on overcoming local minima under normal circumstances (Li et al., 2012) . Thus, PSO may achieve better reconstruction for its ability to descend closer to the global minimum. Corresponding to the group-sparse characteristics of multipath signals, classical BOMP can be used here to provide inaccurate solutions to each multipath. QN and PSO both have the ability to find global solutions from local values, so they are employed here to acquire accurate wall parameters. With the coefficient vector for each group that acquired by BOMP, the final results are obtained through the two approaches. In the first iteration, the propagation paths are inaccurate without accurate wall parameters, resulting in mistakes in the dictionary of each multipath model. Consequently, the combined dictionary C is full of errors. The assumed delays in the dictionary cannot match the true propagation delays, leading to deviation of the imaging target locations from the actual pixels. Therefore, correction of the wall parameters with the present measurements plays a significant role.
Assuming a vector of wall parameters with four unknown elements, its structure is as demonstrated in Equation (15).
where w(1) represents the thickness of the front wall and w (2) is the permittivity of the front wall. w(3) and w(4) are the interior wall locations, respectively. By solving the problem in Equation (10) with group-sparse-based algorithm BOMP, an initialã is reconstructed, in which massive mistakes exist. After the outer problem in Equation (14) is solved with PSO, an estimated wall parameter vectorw is obtained after the first iteration. Replacing the original estimated wall parameters with this reconstructed vectorw, a new combined dictionary is constructed with a corresponding correctedã obtained in the next iteration. The comparatively superior performance of the latter reconstruction to the last iteration keeps the program running until the wall parameters are corrected with minimum errors.
Simulation results
A typical layout of an indoor scene is used and reflections from both sides of interior walls are considered. The room layout depicted in Figure 5 is set up for the simulation. In the process of data acquisition, precise knowledge of wall parameters in the room layout is given in advance. The thickness of the front wall is 0.2 m and the permittivity of the front wall is 7.6. The interior wall is located at x=1.5 m on the left and x=4.5 m on the right in the crossrange. The synthetic array is 0.2 m off the outer surface of the front wall, N = 41 transmitter-receiver pairs are equally spaced at 0.06-m intervals and M = 101 time-domain samples are selected at each antenna position. The transmitter and receiver have a fixed offset distance of 0.1 m. The impulse signal used as the antenna excitation is a Gaussian pulse with a centre frequency of 1.2 GHz. An appropriate 75-ns time window is chosen for sampling in the time domain to ensure the enough propagation time for the round trip. The image scope is 3 m and 3 m in the crossrange and downrange, respectively. Additional complex white Gaussian noise is added to the measurements with a signal-to-noise ratio (SNR) of 5 dB. While in the wall parameters estimation process, the wall parameters are simply estimated. Yet, when the QN method is employed, the initial guesses of wall parameters in uncertain vector w are 0.25, 7.0, 1.4 and 4.6, respectively, and the true values are 0.2, 7.6, 1.5 and 4.5, respectively, as mentioned previously. As far as the PSO method is concerned, a variation range of wall parameters is provided, and they are described as follows: the estimated thickness range of the front wall is 0.1-0.3 m; the scope of the front wall permittivity is 0.4-0.8; the initial guess of the two interior wall positions separately range from 1.3 to 4.3 m and from 1.7 to 4.7 m.
In practice, the received signals include early-time and late-time contents (Seng et al., 2012) . For high permittivity and the spatial existence of the front wall, the specular reflection effect on the two sides of the front wall is very strong. The early-time contents correspond to the reflections and antenna reverberations, which is the early part in the time domain with high amplitudes and short time delays, whereas the late-time contents contain the information of the target response, multipath response and clutters. As the early-time contents appear earlier than the target responses in the time domain, a time-gating technique may be used to eliminate them. An optimized selection on the time gate ensures that the image may be reconstructed with good robustness.
The time-domain response after time-gating disposal is expressed in Figure 6 , and it is obvious that the location of targets cannot be easily identified. A back projection algorithm (BP) is hence derived from computed tomography (CT), which is a 'delay-and-sum'-based imaging method in the time domain (Ulander et al., 2003) . McCorkle (1998) was the first researcher who adopted this method to an impulse radar system, and the influence of his achievements has become significant in the last few decades. However, a in multipath environment, the imaging quality obtained by the traditional BP method is far from satisfactory. For comparison, the BP method using the full data record is shown in Figure 7 . Due to the inaccurate wall parameters, a large number of 'ghost' targets are reconstructed along with the targets. Although most of the targets are correctly located at their actual positions, multipath values cannot match the true propagation delays, which cause the apparent mess to the images reconstructed by BP algorithm.
For the CS results in Figures 8, 9 and 10, only one-fifth of the array elements are used for reconstruction. As revealed in Figure 8 , the image is reconstructed using a conventional CSbased approach via the OMP algorithm without any disposition or exploitation of the multipath propagation. This leads to a cluttered scene with few 'ghost' targets, but with some errors in both target localization and reflection coefficient. By using the BOMP algorithm and a set of simply estimated parameters, the group-sparse-based reconstruction approach provides an unacceptable performance, as presented in Figure 9 . 'Ghost' targets are suppressed to some extent, but severe faults can be observed on the reconstructed information of targets. One can conclude that with initial estimated wall parameters, the BOMP method cannot precisely reconstruct the permittivity coefficients of targets or localize the targets positions with high accuracy. Figure 10 (a) is obtained by the proposed BOMP imaging algorithm with corrected wall parameters by PSO, and the real values of reconstructed targets of which are exhibited in Figure 10 (b). Compared with the traditional imaging algorithms, it is obvious that this approach can reconstruct the targets with high resolution and less sidelobe, and the precise wall parameters of the experimental layout are simultaneously obtained. On solving the outer problem of Equation (14), QN and PSO algorithms are compared in this paper, with the estimated results shown in Figures 11 and 12 . Figure 11 demonstrates the interior wall positions estimated in each iteration, and Figure 12 depicts the statistical results of the front wall parameters reconstructed by using the two methods. It is obvious that the PSO approach acquired more accurate results than those of the QN approach. To make the observation and comparison more intuitive, the reconstruction error (RE) is defined in Equation (16) to evaluate the final reconstruction error.
where y 9 and y are respectively the final estimated and the real values of the wall parameters. By adoption of the two approaches, the final estimated parameters of the four characters are displayed in Table 1 . It is obvious that the PSO algorithm performs much better than the QN algorithm in terms of acquiring precise wall parameters.
The reconstructed errors in the estimated parameters may bring distortion to the reconstruction of the reflection coefficient of targets, so a normalized mean squared error (NMSE) is employed in Equation (17) to quantify the performance of the reconstructed images.
where s 9 and s represent the reconstructed value and the real value of reflection coefficient to the point targets. Figure 13 depicts the average NMSE of the imaging results with QN-BOMP and PSO-BOMP when the SNR ranges from 25 to + 5 dB. The average NMSE is calculated over 30 Monte Carlo runs. It is observed that the proposed PSO-BOMP imaging method can reconstruct the images with lower NMSE than the images recovered using the QN-BOMP imaging algorithm. Thus, we can conclude that the proposed PSO-BOMP algorithm promotes the scene reconstruction.
Due to the high performance of the PSO algorithm, this method outperforms the QN algorithm with far less outer function evaluations. However, with the same inner iterations, the reconstruction performance of the proposed approach is obtained at the cost of much higher numerical complexity. For the internal computational complexity of PSO, the PSO-BOMP approach still requires more computational time than QN-BOMP. We compute the average computational time to determine the numerical complexity, and the average computational times of QN-BOMP and PSO-BOMP are 324.15 and 1216.24 s, respectively.
Conclusion
In this paper, a novel BOMP-based group-sparsity reconstruction algorithm combined with PSO is proposed for reliable scene reconstruction. Based on the CS framework, the proposed imaging method is operated with a small number of randomly selected measurements, which is evidenced to enable the high-resolution imaging of targets when the room Figure 12 . Statistical results of the front wall parameters that reconstructed by using two methods: (a) corrected thickness of the front wall; (b) corrected permittivity of the front wall. QN, quasi-Newton; PSO, particle swarm optimization; RE, reconstruction error. layouts are not precisely known in advance. Simulation results have further proved that the proposed imaging scheme can significantly improve the imaging quality and precisely correct the wall parameters under large uncertainties of the wall position.
