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Abstract
In this thesis, the dye molecule cis-bis(isothiocyanato)bis(2,2’-bipyridyl-4,4’-
dicarboxylato)-ruthenium(II) (N3) is studied on the rutile TiO2(110) and Au(111)
surfaces. The molecules were deposited onto the surfaces using an ultra-high vacuum
(UHV) electrospray deposition system. Thermally labile molecules such as N3 cannot
be deposited using the typical method of thermal sublimation, so development of this
deposition technique was a necessary step for entirely in situ experiments.
The geometric and electronic structure of the samples are characterised using
core-level and valence band photoemission spectroscopy, x-ray absorption fine struc-
ture spectroscopy, density functional theory, resonant x-ray emission spectroscopy
and scanning tunnelling microscopy. These reveal that N3 bonds to TiO2(110) by
deprotonation of the carboxyl groups of one bi-isonicotinic acid ligand so that its
oxygen atoms bond to titanium atoms of the substrate, and one of the thiocyanate
groups bonds via a sulphur atom to an oxygen atom of the substrate. N3 bonds to
Au(111) via sulphur atoms with no deprotonation of the carboxylic groups, and at
low coverages decorates the Au(111) herringbone reconstruction. For N3 on TiO2, a
consideration of the energetics in relation to optical absorption is used to identify the
main photoexcitation channel between occupied and unoccupied molecular orbitals
in this system, and also to quantify the relative binding energies of core and valence
excitons. For N3 on Au(111), the energetics show that the highest occupied molecular
orbital overlaps with the Au conduction band.
The transfer of charge between the N3 molecule and the TiO2(110) and Au(111)
surfaces was studied using resonant photoemission spectroscopy and resonant x-ray
emission spectroscopy. These techniques, combined with knowledge gained about the
geometric and electronic structure, are used to determine the locations and electronic
levels of N3 from which charge is readily transferred to the substrate. The core-hole
clock implementation of resonant photoemission spectroscopy is used to reveal that
electron delocalisation from N3 to TiO2(110) occurs within 16 femtoseconds.
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1Chapter 1
Dye-sensitised solar cells
1.1 Introduction
Solar cells are devices that absorb electromagnetic radiation from the sun and trans-
form it into electrical energy. The energy is converted via the photovoltaic effect,
so solar cells are also known as photovoltaic cells. Traditionally, a narrow band gap
semiconductor such as silicon is used in such a device. A dye-sensitised solar cell
(DSC) is a more recent invention in which a wide band gap semiconductor such as
titanium dioxide is made light-sensitive by staining its surface with dye. In this work,
DSC surfaces are investigated using mainly experimental methods. It is at the DSC
surface that light is absorbed and photovoltaic energy conversion takes place. A
greater understanding of the physics at these surfaces gives an insight into why the
currently most efficient DSCs work so well, and could lead to finding more efficient
DSCs in the future.
In this chapter dye-sensitised solar cells are introduced in a general context for the
interest of the reader, before explaining how they work and then outlining the partic-
ular versions studied here. In the second chapter synchrotron radiation is introduced,
as it forms the foundation of many of the experimental techniques which are used in
the work. In the third and fourth chapters, experimental and theoretical techniques
are described that have been used here to study the adsorption (bonding) of molecules
to surfaces and to study the transfer of charge between a molecule and a surface to
which it is adsorbed. In chapter five the technique we have used to deposit molecules
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onto surfaces – ultra-high vacuum electrospray deposition – is explained. It is this
technique, developed at Nottingham, that has allowed us to prepare DSC surfaces
at ultra-high vacuum for the first time. In chapters six and seven, the results of the
work carried out are presented, and in the final chapter this thesis is summarised.
1.2 The need for cost-effective photovoltaic cells
Generating electricity using solar cells is a popular method compared with contentious
renewable energy sources such as wind and hydroelectric, and the polluting non-
renewables of oil, coal, gas and nuclear. So it may come as a surprise that solar
energy contributes less than 0.1% to the world’s current electricity use, especially
as the sun radiates approximately 100,000 TW of energy onto the earth’s surface
per year (which is ∼ 10,000 times more than the 13 TW we currently use).[1] The
problem that holds back a solar energy revolution is the cost-efficiency of commercial
solar cells. Although these have reached high efficiencies of 12-17%,[1] the cost of
US$0.25-0.65 per kWh of energy is not economically competitive with the price of
utility grid electricity at $0.05 per kWh. The price of solar-grade silicon remains high,
causing devices based on crystalline and polycrystalline silicon to cost above $5 per
watt of generating capacity.[1] This would have to drop to $1 per watt to compete
with grid electricity.[1] The driving forces of finite oil, coal and gas supplies, combined
with environmental concerns over the greenhouse effect, maintain the push to develop
renewable energy sources which will one day need to support the world’s energy use.
In the solar cell industry, with silicon prices remaining high, this has stimulated
research into solar cells using different materials and consequently, in some cases,
different operating principles.
1.3 The Gra¨tzel cell
Along with the high cost of silicon, a significant disadvantage of using silicon in a
solar cell is that it is unstable against photocorrosion,[2] i.e. it degrades in sunlight
over time. A solution to both of these problems would be to use a cheap, wide band
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gap semiconductor. The size of the band gap is a measure of the chemical bond
strength in a semiconductor,[2] and hence the wider the band gap the more stable
the material.
Figure 1.1: Spectrum showing the amount of electromagnetic radiation at the top
of the earth’s atmosphere and at sea level. Regions for ultraviolet (UV), visible
and infrared light are indicated, as well as absorption bands caused by the earth’s
atmosphere.[3] The figure is adapted from Reference [4].
One semiconductor fitting the criteria of being cheap and having a wide band
gap is titanium dioxide (TiO2). TiO2 is the most widely used white pigment[5] and
is found in many everyday items such as paint, paper, toothpaste and sun cream.
However, being white is a clue to the fact that titanium dioxide does not absorb
visible light, but instead reflects it – this is a problem for a solar cell! TiO2 does
not absorb visible light because its band gap is large at ∼ 3.1 eV, which corresponds
to light in the ultraviolet part of the electromagnetic radiation spectrum. Figure 1.1
shows the amount of light reaching the earth’s surface as a function of wavelength. It
can be seen that while we do receive some ultraviolet light, it is only a small fraction
of the amount of visible light shining upon us. In order to allow titanium dioxide to
absorb visible light, a physical change has to be made: dye is added to its surface.
Since dyes have colour rather than being white, this shows that they absorb at least
some part of the visible spectrum. The phenomenon of sensitising semiconductors
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to light using dyes was first discovered by Vogel in 1883 who used dyes to sensitise
the silver halide emulsions in photographic films to longer wavelengths, enabling the
image to capture more red light.[6]
In 1991 O’Regan and Gra¨tzel developed a solar cell based on dye-sensitised TiO2
that had a promising energy conversion efficiency due to the combination of a high
TiO2 surface area, obtained using a film of TiO2 nanoparticles, and a dye with ideal
spectral characteristics.[7] In respect to the creation and continued development of
this DSC by Michael Gra¨tzel and co-workers, it is often referred to simply as a Gra¨tzel
cell. Once a semiconductor has been dye-sensitised to visible light, it can absorb
visible light which can be then converted into electrical energy. In order to use
this energy, the dye/semiconductor surface must be connected in a closed electrical
circuit. The cell in its entirety, including physical structure and processes, is described
in detail in the following section.
1.3.1 Physical structure and processes of the Gra¨tzel cell
Figure 1.2 is a schematic diagram showing the structure of a Gra¨tzel cell and the
physical steps by which it absorbs electromagnetic radiation from the sun and trans-
forms this into electrical energy. Various materials can be used for the different cell
components. Here the examples chosen are some that have been popular and widely
used for many years. The bottom part of the figure shows the overall architecture of
the cell, and the top part shows a magnification in which a dye molecule is bonded
to a titanium dioxide particle. This is where the photovoltaic process begins.
1. A photon of visible light is absorbed by a dye molecule.
2. The energy of the absorbed photon is used to move an electron from the valence
band of the dye molecule to one of its unoccupied levels. The dye molecule goes
from being in its ground state to being in an excited state.
3. The electron now has an energy which overlaps with the TiO2 conduction band,
and can therefore transfer to it. Previously the electron could not make this
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Figure 1.2: Schematic diagram showing the structure of a Gra¨tzel cell and the phys-
ical steps by which it absorbs electromagnetic radiation from the sun and transforms
this into electrical energy. The steps are labelled 1-7 and are explained in the main
text.
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transition as it was in the dye valence band, which does not overlap with the
TiO2 conduction band.
4. The electron diffuses through a network of interconnected TiO2 particles until
it reaches a conductive transparent support which is the anode of the electrical
circuit.
5. The electron travels through an external load such as a battery charger, and in
doing so gives it power.
6. At the cathode – also a transparent conductive layer – the electron reduces an
electrolyte molecule such as iodide.
7. An iodide molecule is then oxidised into triiodide when it meets a dye molecule
containing a hole, created when an electron left the molecule to travel round the
circuit in step 3. The dye molecule, now with its charge regenerated, is ready
to absorb another photon and begin the cycle again.
1.3.2 Materials used
In this subsection the various choices for the different Gra¨tzel cell components are
discussed starting with the dye, and then the semiconductor, anode/cathode and
electrolyte.
Dye
There are certain characteristics in a dye that make it a good candidate for use in a
Gra¨tzel cell. The dye should have an absorption spectrum that covers as much of the
visible region as possible, since this is the most intense part of the electromagnetic
spectrum reaching the earth’s surface. The dye molecules should be small so that
they have a large packing fraction, increasing the chance of photon absorption. The
dye should be stable to repeated oxidation and reduction cycles. The excited states
of the dye must overlap energetically with the conduction band of the semiconduc-
tor so that electron injection from the dye into the semiconductor is possible. The
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best dyes have a lowest unoccupied molecular orbital (LUMO) located close to the
dye→semiconductor electron injection site and a strong chemical coupling to the sur-
face. The better a dye is at electron injection, the more stable it is in light. This is
because in the solar cell the excited electrons that cause the damage are quickly trans-
ferred into the substrate; the only reason that the most efficient solar cell molecule
survives photoabsorption is that it is an efficient solar cell molecule. The position
of the highest occupied molecular orbital (HOMO) is best situated away from the
surface where it is accessible to the electrolyte, in order to allow efficient charge
replenishment of the HOMO hole.
Figure 1.3: a) N3 molecule adsorbed on rutile TiO2(110), calculated using
castep[8] at the DFT-GGA level (see Section 6.2 for details), and b) chemical struc-
ture of the N3 molecule.
The most widely used dye molecule in the Gra¨tzel cell is known as ‘N3’ and was
discovered in 1993 by Nazeeruddin and co-workers.[10] The full chemical name of
the dye is RuL2(NCS)2 where L=4,4’-COOH-2,2’-bipyridine, and its structure can be
seen in Figure 1.3 where it is shown both attached to the rutile TiO2(110) surface
and by itself. The combination of N3 as the dye and TiO2 as the semiconductor has
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Figure 1.4: Incident-photon-to-current efficiency as a function of wavelength for
TiO2 and N3-sensitised TiO2. Figure adapted from Reference [9].
been used to give cell efficiencies of over 11%. This high efficiency warrants much
interest in the dye itself, but also in why it is so well-matched with TiO2. What we
do know is that N3 has near-ideal spectral characteristics, as shown in Figure 1.4.
The dye exhibits a broad absorption curve over the 400-700 nm region, covering much
of the visible spectrum. The molecule is also fairly small and has a high absorption
coefficient. It also has a high chemical stability. The energy levels of N3 match
incredibly well with TiO2 such that electrons excited to any unoccupied level of the
dye can transfer to the TiO2 conduction band. The molecular LUMO is situated right
next to a molecule-semiconductor bonding site, and the HOMO is amply exposed to
the electrolyte. These characteristics lead to fast electron injection and high cell
efficiency, and will be investigated further in the results chapters.
There are fears about ruthenium being too expensive, or that there would not be
enough of it to support its widespread use in N3 DSCs. However, while ruthenium is
expensive, the cells only use a small amount equivalent to less than $0.02 per peak-
watt[1] and methods are being investigated for possible retrieval of ruthenium from
cells that have eventually degraded.
Following the discovery of N3 its photovoltaic performance was unmatched for
eight years by hundreds of other chemicals that were synthesised and tested until in
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2001 a chemical known as the ‘black dye’, or RuL’(NCS)3 where L’=4,4’,4”-COOH-
2,2’:6’,2”-terpyridine, was discovered that at the time beat N3, achieving 10.4% solar
to power conversion efficiency.[9, 11] The record was broken again a few years later
by using N3 in conjunction with guanidinium thiocyanate, a self-assembly facilitat-
ing additive.[9] Black dye remains an interesting contender though, as it extends
the absorption range further into the UV range than N3. Other newer sensitisers
being currently researched include complexes of Ru and Osmium, organic dyes and
semiconductor quantum dots.[9]
Semiconductor
We have learnt that a semiconductor surface can be dye-sensitised to absorb visible
light and thus be exploited in photovoltaics. However, on a flat surface a monolayer
of dye molecules absorbs at most a few percent of incident light,[1] giving devices with
quantum efficiencies of ≤ 0.1%.[12] The absorption is weak because the area that a
single molecule takes up is hundreds of times larger than its optical absorption cross-
section.[13] This was seen as a limiting factor in using wide band gap semiconductors
to absorb visible light, until in 1976 Matsumura and Tsubomura made a breakthrough
discovery.[12, 14] By using a zinc oxide (ZnO) electrode made of sintered ZnO powder
in conjunction with a dye and electrolyte they achieved a 1% conversion efficiency,
smashing the previous record. Sintering a powder, or nanoparticles, involves applying
heat and pressure so that the particles ‘weld’ together forming a solid mass, while
keeping below the material’s melting point so that the particle/gap structure is re-
tained. Such structures are described as being mesoporous, as liquid can penetrate
the network of joined particles.
The dye molecules are deposited by soaking the mesoporous semiconductor layer
in a solution containing the dye. The dye molecules bond to the semiconductor
surface, which through being mesoporous has a thousand-fold increased surface area
compared with a flat surface.[2] The mesoporous layer has a porosity of approximately
50% and a thickness of 10 µm.[2] Photons of visible light can penetrate the meso-
porous semiconductor because optical photons can penetrate materials to a thickness
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approximately equal to their wavelength (λvisible ∼ 0.5µm). Any dye molecules that
a photon does excite are bonded directly to the semiconductor. Those that are not
bonded to the semiconductor are very unstable in light, and soon decompose. Once
an electron has been injected into the semiconductor network, it ‘percolates’ through
the network until it meets the conducting back contact where it is safe from recom-
bination with dye molecules or the electrolyte.
The most commonly used semiconductor in DSCs is TiO2. ZnO is also a popu-
lar choice. Nanostructured TiO2 is made up of nanoparticles for which the crystal
facets are predominantly the anatase (101) surface. In the work performed in this
thesis, however, the substrate of choice is single crystal (flat) rutile TiO2(110). The
benefit of using a single crystal surface over a nanostructured surface is that it has
a well-defined periodic structure, which is required to get molecules in the same ad-
sorption state to study. The rutile TiO2(110) surface is chosen here over the anatase
TiO2(101) surface for reasons of both practicality and cost. (This is discussed further
in Section 6.1.) In the experiment using TiO2, the primary objective is to examine
the interaction between N3 and the TiO2 surface and then to draw conclusions rele-
vant to the N3/nanostructured TiO2 used in DSCs. The substrate substitution can
be made because the bonding geometry of the primary binding ligand of N3 to the
surfaces of both rutile TiO2(110)[15] and anatase TiO2(101)[16] is of essentially the
same character, and the optical band gaps of the different phases are close at 3.05
[17] and 3.20 eV [7], respectively.
Electrodes
The cathode, which must electrically contact the electrolyte, must be transparent
in order to let visible light through to the dye-sensitised surface. The anode, which
electrically contacts the semiconductor, is often made translucent as well so that
the cell is more aesthetically pleasing. Typical materials used are a glass or flexible
plastic support coated with a transparent conducting layer of fluorine-doped tin oxide
or tin-doped indium oxide.[13]
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Electrolyte
The most successful combination of DSC materials to date has been the dye N3 ad-
sorbed to the semiconductor TiO2 along with the electrolyte redox couple iodide/tri-
iodide. Other materials being researched that can replace the electrolyte component
are ionic liquids,[18] polymer electrolytes,[19] and hole-conducting solids.[20, 21, 22]
The requirement for this component of the solar cell is that it acts as a redox agent,
i.e. it reduces at the cathode to carry electrons, and oxidises at the dye molecules
where it gives an electron to return charge-depleted dye molecules back to their ground
state. It is also important that it is both in contact with the cathode, and permeates
the TiO2 network to make full contact with the dye molecules. Although electrolytes
produce cells with high efficiencies, there is a move away from using them because
solvents do not make the most robust cells since they can cause leakage to occur. This
is combatted by use of the more recently researched hole-conducting solids such as
p-type semiconductors. Establishing an intimate contact of the hole-conducting solid
with the porous network can be achieved by spin-coating the hole-conducting solid in
its liquid phase.[23] The electrolyte component chosen must suit the semiconductor
in terms of electronic energy levels, as the difference between the electron Fermi level
in the semiconductor and the redox potential of the electrolyte corresponds to the
open circuit voltage of the system.
1.4 The McFarland and Tang cell
In 2003 McFarland and Tang proposed a DSC that uses a slightly different cell archi-
tecture to the Gra¨tzel cell.[24, 25] Their cell consists of the four layers Ti/TiO2/Au/dye,
the Au taking the place of an electrolyte to replenish the dye. It was proposed that
photoexcited electrons in the dye travel ballistically through an ultra-thin Au layer
before being injected into the TiO2. A photovoltage is produced by contacting the
Ti and Au layers. For a device using merbromin as the dye, 10% of the absorbed
photons gave rise to an electric current.
The exact nature of how the solid state device works is still under investiga-
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tion. Two different theories are illustrated in Figure 1.5. The Au film is described
as being ∼ 10–50 nm thick, as illustrated in 1.5 (a). It has been shown however,
that rather than being a layer of uniform thickness, Au deposited on TiO2(110) by
sublimation[26, 27, 28] and sputtering[29] results in Au islands and networks with a
significant proportion of the TiO2 surface still exposed. Dye molecules could then
interact simultaneously with the Au islands/networks and the TiO2 surface. This
interpretation is illustrated in 1.5 (b).
Figure 1.5: Schematic figure illustrating the different theories regarding the Au
layer in the McFarland and Tang cell. In (a) the Au film is of uniform thickness and
electrons must travel ballistically through it from the dye molecules to the TiO2 in
order to complete the circuit. In (b) the Au forms islands and networks on the TiO2
and the dye molecules are able to bond directly to the TiO2 surface, while also being
in contact with the Au.
1.5 Future prospects for dye-sensitised solar cells
1.5.1 Existing solar cell technologies
It is clear that the performance of conventional silicon solar cells is reaching a plateau
and that with silicon prices remaining high, the low cost-effectiveness of these cells
limits their widespread use. In the 1970s a second generation of thin film solar
cells emerged, including amorphous and thin film silicon, CuIn(Ga)Se2 and CdTe
films, and DSCs.[1] There is now a third generation of solar cells which have multiple
junctions rather than a single junction, so can achieve efficiencies higher than the 31%
efficiency measured for single junction converters under standard test conditions.[30]
Third generation cells currently being researched include multi-gap tandem cells, hot
electron converter cells and quantum dot solar cells which multiply photoexcited
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electrons.[1]
1.5.2 Benefits of dye-sensitised solar cells
Dye-sensitised solar cells can be fabricated cheaply compared to conventional silicon
solar cells which have a high cost in terms of both energy and money, due to the high
temperatures and high-vacuum processes required to obtain solar grade silicon. To
illustrate this, construction of a DSC has been used by the project supervisor as an
undergraduate laboratory project. The cells are stable under long-term illumination
and exposure to high temperatures. The use of a solvent-free electrolyte component
improves this stability further. Silicon cells and DSCs that are rated equally un-
der standard test conditions perform differently under realistic outdoor conditions, in
which DSCs have been shown to produce 20-30% more energy than their equally rated
polycrystalline counterparts.[1] This is because DSC performance is practically unal-
tered by temperature whereas silicon cells produce approximately 20% less electrical
energy in hot, sunny conditions. Also, the DSC is less dependent upon the sunlight’s
angle of incidence, and performs better than silicon under cloudy conditions with
diffuse light.
The current top DSC efficiencies are 11% for the Gra¨tzel cell, 4.2% for solid-state
equivalents using organic hole-conductors, 4.8% for organic photovoltaic cells based
on blends of fullerene derivatives, and 5-6% for nanocomposite films comprising only
inorganic materials. To improve DSC performance, new dyes or combinations are
being developed, with the aim being to increase optical absorption cross-sections and
broaden the radiation absorption band into the near-infrared.
1.5.3 Commercial interest and predicted future use
A notable benefit of DSCs is that they can be made to be transparent, so are gener-
ally considered to be more aesthetically pleasing than conventional silicon cells. An
example of a DSC suitable for commercial use is shown in Figure 1.6. The cells are
tinted the colour of the dye used, and here are examples showing orange, burgundy,
turquoise and green colours. The cells can be produced in a variety of styles that can
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be incorporated into roofs or windows.
Figure 1.6: A dye-sensitised solar cell.[31]
Commercial interest in DSCs is steadily rising, including the Welsh company
G24innovations who produce DSCs by the roll and have developed products such
as portable solar chargers and lighting systems. The Australian company Dyesol also
has operations in the UK, Italy and Switzerland, and produces DSC components
that can be incorporated directly into buildings. The Toyota Dream House,[32] built
with the objective of being an energy-saving intelligent house supporting the latest
network computing technologies, had DSC panels installed in its walls. Konarka,
USA, produce flexible cells which they call ‘power plastic’ for the commercial market.
The expansion of commercial interest in photovoltaics, combined with environmental
concerns and increasingly proactive environmental policies, suggest that photovoltaics
will have a significant role to play in our future energy supply. It is calculated that by
2065 the whole world’s energy demands could be supplied by photovoltaic cells.[33, 1]
1.6 Topics researched in this thesis
In the effort to discover more efficient DSCs, there are two routes that one can
take: the empirical trial and error of different dyes, semiconductors, electrolytes and
additives, or research into understanding why certain materials produce superior cells,
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and using this knowledge to engineer new dyes. While brute force empirical meth-
ods have been a major factor in the discovery of new efficient dyes and material
combinations, they rely somewhat on chance, and can be better guided by a sound
understanding of scientific fundamentals found through more targeted research. In
this work the second approach is used.
Chapters 1-5 lead up to results chapter 6 in which the popular and efficient com-
bination of the dye molecule N3 with the semiconductor TiO2 is investigated in great
detail. The techniques used are mainly experimental, and uncover the geometric and
electronic structure of N3 bonded to TiO2, as well as the dynamics of the electron
injection from N3 into TiO2. The sample preparation was carried out under ultra-
high vacuum (UHV) using a recently-developed UHV electrospray deposition system,
described in Chapter 5. This is the first study of N3 on TiO2 where the sample was
both prepared and analysed under UHV; previous studies have used samples prepared
at ambient to medium vacuum. Preparing samples under UHV largely eliminates the
presence of atmospheric contaminants that can obscure the results one sees when
measuring the sample properties. In Chapter 7 the combination of N3 and Au –
relevant to the McFarland and Tang solar cell – is investigated in detail using the
same deposition method and similar techniques as above.
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Chapter 2
Synchrotron radiation
2.1 Introduction
The majority of the experimental work presented in this thesis was done using tech-
niques that require intense, tunable electromagnetic radiation. The techniques are
described in detail in chapters 3 and 4. But first, let us understand how this type of
light is produced and controlled.
Charged particles travelling at relativistic speeds emit radiation when they change
momentum. Radiation created in this way is called synchrotron radiation. For
charged particles to move at speeds large enough to emit photons of significant en-
ergy, they must have long mean free paths, and this can only happen in vacuum. The
two environments in which synchrotron radiation can occur, therefore, are deep space
(see Figure 2.1) and man-made ultra-high vacuum chambers here on earth.
The first man-made synchrotron radiation was produced as a by-product of parti-
cle accelerator rings, where the main purpose was to study the particles themselves,
not the light emitted from them. The synchrotron radiation produced was utilised via
so-called parasitic ports. With the recognition of the importance of bulk and surface
science techniques that use synchrotron radiation as an excitation source, there are
now tens of dedicated synchrotron radiation sources throughout the world.
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Figure 2.1: Hubble space telescope image of the M87 galaxy. Magnetic field lines,
created by a supermassive black hole at the galaxy’s centre, trap electrons which
are sent out in relativistic jets. Spiralling at relativistic speeds, the electrons emit
synchrotron radiation.[34]
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2.2 Synchrotron layout
The various stages in the production of synchrotron radiation are now described,[35]
starting with electrons leaving a hot filament, and ending with intense, polarised light,
tunable over a large range of photon energies from visible light to hard x-rays. The
stages 1-6 are labelled in the schematic Figure 2.2.
Electrons are generated using an electron gun (1) and are then accelerated to
almost the speed of light by a linear accelerator (2) and a booster ring (3). The
electrons are then transferred to the storage ring (4). The term ‘ring’ is a misnomer,
as it is actually a polygon; electrons travel through vacuum in straight lines unless
an electric or magnetic force is applied orthogonal to their motion. The electrons
are made to turn using bending magnets, or insertion devices which are described in
Section 2.3. As the electrons are deflected by the magnets, they change momentum
and so give off synchrotron light at a tangent to the ring. The light then travels down
a beamline (5) where it is made ready for use in experiments, and eventually arrives
at an end station (6). This is where the experimentalists work and where the light
finally reaches their samples.
Figure 2.2: Schematic image of a synchrotron,[36] showing the (1) electron gun, (2)
linear accelerator, (3) booster ring, (4) storage ring, (5) beamline and (6) end station.
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2.3 Wigglers and undulators
The most simple way in which to deflect the electrons in the storage ring is to use
a bending magnet, i.e. the electrons pass through a simple electromagnet with a
‘north’ on one side and ‘south’ on the other. As the electrons change momentum
while turning, they emit radiation with a very broad energy spectrum. The emitted
radiation is often described as being like a searchlight, pointing forwards along the
tangent of the ring, and sweeping round as the electrons turn.
The more advanced insertion devices used in the storage ring to deflect the electron
beam are called wigglers and undulators. Instead of the electrons illuminating the
beamline once for every time they go around the storage ring, these devices cause the
electrons to illuminate the beamline several times, or for one long pulse of light. This
is done by forcing the electrons to oscillate using a series of magnets with alternating
poles.
Figure 2.3: An undulator insertion device. An array of magnets guide electrons in
a gently undulating path, causing them to emit forward-pointing radiation.[37]
In a wiggler, the oscillating motion of the electrons causes the radiation ‘search-
light’ to move from side-to-side so that it shines down the beamline many times, in
quick succession. The beamline receives short pulses of light, the number of which
being equal to the number of magnet pairs in the array. In an undulator, as illus-
trated in Figure 2.3, the magnets used are much weaker, such that the electrons
do not move side-to-side so much and the radiation cone illuminates the beamline
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constantly, resulting in one long pulse of light.
The distinction between how an electron moves in a wiggler and an undulator can
be made using the dimensionless magnetic deflection parameter K:
K =
eBλu
2πmec
, (2.1)
where e is the charge on an electron, B is the magnetic field, λu is the wavelength
of the undulating electron motion (equal to twice the magnet spacing), me is the
mass of an electron at rest and c is the speed of light. The maximum excursion
angle of the electrons is K
γ
and the maximum radiation emission angle is 1
γ
, where
γ is the Lorentz contraction factor. With a strong magnetic field, K ≫ 1, and the
excursion angle of the beam is much bigger than the radiation emission angle. This
is the case for a wiggler, where the radiation is widely separated in angle and does
not overlap spatially after some propagation distance. For a weaker magnetic field
such that K ≤ 1, the excursion angle of the beam lies within the radiation cone. This
is the case for an undulator where the radiation continues to overlap spatially for a
significant propagation distance, causing interesting interference effects.
With the small electron excursion angle produced by undulators, the photon en-
ergy range is small, resulting in a high photon flux within this energy range. Another
feature of undulators is that the overlapping of the light cones means that constructive
interference can occur; certain wavelengths are significantly enhanced. The energies
that are enhanced can be tuned by the user by changing the geometry of the un-
dulators. This is done by altering the gap between the top and bottom arrays of
magnets. Occasionally a broad energy range of approximately constant intensity is
required. This is achieved by tilting the magnet arrays with respect to each other, so
that mixing occurs, and the peaks in flux at specific energies are smeared out.
The high intensity of photons produced by undulators is both a blessing and a
curse. The high photon intensity means that a relatively high signal is measured in
whatever technique one is using. But for fragile, organic samples there is a risk of
beam damage. This is where the sample is changed by the beam, e.g. the beam might
break chemical bonds. In this case, one must assess how long a sample can safely be
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kept in the beam path, and either measure in a different place on the sample each
time, or else continually move the sample throughout data acquisition.
2.4 Beamline I511
The purpose of a beamline is to make the radiation leaving the ring ready to be used
in experiments at the end stations. In all the synchrotron experiments presented in
this thesis, the undulator beamline I511 at the MAX II synchrotron of the National
Swedish Laboratory MAX-lab was used. A schematic figure of beamline I511 is shown
in Figure 2.4 and a photograph of the beamline is shown in Figure 2.5.
Curved mirrors are used at various stages to focus the light leaving the storage ring,
in order to minimise loss of photons and to obtain an intense beam on the sample.
The energy of the photons required by the user is selected at the monochromator
using either a crystal or a grating. A grating is used on the I511 beamline and gives
access to a photon energy range of 90-1500 eV.[38] A special feature of beamline I511
is that it splits at the end so that two different end stations can be used; these are
the surface end station I511-1 and the bulk end station I511-3. The synchrotron light
can either be pointed at one end station or the other using a flip mirror.
Figure 2.4: Schematic figure of the I511 beamline at the MAX-II synchrotron in
MAX-lab, Sweden. The figure is adapted from reference [38].
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Figure 2.5: Photograph of the I511 beamline at the MAX-II synchrotron in MAX-
lab, Sweden.
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2.5 End station I511-1
At the end of each beamline is an end station consisting of various ultra-high vacuum
chambers attached to each other. There is usually a chamber in which to prepare sam-
ples and a separate analysis chamber where the samples are exposed to synchrotron
light, and emitted electrons or photons are collected and analysed. The end station
used in this work was I511-1, shown in Figure 2.6. This end station was specifically
designed for surface science experiments, as it was set up so that the photon beam is
at grazing incidence to the sample surface. This is explained in the next section.
Figure 2.6: Photograph of the I511-1 surface science end station. The rotatable
electron analyser can be seen in the top of the photograph.
The end station is equipped with a sputter gun. The gun uses an electric field to
accelerate inert argon ions towards the sample, where they knock matter away from
the top of the surface enabling samples to be atomically cleaned. A manipulator is
used to move the sample in x, y and z, and also to rotate it about the beam axis. The
manipulator also houses electric connections which can be used to heat the sample
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using an electric current. This gives the sample thermal energy, allowing surface and
bulk atoms in the sample to move around and repair surface defects caused by the
argon sputtering.
Also attached to the chamber is equipment used to measure what is emitted from
the sample when the synchrotron light is shone onto it. The photoelectron analyser
measures the kinetic energy of electrons leaving the sample, and the x-ray emission
spectrometer measures the energy of photons leaving the sample. These analysers are
described in more detail in chapter 3. A special feature of this end station is the ability
to rotate the analysers around the beam axis, enabling the user to choose the detection
direction with respect to the light polarisation vector, E, of the light. Unless altered,
this is horizontal due to the orientation of the storage ring. Some experiments may
require the polarisation to be switched between horizontal and vertical for magnetic
spectroscopy, or to be circularly or elliptically polarised to produce a very intense
light beam. This is done by moving the undulator magnet arrays with respect to
each other in the beam propagation direction.
It is important to have an ultra-high vacuum within the chambers during the
experiment, typically around 1 × 10−10 mbar. This is because it is important to
have a clean sample, free from atmospheric contaminants. If the vacuum is not high
enough, the sample can be covered in a layer of contaminants from the air within a
second; at ultra-high vacuum, the sample can stay clean for many hours. To achieve
a high vacuum, the vacuum chambers must be baked to approximately 150 ◦C. This
high temperature evaporates both water and volatile molecules that are still present
on the inner surface of the vacuum chambers even after pumping out the air. The
baking is done using heating tapes which are wrapped around the chambers and
covered with layers of aluminium foil. The foil keeps the heat in and also ensures
slow heating and cooling, so as not to damage windows and other fragile components
by uneven thermal expansion and contraction. After several hours, the pressure
within the chambers drops to below 1× 10−7 mbar and the heating tapes are turned
off. Once the system cools down, the pressure drops further to below 1× 10−10 mbar.
The experiments can then commence.
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2.6 The importance of grazing incidence
Having the sample at grazing incidence to the synchrotron beam, as opposed to
normal incidence, means that a larger proportion of electrons and photons emerge
from the surface of the sample than from the bulk. This is illustrated in Figure 2.7.
Synchrotron light penetrates samples to a sample depth of approximately 100 nm.
The emitted photons and electrons have escape depths of approximately 100 nm and
10 nm respectively. At normal incidence the plane of the sample surface is positioned
perpendicular to the incident synchrotron light. The light therefore penetrates to a
depth of 100 nm, allowing photons and electrons to emerge from depths of 100 nm and
10 nm respectively. At grazing incidence the plane of the sample surface is positioned
at a small angle with respect to the incident synchrotron light. On the I511-1 end
station, this angle is fixed at 7◦ due to the geometry of the beamline. The light
then penetrates to a shallower depth of sin(7◦) × 100 nm = 12 nm, and the incident
photons spend more time travelling through the uppermost sample layers where they
are potentially absorbed by electrons. A further benefit of grazing incidence is that
the synchrotron beam is spread out on the surface creating a larger illuminated spot,
thus reducing beam damage and exciting photoelectrons from more of the sample.
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Figure 2.7: Schematic figure illustrating that when the synchrotron beam is at
(a) grazing incidence to the sample surface, as opposed to (b) normal incidence, the
emitted photons and electrons originate from higher up in the sample.
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Chapter 3
Adsorption of molecules to surfaces
3.1 Introduction
This chapter describes the experimental and theoretical techniques used in this work
to study the adsorption of molecules on surfaces. Adsorption is the process by which
an atom or molecule – the adsorbate – forms a bond to a surface. A molecule ad-
sorbed to a surface is illustrated in Figure 3.1. The techniques described here reveal
information about the uppermost layers of a surface, and atoms or molecules that are
adsorbed on it.
Figure 3.1: Image of an N3 molecule adsorbed to the rutile TiO2(110) surface,
produced from density functional theory calculations which are described in Section
3.5; specific parameters for this particular calculation are given in Section 6.2.
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Adsorption can be investigated in terms of both physical and electronic structure.
Electron and photon spectroscopic techniques can unveil the electronic energy levels
in a sample, both those that are occupied by electrons and those that are not. They
can also be used to determine the bonds that exist between the adsorbate and the
surface, and the orientation of the adsorbate with respect to the surface. To support
these experimental techniques, the surface interface and adsorbate can be modelled
using theoretical techniques. These calculations are useful to help to understand
what is seen with experiment, or as a double-check to confirm interpretations from
experiment. Finally, scanning tunnelling microscopy, a direct imaging technique, is
used here to study the way in which molecules are distributed across a surface.
A surface is defined as the interface between a solid and either a vacuum, gas or
liquid. When studying atoms and molecules on surfaces, a simple surface is desirable
so as not to add extra complexity to the system. Typically, a flat crystal surface
is used. Crystals have long-range order, and can be cut at an angle that exposes a
particular crystal plane. The experiment can then begin with a known, well-defined,
periodic structure. The crystal plane can be described using Miller indices; these
are three integers that denote the reciprocals of the three Cartesian axis intercepts
through which a crystal is cut. The TiO2(110) and Au(111) crystal planes, used in
this work, are shown in Figure 3.2.
Figure 3.2: Structure of the (a) TiO2(110) and (b) Au(111) crystal planes. In (a),
red spheres represent O atoms and grey spheres Ti atoms. In (b), all spheres represent
Au atoms.
In some cases the surface itself is studied, but in this work we study molecules
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adsorbed on surfaces – a key component of dye-sensitised solar cells. This part of the
cell is where light is absorbed by molecules, exciting electrons within the molecules
before they then move into the surface, forming part of an electrical circuit. In other
words, this is where solar energy is converted into electrical energy. The cell as a whole
is of course also important, and there are ongoing studies into the best molecules,
semiconductor and electrolyte to use, as well as studies into the introduction of new
components such as extra layers in between the oxide and the molecules.
3.2 Photoemission spectroscopy
3.2.1 Bound electrons
As discussed in the previous section, the systems being studied here consist of a crystal
with molecules adsorbed on its surface. In the crystal and the adsorbate, there exist
many electrons which all have discrete energies. For example, in a TiO2 crystal, each
Ti atom has 22 electrons and each O atom has 8 electrons. Each electron has a
particular ionisation potential that it would have to overcome in order to leave the
atom or molecule to which it is bound. The ionisation potential energy can be split
into the binding energy, which is the energy of the bound electron with respect to the
Fermi level, and the work function, defined as the energy required to move an electron
from the Fermi level to the vacuum level. These levels and energies are illustrated
schematically in Figure 3.3. The Fermi level is the energy at which the probability
of an electron being there is 1
2
. For metals it lies just above the highest occupied
electronic level. For insulators and intrinsic semiconductors it lies at the centre of the
band gap, and in doped semiconductors it moves closer to either the conduction band
or the valence band depending on whether the doping is negative or positive. The
vacuum level is the energy at which an electron is far enough away from neighbouring
particles that it no longer feels an interaction with them, and the electron is at rest
because it has no kinetic energy. Any further energy that the electron gained would
be kinetic energy, allowing it to move through the vacuum, and placing it above the
vacuum level on the schematic figure. Between the Fermi level and the vacuum level
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there exist unoccupied, bound electronic levels.
Figure 3.3: Definition of terms for bound electrons. Here the energy levels for
a molecule are shown. LUMO and HOMO are the lowest unoccupied and highest
occupied molecular orbitals, respectively.
Electrons exist either in atomic energy levels, or molecular energy levels where
some atomic levels have mixed through bonding. The atomic energy levels are well-
defined for an element. They are represented by the quantum numbers n and l, which
are the principal quantum number (or shell number) and the azimuthal quantum
number (or orbital angular momentum), respectively. For example, the 1s electrons
have the highest binding energy, followed by the 2s, then the 2p electrons etc. The
atomic levels can be described either as core levels, where they have a high binding
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energy and can be visualised as existing close to the nucleus, or they can be valence
levels which are those with a low binding energy close to the Fermi level, and which
are used for bonding between atoms.
Molecular energy levels, or molecular orbitals, contain weakly bound electrons in
energy levels that are mixed, and are localised to not just a single atom, but spread
over neighbouring atoms. In some cases, molecular orbitals can be spread over the
entire molecule. The occupied molecular orbitals can often not be resolved, and are
collectively called the valence band.
While the core levels are labelled specifically according to their quantum numbers,
a different notation is used for mixed molecular orbitals. The highest occupied molec-
ular orbital is called the HOMO, and the next highest is denoted the HOMO-1, then
the HOMO-2 etc. As well as occupied molecular orbitals, there are also unoccupied
molecular orbitals that although unoccupied, have a fixed ionisation potential and
can only be filled with an electron with that energy. The lowest unoccupied molecu-
lar orbital is called the LUMO, and the next lowest denoted the LUMO+1, then the
LUMO+2 etc. This notation system allows one to refer to mixed molecular orbitals
for which one does not need to know anything about the quantum numbers involved.
3.2.2 Uses of photoemission spectroscopy
Photoemission spectroscopy is a powerful technique that allows one to measure the
binding energy of electrons. The electronic signature of every element is unique, and
the simplest use of photoemission spectroscopy is to identify the elements present in
a sample. It could be used, for example, to find out which elements are present in an
historical artifact such as a painting, giving clues to the paint used, and thus also to
the era and geographical location in which it was produced.
Photoemission spectroscopy can also be used to discover the chemical states of
bonded atoms. Atoms bond by their electrons rearranging themselves into more
energetically favourable positions in the presence of other atoms. This causes the
electrons to shift slightly in binding energy, and since one can measure the binding
energy of electrons, this shift can be detected. For example, atoms with partially pos-
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itive charges cause the binding energy of the electrons in core levels to shift to higher
values, associated with an increase in Coulombic attraction between the electrons and
the nucleus.
In this work, photoemission spectroscopy is used for elemental identification at
the start of an experiment, to check that the surface is comprised of the expected
elements and is free from contaminants. Its main use, however, is to identify the
chemical states of the atoms in the molecules that are adsorbed to a crystal surface.
This enables conclusions to be drawn about how the molecules bond to the crystal
surface - through which of the molecule’s atoms, and to which atoms of the crystal
surface? This is an important step in understanding how charge moves between the
molecules and the surface, which is fundamental in understanding the exact way in
which dye-sensitised solar cells function. Techniques to study charge transfer are
discussed in the next chapter.
3.2.3 The photoemission process
The basic principle underlying photoemission spectroscopy is the photoelectric effect,[39]
in which electrons are emitted from matter following absorption of photons. The emit-
ted electrons are termed photoelectrons. The energies of the photon absorbed, and
the photoelectron, are related by the equation,
hν = EB + φ+ EK, (3.1)
where hν is the energy of the absorbed photon, EB is the binding energy of the
electron, φ is the work function of the surface, and EK is the kinetic energy of the
emitted photoelectron. The terms binding energy and work function were defined
previously in Section 3.2.1, and shown schematically in Figure 3.3.
When a photon is absorbed by an electron, it transfers all of its energy to the
electron. The electron can then expend this energy, if it is high enough, in overcoming
its binding energy so that it is no longer bound to the atom or molecule it was in,
overcoming the work function of the surface so that it is no longer bound to the
surface, then any remaining energy the electron has becomes kinetic energy. The
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electron is then free to travel through the vacuum. If the electron is incident upon
an electron detector, it then gains energy equal to the work function of the detector,
and its final kinetic energy can be measured. Through knowing the energy of the
absorbed photon, the work function of the detector, and the measured kinetic energy,
the binding energy of the electron can be determined from Equation 3.1.
An energy level diagram showing the photoemission process and other consequent
processes is shown in Figure 3.4. Initially, the molecule is in its ground state; all
of the electronic energy levels below the Fermi level are filled. Then, a photon is
incident upon the system and a photoelectron is emitted. Photons are not always
absorbed; the probability of absorption depends on the magnitude and polarisation
of the photon’s electric field vector, the initial and final electronic states of the atom
or molecule, and the energy density of final states for the transition.
3.2.4 Relaxation processes
Once the photoelectron has left the atom or molecule, a valence or core hole remains.
Having a core hole means that the system is in an unstable excited state with a finite
lifetime. It is more energetically favourable to have a hole in a low binding energy state
than in a high binding energy state, so the system stabilises by an electron dropping
down from the valence band to fill the core hole. So that energy is conserved, the
system must simultaneously lose energy at this step, and does so either by emission of
an electron, termed Auger decay, or emission of a photon, termed fluorescent decay.
For elements with a low atomic mass, Auger decay is the dominant process, which
makes it easier to detect than x-ray fluorescence. A graph showing the probabilities
of Auger and fluorescent decay as a function of atomic number is shown in Figure
3.5.
3.2.5 Loss processes
Not every electron that is emitted through photoemission or Auger decay makes it
from its original energy level to the vacuum level unaffected. Along the way there are
several potential interactions it can take part in which cause it to lose energy. Two
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Figure 3.4: Electronic energy level diagrams depicting the photoemission process for
a molecule. In its ground state, the molecule absorbs a photon with energy hν. This
energy is transferred to an electron which becomes a photoelectron and is emitted
from the molecule. This leaves the molecule in an excited state as it has a core hole,
which is an energetically unstable state to be in. The molecule then relaxes as an
electron drops from the valence band to fill the core hole, and either an electron or
photon is emitted. These decay processes are termed Auger and fluorescent decay
(x-ray emission), respectively.
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Figure 3.5: Comparison of Auger yield and fluorescence yield as a function of atomic
number. Figure adapted from Reference [40].
of these interactions give rise to resolvable features in photoelectron spectra and are
known as satellite peaks. The rest of the interactions do not give rise to resolvable
features and the electrons are said to have been inelastically scattered.
The two resolvable loss processes are called shake ups and shake offs. These are
depicted in Figure 3.6. As the primary photoelectron leaves the atom or molecule it
excites another high-lying electron by giving it some energy. It may excite a high-lying
electron into an unoccupied level – shake up – or it may excite a high lying electron
to the vacuum level or above – shake off. The primary electron can be thought of as
shaking an electron higher up the energy level diagram, or shaking an electron off the
atom or molecule entirely. The primary electron then leaves the atom or molecule as
usual and may be detected by an electron analyser, but through losing some energy
it now has a lower kinetic energy. The kinetic energy deficit is equal to the amount it
gave to the high-lying electron. When the spectra are switched from a kinetic energy
scale to a binding energy scale any shake up or shake off peaks will appear to have
higher binding energy than the main photoelectron peak. Shake off peaks appear to
lie to higher binding energy than shake up peaks. These processes are called final
state effects because the final state of the atom or molecule is different to how it
would have been had the primary electron left unperturbed.
In the unresolvable loss processes, the primary electron is involved in interactions
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Figure 3.6: Electronic energy level diagrams depicting the shake up and shake off
loss processes in photoemission spectroscopy. Here a molecule in its ground state
absorbs a photon with energy hν. This energy is transferred to an electron which
becomes a photoelectron and is emitted from the molecule. On its way out however,
the photoelectron gives some energy to an electron which is either promoted to an un-
occupied level (shake up) or ejected from the molecule altogether (shake off). Because
the primary photoelectron loses some kinetic energy in the process, it is measured
accordingly and when on a binding energy axis appears to higher binding energy than
those photoelectrons that did not lose any energy.
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once it has left its atom or molecule and is travelling through the bulk. Interactions it
may have include the excitation of phonons and surface or bulk plasmons. A phonon is
the quantisation of a sound wave in matter and a plasmon is the quantisation of some
electron density oscillating around stationary positive ions. Since these excitations
can take a wide range of incrementally different energies from the electron, these
features cannot be resolved and usually result in a smooth background. Additionally,
once an electron has slowed down through losing significant energy, it is more likely
to be involved in further interactions. These electrons have then lost the information
about the energy level or Auger transition from which they came, and contribute to
a background of ‘uninformative’ secondary electrons.
3.2.6 l-s spin-orbit coupling
Electrons sharing an electronic orbital interact among themselves to conserve their
total angular momentum, j. The total angular momentum is a combination of the
orbital angular momentum, l, and the electron spin, s, in the relationship j = l + s.
The properties l and s must interact, or couple, so that total angular momentum is
conserved. When an electron is emitted from a core level it leaves behind another
one which can either have spin up (s = 1/2) or spin down (s = -1/2) and therefore
is involved in a magnetic interaction with l. For energy levels with l > 0 this inter-
action causes the energies of the two possible final states to split. Since electrons are
then emitted with two different energies, the splitting is apparent in corresponding
photoelectron spectra of that level which show two distinct peaks at different binding
energies. Spin-orbit splitting doesn’t occur for the s levels for which l = 0, but it
does for the p, d and f levels etc. for which l = 1, 2 and 3 etc., respectively.
For example, for any p level such as Ti 2p, l = 1 and s = ±1/2. The total angular
momentum, j = l + s = (1) ± 1/2. Therefore j = 1/2 or 3/2. The degeneracy, or
number of electrons in each of these j states, is given by 2j + 1, so is 2(1/2)+1 = 2
for j = 1/2 and 2(3/2)+1 = 4 for j = 3/2. In a fully occupied p level there would
therefore be two electrons with -1/2 spin and four electrons with +1/2 spin. These
two different energy levels would cause two photoelectron peaks with an intensity
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ratio of 1:2. The state with the lower total angular momentum makes the smaller
photoelectron peak of the two and has the higher binding energy.
3.2.7 Elemental identification
Figure 3.7 shows a wide scan electron spectrum of N3 on TiO2(110). This is a broad,
low-resolution spectrum showing the number of electrons detected as a function of
binding energy when a sample is illuminated with monoenergetic light.
Figure 3.7: Wide scan electron spectrum, taken using photoemission spectroscopy.
Here the sample is a high coverage of N3 on the TiO2(110) surface. The schematic
electronic energy levels have been appended so that it is clear how this experimental
plot relates to the energy level diagrams shown in Figure 3.4.
The background of the spectrum increases to higher binding energy, and is caused
by secondary electrons that have been emitted, and then undergone inelastic scat-
tering before leaving the surface. Secondary electrons that appear to have a high
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binding energy do so because this is equivalent to being measured to have a low
kinetic energy. The number of secondary electrons rises exponentially towards zero
kinetic energy due to the many electrons in the crystal bulk that have been emitted
and then undergone multiple loss processes before leaving the surface.
The photoelectrons that are emitted and leave the surface without undergoing loss
processes produce intense, narrow photoelectron peaks. These are due to electrons
leaving the sample in the ‘photoelectron emission’ step shown in Figure 3.4. These
peaks can be identified by looking up the binding energy on reference tables, and
hence this type of scan is useful in identifying what elements are present in a sample.
Here the photoelectron peaks that can be identified are the Ti 2p, 3s and 3p, from
the crystal surface, the O 1s, 2s and valence band with contributions from both the
surface and the adsorbate, and the N 1s, C 1s, Ru 3d and S 2p levels from the
adsorbate. Note that the 2p, 3p and 3d levels show spin-orbit splitting as explained
in Section 3.2.6.
The photon energy used to illuminate the sample in this case was 600 eV. Electrons
in various energy levels would then have absorbed a photon with its 600 eV of energy.
An electron in the O 1s level for example, would then have used ∼ 530 eV of this
to overcome the binding energy of the O 1s level and the combined work function
of the sample and the electron analyser, and then been left with a kinetic energy of
∼ 70 eV which was measured by the analyser. In contrast, the electrons in the low
binding energy valence levels would have used only a small amount of the 600 eV
of energy they absorbed from the photon to leave the sample, leaving the emitted
photoelectrons travelling fast with ∼ 580-600 eV of kinetic energy.
As shown in Figure 3.4, once a photoelectron has been emitted, the atom or
molecule must then relax either via Auger decay or fluorescent decay. The electron
analyser does not detect any photons emitted in fluorescent decay, but it does detect
Auger electrons. Auger electron peaks can be seen in the wide scan, and are broad
and intense. Although the Auger electrons are on a binding energy scale here, it
does not make sense to think of them in terms of binding energy. While electronic
core levels have a fixed binding energy, Auger electrons have a fixed kinetic energy
independent of the ionising radiation. Once the photoelectron has been emitted, any
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information about the energy of the absorbed photon is lost and all that remains is
a hole that the photoelectron left behind. The energy of the Auger electrons that
are then emitted depends only on the difference in energy between the energy levels
involved in the decay. If a different photon energy was used to repeat the scan in
Figure 3.7 the photoelectron peaks would remain at the same binding energy but the
Auger electron peaks would appear shifted on the binding energy scale. This is the
same as thinking of the Auger electrons as having a fixed kinetic energy, whereas the
kinetic energy of the photoelectrons can change and is dependent upon the photon
energy.
3.2.8 Chemical bonding
Figure 3.8 shows a high resolution photoelectron spectrum of a low coverage of N3 on
Au(111). This is an example of the type of spectrum used to obtain information about
the chemical states of bonded atoms. These scans are taken using small increments
in the measured kinetic energy, and with a high resolution, here ∼ 0.15 eV. There
are three resolvable peaks in this spectrum, all originating from the N 1s level. The
peak types must be identified – photoelectron, Auger, shake up or shake off? In this
case they are all photoelectron peaks and they imply that the nitrogen atoms in the
molecule are making three different types of chemical bond.
Figure 3.8: High resolution N 1s photoelectron spectrum. Here the sample is a low
coverage of N3 on the Au(111) surface.
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Note that there is a structure to the background of the peaks. It is called a
Shirley background and arises because for each extra electron energy level that is
accessed, more secondary electrons are produced. An empirical approximation to
this background can be fit using software, and removed so that all that remains are
the photoelectron peaks. The peaks can then be fit using curve-fitting software. The
shape of each peak is a convolution of Lorentzian and Gaussian peak shapes. The
Lorentzian component is due to natural broadening of the states (∆E∆τ ≤ h¯/2)
and the Gaussian component to instrumental broadening of both the incident photon
beam and the electrons as they pass through the electron analyser.
3.2.9 Data acquisition
In photoemission spectroscopy a sample is irradiated with monoenergetic light and
the emitted photoelectrons and Auger electrons are analysed as a function of their
kinetic energy. The kinetic energy of the electrons is measured using an electron
analyser. An example of an electron analyser is shown schematically in Figure 3.9
and a photograph showing the electron analyser used in this work is shown in Figure
3.10.
Figure 3.9: Hemispherical electron analyser.
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Figure 3.10: Photograph showing the Scienta R4000 hemispherical electron analyser
used in this work. The analyser is here mounted onto the I511-1 end station.
While electrons of all sorts of kinetic energy leave the sample at a given time, the
analyser uses electrostatics to only accept electrons that are within a specific kinetic
energy range. To get to the detector the electrons must first pass through a mesh held
at a potential – the retardation voltage. This is used to accelerate or retard electrons
to a kinetic energy suited to the chosen analyser settings. The electrons then pass
through the analyser entrance slit, the size of which can be altered; a smaller slit
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size gives a higher energy resolution but lowers the overall signal. The electrons
then enter the analyser, in between the inner and outer metallic hemispheres. A
voltage is applied between the hemispherical plates, the smaller inner plate positive
with respect to the larger outer plate. The electric field between the two plates
causes the path of the electrons to bend towards the inner positive plate. The faster
the electron is travelling, the less its path will be forced to curve, and the slower it is
going, the more dramatically its path will turn towards the inner plate. The electrons
are therefore spread out spatially according to their kinetic energy. Electrons with
too small a kinetic energy are incident upon the inner positive plate where they are
neutralised, and similarly, those with too large a kinetic energy are incident upon the
outer negative plate.
The electrons can be spread out as much or as little as the user requires by
changing the voltage between the plates. The kinetic energy range of the electrons
that are allowed to pass through the analyser is called the pass energy and is set to
have values typically from 10 to 100 eV. The smaller the pass energy the higher the
energy resolution, but fewer electrons reach the detector. The pass energy is therefore
a compromise between resolution and signal-to-noise ratio.
Once through the hemispherical plates, the electrons pass through an exit slit
and are incident upon a multi-channel plate detector. This is a 2d grid of electron
multipliers, upon reaching which a single electron causes a cascade of many more
electrons to be released. On the other side of the multi-channel plate detector is
a phosphorescent screen, upon which the bursts of electrons are incident. When
each multiplied electron event comes through, it causes a point on the screen to
phosphoresce. A camera watches this screen and feeds the images into a computer
which records the positions on the screen at which the events occur, which are a
function of the initial electrons’ kinetic energies. These events are accumulated to
produce a spectrum of the number of electrons detected as a function of their kinetic
energy.
If the voltage settings are left like this during data acquisition it is called fixed
mode, with the measured kinetic energy range being defined by the pass energy.
More typically, the retardation voltage is incremented by small amounts throughout
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the scan so that the kinetic energy of the electrons incident upon the phosphor screen
is changed at each increment. In this case the kinetic energy range measured is not
limited by the pass energy. This is called swept mode. It has the advantage that long
scan ranges can be chosen while maintaining a high resolution, and any non-uniform
sensitivity in the phosphor screen is averaged-out.
Although the spectrum is measured as the number of electrons as a function
of kinetic energy, for ease of interpretation the analyser software can display the
spectrum as the number of detected electrons as a function of their binding energy.
This is done approximately using the relation:
EB(UNCALIBRATED) = hν − EK. (3.2)
The spectrum is then on a binding energy scale but its shift on that scale is not
calibrated. This is because the work function of the analyser is not known and
because the photon energy set by the user may not be the true photon energy shone
upon the sample. The spectrum can be calibrated by using a known feature in the
spectrum. For metals, the binding energy is referenced to the Fermi level defined
to be at 0 eV. For semiconductors, it is either referenced to the Fermi level or the
vacuum level. One cannot directly measure the Fermi level of a semiconductor since
it has no density of states there, but the Fermi level of the metallic sample holder can
be measured which is assumed to be aligned with that of the semiconductor crystal
by virtue of being in contact with it. If the Fermi level cannot be measured, or if one
prefers, binding energy can be referenced to the vacuum level. Figure 3.11 shows the
steps involved in going from the measured kinetic energy spectrum to a calibrated
binding energy spectrum.
3.2.10 Surface sensitivity
In surface science experiments it is important to try to obtain as much signal as
possible from the surface region of the sample and as little as possible from the
sample bulk. In Section 2.6 it was discussed how the geometry of sample illumination
is important. Here, the choice of photon energy of the illuminating radiation is
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Figure 3.11: Steps to calibrate the binding energy of a photoelectron spectrum.
Here a photoelectron spectrum was recorded of the Au(111) valence band, measured
using hν = 110 eV. Graph (a) shows the photoelectron spectrum as directly measured
on a kinetic energy scale, followed by (b) conversion to an uncalibrated binding energy
scale via equation 3.2, and finally (c) calibration to a known feature, here the Fermi
level at 0 eV binding energy.
discussed, in terms of how to obtain the most surface-sensitive results.
When electrons travel through a solid they can undergo loss processes, i.e. they can
be inelastically scattered. These electrons have then lost the information about the
energy level or Auger transition from which they came and contribute to a background
of uninformative secondary electrons. As for the electrons that are not inelastically
scattered, and contribute to photoelectron and Auger peaks, we want these to orig-
inate from as high up in the crystal as possible so that they come from the surface
and not the crystal bulk. Electrons that travel a short distance before scattering
are therefore preferred to those that travel a long distance before scattering and can
thus come from deeper in the sample. A measure of how far an electron travels on
average before losing energy is its inelastic mean free path, λ(E). This is defined by
the equation:
I(d) = I0 exp(−d/λ(E)), (3.3)
where I(d) is the intensity of an electron beam after travelling a distance, d, through
a material, where the original intensity was I0. The inelastic mean free path, λ(E),
is therefore defined as the distance an electron beam travels before its intensity is
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reduced to 1
e
(∼ 0.37) of its initial value.
The mean free path of electrons does not vary much depending on the material
they are in but it does depend very much upon the kinetic energy of the electrons.
This relationship is described by the empirically found universal curve shown in
Figure 3.12 which shows the inelastic mean free path of an electron in a solid as a
function of its kinetic energy.
Figure 3.12: Universal curve showing the inelastic mean free path of an electron in
a solid as a function of its kinetic energy. Figure adapted from Reference [41].
Recall that for the most surface-sensitive results, the shortest possible mean free
path is required. The shortest mean free path is seen as the minimum on this plot,
in the kinetic energy region of approximately 40-100 eV. Either side of this minimum
there are two competing processes causing the inelastic mean free path to increase.
To higher kinetic energy, the electrons are travelling faster and are in the solid for less
time so have less chance of an interaction. To lower kinetic energy, these low-energy
electrons do not have enough energy to excite loss processes and so are also more likely
to travel through the solid unperturbed, and hence can originate from lower in the
sample. For the most surface-sensitive results possible then, the electrons should have
approximately 50 eV kinetic energy. In experiments, a photon energy is chosen that
is approximately 50 eV larger than the binding energy of the level being studied so
that photoelectrons emitted from this energy level have approximately 50 eV kinetic
energy.
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3.3 Near-edge x-ray absorption fine structure spectroscopy
In Section 3.2 the technique of photoemission spectroscopy was described, in which
one can experimentally determine the occupied electronic states of a sample. Here,
a technique called near-edge x-ray absorption fine structure (NEXAFS) spectroscopy
is described, with which one can experimentally determine the unoccupied electronic
states of a sample. In photoemission spectroscopy, electrons are already in the levels
of interest and simply need to be ejected, using photons, and have their kinetic energy
measured. To measure the unoccupied states where there are no electrons to begin
with is a little more complicated, but builds on the understanding of the processes
described in Section 3.2.
Since an atom or molecule in its ground state has no electrons in its unoccupied
levels, to find out information about these levels one has to first put electrons into
them. This is done by photoexcitation of electrons from a well-defined core level,
giving them enough energy to get above the Fermi level and into bound unoccupied
states, but not so much energy that they go above the vacuum level and escape.
A schematic energy level diagram showing the processes involved in NEXAFS spec-
troscopy is shown in Figure 3.13.
Once the photoexcitation step has taken place, the atom or molecule is then in a
short-lived excited state, before decaying into a more stable state by an electron filling
the core hole, and either an electron or photon simultaneously being ejected so that
energy is conserved. The fluorescent decay is the same process as in photoemission
except for the presence of an extra electron which has a small effect on the energy of
the emitted particle. When an electron is emitted, the decay process either involves
the originally excited electron, termed participator decay, or it does not, termed
spectator decay. This differentiation becomes important in Chapter 4.
The key to understanding NEXAFS spectroscopy is that Auger electrons are only
emitted, and measured, when the energy of the photon put into the system is exactly
that required to move an electron from the core level of choice to an unoccupied level.
If the photon energy does not match the energy difference between the core level and
an unoccupied level, no photoexcitation occurs and no Auger electrons are emitted.
3. adsorption of molecules to surfaces 48
Figure 3.13: Energy level diagrams depicting the processes involved in NEXAFS
spectroscopy for a molecule. In the molecule’s ground state, an electron in a core
level absorbs a photon with energy hν, the exact amount it needs to move to an
unoccupied electronic energy level. This leaves the molecule in an excited state as it
has a core hole. The molecule then relaxes via an electron dropping to fill the core
hole, and either emission of an electron or a photon.
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In data acquisition, one starts by illuminating the sample with a photon energy just
smaller than that needed to excite an electron into the lowest unoccupied level. No
photoexcitation can occur and thus no decay events occur and no Auger electrons
corresponding to that particular decay channel are detected. The photon energy is
incremented to higher values and eventually is large enough to excite an electron into
an unoccupied level. Decay processes then occur at this photon energy, and electrons
are detected. In NEXAFS spectroscopy it is not important what energy the emitted
Auger electrons have, it is only important whether they are emitted or not. The
unoccupied levels are mapped in this way, by incrementing the photon energy and
measuring the number of electrons detected at each photon energy value. An example
of a NEXAFS spectrum is shown in Figure 3.14.
Figure 3.14: Experimental N 1s NEXAFS spectrum taken for a monolayer of N3 on
TiO2. The N 1s core level and a schematic energy level diagram are superimposed,
showing that no photoexcitation and subsequent decay events can occur when hν
is too small, but that when the photon energy is on-resonance, photoexcitation can
occur (leading to decay events being detected).
Electrons can be collected using a partial yield detector, in which electrons of
all kinetic energies are counted apart from those secondary electrons cut out by a
retardation plate held at a positive potential. Another way to acquire a NEXAFS
spectrum is to measure the current on the sample, as the number of electrons leaving
the sample is enough to produce a measurable current. In this work an electron anal-
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yser was used to take NEXAFS spectra. This technique gives the added information
of the kinetic energy distribution of the electrons, which is useful to see whether a
photoemission peak has drifted into the data which would give spurious results. Since
the electron analyser can only measure a certain window of electron kinetic energies,
it was used either in ‘Auger yield’ where Auger electrons associated with a certain
core level are collected, or ‘secondary electron yield’ which counts the background
secondary electrons, and uses the fact that when on resonance, more of these are
produced.
3.4 X-ray emission spectroscopy
X-ray emission spectroscopy (XES) is a powerful technique that can be used as an
‘atom-specific probe’ of the valence band. If the valence band is studied using photoe-
mission, valence electrons from all over the molecule are ejected and the full comple-
ment of valence levels is measured. In XES, one can choose to look at valence levels
that are local to a particular element. The first step of the process, shown schemat-
ically in Figure 3.15, is to create a core hole by photoemission of a core electron to
above the vacuum level. One can choose where to create the core hole by illumination
with photons with an energy ∼ 20 eV higher than the binding energy of the core level,
ensuring that the core electron has enough energy to go above the vacuum level. The
core hole then decays by a valence electron filling it, and an electron or photon being
simultaneously ejected. In XES, the energies of the outgoing photons are measured
and these correspond to energy differences between various levels in the valence band,
and the core hole.
The atom specificity comes in because the valence electrons can only decay to a
core hole if there is some spatial overlap of the valence orbital with the core level.
The x-ray emission spectrum thus only shows those valence levels that are local to
the atom containing the core hole. An additional constraint is that only certain
electronic transitions are allowed, governed by the orbital rule, ∆l = ±1, and the
spin rule, ∆S = 0. The orbital rule implies that transitions are only allowed between
certain orbitals, and cannot occur within the same orbital. The spin rule implies that
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Figure 3.15: Energy level diagrams depicting the x-ray emission process for a
molecule. A core hole is created by photoemission of an electron to above the vacuum
level. The system is then in an excited state, and de-excites by an electron dropping
from the valence band to fill the core hole, and simultaneous emission of a photon or
electron. In x-ray emission, the emitted photon has the same energy that the electron
lost, and the energies of these photons are measured to map the valence band.
electrons that make a transition do so without a change in their spin. For example,
an electron can make a transition s→p or d→p, but not s→s or s→d. For C, N
and O which only have electrons in the 1s, 2s and 2p electronic levels, the orbital
rule implies that the 1s core level can only be filled by molecular orbitals with 2p
character.[42] The complicated valence band structure can thus be broken down so
that peaks are identified as molecular orbitals that overlap with particular elements.
The technique of x-ray emission spectroscopy is not as widely used as photoe-
mission spectroscopy because for elements of low atomic number a core hole decays
predominantly by Auger decay rather than x-ray emission. A comparison of Auger
yield and fluorescence yield as a function of atomic number has already been shown in
Figure 3.5. Since interesting molecules often include atoms such as carbon, nitrogen
and oxygen, with atomic numbers of 6, 7 and 8 respectively, x-ray emission spec-
troscopy of surfaces is often not considered a worthwhile use of time at a synchrotron
because it takes so long to count enough photons to produce a spectrum with good
signal-to-noise.
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However, with a set-up designed specifically for x-ray emission of surfaces such as
that at the I511-1 end station (described in Section 2.5), one can accumulate counts
over several hours resulting in x-ray emission spectra with a fairly good signal-to-
noise ratio. These spectra unveil information about the electronic structure of a
sample that photoemission cannot. XES is usually considered to be a bulk technique
because the escape depth of the emitted photons is large in comparison to the depth
of the adsorbed layer(s). It can, however, be made surface-sensitive by using grazing
incidence radiation as discussed in Section 2.6, and by exciting from core holes of
elements that are only present in the adsorbate and not in the substrate. An example
of an x-ray emission spectrum is shown in Figure 3.16.
Figure 3.16: N 1s x-ray emission spectrum taken for a multilayer of N3 on
TiO2(110). The data was collected on a photon energy scale, and this has been
converted to a binding energy scale by referencing to the binding energy of the N 1s
core level, and reversing the scale.
3. adsorption of molecules to surfaces 53
3.5 Density functional theory
In this section a brief introduction to density functional theory (DFT) is given before
explaining some of its uses. The theory is then described in a little more detail.
Finally an overview is given of the particular formulation of DFT used in this work.
Density functional theory is a theoretical framework based on quantum mechanics,
with which one can describe matter. Calculations made based on this theory predict
observable quantities such as the positions of atoms in a molecule. These theoretical
calculations help to increase understanding of how matter acts on the small length
scales of atoms and molecules, and when calculations agree with experiment, one can
have increased confidence in these results.
The simplest use of DFT is to calculate the geometry of a molecule. Calculations
find the atomic positions that give the lowest total energy and therefore the most
stable geometry. It can also be used to calculate the geometry of a molecule on
a surface, which works with the same principles but has more atoms to consider.
As well as predicting geometries, it can also be used to calculate properties of the
electrons such as their binding energies and spatial distribution. Figure 3.17 shows the
optimised geometry of a free N3 molecule (i.e. an isolated N3 molecule in vacuum) and
also the spatial distribution of the HOMO, both calculated using the DFT software
castep[8]. The spatial coordinates that were calculated are rendered as an image
using Materials Visualizer, software included in the DFT package Materials Studio.
DFT is not a full quantum mechanical description of matter, as to fully model a
system comprising more than a few atoms would require too much computing power
to perform. Constrained by computing power, approximations must be made to the
full theory in order to run calculations. The trick is to cut out or simplify the parts
of the theory that are computationally expensive, but only have a negligible effect on
the end result.
Since DFT is not a primary focus of this work, a brief overview only is given here.
The reader is directed to Capelle [43] if interested in a more thorough description.
All possible information about a single electron moving in a potential, v(r), can
be written in the Schro¨dinger equation:
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Figure 3.17: Geometry-optimised free N3 molecule showing the HOMO in blue,
calculated using castep[8].
[
− h¯
2∇2
2m
+ v(r)
]
Ψ(r) = ǫΨ(r), (3.4)
where −h¯2∇2/2m is the kinetic energy operator, and v(r) the potential energy oper-
ator, both of which act on a wavefunction, Ψ(r), that describes a single electron. The
sum of the kinetic and potential energy of the electron is equal to ǫ, its total energy.
While this describes a single electron, an extra level of complexity is introduced
when one considers, for example, a hydrogen atom. The addition of a nucleus con-
tributes to the total energy of the system. Like an electron, a nucleus has kinetic
and potential energy. This, however, is where one of the simplifications to the full
theory is made. Since nuclei are very massive compared to electrons, they move
much more slowly. As an approximation their velocities are treated as negligible in
DFT, and the kinetic energy term for the nuclei is thrown away. This is called the
Born-Oppenheimer approximation. There then remains a nuclear potential energy
term which can be incorporated into the potential, v(r), acting on the electron. The
Schro¨dinger equation describing a hydrogen atom thus remains the same as that for
an electron, with these approximations.
A further level of complexity comes when considering systems with more than one
3. adsorption of molecules to surfaces 55
electron, as then there is an additional energy term due to the interaction between
the electrons. Schro¨dinger’s equation becomes:
[
N∑
i
(
− h¯
2∇2i
2m
+ v(ri)
)
+
∑
i<j
U(ri, rj)
]
Ψ(r1, r2 . . . , rN) = ǫΨ(r1, r2 . . . , rN), (3.5)
where N is the number of electrons and U(ri, rj) is the electron-electron interaction.
The equation can be written more simply, in terms of operators:
[
N∑
i
(Tˆ + Vˆ ) +
∑
i<j
Uˆ
]
Ψ(r1, r2 . . . , rN) = ǫΨ(r1, r2 . . . , rN), (3.6)
where for example, for a Coulombic potential and non-relativistic atomic system,
Tˆ = − h¯
2
2m
∑
i
∇2i ; (3.7)
Uˆ =
∑
i<j
U(ri, rj) =
∑
i<j
q2
|ri − rj| ; (3.8)
Vˆ =
∑
i
v(ri) =
∑
i
Qq
|ri −R| , (3.9)
where q and r are the electronic charge and positions, and Q and R are the nuclear
charge and positions.
Note that Tˆ and Uˆ are universal, in that they apply for any Coulombic potential,
non-relativistic atomic system. Vˆ , however, is system-dependent, in this case de-
pending upon the position of the nuclei. Usually then, when solving the Schro¨dinger
equation one specifies the external potential, v(r), to represent the system of choice,
uses this to find the wavefunction, Ψ(r), then calculates observables by taking the
expectation values of operators such as Tˆ and Uˆ .
One of the observables that can be calculated in this way is the electron density,
n(r) = N
∫
d3r2
∫
d3r3 . . .
∫
d3rNΨ
∗(r, r2 . . . , rN)Ψ(r, r2 . . . , rN). (3.10)
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At the moment, the variable upon which everything depends is the positions of the
electrons, r. A mathematical step can be performed in which everything is made to
depend on n(r), rather than r itself. Whereas previously the operators such as Uˆ
and Vˆ depended on r, they are now dependent upon n(r), which is, itself, dependent
upon r. Since a function of a function is called a functional, and the new variable is
the number density of the electrons, n(r), the theory gets its name: density functional
theory. Through making the approximations described and changing the key variable,
the theory is simplified enough that calculations can be run to describe systems with
many electrons and nuclei.
Within DFT there are many different variations that suit different types of phys-
ical system. In this work a software package called castep[8] was used. In this
formulation of DFT, Bloch’s theorem is used in which the wavefunctions are made
periodic by assigning a cell-periodic factor and a phase factor. This means that when
modelling a surface it can be thought of as going out to infinity in all directions.
Without the periodic boundary conditions a small piece of surface would curl at the
edges, oblivious to the fact that in reality there would be more surface to interact
with next to it. This cuts down calculation costs, as one can model the unit cell
of a surface, containing only a few atoms, rather than a large chunk. Another way
in which calculation costs are cut in castep is to use pseudopotentials. These are
equations used to replace both the potential from the nucleus and the interaction
with core electrons with a single ‘effective potential’.
3.6 Scanning tunnelling microscopy
Scanning tunnelling microscopy (STM) is an imaging technique that enables visuali-
sation of surfaces on the nanometre scale. We are used to imaging techniques where
photons of optical light are reflected from a surface, through lenses, into our eyes.
This technique is different in that it does not ‘look’ at a surface, it ‘feels’ a surface.
STM is in a family of microscopy techniques called scanning probe microscopy, in
which probes are used to physically contact the surface.
In STM an atomically sharp, metallic tip is used to measure the electronic density
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of states of a surface. A potential difference is applied between the tip and the surface,
and the tip is very slowly brought towards the surface. Eventually, at a threshold
distance, electrons can quantum-tunnel through the air or vacuum, and a current
is measured. The closer the tip is to the sample, the higher the current. The STM
tunnel current is exponentially dependent on the tip-sample separation distance which
makes the technique very sensitive; close to the surface, a small change in separation
is marked by a large change in current. By measuring the current at a grid of points
covering the sample surface and feeding this information into a computer, an image
can be formed showing the height of the uppermost electronic orbitals.
Since the values of current and distance involved in this microscopy are so small, it
is important to cut out mechanical noise by mounting the microscope on a vibration-
reducing device, and to cut out electrical noise as much as possible. As with all
surface science techniques, the cleaner the surface the better, so for the best possible
results the STM and sample are mounted within a vacuum chamber.
Figure 3.18: Schematic figure of an STM[44].
A schematic illustration of an STM is shown in Figure 3.18. To move the tip
relative to the sample, either the tip or the sample is mounted on a piezoelectric
crystal. This is a type of crystal that contracts or expands when a voltage is applied
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across it, and they are used here as they can be moved accurately over small distances.
The tip is rastered in the surface plane in order to build up an image line-by-line.
So that the tip does not crash into the surface if it reaches a feature, the distance
from the tip to the sample is continually adjusted according to the values of current
measured. A fixed value for the current is chosen when using this ‘constant-current’
mode of operation. If the current measured is too high, this means that the tip
is getting too close to the surface due a feature sticking out, and the tip-sample
distance is increased. If the current measured is too low, a trough in the sample has
been reached and the tip-sample distance is decreased.
With a very high-quality STM system, atomic resolution can be reached, or even
sub-atomic resolution showing the shapes of electronic orbitals. In this work the
purpose of using STM is to measure the distribution of molecules across a surface.
Figure 3.19 shows images recorded of N3 on the Au(111) surface. In 3.19 (a) it can be
seen that the molecules are arranged in some ordered manner on the surface. Figure
3.19 (b) shows a smaller area of the sample in which the individual molecules can be
resolved. These images are useful as they show the distribution of molecules across
the surface at different coverages. STM images can be tied in with photoemission and
DFT studies, and together these provide a broad complement of techniques revealing
how molecules absorb to surfaces.
Figure 3.19: STM images showing (a) a sub-monolayer and (b) a monolayer of N3
on Au(111).
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Chapter 4
Molecule-to-substrate charge transfer
4.1 Introduction
This chapter describes the experimental techniques used in this work to study the
transfer of charge between a molecule and a surface to which it is adsorbed. The
molecule-surface systems studied here are models for parts of DSCs:
• The N3 molecule adsorbed to the TiO2(110) surface models the charge sepa-
ration and electron injection part of what is the most efficient DSC to date.[9]
The motivation for this work is to discover what makes this particular molecule-
surface system so good at charge separation and electron injection. This must
be understood as clearly as possible in order to fully appreciate the qualities
that make an efficient DSC.
• The N3 molecule adsorbed to the Au(111) surface is a newly studied system
which could potentially be used in future DSC designs. Here, it is suggested
that Au could act in the role that the electrolyte usually serves – as a means
to replenish the N3 molecules with electrons. In this case the study of electron
injection from the Au surface into the N3 molecule is important.
In the previous chapter, techniques were described to study how molecules adsorb to
surfaces. This work, interesting in itself, is also a precursor for trying to understand
how charge moves in the systems studied. The techniques described in this chapter,
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when combined with adsorption studies, can unveil the electronic and spatial journey
that photoexcited electrons travel as well as the timescale on which they do so.
Chapter 1 described the way in which DSCs function; a photon of visible light is
absorbed by a dye molecule, photoexciting an electron from the molecule’s valence
band to one of its unoccupied levels, from which the electron then transfers into
the conduction band of the substrate. There are many energy levels in the valence
band, so many different combinations of occupied and unoccupied levels are involved
in the transitions. This would be a complicated process to extract charge transfer
information from. Ideally, we would like to excite electrons from one, narrow, known
energy level to the many unoccupied levels, to keep the process as simple as possible.
The closest we can get to this in reality is to excite electrons from a core level. This
mimics excitation of electrons from valence levels in the working DSC. Charge transfer
from a core-excited state is expected to be very similar to that from valence-excited
states.[45]
The experimental techniques described in this chapter are all resonant spectro-
scopies. These are spectroscopies for which the first step is photoexcitation of an
electron from a core level to an unoccupied level, termed x-ray absorption. When the
incident photon energy is tuned to the energy difference between a core level and an
unoccupied level, x-ray absorption can occur. At this photon energy the recorded
spectrum is said to be on-resonance.
So, what is special about resonant spectroscopies that means they can provide
information about charge transfer? After x-ray absorption the molecule is in an
excited state and needs to relax via some decay mechanism. Before that decay event
occurs, it is possible that the electron in the unoccupied level transfers away, leaving
the molecule entirely. One can detect the electrons or photons that are emitted in the
subsequent decay events, and by analysing their energy can determine whether or not
the photoexcited electron was still present when the decay event occurred. When the
decay events show that the photoexcited electron was not present, we assume that
the electron has either transferred to a neighbouring molecule, a neighbouring ligand
on the same molecule, or into the substrate which in DSC language is referred to as
electron injection.
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The lifetime of a core hole is very short – on the order of a few femtoseconds. By
comparing the number of decay events where charge transfer took place first, to the
number where the core hole was filled first, one can measure charge transfer on the
femtosecond timescale. Rather than timing the charge transfer event itself, we let
it compete with the process of core-hole decay, and look at the emitted electrons or
photons to deduce how much of each process occurred.
The next section of this chapter discusses energy level alignment diagrams, in
which the occupied and unoccupied levels of an adsorbate are put onto a common
energy scale, along with those of the substrate. This is an important step which
allows one to see where the energy levels of the molecule lie with respect to those of
the substrate. Resonant electron spectroscopy is then discussed, in which the energy
of electrons emitted in core-hole decay are measured, before going on to describe the
core-hole clock method, which enables quantification of the timescale on which charge
transfer occurs. Finally, resonant x-ray emission spectroscopy is discussed, offering a
further insight into charge transfer. In this technique, the energy of photons emitted
in core-hole decay are measured.
4.2 Energy level alignment
When studying charge transfer between two systems it is useful to see how the elec-
tronic energy levels in each system overlap. In doing so, one discovers which tran-
sitions are possible; an electron can only tunnel into a neighbouring system if the
energy level it is in overlaps with unoccupied levels of the neighbouring system. An
electron cannot tunnel into a filled energy level or a band gap.
An energy level alignment diagram is shown in Figure 4.1 (a). The occupied levels
of a clean surface, and of a surface with a layer of adsorbed molecules, can be measured
using photoemission spectroscopy as described in Section 3.2. The unoccupied levels
of the surface with molecules adsorbed to it can be found using NEXAFS spectroscopy,
as described in Section 3.3. If the substrate has a band gap, this can be found
through optical studies and placed at the top of the measured valence band. The
top end of the band gap then defines the start of the substrate conduction band.
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In a metallic substrate this last step is not necessary because there is no band gap,
so the conduction band begins where the valence band ends. The spectra cannot
immediately be placed on a common axis because the photoemission spectra are on a
binding energy scale, whereas the NEXAFS spectra are recorded on a photon energy
scale. First the NEXAFS spectra must be placed on a binding energy scale following
the procedure outlined below. Once all spectra are on a binding energy scale they can
be displayed on a common axis showing both the occupied and unoccupied levels.[46]
To help understand how the binding energy scale and photon energy scale are
related, Figure 4.1 (b) shows schematic electronic energy level diagrams with the
binding energy marked on the photoemission diagram and the exciting photon energy
marked on the NEXAFS diagram. Figure 4.2 is included as an aid to understanding
how to take a NEXAFS spectrum on a photon energy scale and transpose it onto
a binding energy scale. The basic concept is that the unoccupied levels are initially
measured relative to the core level, and to make them instead relative to the Fermi
level one must take into account the binding energy of the core level referenced to the
Fermi level. The individual steps involved are described below.
Figure 4.1: Part (a) shows valence band photoemission spectra of the clean
TiO2(110) surface and of a monolayer of N3 adsorbed to this surface, adjacent to
a N 1s NEXAFS spectrum of the N3 monolayer, converted from a photon energy
scale to a binding energy scale. The band gap of the TiO2 surface is shown,[17] with
occupied levels to higher binding energy, and a continuum of unoccupied levels to
lower binding energy. Part (b) shows schematic electronic energy level diagrams to
illustrate how the different spectra are related.
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Figure 4.2: Schematic figure to illustrate how a NEXAFS spectrum can be put on
a binding energy scale.
Let us define the binding energy of any point on the NEXAFS spectrum as being
-∆ relative to the binding energy of the core hole:
BENEXAFS = −∆ relative to BEcore hole (4.1)
The binding energy of the core hole can be calibrated relative to the Fermi level
at 0 eV:
BEcore hole = BEcore hole relative to 0 eV (4.2)
Equations 4.1 and 4.2 lead to Equation 4.3 being true.
BENEXAFS = (−∆+BEcore hole) relative to 0 eV (4.3)
We can then substitute the definition of ∆ (Equation 4.4) into Equation 4.3 to
obtain Equation 4.5. The binding energy of the NEXAFS spectrum is then written
in terms of known quantities, so that the unoccupied levels found through NEXAFS
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can be transposed onto a binding energy scale, and put on a common axis with the
occupied levels.
∆ = hνstart + δ (4.4)
BENEXAFS = BEcore hole − hνstart − δ (4.5)
Note that the photon energy in the NEXAFS spectrum should be calibrated. This
can be done, for example, by not moving the monochromator following the NEXAFS
scan, and measuring the photoemission spectrum of a core level with both first and
second order light. The shift in kinetic energy of these two spectra gives the true
photon energy.
Figure 4.1 reveals from which levels it is possible to get charge transfer between
the adsorbate and the surface. For the lowest unoccupied level of the adsorbate, seen
here as the most intense peak in the NEXAFS spectrum, an electron excited to this
level cannot transfer into the surface because its energy overlaps with the surface
band gap. For adsorbate unoccupied levels with ‘binding energies’ lower than the
surface conduction band edge at ∼ 0 eV, electron injection from these levels into the
surface can occur. In this example which uses a TiO2 substrate, the Fermi level is
very close to the top of the band gap due to doping. It is useful to have an adsorbate
unoccupied level from which electron injection cannot occur, as the amount of decay
events seen for this level can be used as a reference to which charge transfer from
other levels can be compared.
It is important to note that these figures represent the energy alignment of core-
excited systems, as opposed to systems in their ground state. The presence of a core
hole shifts the unoccupied levels slightly higher on a binding energy scale, on the
order of eV. This is taken into account and in fact used to discover extra information
in the results chapters.
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4.3 Core-level resonant electron spectroscopy
Core-level resonant electron spectroscopy is a very important technique in this work.
It enables one to observe the delocalisation of electrons from unoccupied molecular
levels. This allows quantification of electron transfer times in our model DSC systems.
Here the different processes are described that can occur following an electron being
resonantly excited from a core level to an unoccupied level. In this section, only those
decay events that involve emission of an electron are discussed; the next section in
this chapter looks at decay events involving emission of photons. Data acquisition and
identification of features are then discussed, and finally the core-hole clock method is
described, which allows one to extract charge transfer timescales from the data.
4.3.1 Resonant electron processes
The various processes that lead to an electron being ejected following x-ray absorption
are shown in Figure 4.3. Here, semiconductor substrates are shown, which is relevant
for the work involving TiO2. The work involving a Au substrate differs in terms of
the energy level diagrams in that there is no band gap. Figure 4.3 (a) shows the case
where a core electron is photoexcited to an unoccupied bound state that overlaps
with the substrate band gap. No charge transfer can occur from the molecule to the
substrate because there are no states for the excited electron to move to. The excited
state then decays. . .
The first type of decay event illustrated is identical to normal Auger decay but
for the addition of the photoexcited electron present in an unoccupied level, and is
called resonant Auger decay. It is also called spectator decay, as the excited electron
spectates but does not take part in the decay itself. Since the excited electron is not
involved in the decay, no information about the absorbed photon energy is passed on
to the emitted electron. The emitted electron therefore has constant kinetic energy
independent of the incident photon energy, as with normal Auger decay. The only way
that spectator decay and normal Auger decay can be distinguished is that the kinetic
energy of the emitted electrons is slightly modified in the presence of a spectator
electron. The spectator electron screens the core hole, so that the emitted electron
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Figure 4.3: Electron excitation and de-excitation processes in resonant electron
spectroscopy. Part (a) shows an electron being photoexcited to an unoccupied level
within the molecule which overlaps with the substrate band gap, followed by the decay
processes of spectator decay and participator decay. Part (b) shows an electron being
photoexcited to an unoccupied level which overlaps with the substrate conduction
band, followed by charge transfer and then normal Auger decay.
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leaves with slightly higher kinetic energy than in normal Auger. This energy difference
is termed the spectator shift and is usually too small to allow the two processes to be
accurately resolved.[47]
The second type of decay event illustrated in Figure 4.3 (a) is called participator
decay, because the photoexcited electron participates in the decay itself. As a result
the emitted electron carries information about the unoccupied level that the excited
electron was in, and hence about the illuminating photon energy. The emitted elec-
tron has constant binding energy, as with photoemission. In fact, the final state of
participator decay is identical to that of photoemission. Here, the system is left with
a hole in the HOMO-1 level, and is identical to how the system would look if a pho-
toelectron had been directly emitted from that level. The final state is the same in
both cases so the emitted electron appears to have the same binding energy. Since the
decay occurs at the same binding energy as direct photoemission, but only happens
on-resonance, the process is also called resonant photoemission.
Figure 4.3 (b) shows the case where a core electron is photoexcited to a bound
state that overlaps with the substrate conduction band. This is where things get
interesting. It is now possible for this electron to tunnel into the substrate conduction
band. Note that it is not a certainty; the energy levels overlap energetically, but they
may not overlap spatially, and from our information we don’t know what is allowed
or forbidden in terms of quantum selection rules. Even if all of these conditions
are favourable, there is still a chance that the electron will take part in participator
decay and leave the unoccupied level by those means. The amount of charge transfer
events as opposed to participator decay events depends on the strength of the coupling
between the molecule and substrate energy levels involved. The stronger the coupling,
the higher the probability of charge transfer occurring before a decay event. If charge
transfer does occur as shown in the figure, the system then relaxes via normal Auger
decay.
If no charge transfer occurs, the processes in 4.3 (a) take place, and if charge
transfer does occur, the processes in 4.3 (b) take place. If only some of the electrons
tunnel away then a corresponding proportional mixture of decay events will result.
To establish which decay events are taking place, one must measure the energy of the
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emitted electrons. Since spectator decay as seen in (a) and normal Auger decay as
seen in (b) cannot usually be resolved, they cannot be used to identify whether charge
transfer is occurring. That leaves the participator decay in (a), versus charge transfer
as in (b). The presence of a participator decay signal thus indicates that no charge
transfer is occurring, and its absence indicates that charge transfer is occurring.
Figure 4.3 reiterates the importance of constructing an energy level alignment
diagram as discussed in the previous section. The alignment diagram can tell us for
which molecular levels charge transfer is possible.
4.3.2 Data acquisition and identification of features
Resonant electron spectra are acquired in the same way as normal electron spectra
– by analysing the kinetic energy of emitted electrons using an electron analyser.
The difference in applying the two techniques is in the chosen energy of the incident
photons. For a resonant electron spectrum, a photon energy is chosen that resonantly
excites electrons from a core level into an unoccupied molecular level.
To give a full overview of what is going on, one can record many spectra covering
a range of photon energies and then display these together. This allows one to see the
various resonances that occur at different photon energies. Such a data set is shown
in Figure 4.4. Below ∼ 399 eV photon energy there are no decay events because the
photon energy isn’t high enough to excite electrons from the chosen core level to
any unoccupied levels. For this region the spectrum is said to be pre-edge. Then at
∼ 399 eV, features rise out of the background due to many decay events happening,
meaning that the spectrum is on-resonance. Since this is the lowest unoccupied
level to be accessed, it is identified as the LUMO, with subsequent resonances being
denoted the LUMO+1, LUMO+2 etc.
The different features can be identified with decay processes by the characteristics
of their position and shape. Figure 4.5 shows a schematic top-down view of a resonant
electron spectroscopy data set, for clarity of explanation, with lighter areas indicating
protruding peaks. Features that are constant in binding energy and observed at all
photon energies are due to direct photoemission. Features that are only observed
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Figure 4.4: N 1s resonant electron spectroscopy data for a multilayer of N3. Valence
band spectra with a binding energy range of 4-20 eV were acquired over the photon
energy range hν = 397-405 eV.
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on-resonance are due to either participator decay, spectator decay or normal Auger
decay. As already discussed, spectator decay and normal Auger decay are not usually
resolvable, differing only by a small spectator shift in their kinetic energy. This leaves
the resonant peaks to be classified either as Auger-type peaks or participator peaks.
Figure 4.5: Schematic figure identifying the processes behind the different peaks
seen in a resonant electron spectrum.
The participator peaks extend to lower binding energy than Auger-type peaks
because both an unoccupied level and a valence level are involved in the decay, whereas
in Auger decay both electrons involved are from valence levels. The unoccupied levels
sit closer to the vacuum level than the valence levels and so have a lower binding
energy. The binding energy of features thus gives us one way to distinguish the type
of decay event by which they are caused.
Since normal Auger and spectator Auger decay do not involve the photoexcited
electron, they are independent of the incident radiation and constant in kinetic en-
ergy. An exception to this behaviour occurs for the Auger resonant Raman (ARR)
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regime,[47, 48] where in the event of intact coherence, i.e. with the electron localised,
and for excitation to a particular electronic state, the resonant Auger disperses with
constant BE. ARR requires that the photon energy bandwidth is narrower than the
natural line width of the electronic energy levels, which is rarely the case. Addition-
ally, the identification of different channels is often impractical due to the complexity
of overlapping structures in a spectrum. The example plots shown are not in the
ARR regime, so the Auger features drift diagonally along constant kinetic energy
lines (hν = EB + EK(constant)). The minimum separation between the Auger peaks
and the participator peaks occurs at the LUMO where the participator energy levels
are as close as possible to the Auger energy levels. This minimum separation is equal
to the energy of the HOMO-LUMO gap. The Auger peak at the LUMO is usually
very obvious, and one can define its low binding energy limit. If a line of constant
kinetic energy is then drawn onto the plot, passing through this limit, all of the Auger
features are to higher binding energy of this line, and any features to lower binding
energy of this line that only occur on-resonance are due to participator decay.
4.3.3 Core-hole clock quantification method
While resonant electron spectroscopy enables one to observe the delocalisation of
charge from unoccupied molecular valence levels, the core-hole clock implementation
of it allows quantification of an upper time limit in which this occurs.
As discussed in Section 4.3.1, the presence of a participator decay signal indicates
that no charge transfer is occurring, and its absence indicates that charge transfer
is occurring, on a time scale competing with core-hole decay. But when presented
with a resonant electron spectrum, how does one know whether a participator peak
is absent or not? To observe the absence of peaks, one must make a comparison
to a case where all the participator peaks are present because no charge transfer is
occurring from any level. For this, a multilayer of dye molecules is prepared, because
in its solid form the dye is non-conducting. By comparing a multilayer no-charge-
transfer spectrum with a monolayer possible-charge-transfer spectrum, one can assess
qualitatively whether participator peaks are absent in the latter case. By curve-fitting
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the peaks and measuring their intensities, one can make a quantitative analysis of
the amount of charge transfer occurring, and by taking into account the lifetime for
core-hole decay, one can quantify an upper time limit in which charge transfer occurs.
This approach to quantifying the timescale for charge transfer is called the core-hole
clock method. The time for which the core hole exists – the core-hole lifetime – is like
a clock counting down, and charge transfer either has to take place before the clock
has counted down, or not at all.
In order to quantitatively analyse this situation, a model must first be developed
based on some assumptions. The first assumption is that the charge transfer step and
the core-hole decay step are independent of each other. Charge transfer either happens
or it doesn’t, and in either case is followed by core-hole decay. The second assumption
is that the tunnelling probability for the charge transfer step is exponential as a
function of time.[47, 49] The third assumption is that the probability of core-hole
decay is exponential as a function of time.[47, 50, 51, 52] The number of molecular
systems left in the excited state at time t,
N(t) = N(0) exp(−t/τ), (4.6)
where N(0) is the number of systems in the decaying state at some arbitrary time
0, and τ is the characteristic timescale for the event of interest. The probability of
core-hole decay occurring before time T is:
Pchd(T ) =
∫ T
0
1
τchd
exp(−t/τchd)dt, (4.7)
where τchd is the average time for core-hole decay. The probability of charge transfer
not occurring before time T is:
Pno CT(T ) = 1−
∫ T
0
1
τCT
exp(−t/τCT)dt (4.8)
where τCT is the average time for charge transfer. Since the two events are being
considered as independent, to find out the probability that charge transfer occurs as
well as core-hole decay, the probabilities must be combined:
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Pchd & no CT(T ) =
∫ T
0
Pchd(t)Pno CT(t)dt. (4.9)
Substituting Equations 4.7 and 4.8 into 4.9 gives:
Pchd & no CT(T ) =
∫ T
0
1
τchd
exp(−t/τchd)
[
1−
∫ t
0
1
τCT
exp(−t′/τCT)t′
]
dt (4.10)
Pchd & no CT(T ) =
τCT
τchd + τCT
[
1− e−(T/τchd+T/τCT)] (4.11)
Spectra are measured in the limit T → ∞, when the core-hole excited state has
decayed. In this limit the above equation then becomes:
Pchd & no CT(∞) = τCT
τchd + τCT
(4.12)
The probability of core-hole decay and no charge transfer can also be written as the
branching ratio for the events that characterise this outcome. If no charge transfer
occurs, the decay channel will be a resonant one (spectator or participator) and the
recorded intensity of this channel is denoted Iresonant. When this is normalised by the
summed intensity of the resonant and non-resonant decay channels, it is a fraction
that mirrors the probability for no charge transfer:
Pchd & no CT(∞) = Iresonant
Iresonant + Inormal Auger
(4.13)
Equating equations 4.12 and 4.13 gives:
τCT
τchd + τCT
=
Iresonant
Iresonant + Inormal Auger
(4.14)
As discussed in Section 4.3.2, it is often the case that normal Auger and spectator
Auger peaks cannot be resolved. In this case one is left with the participator peaks
to find out about charge transfer. In a monolayer where the molecules are coupled
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to the surface, charge transfer can occur, but in a multilayer where the molecules are
isolated, charge transfer cannot occur. As above, the spectral intensities can be used
to mirror the branching ratio of events. If charge transfer occurs, this is reflected
by the decrease in the participator intensity, (Iparticipatorisolated − Iparticipatorcoupled ). When this is
normalised by the intensity for the isolated case in which no charge transfer occurs,
it is a fraction that mirrors the probability for charge transfer:
Pchd & CT(∞) =
Iparticipatorisolated − Iparticipatorcoupled
Iparticipatorisolated
(4.15)
In the limit T → ∞, either charge transfer has or has not occurred, and so the
probabilities for each event add up to 1:
Pchd & CT(∞) = 1− Pchd & no CT(∞) (4.16)
Substituting in Equation 4.12 gives:
Pchd & CT(∞) = 1− τCT
τchd + τCT
(4.17)
Pchd & CT(∞) = τchd
τchd + τCT
(4.18)
Equating Equations 4.18 and 4.15 gives:
τchd
τchd + τCT
=
Iparticipatorisolated − Iparticipatorcoupled
Iparticipatorisolated
(4.19)
which simplifies to an expression for the characteristic timescale for charge transfer,
τCT = τchd
Iparticipatorcoupled
Iparticipatorisolated − Iparticipatorcoupled
(4.20)
The variables Iparticipatorcoupled and I
participator
isolated can be found experimentally as the inten-
sities of the participator peak in the dye monolayer and multilayer respectively. These
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values are then normalised by the total cross-sections as provided by the NEXAFS
intensities IcoupledNEXAFS and I
isolated
NEXAFS:
τCT = τchd
Iparticipator
coupled
INEXAFS
coupled
Iparticipator
isolated
INEXAFS
isolated
− I
participator
coupled
INEXAFS
coupled
(4.21)
4.4 Core-level resonant x-ray emission spectroscopy
Resonant x-ray emission spectroscopy is to x-ray emission spectroscopy as resonant
electron spectroscopy is to photoemission spectroscopy. It involves measuring the
energy of photons emitted following resonant excitation of electrons from a core level
to an unoccupied level. Since, again, the electrons are being put into unoccupied
levels, this gives them the opportunity to transfer from the molecule to the substrate
conduction band if the energy level alignment allows this. The emitted photons reveal
which decay events occurred, allowing one to distinguish whether or not the excited
electron transferred into the substrate before the decay event took place.
In this section, first the different processes which lead to photon emission following
resonant excitation are described. Then the acquisition of data is discussed, and how
it can be qualitatively analysed to give information about charge transfer.
4.4.1 Resonant x-ray emission processes
The various events that lead to a photon being ejected following x-ray absorption are
shown in Figure 4.6. Part (a) shows the case where a core electron is photoexcited
to a bound state that overlaps with the substrate band gap. The electron cannot
transfer from the molecule to the substrate because there are no states for it to move
to. The excited state then decays via one of two processes. Either the excited electron
drops back down to fill the core hole, or an electron from the valence band fills the
core hole. This is analogous to participator and spectator decay in resonant electron
spectroscopy. If, as in case (a), no charge transfer can occur due to the excited
electron overlapping energetically with the substrate band gap, then both of these
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Figure 4.6: Electron excitation and de-excitation processes in resonant x-ray emis-
sion spectroscopy. Part (a) shows an electron being photoexcited to an unoccupied
level which overlaps with the substrate band gap, followed by the decay processes
of resonant elastic x-ray scattering and resonant inelastic x-ray scattering. Part (b)
shows an electron being photoexcited to an unoccupied level which overlaps with the
substrate conduction band, followed by charge transfer and resonant inelastic x-ray
scattering only.
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processes occur. In case (b) however, the molecular level that the electron is excited
to overlaps with the substrate conduction band. The electron can transfer to the
substrate, and if this happens then only one type of decay event can occur – where
the core hole is filled by an electron from the valence band.
When the originally excited electron fills the core hole, this is the reverse process
of the x-ray absorption step, and the emitted photon has the same energy as the ab-
sorbed photon. This is called elastic x-ray scattering, because the x-ray is scattered
without losing any energy. The feature this process produces is called the elastic
peak. Elastic scattering can only occur on-resonance, and does not occur for nor-
mal off-resonance x-ray emission spectroscopy. There may however be some photons
measured at the position of the elastic peak that are due to reflection as opposed to
absorption and re-emission. When an electron from the valence band fills the core
hole rather than the originally excited electron filling the core hole, this is inelas-
tic x-ray scattering because the emitted photon has less energy than the absorbed
photon.
The different cases (a) and (b) can be distinguished depending on whether elastic
scattering occurs. If an elastic peak is not present when measuring an on-resonance x-
ray emission spectrum, this implies that the excited electron is leaving the unoccupied
molecular level within the core-hole lifetime.
4.4.2 Data acquisition and analysis
Photons are analysed using an x-ray emission spectrometer which measures photons as
a function of their energy. The spectrometer is a monochromator, similar in function
to the one in the beamline. Since for elements of low atomic number, Auger decay
is by far the dominant decay process over x-ray emission, it takes a long time to
acquire enough photons to obtain a good signal-to-noise ratio. In resonant electron
spectroscopy, spectra are recorded at increments in photon energy but for resonant
x-ray emission the timescale for this would be unfeasible, so spectra are taken at
single photon energies only. Even at a single photon energy, it can take several hours
to obtain a clear spectrum.
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Since single photon energies only are being used, first a NEXAFS spectrum is
recorded to see the electronic structure of the unoccupied levels. An unoccupied level
is then chosen to be studied, and the photon energy needed for this resonance is read
off the scale on the NEXAFS spectrum. The sample is then illuminated with photons
of this energy, and the emitted photons are analysed.
Examples of resonant x-ray emission spectra are shown in Figure 4.7. Two spectra
are overlaid, taken using photon energies to excite the LUMO and the LUMO+1
resonances for a monolayer of N3 on TiO2. As with x-ray emission spectroscopy, the
spectrum is on a photon energy scale, but its shape represents the valence band of the
system being measured. As with the normal version of x-ray emission spectroscopy,
resonant x-ray emission spectroscopy is core-hole specific, in that excitation can only
occur if the atom with the participating core level is local to the unoccupied level
of the resonance. In this figure, electrons are excited from N atoms, but the spectra
have different shapes due to the LUMO and the LUMO+1 being at different locations
on the molecule, and hence being local to different occupied molecular orbitals.
Figure 4.7: Resonant x-ray emission spectra for a monolayer of N3 on TiO2. The
spectra are taken using photon energies of 398.85 and 400.15 eV, to excite electrons
from the N 1s core level to the LUMO and LUMO+1.
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An important additional feature seen in resonant x-ray emission spectroscopy
is the elastic peak. Recall from the energy level diagrams in Figure 4.6 that the
presence of an elastic peak indicates no charge transfer, and the absence of an elastic
peak indicates charge transfer. Here, the spectra show qualitatively that there is
charge transfer to the substrate from the LUMO+1 but not from the LUMO.
To confirm that some other process is not causing the absence of an elastic peak,
the monolayer spectra can be compared to multilayer spectra taken at the same ener-
gies, for which charge transfer should not occur due to the dye being non-conducting
in its solid form. A multilayer spectrum is shown in Figure 4.8. Here, there are elastic
peaks for both resonances because no charge transfer is occurring. That the elastic
peak is smaller for the LUMO+1 than the LUMO here, is thought to be because the
LUMO has a larger density of states than the LUMO+1. With more available states,
the LUMO will be involved in more x-ray absorption events, resulting in increased
emission events including the elastically scattered x-rays that cause the elastic peak.
Figure 4.8: Resonant x-ray emission spectra for a multilayer of N3 on TiO2. The
spectra are taken using photon energies of 398.85 and 400.15 eV, to excite electrons
from the N 1s core level to the LUMO and LUMO+1.
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Chapter 5
Ultra-high vacuum electrospray deposition
In this chapter, the reader is introduced to the technique used in this work to de-
posit molecules onto surfaces. The technique is called ultra-high vacuum electrospray
deposition (UHV-ESD). First, a brief background to the original, non-UHV electro-
spray deposition method is presented. Secondly, the motivation for developing a UHV
version of electrospray deposition at Nottingham’s Nanoscience Group is discussed.
Thirdly, the details of the UHV-adapted electrospray apparatus used in this work are
given, along with the physical principles by which the machine functions. Finally, the
chapter is summarised.
5.1 Background
Electrospray ionisation was pioneered by Fenn and his co-workers in the 1980s,[53,
54] for which Fenn won a share of the Nobel Prize in Chemistry in 2002.[55] The
technique was developed as a means of getting molecules into the gas phase so that
they could be analysed with mass spectrometry. The process involves dissolving or
suspending molecules in a liquid which is then passed through a small, electrically
charged capillary. At the exit of the capillary the liquid forms an electrospray jet
comprising single and multiple ionised molecules. The full details of how this occurs
are described below. This gentle, liquid-based method enables thermally labile or non-
volatile molecules, such as large biomolecules, to be introduced into the gas phase.[56]
The technique is widely used in mass spectrometry and has also been successfully
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developed for the ambient deposition of materials, with uses ranging from batteries
to biological thin films.[57]
The first electrospray ionisation systems had pressures ranging from ambient to
medium vacuum, and this precluded them for use in those surface science experiments
that require a high vacuum. In recent years, the standard electrospray set-up has
been developed at Nottingham and elsewhere as a deposition method used to deposit
molecules at increasingly low pressures. Our most recent version successfully allows
deposition of molecules onto surfaces at UHV pressures.
5.2 Motivation
In UHV surface science experiments, the most popular method of depositing molec-
ular solids or metals onto surfaces is to use a Knudsen cell (K-cell).[58, 59] In this
technique, the substance to be deposited is put into a clean crucible which is then
secured within the K-cell’s UHV housing. Once under vacuum, the crucible is heated
by passing current through a wire coiled around the crucible. The substance being
heated eventually reaches its sublimation temperature, at which point the molecules
or atoms sublime (change state from the solid phase directly to the gas phase), travel
through the vacuum in straight lines if unperturbed, and those with the correct tra-
jectory are incident upon the sample surface.
The main benefit of this sublimation technique is that the deposition can be
performed under UHV, and thus the sample remains UHV-clean. It also gives the
user good control over the rate of deposition, so that the adsorbate can be built
up gradually and methodically. Sublimation does however have limitations. If one
wants to study what is put into the crucible, a requirement is that by the time that
substance gets to the surface its chemical structure has not changed; this is not the
case for many molecules. For example, the C60 molecule – a spherical cage of carbon
atoms – can be successfully deposited using a K-cell, but if N@C60 is deposited in
this way, by the time it reaches the surface the nitrogen atom that was originally
within the carbon cage will have ‘fallen out’. This problem arises when molecules
decompose at a temperature lower than that at which they sublime. Subliming these
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molecules causes fragments of the molecule to be deposited onto the surface rather
than the intact molecules originally put into the K-cell’s crucible. This is not usually
the desired outcome.
One such molecule that is thermally labile, i.e. decomposes upon heating, is the
dye molecule N3. As described in Chapter 1, N3 is currently the most efficient dye
molecule that has been found for use in dye-sensitised solar cells. It is therefore the
subject of much research. In particular, it is of great interest how the molecule bonds
to and interacts with titanium dioxide, a metal oxide to which it is often bonded in the
cell, as this is the key interface at which solar energy is transferred into electrical en-
ergy. Until now, the study of N3 on surfaces has been limited to ex situ preparations,
i.e. non-UHV deposition methods. Ideally in surface science the surface and adsor-
bate should be clean, which simplifies the system so that only the clean surface and
adsorbate of interest are studied, without the presence of atmospheric contaminants.
The goal of depositing N3 in situ has been a large motivation in successfully develop-
ing UHV-ESD at Nottingham. The technique also opens up a huge range of potential
experiments involving thermally labile molecules, which in the past have not been
possible. The Nottingham Nanoscience Group has now successfully used the tech-
nique to deposit carbon nanotubes,[60] C60,[61, 62] porphyrins,[63] single-molecule
magnets[64] and in the current work, the dye molecule N3.[65, 66]
In the following section the electrospray deposition process is explained in the
context of the apparatus designed and engineered at Nottingham.
5.3 Apparatus and physical processes
The molecule of interest must first be dissolved or suspended in a suitable solvent.
In this work the solvent used to dissolve N3 was a 25% water, 75% methanol mix-
ture. Another solvent mixture that works well with many molecules is toluene and
methanol, which can be used to dissolve C60, N@C60, Zn-protoporphyrin and single-
molecule magnets. The solution or suspension is then placed in a sealed reservoir
from which the liquid can only escape via a 2 µm frit filter (Valco). This prevents
undissolved clusters or particulates from clogging the subsequent length of narrow
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PEEK (polyetheretherketone) tubing, which has an inner diameter of 860 µm. The
liquid is caused to flow through the tubing by application of a positive pressure to the
reservoir. In the first instrument configuration we developed, as used in Chapter 6,
this was done by applying 0.5 bar N2 to the reservoir, and in our second instrument
configuration as used in Chapter 7, a syringe was used as the reservoir, and a pressure
maintained by applying a small push to the plunger. Upon leaving the PEEK tub-
ing the liquid then enters a stainless steel tube with inner diameter 250 µm, before
entering an even narrower hollow stainless steel needle with inner diameter 100 µm
(New Objective, USA). This hollow stainless steel needle shall be referred to as the
emitter. The small diameters of the tubes through which the liquid travels help to
produce a very low liquid flow rate of ∼ 10 µl min−1. The steel tube and the emitter
are secured within insulated housing, and the position of this housing is controlled
by a small manipulator which allows movement in x, y and z.
Figure 5.1: Schematic images showing the effect that a positive bias on the elec-
trospray emitter has on the behaviour of the solution/suspension. In (a) the emitter
is grounded and the liquid forms a rounded shape at the emitter exit due to surface
tension. In (b), a large positive bias is applied to the emitter, causing the liquid at
the emitter exit to change shape to a Taylor cone; here the Coulomb repulsion forces
of the ionised liquid compete with its surface tension.
With the system as described thus far, the liquid then collects in a rounded droplet
at the end of the emitter, as shown in Figure 5.1 (a). When the droplet’s weight over-
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comes the surface tension of the liquid, it falls to the floor. To initiate the electrospray
process, the key step is to apply a large, positive bias to the electrically connected
stainless steel tube and emitter. At the interface between the solution/suspension
and the steel tubing and emitter, electrons are stripped away from solvent molecules,
producing ions. These ions repel each other and also the steel tubing and emitter.
In order to minimise this Coulomb repulsion, the liquid at the exit of the emitter
forms a tapered shape known as a Taylor cone,[67] as shown in Figure 5.1 (b). As the
emitter’s electric potential is increased from zero, the liquid at the end of the emitter
goes from being rounded to being this Taylor cone shape, and at a threshold voltage
the Coulomb repulsion forces overcome the surface tension of the Taylor cone, and a
jet of small droplets is emitted, propelled from the emitter by its electric field.
The next stage in the electrospray process is shown in Figure 5.2. While trav-
elling through the air, neutral solvent molecules and solvent ions evaporate from
the positively charged droplets, causing the volumes of the droplets to decrease and
thus increasing the charge density within them. At a threshold droplet diameter and
charge, defined by the Rayleigh Limit, the droplets split in what is known as Coulomb
explosion. The Rayleigh Limit is defined in Equation 5.1:
q2 = 8π2ǫ0γD
3, (5.1)
where q is the total charge within the droplet, ǫ0 is the permittivity of air, γ is the
surface tension of the liquid and D is the droplet diameter. These smaller droplets
lose solvent molecules and once again split apart. After travelling a short distance
through the air, repeatedly splitting along the way, the jet becomes a plume of very
small droplets. Figure 5.3 (b) shows a photograph of such a plume. The positive
bias is adjusted to obtain the best possible plume; over a small range of voltages
the plume changes in shape and size, and in one regime the jet even splits into two.
Characteristics desired in a plume are that it is a very fine mist, spread out as much as
possible at the entrance aperture/capillary, a large lateral size of the plume indicating
that a lot of Coulomb explosion is occurring and thus the droplets are small, or are
even single molecules. With our apparatus, a positive bias of ∼ 2.3 kV was applied.
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Figure 5.2: Schematic diagram showing the processes which create an electrospray
plume once a jet of droplets has left the emitter. Multipuly-charged droplets com-
prising neutral solvent molecules, ionised solvent molecules and the molecules being
deposited, travel through air where they are bombarded by air molecules. Both neu-
tral and charged solvent molecules evaporate from the droplets, decreasing the droplet
volume, and thus increasing the charge density in the droplet. At the Rayleigh Limit,
the droplet’s surface tension can no longer contain its self-Coulomb repulsion, and
the droplet splits. This process happens repeatedly until the droplets are very small,
or are single molecules.
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The plume is best viewed, as in Figure 5.3, while shining a laboratory light source
upon it.
At this point in the molecules’ journey they are within small droplets in air,
being propelled away from the emitter. Some may even be travelling solvent-free
by this point. What remains is for the droplets and molecules to travel from air to
vacuum. This is done using a series of differentially pumped chambers, linked by
small apertures which are grounded and increase in diameter from 0.5 mm to 1.0 mm
toward the sample preparation chamber to which the UHV-ESD system is attached.
The apertures are aligned centrally in-line with the emitter so that droplets and
molecules travelling with a central trajectory can pass through the series of chambers
and into the preparation chamber, where they are incident upon the sample. The
small diameter of the apertures, along with the pumping on each chamber, allows the
pressure to be reduced from atmospheric at the emitter to UHV in the preparation
chamber. The deposition spot size on the sample is approximately 3-4 mm in diameter
at a distance of 20 cm from the final aperture. The ions are estimated to be travelling
at the speed of sound, so for N3 this equates to the ions having a kinetic energy
upon reaching the surface of 0.32 eV per molecule. The sample mounted within the
preparation chamber is optically aligned by shining a laboratory light source through
the final two apertures of the system.
In the first version of our electrospray apparatus, as used in Chapter 6, the en-
trance to the pumped chambers was a conical aperture of diameter 0.5 mm as shown
in Figure 5.3 (a). Similar apertures are used to join the separately pumped cham-
bers. In the second version of the electrospray apparatus, the entrance was adapted
by changing the conical aperture for a stainless steel tube, or entrance capillary, as
shown in Figure 5.3 (b). The entrance capillary has an inner diameter of 0.25 mm, an
outer diameter of 1.6 mm and is 5 cm long. The apparatus was adapted in order to
lower the pressure in the final chamber while maintaining the flux of molecules and
droplets travelling through the system.
The spray travels through chambers 1, 2 and 3 as shown in Figure 5.4. Chambers 1
and 2 are pumped by scroll pumps, and chamber 3 by a 70 ls−1 turbomolecular pump
(Varian). The pressures in chambers 1, 2 and 3 are thought to be approximately 1,
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Figure 5.3: Photographs showing different versions of entrances to the first dif-
ferentially pumped chamber. Photograph (a) shows the conical entrance aperture
(diameter 0.5 mm) used in the first equipment configuration, and photograph (b)
shows the entrance capillary (inner diameter 0.25 mm, length 5 cm) used in the
second configuration.
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10−2 and 10−5 mbar, respectively. Between chamber 3 and the preparation chamber,
a UHV gate valve is used to seal off the preparation chamber entirely from air when
the electrospray apparatus is not in use.
Figure 5.4: Schematic illustration of the electrospray system showing the molecular
beam travelling from left to right as it leaves the high voltage emitter, passes via
conical apertures through differentially pumped chambers, and is incident upon the
sample.
The base pressures of the preparation chambers used at Nottingham and at I511-
1 were approximately 5 × 10−11 mbar. With the gate valve open but the emitter
voltage turned off, and thus no electrospray occurring, the pressure in the preparation
chamber was 4× 10−8 mbar with the first apparatus configuration, and 2× 10−8 for
the second. With the voltage turned on, the pressure in the preparation chamber rose
to 2 × 10−7 and 5 × 10−7 for the first and second configurations, respectively. The
pressure rise in the preparation chamber is due to residual solvent molecules in the
molecular beam; this was revealed by performing residual gas analysis in Nottingham.
Comparing the pressures recorded for both equipment configurations suggests that
using the entrance capillary rather than the conical entrance aperture improves the
deposition by letting in less air but more electrosprayed molecules. The increased
electrospray partial-pressure is perhaps also due to improved positioning and voltage-
tuning of the spray plume.
The design of an electrospray system integrating differentially pumped chambers
thus makes the electrospray technique compatible for use with ultra-high vacuum sys-
tems, when studying samples with relatively inert surfaces, such as TiO2 or Au, that
can be transferred to the mid 10−8 mbar range without undergoing excessive contam-
ination or reconstruction. The UHV-ESD system can therefore be used to deposit
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thermally labile and non-volatile molecules to be analysed using UHV techniques such
as scanning tunnelling microscopy and photoelectron spectroscopy – in-house or at
synchrotron end stations. Figure 5.5 shows a photograph of the first configuration of
electrospray apparatus used in this work, attached to an end station at beamline 5u1
at Daresbury SRS, UK.
The molecular coverage at the sample surface can be controlled by the length
of deposition time. Coverage is not necessarily linear with deposition time, as the
electrospray process depends on many factors such that the molecule flux can change
over the course of minutes. A good indication of the molecule flux is the pressure in
the preparation chamber. This is used when positioning the emitter in front of the
entrance aperture/capillary, to find an optimum position. Another method to gauge
the flux is to measure the current on the sample, as the flux of ions hitting the sample
surface results in a measurable current on the order of 10 pA. During depositions,
times are adjusted depending on the pressure detected in the preparation chamber
and/or the current measured on the sample.
5.4 Summary
A UHV version of electrospray deposition has been developed at Nottingham, allow-
ing thermally labile and non-volatile molecules to be studied using UHV techniques
such as STM, and high resolution photoemission spectroscopy at synchrotrons. The
challenge in adapting the apparatus was to produce a final preparation chamber pres-
sure low enough for oxide or low-reactivity metal surfaces to be exposed to, while
allowing a molecular beam to pass from the emitter, in air, through to vacuum. This
was achieved by using a series of differentially pumped chambers, connected by small
apertures, allowing the pressure towards the preparation chamber to reduce while
still letting the collimated molecular beam pass through. This apparatus was used in
this work to deposit N3 onto the rutile TiO2(110) and Au(111) surfaces.
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Figure 5.5: Photograph of the first configuration of electrospray apparatus used in
this work, attached to an end station at beamline 5u1 at Daresbury SRS, UK.
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Chapter 6
N3 on TiO2(110)
6.1 Introduction
In this chapter the system of N3 adsorbed on rutile TiO2(110) is explored. This
system models the interface of the N3 dye adsorbed to nanostructured TiO2 which
is used in dye-sensitised solar cells (DSCs). The N3 dye, shown in Figure 6.1, is
of particular importance because it is the most efficient sensitiser found for DSCs
to date.[9] In the effort to develop DSCs to their full potential, it is important to
understand the subtle electronic properties that enable this system to give the DSC
such a high incident-photon-to-current conversion efficiency. The work described in
this chapter takes steps towards elucidating our understanding of this.
The electronic structure of N3 on TiO2 had previously been studied using photo-
emission,[68, 69, 70] and charge transfer within the system had been studied using
infrared transient absorption[71], and time-resolved femtosecond absorption spectro-
scopy[72] of ex situ-prepared monolayers. No in situ-prepared study of this system
had been achieved, however, because there has previously been no UHV deposition
technique available that is compatible with N3. Molecules that form a solid at room
temperature are typically deposited in UHV by thermal sublimation, i.e. by heating
them until they change state from a solid to a gas. The N3 molecule is however
non-volatile; it cannot make the transition from a solid to a gas. This is because the
molecule is thermally labile, meaning that it breaks down upon heating. Thermal
sublimation is therefore not a viable deposition method for this molecule.
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Figure 6.1: a) N3 molecule adsorbed on rutile TiO2(110), calculated using
castep[8] at the DFT-GGA level (see Section 6.2 for details), and b) chemical struc-
ture of the N3 molecule.
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This work represents the first in situ deposition of N3 on rutile TiO2(110). Using
an ultra-high vacuum (UHV) electrospray deposition system we can form monolayers
and multilayers of the dye on a well-defined TiO2(110) surface. The electrospray in-
strument is described in Chapter 5 and allows non-volatile molecules to be deposited
at pressures between 1 x 10−7 and 1 x 10−9 mbar. Unlike ex situ deposition methods,
this technique allows the surface reconstructions and cleanness of the TiO2(110) sub-
strate to be preserved, excepting some hydroxylation of the bridging O atoms due to
residual gases in the UHV chamber,[73] which is not expected to influence the binding
of the dye via Ti atoms.
Real DSC devices are based on the adsorption of the dye to the surface of nanos-
tructured anatase TiO2, for which the crystal facets are predominantly the (101)
surface. However, the adsorption geometry of the primary binding ligand of N3 – bi-
isonicotinic acid – to the surfaces of both rutile TiO2(110) [15] and anatase TiO2(101)
[16] is of essentially the same character, and the optical band gaps of the different
phases are close at 3.05 [17] and 3.20 eV [7], respectively. The study of N3 adsorbed in
situ on a rutile TiO2(110) surface under UHV conditions therefore provides a unique
opportunity to study the underlying chemical physics of DSCs in detail. Using a sin-
gle crystal substrate as opposed to a nanostructured one, is beneficial in the surface
science techniques performed here, as a well-defined periodic structure is required to
get molecules in the same adsorption state to study. The rutile TiO2(110) surface is
chosen here over the anatase TiO2(101) surface because it is easier to work with and
cheaper. If anatase is annealed above 800◦C by mistake it turns to rutile, and it has a
maximum area of approximately 2 × 2 mm2. In the measurements performed here, a
large area is desirable because the sample needs to be swept during scans to prevent
beam damage, so the larger the sample area the longer the maximum scan time.
In this chapter the geometric and electronic structure of N3 on rutile TiO2(110)
is studied using photoemission spectroscopy (PES), near-edge x-ray absorption fine
structure (NEXAFS) spectroscopy, and density functional theory (DFT). The charge
transfer between the molecule and substrate is investigated using the core-hole clock
implementation of resonant electron spectroscopy (RES), and resonant x-ray emission
spectroscopy (RXES). These techniques enable us to probe the occupied and unoc-
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cupied states of the system in relation to the substrate conduction band and allow us
to gain an insight into the charge-transfer processes that underpin DSCs.
6.2 Method
Experiments were carried out at the surface science undulator beamline I511-1 [38]
at MAX II, MAX-lab in Lund, and at the SRS Daresbury UK, at beamline MPW6.1.
All data presented here is from beamline I511-1, while PES and NEXAFS data were
also collected at Daresbury for comparison. The I511-1 end station is equipped with a
Scienta R4000 electron analyser which can be rotated orthogonally around the beam
axis. A horizontal orientation with the analyser in-line with the light polarisation vec-
tor E was used for PES, because the maximum flux of direct photoemission electrons
ejected from a sample occurs in this direction. For NEXAFS and RPES however,
Auger-type electrons are collected in preference over direct photoemission electrons,
so for these measurements the analyser was orientated perpendicular to E. The end
station is also equipped with a VG Scienta XES350 x-ray emission spectrometer which
was used for RXES. In all cases the sample was orientated near to normal emission,
which corresponds to 7◦ off normal due to the grazing incidence geometry of the
sample holder.
The rutile TiO2(110) substrate (Pi-Kem, UK) was clamped to a Si or Ge crystal
used for resistive heating of the substrate. Photographs of the mounted sample are
shown in Figure 6.2 to help the reader to visualise the set-up. Cycles of sputtering
with Ar ions, and annealing to ∼ 600 ◦C, were used to prepare the surface. As an
initial step, repeated cycles were performed in order to change the TiO2 from an
insulator to an n-type semiconductor through the introduction of bulk defects,[74]
necessary to avoid sample charging. The substrate was deemed clean when it showed
a negligible C 1s core-level signal, and the extent of surface defects – which induce
states within the band gap – was kept in check by monitoring the valence band PES.
The N3 molecule (Solaronix SA, Switzerland) was deposited by in situ UHV elec-
trospray deposition, the details of which are described in Chapter 5. A solution of
∼ 5 mg of N3 in 200 ml of a 3(methanol):1(water) mixture was held in a sealed reser-
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Figure 6.2: Photographs showing a TiO2 substrate clamped using Ta to a Si crystal.
voir under pressure, produced either by applying 0.5 bar N2 or by putting the liquid
in a syringe and applying a gentle pressure by hand. A Taylor cone was produced by
holding the electrospray emitter at a potential of 2.3 kV relative to ground. With the
hand valve to the preparation chamber open but the emitter voltage turned off and
thus no electrospray process occurring, the pressure in the preparation chamber was
4× 10−8 mbar. With the voltage turned on the preparation chamber pressure rose
to 2× 10−7 mbar, the additional pressure being due to residual solvent molecules in
the molecular beam. The sample was optically aligned with the electrospray system
using a laboratory light source.
For the electron spectroscopy data, the total instrument resolution ranges from
40-330 meV for PES and from 90-170 meV for NEXAFS and RES. All PES spectra
have been calibrated to the substrate O 1s peak at 530.05 eV,[75] and a Shirley
background was subtracted before curve-fitting using Voigt functions. NEXAFS and
RES spectra were taken over the N 1s absorption edge, and were measured using
the electron analyser. For NEXAFS, the surface-sensitive nitrogen Auger yield was
used for the monolayer, and the deeper-probing secondary electron yield was used
for the multilayer. For the RES data, the photon energy was scanned over the N 1s
absorption edge while measuring the valence band photoemission. NEXAFS and RES
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spectra were normalised to the photon flux.
Density functional theory (DFT) calculations were carried out as an aid to under-
standing the experimental data. The N3/TiO2(110) bonding geometry was optimised
using castep[8] at the DFT-GGA level with a plane wave basis set cut-off of 300 eV
and the Perdew Burke Ernzerhof functional. Atoms in the substrate were constrained
to their bulk lattice positions, while atoms in the molecule were unconstrained and
optimised using a Broyden-Fletcher-Goldfarb-Shano algorithm.[76] The same param-
eters were used to obtain the free molecule geometry, which was then used with a
Z+1 approximation to calculate the molecular orbitals.
For the photon spectroscopy data, electrons were resonantly excited from the N
1s core level to unoccupied levels (RXES). The sample was illuminated with a fixed
photon energy of either 398.85 eV to excite to the LUMO, or 400.15 eV to excite
to the LUMO+1. The energies of emitted photons were measured using the x-ray
emission spectrometer, collecting over the approximate energy range of 380-420 eV.
This includes both the valence band and an elastic peak if one is present. The
spectrometer was set up to have an optimum geometry for collection of photons in
the chosen energy range. Since the count rate for x-ray emission of surface N atoms
is so low, the spectrometer was optimised using a boron nitride crystal in place of
the sample. This gives a much larger signal than a monolayer or multilayer of N3 on
TiO2, for which the N atoms are only on the surface as opposed to being in the bulk,
and only comprise 6 of the molecule’s 43 atoms.
The x-ray emission signal was maximised by opening the monochromator exit slit
to its widest value of 500µm, as the more photons incident on a sample, the more are
emitted. This meant that the total instrument resolution was approximately 1 eV.
The spectra were calibrated to a first approximation by comparison with the valence
band as measured using photoemission. That the spectra are not calibrated exactly
is not a problem because the results are used here for qualitative interpretation only.
For all measurements, the sample was swept continuously to avoid beam damage.
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6.3 Results
The samples used to create the following spectra are classed as either monolayer
or multilayer. Here a monolayer is classed as a sample having the vast majority
of molecules directly adsorbed to the surface and a multilayer as having a film
of molecules thick enough that the majority of photoelectrons in PES come from
molecules above the first adsorbed layer. Using the O 1s and S 2p PES spectra, the
multilayer is estimated to be between two and three layers thick. Binding energies of
the peaks discussed are summarised in Table 6.1.
Table 6.1: Table of binding energies (eV) calibrated to the substrate O 1s peak at
530.05 eV.[75]
Peak BEs (eV)
monolayer multilayer
PES
O 1s TiO2 530.05 530.05
C=O & COO− 531.5 531.5
C-OH 533.1 533.1
S 2p bonded 162.4 162.4
non-bonded 161.7 161.7
C 1s pyridine 285.0 -
thiocyanate 286.0 -
carboxyl 288.6 -
Ru 3d 280.6 -
N 1s thiocyanate 397.8 -
pyridine 399.8 -
valence band HOMO 1.0 -
N 1s NEXAFS
unshifted LUMO 0.3 -
aligned to optical data LUMO -1.3 -
6.3.1 Adsorption
Figure 6.3 shows the O 1s photoelectron spectra of the monolayer and multilayer,
measured using hν = 600 eV. For the monolayer, the TiO2 substrate oxygen peak
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dominates the spectrum. The two smaller peaks are due to the carboxyl O in the
bi-isonicotinic acid (4,4’-dicarboxy-2,2’-bipyridine) ligands of the N3 molecule. For
isolated N3, two equally intense O 1s peaks are expected due to the equivalent number
of carbonyl (C=O) and hydroxyl (C–OH) oxygen atoms (4:4). In the multilayer, these
two molecular O 1s peaks are indeed approximately equal in intensity, implying that
the majority of detected photoelectrons come from N3 molecules with negligible inter-
molecular and molecule-surface bonding through the bi-isonicotinic acid ligands.
Figure 6.3: O 1s core-level spectra measured using hν = 600 eV. Total instrument
resolution was ∼ 180 and 340 meV for the mono- and multilayers respectively.
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In previous studies, bi-isonicotinic acid has been found to bond to TiO2 through
deprotonation of the carboxyl (COOH) groups, in a 2M-bidentate structure.[15, 75,
77] This is a common bonding arrangement for pyridine carboxylic acids on the TiO2
surface.[78, 79, 80] Once a carboxyl group has deprotonated, the two O atoms share
an electron and are chemically equivalent. The binding energy (BE) of this O species
(COO−) is similar to that of the carbonyl O in the isolated molecule (C=O).[15] The
COO−&C=O:C–OH intensity ratio found for the monolayer is 3.2:1. Assuming that
all molecules are bonded to the surface in an equivalent way, this is close to 3:1 which
would imply that for each molecule two carboxyl groups are bonded to the surface.
Figure 6.4 shows S 2p photoelectron spectra of the monolayer and multilayer,
measured using hν = 225 eV. Along with the O 1s PES spectra, the S 2p PES spectra
are indicative of the bonding of N3 to the TiO2 surface. S 2p is a doublet state with
spin-orbit splitting of 1.1 eV[81]. For the monolayer spectrum, a good fit is obtained
only when a pair of chemically shifted doublets are used. This implies that the S
atoms exist in two different chemical environments. For the multilayer spectrum,
the low BE peak dominates, so it is assumed that this represents a S atom that is
not involved in bonding to the surface. The peak shifted to higher BE by 0.7 eV is
therefore attributed to S atoms interacting with the surface. The ratio of these two
peaks for the monolayer is 1:1.
Two possible bonding geometries are consistent with the measured data, both in-
volving the interaction of one S atom of a thiocyanate (NCS) ligand with the surface.
In the first model, both binding carboxyl groups are on the same bi-isonicotinic acid
ligand, while in the second model they are on different bi-isonicotinic acid ligands.
The latter is often proposed for the adsorption of N3 on the (101) surface of anatase
TiO2,[82] although no real consensus has so far been reached. For the (110) surface
of rutile however, the most plausible bonding geometry is one in which both binding
carboxyl groups are located on the same bi-isonicotinic acid ligand as shown in Fig-
ure 1.3 (a). This has previously been proposed for ex situ-prepared monolayers of N3
on nanostructured TiO2.[70]
Figure 1.3 (a) represents a geometry optimisation of N3 on TiO2(110), calculated
using DFT. The structure has one S atom bonded to a surface bridging O atom, and
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Figure 6.4: S 2p core-level spectra measured using hν = 225 eV. Total instrument
resolution was ∼ 50 and 140 meV for the mono- and multilayers respectively.
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the O atoms of both carboxyl groups from one bi-isonicotinic acid ligand bonded to
surface Ti atoms. This represents an overall energy 1.2 eV lower than the geom-
etry calculated for the structure in which the two bonding carboxyl groups are on
different bi-isonicotinic acid ligands, the additional energy resulting from increased
strain within the molecule. The proposed model of Figure 1.3 (a) is also shown in
our calculations to be 0.7 eV more stable than a geometry with no S bonded to the
surface, consistent with the S 2p spectra shown in Figure 6.4.
Figure 6.5: C 1s core-level spectrum measured using hν = 350 eV. Total instrument
resolution was ∼ 90 meV.
Figure 6.5 shows a photoelectron spectrum of the C 1s and Ru 3d states for
the monolayer, measured using hν = 350 eV. There are three resolvable chemical
environments for C in N3: the pyridine, carboxyl and thiocyanate groups, in an atomic
ratio of 10:2:1 respectively. The ratio found for the monolayer is 10.2:1.2:1, the
discrepancy most likely due to half of these groups being bonded to the surface and
therefore shadowed by the rest of the molecule. Previous studies of bi-isonicotinic
acid – containing the pyridine and carboxyl carbon atoms – were used to identify the
peaks.[83, 46]
Ru 3d is a doublet state with a spin-orbit splitting of 4.2 eV[84]. The lower BE
6. n3 on tio2(110) 102
Figure 6.6: N 1s core-level spectrum measured using hν = 500 eV. Total instrument
resolution was ∼ 140 meV.
Ru 3d5/2 peak can be seen clearly in the spectrum at 280.6 eV. This is approximately
0.6 eV higher than metallic ruthenium[84] and is thus consistent with the Ru2+ oxida-
tion state of the metal centre. This strongly suggests that the molecule has retained
its molecular integrity during deposition.
Figure 6.6 shows a N 1s photoelectron spectrum of the monolayer, measured using
hν = 500 eV. N3 has a ratio of 2(pyridine):1(thiocyanate) N atoms. This is reflected
in the 2.3:1 peak intensity ratio found for the N 1s monolayer PES spectrum, provid-
ing further evidence that the molecules arrive at the surface in their entirety.
6.3.2 Energy level alignment
In a DSC, electrons from high-lying occupied molecular orbitals in the dye are pho-
toexcited to previously unoccupied molecular orbitals. For subsequent electron injec-
tion into the TiO2 substrate, the unoccupied level of the dye involved in the transfer
must overlap with the TiO2 conduction band continuum of states. Spectra represent-
ing the occupied and unoccupied states of the N3 monolayer have here been placed
on a common binding energy scale following the procedure outlined in Section 4.2.
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This picture is key in identifying the charge transfer processes that can occur in the
model N3/TiO2 DSC.[85, 86, 87, 88] Also of note is that the substrate conduction
band edge is very close to the Fermi level, indicating little or no band bending.
Figure 6.7: Valence band PES spectra of the clean substrate and of a monolayer
of N3, adjacent to a N 1s NEXAFS spectrum of the N3 monolayer. The NEXAFS
spectrum is also shown shifted by -1.6 eV to align with the optical HOMO-LUMO gap
of 2.3 eV. The optical band gap of TiO2[17] is also indicated. The PES spectra were
measured using hν = 110 eV and had a total instrument resolution of ∼ 40 meV. The
NEXAFS spectrum was taken over the photon energy range hν = 396.6-425.0 eV and
had a photon energy resolution of < 170 meV.
Figure 6.7 shows the N 1s (Auger yield) NEXAFS and valence PES spectra for a
monolayer, along with the clean substrate valence PES (measured at hν = 110 eV).
While the N 1s core level (Figure 6.6) consists of two peaks, the pyridine N was used
to place the NEXAFS on the common BE axis, as it is clear that the N 1s NEXAFS
is dominated by pyridine-like π∗ orbitals as seen for the bi-isonicotinic acid ligand on
its own.[89, 83] Moreover, in our DFT calculations of the N3/TiO2 system, the lowest
unoccupied molecular orbital (LUMO) is located on a bi-isonicotinic acid ligand and
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the central Ru atom, with no intensity on either thiocyanate ligand.
While peaks derived from the bi-isonicotinic acid N atoms are then located en-
ergetically in the right place, any peaks deriving from thiocyanate N will appear
artificially shifted by approximately 2 eV to higher BE. DFT calculations show sev-
eral orbitals localised on the thiocyanate ligands which are ∼ 3 eV lower in BE than
the LUMO. The shoulder on the low BE side of the LUMO is attributed to these lev-
els; the peaks would appear 2 eV higher in BE than their calculated energies, placing
them ∼ 1 eV lower in BE than the LUMO, as observed. This shoulder is also the only
significant feature in the N 1s NEXAFS spectra that is not present for bi-isonicotinic
acid on TiO2. A similar approach has been used elsewhere in interpretation of the
C 1s NEXAFS spectra of benzoic acid, based on the C 1s BE difference between the
phenyl and carboxyl C atoms.[46]
The PES peak at 1.0 eV is the highest occupied molecular orbital (HOMO) and
is noteworthy as it narrows the HOMO-LUMO gap as compared with the TiO2 band
gap, allowing visible light excitations which are fundamental to the DSCmechanism.[82]
The HOMO is involved in the initial photoexcitation step within the real DSC.[82]
Optical absorption spectra of N3 on TiO2 show maxima which correspond to photon
energies that photoexcite electrons from the HOMO to various unoccupied levels. The
lowest in energy of these maxima is centred at a wavelength of 535 nm,[90] which cor-
responds to a photon energy of 2.3 eV. This is also the absorption maximum with the
highest incident-photon-to-current conversion efficiency.[2] The final state of the 535
nm photoexcitation in the real DSC is predicted then to lie 2.3 eV lower in BE than
the HOMO. The 535 nm absorption maximum is attributed to the HOMO→LUMO
transition, corresponding to a Ru(4d)NCS→bpy(π∗)COOH transition. The spatial
distribution of the HOMO and LUMO are shown in Figure 6.13 and are discussed
later in the context of charge transfer dynamics.
In the present case where the unoccupied states are probed using N 1s NEXAFS,
a core exciton (bound electron-hole pair) is created whereas in a real DSC a valence
exciton is created. The presence of a hole in both NEXAFS and optical absorption
shifts the unoccupied states to higher BE with respect to the ground state. The BE
of the excitons, equivalent to the amount by which the unoccupied levels shift, is
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attributed to a combination of the Coulomb interaction between the hole and excited
electron, and the rehybridisation of the molecular states upon core- or valence-hole
creation.[45] Comparing the HOMO-LUMO gap as measured using optical excitation
(2.3 eV) to the HOMO-LUMO gap for the core-excited system (0.7 eV), the difference
in energy is 1.6 ± 0.1 eV. This is indicative of the difference between the N 1s core
exciton and valence exciton BEs for this molecule. This value is slightly larger than
the difference in BE of 1.3 eV found for pyridine,[45] a molecule closely related to the
bi-isonicotinic acid ligands of N3. Since the Coulomb attraction of the core hole is
responsible for the BE of a core exciton to be larger than that of a valence exciton,
this effect is perhaps greater in N3 due to less efficient screening of the N 1s core
hole, caused by the metal binding to the N atoms.
Shifting the NEXAFS spectrum into alignment with the 2.3 eV optical HOMO-
LUMO gap, as shown in Figure 6.7, causes the LUMO to lie above the substrate
conduction band edge, and thus in a real solar cell would permit electron injection
from that level into the substrate. This contrasts with the energy alignment of the
core-excited system here, where the LUMO-to-substrate transition is forbidden due
to overlap with the substrate band gap. In the next section, electrons excited to
the LUMO are therefore used as a reference, allowing us to probe electron injection
from those remaining unoccupied levels that lie above the substrate conduction band
edge.[47, 87]
6.3.3 Charge transfer
In DSCs, a key step in the photovoltaic process is electron injection from the ex-
cited molecule into the substrate conduction band. Resonant electron spectroscopy
(RES) and resonant x-ray emission spectroscopy (RXES) are used here to investigate
molecule-to-substrate charge transfer. These techniques enable us to observe the de-
localisation of charge from unoccupied molecular valence levels. The core-hole clock
implementation of RES allows us to quantify an upper time limit in which this occurs.
The techniques used here are described in detail in Chapter 4.
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Resonant electron spectroscopy
The RES data was collected in a similar way to the NEXAFS data. In both cases
the photon energy was scanned over the N 1s absorption edge, covering the lowest
unoccupied levels. For NEXAFS, the electron analyser was used to measure spectra
at each photon energy step of either the N Auger or a section of the secondary electron
tail, whereas for RES, valence band spectra were measured. It is in this region that
interesting resonant behaviour which gives information about charge transfer is seen.
Figure 6.8: N 1s RES data for the N3 multilayer. Valence band spectra with a
BE range of 4-20 eV were acquired over the photon energy range hν = 397-405 eV.
Photon energy resolution was < 170 meV.
Figure 6.8 shows a N 1s resonant electron spectrum for the multilayer, featuring
peaks arising from the processes described in Section 4.3. Peaks 2-5 in the figure are
due to resonant photoemission. Normal Auger and resonant Auger peaks can not be
separated here; together they are responsible for the most intense peak seen in the
spectrum. As with normal Auger, the resonant Auger here disperses with constant
KE. An exception to this behaviour occurs for the Auger resonant Raman (ARR)
regime[47, 48] as described in Section 4.3.2. This requires that the photon energy
distribution is narrower than the natural line width of the electronic energy levels,
which is not the case in this experiment.
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The presence of resonant photoemission and resonant Auger peaks indicates that
the electron excited to an unoccupied level in x-ray absorption is still present; it
has not delocalised and hence has not been injected into the substrate conduction
band. This is to be expected for the multilayer. For the monolayer however, we
look to the diminishing intensity of resonant peaks to indicate the extent to which
charge injection to the substrate is occurring. Since resonant Auger can here not
be separated from normal Auger, we are left with resonant photoemission to tell us
about charge transfer.
Figure 6.9: N 1s RES data for the N3/TiO2 monolayer. Valence band spectra with
a BE range of 4-20 eV were acquired over the photon energy range hν = 397-405 eV.
Photon energy resolution was < 170 meV.
Figure 6.9 shows a 2d N 1s resonant electron spectrum for the monolayer. The
unseparable normal and resonant Auger peaks all occur to higher BE of the ‘constant
KE’ line on the figure. The line was placed at the low BE limit of the Auger peak
at the LUMO, based on a curve-fit of the Auger tail minus the pre-edge structure.
Any peaks to lower BE of this line then, arise from photoemission and resonant
photoemission only.
As discussed in the previous section, the LUMO lies in the substrate band gap,
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so electron injection from this level is forbidden. Electron injection is, however,
energetically allowed from the LUMO+1, LUMO+2 and LUMO+3. As shown in
Figure 6.9, integrating over a 0.6-8.6 eV BE window includes only photoemission and
resonant photoemission over the LUMO+2 and LUMO+3 levels. This integration
has been performed for both the multilayer and monolayer as shown in Figure 6.10.
Any peaks at the LUMO+2 or LUMO+3 are due solely to resonant photoemission,
as direct photoemission contributes a sloping background only.
Figure 6.10: N 1s RES and N 1s NEXAFS spectra of the N3 (a) multilayer and (b)
monolayer. The RES spectra shown here are BE integrations from 0.6-8.6 eV over
the data sets, and peaks at the LUMO+2 or LUMO+3 are due solely to resonant
photoemission. Also shown are 4× magnifications of the LUMO+2 and LUMO+3
region. The values C and R represent the RPES:NEXAFS intensity ratios of the
peaks shown.
In Figure 6.10 the RES spectra are normalised to the LUMO, as are the corre-
sponding NEXAFS spectra which are also shown. In the NEXAFS spectra, the peaks
represent the unoccupied levels’ full intensities, whereas for RES, the LUMO has its
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full intensity but the LUMO+1, LUMO+2 and LUMO+3 may be depleted by charge
transfer. For the multilayer it can be seen that the LUMO+2 and LUMO+3 are
smaller in the RPES than the NEXAFS. This ratio is attributed purely to matrix
element effects due to the different techniques used.[86] For the monolayer RPES
however, these peaks have been reduced down to the level of noise, indicating that
charge transfer is occurring from these levels.
The core-hole clock implementation of RES can be used to quantify the electron
injection timescales from these levels, and is described in Section 4.3.3. The technique
uses the fact that if charge transfer is occurring, it must be competing with the de-
excitation of the excited state via resonant photoemission or resonant Auger. The
time taken for de-excitation here can also be described as the lifetime of the N 1s core
hole. Here we calculate the time taken for electron injection into the substrate from
the LUMO+3, as this is the most significantly depleted peak. Denoting the intensity
of the LUMO+3 as I, the electron injection time τCT for electrons moving from the
LUMO+3 to unoccupied substrate states is given by equation 6.1.
τCT = τchd
Iparticipator
coupled
INEXAFS
coupled
Iparticipator
isolated
INEXAFS
isolated
− I
participator
coupled
INEXAFS
coupled
(6.1)
The variables Iparticipatorcoupled and I
participator
isolated represent the intensities of the LUMO+3
peaks in the RPES monolayer and multilayer respectively. These values are each
normalised by the total cross-sections as provided by the NEXAFS intensities INEXAFScoupled
and INEXAFSisolated . The variable τchd is the average N 1s core-hole lifetime and is here
assigned the value of 6 fs; this is the value as measured experimentally for the N2
molecule.[91] It has been shown that core-hole lifetimes are largest for atomic Auger
transitions and become smaller for molecular transitions, the exact values depending
upon the electronegativity of the ligands.[92] An upper limit on the core-hole lifetime
then, would be that for atomic N which has been calculated as 7.5 fs.[92]
Here Iparticipatorcoupled /I
NEXAFS
coupled = 0.16 and I
participator
isolated /I
NEXAFS
isolated = 0.22, giving an upper
time limit of 16 fs for the electron injection time into the substrate from this level
(with an absolute upper value of 20 fs if the core-hole lifetime for atomic N rather
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than N2 is used). This is in agreement with the electron injection upper time limit
for bi-isonicotinic acid on TiO2 which has been found previously as 3 fs.[87] That
Iparticipatorisolated /I
NEXAFS
isolated is 0.22 and not 0.3 as found for bi-isonicotinic acid,[87] can per-
haps be attributed to ultra-fast delocalisation of excited electrons within the molecule.
Such intrinsic delocalisation would lead to reduced resonant photoemission even in
the absence of charge-transfer to the substrate. Evidence of ultra-fast intra-molecular
delocalisation has previously been found in the RES of a related ruthenium complex
comprising three bipyridine ligands, for which little or no resonant photoemission
was measured for resonances lying higher than the LUMO in the multilayer.[93] The
Iparticipatorisolated /I
NEXAFS
isolated ratio of 0.22 for the multilayer can therefore be interpreted as a
combination of the aforementioned matrix element effect and intramolecular delocali-
sation. In the case of the monolayer, a fraction of the electrons that are localised in the
multilayer are able to charge-transfer into the substrate, bringing the RPES/NEXAFS
ratio from 0.22 down to 0.16, and it is these injected electrons that are investigated
in the RPES analysis. In other words, intramolecular delocalisation is accounted for
in equation 6.1 through the experimentally measured value of Iparticipatorisolated /I
NEXAFS
isolated .
In the previous section it was concluded that the LUMO is actively involved in
the DSC photovoltaic process. Since in the RES technique the unoccupied levels are
excitonically pulled down into the TiO2 band gap, we are unable to probe the LUMO
electron injection time directly. However, as also discussed in the previous section,
the LUMO and LUMO+3 are both thought to be located on the bi-isonicotinic acid
ligands, so electron injection is expected to occur on a similar timescale. This gives
some insight into why the N3 DSC is so efficient.
An interesting characteristic of the RES data is that the photoemission enhance-
ments observed at the LUMO resonance occur at different BEs to those observed at
the LUMO+1 resonance. This can be seen most clearly in the multilayer (Figure
6.8). Here the enhancement of peak 1 – the HOMO – can be seen primarily at the
LUMO+1 position rather than the LUMO. Similarly, peak 3 is enhanced only at the
LUMO resonance while peaks 2, 4 and 5 occur only for the LUMO+1. For a simpler
two-dimensional view, constant photon energy slices of Figure 6.8 are shown in Figure
6.11. Slices have been taken before the N 1s absorption edge (pre-edge, 396.9 eV),
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representing the direct photoemission of the occupied valence levels, and also at the
photon energies of the LUMO (399.3 eV) and the LUMO+1 (399.9 eV), illustrating
additional resonant enhancements of the valence band states. To further illustrate,
peaks 1 and 2 which are at a BE low enough that they have no or little Auger com-
ponent are displayed in Figure 6.12. This time they are shown on a photon energy
scale, where each peak has been integrated over the extent of its BE range.
Figure 6.11: Photon energy slices of the multilayer RPES data shown in Figure 6.8
taken at pre-edge, LUMO and LUMO+1 photon energies, to give a clearer view of
the misaligned peaks.
For resonant photoemission to occur following core-excitation (see Figure 4.3),
the occupied (BE scale) and unoccupied (hν scale) orbitals involved must have some
interaction. Moreover, the largest probability for resonant photoemission will be
when both electrons involved (i.e. the one that fills the core hole, and the emitted
electron) are located on the same atom, specifically the site of the core hole. Resonant
photoemission is in essence a special type of Auger decay, and while interatomic Auger
transitions can occur,[94] the rates of these events are negligible in all but the lowest
energy Auger processes. The origin of the state-dependent resonant enhancements
observed for the occupied molecular orbitals observed in Figure 6.11 is therefore likely
to be due to the spatial distribution of both the occupied and unoccupied orbitals
involved in the core-hole decay process. More specifically, the results suggest that
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Figure 6.12: Peaks from the RPES monolayer and multilayer data as defined in
Figure 6.11, where each peak has been integrated over the extent of its BE range.
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the LUMO and LUMO+1 are located on different parts of the molecule in agreement
with the previous section, where the LUMO was attributed to the bi-isonicotinic
acid ligands and the LUMO+1 to the thiocyanate ligands. This is also supported
by the DFT calculations (as described in Section 6.2) shown in Figure 6.13 which
illustrate the spatial distribution of some of the occupied and unoccupied orbitals of
a free N3 molecule. The orbitals are labelled with their calculated energies in inverted
commas, to remind the reader that these are theoretically calculated values and are
not experimentally measured quantities. Shown in Figure 6.13 are the HOMO (‘0.0
eV’), LUMO (‘1.2 eV’), and the unoccupied level at ‘3.3 eV’. The latter is attributed
to the LUMO+1 resonance observed at 399.9 eV in the N 1s NEXAFS for reasons
outlined in the previous section.
The state-dependent enhancements of the highest occupied molecular orbitals
in Figure 6.11 can be understood in terms of their spatial distribution within the
molecule, and the location of the core-hole site in each of the LUMO and LUMO+1
excitations. Since the HOMO has no intensity on the N atoms of the bi-isonicotinic
acid ligand, there is a negligible probability of an electron from this orbital playing
any role in the participator decay (resonant photoemission) of the core hole created
on excitation to the LUMO (localised as shown in Figure 6.13 on the bi-isonicotinic
ligand). Indeed, there is little or no enhancement of the HOMO at the LUMO en-
ergy (399.3 eV) in Figure 6.11 above the pre-edge direct photoemission spectrum.
Conversely, an electron from the HOMO can participate in the decay of the N 1s
core-hole created on excitation to the LUMO+1 located on the thiocyanate ligand.
A small resonant enhancement of the HOMO is therefore observed in Figure 6.11 at
the LUMO+1 photon energy (399.9 eV). An analogous mechanism is proposed for
the state-dependent enhancements of the other valence states observed in Figures 6.8,
6.11 and 6.12. Those occupied states located primarily on the thiocyanate ligands
are able to play a role in the participator decay of the N 1s–LUMO+1 core-excited
state, while those local to the bi-isonicotinic acid ligands contribute to the decay of
the N 1s–LUMO state.
It is worth noting that while both the HOMO and LUMO would require some
degree of overlap with the core-excited atom in order to give rise to resonant photoe-
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Figure 6.13: DFT calculations showing electron orbitals (dark blue) of a geometry-
optimised free N3 molecule. The calculated orbitals are identified with the HOMO,
LUMO and LUMO+1. Since the molecule is symmetrical, the orbitals shown here on
one ligand only are also present on the corresponding symmetrical ligands, and have
only marginally different calculated energies. The atoms are coloured by element,
with the colours as defined in Figure 1.3.
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mission, only an overlap with each other is required for the HOMO–LUMO photoex-
citation in a real solar cell. Close inspection of the calculated LUMO in Figure 6.13
reveals a small contribution on the central Ru atom of the molecule. The photoex-
citation channel between the two orbitals is therefore facilitated by their overlap at
the centre of the molecule.
Resonant x-ray emission spectroscopy
In preparation for taking RXES spectra, a N 1s NEXAFS spectrum was measured
to assess the positions of the unoccupied levels lying close to the band gap. Photon
energies were then chosen to resonantly excite electrons from the N 1s core level to
the LUMO and the LUMO+1 in RXES. The RXES spectra map the valence band
local to the core hole, and also feature an elastic peak which can be analysed to give
information about charge transfer. The RXES technique is described in Section 4.4.
Figure 6.14 shows the N 1s NEXAFS spectrum of a multilayer of N3 on TiO2.
This figure shows how the NEXAFS spectrum was used to choose what photon ex-
citation energies to use in RXES. The LUMO and LUMO+1 levels were chosen to
be studied, and were curve-fit for the figure approximately using two Gaussians and
a step-function. The results so far in this chapter have indicated that the LUMO
is located on the bi-isonicotinic acid ligands and the LUMO+1 to the thiocyanate
ligands of N3. If this is true then the RXES spectra measured by exciting to these
levels will show those components of the valence band that interact with them. Since
the resolution of the incident photon energy is large at approximately 1 eV, care must
be taken that the RXES excitation energies chosen do not also excite to neighbouring
unoccupied levels. For this reason, the photon energy chosen to excite to the LUMO
is not the energy of the LUMO itself at 399.3 eV, but a lower energy of 398.85 eV.
This gives an energy range that encompasses about half of the LUMO and a neg-
ligible amount of the LUMO+1. For the LUMO+1 a photon energy of 400.15 eV
was chosen for RXES, which encompasses as much of the LUMO+1 as possible and
a small amount of the LUMO.
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Figure 6.14: N 1s NEXAFS spectrum of the N3 multilayer, with a photon energy
resolution of ∼ 1 eV. The spectrum is here analysed as a preliminary step in choos-
ing appropriate photon energies to perform RXES. The LUMO and LUMO+1 were
approximately curve-fit using two Gaussians and a step-function. The dashed lines
show the photon energies chosen for RXES, and the solid lines show the boundaries
of the photon energy resolution.
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Figure 6.15 shows the N 1s RXES spectra taken at the LUMO resonance using
hν = 398.85 eV for monolayers and multilayers of N3 on TiO2. The monolayer and
multilayer valence band photoemission spectra are also shown. The photoemission
curves shows the full valence band spectra whereas the RXES spectra show only the
part of it that is both local to the LUMO, and has ‘p’ character so can interact with
the 1s core level. Both of the RXES spectra show an elastic peak. This indicates that
some of the electrons excited to the LUMO then return to the N 1s core level. This
is expected as the LUMO overlaps with the substrate conduction band as discussed
in Section 6.3.2, so electrons excited to the LUMO are not expected to delocalise
through injection into the substrate.
Figure 6.15: N 1s resonant x-ray emission spectra taken at the LUMO resonance
using hν = 398.85 eV for monolayers and multilayers of N3 on TiO2. The mono-
layer and multilayer valence bands as measured using photoemission spectroscopy
are shown for comparison. The RXES spectra are measured on a photon energy scale
but have been placed here on a binding energy scale.
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Figure 6.16 shows the N 1s RXES spectra taken at the LUMO+1 resonance using
hν = 400.15 eV for monolayers and multilayers of N3 on TiO2. The monolayer and
multilayer valence band photoemission spectra are also shown. While the multilayer
has a clear elastic peak, the monolayer does not. There is perhaps a shoulder, but
importantly, compared to the multilayer the intensity is reduced. This contrasts to the
LUMO RXES spectra where the intensity at the position of the elastic peak is equal
at both coverages. The absence of an equally intense elastic peak in the monolayer
LUMO+1 spectrum as compared to the multilayer LUMO+1 spectrum qualitatively
suggests that electrons are delocalising from the LUMO+1 in the monolayer, on a
timescale comparable with the N 1s core hole lifetime (6 fs). The results of the
RXES measurements thus imply that electron injection occurs from the LUMO+1.
These results also support the bonding geometry conclusion that N3 attaches to
rutile TiO2(110) via one bi-isonicotinic acid ligand and one thiocyanate ligand. The
attached thiocyanate ligand provides a direct route for electron injection from the
LUMO+1. That a shoulder remains for the monolayer LUMO+1 elastic peak could
be because electron injection from the LUMO+1 to the substrate only occurs from
those half of the thiocyanate ligands that are attached to the surface.
Figure 6.17 shows RXES spectra taken of the clean TiO2 surface using hν = 398.85
eV and hν = 400.15 eV. These spectra were taken to confirm that the elastic peaks
seen in Figures 6.15 and 6.16 are not due to reflection. Since there is no feature
to normalise to, they were backgrounded and then normalised by the average of the
values divided by for the other RXES spectra, taking into account the smaller time
spent counting in this case. In both spectra, an unidentified broad peak is seen with
low intensity. The intensity is, however, negligible when compared to the elastic peaks
in Figures 6.15 and 6.16. When molecules are deposited onto the clean surface, it is
not expected that the reflectivity of the surface would increase for any reason.
6.4 Conclusions
UHV electrospray deposition has been used to deposit monolayers and multilayers
of N3 on the rutile TiO2(110) surface, in situ. PES has been used to characterise
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Figure 6.16: N 1s resonant x-ray emission spectra taken at the LUMO+1 resonance
using hν = 400.15 eV for monolayers and multilayers of N3 on TiO2. The mono-
layer and multilayer valence bands as measured using photoemission spectroscopy
are shown for comparison. The RXES spectra are measured on a photon energy scale
but have been placed here on a binding energy scale.
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Figure 6.17: RXES spectra taken of the clean TiO2 surface using hν = 398.85 eV
and hν = 400.15 eV. Since there is no feature to normalise to, they were backgrounded
and then normalised by the average of the values divided by for the other RXES
spectra, taking into account the smaller time spent counting in this case.
core and valence levels of the system, which were then used to deduce the bonding
geometry of a monolayer of N3 chemisorbed to TiO2(110). We find that the carboxyl
groups of one bi-isonicotinic acid ligand deprotonate so that its O atoms bond to Ti
atoms of the substrate, and one of the thiocyanate groups bonds via a S atom to an O
atom of the substrate. DFT calculations indicate that this geometry is energetically
more favourable than the bonding of one carboxyl group from each bi-isonicotinic
acid ligand.
The energetic alignment of the system was determined by placing the valence PES
and N 1s NEXAFS of an N3 monolayer onto a common binding energy scale. The
band gap of the TiO2 was aligned using valence PES of the clean substrate. The 535
nm optical absorption maximum of N3 on TiO2 was attributed to the HOMO→LUMO
transition in a working solar cell. This was used to compare the energetics as they
would appear for photoexcitation from the valence band (as occurs in the working N3
DSC) with those found for photoexcitation from the N 1s core level, for which the
unoccupied levels appear at a higher BE. This comparison allowed quantification of
the difference in BE of a core and valence exciton for this system, found to be 1.6 eV.
The core-hole clock implementation of RES was used to find that electron injection
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from the LUMO+3 to the substrate occurs in < 16 fs, in agreement with previous
studies of bi-isonicotinic acid and related molecules on TiO2 which found charge
transfer to occur in < 3 fs. The LUMO and LUMO+3 are both thought to be located
on the bi-isonicotinic acid ligands, so electron injection in the real DSC is expected
to be on a similar timescale.
In the RES data, resonant photoemission peaks are seen only for certain occupied-
unoccupied level combinations due to the spatial distribution of the molecular orbitals,
and their overlap with each other and the core-hole site. Combined with DFT cal-
culations we can understand this process for the state-dependent enhancement of
the HOMO at the excitation energies of the LUMO and LUMO+1 resonances. The
HOMO and LUMO+1 are localised on the central Ru atom and thiocyanate ligands,
while the LUMO is localised largely on the bipyridine (π∗) and carboxyl groups.
RXES was used to measure the valence band structure local to the LUMO and to
the LUMO+1. Qualitative analysis of the elastic peak feature seen for each spectrum
suggests that electron injection occurs from the LUMO+1.
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Chapter 7
N3 on Au(111)
7.1 Introduction
In this chapter the system of N3 adsorbed on Au(111) is explored. In the previous
chapter, work about N3 on TiO2 was presented with reference in particular to the
Gra¨tzel dye-sensitised solar cell. In such a device - where a nanocrystalline film of
a wide band gap semiconductor (such as TiO2) is made light-sensitive by adsorbing
a monolayer of dye - electrons in the highest occupied molecular orbital (HOMO)
of the dye are promoted to the lowest unoccupied molecular orbital (LUMO) by
photoexcitation. In N3 these orbitals are located on the thiocyanate (NCS) and bi-
isonicotinic acid ligands, respectively,[95, 82, 65] as illustrated in Figure 6.13. N3 has
been shown to bond to the surface of TiO2 via the deprotonation of the bi-isonicotinic
acid ligand[65] to form a so-called 2M-bidentate anchor to the surface. This provides a
strong chemical coupling to facilitate the charge transfer of electrons from the LUMO
(which is located on this ligand) to the conduction band of the oxide. But this
represents only half of the story since the process leaves a hole in the HOMO (located
on the NCS ligands) which needs to replenished. In a typical DSC this is often
achieved with a liquid electrolyte but recently a solid state solution to this problem
was proposed by adsorbing the dye molecules onto a gold layer itself adsorbed on the
TiO2 surface;[24, 25] this device is discussed in Section 1.4. The exact nature of how
the solid state device works is still under investigation. One theory is that the Au
forms islands and/or networks on the TiO2, rather than forming a uniform thickness
7. n3 on au(111) 123
barrier layer as originally proposed. This would allow the dye molecules to interact
simultaneously with the Au islands and/or networks and the TiO2 surface. In dyes
such as N3 where the spatial distribution of the HOMO and LUMO are separated
onto different ligands of the molecules, a gold layer could offer a route to the efficient
replenishment of electrons.
Previous studies on N3 (see previous chapter), the N3 ligand bi-isonicotinic acid,[15,
89] and other pyridine carboxylic acids[78, 79, 80] on TiO2 have all been shown to
bond to the surface via the oxygen atoms of the deprotonated carboxyl groups. On the
Au(111) surface however, bi-isonicotinic acid bonds less strongly than on TiO2, possi-
bly via one or more carboxyl groups, but certainly without any deprotonation.[85, 86]
It is therefore reasonable to expect that N3 would bond to the Au(111) surface instead
via the sulphur atoms of the thiocyanate ligands (NCS). Indeed, the interaction of
sulphur-containing molecules with the gold surface is well established[96, 97] and un-
derpins much of the field of self-assembled monolayers. Such an adsorption geometry
would place the molecule HOMO adjacent to the Au(111) surface and in the context
of DSCs would be ideally located for electron replenishment.
This work represents the first study of N3 adsorbed on the Au(111) surface. Us-
ing an in situ UHV electrospray deposition system, as described in Chapter 5, we
can form low and high coverages of the dye on the Au(111) surface. In this chapter
the geometric and electronic structure of N3 on Au(111) is studied using photoe-
misson spectroscopy (PES), near-edge x-ray absorption fine structure (NEXAFS)
spectroscopy, and scanning tunnelling microscopy (STM). The charge transfer be-
tween the molecule and substrate is investigated using resonant electron spectroscopy
(RES). These techniques enable us to probe the occupied and unoccupied states of
the system in relation to the substrate conduction band.
7.2 Method
Photoemission spectroscopy experiments were carried out at the surface science un-
dulator beamline I511-1[38] at MAX II, MAX-lab in Lund. The I511-1 end station
is equipped with a Scienta R4000 electron analyser which was orientated in-line with
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the light polarisation vector E. The sample was orientated near to normal emission,
which corresponds to 7◦ off normal due to the grazing incidence geometry of the
sample holder.
The photoemission measurements were performed using a single crystal Au(111)
substrate of dimensions 10 mm diameter × 2.5 mm (Metal Crystals and Oxides Ltd.,
UK). A loop of tungsten wire was passed through the crystal, which acted as a mount
and also served to heat the crystal. A thermocouple wire was attached within a small
cavity in the crystal, used to monitor the temperature. Cycles of sputtering using
1 keV Ar ions, and annealing to ∼ 600 ◦C, were used to prepare the surface. The
substrate was deemed clean when it showed a negligible C 1s core-level signal.
The N3 molecule (Solaronix SA, Switzerland) was deposited by in situ UHV elec-
trospray deposition, from a solution of∼ 5 mg of N3 in 200 ml of a 3(methanol):1(water)
mixture. The deposition of N3 using this method is described in Section 6.2 of the
previous chapter.
For the electron spectroscopy data, the total instrument resolution ranges from
65-195 meV. All spectra have been calibrated to the Fermi level. For the core levels,
depending on the shape of the background and magnitude of the Shirley step back-
ground, a line or polynomial background was subtracted if needed before subtracting
a Shirley background if necessary. Curve fitting was then performed using Gaussian
functions. For all measurements, the sample was swept continuously at a rate of at
least 1.25 µm/s, following beam damage studies to determine a safe exposure time.
The STM measurements were performed at Nottingham using a 4 mm × 8 mm
mica substrate covered with a layer of Au 1500 A˚ thick (Agilent, USA). The sample
was prepared by sputtering using 1 keV Ar ions, and annealing to ∼ 500 ◦C. Images
of the surface were acquired using a scanning tunnelling microscope housed within a
UHV system, using electrochemically etched tungsten tips, and operating in constant
current mode at room temperature.[98] Images of the surface taken after the sputter-
anneal cycle show the characteristic (22 × √3) herringbone reconstruction of the
Au(111) surface.[99] The N3 was then deposited onto the surface using the same
UHV electrospray deposition method as above.
7. n3 on au(111) 125
7.3 Results
Photoemission spectra were recorded for low and high coverages of N3 on Au(111),
corresponding to deposition times of 15 and 30 mins, respectively. Coverage is not
necessarily linear with deposition time, as the electrospray process depends on many
factors such that the deposition rate changes over the course of minutes. In the
previous chapter where the sample was N3 on TiO2, the coverage could be quantified
more accurately by comparing the O 1s molecule and substrate peak heights, and also
by observing the S 2p spectra which showed a clear change as coverage was increased.
Here the best photoemission indicator of coverage is the valence band. Figure 7.1
shows the valence band photoelectron spectra of the clean Au surface and the low
and high coverages of N3, measured using hν = 110 eV. It can be seen that the low
coverage valence band shape is only slightly modified with respect to the valence band
for clean Au. The high N3 coverage, however, has a very different shape in which the
Au peaks are largely buried by the N3 molecule peaks.
Figure 7.1: Valence band photoemission spectra of clean Au, and of low and high
coverages of N3 on Au, measured using hν = 110 eV. Total instrument resolution was
< 65 meV.
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7.3.1 Adsorption
Binding energies (BEs) of the x-ray photoemission spectroscopy (XPS) peaks dis-
cussed hereafter are summarised in Table 7.1. Figure 7.2 shows the O 1s photo-
electron spectra of the low and high coverages, measured using hν = 620 eV. Both
coverages show two separate peaks at 531.4 and 533.1 eV. These are due to the O
being in two different chemical environments, which are identified as the carbonyl
(C=O) and hydroxyl (C—OH) groups respectively.[15] The hydroxyl oxygen does
not deprotonate at low coverages, as evidenced by the unity peak ratio. This is in
contrast to the adsorption of N3 on TiO2,[65] which shows a 3:1 peak ratio due to
deprotonation of two of the carboxyl groups. The O atoms may interact with the
substrate but do not form strong covalent bonds as in the case of deprotonated O
atoms.
Table 7.1: Table of BEs and [Gaussian full-width at half-maxima] (eV), calibrated
to the Fermi level.
Peak BEs and [Gaussian FWHM]
Core level (eV)
O 1s both coverages 531.4 [1.7] 533.1 [1.9] . . . . . . . . .
S 2p low coverage 161.0 [0.5] 162.1 [1.3] 164.3 [1.4] . . . . . .
S 2p high coverage 161.0 [0.5] 162.1 [1.1] 164.3 [1.4] . . . . . .
N 1s both coverages 396.9 [1.0] 398.0 [0.9] 399.9 [0.9] . . . . . .
C 1s & Ru 3d low coverage 280.9 [0.7] 284.8 [1.1] 285.8 [1.1] 287.0 [1.5] 288.6 [2.2]
C 1s & Ru 3d high coverage 280.8 [0.7] 284.9 [1.1] 285.7 [1.1] 286.8 [1.5] 288.6 [2.2]
Figure 7.3 shows the S 2p photoelectron spectra of the low and high coverages,
measured using hν = 220 eV. S 2p is a doublet state and here the best fits have been
obtained using a spin-orbit split of 1.18 eV. Both coverages require three doublets in
order to obtain a good curve-fit. The doublets are assigned to bonding environments
by comparing the high and low coverage spectra, comparing normal and grazing
emission spectra of the low coverage, and comparison with studies of N3 on TiO2,[65]
and of atomic S on Au(111).[100]
The low BE doublet at 161.0 eV is significantly more intense for the low coverage,
so is attributed to a surface S-Au interaction. The peaks comprising the doublet are
narrow with a full-width at half-maximum (FWHM) of 0.5 eV, implying a well-defined
7. n3 on au(111) 127
Figure 7.2: O 1s core-level photoemission spectra measured using hν = 620 eV.
Total instrument resolution was < 195 meV.
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Figure 7.3: S 2p core-level photoemission spectra measured using hν = 220 eV.
Total instrument resolution was < 75 meV.
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chemical environment. In studies of atomic S on Au(111),[100] a low BE doublet
is seen at 160.8 eV which, supported by low-energy electron diffraction studies, is
attributed to S bonding to threefold hollow sites of the Au(111) surface. (BEs are
referenced, as here, to the Fermi level.) Since this BE is very close to that of the S-Au
doublet found here at 161.0 eV, and taking into account the coverage dependence,
the doublet is assigned to being due to a S-Au bond. It could also be specific to
Au(111) threefold hollow sites but further experimental investigation would be needed
to confirm this.
The middle BE doublet at 162.1 eV dominates the high coverage spectrum and is
also large in the low coverage spectrum. In both coverages the doublet is broad, with
FWHMs of 1.1 and 1.3 eV for high and low coverages, respectively. These large widths
imply more than one S chemical environment which have similar but unresolvable
BEs. That the middle BE doublet is dominant for both low and high coverage can be
accounted for if it contains a component of both non-bonded S and S bonded to Au.
For atomic S on Au(111) there is a doublet at 161.6 eV corresponding to S atoms
bound to Au(111) sites other than three-fold hollow,[100] so it is possible that here
the middle BE doublet has a similar bonded component. For N3 on TiO2,[65] non-
bonded S was found to have a BE of 161.7 eV, and the same BE would be expected
here. With this peak assignment, at high coverage the middle BE doublet is expected
to be mostly due to non-bonded atoms, and at low coverage a mixture of non-bonded
and bonded atoms. If these components were at slightly different BEs, this would
result in the low coverage having a broader FWHM than the high coverage, which is
the case here. This assignment of peaks is also supported by comparison of normal
and grazing emission spectra described below.
Finally, there is a high BE doublet at 164.3 eV, which is also broad with a FWHM
of 1.4 eV. The intensity of this peak is small, so only a small minority of the S atoms
are present in this state. The intensity is larger at low coverage than high coverage
so it is thought to be due to a surface interaction. For atomic S on Au(111), there is
a high BE doublet at 163.4 eV which at low coverage corresponds to S2 species. It
is possible that here, S atoms from different N3 molecules bond together at the Au
surface. This is not unusual in the context of some alkylthiols on Au(111) which form
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S headgroup dimers at the surface.[97] Due to the geometry of the N3 molecule, we
would not expect this process to occur very often on the surface, in agreement with
the low intensity of this peak.
Figure 7.4 shows normal emission (NE) and grazing emission (GE) S 2p photo-
electron spectra of the low N3 coverage, measured using hν = 220 eV. Here NE and
GE correspond to electron take-off angles of 90◦ and 20◦ respectively, relative to the
surface plane. At NE the low BE doublet is more intense than at GE, confirming
that it is due to a surface interaction. The middle BE doublet has a relatively higher
intensity at GE, confirming that it has a non-bonded component.
Figure 7.4: S 2p core-level photoemission spectra comparing normal and grazing
emission, measured using hν = 220 eV. Total instrument resolution was < 125 meV.
Figure 7.5 shows the N 1s photoelectron spectra of the low and high coverages,
measured using hν = 500 eV. In N3 there are 2 N atoms in the bi-isonicotinic acid
ligands for every 1 in the thiocyanate ligands. The intense, high BE peak at 399.9
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eV is more than twice the intensity of the other two peaks together, and is identified
as the bi-isonicotinic acid N. The lower two BE peaks at 398.0 and 396.9 eV are thus
attributed to the thiocyanate N. A study of N3 on TiO2 showed the highest two of
these three peaks, at similar energies of 399.8 and 397.8 eV.[65] The additional low
BE thiocyanate shoulder found in this case is attributed to thiocyanate N that has
been shifted to lower BE due to strong chemical bonding of that thiocyanate ligand
to the Au surface via the S atom. The ratios of the peaks in the S 2p and N 1s low
coverage spectra support this: in the low coverage S 2p spectrum, the low BE doublet
attributed to a strong S-Au bond comprises 20.4% of the total measured intensity,
and in the low coverage N 1s spectrum, the low BE peak represents 22.2% of the
intensity from the thiocyanate N atoms.
Figure 7.5: N 1s core-level photoemission spectra measured using hν = 500 eV.
Total instrument resolution was < 145 meV.
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Figure 7.6 shows the C 1s and Ru 3d photoelectron spectra of the low and high
coverages, measured using hν = 380 eV. The peak at 280.8 eV is Ru 3d5/2, with the
corresponding Ru 3d3/2 part of the doublet being hidden 4.2 eV higher[84] among the
C 1s peaks. The remaining C 1s spectra have been curve-fit using four peaks. Since
the spectra are complicated, the FWHM of each peak has been constrained to be the
same at low and high coverage, resulting in the fits shown. The pyridine and carboxyl
peaks are recognisable from previous studies of bi-isonicotinic acid on Au/TiO2.[86]
Figure 7.6: C 1s core-level photoemission spectra measured using hν = 380 eV.
Total instrument resolution was < 110 meV.
The most intense peak in the spectrum at ∼ 285 eV is mainly due to C atoms in
the pyridine ring. Here we can resolve those ring C atoms that neighbour a N atom
(atoms 1 and 5 in Figure 7.6) and those which do not (atoms 2, 3 and 4). These
components were additionally constrained to have the same FWHM, placing them at
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BEs of 285.8 and 284.8 eV respectively. This resolution of two peak components for
pyridine ring C was found previously using angle-resolved XPS of isonicotinic acid on
TiO2,[75] which allowed identification of the two peaks here.
The peak at 288.6 eV is due to carboxyl C atoms, and the remaining peak at 286.9
eV due to thiocyanate C atoms. Based on the stoichiometry of the N3 molecule, the
ratio of (2,3,4)pyridine:(1,5)pyridine:carboxyl:thiocyanate C atoms for N3 is 6:4:2:1
Here the ratios found were 6.0:4.0:2.4:0.7 and 6.0:4.0:2.5:0.7 for the low and high
coverages, respectively. The feature at ∼ 292 eV is thought to be a shake-up.
Figure 7.7 shows the STM images of N3 deposited onto the mica-supported
Au(111) surface. Large area scans of the surface with low molecular coverage, such
as the example shown in Figure 7.7 (a), reveal that N3 adsorbs preferentially to pro-
duce a herringbone pattern mimicking that of the underlying substrate reconstruc-
tion. The characteristic Au(111) herringbone reconstruction[99] is easily identifiable
in STM and consists of pairs of bright lines which bend through 120◦ and follow the
[112¯] crystallographic axis of the surface. The adsorbed molecules reproduce the mor-
phological features of the herringbone reconstruction with a broad row of molecules
being imaged in place of the two bright lines normally observed. As the coverage is
increased up to a full monolayer the bare Au regions between the lines are filled in to
produce a molecular overlayer with no discernable long range order (shown in Figure
7.7 (b)). The lack of three-dimensional island growth during the submonolayer to
monolayer growth regime indicates that the molecule-substrate interaction (mediated
by the S-Au interaction) dominates over the molecule-molecule interaction, and that
molecules impinging upon the surface are free to diffuse. Figure 7.7 (c) shows a re-
gion of low coverage, where the section enclosed by the marked rectangle has been
analysed in Figure 7.7 (d), showing the mean of the line profiles taken widthwise
across the rectangle. The expected periodicity of the herringbone reconstruction has
been superimposed upon the averaged line profile demonstrating a good agreement
with the observed position of the molecular rows and confirming their similar peri-
odicity. Measurement of the apparent height of the periodic features facilitates the
discrimination between clean Au(111) and low coverage regions of the surface. The
undulation of the herringbone is 0.2 A˚, an order of magnitude smaller than that of
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the adsorbed molecules, making it possible to determine that the region shown in
image 7.7 (a) contains adsorbed molecules ordered by the Au(111) reconstruction.
The XPS and STM data, together describe how N3 adsorbs to the Au(111) surface.
The XPS spectra show that N3 bonds to Au via the S atoms of the thiocyanate ligands,
most likely accompanied by a physisorption interaction from the bi-isonicotinic acid
ligands. The different components in the S 2p spectra imply that S atoms bond to
at least two types of Au(111) adsorption site, and that they may also bond to S
atoms of neighbouring N3 molecules at the Au surface. STM images indicate that
the N3 molecules adsorb preferentially to the maxima of the Au(111) herringbone
reconstruction. These are areas of high electron density, so it is perhaps unsurprising
that S atoms interact most strongly here.
Previous experiments have shown that the HOMO of N3 is located on the thio-
cyanate ligands.[95, 82, 65] For N3 adsorbed on Au then, this places the HOMO of N3
on the part of the molecule chemically bound to the Au surface. Thus, in a solid state
DSC the HOMO would be ideally located to receive electrons from the Au, replac-
ing those electrons lost through the HOMO-LUMO photoexcitation and subsequent
charge injection into the TiO2. Additionally, in a DSC where the Au atoms form
islands/networks on the TiO2 surface, N3 molecules could also bond to the TiO2 via
at least one bi-isonicotinic acid ligand,[70, 65] ideally placing the LUMO for electron
injection.
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Figure 7.7: STM images of N3 deposited onto the mica-supported Au(111) recon-
struction. (a) Sub-monolayer N3 coverage (Vsample = +2.50 V, Itunnel = 0.03 nA, 300
nm × 258 nm); (b) monolayer N3 coverage (Vsample = +2.50 V, Itunnel = 0.03 nA, 100
nm × 79 nm); (c) sub-monolayer N3 coverage (Vsample = +2.50 V, Itunnel = 0.03 nA,
200 nm × 200 nm), indicating an area for which the average height profile is shown
in (d). The maxima of the Au(111) herringbone reconstruction undulations are also
shown superimposed on (d).
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7.3.2 Energy level alignment
Figure 7.8 illustrates those occupied and unoccupied states near the Fermi level of
the Au and of the low N3 coverage. The N 1s NEXAFS and valence PES spectra
for the low N3 coverage are shown, along with the clean Au valence PES (measured
at hν = 110 eV). The Au conduction band is also shown schematically. The valence
PES spectrum for the high N3 coverage is also shown as this illustrates the position
of the HOMO well. The pyridine N was used to place the NEXAFS on the common
BE scale, using the process described in Section 4.2. While peaks derived from the
bi-isonicotinic acid N atoms are then located energetically in the right place, any
peaks deriving from thiocyanate N will appear artificially shifted by approximately 2
eV to higher BE. In the previous chapter, the LUMO, LUMO+2 and LUMO+3 were
identified as being located on the bi-isonicotinic acid ligands, and the LUMO+1 on
the thiocyanate ligands, and that identification also applies here.
The figure shows where the occupied and unoccupied levels of the molecule and
the Au are, energetically, with respect to each other, enabling identification of the
charge transfer processes that can occur within this system.[85, 86, 87, 88] The PES
peak at 1.4 eV is the highest occupied molecular orbital (HOMO). In order for the
Au to replenish electrons to N3 HOMO holes, the HOMO must overlap with energy
levels in the Au that are occupied with electrons. It is trivial to note that since Au
is a conductor, the N3 HOMO overlaps with the Au valence band (which is occupied
with electrons). The Au is thus energetically aligned with N3 in a way that it can
replenish electrons that have transferred out of the N3 molecule.
The spatial distribution of the N3 HOMO, as shown in Figure 6.13, is on the
thiocyanate ligands and the central Ru atom. Following the analysis in the previous
section which showed that N3 bonds to Au through S atoms, this means that the
thiocyanate ligand is ideally located in order to replenish electrons directly from the
Au surface to which it is bonded.
The nature of the NEXAFS technique means that a core hole is created, rather
than a valence hole as occurs following photoexcitation in a real DSC. This causes
the unoccupied levels shown in Figure 7.8 to shift to higher BE than they would
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Figure 7.8: Valence band PES spectra of the clean Au substrate, a low coverage
of N3 and a high coverage of N3, adjacent to a N 1s NEXAFS spectrum of the low
N3 coverage. Also the Au conduction band is shown schematically. The HOMO-
LUMO gap of 0.9 eV is indicated. The position of the HOMO was determined by
curve-fitting following a polynomial background subtraction. The PES spectra were
measured using hν = 110 eV and had a total instrument resolution of < 65 meV.
The NEXAFS spectrum was taken over the photon energy range hν = 397-406 eV
and had a photon energy resolution of < 100 meV.
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otherwise be in the real DSC. In Section 6.3.2, the magnitude of this shift for N3 was
shown to be 1.6 ± 0.1 eV.
7.3.3 Charge transfer
Using resonant electron spectroscopy (RES), one can probe the charge transfer be-
tween the substrate conduction band and any unoccupied adsorbate levels that over-
lap energetically with this. In the case of N3 on Au, the particular charge transfer
route of interest is that from the Au valence band to the molecule HOMO. The RES
technique can only be used to observe charge transfer from an energy level that is
usually unoccupied; since the HOMO is usually occupied, the technique cannot be
applied to observe charge transfer between these specific levels.
However, charge transfer between any molecule level and the Au surface would
have to travel through the molecule’s thiocyanate ligand (unless the charge tunnelled
from another unbonded part of the molecule to the surface). Observations of charge
transfer via the thiocyanate ligands, from any levels, would give an indication of the
coupling strength between the ligand and the surface. Here then are presented RES
and NEXAFS spectra, the aim being to observe charge transfer between any of the
molecule levels and the Au surface.
Figure 7.9 shows the N 1s NEXAFS and RES spectra for the low coverage of N3
on Au and for a multilayer of N3. RES is discussed in Section 4.3. The multilayer
RES spectrum has been integrated over a 0.6-8.6 eV BE window, and the low cover-
age over a 4.0-14.0 eV BE (uncalibrated) window; these include only photoemission
and resonant photoemission over the LUMO+2 and LUMO+3 levels. Any peaks at
the LUMO+2 or LUMO+3 are due solely to resonant photoemission, as direct pho-
toemission contributes a sloping background only. The RES spectra are normalised
to the LUMO, the relative intensity of which is not expected to change with cov-
erage since it overlaps energetically with the Au valence band and thus does not
have empty states to transfer electrons to. The NEXAFS spectra are also normalised
to the LUMO. In the NEXAFS spectra, the peaks represent the unoccupied levels’
full intensities, whereas for RES, the LUMO has its full intensity but the LUMO+1,
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Figure 7.9: N 1s RES and N 1s NEXAFS spectra of the N3 (a) multilayer on
TiO2 and (b) low coverage on Au. The multilayer RES spectrum shown here has
been integrated over a 0.6-8.6 eV BE range, and the low coverage over a 4.0-14.0 eV
BE (uncalibrated) range, so that peaks at the LUMO+2 or LUMO+3 are due solely
to resonant photoemission. Also shown are 4× magnifications of the LUMO+2 and
LUMO+3 region. The values C and R represent the RPES:NEXAFS intensity ratios
of the peaks shown. The dashed black line in (b) indicates an estimate of the largest
magnified LUMO+3 peak that could be hidden within this level of noise. The red
line indicates the intensity below which the peak would have to be confidently fit in
order to ascertain whether there is charge transfer between the LUMO+3 and the
Au. Photon energy resolution of the NEXAFS and RES spectra was < 170 meV.
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LUMO+2 and LUMO+3 may be depleted by charge transfer. Even for the multilayer
though, where no charge transfer can occur, the resonant photoemission peaks are
smaller than the NEXAFS peaks corresponding to the same unoccupied levels. This
is attributed purely to matrix element effects due to the different techniques used.[86]
In Figure 7.9 (a) the data is taken from the N3 on TiO2 multilayer since this
spectrum had better statistics than the high coverage N3 on Au RES spectra that
were taken. For a multilayer, it should not matter what surface the molecule is on.
In Figure 7.9 (b), the RES spectrum, which represents a total measuring time of five
hours, has too much noise to confirm the intensities at the LUMO+2 and LUMO+3
energies. In order to say whether there is any charge transfer occurring, the ratio
of the RPES:NEXAFS peaks for the low coverage must be smaller than that for the
multilayer, which for the LUMO+3 is 0.22. Since the NEXAFS peak at the LUMO+3
has good signal-to-noise, its intensity can be measured to good precision, and used
with the 0.22 ratio to determine that the LUMO+3 RPES peak would need to be
smaller than the height indicated by the red line shown on the figure, in order to
confirm the occurrence of charge transfer. Since the noise is large, it cannot be said
with confidence that a hidden LUMO+3 peak would be the height of the red line
or smaller, and so in this case an estimate is not made for the timescale of charge
transfer.
7.4 Conclusions
The adsorption of the dye molecule N3 on the Au(111) surface, using UHV electro-
spray deposition, has been studied using PES and STM. The PES data, in particular
the S 2p spectra, have been interpreted to conclude that N3 bonds to Au(111) via S
atoms, and adsorbs preferentially at the faulted regions of the Au(111) herringbone
reconstruction. Approximately 20% of the S atoms form a particularly strong bond,
possibly to the three-fold hollow sites of the Au surface.
The energy level alignment of N3 with the Au(111) surface has been constructed
using PES and NEXAFS spectroscopy, illustrating the overlap between the N3 HOMO
and the Au valence band. The HOMO, which becomes the site of a hole following
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photoexcitation in a DSC, is located on the thiocyanate ligands which are here shown
to bond via S atoms to the Au surface.
This study is fundamental to understanding the use of N3 in a solid state DSC
that uses a metallic electrode such as Au to replenish electrons lost by the dye.
142
Chapter 8
Summary
In order to understand the behaviour of a large and complicated system such as a
dye-sensitised solar cell (DSC), it is often helpful to isolate one small part of the
system, simplify it, and study this less complex system. In this thesis two model
systems were studied, each consisting of molecules on a surface. The dye molecule N3
was studied on the rutile TiO2(110) and Au(111) surfaces. The former models a solar
cell that is currently the most efficient of its kind and the latter models a potential
solar cell technology that has not yet been developed. These are put in context in
Chapter 1.
In both cases, the dye molecules were deposited onto the surfaces using a newly-
developed ultra-high vacuum (UHV) electrospray deposition system. Large and frag-
ile molecules such as N3 cannot be deposited using the typical method of thermal
sublimation, so development of the electrospray deposition system was a necessary
step in studying these systems in an ultra-high vacuum environment right from the
deposition stage. The electrospray deposition system enables a coverage-controlled
in situ deposition of molecules onto a surface in UHV and is explained in detail in
chapter 5.
Once prepared, the samples were studied using mainly electron and photon spec-
troscopic methods at synchrotrons. Chapter 2 gives an overview of synchrotrons and
how they work. Other techniques performed include scanning tunnelling microscopy
(STM) and density functional theory (DFT) which were carried out at Nottingham.
Both systems were studied using techniques to find out about the adsorption of
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molecules to surfaces, as described in Chapter 3, and the charge transfer between
molecules and surfaces, as described in Chapter 4.
The results for N3 on TiO2(110) are presented in Chapter 6. The core-level pho-
toemission spectra revealed that N3 bonds to rutile TiO2(110) by deprotonation of
the carboxyl groups of one bi-isonicotinic acid ligand so that its oxygen atoms bond
to titanium atoms of the substrate, and one of the thiocyanate groups bonds via
a sulphur atom to an oxygen atom of the substrate. Supporting DFT calculations
indicate that this geometry is energetically more favourable than the bonding of one
carboxyl group from each bi-isonicotinic acid ligand. RXES was used to measure the
valence band structure local to the LUMO and to the LUMO+1.
Valence band photoemission and N 1s x-ray absorption spectra of N3 on TiO2(110)
were aligned on a common binding energy scale to enable a quantitative analysis of
the bandgap region. A consideration of the energetics in relation to optical absorption
was used to identify the main photoexcitation channel between the highest occupied
and lowest unoccupied molecular orbitals in this system. The 535 nm optical absorp-
tion maximum of N3 on TiO2 was attributed to the HOMO→LUMO transition in a
working solar cell. This was used to compare the energetics as they would appear for
photoexcitation from the valence band (as occurs in the working N3 DSC) with those
found for photoexcitation from the N 1s core level, for which the unoccupied levels
appear at a higher BE. This comparison allowed quantification of the difference in
BE of a core and valence exciton for this system, found to be 1.6 eV.
The charge transfer between N3 and TiO2(110) was studied using resonant photoe-
mission spectroscopy and resonant x-ray emission spectroscopy. The core-hole clock
implementation of RES was used to find that electron injection from the LUMO+3 to
the substrate occurs in < 16 fs, in agreement with previous studies of bi-isonicotinic
acid and related molecules on TiO2 which found charge transfer to occur in < 3 fs.
The LUMO and LUMO+3 are both thought to be located on the bi-isonicotinic
acid ligands, so electron injection in the real DSC is expected to be on a similar
timescale. In the RES data, resonant photoemission peaks were seen only for cer-
tain occupied-unoccupied level combinations due to the spatial distribution of the
molecular orbitals, and their overlap with each other and the core-hole site. Com-
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bined with DFT calculations we can understand this process for the state-dependent
enhancement of the HOMO at the excitation energies of the LUMO and LUMO+1
resonances. The HOMO and LUMO+1 are localised on the central Ru atom and
thiocyanate ligands, while the LUMO is localised largely on the bipyridine (π∗) and
carboxyl groups. Qualitative analysis of the elastic peak feature found in the RXES
spectra suggested that electron injection occurs from the LUMO+1.
The results for N3 on Au(111) are presented in Chapter 7. The core-level pho-
toemission spectra showed that N3 bonds to Au(111) via sulphur atoms with no
deprotonation of the carboxylic groups. The STM images show that at low cover-
age the molecules decorate the Au(111) herringbone reconstruction and form uniform
monolayers as the coverage is increased. The energy level alignment of N3 with the
Au(111) surface has been constructed using valence band photoemission and N 1s
x-ray absorption spectroscopy, illustrating the overlap between the N3 HOMO and
the Au valence band. The HOMO, which becomes the site of a hole following pho-
toexcitation in a DSC, is located on the thiocyanate ligands which are here shown to
bond via S atoms to the Au surface. This study is fundamental to understanding the
use of N3 in a solid state DSC that uses a metallic electrode such as Au to replenish
electrons lost by the dye.
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8.2 List of acronyms
ARR – Auger resonant Raman
BE – binding energy
CASTEP – Cambridge sequential total energy package
DSC – dye-sensitised solar cell
DFT – density functional theory
ESD – electrospray deposition
FWHM – full width at half maximum
GE – grazing emission
GGA – generalised gradient approximation
HOMO – highest occupied molecular orbital
KE – kinetic energy
LUMO – lowest unoccupied molecular orbital
N3 – cis-bis(isothiocyanato)bis(2,2’-bipyridyl-4,4’-dicarboxylato)-ruthenium(II)
NE – normal emission
NEXAFS – near-edge absorption fine structure
PEEK – polyetheretherketone
PES – photoemission spectroscopy
RES – resonant electron spectroscopy
RPES – resonant photoemission spectroscopy
RXES – resonant x-ray emission spectroscopy
SRS – synchrotron radiation source
STM – scanning tunnelling microscopy
UHV – ultra-high vacuum
UV – ultraviolet
XES – x-ray emission spectroscopy
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