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INTRODUÇAO 
A proposta de estudo deste trabalho, é a de analisar Mod~los 
Matemáticos em Ecologia. Nesta análise, o enfoque matemático terá uma 
certa pr1o~idade sobre o ecológico, pois num estudo de modelos de po-
pulaç~o o nível da análise que se atinge, ao considerar-se todas as 
variáveis para descrever as situações reais pode, multas vezes, ser 
·complexo. 
O que se pode fazer para contornar tal complexidade, é elabo-
rar certas simpllftcações que, em geral, n~o expressam a realidade com 
exattd'ão, mas com toda certeza, fornecem instrumentos para se com-
preender o que ocorre na natureza. Desta forma, através das simplifi-
cações, cria-se uma imagem deformada da realidade que denominamos mo-
delo. Simultaneamente, um lmpasse também está criado, pois quanto 
maior for a semelhança destes modelos com a realidade, malor é a chan-
ce de torná-los lncompreensívets, e quanto maior forem as suas simpli-
ficações, maior será a probabilidade d& distorção em suas análises. 
Surge da!, a necessidade de sistematizar estes modelos, a fim 
que se obtenha deles, uma coerência entre os seus resultados e a rea-
lidade que se observa. E neste contexto é que a matemática surge, e 
com suas "leis" impõe uma harmonia entre os seus modelos e a natureza 
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que estes desc~evem; tornando-se portanto, um instrumento d1nãro1co e 
necessário para descrever ag stLuações reais que envolvem a dtroens~o 
de "tempo". 
Por .outro lado, o fator tempo, por ordenar os fatos e dar en-
t~o a tdéla de que, a todo tnstanLe exlste um tempo que antecede e ou-
tro que sucede, torna-se também um pargmetro importante para se enten-
der o slgnlflcado dos modelos matemáticos. Embora uma das tendªnclas 
do ser humano seja a de sentir o tempo como um par~metro contínuo, em 
se tratando da realidade ecológica, os modelos mais adequados parecem 
ser os modelos discretos. 
Os modelos de populaç~o existem nestas duas formas: aqueles 
que usam o tempo como uma variável contínua, e os que usam o tempo co-
mo uma variável discreta. Apesar de ambos os tipos terem suas vanta-
gens, o comportamento real de uma população ecológica parece ser em 
tempo discreto, e portanto, o nosso estudo será apresentado enfatizan-
do-se este tempo. E se supormos ent~o que as variáveis variam discre-
tamente e n~o continuamente, as equações de diferenças, ao invés das 
equações dtferenc1ats, é que são apropriadas para expressar as rela-
ções entre as mudanças que ocorrem no tempo. 
Dentro deste contexto, o estudo a seguir concentrar-se-á numa 
análise teórica dos mecanismos matemáticos envolvidos na dtn~mica de 
modelos populacionais em tempo discreto. Tais mecanismos estão rela-
cionados com o comportamento de uma populaç~o no tempo e que, quando 
algum par~metro do modelo é varlado, o sistema muda de comportamento. 
Historicamente, pode-se dizer que a Ecologia Matemática teve 
sua ortgem em 1798, com a publ1caçíio de "An Essay on the Princlple of 
Populat1on " escrito por Thomas Robert Malthus. Nesta ocas1~o, a pro-
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duç~o cap1Lal1sLa deslanchava aLravés do trabalho assalariado e da me-
canizaç~o fabril. ·Deste avanço, gerava-se a pauperizaç~o de grandes 
massas que, não Sendo imediatamente Incorporadas no proletariado em 
formaç~o, apareceram para Malthus como um excedente populacional. 
Diante desLe quadro, Malthus não se manteve neutro, e certo 
da inevitável pobreza, defendeu a plena formação do mercado de traba-
lho co'm base em suas elaborações teóricas. A concepção biológica da 
fecundidade ocupa lugar de destaque em sua teoria. A partir dela, , ele 
pôde deduzir a tendência de creScimento geométrico da populaç~o em 
contra-partida ao r(tmo aritmético da produç~o de alimentos, gerando 
desta forma, a superpopu 1 ação. A so 1 uç'ão proposta por Ma 1 thu~t, apesar 
de reconhecida por ele como impraticável, era a de controlar a natali-
dade, inclusive referindo-se ao aborto, como uma das for'mas de se atin-
gir tal controle. O teor político e social contido em sua teoria re-
flet1u-se, n~o só na época que elas surgiram através das crfLlcas fei-
tas p~ Marx e Engels e na teorta: de Darwtn, como reflete-s·e também 
nos dias atuats. Isto, porque a natureza do ser humano continua a mes-
ma e a populaç'ão continua ainda crescendo em n(veis mais elevados do 
que o crescimento da produção agrícola. 
Ass1m, se no seu modelo~ Malthus previa uma explosão exponen-
c1al da população, sem ao menos considerar nele os obstáculos que 1m-
pedlam tal crescimento, Verhulst <1845) por sua vez, através de um es-
tudo a pedido do governo belga, descobre que estes fatores existem e 
no seu modelo, mostra que o crescimento populõclonal está 1nev1tavel-
mente limitado por eles. 
Enquanto Malthus e Verhulst consideraram em seus modelos a 
espécie única com o par~metro tempo variando de forma contfnua, o tra-
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balho de seus sucessores, Alfred Lotka e Vlto Volterra, foi a primeira 
tentativa que surgiu para representar e analisar as interações ecoló-
glcas entre duas espécies em tempo contínuo. Seus trabalhos enfatiza-
ram a import5ncia dos modelos matemáticos, e serviram para estimular 
novos caminhos para a teoria determinística da dinãmica populacional. 
Nesta teoria, a característica é que, dado o tamanho populacional em 
qua 1 quer momento e os parãnletros do s 1 st.ema, é poss íve 1 determ 1 na r 
precisamente o comportamento subsequente do sistema. 
lnlclando então seu estudo, através das questões biológicas 
com respeito a flutuações da populaçâo dos peixes no Mar Adriático, 
Volterra (1925) desenvolveu o que alnda se constitui a maior parte da 
teoria determinística da din5mica de populações. Por outro lado, 
Lotka 0924), nos EUA, também já havia investigado um problema análo-
go, embora sob um contexto teórico diferente, pois tal problema era 
proposto na agricultura. E sem saber de Lotka, Volterra usa em seu mo-
delo as mesmas equações diferenciais quadráticas para o predador e a 
presa que Lotka também já havla considerado, e estende tal tratamento 
de interações predador-presa para o caso de qualquer número de espé-
eles. 
Assim, surge o primeiro modelo cont-ínuo onde se considera as 
formas de iterações entre duas espécies. 
No que -dtz respeito a modelos discretos em Ecologia Matemátl-
ca, os quais parecem descrever com maior exattdão o processo de cres-
cimento ecológico pelas equações de diferenÇas, Robert May (1975), f&z 
um estudo através de uma das formas de dlscretização, do modelo contí-
nuo de Verhulst. 
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Neste seu modelo, a supos1ç~o básica é que a reprodução da 
espécie é a sazonal e que as diversas gerações, que aparecem no tempo, 
n~o se superpõem. AChando as soluções de equilíbrio do modelo e condu-
ztndo sua análise pelo caminho da linearização, May, através de seus 
estudos, mostra que uma simples equação de diferenças não linear pode 
possuir um extraordinário comportamento que vai de pontos estáveis~ à 
uma hierarquia de bifurcações de ciclos estáveis, chegando então a um 
comportamento que, mesmo sendo determinlsttco possui uma infinidade de 
órbitas com diferentes períodos. 
LI e Yorke (1975), cara~terlzaram tal regi~o. denom 1 n ando- a 
como uma região caótica. Seguindo o caminho de May, Fe1genbaum (1980) 
formalizou que para todos os sistemas representados por equações de 
diferenças não lineares onde existe esta hie~arquia de bifurcações 
através da dobra de período, o valor para o qual os períodos dobram 
.pela n-éaima vez devem convergir para um certo valor 6 = 4,5&9 ... Tal 
constante 6 é universal e denominad-a como constante de Feigenbaum. 
Asstm, se algumas populações de espécie únicas nâo crescem 
continuamente no tempo, mas têm ciclos sincronizados de reprodução sa-
zonal, é útil um modelo discreto onde as equações diferenciais do caso 
contínuo s~o transformadas em equações de diferenças. O mesmo pode 
também ser feito, para se construir um modelo que descreva a dinãmtca 
de Interações entre duas espécies. 
J. Guckenheimer et ali [GOIJ, (1976), usando o modelo deLes-
lie (1945) para o caso de duas espécies, fizeram uma análise bastante 
elegante com respeito a tais formas de interaç~o, considerando em seu 
modelo discreto o caso de uma úntca espécie com duas classes etárias. 
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Dentro de todo este contexto, e dando maior ênfase ao aspecto 
matemático do que ao ecológico, o estudo que será feito a seguir é uma 
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análise das propriedades das equações de diferenças em uma variável, l' 
ou uma espécie <CAP.I> e em duas variáveis <CAP.III) passando por um ,. 
estágio intermediário <CAP.tl), onde será feita uma análise do modelo 
contínuo de Lotka-Volterra discrettzado de forma análoga à que se en-
contra na literatura. Numa últlma análise, um estudo crítico das dis-
crettzações feitas no modelo contínuo de Verhulst <CAP.IV), mostra que 
a forma de dtscrettzaç~o deste modelo comumente usada na literatura, 
n~o parece ser a mais apropriada . 
• 
PARTE 
O estudo realizado neste capítulO tem como objAttvo,al4m rlR 
analisar a forma contínua, também analisar a forma discreta de um mo-
delo matemático da dinâmica de populações, proposto em 1845 p~lo mntA-
mático belga Verhulst CVEJ. Este modelo tem como base a evolução de 
uma espécie que , no sistema ecológico onde está tnsArida, não tem 
inimigos naturais, nenhuma outra espécie a usa como alimento e nem 
consegue competir com ela seja pelas f'ontes de alimento ou pAlo espaço 
físico habitável. Em outras palavras, a espécie que estudaremos está 
~'isOlada" no sistema ecológico. 
Dentro deste contexto, é especialmente significativo se res-
saltar quer dificilmente uma espécie assim caracterizada faz parte dos 
sistemas ecológicos reais e, se por um lado as considerações acima sâo 
somente para fins de estudo, descrevendo apenas uma slmpllfict~ção da 
realidade, um caso "Ideal"; por outro, elas são o ponto de partida pa-
ra o tipo de estudo que estamos pretendendo realizar. Mesmo que popu-
lações como a humana, por exemplo, não se encaixem dentro desta situa-
ção "ideal", elas estão bem perto de cumprirem tats condições; e nestA 
sentido, os modelos "tipo Ver-hulst", têm tido bastante aplicações con-
cretas. 
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Um outro ponto a ser coman~ado, é que sabemos que o tipo de 
realidade apresentado por toda populaç~o é a de ser composta por indi-
víduos que percorrem uma trajetória de comportamento bem determ1nístl-
co, iniciando com o nascimento, passando por fases diversas de trans-
formações biológicas e culminando com a morte; e que qualquer que seja 
essa trajetória, a populaçâo mantém-se por um processo de substituição 
de 1nd1v(duos pela sua reproduç~o biológica. Entrentanto,para que todo 
esse processo ocorra, é necessário ·que a população saiba enfrentar e 
preservar-se dos inimigos que naturalmente existem, e que são obstácu-
los às suas necessidades biológicas de sobrevivência. 
Diante disso, embora estejamos considerando nossa espécie co-
mo "isolada", a compat!ç'ão de indivíduos de outra espécie com indiví-
duos da espécie em estudo, a migração e todo tipo de interaçâo estão 
na realidade acontecendo, o que de certa forma, é incorporado nas ta-
xas de natalidade. mortalidade e competlç~o tntra-espec(flca da espé-
cie em ~uest~o. Caso tal fato n~o ocorresse, nosso estudo n~o teria 
nenhuma apllcaç~o prática. 
e 
' CAPITULO 
O ponto de partida do estudo formal sobre a população data de 
1798, ocast~o em que se deu a publica~~o do primeiro ensaio de Thomas 
Robert Malthus tMLJ. O princípio geral desta teoria, é que embora o 
crescimento da populaç~o seja limitado pelos meios de subsistência, 
ele é dotado de maior dinamismo do que o crescimento de tais metes ou, 
como dizia Halthus numa frase que se tornaria famosa: "enquanto os 
meios de subsistência crescem numa proporção aritmética, a população 
tende a multiplicar-se numa progressão geométrica". Isto levaria à du-
pllcação da populaç~o em cerca de 25 anos, e à tmpossibiltdade de ob-
tenção, de forma contínua, de uma produção de alimentos equivalent.A-
mente ampliada. O corolário disso, consistia na necessidade de se re-
duzlr o rítmo de crescimento da populaç~o através do controle da nata-
1 idade. 
As idéias econômico-demográficas de Malthus tiveram, de ime-
d1ato, uma enorme repercuss~o, principalmente por causa do teor polf-
tico e pelo "alarme" quanto a uma suposta e posterior "explos'ão popu-
lacional". Neste sentido, sua maior contributç~o não residiu tanto no 
conteúdo de sua teoria- visto por muitos como pouco original e tecni-
camente dlscutfvel - mas na imensa polªmlca que ela suscitou. Graças a 
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esta pol@omtca, Halt.hus pode ser considerado um verdadeiro divisor dP. 
águas na hlstórta dos estudos demográficos. Infelizmente, o seu grande 
erro, fo1 o de não incorporar as limitações de recursos no seu mo'delo 
e somente considerá-las nas suas conclusões. ·Esta saturação populacio-
nal derivada da limitação dos recursos, foi estudada pelo matemático 
belga Verhulst, em 1845 [op. cit.J, a pedido do governo da Bélgica 
que, preocupado com o crescimento populacional, solicitou-lhe uma pre-
vts~o deste crescimento. Este modelo será desenvolvido a seguir, tanto 
na sua forma contínua, como na sua forma discreta. 
1 - Hodelo do Verhulst contínuo 
No primetJ~o modelo da dtn~mlca de populações proposto por T. 
unicamente 
i 
' Malthus, admite-se que o crescimento de uma população está 
r e 1 a c 1 on a do com a sua taxa de nascimento e morte; a variação 
i 
r popula-
l 
c i o na 1 depende apenas do número de lndivfduos d.a população. Dentro ' 
L 
l' desta,.,/ perspect 1 v a, a equação que rege o crescimento de urna populaç'ão 
l d'e espécie única em função do tempo, segun~o Malthus é~ 
~ = B<yJ - D<yl <1.1) 
dt l 
onde B<y> é a·taxa de nascimento, D(y) é a taxa de morta, y(t) 4 o ta-
f 
manha da população. Entretanto, B<y> e D(y) dependem da dtst.rlbuiç'ão 
de idades dentro da população, isto é, uma população com uma alta por-
centagem de idosos terá uma taxa mator de mortalidade e, consequent.e-
mente uma taxa de natalidade menor do que uma população de mesmo ta-
manho, com uma baixa porcentagem de idosos. Assim sendo, é válido su-
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por-se que, t.ant.o· a taxa de nascimento quanto a de morte, são propor-
c1ona1s ao tamanho da populaç~o. Com tst.o, na express~o matemática do 
modelo de MalthuS, tem-se: 
B<yl = b y D<yl = d y ( 1. 2) 
onde b e d são constantes. Substituindo (1.2) em (1.1), obtP.mos 
a seguinte equaç~o: 
dy 
dt 
= c y 
onde a = b - d~ é a taxa de crescimento populaclonal. 
O modelo (1.1)' tem como solução: 
• 
y<tl = y<OJ exp(ctl 
Graficamente: 
y(t l 
y( o l 
t 
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(1.1)' 
<1.:3) 
;'-" 
Neste modelo n~o se considera a geraç~o espontãnea da espé-
c1e, assim se para algum t<O>, tivermos y(t(Q}) =O (não existe in-
divíduos na espécto) ent~o y<t> = 0 1 para todo t > t<O> <nunca 
existirá indivíduos na espécie). 
A constante "c" sendo definida como a taxa de crescimento da 
espécie, não pode assumir valores negativos. Se isto ocorresse,. ent~o 
a taxa de morte seria maior que a de nascimento, e a populaç~o tende-
ria à exttnç'ão. Por outro lado, "c'' n'ão pode ser zero, pois isto tm-
plicarla numa taxa de nascimento igual a de morte, e embora esse caso 
seja o "ideal" para qualquer populaç'ão já formada, na realidade ele 
não ocorre. Sendo aSsim, é interessante se analisar o modelo (1.1)' 
apenas quando a constante "c" for posltlva. Entretanto, uma população 
n~o pode variar exponencialmente para sempre; se a sua taxa de cresci-
ment.o for pos 1 t 1 v a , a popu 1 aç'ão torn ar-se-1 a t 'ao grande que o tne lo 
ambiente n~o a supor~arta. O erro de Malthus foi n~o considerar no seu 
modelo as limitações de recursos naturais, e devido a este erro, o mo-
delo prevê uma explos~o exponencial da populaç'ão. Esta sobres1mplifi-
caç~o da realidade fot corrigida por Verhulst, que incluiu um efelto 
tntbldor na populeç~o evitando dessa forma, a superpopulação. A equa-
ção do crescimento populactonal introduzida por Verhulst, é a segutn-
t.e: 
dy 2 = A y - B y d\ ( 1. 4l 
onde as constantes A , B € R , A • B > O stgniftcam 
A = taxa de crescimento 
B = taxa de compettç'ão tntra-específica 
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O lermo -B y2 regula o cresctmento populacional, que por sua 
vez atinge a aatur~ç~o quando y = A/B, ou seja# A/B é a capacidade de 
suporte do melo amblente. 
O modelo ( 1. 4) tem como solução: 
y(\>) = A/8 
( 1. 5l 
c = y (o I 
y( o I - A/8 
que têm y =O e y '7 A/B como assíntotas. Tbda popülaçâo !nlctal 
y(Q) tende a A/B com t crescendo. Quando t -> O , é pequAno, a 
y<Ol « A/28 a logística praticamente coincide com a exponencial 
y(O)exp<_at) • Graf'tcamente: 
y(!) 
1,5 
A/8 
\logística· de Verhulst 
exponencial de Mo!thus. 
0,2 
t 
i 
i 
' ' 
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2 - Modelo de Verhuslt dlscr&to 
Em geral·, nos estudos populacionais a noção de tempo é dA-
grande importância. Os coeflctentes utilizados nestes estudos buscam 
medir a "velocidade" (com relação ao t.empo), dos fenômenos que ocorrem 
numa populaç~o. A unidade de tempo (ano, mês, semana, etc.) considera-
da para tais fenômenos está de tal forma relacionada com a acentuada 
sazonablltdade com que ess_es fenômenos ocorrem, que não é adequado f'a-
zer a análise de uma população onde essa sazonabtlldade se faz presen-
te através de um modelo contínuo. Uma equação de diferenças será mais 
apropriada para tal caso. 
Sendo assim, para o estudo que estamos pretendendo agora Jni-
ctar, será necessário se supor que as diversas gerações apareçam Bm 
intervalos regulares de tempo. Devemos considerar que a reproduç~o da 
• espécie em quest~o, é a sazonal, onde as. diversas gerações praticamAn-
te não se superpõem no tempo. Em geralt isso ocorre com insetos e cer-
toa tipos de viroses. A geraç~o que deu origem as larvas, morre ante~ 
das ··mesmas eclod1rem: sendo que estas eclodem num intervalo de tempo 
muito pequeno, quase sempre simultaneamente. 
Portanto, supondo-se que as gerações ~pareçam em intervalos 
regulares no tempo, pode-se ent~o dtscret1zá-lo, já que entre um in-
tervalo e o próximo seguinte, o crescimento da populaç~o rtca estáti-
co. Neste sentido, queremos entender como o tamanho da populaç%o 
y(n+l), na geraç~o <n+l) está relacionada com o tamanho da populaç~o 
y<n>. na precedente geração (n). 
A d1scret1zação da equação contínua de Verhulst <1.4) pode 
ser fe1ta de uma forma aproximada pela própria deflnlç~o de derivada: 
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conhecida também na soluçâo numértca de equações dtferencla1s, como c 
Método de Eulér [CNJ: 
dy 
df 
y(n+l)-y(n) 
t(n+l)-t(n I 
Ay(n)-By2(nl 
Esta equação pode ser "normati:.z:ada" fazendo-se Llt = 1. Istc 
significa que a unidade Oe tempo do modelo, é q intervalo que separe 
uma geração da out.ra, no tempo. Asst.m, t.em-se que: 
y(n+1l - y<nl = A y<nl - B y2<nl 
y(n+ll = <A+ll y(n) - B y2(n) <1.7Al 
• 
A equação (1.7A) é uma equ~ç~o de diferenças que relaciona < 
população no tempo "n" com a população no t.empo "n+i" e pode ser leva-
da a uma "forma padr'S'ío", como abaixo desenvolvido: 
Fazendo-se: 
Então 
y<n+l> = y(n) [(A+1) - B y(n)J 
y<n+li = <A+1) y(nl [1 - B yCnll 
(A+ li 
x<nl = B y(n) 
(A +1) 
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x(n+1) = B y<n+1) <LBA> 
(A + l) 
ou 
y(nl = <A+1 l x(n) 
B 
<1.8Bl 
y<n+1) = <A+1> x<n+1) 
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Substituindo <1.8Bl em < 1. 7B l temos: 
x<n+1) = <A+1) x(n)- (1 - x(n)] 
Tomando <A+1) = a , obtemos; 
x<n+1) = a x<n> [1 - x<n>J = FCx(n)) ( 1. 9) 
que é a forma padr'ão da equação dtscr~eta de Verhulst- CFE, llY, GOl J. 
Note que "y" denota a população, e que "x" é apenas a "populaç~o nor-
malizada" por (1.8A). Mesmo assim, e por abuso de linguagem chamare-
mos "xu de população. 
Assim, a equaç~o <1.9) é uma equaç~o que, a partir de uma 
dada população inicial nos permite calcular recursivamente as popula-
ç~es que se sucedem: dado um valor conhecido de x(O), por recursivi-
dade, calcula-se todos e cada um dos x(n), n >O. Assim, com F<x> A 
coro um valor inicial x<O>, tem-se x<1>. x<2>, ..... ,x<n), .•. onde 
1& 
~· . 
X( 1) = F<x<Oll ~_t 
~ 
x<2l = F<x<lll ti 
~ 
x(3l = F<x<2> l • 
I 
X(n+l) = _-F(x(n)) 
A sequência de números gerados por este processo,. deve ser 
necessartamen~e não negativa, pois pretende-se usar esse modelo reprB-
sentando o crescimento de uma população. 
Mas, como podemos garantir então essa n~o negativldade dos 
x<l>'s? 
Para respondermos esta quest~o. vejamos quais as restrições 
que devemos impor a x<O>, para q~e x<l> seja não negativo. 
~ 
Sabemos que A = a - 1 é a taxa de crescimento da espécie, e 
por estar asslm definida, deve ser positiva. Por outro lado, impondo-
se x(l)~ O, tem-se de (1.9) 
O~ x<l> = a x<O> <1 - x<O>> 
e essa condlçâo só é satisfeita quando a ? O " x(O) ~ 1. Entre-
t.anto,"a" deve ser maior que um, para a taxa de crescimento "A" ser 
posltiva. Logo O ~ x<O> ~ 1 e a > 1. 
Tem-se, por enquanto, que se O' x<O> ~ 1, ent~o x<l> } O. 
De maneira análoga ao que foi feito Para x<O>, se tlvermos x<1> > 1. 
x(2) será negativo. Logo, é necessário que O~ x<1> ~ 1. Assim tam-
bém, x(3) só será n~o negativo se O~ x(2) ~ 1, e por sua vez cada 
x(n+1) só será n~o negativo se O~ x(n) ~ 1. 
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Neste contexto, a sequêncla de números gerados x<U 's é 
n~o negativa se e'somente se cada x<ll assumir valores em t0,1J.É 
necessário portanto, que f(x) = a x <1 - x) seja uma funç~o def1-
ntda no intervalo (0,1] , assumindo valores em (0,1]. E se F<x> 
é assim definida, ent~o Fn<x> = FCFC ... (F(x)) ... }) será também uma 
funç~o cujo domínio e contra-domínio são o intervalo [0,1J. 
Portant.o, como F<x> = a x (1 - x) é uma função cont.ínua de 
co, 11 em (0,1) e como F<x> é dlterenctável em (0,1), l.em-se as 
seguintes propriedades de F<x>: 
I ) Devtdo ao fato que F<O> = FC1) = O então extste 
c € <0,1) tal que F'<cl "O. 
Note que c~ 1/2, pois sendo: 
F (c) = a c < 1 - c>, 
então, 
F'(c) =a (1- 2c) 
donde 
c ~ 1/2 
Este ponto poderá ser de mínimo ou de máxtmo. Vejamos então a 
que ele corresponde, olhando-se para a derivada segunda de F<x>. Como 
f"(c) = -2a < O, pois a > 1, temos que c = x<m) = 1/2 é um ponto de 
m:áx1mo de FCx>. 
E desde que em x<m) = 112.- F<x> : -co,lJ -> CO,lJ atinge o 
valor máximo de a/4 • será de nosso lnteresse analisar a equaç~o 
(1.9) somente se a { 4. 
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Por outrO lado, se a€ CO,t'J, ent.'ão A= a- 1 ~O. e btolo-
gicamente teríamos uma exttnç~o populacional, pois todas as trajetô-
ria~ serlam atra(das para x = O. Portanto~ para que essa extinção se-
ja contornada é necessário fazer 1 < a ~ 4. 
11 ) A expltcaç~o sob o ponto de vtsta biológico, da neces-
sid8de de na equaç~o (1.9) restringir-se os valores da variável x{n) 
ao intervalo [0,1) 1 é dada pelo fato de que caso x(n) seja maior 
que um, x(n+1) será negativo, todas as tteraçeses subsequente·s con-
vergir~o para -oo , e a ext.lnção populacional também será obsP.rvada . 
• 111) Como FCO> = F<1l =O e x<m> = 1/2 é o único ponto -~ de 
I 
' máximo de F<x> = a x (1 - x>, ent~o F(x) cresce monotonlcamente '"' 
<O,x<m)) e decresce monotontcamente em <x<m),1). 
lv ) Se 1 < a~ 4 , então existe x* E (0,1) tal quP. 
F<x~> = x*. 
Vejamos a demonstraç~o desse fato. 
Seja 
G(x) == F<x> - x 
Devemos mostrar que G<x> =O, para algum x em (0.1). 
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12 : F<x<m)) f- x(m) 
~ 
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~ 
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Como. 
F<1J = O 
e 
r ' ' " 1_':; 
F(1/2J ~ 1/2 
i(" 
tsto~ respectivamente, 1mpltca em: i% ,,~. 
\.-· 
F 
·; . 
G(!J = -1 • 
e 
G<112J ;>- O 
Temos assim, uma funç'ão GCx> contJnua no intervalo fechado 
[1/2,1], n8gat.1va para x = t, e positiva ou nula para ! x = 1/2.Ent'ao, -l 
G<xJ deve admitir o valor 7.Bro ao menos uma vez nesse intervalo. Por-
t.ant.o-1· deve existir um ponto X 6 tl/2,1), com 
G<x' J = F<x') - x' =O 
ou 
F(x') = x' 
22 : F(x(m}) < x(m} 1 < a < 2 
Seja F<x> definida no Intervalo fechado [Q,x(n)J, com x<n) 
próximo de x =O. Ent~o exlste x'fn) 
d F (x li 
dx x::: x' (n J 
Flx(n)-FIOll_ 
xln)-0 
F I x In) 
X I n I 
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. 
(O,x<n)) tal que 
> 1 
f 
! 
pols dF(x)l ·~ 
dx x:iO 
a > 1. 
Portanto F<x<n)) > x(n~, com x(n) próximo de x-O. 
Como 
F<l/2) < 1/2 => 0(1/2) < o 
" 
F<x<n>> > x<n> => G<x<nJ l > O 
ent'ão deve ex!stlr um ponto x" € (0,1/2) com F<x") = x". 
Concluímos assim, que existe x* € <0,1) tal que F<x*) = x*. 
Em outras palavras, FCx> tem pelo menos um ponto fixo x* em <0,1>. 
qu~ é um dos valores mais interessantes da variável x pois é o pon-
• to no qual a população atlnge o equtlíQrlo; é o ponto que deflne um 
estado estacionário para o crescimento populacional. 
Os pontos fixos <ou valores de equilfbrio) do modelo ( 1. 9) 
podem ser determinados algebricamente ou graficamente. No primeiro ca-
so f-az-se: 
x(n+l> = xCn) = x* 
e resolve-se a. equação resultante: 
x* = F<x*> = ax.,.'(l - x*) ( 1.10) 
No segundo caso, acha-se os pontos onde a curva FCx) , qu~ 
leva x(n) em x<n+l), lnt.ercepta a função identidade. Isto corres-
pende a idéia de crescimento populacional nulo. 
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De uma forma ou de outra, obtém-se que: 
x.*<O> = O 
e 
x*(1) = 1 - 1/a 
são os pontos fixos da equação <1.9>. 
Se O < a~ 1 ,tem-se que F<x> ~ x, e somente o ponto fixo 
x*<O> =O está no intervalo (0,1J, Já que x*<1> <O, ao passo que para 
1 < a~ 4, ambos os pontos fixos x*<O> = O e x*(1) = 1 - 1/a est~o 
nesse intervalo. 
O gráfico da funç~o F<x> 
mostrado na FIG.1 
para os vários valores de "a" é 
Já foi visto que com F<x> e um valor tn1cia1 x<O>, anal i-
ttcamente tem-se a sequência de números gerados: x(1) ,x(2) ,x(3), ... , 
x<n> ... onde 
x<l J = F<x<OJJ 
x(2J = F<x<1JJ = F<F<x<OJJJ = F 2 CxCOll 
x(3) = F(x(2Jl = FCF(xC1lll = FCFCF(x(Q)))J 
Assim, o n-ésimo elemento na sequência é: 
x(nl = F<F< .•• F<xCOlJ ... ll = F"<x<Oll, 
(onde n é o ndmero de aplicações de F e n~o a n-éstma potªncta de F) 
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F'tx:)" 
a=2 
X~ :O 
x: = t/2 
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Seria tnLeressante então deLerminarmos graticamenLe essa se-
quência. 
Vej_ amos um exemp I o, tomando a = 2. 
Se 1nlclarmos o processo 1Lerat1vo em x(O) ~ x*(1) = 1/2 
ent~o X(l) = x(2) = = 1/2. S1m1larmente, se x<O> = x*(Q) =O, en-
tão x<1> = x(2) = ... =O, e o problema de calcularmos graficamente 
a n-é~tma iteração é obviamente trivial. 
Agora resta sabermos o que acontece, se x(O) não for .ponto 
fixo. Analisar o gráfico de F<x> juntamen·te com a função identidade, 
é o caminho mais fácil. Escolhendo-se um x<O> que não é ponto fixo, 
a ordenada de F(x) em x(Q) é x(1). Para obtermos x(2), o pro-
cesso é análogo, ou seja, uma reflex~o na função ldentldade é precisa-
mente a operação usaQ.a. Desta forma, parttndo.:..se de >dO), sucessiva-
mente, devemos: (1) mover verticalmente até o gráfico de F<x>. (2) 
mover horizontalmente até o gráfico da função identidade, (3) obter o 
valor de x(!) ~t=1,2,3, ... ,n, ... ·movendo verticalmente até O eixo dos 
x (4) repetir os passos (1), (2) e (3). 
A <FIG.2) descreve o processo para a = 2, a = 3 e as primei-
ras iterações de um x(O) escolhido arbitrariamente. 
Para a = 2, se 1n1c1armos as iterações de qualquer x(O) no 
intervalo {0,1], x(n) convergirá para o ponto fixo x*(l) = 1/2. 
Assim, para qualquer x<O> em [0,1J as iterações sempre convergem 
para x = x~<1> = 1/2 e sempre divergem de x*<O> = O. Neste contex-
to, o ponto fixo x*(l) será denominado '' et.rat.or" ou "est. âve l " 
e o ponto ftxo x*<O> será denominado "repulsor" ou "lnst.ável". 
Surge ent~o uma questão: o que faz x*(Q) = O ser instável e 
x*(1) = 1/2 ser estável, quando a= 2? De uma forma geral, a ques-
t~o é sabermos o que taz um ponto fixo ser estável ou instável. 
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A resposta será obtida, ae olharmos para a dP.rlvada da funç~n 
F<x> em torno de seus pontos fixos. 
Como F<x> é uma função de~inida no intervalo fechado [Qrl], 
Infinitamente diferenciável, com derivadas contínuas nesse intervalo; 
seja x* um ponto fixo qualquer em [0,1]. Para qualquer x é [0,1], 
x ~ x* , x próximo de x* r a série de Taylor da função F{x), rala-
ttvamente a x* , é definida por: 
com 
o(n} = 1 
n 
a(n) <x - x*> 0 
d° F(x} 
d x" I x=x" 
Assim, numa vizinhança de x* r em primeira aproximação, tem-
-se que 
F<x> ~ a<O> + a<l> <x - x*) (L) 
onde 
a<O) = F<x*> = x* 
a<ll = dF(x} I 
d X X= x* 
Portanto 
2G 
F <x> - x* ~ a(l) <x - x*> 
a(l) <F<x>- x*) ~ a<l> [a(l)(x- x*)J = a2<1><x- x*) 
_F"<x) - x* ~ a"(l) <x - x*) 
Sendo assim, se la(1) I < 1, a"<1> faz-se cada vez menor 
e F"<x> converge para x* Caso contrário, a 0 (1) faz-se cada vez 
maior, e F"(x) afasta-se de x* .Esta análtse é válida apenas numa vi-
ztnhança de x* ~ e sendo assim o leitor n~o deve se deixar levar pela 
tdéia errada de que quando la(1)1 > 1, F"<x>.afasta-se "infinita-
mente!" de x * . Na verdade, Fn (x) afasta-se o sUficiente de 
até o ponto onde a aproximaçâo linear (L) não seja mais válida. A 
partir daí, o comportamento das iterações n~o pode mais ser estudado 
"localmente" em x* , já que Fm<x> , m € IN, deixou a vizinhança de x* 
em que se podia falar da localidade de x*. Portanto, a função F"<x) 
para m > n , deve ser estudada sob algum outro ponto de vista. 
N t. a<1> = dF(x) \ o e que dx x=x* ass 1m se x * é um ponto 
ftxo de F(x), e a de~tvada de F<x> em x* ~ F'(x*>, é em valor ab-
sol uto menor que um, ent.'ão x * é ·um ''atrator" ou um "ponto est..:&-
vel". Por outro lado, se F' <x*) I > 1 , então x* é um "repulsor'" ou 
um ''ponto instável". 
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Olhemos agora para a derivada de F<x) na equaç'ão (1.9): 
dF(x) = a <1 - 2xl 
dx 
Nos pontos fixos x~(Q) = O e x*(l) = 1 - 1/a 
dF{x)l 0 
dx x=x*(O} 
e 
dF{xll 2 _ 0 
d X, X = X*( l) 
Analisemos F' <x> para os valores possíveis de "a", isto é, 
1 <a' 4 <FIG.Il. 
t ) Para 1 <a< 3, os dois pontos fixos da equaçâo (1.9), 
x*<O> = O x*(l) = 1 - 1/a, est~o em C0,1J 
1 < dF(x)l 
d X X x*(O) 
< 3 
e 
-1 < dF(x) I 
dx x=x*{l) 
< 1 
28 
Assim .• se 1 < a < 3, o ponto fixo x~(1) = 1 - 1/a 
tável, pois I F'.<x*<lll < 1, e o ponto fixo x*(O) =O á 1nstávBl. 
ll ) Para 3 < a ~ 4, 
-2 dF{x)J 
dx x=x*{l) 
< -1 
Ou seja~ para 3 < a ~ 4, F' (x*(1)) I > 1 e desta forma 
x*(1) é instável. 
lll) O ponto a = 3 é um ponto que separa o 
astável de x*, do seu compo~tamento instável. 
• 
Graficamente, a derivada de F(x) no ponto ftxo 
compor-tamento 
x*(U=l-1/a 
ser em valor absoluto menor <maior) que um, significa que o ângulo que 
ela.faz com a horizontal é menor <maior) que 
o) 
' : • x, 
FIG-l.t 
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Atá aqul, analisando o comportamento do ststama (1.9) vlmos 
que, para: 
a> 1 < a~ 3, x.,.(l) = 1 - 1/a é estável e x*<O> =O é tns-
tável o 
b) ·3 <a~ 4, x*(O) =O é instável e x*<1> = 1 - 1/a torna-
se também instável. 
Assim, quando a 6 (1,3] , as iterações convergem para x* <1> 
e divergem de x*<O) o Agora, quando a 6 (3,4J, tanto x*<Ol = O 
como x*(l) = 1 - 1/a , s~o instáveis. Isso significa que as iterações 
não convergem nem para x*"<O> , nem para x*<-1). Resta sabermos ent'ão, 
o que acontece com as ·i ter ações quando a e < 3. 4 J , se os únicos do 1 s 
pontos fixos de F<x} tornaram-se repulsores? 
Por outro 1 ado, -também já sabemos que sé x<O>€- (0,1J, en-
' t~o F 0 (x(Q}-) € [0,1], n =1,2, ... Ainda, como F(x(m}) é o máximo 
valor que F<x> assume em C0,1J, as iterações necessariamente devem 
flcar limitadas em (O,F<x(m})]. E desde que est~o llmltadas, será 
que o comportamento delas dentro deste intervalo, é aleatório? 
Enfim, a quest'ão é o que acontece com a sequência 
(F n (x(O)) >n €- IN se os únicos dois pontos fixos de F<xl tornaram-se 
instáveis ' e F
0 <x<O>) E [Q,F(x(m))J ? 
Para respondermos esta quest'ão yejamos primeiramente a 
FIG.3 e a FIG.4 ; onde a = 2 e a = 3, respectivamente. Nos do1S 
casos, x*<1> é estável e graficamente podemos ver a convergência das 
Iterações para ele. 
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'• 
F~'tx:"J = (F'<x~l]\ 1 
•• '' 
Fa<(X7J: F'tx:),F'{X~)•I , i•2,3 
a= 2, dado x<0>€:<0,1) x(1) = F<x(O)) < x(m) = 
=1/2.Asslm, asequêncta {F 0 <x<0))) 0 €tN aparttrdB x<t>, é mo-
nótona crescente limitada. Como x<m) = x*(1) é o supremo do conjunto 
(F 0 (x(Q)))nEIN temos que a sequêncla converge, sendo s~u ltmltP. o pon-
to fixo x*(1). 
F.ssas considerações também s~o válidas quando 1 <a< 2, ~x-
ceto o caso onde x(Q) e <x*(1),x(n)) , P. F<x<n)) = x*(1). NAstP. ca-
. 
ao, a sequência <F"<x(Q)) ) 0 e IN é monótona decrescente limitada, e 
sendo x*<l> o ínfimo do conjunto; a scquª-ncta <F"<x(Q))} 0 e IN con-
verge para x*(1). 
Para a = 3, a sequência <F"<x<O>> >ne !N ,a part.ir de um 
certo n, torna-se uma sequênc1a estrttamP.nte oscilantP. ~ limltada, 
contendo uma subsequência crescente, à esquerda de x*(l), ~ outra 
stbsequêncta decrescente, à direita de x*(1), isto á: 
=> 
Agora, se toda sequência limitada contém subsequência convP.r-
gente. ent.~o x*(1), sendo respect.ivament..e o supremo e o fnfl.mo das 
subsequênclas, necessariamente é o limite delas. 
Como (F 0 <x<O>>>ne 1N é uma sequência formada por duas subse-
quênclas que convergem para o mesmo ltmlte x*(1). tAmos Antão qu~ 
(F 0 <x<O»>netN também converge para x*(1). 
O mesmo acontece quando 2 < a < 3. 
Olhemos agora para a FIG.5, quando a= 3~2. 
A primeira vista, parece haver uma converg~ncta para x* (i), 
pots a sequência <Fn<x> ln e !N é em prínc1p1o monót.ona crescent.e. Rn-
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, a part.1 r de um certo n , 
torna-se uma sequêncta estrltamente oscilante e llmltada, contAndo. uma 
aubsequênc1a decrescente à esquerda de x*<1.>, e outra subsequ.Ancia 
crescente à direita da x*(1), cada uma delas convergente. 
Assim, as Iterações começam a divergir de x*(l} e ficam os-
ctlando em torno dele, para ent~o convergirem para outros dols pontos, 
x*<2> ·e x*(3), onde: 
1/2 < x*<2> < x*(i)' 
" 
x*(1) < x*C3) < F<x<m>> 
E sendo esses pontos respectivamente, o (nfimo A o supremo 
das subsequências, são portanto, o limite delas. Ist.o qm'l-r dtzer.que a 
sequêncla x(O), x<l),· x<2>, x(3), x(41, ... , aproxima-se da sequAncla 
x*C2>, x*{3), x*(2), x*<3>, x*<2), x*(3), Esses pont.os qui'" nâo são 
os pontos fixos de F<x> formam exatamente um quadrado invariante, 
de tal. forma que o comportamento das iterações no lnLervalo [0,1J. 
' 
fica bem determinado. 
F.sse quadrado 1.nvar1ante dá origem a um ciclo, e por conter 
os dois pontos, x*(2) e x*(3) ,é denominado ciclo de período dois. 
Na verdade, eles são os pontos fixos de 
Desta forma, embora o único ponto fixo d~ P<x> x*( t) • tB-
nha se tornado instável repelindo por 1sso,as iterações, essas por sua 
vez cont l nuam converg 1 ndo, e o f a zero para os pontos x*"< 2) P. x * < 31 , 
formando assim um ciclo de período dois. 
Portanto, para a € <3~4J n~o é necAssárlo olharmos a fun-
ção que relaciona a populaç~o de uma geraç~o para a geraç~o sucessiva, 
mas sim a funç~o que relaciona a população em intervalos suceBsivos de 
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duas gerações separadas, is~o é, a Cunç~o que relaciona x<n+2) com 
:x(n) 
x<n+2) = F<F<x<n>>> = F 2 <x<nl) (1.11) 
Dlan~e dlsso, façamos então a partir- de agora algumas consl-
darações sobre F2<x>. 
Prlmeiramen~e temos que, se x* é um ponto fixo de 
ent~o x*" também é ponto fixo da F2Cx> pois, 
f(x) 
(1.12) 
Portanto, desde que x*(O) = O e x*(i) = 1- 1/a s~o pontoR 
fi~os de F<x>, ent~o também são pontos fixos de F2(x). Agora, se al-
gum outro ponto x*<2>, com x*<2> ~O e x*(2) ~ 1- 1/a , for ponto 
fixo de f2(x), então necessariamente deverá existir um x~<3> ~ X*(2), 
x*<3> #- O e x*(3) # 1- 1/a, também ponto fixo da F2(x). 
Para vermos este fato, suponhamos que exista x*(2), de tal 
forma que: 
pols 
F<xl. 
F2<x*<2>> = x*<2> 
e 
F<x*"<2>) 1- x'''<2> 
x*" {0) = O e x*Cl) = 1- 1/a 
Seja então 
x*<3> = F<x*<2}) 
3G 
s~o os únicos pontos fixos d~ 
Logo 
.. 
p2(x*(3)) = F<F<x*(3))) = F<x*(2)) = x*(3) 
AsSim x*(3) também é ponto fixo de F2<x>; x*{3) é dtf~ren-
te de x*(O) =O, de x*Cl) = 1- 1/a e de x*<2>. Consequente'mer.te, 
os pontos ftxos de y2(x) que não s~o pontos fixos de F<x> dA'VI7ffi 
existir em pares. Isto quer dizer que, quando a > 3, o pon~o fixo 
instável x*Cl) de F<x>~ desdobrou-se <ou bifurcou-se> em dois pon-
tos fixos Inicialmente estáveis, x*C2> e x*(3) , de F2<x>, f'orman-
do assim, o ciclo de. período-2. 
A determlnaç~o desses pontos é análoga ao processo usado na 
determinação dos pontos fixos de FCx), 1sto é, determinar os pontos 
fixos de 
(1.13) 
é determinar as soluções da equação (1.12> 
a (ax*"- ax-~tt-2 ) (1 - ax* + ax*2) = x* 
(a2x* - a2x*2 ) (1 - ax* + ax*2 ) - x*= O 
x*Ca 2- a3x* + 2a3x*2 - a2x*" a3xl'l" 3 - 1) = O 
Tanto X*(O) = 0 como x*(l) = 1 - 1/a são SO!UÇÕAS 
de (1.12). Dessa forma, dividindo-se 
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por (x*- (1- 1/a)J, teremos uma equaç~o algébrica de 2~ grau 
com soluções: 
• 
a3 x *2 - (a 3 + a 2 ) x * + <a 2 + a ) = o 
x*<3l = 
I l+ol- V lo+lllo 31 
2a 
(l+a) + Yla+l)(o-31' 
2a 
(!.14) 
Os pontos rtxoa x*<2> e x*C3) que inicialmente são está-
vels, aparecem somente para a ~ 3 d& tal forma que, para 1 < a < 3 
x*<2> e x~(3) são complexos. Note que, para a = 3 x*(1) = x*<2> = 
= x*{3) = 2/3. Neste ponto, F' Cx*C1)) = -1. e x*Cl> ainda 4 8stável, 
pots como as iterações devem converg1r para algum ponto, não podendo 
sair do lntervalo (0,1), elas só podem convergir para x*(1) = x*<2> = 
= x*<3> <FIG.4l. 
E o que podemos dizer da derivada de F2(x) nestes dois pon-
tos x*(2) e x*C3) ? Primeiro, vejamos o que acontece com a função 
F<x> nesses pontos. 
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I 
Sabemos que, 
r1amente de existir 
F 2Cx> e se 
se x~(2) é ponto fixo de F2<x>, ant~o nHcAssa-
, que também é ponto fixo de 
ent'ão 
FCx*<3>> = x*<2> 
Mas como 
F 2 1 (x*(2)) = F'CF(x*(2))) F'<x*<2>> = F'<x*<3>> F'<x1(-<2>> 
" 
F 2 '<x*(3)) = F'<F<x*<3lll F'<x*(3)) = F'<x*<2ll F'(x*(3)l 
• 
tem-se que: 
(! .15) 
ou seja, a derivada de f2(x) é a mesma em ambos os pontos x*(2) e 
x*(3). 
Um outro ponto a ser abordado, é verificarmos que como F<xl 
é simétrica com relaç'ão ao seu máximo (x(m) = 1/2) , isto é, como 
F<x<m> + A x) = F<x<m> - A x) 
F2(-x(m) +ó.x) = F<F<x<m) +!J.x)) = F<F<x<m> -tlx)) = F 2Cx(m) -[}.x) 
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também é simétrica com relaç~o a x<m> = 1/2. 
Agora, será que x<m) = 1/2 , ainda continua sendo um máximo 
de F 2 <x> ? A resposta é n~o. Veremos que o ponto x(m) = 1/2, quB 4 
um máximo de F<x> , será um mínimo de F2<x> analisando as derivadas 
de F 2<x> neste ponto. 
Sabemos que F 2<x<m>> = FCF<x<m))) , e que pela regra da ca-
dela: 
F2 1 Cx<m>> = F'CF(x(rn))) f'(x(rn)) =O, 
pots x(m) = 1/2 sendo um ponto de máximo de F<x> 
F'(x(mJJ; O. 
tem-se que 
Assim, x<m> também é um ponto crítico de F 2(x). Mostremos 
que é um mínimo, analisando a derivada segunda de F 2 Cx(m)): 
f2"(x(m)) = F'~(FCx(m))) F'Cx(m)) F'<x<m>> + F'<F<x<m>>> F"(x{m)) 
F2"(x(m)) = F"<F<x<m))) EF'<x<m>>J 2 + F'(F(x(m))) F"(x(m)) 
F 2"(x(m)) = F'(F(x(m))) F"(x{m)) 
Agora, F<x(m)) = FC!/2) = a/4~ E sendo F'Cx) = a- 2 a x, 
ent~o F'(a/4) =a- a2 /2 .E para a> 2, tem-se que F'CF(x(m))) <O. 
Por outro lado, sendo F"(x(m)) = -2a • como a > 1, ent~o 
F"<x<m>> <O. 
Logo, F2"(x{m)) >O, implicando que x(m) é um mínimo de 
Vejamos agora, onde F2(x) 
do F 2 <x> = F(F(x)), ent~o 
assume seu máximo. Temos que sen-
F2 1 (x} = F' (f(x)) F' (x) =O 
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donde F' (xl =O ou F'<F<xl) =O 
Mas F'(x) n~o pode ser igual a zero, pois se tsto ocorres-
se, o ponto procurado seria x(m) = 1/2, e esse ponto á um mínimo dq 
Portanto F' (x) :F O e F' <F<x>) = O. 
Mas F' <F<x>) = O implica em F(x) = x<m>, donde x = F-1 <x<m>) 
Como F<x> é crescente a esquerda de x(m), decrescente a 
direita de x<m), simétrica com relaç'ão a x(m) , devem existir' <iois 
pontos X<l> < x<m> e X<2> > x<m> em [0,1) tais que: 
F<x<lll = F<xC2ll = x<ml 
" 
d F21 X) I 
dx x=xlll 
ctF2(x)l 
dx x=X{2) 
o 
Determinemos esses pontos. Temos que: 
FCxl = xCml = 1/2 
donde 
X = F-1 (x(m)) = F-r <1/2) 
Como 
F<x> = a x <1 - x> 
temos a equaç'ã:o: 
-a x 2 + ax - 1/2 = O 
com soluções: 
~1 
.. 
-2a 
x<2J = -a-..; a2- 2 a 
-2 o 
Esses pontos, X<l> e X<2> 
(1.1Gl 
são encontrados graficamente 
tndo verticalmente para baixo, ao longo de x(m) = 1/2 até o gráfico 
da funç~o identidade, e ent~o horizontalmente até o gráfico da funçâo 
F<x>. Desde que F(x) tem um máximo e é simétrica com relação a ess~ 
máximo, ent~o devem existir duas intersecções horizontais com gráfico 
de F<x>: X<1> e X <2>. 
Mostremos ent~o que X<1) e X<2> s~o pontos de máximo de 
Vamos denotar Va2 - 2a = A , A > O. 
Primeiramente vejamos se X{l) e X<2> são p~ntos críttcos 
de F2<x>. analisando a derivada dessa função nesses pontos; 
F2 • <x<lll =F' <F<x<llll F" <x<lll =F" <x<m>J F' <xtlll =o 
" 
F 2 '<x<2JJ =F' <F<XI2JJJ F" <xt2ll =F' lxlrnll F' <X<2Jl =O, 
pols x<m> é um ponto crítico de .F<x>, donde F' <x<m>> =O. Assim, 
xtll e x(2J s~o realmente pontos críticos de F 2 txl. 
Olhando agora para F 2"<x>, ainda nesses pontos, teremos: 
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F 2"<X<1)) = F'~<F<X<U>> F'<X<1>> F'<X<1>> + F'<F<X<1))) F"<X<l>)""' 
= F"(x(m)) CF'0((1))J 2 + F'<x<m>> F"OH1>> = 
=- 1-.. "<x<m>> CF' <X<l>>J 2 <O 
" 
F2"<x<2>> = F"<x<m>> rF' <x<2»J 2 <o 
pots F"(x(m)) < o. 
Logo, F2(x) tem um máximo em x<l > e outro máximo em X<2>. 
Dessa forma, F2 Cx> tem três pontos críticos em [0' 1l' 
x<m>. x<l> e x<2>. Em x<m>, F 2 <x> tem um mfnlmo e nos outros 
dois, F2<x> tem um máximo. 
Já vimos o que acontece com o comportamento do sistema para 
1 < a~ 3 e com o comportamento do sistema para 3 < a ~ 4 quando 
x*(l) ) bifurcando-se em x*<2> e x*(3), torna-se instável. Entretan-
to, com a variaç'ão crescente do parãmetro "a". da mesma forma quB 
x*·(l) tornou-se instável, x*(2) e x*<3> que são inicialmente es-
táveis, também tornar-se-ão instáveis. E a nossa nova quest~o é: o quB 
faz x*<2> e x*C3) tornarem-se instáveis? 
Antes porém, é necessário deixar clara a impossibilidade dB 
se fazer' papa f2(x), a mesma análise feita para F<x) , já que F(x) 
tem um máximo e F2(x) tem dols máximos em (0,1J. O que podemos di-
zer da análise feita em F<x>, é que ela é válida para qualquer funç~o 
que tenha um único ponto de máximo~ onde o domfnio e contra-domínio 
s'ão os mesmos. 
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Voltando ao nosso problema: X*(l) , ponto fixo de 
F2(x), bifurcou-se em x*<2) e x*(3), pontos fixos de 
cialmente estáveis. Mas se x*(l) é ponto fixo de F(x) e de 
então alguma relação deve existir em consequêncla disso. E 
existe uma relaç~o entre a dertvada de F(x) e a derivada de 
no ponto x*(l). Vejamos. 
de 
e de 
1n1-
F2 ( x) , 
fato, 
Primeiro temos que, se x~(l) é ponto fixo de F<x) e F2(x}, 
entí:io: 
e 
Portanto, 
F <x~(l}) -- x*<l> 
F 2 '<x*<1>> = F'<F<x*C1>>> F'<x*(1>) = 
=F' <x*(1)) F' <x*(Ul = 
= [ F' (x*<1ll 12 
(1.17l 
ou seja, a derivada da função F 2 <x> em x*(1) é o quadrado da deri-
vada de F<x> nesse mesmo ponto. 
Assim, se a derivada de F<x> em x*(l) em valor absolu-
to, for menor que 1 , I F' <x*<l)) I < 1 então x*(1) é estável, 
com as Iterações convergindo para ele. Pela equaçâo (1.17>, segue 
que O< r2•cx*<1>> < 1. Isto quer dizer que x*(l) é tanto ponto fi-
xo estável de FCx) quanto de f2(x), pois o ângulo que a derivada de 
FCx) e de F2<x> em X*(l), faz com a horizontal, é menor que 45°. 
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Quando· a derivada de F<x> no ponto x*(l) é igual a -1, te-
mos que F2'(x*{l}} = 1. com x*<l> estável. Isto signifi..:a que as 
iterações ainda convergem para x*<l>, embora ocorra uma blfurcaçào 
para F<x>. Este tipo de btfurcaç~o~ que é denominada bifurcação 
"garfo", dobra o período da órbita periódica. Assim, a órbita periódi-
ca que ~té esse ponto tinha perfodo um, devido a existência de um úni-
co ponto fixo estável, x*Cl) ; a parttr de agora passará a ter período 
dOis, devido ao desdobramento de x*(i), em X*(2) e x*(3) In 1-
cialmente estáveis. 
O que acontece nesse caso, é que os pontos fixos de F 2 (x) 
s~o tals que x*(1) = x*"<2> = x'~~'-<3>, donde F<x*(l)) = F<x* (2)) = 
= FCx*(3)). 
Assim, quando a derivada de F(x) no ponto X*(l) é em 
• valor absolut:.o, malorqueum ( tstqé, IF'<x*(i))l > 1 ) pela 
equaç'ao (1.17), F 2 ' <x*(l)) > 1 , cor-respondendo que a derivada Ge 
F 2 (x) , em x*(1), faz um ângulo malor que 45~ com a horizontal. Isto 
quer dizer que x*(1) já n~o é mais ponto fixo estável de f(x) , nem 
de F2(x) ; e se isso acontece, as iterações em F(x) divergem dele, 
para ent~o convergirem para x~(2) e x*<3>. onde 
x!it"(2) = F<x*(3)) 
" 
x*(3) = F<x*(2)), 
tnlciando-se então o ciclo de período-2. 
Como antes, a estabilidade deste ciclo de período dois depen-
de da derivada da curva F2<x> nestes do-ts pontos, que como já sabB-
mos,é a mesma em valor absoluto, em ambos os pontos, Isto é: 
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F 2 ' ( x * ( 2)) = F' (F ( >< * ( 2 l l l F' ( x* ( 2)) = F' ( x • ( 3)) F' ( x * ( 2)) 
e 
F 2 ' (x*<3ll = F' <F<x*(3)) l F' <x*<3ll = F' <x*(2)) F' lx*l3)) 
Olhando para os gráficos vemos que, enquanto para alguns va-
lores do par~metro ''a'', x*C2) e x*<3> a'ão tais que F' <x*(2)) < O 
e F'(x*(3)) <O, isto· é, F<x> é decrescente em x*(2) e X* (3); 
par.a outros valores do parê.metro "a", x~<2> e x*C3) são tais que 
F'(x•(2)) >O e F'Cx*(3)) <O , ou seja, FCx) é crescente em x*(2) 
e decrescente em x*(3). 
Assim, 
• F 2 '(x*(l)) = + ( F'<x*(2)) F'<x*{3)) J = 2,3 
E o crltêrlo para o ciclo de período-2 ser estável é: 
I F2' <x "'< 1 )) I < 1 
lsto é, a órbtta periódica ( x*(2), x*(3) 
duto das derivadas de F<x> em x*(2) e 
to menor que um. 
, 1 =2. 3 ( 1.18) 
) e estável enquanto o pro-
x*(3) tem um valor absolu-
Como em F<x>, com a variação crescente do valor do par~metro 
"a" ( a> 3 >, a derivada de F 2 <x> em x'lt"(i) (1 = 2,3), passa do 
valor +1 <FIG.4), quando ocorre a btfurc6ç~o garfo para F<x), e 
apareçe o ciclo de perfodo-2: para então decrescer, passando pelo zero 
<FIG.G), até o valor -1, <FlG.B>. O que torna x*(2) e x* (3) 
instáveis • é o fato da derlvada de F2(x) ter nesses pontos o valor 
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maior que -1 , a partir de um certo valor do parâmetro "a". Assim, 
quando F 2 ' (x*{i}) = -1 , 1 = 2,3, os dois pontos de período dois, so-
frem a bifurcaç~o garfo, e cada um deles desdobra-se (ou bifurca-se) 
em dois outros pontos, tornando-se instável. 
Além desse valor, os quatro pontos gerados por x* (2) e 
x*(3) p~la bifurcaç~o garfo, são inicialmente estáveis e correspondem 
a um ciclo de período qu·atro, ou seja, s~o os pontos flxos de F4(x). 
Estes pontos, por nua vez, com o crescimento do par§metro "a" pela bl-
furcaç~o garfo, também tornam-se instáveis; cada um deles dá origem a 
dots pontos, diferentes dos pontos fixos de F4<x>, e formam um ciclo 
estável. de F8(x) .. Assim por diante, as bifur-cações continuam multi-
pltcando-se rapidamente com pequenas v ar-i ações do par-~mett~o "a", em 
" ciclos estávels de período 16, 32, ... ,2 . 
Embora esse processo produza uma infinita sequênc1a de ciclos 
estáveis com períodos 2n (n ->=>, a "janela'' de valores no qual es-
tes ctclos são estáveis diminui progress~vamente, de tal forma que o 
processo é convergente, sendo llml Lado su'per iormente por algum valor 
do parâmetro "a" . Este valor crítico do parâmetro é um pont.o de acu-
mulaç~o dos ciclos de período-2n (MYJ, e para a equação (1.9) tem o 
valor a(c) = 3,5700 <FIG.10a). 
Além desse ponto de acumulação (isto é, para a> a(c)}, 
existe um número infinito de pontos fixos com periodlcldades dif~ren-
tes, e um tnfintto número de diferentes ciclos periódicos. Extste tam-
bém um Incontável número de pontos iniciais x(Q) , que dão trajet6-
rias totalmente aperiódicas, embora limitadas. Tal situaç~o. onde um 
ndmero infinito de órbitas difer-entes pode ocorrer, é caracterizada 
como "caótica" (L-YJ. Mas com o valor crescente do. par~metro "a", 
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existe um valor (em a""' 3,6786- FIG.10b), no qual o prtmeiro ciclo 
de período ímpar aparece. Em princípio, estes ciclos têm períodos mui-
t.o longos, mas cômo o valor do parl:lmet.ro "a" continua a crescer, c!-
elos com período cada vez menores v~o surgindo, até que o clclo de pe-
r!odo três aparece. Isto ocorre quando a= 3.8284 <FIG.11). Após este 
valor, ciclos de período 3.2n ,n=1,2,3 ...• surgem por bifurcação gar-
fo, até que se atinja novamente o caos. 
Assim, o que podemos dizer é que no caso de F<x> a b lofur-
caç~o somente ocorre quando F'Cx*> ~ -1. Pâra F 0 <x>, isto não é mais 
verdadeiro CENJ. Podem ocorrer bifurcações em pontos fixos de F 0 (x) 
FO'(x*> = -1 ou onde F 0 '(x*) = +1. Quando F 0 '<x*) = -1. onde as 
bifurcações são chamadas tipo "garfo" e quando F 0 '(x*) = +1 são as 
b 1 fure ações "tangenc 1 q 1 s'' que ocorrem. As b 1 fufcações t S.ngenc i a t s têm 
um período que n~o é potência de 2 ,enquanto que as bifurcações tipo 
garfo têm período potência de dois quando decorJ~em das bifurcações de 
um pon~o fixo. As vezes, podem ser geradas por pontos de bifurcação 
tangente de período K, e tem-se períodos K.2° . As bifurcações tan-
gencta1s ocorrem somente após um caos. Em nossa análise, aumentou-se 
, a'' até o ponto de não se ter main órbitas periódicas; mas como ~·a" 
continuou a crescer, obteve-se um ponto (a = 3,8284) onde o comporta-
mento do sistema admitiu novamente órbitas periódicas; porém desta vez 
começando com período 3 logo bifurcando-se em 3.2° ,n = 1,2,3, ... , 
até o novo caos. Mas o valor do parâmetro "a" continuou a aumentar, 
até que para um determinado valor, o sistema admitiu novamente órbitas 
periódicas de período 4 , e assim pOr diante. 
Esse fenômeno de bifurcação, que é mostrado na <FIG.12), 
possui um comportamento multo elegante na sua construção. Agora, a si-
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f;:sta figuro, ilustro olçuns dos pontos fixos estóveis{-) e instáveis(---) de vários perÍodos que podem 
surt;~ir pelo pro.cesso de bifurcacão na eq. { 1.9) 
A esquerdo, o ponto fixo (l">f<lve! torno-se instável e por t'oifur1::oCão tipo garfo da· ortf,lem o ciclos 
e.stáveis de período 2~. Além de a= 3.57 nenhum desses <:i elos e' e:!õh.ÍveL 
À direito, ciclos de perlodo 3 aparecem por bifurca;óo tangente: um e' inicialmente instável; o o~t 
tro e' iniclolmente estável e torna-se "tnstc(vel dando ori.gem o ciclos estcivois de período 3.2~ qve 
tem um ponto Umite em Q = 3.8495. 
A mudanf:"O dl! escola no eixo a, foi necessária poro . se colocar os dois exemplos numa rne~ 
mo fiQoro. 
FIG. 12 
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tuaç~o é bem di-ferente quando encont.ramos o fenômeno todo já formado. 
Descobrir nestas situações qual o compor-tamento do slstBma, é uma ta-
refa diffcll, porém não 1mpossfvel 
A bifurcaç~o que depende de um par§metro, isto é, quando um 
ponto estável torna-se instável, ao mudar-se um parâmetro, dando lugB.r 
a,dois ~ovos pontos estáveis de ordem superior na hierarquia das ite-
rações, denomina-se dobra de período. No nosso caso, ls~o acontece ao 
mudar-se o par~metro "a". Nossa primeira dvbra- de período aconteceu em 
a(!) = 3, logo para algum a(2) > 3~ veto a segunda dobra de período, 
e assim por diante. Como temos a restriç~o de que a ~ 4, os a(n) 
valores do parâmetro "a'', para os quais os períodos dobram-se, ou sP.-
ja, os valores de "a" para os quais os pontos estáveis est.'ã:o para tor-
nar-se instáveis, devem convergir para um certo a~ onde o processo 
t~rna-se aperiódico. Se a(n) é o valor de "a" para o qual os perío-
dos dobram pela n-ésima vez, Feigenbaum (FEJ, observou que: 
. 
lim aln+ll-alnl 
aln+2 I aln+l I 
4,6692016 ... 6 
(1.19) 
Este número 6, a constante de Felgenbaum, é untversal.Ass1m, 
todos os sistemas que dependem de um parãmetro e que apresentam bifur-
cações que dobram o período da órbi~a periódica, cumprem {1.19).Exis-
tem ainda, multas questões sem resposta nesta área, e muitos fenômenos 
matemáticos que n~o s~o bem explicados. 
5& 
O interesse na apresentação destes tipos de modelos, P. a sua 
apltcaç~o em d1n§m1ca de populações. O modelo em uma dtmens~o. é mate-
maticamente o mals simples, em dimensões maiores, os fenômenos s~o 
mais complexos. Mesmo assim, a característica marcante destes modelos, 
s~o as flutuações periódicas da populaç~o que é um fenômeno que obser-
vado na.natureza com quase todos os ttp9s de populações. O fato de que 
essas flutuações acontecem no modelo discreto em uma dimensão, e não 
acontecem no análogo contínuo, é uma boa indtcaç~o de que as equaçõ~s 
discretas são bem mals apropriadas como modelos populacionais. Porém, 
n~o detxa de ser bastante estranho que o análogo discreto de um modelo 
contínuo e o modelo contínuo, tenham comportamentos um pouco dlferen-
tes. Esta aparente "patologia matemática" será considerada mals adian-
te. 
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PARTE I I 
A análise Ielta no cap!tulo anterior, teve corno pressupost,o, 
o cresci mente de uma espécie ~·i so 1 ad a" no sistema eco lóg 1 co, onde 
gerações apareciam em intervalos regulares no tempo, ou seja, a repro- r: 
duç'ão da espécie era a sazonal. A d1scret1zaç'ão do modelo contfnuo de t_ 
,, 
Verhulst, resultou num modelo expresso por uma equaç~o de diferenças, ; 
onde os parâmetros básicos eram a taxa de crescimento da espécie e a 'ti 
taxa de competição 1nter-especfílca. No entanto, dificilmente a real i-
dade pode ser reduzida a apenas uma espécie. Os inimigos nat.urafs 
existem, e a competição pela sobrevivência entre espécies dif8rentes 4 
assim, inevitável. 
Desta forma, os capítulos que seguem dedicam-se ao estudo das 
formas de 1teração entre espécies. A situaç~o agora, é a de duas espé-
ctes distintas compartilhando um certo sistema ecológico que pode i r, 
desde a independência total entre elas, que é o caso anteriormente es-
tudado. até a dependência total de uma espécie na outra. 
Convém entretanto sublinhar-se que, para esta análise conti-
nuar sendo realizada em tempo discreto, é necessário se supor uma cer-
ta simultaneidade de reprodução entre as duas espécies. Isto é devido 
ao fato de que se considerando A t', o 1nt~rvalo de tempo 
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que as duas espécies E(i) e EC2) reproduzem-se, se não existem 
tetros n.l " 
discretizar o tempo. De fato, se {1 t = 1 e, por exemplo, t:.. t' = fi 
não existirá trans1t1v1dade na equação de diferenças, lsto é, SP, 
y<n+1) = F2 (y(n)) 
não será possível a discretizaç~o onde: 
y(n+2) 
Já que, sendo 
reproduções. 
D.t não racional, nunca existirá uma sincr-onização 
llt' 
!n-
nas 
Uma outra forma de interpretação de modelos discretos de 
duas espécies ou duas variáveis é admitir-se espécies únicas. NestE7 
sent!ido, necessariamente, leva-se em conta as mudanças que ocorrem nas 
mesmas, podendo uma das variáveis representar a fase "jovem", e a ou-
tra variável, a fase •~adulta" da espécie após a metamorfose. 
O que será feito nestes capítulos, pode ser traduzido num eR-
tudo de equações de diferenças em duas variáveis. Inicialmente, consi-
deraremos duas espécies compartilhando o mesmo sistema ecológico~ as 
formas de interaç~o entre elas CCAP.IIJ. Em seguida, consideraremos um 
modelo que é uma variaç~o do primeiro, pois a espécie em quest~o 4 
dn1ca, com duas classes etárias: os jovens e os adultos. Este último, 
é uma simpllflcaç~o do modelo Leslto (CAP.III). 
Na análise do capftulo-111 consideraremos que toda populaç~o 
Jovem de uma determinada geração consegue sobreviver até a geraç~o 
procedente, tornando-se adulta. Entretanto, indiscutível e tnevltavel-
mente, existem fatores que impedem que a total sobrevivência da popu-
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laç~o após uma unidade de tempo, seja uma realidade observável. Apesar 
disto, estes fatores n~o poderão fazer parte desta análise pols cArta~ 
simplificações são necessárias, e devem ser feitas para obtermos um 
modelo, cuja análise matemática esteja de acordo com os nossos propó-
sitos. Isto limita a aplicação do mesmo em processos ecológicos reais, 
existindo portanto nesse estudo a desvantagem sob o ponto de vlsta 
ecológico. 
Faz-se necessário entretanto sublinharmos que, se por um 1 a-
do existe essa limttaç~o. por outro lado, o comportamento real dos 
processos ecológicos aparenta ser em tempo discreto. Sem dúvida, isto 
lndtca que as equaçõ"es discretas s'ão mais apropriadas como modelos po-
pul acionais, sendo o tempo contínuo uma simplificaç~o menos fiel da 
realidade: porém historicamente adotado na análise matemátlca de mod~-
los ecológicos. 
E. O 
' 
CAPITULO I I 
Neste capítulo, faremos uma análise das equações de diferEm-
ças em duas variáveis, onde cada variável representará o número de 1n-
div(duos de uma espécie. 
Suponhamos ent~o que, num certo sistema ecológico existam 
duas espécies E<l> e E(2) , sendo respectivamente, x<t> e y(t) o 
ndmero de tnd1vfduos de cada espécie no instante t ; e x(O) e y(O) 
• 
o número inicial de indivíduos de cada espécie no instante t = O. A 
dtnãmica de interaç~o entre as espécies depende somente dos valores 
das varlávels x(Q) e y<O>, que 1nic1almente devem ser n~o nulos, 
pots.n'ão se considera nesse modelo a geraç'ão espontãnea das espécies. 
A partir disso, o que ocorre no sistema, é consequêncla das dUas espé-
cie.s compartilharem o mesmo sistema ecológico. Certamente, as competi-
ções lntra e 1nter-espec!I1cas existir~o, sejam elas benéficas ou não, 
desde que ambas as espécies dependam das mesmas fontes de alimento, ou 
do mesmo espaço físico habitável no sistema. 
Neste contex~o, existirâo n 1x<t> nascimentos para a espécie 
E<ll e n 2 y<t> nascimentos para a espécie E<2) , ou seja, 
taxa de reprodução de cada espécie E <t> (1 = 1,2>. Por outro lado, 
existirão também m1x<t> indivíduos de E<l) , e m2y(t) indivíduos 
b! 
I 
I 
l 
! 
i 
r 
I 
~ 
t 
f 
i 
' 
~ 
f 
! 
!"· 
r 
í 
i 
I 
I 
~< 
I ii 
~-
w 
de 
0,-c 
E<2) , que não sobrevtver~o devido a competlç~o tntra ou tnter-es- ;-:; 
'~ 
pecíftca, isto é, é a taxa de morte de cada espécie E< 1 ) , 
( 1 = 1,2). D!sto~ segue que: a1 = n1 - m1 
pecttvamente, as taxas de crescimento de E<1> e E<2). A forma ma 1 s 
simples de se representar este modelo, é através de equações 
ctals: 
com 
dx 
dl 
dy ~ y G2(X,y) 
dl 
dlferen-
(2. 1) 
(2.2) 
funções lineares. Esta é a forma geral do modelo linear de Lotka-
-Volterra [LO,VOJ; o primeiro modelo onde se analisou as formas de !n-
teraç~o entre duas espécies em tempo contínuo. 
O significado ecológico dos parâmetros de G1<x,y) é análogo 
ao de G2<x,y>. Assim, a1 é a taxa de crescimento da espécie repre-
sentada por x, E<l> b1 < O é a taxa de co~pet1ç~o tntra-específl-
ca: e c 1 < O é a taxa de competlç~o tnter-específ1ca. Agora, se 
bl > O, então bl é a taxa de cooperação tntra-espec(flca de E< 1), 
e se c 1 > O, então c1 é a taxa de cooperação inter-específica entre 
G2 
i% 
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Etll e E(2). Os casos particulares, onde alguns dos parâmetros 
bj , Ci (1 = 1, 2) são nulos, devem ser interpretados como acima. Por 
exemplo, no modelo clássico de predador-presa de Volterra, 
a1 > O, Cl < 0 e Isto signlf'ica 
que não existe compettç~o 1ntra-espec!f1ca, e que a espécie represen-
t.ada por "y'' , é predador a da espéc 1 e representada por "x". 
Podemos notar também que G1Cx,y) n'ão é, em geral, uma trans-
formaç~o linear já que, G1<0,0) = a1 nem sempre é nulo. Aliás, nos 
casos mais interessantes, a1 é sempre não nulo. 
Apesar da aparente slmpltctdade das equações d1!erencta1s do 
modelo (2.1), devtdo a linearidade da restrição <2.2), as suas so!u-
ções podem ser obtidas em situações multo particulares. Mesmo se fa-
zendo a simplificação (2.2), o modelo <2.1) nem sempre tem solução 
explícita, isto é, nem sempre é possível se obter x(t) e y<t> que 
verifiquem as equações diferenciais de {2.1). 
As variáveis, ''x" e "y"" deste modelo, devem ficar restritas 
ao primeiro quadrante, já que, qualquer valor negativo que elas possam 
assumir, certamente n~o terá sentido, pois estamos lidando com cresci-
manto populacional. 
O estudo deste modelo em tempo cont'ínuo não é o objetivo des-
te trabalho. Queremos sim, analisar esses modelos em tempo discreto, 
Já que o comportamento real dos sistemas ecológicos aparentemente 
acontece nesta forma. Fazendo-se então~ a d1scret1zação do modelo con-
tínuo de Lotka-Volterra pelo Método de Euler, e normalizando o passo 
da dJscretizaç~o no tempo 8. t = 1, obtém-se: 
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x<n+l) = x<n> [GI<x<n>,y<n>> + 1) = FI<x<n>,y<n>> 
(2.3) 
y(n+ll =·y(nl [Gz<x<nl,y<nll + ll = F2<x<nl,y<n>> 
O significado ecológico dos pa~~rnetros de Gi (x{n),y(n)), 
1=1,2, é análogo ao modelo contínuo; coro x<1>,y<1> <1=1,2, ... ,n, ... ) 
denotando o tamanho da populaç~o na geraç~o (i) da espécie E< lI e 
E<2>, respectivamente. 
Sabemos que o objetivo da qualquer populaçâo se reflete na 
tentativa de attnglr um estágio onde exista um equilíbrio populacional 
não nulo, e que, nesta tentativa, vários tipos de comportamentos podem 
ocorrer. Considerando-se que no modelo <2.3), duas espécies comparti-
lham o mesmo sJstema ecológico, poderão existir ent~o situações, onde 
ape~as uma espécte sobrevive; outras situações em que ambas as espé-
cies ficam extintas, e a mais interessànte delas, quando existe uma 
interação entre as espécies. levando-as a uma convivência estável no 
tempo, sem que haja a exttnç~o de nenhuma delas. De uma Iorma ou de 
outra, a população certamente tenderá ao equilíbrio. 
Neste contexto, o nosso objetivo será o de analisar o stst_ema 
(2;3} em torno dos seus pontos de equll !brio.· Estes pontos, s'ão os 
pontos fixos do modelo <2.3). 
PrimGiramente tem-se que <x*,y*) = (0,0) é sempre um ponto 
fixo de (2.3). Agora, num ponto fixo qualquer, PF = (x*,y*} deve-
-se ter que: 
Gl(x*,y*> =O 
(2.41 
G2 <x*.y*} = o 
&4 
!fi· 
f 
f 
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r 
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já que os pontos fixos de (2.3) são obtidos, fazendo-se: 
X<n+l) = x<n) = x* 
.~;;;, 
(2.5) 
y<n+l) = y<n> = y~ 
Estes pontos fixos ou pontos de equilíbrio poder~o ser, tanto 
estáveis, quanto Instáveis. Portanto_, o estudo que faremos estará ba-
seado na análise da estab111dade ou instabilidade do sistema <2. 3). 
Para isto, basta analisarmos o comportamento local do modelo, através 
da sua linearlzaç~o em torno destes pontos. 
A funç'ão;: F(x(n) ,y(n)) = <F1 (x(n) ,y(n), F2 (x(n) ,y<n)): IR 2 ->!R~ 
é uma função diferenciável com funções coordenadas Fi <x<n> ,y<n)), 
I = 1,2, cada uma delas diferenciável: fazendo-se a linearizaç'ão de 
F(x(~),y(n)} em torno dos seus pontos fixos pelo desenvolvimento de 
Taylor e, n'ão se considerando os termos de ordem maior ou igual a 
dois~ obtém-se: 
F1 (x(n),y(n)) ;::;::. F1 <x*',y*) + 
F2 <x<n> ,y(n)) ;:::;',. Fz <x*,y*> + 
donde 
a F! I <x - x*> + a X Pr 
dF21 (X - x*) + 
d X PF 
a F! I <x 
d X PF 
aF2\ < *> - y- y 
d Y PF 
- xit) + é) F! I (y - y*') 
a Y Pr 
(2.&l 
a F2 
ax <x - x*> + iJF21 <y _ y*l d Y Pr 
BIBLIOTECA CENTRAL 
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Tornando-se: 
= 1,2 
, I = !,2 
tem-se 
(2.8) 
FzCx(n),y(n)) -y*~.y*G2<x*,y*) +C(2 <x(n) -x*) +P2 <y<n) -y*) 
' F1 (x(n),y(n)) - x* ~ 0:1 (x(n) - x*> + ~l <y<nJ - y*) 
(2.9) 
F2 <x<n> ,y<nJ) - y* ;:;;;:, a2 <x<n) - x*) + ~2 (y(n) - y*) 
Podemos representar (2.9) na forma ma~ricial: 
(
Fl (x(n) ,y<nl l - x*) (a1 
F2 <x<nl ,y<nl l y* "" a 2 
pl) 
Pz 
c(n) 
y(nl 
-x*) 
y* (2.10) 
onde J <x*.y*> = pl) (2.11> 
Pz 
&& 
I 
I 
é a matrlz jacobla.na de F(x(n),y(n)) no ponto fixo 
V' 
~ tem dois autovalores distintos, 
/\ 
PF = <x*,y*"). 
Quando a rnatriz J <x*,y*) 
À. (1) # À. (2) então J (x*,y*> pode ser reduzida a uma matrt?. 
d 1 agon a 1 J'--.. tsto é, leva-se -a matr-iz <2.11) a sua base de autove-
teres. Para tal, basta multiplicar a matriz J (x*,y*) por uma matriz 
P , de .mudança de base, não singular, tal que: 
À.<1l o 
o À.(2l 
Isto transforma a matrtz numa matriz slmllar a 
t 
" ( 1l o l 
, onde À. ( ll t À. (2) 
~ 
r 
o À. (2) 
Neste contexto, tem-se que o sistema <2.10) tem um compor-
tament.o local, dentro de uma vizinhança de <x*,y*), análogo ao sist€'-
ma: l 
( 
F1 <x<nl ,y<nll 
F2<x<n>,y<n>> 
- x"') 
Y"' (
À.C1l o) 
o À.< 2l 
E consequentemente, a equação original 
( 
x<nl 
y{n) 
- x*) 
y"' 
<2.3) tem um 
tamento local numa vizinhança de <x*,y*> análogo a: 
G7 
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x<n+1) - x* ,; !... <1> (x(n) - x*l 
y<n+ll -· y• "' 1...<2> <y<n> - y*l 
para <x<n),y(n)) suficientemente perto do PF = <x*,y*). 
Pof'tanto 
x<ll - x* ~ !... <ll <x<Ol - x•> 
xC2) - X*' !...o> <x<ll - x*J = f...2o> <x<Ol - x*l 
" 
" 
" • 
n+ 1 
x(n+l) - x* ~X C1) (x(Q) - X:*> 
Analogamente, 
y<1> - Y" "<2J (y(Q) - y*> 
y<2l - y* ~ "-2<2> (y(Q) - y*l ~ 
" 
" 
" 
y<n+l> - y• ;,; X'+l (2) (y(Q) - y*l 
G8 
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Logo, se 1"(1)1 < 1 n -> oo , 
menor e x<n+1> converge para x• . De forma análoga, 
. 
, n -> = , faz-se cada vez menor e y(n+l) -> y*" 
Assl.m, se " s~o menores que um, a distân-
ela de <x<n> ,y<n>) ao ponto fixo <x*,y~> é menor que a distãnc1a 
de <x<Ol,y(Q)) ao ponto flxo <x*,y*). De fato, essa distância dimi-
nu t 5 a med1da que n cresce, e a cada Iteração ficamos mais e mais 
próximos do ponto fixo. 
Portanto, se I"'- (2) I <1 , o ponto fixo (x*,y* ) 
é um ponto "estável" ou "atratorn. com as tteraçõAs convArglndo para 
Da me-sma forma, pode-se discorrer para vAr que, 1"-<t>l > t 
ou se 1"-<2)1 > 1 o ponto fixo PF = (x*,y*) B um ponto "1 nst.áva 1" 
ou •repulsor". com as iterações afastando-se dele na componRnte ondA 
o seu correspondente autovalor é maior que um. 
Resumindo, tem-se que se os autovalores s~o Bm valores abso-
lutos menores que um, então o ponto fixo = <x*,y*') ou 
atrator, e F <x<n),y(n)) converge para ele. No caso da. ao menos 
dos autovalores ser maior que +1 ou menor que -1 o ponto fixo 
tnstável ou repulsor e F(x{n),y(n)) diverge dele. 
Para obter-se os autovalores, note que de (2.10) de 
(2.12) tem-se: 
x(n) - x" o x(n) - x* 
= 
y<nl - y* o y<n) - y* 
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Este sistema ~em soluç~o nâo nula somente se o 
~1 
del:.. = o 
ou seja, a condlç'ão necess;,kta P.- sufici"mta para À. ser um autovalor-
da J <x*,y*> é quo det [J - ).._ ll = O 
Agora, se PF = <x*,y*> é um ponto fixo dq (2.3) r Rntão 
aquaç'ão característica da matri-z jacobiana de <2.3) é: 
det 
Gz(x*,y*l+y* aGzl +1-)... 
d Y Pf 
=O 
• 
Vejamos primeiramente a estabilidade do s1stBma no ponto 
PF = (0,0) , onde temos a seguinte equação característica da matriz 
jacobtana: 
o 
det = o 
o GzCO,Ol + 1 -)... 
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1 
donde::!' 
Resolvendo-se o det.ermlnanl.e, obt:emos: 
}...2 -"[Gl <o;o> t-G 2 <0,0)+2J 1-G 1 <0,0>G 2 <0,0>+G1 (O,O>+G 2 <0,0)+1 -:: O 
À.lff [Gl (O,Ol < G2<0,0l + 2 J 
2 
E os autovalores obtidos são: 
.À.Ol = l +G1 (Q,OJ = 1 + a1 
À. (2l = t + Gz <O,Ol = 1 >- a2 
+ 
O ponto fixo PF = (0,0) é estável quando os autovalores 
e ~(2) são em valor absoluto, menores que um, isto é, quando 
lf--.<1>1 < 1 e IÀ.(2JI < 1. Nesse caso, tsso aconl.ece somente quando a 
t-axa de cresclment.o a 1 da espécie E<l> (representada por X) e a 
~axa de crescimento a2 de E<2J (represenl.ada por y) estiverem no 
intervalo (-2,0). Biologicamente, isto slgnt'ftca que as duas espécies 
ir~o a exttnçâo, já que (0,0) é um atrator, ficando portanto um caso 
desinlerossante. · 
VeJamos então as condições gerais de estabilidade num ponto 
fixo qualquer PF = (x*,y-~t"). 
Como G1<x*,y"") = Gz<x*,y*) = O • a equaç1:'lo característica da 
matriz jacobtana em <x*,y*) é: 
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I 
I 
det. 
já qu<> 
• 
Resolvendo-se ent~o o determinante, obtemos: 
dond~ 
+ 4 x* y* c 1 c 2 
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= o 
(2.14) 
(?.15) i 
!. 
I 
O primeiro termo de (2.15) é sempre positivo, e dest.a forma 
temos dois casos a serem analtsados. O primeiro, acontec~ quando c 1 e 
c 2 tt}.m o mesmo slnal; e o segundo quando têm sinais contrários. 
No caso de e terem o mesmo sinal, AX1~t1r 
uma competiç~o ou uma cooperaç~o inter-específica, dependendo de ambas 
serem negativas ou ambas posttlvas, respectivamente. Esse Á o caso on-
de os autovalores s~o reais. 
Quando e c 2 têm sinais contrários, €!'Xiste simultanea-
mente uma cooperaç"ão e uma competlç~o entra as espécies E< 1l e 
E<2>. Um exemplo disso seria considerarmos E<2> como todas aS fontes 
de alimento de E<l), que'é uma situaç~o clássica do modelo predador-
presa de Lotka-Volterra. Na ausªncla de E<l> • a ~spéc1e E(2} cres-
ce sem ltmtte e na ausência de E(2) ,a espécie E(i) morre de fome. 
As9tm. enquanto E(2) colabora com E(l) servindo de alimento; E(1) 
preda em E<2>. Neste caso, os autovalores podem chegar a ser complA·· 
xos conjugados. 
Facilitemos a notação denotando por: 
(7.1&) 
K = ( X* b l + Y * b2 ) 
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( """"'o sinal) 
De <2.15) e (2.16) tem-se que: 
Como x * > O , y * > O , temos 1:::. pos 1 t t vo e os 
s'ão reais. 
F.nt~o, 
"1 2 = • 2-rl.:<:vt; 2 € 
Analisemos agora o que acontece com ~<1> 
IR 
autovalores 
(2.17) 
quando 
Para ambos os casos, .ft pode ser t.ant.o ne-
gativo .quanto positivo. 
Quando vn- > lrl.l , tem-se que Il ...;/1 < o. Isto 
quer dizer que uma das raízes de (2.14l, é sempre maior que um. Por-
tanto, o ponto fixo é instável sempre que 1/A > lrl.l 
22) Para o caso onde 1/A < n " íl. < o, tem-se que: 
n. - -.rr;- < o e .íl + -.[7;"' < o. Logo as raízes " ( 1 ) e " (2) ~\lo sempre maiores que um e o pontO flxo também é instável. 
Quando >.ft: < .fl. e .íl. > O , têm-se que .fl. - I[{; > O 
e fl + o..{f;:' > O. Assim, À. <1> < 1 e "- <2> < 1 e dessa forma o ponto 
fixo é estável. Neste caso, entretanto, " (!) ou " (2) podem as-
sumtr o valor menor que -1, e o ponto Ilxo torna-se inatável. Quando, 
por exemplo,!'/\. CU\ < 1 e )\.(2).::: -1, ocorre a b1furcaç'ão garfo. Asf;.im, 
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-l=À-(2_) < À.(l) < 1 
({). + «) < 1 
-1 = 1 -
2 
({l-1/Ãl<t 
2 
(2.17l 
I 
E a bifurcaç~o garfo acontece se, em <2.tn, D +Vi} = 4. ~ 
Portanto, se n ent.lío À. ( 2) é Etempre 
que -1. E sendo -1 < " ( 2) < " (1) < 1 
, temos que o ponto 
PF é est áve 1 sempre que fl + VF;;' < 4. Caso 
[). 
o ponto fixo PF é instável. 
Resumindo temos: 
1> Vi: > IIll .~ PF é lnstávet 
··~· 
11) Vi:< fl . D <o ==-.PF é tnstávBl. 
1 1 1 ) '{"[;"' < Il , [). > O e fl + -.[t;' > 4 =-- PF 4 
' 
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maior 
ftxo, 
l, 
' ' 
~ 
J 
I • 
' lnstáVf~l-
(slnats con~rártos) 
De (2.15) e (2.16> tem-se que: 
e para K 2 > 4 x*' y* cl c2 as raízes de (2.14) s'ão rea 1 s. Caso 
contrário, as ra(zes ser~o complexas.· 
Analisemos os dois sub-casos: 
2al Raízes reats 
Para 1 sto, t. deve ser postttvo. Ent~o deve acontecer: 
(2.18) 
Este caso é análogo ao primeiro, com a condiç'ão <2.18) in-
cluslve. 
2b) R~Czes complexas 
Neste caso, A é negativo e 
)..,2-1-
• 
( [l + i '{f;""' ) 
2 
são raízes complexas conjugadas. 
7G 
·~7·' ,:'>!. 
:i 
1 
I 
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lí 
f>' 
f; g 
!, 
O módulo de cada uma daa ra!z~s. nada matR é do qu~ 
)..(!) ).. (2) , ou seja, é o termo Independente de <2.14). Assim, se o 
Lermo de (2.14) que nâo Lem )\2 ou " , fop menor que um; ou sAja, sR 
0 ( X ~ y * b l b 2 + X te: b l + Y * bz + 1 - X 11 y lt' C l C 2 < 1 
ou 
ent'ão o ponto .fixo, PF, é estável. Caso contrário, PF P. 
Quando este termo vale exatamente um, tsto é, quando 
ou quando 
acontece a bifurcaç~o Hopf. 
bl 
Y* + 
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b2 
X* 
instáw;,ol. 
Portarto, podemos resumir as condlçõAs dA P.stabtlid~dA do 
ponto fixo, PF , da seguinte forma; 
Raízes reais; 
.Se 1:1 > O • o ponto fixo PF é e~tável somente se: 
a) fl. > O 
cl !l + vt:' < 4 
• 
Com 
11 = - <x * b 1 + y <fi b 2 > 
"' = 
Raízes complexas: 
Se- 1:1 < O , o ponto fixo PF é estável somente ~e: 
O < (1 + x* b1 ) <1 + y* bz> - x* y* c 1 c 2 < 1 <2.\9) 
No caso de se ter <2.19) igual a um, tem-se a bifurcaç~o de 
Hopf. 
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CAPÍTULO lll 
A proposta de estudo deste capítulo será baseada na anállsA 
de um modelo simplificado do modelo de Leslie, que descreve o cresci-
menta de uma únlca espécie dividida em duas faixas etárias. 
Sendo tal espécie assim definida, consideremos então Ex a 
espécie representada pelos indiv(duos "jovens", e Ey a espéclA guA 
denota a segunda classe etária, os ·~adultos". 
O modelo que analisaremos, será restrito a equações de difA-
rença.s da seguinte forma: 
• 
x(n+1) = F<x<n>,y<n)) 
y<n+l) = x<n> G<xCn),y(n)) 
( 3. 1 ) 
onde F<x<n>,y<n>> é uma função que depende da densidade populacional, 
ou seja, o tamanho da população "jovem" após decorrer uma unidadB dB 
tempo, x(n+l), depende do tamanho _da popul aÇ'ão "jovem" ex i stent.e na 
geraç~o precedente, x(n}, e do número de ujovens" que nesta geraç'ão SA 
tornaram "adultos", y<n>. Por outro lado tem-se que, apenas uma parce-
la de 1nd1v(duos da primeira classe etária sobrevive ao decorrer uma 
. 79 
unidade de tempo, tornando-se "adulta". Define-se ent.ãot G(x(n) ,y(n)) 
como sendo t.al parc~~la de lndlvíduo~ "jovens" que sobrevivem para a 
. 
segunda classe eLária, de tal forma que o tamanho da população "adu 1-
ta" após decorrer uma unidade de tempo, y(n+l), é diretament-e propor-
c tonal ao número de jovens ex 1 st.entes na geraçí;ío pr·ecedente. 
Neste estudo, G(x{n),y(n)) será considerada uma constante: 
G(x(n),y(n)) = S 
e F(x(n),y(n)), sendo a funç~o clássica de Les11e é da seguinte forma: 
FCx(n) ,y(n)) ··=: bCCX x(n}+ ~ y<n>) exp(-aCa x<n>+ ~ yCn))] (3.2) 
O modelo ( 3. 1) é analtsBdo por J.Guckenheimer, G.Oster e 
A. Ipaktchl [GOl l sob certas restrições; e, sob estas mesmas restrl-
• 
ç~es, o nosso estudo será desenvolvido, embora saibamos ser muito pou-
co provável encontrarmos uma situaç~o ecológica real, governada por um 
sisLema de equações do Lipo (3.1); este modelo é ln~eressanto pelo 
seu comportamento perto dos pontos flxos. 
As restrições sob as quais este modelo (3.1) será estudado, 
s'ão: 
i) (l r P ,stgnlficando que a taxa de reprodução da es-
pécte Ex e a de Ey s'ão iguais. 
11) a a = ap = cons~ante = 0,1 , é a taxa de competiç~o in-
ter-específica, pelos recursos.disponívets. 
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111) G<x(n),y{n)) = 5 = l, implicando que toda espécl~ jovem 
consegue sobreviver após uma uni-
dade de tempo,tornando-se adulta. 
Com isto, obtemos um modelo simplificado de Leslte, da forma: 
x(n+1) =r tx<n>+y(n)J exp{-0,1 Cx(n)+y(n)J) = F1 [x(n),y(n)J 
(3.31 
O nosso objetivo será o de examinar a natureza das t..rajetó-
r-las ger-adas por- (3.3) quando o parãmetr-o "r" é variado, ou seja, 
quando a taxa de reproduç~o é variada. Na verdade, queremos saber 
''quando" podemos considerar que um equll fbrto populacional é atingido. 
Mais ainda, quais os parâmetros que devem e podem ser controlados, a 
ftm de evitarmos uma superpopulaç~o ou uma exttnç~o da espécte; ou pa-
ra fins de controle biológico, quais os parãmetros que permitiriam ex-
tinguir ou manter a espécie em nfvets mínimos. Esses parãmetros podem 
referir-se, tanto as condições climáticas e aos inimigos naturais que 
a espécie enfrenta para conseguir manter a sua sobrevivência, quanto 
as fontes de recursos naturais disponíveis para sua alimentação. 
Comecemos então determinando o ponto de equilíbrio (ou ponto 
fixo) do modelo, que é o ponto onde o crescimento populacional é Bsta-
cionárlo, fazendo-se: 
x<n+1) = x<n> = x* 
y(n+l) = y<n) = y* 
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Como de <3.3) tem-se: 
y(n+U = x.<n>. 
No pontO fixo PF = <x*,y*> deve-se cumprir: 
x(n+l> = x(n) = x* 
y(n+l) = y(n) = Y* 
y<n+l) = x<n> 
E o. ponto fixo, PF ,fica caracterizado por: x* = y* 
Assim, 
ou 
x* = r(2x*) exp<-0.2 x*> 
x* = y* = 
Ín(2rl 
0,2 
Como nos modelos anteriores, aqui também será feita uma 
llse a respeito da estabilidade do sistema (3.3) , atl~avés da 
rização em- torno do seu ponto fixo . Consequentemente, podemos 
(3.4) 
~ 
aná- " 
~ 
~ 
11nea- f· 
ass l m . 
-ter uma 1 dé i a do comportamento do s 1 stema numa v 1 :z 1 nhança deste ponto. I 
Para r'Sto, calculemos ent~o as derivadas parciais de (3. 3>. 
r exp [-O,l(x+yl]-O,lr(x+y) exp [-O,l(x+yl] 
1 
o 
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No ponto fixo PF, o valor de e 
(3.5) f [l-!nt2rl] D 
e a equaç~o característica da matrlz jacobtana é: 
D -)... D 
= o det 
1 
(3.&) 
f
i 
. 
" 
I 
I 
Resolvendo-se o determinante, obtemos o seguinte polinômio 
c<;~racteríst-tco: 
I As ra(zes de (3.6) s~o reais se o seu discriminante for po-stt.tvo, isto é, se 0 2 + 4 D ~O. Em outras palavras, se D ? O ou 
D ~ -4. 
Agora, se D ~ -4 , ent~o um dos autovalores próprios é sempre 
menor ou tgual a -2 slgntflcando que o ponto fixo Pfde <3.3} é sem-
pre instável. Se D ~O, o ponto fixo PF é estável para O.(D<!/2. 
No caso onde D = 1/2, temos f-.. (1) ::= +1 e f.. (2) = -1/2, e pode-se 
ter uma bifurcação tangente. Finalmente, se D > 1/2 o ponto fixo PF• 
é instável, po!s um dos autovalores é sempre maior que um. 
Dessa forma, o ponto fixo deverá ser estável quando 
-4 < D < 1/2. Agora, para -4 < D < O, os autovalores são complexos e 
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quando O <; D < 1/2, os autovalores s~o reais. Desde que para 
O ~ D < 1/2 ou 1 /:? < r ~ e/2 os autova 1 ores rea 1 s. s~o menores que 
um e portanto o ponto fixo~ estável, estudemos então o caso onde os 
autovalores s~o complexos. Isto rest.ringe o par~met.ro "r" no in-
~ervalo e/2 < r < e9/2. 
Quando n = -1, r = e3/?, as raí?.es de 
"1.2 -..l + 2 
<3.&) s"ão: 
e neste ponto os autovalores complexoS ~êm módulo igual a um. Portan-
to, o ponto fixo é estável somente q1.1ando -1 < D < O ou quando 
e/2 < r < e3/2 • pois neste intervalo tem-se os autovalores complexos, 
em módulo, menores que um. 
No caso em que D = -1 ou r = e3/2 , acontece a blfurcaçâo 
• 
de ~opf. Este tipo de bifurcação é diferente das anteriormente meneio-
nadas. Quando os autovalores da funç'ão são conjugados çomplexos, e 
passam de valores menores (maiores) que um, para valores malores <me-
nores) que um, então a bifurcação de Hopf ocorre; e ocorre just.ament.e 
no ponto onde estes autovalores complexos tôm, em módulo, o valor um. 
Segundo EGO! J , quando o parâmetro ''r" é aument.ado além de 
e3 /2 = 10,042768 ... , espera-se encontrar um ciclo estável do período 
três. 
O padrão inicial de bifurcação que produz este ciclo de pe-
ríodo três, é interessante. Para o valor do paramet.ro "r" menor que 
8,95, existe um único ponto de equilíbrio {ou ponto fixo} atrator glo-
bal. No ponto r = 8.95 , por bifurcação tangente, é gerado um c1-
elo de período três, de tal forma que entre r = 8.95 e r :::: e3/2, 
tem-se o ponto fixo estável,at.rator, com uma certa vizinhança de atra-
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ç~o, um ciclo de período três também estável e atrator prattcamentP. 
global, e um ciclo de período três instável.Os pontos fora da regi~o 
de atraç'ão do ponto fixo PF , sâo todos atraídos para o ciclo está-
vel de período três. 
Após o valor r = e3/2, o ponto fixo torna-se instável e o 
único atrator é o ciclo de período três , que coro o valor crescente do 
parâmetro ''r", sofre uma btfurcaç'ão garfo, tornando-se inst-ável e ge-
rando um ciclo de período 3.2 = ó,. lniclalmente estável. Esse c1clo-G 
que aparece quando r = 14,0 por sua vez, sofrendo também a bifurca-
ç~o garfo, torna-se instável , dá origem a um ctclo de período 3.22, A 
assim por diante ciclos de períodos 3.2° ,n=3,4,5, ... v~o surgindo por 
bifurcação garfo, até que em r= 17~0 os ciclos tornam-se todos apA-
rlódlcos. Tal s1tuaçâo já fot caracterizada como sendo uma situaç~o 
caótica. 
Os motivos de aparecimento do ciclo de período trªs em 
r -= 8. 95 just.l f 1 cam-.se pe 1 a ocorrênc 1 a da b 1 fure ação t-angent-e, com 
)l.(z> < 1 e)\. <1> = +1 
Assim, as bifurcações que ocorrem no s1stema (3.3) podem 
ser classificadas em três tipos: 
. " (a) as bifurcações garfo. que dobram o período da órbit-a pe-
rlódica, e acontecem quando um dos autovalores é igual a -1. 
(b) as bifurcações tangenc1a1s que criam novos pont-os perió-
dtcos. Neste caso um dos autovalores é tgual a +1. 
(c) as bifurcações de Hopf, nas quats os autovalores são com-
plexos conjugados e em módulo têm valor +1. 
A sequênc1a que essas bifurcações ocorrem quando o par~metro 
nr" é variado, é mostrado na figura abaixo: para r = 8 1 95 a blfurcaç~o 
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(b) ocorre dando origem ao ciclo-3 estável e ao clclo-3 Instável. Para 
r > e3/2 o ctclo-3 estável pela btfurcaç~o (a) dá origem ao ctclo-6, 
e ass 1m sucess 1 v·amente pe 1 a b 1 furcaçiio (a) c l c los de per í ode 3. 2 n 
n=2,3 ... , vão surgindo, até que se atinja caos. A saída desse caos, 
ocorre através da bifurcação (b) seguida pela bifurcação (a) e pelo 
caos. Assim, para r > e3/2, tem-se regiões caracterizadas por ciclos 
de período K.2n <K =3,4;5 ... e n =1,2,3 ... >, e caos. Note que a faixa 
dos K. 2 n c i c 1 os decresce na med 1-da que K cresce. 
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FIG,3.1 
(GOIJ diz que para r > e3/2, espera-se encontrar um ciclo-3 
estável, que po:r blfurcaç_'i;io garfo, torna-se instável gerando um ct-
clo-6 1ntctalmente estável. Mas n~o se refere ao ciclo-3 tnsLável. Ob-
serve que pela FIG.3.1, após r = e3/2 apenas o ponto fixo é mostrado 
como i nstáve 1 . 
Façamos ent~o. a partir de agora, uma análise mais profunda 
desses fatos acima mencionados. Para isso, antes de mais nada torna-se 
necessário caracterizarmos o ciclo de período três. 
8& 
Prlmetramente podemos notar que a funç'ão Ftfx(n),y(n)J é si-
mét.r-lca, isto é, F1 [X(n),y(n)J = F1 [y(n),x{n)J e s~ supormos a 
existência de um ciclo de perfodo três, por (3.3), ele será da forma: 
<A,B>:----<C,A>-<B,C) -<A,B) (3.7) 
onde 
F1 <A,Bl = F1<B,Al = c 
Ft<C,A) = F1 <A,Cl = B (3.7)' 
F1 <B,CJ = F1<C,B1 = A 
Vejamos agora o que ocorre com o ponto <B,A>. De (3.3) 
(3.7}', tem-se: 
<B,Al -<C,Rl -<A,Cl -<R,Al (3.81 
_,. Portanto, o ponto CB,A) também gera um 'ciclo de per(odo 
t.rt'>s (ctclo-3). Supondo-se que o ciclo-3 gerado por (A,lU é (!Sttivel, 
então o ctclo-3 gerado por <B,A) também o é. Isto, é devld~,: ao fato 
que a estabilidade do ciclo-3 gerado por CA,R), é da mesma nature7a 
que a estabilidade do ciclo-3 gerado por (B,A), pois, tanto um como 
outro, têm a mesma equação característica, já que F1 [x(n),y(n)J é s1-
rnét-r1ca. 
Dessa forma, os dots ciclos s~o eetáveie, e existindo porém, 
apenas um único clclo-3 estável, entã·o (3.7) e (3.8) devem colnci-_ 
dlr-se. Sendo assim, podemos ter A = B ~ C = A ou C = B. 
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Escolhendo-se C = B • o ciclo deve ser da íorma: 
<A,Bl-<B,Al-<B,Bl-<A,Bl (3.9> 
Introduzindo-se agora um novo parâmetro u = A/B , ou A = uB, 
temos que~ 
F1<B,Bl =A= uB 
F1<B,Al = B 
De (3.3) tem-se que: 
F l ( B, A) = r< B+uB) exp [- O ( B+uB) J = B 
F1 <B,B) = r<2B) exp[- a (28) J = uB 
ou 
r(1+u) expE-d.B<l+u)J = 1 
2r exp<-20:B) = u 
De (3.10) vem que: 
e ass lm 
r<l+u) = exp[Ct.B<l+u)] 
B = 1 -,----,-.< 1 n 
a (u + 11 
r+ ln <1+u)) 
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(3.10) 
<3.11> 
(3.12) 
• 
De (3.11} 
·2r = u exp<2 (:(B) 
Logo 
B = 1 
2a 
{ ln 2 + ln r - ln u} 
De <3.12) e (3.13) temos que: 
B = -cc-"1'--ccc { ln r + ln <1+u)} 
a lu+ li 
= _1_ 
2a 
donde: 
T' = exp {<1+ul ln u + 2 In (1+u) 
I u-1.1 
Cln 2 + ln r- In u}· 
-<1+u)ln2} 
(3.131 
(3.14) 
Por outro lado, dtvldtndo-se (3.11) por <3.10) obtemos; 
B = 1n (u Cu+1) I 2J (3.15) 
alu-11 
E como A = uB 
A = u { 1 n u [(u+l) I 2J l 
a 1 u -li 
(3.15) 
. 
Agora, o mfnimo valor- que o parãmet:r:-o "r" assume para termos 
um ciclo de período três, é obtido de <3.14) , achando o valor de "u" 
que zera dr 
du 
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dr 
du 
exp< ... ) E _L 
( u -11 
<lnu+(l+u)+ 2 -ln2)]+ 
u (u +1 I 
+ ( - 1 ((l+u) In u + 2 ln (1+u) - O+u) In 2J) 
( u 112 
· O valor de "u" que zera dr 
du 
u. 2,45200108 •.. 
donde 
,.. • 8, 943808775 ... 
O par~metro 11 U" biologicame-nte é 1nterpretado como a capacl-
dade de suporte do meio ambiente, ou seja, ele vai na medida do possí-
vel, fazer com que o sistema est.ej a em torno de seu equil (brto, ev1-
t.ando dessa forma uma superpopulaç~o ou uma ext1nç~o da espécie. 
Os gráficos de r' u ' B 'u são mostrados na FIG.3.2 
Observe que para cada v a 1 or do parâmetro "r" tem-se 
dols valores do par§metro ••u", um ulll > 2,45200108 ... e um 
u(2) < 2.45200108 ... , cada um deles representando um ciclo de período 
três estável e instável, r-espectivamente. 
Assim também, para cada valor de "r" tem-se dois valores de 
"B": B > 9.93 ... ,representando o clclo-3 instável e B < 9,93 ... , r~-
presentando o c1clo-3 estável, FlG.3.3 
O gráfico r x B x u é mostrado na FIG.3.4 
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FIG 3.21 
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r 
10,04 
8,94 
I 
I 
I 
I 
I 
I 
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9,93 
FIG - 3.3 
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r 
B 
u 
FIG - 3 .4 
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Por [GOIJ , sabemos que no ponto r = 8,943808775 ... um ci-
clo de período t:ês é gerado por blfurcaç~o tangente. Isto s1gntfica 
que quando r> 8,943808775 ... devemos olhar para a funç~o que rela-
ciona a populaç~o em intervalos sucessivos de três gerações. 
Como de <3.3> , temos que: 
x(n+1) = F1 (x(n) ,y(n)) 
y(n+U = x(n) 
Então, 
x<n+2) = fl(x(n+1>,y<n+1)) = Fl<Fl<x<n>,y<n>.>,x<n)) 
yCn+2> = x<n+l> = F1 <x<n>,y<n)) 
E assim 3 
x<n+3) = F~<x<n+2),y(n+2)) = Fl<Fl<Fl<x(n),y(n)),x{n)),F1 <x<n),y(n))) 
y(n+3) = x(n+2) = F1 <F1 (x(n),y(n}},x(n)) 
Apenas por questão de notação, faremos: 
x(n+2) =F; (x(n),y(n)) 
x<n+3) = ~3 <x<n>,y<n)) 
com os índices superiores de F1 <x(n),y(n)) significando que a função 
relaciona a população em intervalos sucessivos de 2 ou 3 gerações, 
respectivamente. 
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AssIm, 
x(n+1) = F1 (x(n) ,y(n)) 
y<n+1> = x<n> 
x<n+2) = Ff <x<n>,y<n>> 
y(n+2) = F 1 Cx(n),y(n)) 
x<n+3) <x<nl ,y<nll 
y<n+3l (x(n) ,y(n)) 
(3.3) 
(3.17) 
Desta forma, a análise do ciclo-3 será feita através do estu-
do de (3.17) . Para lsto, basta 1 inearizar (3.17) em torno ·do seu 
ponto fixo, <x*,y*) = (B,B>. E como já sabemos que aste ciclo-3 surge 
quando r= 8.943808775 ... , por blfurcaç'ão tangente, ent~o um dos au-
tovalores de <3.17) deve ser em módulo igual a u~. Vejamos tal fato. 
= F1 <x,yl 
Para facilitar a notação, façamos antes, F1 < x < n) , y ( n} ) = 
Calculemos agora as derivadas parciais de F1 <x,y>. 
rexp(···l- a r(x +yl exp ( ··l 
F!(x,yl 
X+ y 
- a F1 t x. y l 
No ponto fixo <x*,y*) = (B,B) , temos Ft <B,B> =A. Ass1m: 
<l F, I 
o X PF 
a F, I 
d Y PF 
K ( 2 I 
9& 
• 
Por Outro lado, temos que: 
·E asstm: 
2 
F1lx,yl 
~{x.yl+ x 
Mas 
Portanto: 
= r [F1 (x,y> + xJ exp(- a[F1 (x,y> + x)} 
( 
<l F1 + 1 ) exp { ... ) + r exp { ... I -a Tx 2 -F1 tx.y)_ 
[Kt2l+l]f 8 
L (A+ Bl 
Tomando-se K(1) = B - CXB ,temos 
{A+ Bl 
21 Cl F, = 
d X IB,BI 
K(l} [K(2l+ 1] 
Agora, 
• 
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r .;JF! exp{.,) -ar [F1 1x,yl+x] exp( ... l ·J y 
FI (x,yl 
F1 ( x,y J+x 
donde, 
"~I a Y ts,sJ 
J F! 
a Y -a 
KI2JK(l) 
Calculemos agora as derivadas parciais de F (x,y).Temos que: 
Portanto, 
a Fl3 _ 
d X [
a F,' e F1] ) [ 2 J [J F,2 ;J F1] r ax +TX exp( ... -ra F1 1x.yl+F1 1x.y) expl ... l a;;+ ãY. 
=[;)Fi + ó F1] 
a x a x [ 
3 
Ftlx.yl 
FJ.21x,yl+ F, ( x,y) 
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·~··•· ... . 
)c 
Logo 
JF~I K. (11 { K(l1 [K(21+l] 
~(B,Bl 
Vejamos agora 
;)Fi 
; ~13 r [ ~ ~~ + ~ ~'] exp( p 1- r a [ F{(x,yl +F1 (x,y1] exp ( I 
I 
.. 
Assim: 
K(l1 [K(21 K(li+K(21] 
Em resumo, temos 
K ( 1 l B - aB ( 3.181 
(A +BI 
K ( 2 I A 
2 B 
- aA ( 3.19) 
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J F11 
d X 18,8}. 
21 a F, 
d X 18,8 I 
2 
a F1l 
<l y 18,81 
3 
a F' I a x 18.81 
3 
o F11 
o y 18,81 
J F11 
J y 18,81 
K t 2 I 
K{l) Kt2l 
13.23) 
K(ll [Kt2l Klll + Kt21] ( 3. 24) 
Asslro~ a equação caracterfstlca da matrlz jacob1ana da t~r-
celra geraç~o ~: 
31 a F, -" 
Ó X {B,Bl 
a Fi'l 
() y 18,81 
de! =o 
a FI I a. 18.81 
2 . 
d Fj I -" a Y 18,81 
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l 
r 
) 
• 1 
• 
I· 
I 
Resolvendo-se o determinante, obtém-se o seguinte polinômio 
,i t 
car-acter-fst1co: 
+ [ <l Fll a Fll a F ti J Fi! J _ 0 ãX (8,8) ay (8,81- ay (8,8) ~ (8,8) -
donde 
X 2 -XK<1l [!{(1)!{(2) + K<1l + 2K<2ll - K2 <1lK<2l = o (3.251 i 
Vejamos qual o valor de A e o valor de B 
~~ 
• quando • 
r ::: 8,943808775 ...• u::: 2,45200108 ... e 0: ::: 0,1 par a em seguI da. ~ 
t 
denotaremos 
f 
t 
I 
calcularmos os autovalores de (3.17). A partir de agora, 
(3~3) por F 1 <x,y) e (3.17) por F3(x,y). 
Temos de <3.15) que: 
B = 9.935021287 ... 
e como A = uB, 
A= 24,35313497 ... 
De (3.18) e (3.19) , temos 
KOl = -0,7039150815 ... 
e 
. !{(21 = -1,210312953 ... 
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E de <3.25)' 
"-.2 - " <1' 599705762) + o' 5997057619 = o 
com 
"-.<1)=+1 
e 
"-. <2> = 0,5997057&18 ... 
Desta forma, em r= 8,943808755 ... , u = 2,45200108 ... é gR-
rado um ciclo de período ~rês, e desde que }... (1) = +1, a bifurcaç'ão 
que ocorre é a bifurcação tangente. Para u -> 1 
• 
tem-se r = e3/2; A 
sendo A = B = 15 , K(l) = K(2) = -1. entâo "-.<!) = "-.<2) = +1. 
Por outro lado, tem-se também o ponto fixo estável para 
r= 8,943808755 ... , pois da equaç~o <3.5), D = -0,9420543571 ... , e de 
(3.6), 
-0,9420543571 ... j: I !,697277531 .. 
2 
sendo o módulo dos autoval~res igual a 0,9420543571 ... No caso onde 
r = e3/2 ,tem-se O = -1 e os autovalores complexos: 
I 
2 
+ 
têm módulo igual a um. 
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Portanto, p~r~ 8,943808755 ... < r < e3/2 tem-se: 
(a) O pon(o fixo x* ~ y* ~ ln (2r) de F1 <x,y) estável 
0,2 
quando -1 < D < -0,9420543582 ... poIs o módu 1 o dos autova l or·es com-
plexos é menor que um, ou seja, 0,9420543582 ... < I À (j)l < 1, 
j =- 1,?. 
(b) Um cicl<:1 trtple instável -quando u < 2,45200108 ... , pois 
um dos autovalores de F3(x,y) no ponto fixo CB,B) é, em valor ab-
solu~o, sempre mator que um. 
·(e) Um ciclo t.r1ple estável quando u > 2,45200108 ... , pois 
os autovalores de F 3 <~,y) em <B,Bl s'ão em valores absolutoH, sem-
pre menores que um. 
Quando r =- e3/? tem-se-u= 1, e os vãlores próprios de 
' F3 (x,y) em CB,B) para o ciclo-3 lnslável, são iguais a um. Entre-
tanto, como para r < e3/2 um dos autovalOres de F 3 (x,Y) é sempre 
mato!"' que um e continua maior que um quando r > e3/2 , podc-el2' dtzer-
enlão que nenhum tipo de btfurcaç~o ocor-r·e em r ;.. e 3/2 , par·a o c1-
clo-3 instável. Além disso, para todo r> e3/2 c u < 1, o ciclo-3 
instável exlst.e e n'ão se bifurca em nenhum ponto. 
Na verdade, o que ocorre em r = c3/2 é uma blíurcaçâo Hopí 
para F 1Cx,y) no ponto fixo x* = y* = ln {2rl,. isto é, para r= e3/2 
0,2 
(0 = -t} os autovalores de Fl(x,y} são complexos e em módulo, tquals 
a um. Como par-a r-> e3/2 oE: autovalores de Fl Cx,y) s~o, em valores 
absolutos, maiores que um, o ponto fixo torna-se instável e o ststema 
tem por·tanto, como atrator único, o ctclo-3 estável de F3<x,y}. 
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Além disso, em r = e3/2 <u = 1), há um "colapso" do ciclo-3 
instável de· F3(x,y) em um ponto. O que ocorre numa vizinhança destf~ 
ponto n~o está mUito claro. Pode-se ilustrar este fato, fazendo-se uma 
simulação numérica com preclsâo dupla, no PDP-10. 
Dado qualquer ponto inicial, (x(OJ ,y<OJ) , e tomando-se os 
valores: 
u<OJ = 1 + 
-n 1,2,3, ... 1.10 ' n = 
u<1+1)· = u(i) - 11 u' 1 = 0,1,2,3, ... 
1\U = 1. 10-n n =· 1,2,3, ... 
observa-se que: 
(a) para /1 u > 10-e , o ctclo-3 de F3<x,y) é ·instável, 
conf l r mando os resu l lados leór 1 c os. ( tabe 1 a 1) 
• 
(b) para f::. u :o 10 -e , o ciclo-3 ora é estável, ora é ins-
táve 1 . (tabela 2) 
(c) para f::. u < 10-8 , ''aparentemente" o ciclo-3 é está-
vel. <t.abe·la 3) 
Por outro lado, numa outra simulação numérica, tomando-se co-
mo (x(Q) ,y<O}) o pont.o fixo do Fl <x,y), isto é: 
e fazendo-se 
onde 
x<O> = y<O> - ln <?r> 
0,2 
x<OJ - x<OJ (1 + v(OJJ 
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v(O) 
-n = 1.10, n = 1,2,3 ... 
com o parâmetro r < e3/2 e próximo de e3f2 , obtém-se como único 
atrator o ponto fixo x(Q) = y<O> = l n ( 2r) Isto quer dizer quA os 
0,2 
pontos próximos de <x(O>,y<O>> est~o sendo atraídos por ele, e 
portanto, o ctclo-3 de F 3<x,y> é instável nessa região. <tabelas 
4,5,6) 
Diante disso, pode-se dizer então que, para r < e3/2 (u < 1) 
e multo próximo de e3/2 , tem-se uma região effi que as slmulaçôes nu-
mértcas fornecem resultados "estranhos"; o ciclo-3 aparentemente~ es-
tável, embora possa extst!r a possibilidade de erros computacionais 
devido ao arredondamento e a operações com números muito pequenos. 
Nest.a perspectiva, para r < e3f2 e multo próximo de e3 /2, 
deve-se considerar como resultados confiáveis somente aqueles onde 
• -a a u > 10 . Além disso, como fora des~a reg1~o o sistema apresenta-sA 
dentro do esperado, independente do !J. u escolhido, tem-se então que: 
(a) para r > e3/2 • o ponto fixo PF de pela 
bifurcaç~o Hopf, torna-se instável. 
(b) para r> 8,943808755 ... e 2,45200108 ... < u < 6 o c!-
clo-3 de F3(x,y) é estável, até que pela bifurcação gar-
fo~ torna-se instável dando origem ao ciclo-S. 
(c) para r> 8,943808755 ... e O< u < 2,45200108 ... o c!-
clo-3 de F3<x.y> é instável, não se bifurcando em ne-
nhum ponto. 
!05 
Graficamente: 
r 
I 
I E 
8,94 
- região onde e).iste 
a possibilidade do 
ciclo-3 ser estável 
2,45 lí u 
FIG 3.5 o) 
blf. garfo p/ F 3{ x, y) 
blf. tangente p/ F 3 { x,y) 
blf. hopf p/ F
11 x,y I ----- -------.,..---
---.:::,:;;~,.f...;;-;:;----- ------------.,..... --,..,.. ---.,..... -------
.,. ... , u:::::l ------
r=·e3;2 
u = 2.45 
r = 8,94 
FIG 3.5 -bl 
u = (J 
r;:;;; 14,0 
A forma <3.9) do ciclo-3, 
<A,Bl -<B.Al ~ <B,Bl -<A,Bl 
10& 
----Clclo-3 instável 
- dclo-3 estâvel 
á confirmada_ fazendo-se uma simulaç~o numérica para os valores do pa-
rãmentro r> 8.943808755 ... Por exemplo. para r= 11 e r= 13, ob-
tém-se: 
r = 11 
A ~ 40, 42&55&8733974&31 
B- 5,22&1%8?91&804&% 
B- 5,22&19&8291&804&% 
A- 40,42&55&8733974&31 
r = 13 
A- 4&,8722&&0975331&94 
B ~ 4,0&31735&044371838 
B- 4,0&31735&044371838 
A - 4&, 8722&&097&331&94 
E c6mo sabemos, por CGOIJ. que este ctclo-3 para r= 14, so-
frendo a bifurcação garfo torna-se instáv~l e gera um ciclo-5 inicial-
,mente estável, será interes~ante então caracterizarmos tal ciclo . 
• 
Se olharmos para a FIG.3.5-b), mais precisamente no seguinte: 
E c:, 
F 
' 
' CG \ 
' ' 
H::' 
H 
CG) 
H.-' 
FIG, 3.5 c) 
temos a lmpress~o de que o ciclo-b é da forma: 
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<E, H> --<G,E) ---<G,G) --<F,G) --<H, F> --<H,H>---<E,H> (3.26> 
Entretanto, de acordo com as simulações feitas, esse ciclo-& 
n'ão existe. 
• 
Por exemplo, para r = 14,G , tem-se: 
E - 4&. 531978&971853495 
G - 5,11544851234572004 
a·~ 4,30870998519305815 
F- 53,5181821015585172 
H'-- 2,57928970850107089 
H-- 2,97470859932182527 
E ~ 4&, 531978&971Bo3495 
Dessa forma, o ciclo-G que existe é: 
(E, H) ---<G, E> --<G' ,G) --<F ,G')-- <H', F>--- <H, H'> --<E, H> 
com G t- G' , H '/- H' mas G ;:::; G' e H ;::::::! H' .. 
(3. 27) 
Resta portanto, a p~rgunta: se da FIG.3.5-b) tinha~se a im-
press~o de que o ciclo-& era da forma <3.2G) , o que aconteceu então? 
A explicação desse fato está intimamente relacionada com o 
clclo-3, e com a maneira que ele dá origem ao ciclo-6. Veremos quq o 
ctclo-6 ocorre na forma <3.27>, devido a uma perturbação ou um deslo-
camento do ponto (B,B) do ciclo-3. 
Graficamente, tal deslocamento segundo a forma <3.27), é: 
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X:::: y 
( B,A l 
(B,Bl (A,Bl 
FIG 3.6 a} 
y x= Y 
1 
IB,Bl 
2 
X 
FIG 3.6 b} 
O ponto <B,B) do ctclo-3, bifurca-se em dois outros pontos 
dando origem ao ciclo-6. 
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Olhando para a FIG.3.5-c), tlnha-se a impressão quP. do ponto 
(B,B> do ctclo-3, surgissem dois novos pontos sobre a diagonal, pois 
os pontos "G" e "H" est.~o representando duas vezes o mesmo clclo. Por 
tsso, esperava-se que o ciclo-& fosse da forma (3.25). Mas, na reali-
dade, n~o é isso que Ocorre. E diante de tal fato, seria interessante 
perguntar·-se então, como seria um ciclo-6 da forma <3.2&>, ou seja, 
da forma: 
<E, Hl -<G,El ~<G ,Gl ~<F ,Gl -<ll, Fl-<H ,Hl -<E, Hl 
Pela FIG.3.5-c) pode-se supor que H < G < F < E e grafi-
camente teria-se: 
y x=y 
18,8) 
2 
FIG 3.6 c) 
Observe que no ciclo-3 tem-se apenas um ponto sobre a reta 
x = y <Ver FIG.3.G-a), no ciclo-ó da FIG.3.G-b) não existe nenhum 
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ponto sobre a diagonal, e no ciclo-& da FIG.3.6-ç) existem dois pontoR 
sobre a diagonal. Note também, que o ponto <B,B> do ciclo-3 desloca-
-se e os dois pontos que surgem, apesar de estarem muito próximos da 
diagonal, estão fora dela, e não podem dar origem ao ciclo-G na forma 
(3.26). Desta -forma, através de pequenas perturbações do ponto fl)m 
<B,B>, o·triângulo do ciclo-3 desdobra-se em dois de uma forma muito 
"suave", de acordo com o.cresc1ment.o do parãmetro "r", dando origem 
portanto, ao ciclo-S na forma (3.27) 
Antes de mostrarmos graficamente como esse desdobramento S<7 
comporta, veJamos mais sobre o nosso ciclo-3. 
Y IB,AI 
A -------------------
• 
8 ----------------- ----A'-:::--:-:----4 
:(8,8) J{A,Bl 
I I 
{ y I • X I) l I 
-----..---------- I I 
1 I I I 
1 l I I 
I I 1 I 
I I I I 
' ' I I I I 
1 1 I I 
1 I I I 
•. 
Yi 
I I I I 
-----~----------,(xl•Yt )! I 
1( Y I • )'I) : I 1
1 
' ' I l 1 l I 
1. 1 I l 
Yi 8 
FIG 3.7) 
Os eixos s~o x e y. Um ponto qualque~ (x<l> ,y{l)), "vai" 
em (r(x(l)+y(l)) exp(-a(x(l)+y(i))], x(l)) , que deve estar sobre a 
reta y<2> = x<l>. Particularmente* se o ponto <x<l),y(l)) "rç;-flete-
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-sen na reta y = x isto é, se (x(1) ,y(1)) "vai" em <y(l),x(l)), 
ent~o pode-se ter o ciclo-3, já que <yUJ,x<lJ) "deve ir" em 
(y(lJ,y(lJ). 
Isto é sempre verdadeiro, se for possível provar que 
rEx<ll+y(l)J expE-a<x(1J+y<1Jll = y<lJ => 
(3.28) 
' 
=> 2ry<U exp E-2ay<1Jl = x(l) 
ou seja, isto é sempre verdadeiro se for possível provar que 
(y(l) ,y(lJ) "volta" para <x<l),y(l)l. 
A tdéla é a seguinte: tendo A e ~. A # B e A > B, se o 
ponto <A,B} pela transformação; 
F<A,BJ = <r<A+Bl expE-a.<A+B)J , A J 
"vai" no ponto <B,A), isto é, 
F<A,Bl = <B,AJ 
então o ponto <B,Al pela transformação 
F<B,AJ = <r<B+AJ expE- a<B+A)J , B J 
"vai" no ponto (8,8) • Isto é, 
F<B,Al = <B,Bl 
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Resta agora saber, se o ponto (B,B> nvolta" para o ponto 
<A,B>, ou, _se o p~:mt.o <B,B>, pela transformação 
F<B,BJ = <2rB exp[-2 CXBJ , B J 
"volta" ·para o ponto <A,B>, donde 
• 
ent~o 
FCB,B) = CA,B> 
A 
8 
' ' , , 
' ' ' ' ' 
I8,AI 
', 
' ' ' 
[--~E~---:;'1 I A, 8 I --, .... ___ .... _..,. 
18.81 ? 
8 A 
Em outras palavras, é preciso mostrar que 
r(A+B) exp[- a CA+B) J = B. => 
=> 2rB exp<-2 aBJ = A 
Se F<A,BJ = <r<A+B) exp[- a IA+Bl J, AJ = <B,Al 
F<B,Al = (r(B+Al exp[-a <B+All, Bl = 
= (r(A+B) exp[- O(A+B)J, B) = <B,B) 
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Resta agora mostrar que F<B~B> = <A,B>. 
Os resultados computacionais mostram que o ponto <B,B), 
"volta" para o ponto <A,B> formando o ctclo-3 para uma série de valo-
res do par2matro "r" dentro de um intervalo determinado para qualquer 
que seja o ponto lntc.tal (x(Q),y(Q)) tomado. Entretanto, não foi 
encontrada 
<x<1> ,y<l)) 
uma justificativa analítica de que qualque~ ponto 
que tenha um comportamento como o descrito na FIG.3.7, 
cumpra (3.28), e forme assim, o ciClo-3. 
Agora • da mesma forma que o ciclo-3 desdobra-se dando oriq8m 
ao ciclo-ó, este, por sua vez, desdobra-se dando origem ao ciclo-12; e 
assim por diante, ciclos de período 3.2" (n = 3,4,5, ... ) v1o surgindo 
até que se atinja o caos. 
Para termos a idéia de como este desdobramento acontece. ve-
jamos alguns valores do par~met.ro "r'~ para os quais temos os ciclos 
3.2° e um caos, todos com seus respectivos gráficos. 
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• 
Clclo-3 
r= 11,0 r = 13,0 
40,42&5558733974531 46,8722&6097&331&94 
5,22619&8291&80469& 4,06317356044371838 
5,22619682916804595 4,0631735&044371838 
40,42555&8733974&31 4&,8722&&097&331&94 
Clclo-3 ou Clclo-6 
r = 14,0 
49,37&9998103518481 
3,&851357&704922070 
3,&851357&7049220&0 
49,37&9998103518432 
3,6851357&704922030 
3,68513576704922039 
49,37&9998103518481 
Ciclo-& 
r= 14,10 
(500.000 Iterações> 
49,&09&894810037341 
3,&518540718944529& 
3,&51854071894455&3 
49,&096894810037012 
3,&5185407189445459 
3,65!85407189446194 
49,509&894810037341 
1!5 
r = 14,10 (20.000 
49,&097285083721787 
3,&5184027300012141 
3,&5184&588&1024114 
49,&096505040173788 
3,&518&785300408332 
3,&5186154552410159 
49,60972840734&8&28 
.r; 14,20 
48,143&57851093492& 
4,2433105094&&3&2&1 
3,947975805&0377857 
51,2740244472043712 
3,!34292179189870&1 
3,34988937634951707 
48,143557851093492& 
iterações) 
r = 14,30 
47,5&5&258437039&14 
4,52298393050452878 
4,07285758458978123 
52,03&9439715039439 
2,934&5498590339&11 
3,2217230038044&371 
47,5&5&258437039&14 
Ciclo-& 
Clclo-12 
r = 14,70 
4&,28&&900145470417 
5,2794925&07&8281&& 
4,3&70831&129704733 
54,043&97187112&&03 
2,494953088317981&3 
2,91219457427819&14 
4&,28&&900145470417 
5,2794925&07&8281&4 
4,3&70831&129704732 
54,043&97187112&&04 
2,4949530883!798!&2 
2,91219457427819&14 
4&,28&&900145470417 
11& 
r = 14,&0 
4&,531978&971853495 
5,11&44851234572004 
4,30870998519305815 
53,&181821015&85172 
2,57928970850107089 
2,974708&9932182527 
46,531978&971853495 
r = 1&.0 
58,7853842492479883 
1,80071840137383&79 
2,2&58738721&877230 
43,325217873154&18& 
7,&3842850288518272 
4,98950470354192081 
57,1515597999389047 
1,989511848&0939840 
2,555907105572051& 
4&,1&245149071&1074 
' 5,9703&93&033000295 
4,54079154&5070&821 
58,7863842492479883 
41,0150730995456553 
9,96540253971241573 
5,29418214399011587 
56,3996349047430874 
2,19463414295534461 
2,84175930299904027 
51,7417106826532986 
3,95348486745497695 
3,60956647976385629 
60,3513269848153144 
1,81374878363612254 
2,10960162520784391 
45,0523113048835041 
7,17504252493665699 
4,7876378690479270 
61,4813228096800459 
1,49185411125497629 
1,97112515530100&86 
41,6393109437545109 
9,46372&39268901055 
5,24225441327017&51 
57,44735929544757&8 
2,01868452808620643 
2,643261542&7231094 
49,7222097575819198 
"= 17,0 
Caos 
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4,73467763734697778 
3,99455200018562787 
61,9896632092071960 
1,52837720867808091 
1,88274961382354456 
41,2290598957476&73 
9,83383858830523992 
5,25921445315418945 
56,7208923354803121 
2,14259153457248589 
2,77898534953077531 
51,1450185172022377 
v 
r = 11.0 
ciclo- 3 
118 
r = 13,0 
ciclo.- 3 
119 
' 
r = 14,0 
ciclo- 3 
~-----------------------
120 
r = 14,10 
cíclo- 3 ou cido- 6 
121 
r = 14,20 
ciclo-6 
122 
• 
r = 14,30 
ciclo- 6 
123 
/ 
r = 14,60 
· clclo-6 
124 
r = 16,0 
clclo-!2 
125 
' 
r - 17 - CAOS 
126 
No~e que, para r > 14,0 já n~o se sabe mais se ~ o 
ou o clclo-6 que aparece. Entretanto, olhando-se para os resu ll. a dos 
1'-· 
l' r 
obt.t dos pe 1 a s l mu 1 aç'ão num é r i c a, vê-se que scimente a parl i r desse pon- ~-
f to é que começamos a encontrar o ciclo-&. 
Assim~ até r = 14 o ponto <B,Bl do ciclo-3 "volta" para 0 f 
~ 
ponto ~A,B> , mas a partir deste valor, isto já não ocorre mais, pois 
(( ,, 
o ponto <B,Bl começa a deslocar-se. Graficamente, tal ' deslocamento é 
mostrado na figura abaixo. O ponto 
' 
(B,B), __ que até r = 14 vinha sendo 
' representado pela linha espessa, ao aproximar-se de r= 14,104428 ... ' ! 
começa a bl:furcar-se de forma "suave", e para represent.ar esta bifur-
caç~o graficamente r foi necessárt a uma razoável ampl1 aç'ão. Assim, com ; 
' 
E 
I 
I 
G yl 
H' .i I 
G' I 
. I 
H...,' 
fica fác\1 ver que o ciclo-& da forma (3.26), n~o pode ocorrer. 
Por out.ro lado, do polinômio carac~erís~ico de F 3 <x,y): 
}..
2 
-·}.. K<ll lK<1lK<2l + K<ll + 2K<2ll - K2 <llK(2l ~ O 
temos que para r= 14,104428939&39101 ... , os autovalores próprios de 
F3(:x,y) s'5o: 
}..(1)~-1,0 
}.. (2) ~ 0,1&1291&8GOG788392 ... 
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Is~o quer dizer que neste ponto ocorre a blfurcaç~o garfo pa-
r a f3(xfy) , pois para valores de r< 14,104428939&39101 ... , temos 
os valores próprios de F3(x,y>: 
f...<U > -1,0 
0,16129168606788392 ... < f...<2l < 1,0 
e parawvalores de r> 14,104428939539101 ... , os valores próprios de 
F3(x,y) s'ão: 
"-o> < -1.0 
o< f...<2) < 0,16129168606788392 ... 
Portanto, o ciclo-3 estável torna-se inst.ável. após 
r= 14,104428939639101 ... e quando r= 14,0 o ciclo-& começa a aur-
gi r de forma mui to "suave", E, devi do a esse jeito "suave'' quB o c!-
clo-3 vai se desdobrando, é que a forma (3.2&) do ciclo-& n~o ~xtstA. 
• Desta forma, o gráfico da FlG.3.5-b), fica: 
bif.garfop/ F3 {x,y) 
bif. tangente p/ F3( x,y) 
.............. 
',, blf. hopf p/ F'(x,y) ----
. ... ............................ _r ... ,...-- ... ---------
~--... ~~~~~--------------- --,.,. -------
,..,.. u = 1 -----
"' r- d - 2 
-- ---- ciclo-3 instável 
_cido-3 estável 
u = 2.45 
r = 8,94 
u = G' :Z I 3,593024 
r ~ 14. 104428 
FIG 38) 
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E o ctclo-6, que surge do ciclo-3 estável de F3<x,y) , por 
blfurcaç~o garfo, fica assim earactRrlzado. 
Vejamos agora como se comporta o nosso ciclo-3 instável. 
Sabemos que ele existe para todo r > $3/2 , u < 1 , e n~o ~A 
bifurca em nenhum ponto. Mas será que, em algum ponto dentro do inter-
valo e3(2 <r< 14,104428939&39101 ... , ou talvez no Ponto de bifurca-· 
çâo do ciclo-3 estável, o ciclo-3 instável coincidirá com o estável? 
Em primeiro lugar, tem-se que, para r> 8,943808755 ... , 0 
valor de "u" cresce para o ciclo-3 est.ável (u > 2,45200108 ... ) e de-
cresce para o ciclo-3 instável (u < 2,45200108 ... ). Já SB sabe também 
que para r= 14,104428939&39101 ... (u = 13,593024155815324 ... ) o ci-
clo-3 estável sofrendo a bifurcaç~o garfo, torna-se instável. Por ou-
tPo lado, sabe-se também que para um mesmo valor do parãmetro "r", 
existem dols valores dos parãmet.ros: "u" e "B". E como A = u B, 
tem-se também dois valores de "A", para um mesmo valor de "r". 
Com isso, e pelas simulações numéricas, detP.rmina-sA em 
r= 14,104428939&39101 ... ,que• 
1~) Para o ctclo-3 estável de F3 <x.y) quando 
u(l) = 13,5930241bb815324 ... ,tem-se 
A(!)= 49,519928222059547 ... 
B<ll = 3,55039552789015&5 ... 
22) Para o ciclo-3 instável de F3 <x,y) quando 
u<2J = 0,389095 ... , tem-se 
A(2J = 8,3335739409322251 .. . 
B<2l • 21,417838579325579 .. . 
Com estes res~ltados, verifica-se que o ctclo-3 instável n~o 
corta o estável no ponto de bifurcação deste último. 
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De forma gráfica, isso pode ser ilustrado como abaixo: 
<-----------1 A { l! 
. -------~ .. -----
B(ZJ 
--
""~-~­------ ------- A(2) 
t---------18{1 J 
u=l 
r= ~J 
' 
11 = 13.~93024 
r= l4,f04428 
Agora, sendo A = u B , será que existe algum valor dA "r,, 
com r E (e3f2 14,104428 ... ) no qual os ciclos se coincidem.? ls-
to quer dizer que, se o ciclo-3 estável Rstá dAfinido por Ae = ue Be, 
e o ciclo-3 instável por A i= ui Bi ent~o para os ciclos coincidi-
rem-se devemos ter: 
(3.29) 
11 ) ou ou 
ou 
Entre-tanto, note que no ciclo-3 estávBl o mo.=mor valor f:;AmprA 
B o duplo Be e no instável, após Hopf, o maior valor 8 o duplo Bi 
e se existe a intersecç~o dos ciclos quando r € (B3/2 14,104428 ... ) 
devemos ter que: 
Be = Á ou 
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I 
ou seja, se os ciclos se cortam, tst.o ocorre ou na parte de baixo ot 
na parte de clma: porém n~o nas duas <vBr FIG.3.8). Aaslm, 
sendo, A 
=> B i # A e 
=> 
Para provarmos este fato, suponhamos que: 
=> 
= u B ent'i;'ío: 
A; = Uj B; 
A e = ue Be 
Asslm, 
A; = Be = ~~ B; => ·Bí - .l 
Uj 
" 
A, = Ue Be = B; = l.. R, => Ui 
Donde 
Be 
l Be => 1 u, = Ue = 
Ui u· I 
Dessa forma a condição (3.29) resumq-se em: 
li) Ue = 1 
ui 
E isto acontece se e somente se u 1 = u 6 = 1. 
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B e. 
A, = l R, 
u; 
(3.23) 
CO l 
C<2l 
Provemos lal fato. 
Primeiro tem-se de (3.14>, que: 
r = exp { (!+ul 
Tomando-se: 
ln u + 2 ln (1+u) 
( u- 1) 
2 ln (l+u) 
{ u -1) 
- (!+ul ln 2 }· 
- (!+ul ln 2} 
= [- (u+! l 1 n u + 2 u ln Cu+1) 
( 1- u} 
- 2 u 1 n u - (u+! l 1 n 2l 
Para que se cumpra (1) de (3.29)', é necessário se f2zer 
C(i) ~ C<2> . Obtém-se assim: 
<t+u) ln- (1+u) - Cl+u> ln 2 - u ln u .::.. O 
Fazendo-se enl~o~ 
F(u) .:;;:: (l+u) ln ((1+u>I2J - u ln u "'O 
graficamente tem-se: 
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-In l 
2 
• 
e 
F ( u l 
Portanto, a função F(u) é tal que: 
F<ul < O • se u f. 1 
F<ul = O ~ se u = 1 
Assim, F(u) = O <=> u = 1 
Conclui-se então. que o ciclo instável nâo intercepta o está-
vel quando r6(e3/2, 14,1044.' .. ). Quando u = 1, tem-sP- Ai= 9j 
Isto quer dizer que, se u = 1 <r = e3/2) há um colapso do c1clo-3 
instável de F3<x.y> em um só ponto. 
Por outro 1 ado-, o f ato a c i ma é pare i a 1 mente confirmado na 
prática,. analisando-se todos os valores de "A" e de "B" obtidos pBla 
s1mulaçâo numérico; verifica-se que o ciclo-3 instável não corta o es-
tável em nenhum ponto quando r € (e3/2 • 14,1044 ... ). 
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!< 
' 
i 
~~, 
' 
Assim, na reglâo 8,943808755 ... < r <14,104428939&39101. 
tanto o c1clo-3 instável como o estável ficam caracterizados. 
Agora, para r> 14,104428939639101 .. surg~ o clclo-6 quA, 
sendo inicialmente estável, também por bifurcação garfo, tornar-se-á 
instável dando origem ao ctclo-12. Este, por sua vez, irá surgir d~ 
forma "SuayeY, ou seja, pode-se dizer que a partir de r.::: 14,70 já 
n~o se sabe mais se é o ciclo-G ou o ciclo-12 que ocorre. E ~ssR ci-, 
clo-12, que inicialmente é estável, também_ por bifurcaç'ão garfo, to r-
nar-:se-á instável dando origem ao ciclo-24. E o fenômAno 88 rApAt8, 
~mbora se note que o i nterva 1 o onde os c! c 1 os-3. 2n -{n -- 0,1,2, ... ) 
oxiste, vai diminuindo com o crescimento dq parSmetro "r" at4 qu0, pa-
ra r= 17,0 , os ciclos s~o totalmente apertódicos, e pode-se dizer 
ent~o. que s8 tem um caos. 
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TABELA 1 
u<Ol = 1,000000001 ~u = 0,0000001 
u l I l )>. lll )>.(2} 
0,999999901 1,0000000589285518 0,99999997553485849 
0,999999801 1,0000001201827401 0,99999995311997944 
0,99999-9701 1,0000001810500938 0,99~99993019390234 
0,999999&01 1,0000002418172224 0,99999990714700275 
0,999999501 1,0000003025522045 0,999999884045225&7 
0,999999401 1,0000003&32&407&4 0,9999998&092107&75 
0,999999301 1,0000004239&73247 0,9999998377813250& 
0,999999201 1,000000484&&42051 0,99999981453214255 
0,999999101 1,0000005453555097 0,99999979147&49108 
0,999999001 1,0000005000447279 0,99999975831709528 
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TABELA 2 
u(O) = 1,0000000001 1'. u = 0,00000001 
u { I ) À 11) À 12) 
0,9999999901 0,99999997710472722 
0,9999999801 1,0000000055411934 0,999Y99988599955&8 
0,9999999701 1,0000000141118330 0,99999998830225477 
I 
0,999999%01 1,0000000212558901 0;99999998709754510 
! 
' I 
' I 
0,9999999501 1,0000000279507521 0,9999999854&549189 
0,9999999401 1,0000000344282395 0,99999998353912840 
0,9999999301 1,0000000408008147 0,999999981&4899938 
0,9999999201 1,0000000470552215 0,99999997959734455 
0,9999999101 1,0000000532909750 0,99999997749253170 
0,9999999001 1,0000000594885550 0,99999997533903785 
13& 
_t?-r::• 
I'! 
~ 1--~ 
ff 
~ 
~
1! 
' 
" 
TABELA 3 
u(Ol = 1,0000000001 A u = O, 000000001 
u ( i ) 1"-tiJI (i=l,Zl 
0,9999999991 0,99999970758592033 
0,9999999981 0,99999985222033274 
0,9999999971 0,99999991041529015 
.. 0,999999996.1 0,99999993405495860 
0,9999999951 0,99999994815728784 
0,9999999941 0,99999995759371371 
0,9999999931 0,99999995437453731 
0,9999999921 0,99999995957395014 
0,9999999911 0,99999997370809818 
0,9999999901 0,99999997711704770 
).37 
TABELA 4 
r = 10,0 
v<Ol = 0,0001 
~F estável 
• ctclo-3 instável 
14. 9·78&ól3&77ó99 
14,9785ó13ó77ó99 
14 .• 978&513677&99 
14,978&&13&77&99 
14,978&513577599 
TABELA 5 
r = 10,04-
v<Ol = 0,0001 
PF estável 
ctclo-3 instável 
14,998&214741117 
14,9985214741117 
14,9985214741117 
14,9985214741117 
14,9985214741117 
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TABELA ó 
r = 11,0 
v<Ol = 0,0001 
PF tnst.ável 
ciclo-3 est~vel 
40,42ó55ó8733974ó31 
5,22S19&8291G80459ó 
5,22ó19ó8291G80459S 
40,4255558733974&31 
r 
I 
I 
f 
I 
I 
PARTF. I I I 
' CAPITULO IV 
No primeiro capí~ulo, f~z.-se uma d!sCre~Jzação do modelo con-
lfnuo de Verhulst cujn an~lise teye como pressuposto básico o cresci-
mQnt-o de \lm~ única espécie isolada no sistema ecológico. Entretanto, 
mesmo dentro de todas as considerações, os resultados obtidos por esta 
análise discreta através do Método de Euler, não se assemelham aos re-
sultados esperados baseando-se no modelo contínuo. 
Consequentement.E!. a pr;::Jposta doste capítulo é uma <má liso 
crítica dos modelos populacionais discretos correntemente cttados na 
1 tt.erat.ura, propondo alt..er·nat.lva de discr·ettzaç8o, cujo comporlament..o 
tonha uma semelhança maior ao comportamento do modelo contínuo de 
Verhulst <Mod.C.V.). 
Antes de 1 n l c i ar mos ta 1 di scret. 1 zad<~:o. convém lembrar que o 
modelo cont(nuo de Vorhulst 
• A y - B y2 - y IA - B yl 14. I I 
com A , B > O , tem como soluç~o. 
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A/B 
y<t> = 
1 -At -~ 
c 
G 
y! O I 
= 
y!OI-A/B 
onde A.,B € !R s~o biologicamente in~erpretados como: 
A = taxa de crescimento da espécie 
B = taxa de competição intra-específica 
A/B = capacidade de suporte do meto 
e na sua discretizaçãq pelo Método de Euler <Met.E.) , obteve-se: 
...... · 
y 
y( n+ I I 
y(n I 
y<n+1l = <A + 1l y<nl [1 - B --"-
!A+ lI 
y(nl l (4.2) 
Geomet.r 1 camente, o M.et. E. é _just. i f 1 c a do dà segu 1 ntB forma: 
\( n I 
I 
~ I ------; 
At I 
I 
I 
I 
I 
I 
I 
t ( n+ I I t 
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A discrettzaç~o pelo Met.E., caracteriza-se em 8ncontrar ~s 
soluções por aproximações, através da informação inicial a rBsp~lto da 
soluç~o num único perito, y = y<n>, e a partir daí, recurslvam~nte, ob-
tAr a soluç~o nO ponto seguinte y = y<n+l). 
De uma forma geral, a soluç~o numérica obtida pelo Met.E. é 
a seguin~e: a equação dlfArencial dá a inclinação da curva Am qu.alquA~ 
ponto como funç~o de y e t. De início, conhecemos apenas o ponto 
(t(O),y(Q)). Calcula-se então a lnclinaç~o da curva em (t(O),y(Q)) 8, 
através de um incremento ~ t, prossegue-se ao longo 9a tangente a 
curva em <t<O),y(O)). No novo ponto t(1) = t(O) + 8 t, pela inclina-
ç~o da tangente, obtida da equação diferencial, chega-se a um novo va-
lorde y = y<l). Continuando, obtém-se uma sequªncia de pequenos RBg-
mentes de reta que, espera-se, aproxime-se com suficiente precisão da 
curva. que é a soluç~o. 
Supondo-se que a solução da equaçâo diferencial no ponto 
t = t(n) seja y(n), pode-se traçar a reta com incllnaçâo: 
dy I 
dt t.:::t{rd 
= F<t,yl 
que passa através do ponto <t<n),y(n)). Esta re~a é representada por 
tg f!l 
O Het.E., faZ! 
ylntl) -y( n) 
lln+ll-t(n) 
dy 
"" di íncllnação de dl 
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E faz-se então, y(n+l) ser o ponto onde a reta 
cepta a ordenada levantada em t = t(n+1) :::: t(n) + D. t. O 
d 1 lntA-r-
Met.E. usa 
a inclinação no ponto <t<nJ ,y(nJ J para obter _o valor dE!' y<n+l). 
Uma outra forma de se fazer a dlscre~ização, pode ser i 1 us-
trada como na figura abaixo e, que a partir de agora, :::u:~rá dR-nom1nado 
Método 2 (Met.2J, 
y 
d, 
ttn l t( n+2 l H n+l) t 
Supondo-se que a soluç~o inicial no ponto t = t(n) seja 
y<n>, e que o ponto inicial y<n+l> seja conhecldo, podemos 8nt'ão 
traçar uma reta dr ,com a inclinaç~o da ·tangente atravlás de 
(t(n),y(n)), e uma outra reta d2 • com a tncllnação da tang~ntP. atra-
vés de <t<n+l),y<n+l)). A média destas inclinações ou tangentes, est;á; 
mais perto da direção <t<nJ,y<nJJ -> <t(n+l>,y<n+l)) , denotada por 
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'l ,, 
d 0 ~ do que a ta-ngent-e no ponto <t<n> ,y{n)), denotada por d 1 Nesta 
att.uaç'ão, pode-se esperar soluções mais precisas do que no Met..E. ,pois 
este último faz as inclinações de do e de d1 serem iguais; e gra-
ftcamente pode-se ver que, do aproxima-se mai-s de d 3 do que de ct 1 . 
Neste método, usa-se a média das inclinações das dArivadas 
nos pont:os (t(n),y(n)) e <t<n+l),y(n+l)) para aproximar a diferen-
ça y ln+ll- y(n) 
ttn+l )- t( n) 
, à sqluçâo, ou seja: 
yln+ll-y(n) 
t(n+l)-t(n) 
tg Çii "'- d(n+l}-d(n) 
2 2 
[F ( t ( n + l ),y(n+lllt FI !In), y(n )) J 
• 
do-se 
dondP. 
Analogamente ao Met.E., aqui, a normalização é fett,a toman-
8 t. = 1 . E a d 1 scret 1 zaç'ão de (.4. 1) pe 1 o Met. 2 Á: 
y<n+l) - y<n> = 1 
2 
+ F<x<n+l>,y<n+l))} 
= ~ {y<n> (A- B yCn)J + y(n+l) CA- B yCn+l)J}-
1 
2 
A y<nJ - __!_ B 
2 
+ 1 A y(n+l) 
2 
y 2 <n+lJ - <A - 2J y<n+ll + y 2<nJ - <A + 2} y<n> = o 
B 
- 1 
2 
(4.3) 
Agora, se considerarmos ~ (1) e fJ (2) como sendo as raízes 
de <4.3) , então 
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I, 
I 
I 
I 
'' I 
" 
<A 2> = fl<ll + fl<2l 
8 
y2(n) - <A+ 2l y(n) = 
8 
fl (!) fl<2> 
Será conveniente ressaltar-se aqui que, toda noRsa 
( 4. 4) 
análise 
ainda é realizada dentro de um contexto que envolve o crescimento po-
pulacional de uma única espécie ".lsol:3da" no sistema ecológico. 
assim, y(n) y<n+l) s~o o tamanho da populaçâo na g~raçâo "n" 
"n+l", r-espectivamente. Além disso, por tratar-sfõ' de um modAlo dn po-
pulaçâo onde n~o se considera a geraç~o espon~~nea da @spéci8, não po-
demos ter yCt<O)) =O, pois se isto acontece, a população para todo 
instante "t" ruturo, também será nula. Mais ainda, os tamanhos popula-
c1onats devem ser nâo negativos na geração considerada. 
Agora, as soluções de <4.3). fl (1), p (2), expr8ssando em 
prlncfplo o tamanho da população na geração "n+l", dB-vAm s8'r postt!-
vas. Entretanto~ sob o ponto de vista biológico, não ~ viávP.l o caso 
onde fl <1) ' fl<2l. ambas positivas. Se tal fato ocorrASSA, Antão 
a nossa espécie, que é única, teria dois tamanhos distintos da sua po-
pulação numa mesma geraç~o, e o nosso modelo n~o sP.rla portanto, 
termtn(stico. Desta forma, o tamanho da população numa geraçâo consi-
derada, deve ser único. Para isto, é nec""'ssárto qu" o produto 
fl (1) fl (2) seja, por sua vez, nega+~ 1 vo. Fazendo-se ent.âo, 
fl ( 1> fl ( 2) < o. uma raiz será negativa, e teremos como solução úntca 
para as iterações, a raiz positiva. 
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Impondo-se a condlç~o !-i(! l !-i (2) < O , l-em-se de 
quo; 
y(hl < <A + 2) 
B 
Vejamos primeiro o que acontece com a rGstriç~o (4.5). 
O dlscrlmtnanle de (4.3> é: 
A= (A - 7>2 - 4 Cy 2 (n) - CA + 2) y(n)J 
82 B. 
e.como y(n) <<A ~ 21 , tem-se que: 
8 
Portanto, 
H<y(n)) • [y2(n)- <A+ 2l y<n>J <O 
B 
A - CA- ?l2 - 4 H(y(n}) >O 
s• 
E como A > O, as r a (zes de ( 4. 3) são sempre rea 1 s, 
uma negativa, e a outra positiva. 
Resumindo, temos quq, se: 
y(nl <. <A + 2) • ent~o 
B 
1-i (!) !-!<2) <o 
(4.4) 
(1.5) 
sendo 
com ambas as raízes reats. E sendo estas raízes, uma positiva e a ou-
tra negativa, pode-se garantir então a unicidade e a positividade da 
soluç'ão y<n+l) , enquanto seja cumprido O < y(n} < <A + 2). 
B 
Resta agora sabermos se y<n) < (A~2) garante a unicidade e 
B 
a positlvid~de de todos os y<n+i), 1>1. Para isto, é necessário que: 
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o < y<nl < <A+ 2l => O < y(n+ll < <A + 2l 
B B 
De (4.3~, vem que: 
2l + v <A ~/)2 - 4 [y2(nl - <A; 2l y<nll } 
e desde que· 
[y2(nl - <A + 2l y(nll < O , 
B 
tem-se que: 
<A - 2l < 
B 
2 - 2) -
s2 
e portanto y<n+1} é sempre positivo. 
Analisando: 
4 ( y2 ( n} - (A + 2) y ( n) J 
8 
(4.8) 
(4,9) 
Q(y(n)) = <A- 2>2 - 4 [y2(nl - <A+ 2l y(nll (4 .10) 
s2 s 
tem-se que o seu valor máximo está em: 
ou 
G'<y<n>> =- 2 y<n> + <A+ 2> =O 
B 
y(nl = <A + 2l 
28 
!46 
lmpor: 
• 
Agora, o valor que ela assume neste ponto 4: 
G [(A + 2ll ~ 
28 
Disto, t.em-se em (4.9) que: 
y(n+ll < ~ {<A ; 2) + 1.. v. 2 
B 
PaPa garantir que y<n+U seja menor que <A + 2) , devElmos 
8 
~ { 
ou 
<A -
B 
<A + 2> 
8 
<A - 2l + v 2 <A 2 · + 4) < < 2A + 4) 
Assim ,tem-se: 
Disto, 
A2 - 12 A - 28 < O 
Finalmente, a condição: 
A < 2 garante 
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y<n+l) < <A + 2) 
8 
Analogamente ê\OE'l modelos anteriores, a análise do comporta-
mente local do modolo <4.3) deve ser feita através da lineartzação 
deste, em t..orno dos seus pont..o~ fixo:?:. Tais pontos, como .i~ sabemos, 
s'ão detex~m 1 nados por : 
y(n+l) = y(n) = Y* 
Asstm, 
y•<O) = o 
y*O l = A/B . 
s'ão os pontos f 1 xor; de ( 4. 3) com O ( A < 2 c B > O. 
Entretanto, linearl?.ar e analt~ar o modelo (4.3) da mesma 
forma que analisamos o modelo (4.2), n~o est~ dentro dos propósitos 
destE!' capítulo. O que podemos most.rar aqui 6 que, fazendo-se a discre-
ltzaç~o de C4.3) pelo método descrito (Met..2), n~o se tem bifurca-
ção. Isto pode ser visto, analisando-se dy(n+ll 
dy ( n I 
nos pontos fixos 
De (4.3) tem-se: 
y(n+l) 
Asstm, 
dy ( n + l ) 
dy{nl 
l 
4~ 
4 y 2 < n l + 4 <A ; 2 l y < n l ~ 
[- 8 y(nl + 4 <A ; 2lJ 
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E nos pon~os fixos y*(O) e y*(1) tem-se: 
dy(n;-1)1 · 
dy(n) y(nJ~O 
e 
dy(n;-1) 
dy ( n ) 
Portanto: 
_y*<Ol ~O 
y~< 1l • A/B 
E desde que: 
A + 2 
A -2 
-:A+ 2 
A+2 
é instável para 
é estável para· 
O < A < 2 
O < A < 2 
o < dy(n;-1) I < 1 
dy(n) ylnl~A1 8 
n~o existe nenhum tipo de bifurcação para o modelo de Verhulst discre-
to, quando a sua dtscrelização é feita pelo Met.2, assim como também 
n~o existe nenhum tipo de bifurcaç~o no modelo de Verhuslt contínuo. 
Por outro, o modelo assim d1scret1zado apresenta uma semelhança maior 
ao seu análogo contínuo, do que quando esta discrettzação é feita pelo 
Met.E. 
Isto é mostr·ado a seguir, fazendo-se uma simulação numérica 
para os três modelos: (4.1), <4.21 e (4.3). 
149 
1~) 
l!od.C.V. 
t.=5 ,o &22,8739 
t.=5. 1 &91,3559 
7&2,0404 
' 
t.=5,3 833,9756 
t=5,4 90&,1421 
t=5,5 977. 5•!44 
t=5,& 1047,074 
A= 1,7 
B = 0,001 
y(O) = 0,2 
Het.2 
&24,2813 
&92,7471 
7&3,3848 
835,2481 
907,322 
978,581 
1048,043 
ll<>t. E. 
40&, 5117 
459,0935 
~16,0625 
577,1&11 
&41,%7 
709,889 
780,17& 
A discretização fetta pelo Met.2 pode algumas vezes 1 levar 
o slstema a que se está discrettzando, a caminhos de complexa 
ç'ão. 
Como ~xemplo, consideremos o modelo con-tfnuo dE?' 
r<>so 1 u- I 
Lotka 
-Vol terra. 
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dx X G 1 <x,y) ~ X (al + b 1 x + çl yl 
dt 
(4,9) 
dy y G2Cx,yl ~ y Caz + C2X + b2y) 
dt 
onde 
a; ~ taxa de crescimento da espécie 
b; ~ taxa de competiç~o intra-especfflca (l = 1, 2> 
Cj ~ taxa de competição- 1nt.er~específtca 
Na dlscretlzaç'ão pelo Met.E., com f:, t = 1 ,obtf?VA-Si":':. 
x<n+1) = x<n> (1 + Gl<x<n>,y<n>>J 
• (4.10) 
y<n+1) = y<n> [1 + G2 Cx\n),y(n))J 
com .o significado ecológico de Gi. (1=1,2> , mantendo-se análogo ao 
do modelo (4.9). 
Na discretização pelo Met.2, normalizando-se, com passo 
t::. t = 1 , obtém-se: 
x<n+l) - x<n> = l [x(n) Gl<x<n>,y<n>> + xCn+l) G1 <x<n+1J,y<n+l)JJ 2 
(4.11) 
yCn+l)- y(n) = ~ [y(n) G2CxCnl,yCn)) + yCn+1) Gz<x<n+1),y<n+1))] 
E assim, 
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f0 
I 
(f\ 
1: 
' 
donde 
com 
x<n+l) - x(n) 
y(n+!l - y(nl 
= .1. x(n) 
2 
G (x(n),y(n)) + 1 x:(n+1) Gt(x(n+l),y(n+i)) 
2 
=· ..l y(n) G (x(n) ,y(n)) 
2 
+~ y(n+1) G2<x<n+1),y(n+1)) 
2 
x<n+1) [2- G1 (x(n.-tl),y(n+l))) x(n) (2 + G1 (x(n) ,y{n))) =O 
(4.12) 
y<n+t) [2- Gz<x<n+\),y(n+\))J y<n) [2 + Gz<x<n>,y<n>>J =O 
9e G (X, y) = a 2. + Cz X + b 2 Y 
Dada a sua complexidade, a análise de (4.12}, nâo será de-
senvolv1da nesta dissertação. 
Apenas pode-se dizer que, como na discPe'liz:ação do modelo 
contínuo de Verhust pelo Met.2 obtém-se resultados cuja semelhança é 
mator aos resultados contínuos, assim também à modelo discreto de 
Lotka-Volt.erra obt.ldo pelo Met.2, talvez forneça resultados cuJo com-
portamento é ma 1 s se mel h ante aci compor·t.amcnt.o de seu an á 1 ogo contínuo. 
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Os modelos discreLos que foram apresentados nesta dissertaçâo 
s~o. sem dúvida, interessantes no que diz respeito à matemática neles 
envolvida. Apesar de n~o terem sldo ajustados com sucesso, a dados 
reats, existem semelhanças entre eles e os seus prot6ttpos reais. Tais 
semelhanças devem-se ao fato de que estes protótipos possuem a carac-
teríst1ca de flutuações populacionais que s~o expressas, nestes mede-
los matemáticos discretos, sob a forma das bifurcações que neles ocor-
rem, perto do que seria o ponto de equtlfbr1o da populaç~o. Pelo fato 
destas bifurcações acontecerem nos modelos discretos e não nos seus 
análogos contínuos, parece que o comportamento real das populações 
ecológicas é em tempo discreto. Dessa forma, é justo dizer ent~o. que 
a mat.emát.t c a d l screta é bem ma 1 s apropr 1 a da n·o estudo da Eco l og 1 a e as 
equações de diferenças s~o portanto, bem mais adequadas como modeles 
popul a c 1 o na 1 s do· que as equações di ferenc 1 a 1 s. 
Por outro lado, n~o deve ser minlmlzada a lmportãncla de se 
descrever os sistemas ecológicos na linguagem matemática e, muito em-
bora a Ecologia Matemática venha sendo "esmagada" pelo interesse do 
ststema há quase duzentos anos, deve-se ressaltar que ela n~o pode 
exlstlr independentemente do contexto social, econômico e político do 
qual deriva e que até hoje se encontra. 
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Este "esmagamento" é senttdo,por exemplo, no controle btol6-
gl co de pragas da l .avoura onde os defens 1 vos agr (colas s~o os esc o 1 h 1-
dos, por oferecerem resultados que até certo ponto e a curto prazo, 
são eflcientes, mas que no decorrer do tempo têm se mostrado mais per-
niciosos que benéficos. Neste trabalho, este problema f01 encontrado 
ao se tentar, com dados populacionais do bicudo do algodão CPIJ, uma 
aplicaç~o prática do modelo s1mpl1f1cado de Leslie. Estes dados fica-
ram inválidos, no momento em que havia neles~ interferência dA lnsP.-
ttctdas. e o modelo proposto n~o oferecia condições de ajustar ade-
quadamente seus parâmetros com os dados disponfvels. Além disto, é nP.-
cessário dizer que uma das supostções básicas do modelo, que é a r-e-
produç~o sazonal da espécie não sendo cumprida no nosso clima tróplcal 
ou subtropical, torna a aplicação deste modelo um tant~ duvidosa. 
Apesar dtst.o., é interessante sub! inhar-se que, embor-a a d1s-
crettzação fetta por [GOIJ torne o modelo de Les11e inviável a dados 
populac)onals reais submetidos a um clima como o nosso, a análise teó-
r-1.ca através da discretização propost.a no ~et .2, t-alvez possa ofere-
cer uma alternativa mais coerente com a realidade. Este método parece 
estar mais de acordo com o modelo contínuo. Isto foi parcialmente mos-
tr-ado, quando usou-se no modelo contínuo de Verhulst. tal dlscretizaç~o 
e obteve-se resultados, cuja semelhança é maior aos resultados cont.(-
nuos do que os resultados fornecidos pela dlscretizaç~o usada na lite-
ratura corrente. Por outro lado, como foi mostrado através do modelo 
contfnuo de Lotka-Volterra, deve-se levar em consideraç~o que tal mé-
todo pode, às vezes, conduzir-nos a equaç.{'5es de diferenças de difícil 
resoluçâo. 
Oen~ro destB perspectlva, como dlreções de futuros trabalhos 
aponta-se primetro, o estudo dos modelos populactonats clássicos dis-
crettzados pelo Met.2, e logo seu ajuste a dados reafs. Um trabalho 
neste sentido será, níl'ío somente pela sua complexidade mas também por 
ser um trabalho original onde novos caminhos podem ser trilhados, mut-
to mais ambic1oso e abrangente que urna dissertação de mestrado . 
• 
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