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Abstrakt 
Tato práce se zabývá tvorbou umělé inteligence pro počítačového hráče deterministických her, jako je 
například dáma. Je rozebrán princip myšlenky a metody pro nalezení nejlepšího tahu pro daný herní 
stav v rozsáhlém stavovém prostoru v kombinaci s metodou posilovaného učení, která nám umožňuje 
ohodnocení jednotlivých herních stavů. 
Práce zahrnuje také rozbor metody pro nalezení všech možných tahů v konkrétní 
implementované hře dáma, návrh efektivního nakládání s ohodnocenými herními stavy a 
mechanismus náhradního ohodnocení při absenci některého z nich. 
V závěru je výsledná aplikace podrobena souboru testů, v nichž je porovnána s konkurenčním 





This paper deals with creating artificial intelligence for computer player for deterministic games such 
as checkers. It’s analyzed principle of idea and method for best move searching for a current game 
state in very large state space in combination with method reinforcement learning which allows us to 
evaluate individual game states. 
The paper also involves analysis of method for finding all possible moves in concrete 
implemented game checkers, concept of effective treatment with evaluated game states and 
mechanism alternate evaluating in case the absence any of them. 
At the end is final application going in collection of tests where is compared with competitive 
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Tato práce je zaměřena na teorii hraní deterministických her obohacenou o teorii posilovaného učení, 
proto můžeme říci, že tato práce spadá do oblasti umělé inteligence. 
Podotkněme, že v současné době nejsou počítače na takové úrovni, aby byly schopny 
samostatného myšlení, ale mohou vykonávat algoritmy, které jej do jisté míry napodobují. Mohou tak 
být řešeny mnohé praktické problémy jako rozhodování na základě množiny kritérií, rozpoznávání 
obrazu, automatický důkaz tvrzení či například hry. Test pro určení, zda mohou počítače myslet (tzv. 
Turing Test), navrhl již v roce 1950 Alan Turing v článku Computing Machinery Intelligence. Máme 
systém člověk a počítač. Počítač splní test, pokud člověk, který ctě psané odpovědi, nebude schopen 
říci, zda pochází od počítače, či člověka [2]. 
V této práci nejprve budeme definovat co je pojem hra z pohledu teorie her, poté pojem 
deterministická hra. Souběžně rozebereme klasifikaci hry dáma dle těchto i jiných vlastností, na 
základě nichž jsou hry členěny. Seznámíme se také s pravidly hry dáma, která je předmětem 
implementace této práce. Tyto informace jsou obsaženy v kapitole 2. 
Důležité pro výběr tahu ve hře jsou metody hraní her (kapitola 3). V našem případě nejprve 
obeznámíme čtenáře s metodou MiniMax, kterou později optimalizujeme o Alfa-Beta řezy a 
vysvětlíme rozdíl v obou přístupech. 
Seznámíme se s teorií posilovaného učení, z níž vybereme jednu metodu, temporal difference 
learning (viz kapitola 4). Ukážeme nejprve princip činnosti toho mechanismu a jeho aplikaci na 
program pro hraní deterministických her. 
Implementace hry vyžaduje řešení řady otázek. Navrhneme tedy jejich možná řešení a 
odůvodníme jejich výběr v kapitole 5. Budou řešeny otázky nalezení všech možných tahů, 
reprezentace herního stavu, ukládávání ohodnocených herních stavů či výpočet náhradní hodnoty pro 
tato ohodnocení. Navíc bude navržena optimalizace metody Alfa-Beta řezů pro konkrétní úlohu. 
Nakonec provedeme experimenty s výsledným programem, přičemž zjistíme, zda se nám 
podařilo vhodně propojit všechny použité metody a do jaké míry je program schopen rozvíjet své 
schopnosti, případně zda je schopen hrát rovnocenné partie s podobným konkurenčním programem 
(kapitola 6). 
Poté v závěru zhodnotíme dosažené výsledky a navrhneme, co by bylo možné v programu dále 
zdokonalit či rozvíjet. 
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2 Teorie deterministických her 
Na začátek je nezbytné sdělit, co se myslí pod pojmem deterministické hry. Vyjděme z pojmu 
deterministický. Slovník spisovné češtiny popisuje sloveso determinovat jako vymezovat, vymezit, 
určovat, určit. Můžeme tedy usoudit, že se bude jednat o hry, které mají předem vymezena, určena 
pravidla, čili množinu přípustných kroků pro každý stav hry. Nyní uveďme přesnější definici: Jestliže 
následující stav daného prostředí je kompletně definován současným stavem a vykonanou akcí, pak 
říkáme, že prostředí je deterministické [2]. 
Druhá část pojmu, čili slovo hra, je poměrně intuitivním pojmem. Pokud nahlédneme opět do 
slovníku spisovné češtiny, tak nalezneme následující popis hry: činnost konaná pro zábavu či 
osvěžení.  
Hry lze dělit do mnoha kategorií. Například na hry pro dva hráče, deterministické, s nulovým 
součtem či s úplnými informacemi a jejich odpovídající protiklady jako nedeterministické, 
s neúplnými informacemi. Mezi klasické deterministické hry lze zařadit například šachy, vrchcáby či 
dámu, na niž je tato práce zaměřena. 
Matematická teorie her, která je odvětvím ekonomiky, považuje za hru každý systém s více 
agenty, přičemž agenti na sebe vzájemně působí, bez ohledu na to, zda spolupracují, či nikoli [2]. 
Agentem se v teorii her označuje hráč. Dále z pohledu matematiky je, dle mého názoru, dobré zmínit, 
že teorie her zapříčinila rozvoj teorie pravděpodobnosti, která je v dnešní době velmi využívána 
v mnoha oborech. 
2.1 Formální definice hry 
Při formální definici vyjdeme z informací uvedených v [2]. Na hru můžeme nahlížet jako na 
vyhledávací problém. Jako takový se skládá z několika prvků: 
 Initial state S0 – definuje startovní nastavení hry. V deskových hrách se může například  
 jednat o rozložení figurek na začátku hry.  
 Player(s) – určuje, který hráč je momentálně na tahu na základě stavu hry. Pokud se jedná o  
 hru dvou protihráčů, mohou se například pravidelně střídat. 
 Action(s) – definuje množinu platných tahů, které lze aplikovat na aktuální stav hry. 
 Result(s, a) – přechodový model, který sděluje výsledek tahu a aplikovaného na aktuální stav  
 hry s. 
 Terminal-test(s) – jedná se o ověření, zda hra dospěla do konce či nikoli. Vrací booleovskou  
 hodnotu true, pokud hra skončila, jinak vrací false. 
 Utility(s,p) – funkce informující o ohodnocení stavu hry pro hráče p, pokud se hra nachází ve  
 stavu s. Často se setkáváme, že jsou ohodnoceny pouze koncové stavy hry a to  
 třeba následovně: výhra, prohra či remíza. Těmto se přiřadí numerické  
 ohodnocení například +1,-1 a 0.  
Poznamenejme, že všechny tyto části se objeví i v implementaci hry dáma. 
Nyní si uveďme také, že hra může být definována například v ekonomice jako objekt teorie 
her, přičemž hra je chápana coby model interaktivní situace. Typicky zahrnuje několik hráčů, pokud 
obsahuje jednoho hráče, nazývá se hra rozhodovací problém [4]. 
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2.2 Dáma z pohledu teorie her 
Dáma patří mezi klasické deskové hry pro dva hráče. Dále můžeme říci, že se jedná o 
deterministickou hru, s nulovým součtem a úplnými informacemi. Přibližme si nyní poslední dva 
pojmy. 
Hra s úplnými informacemi lze popsat tím, že v každém bodě, do něhož vede akce hráčovy 
strategie, ví všechno, co se ve hře stalo až do tohoto okamžiku [3]. Laicky lze také říci, že všichni 
hráči mají kompletní informace o stavu hry. V našem případě oba hráči vidí šachovnici s celkovým 
rozložením všech figurek a také vidí všechny protihráčovy a své tahy. Naproti tomu existují hry 
s neúplnými informacemi, například karetní hra poker, kde hráč zná jen vyložené karty a karty, které 
aktuálně vlastní. 
Dále hra s nulovým součtem je taková, kdy vždy v každé variaci hry je celkový přínos pro 
všechny hráče konstantní (zisk agenta na úkor jiného). Označení s nulovým součtem je tradiční a 
zažité, i když by se lépe hodilo například s konstantním součtem [2]. 
2.3 Pravidla české a mezinárodní dámy 
V této kapitole se zmíníme pouze o nejvýznamnějších vlastnostech z hlediska české dámy. Detailní a 
přesná pravidla české i mezinárodní dámy lze najít například na webu České federace dámy1. 
Podotkněme, že se drobně liší od pravidel mezinárodní dámy, o nichž se zmíníme níže. 
Česká dáma se hraje na čtvercové desce o rozměrech 8x8 políček, kde se horizontálně a 
vertikálně střídají černá a bíla pole. Hraje se pouze na černých polích. Na každé straně je hráč 
s dvanácti kameny ve třech řadách (bílé a černé). Kámen se může pohybovat a skákat pouze 
diagonálně dopředu a to o jedno pole v případě pohybu a v případě skoku pouze přes protihráčův 
kámen v sousedství ve směru pohybu, přičemž kámen dosadíme na volné pole ihned za soupeřovým 
kamenem. Pokud se kámen dostane až na druhou stranu, stane se z něj dáma. Ta může skákat a 
pohybovat se ve všech diagonálních směrech o libovolný počet polí. 
Oproti české dámě se mezinárodní dáma vyznačuje větším hracím polem, 10x10 polí. Každý 
hráč má k dispozici 20 kamenů své barvy. Obyčejný kámen se může pohybovat také pouze vpřed, ale 
skákat má dovoleno i směrem k domovské straně. 
Implementace bude záměrně obsahovat variantu dámy s českými pravidly i dámu 
s mezinárodními pravidly. Bude poté možné porovnat dosažené výsledky, jelikož mezinárodní dáma 
je náročnější jednak co do počtu velikosti hracího pole a počtu figurek a jednak také z hlediska 
možných tahů. 
  
                                                     
1
 Viz http://www.damweb.cz/ 
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3 Metody pro hraní her 
V této kapitole analyzujeme metody pro hraní her, které byly využity pro implementaci. Jelikož 
výsledný program je zaměřen na hru dáma, která se vyznačuje tím, že je pro dva protihráče, kteří se 
pravidelně ve hře střídají, oba chtějí zvítězit, dodržují pravidla a navíc mají kompletní informaci o 
stavu hry, zaměříme se právě na metody hraní takovýchto her. Nejprve si rozebereme algoritmus 
MiniMax, který později rozšíříme o Alfa a Beta řezy. 
Nyní ještě sdělme, že implementovaná hra dáma patří mezi tzv. složité hry (opakem jsou tzv. 
jednoduché hry). Pojmem jednoduché hry označujeme hry, u nichž jsme schopni v rozumném 
reálném čase prohledat celý AND/OR graf, který reprezentuje posloupnost všech možných tahů a 
stavů, jichž lze těmito tahy dosáhnout, v podobě stromové struktury. Pro takové lze použít AO 
algoritmus (pro více informací viz [2]). My ovšem se zabýváme složitými hrami, kdy není možné 
v reálném čase uskutečnit průchod celým AND/OR grafem, z čehož plyne, že prohledáváme pouze 
určitou část tohoto stromového grafu. Přesněji řečeno prohledáváme pouze do určité hloubky od 
kořene, kde tato hloubka reprezentuje počet tahů. Pokud uzel grafu, který nyní pojmeme jako určitý 
stav hry, reprezentuje konečný stav hry, je možné jej jednoduše ohodnotit. Ale ve většině případů se 
nejedná o koncový stav hry, je proto nutné tomuto stavu ve formě uzlu grafu přiřadit určitou hodnotu. 
Nyní použijeme pro ilustraci hodnotící funkci, která vrací ohodnocení v podobě celého čísla (čím 
větší číslo, tím lépe pro aktuálního hráče a naopak pro protihráče). Více o ohodnocení bude zmíněno 
v kapitole 5.4, která se tímto problémem zabývá. 
3.1 Algoritmus MiniMax 
Tento algoritmus se zabývá problémem optimální volby ve hře. V klasickém vyhledávacím problému 
se optimálním řešením nazývá takové, které vede k výhernímu koncovému stavu hry. 
Algoritmus předpokládá, že v každém okamžiku hry vybere hráč, který je na řadě, pro něj 
nejvýhodnější tah. Nazvěme nyní hráče, který je na tahu a rozmýšlí se jaký tah provést, hráčem 
MAX. Jeho protihráče nazvěme MIN. Toto označení je záměrné, jelikož dle zmiňované strategie hráč 
MAX vybírá vždy tah vedoucí k maximálnímu ohodnocení, naproti tomu hráč MIN odpovídá tahem, 
který pro hráče MAX znamená nejmenší (minimální) ohodnocení. Odtud plyne i název pro 
algoritmus MiniMax. Zapišme formálněji hodnotu minimax každého uzlu, kterou označíme jako 
MINIMAX(s): 
 
V tomto okamžiku formulujme znění algoritmu pomocí jeho funkcí (viz Algoritmus 1), 
přičemž se přidržíme výkladu uvedeném v [2]. 
Nejprve je volána funkce MINIMAX-DECISION(s), které se předá aktuální stav hry, který 
zahrnuje rozmístění kamenů na desce a aktuálního hráče. Přes všechny nalezené možné tahy 
z Actions(s) hledáme maximum z hodnot vrácených funkcí MIN-VALUE. Nakonec vrátíme tah 
vedoucí k tomuto maximálnímu ohodnocení. Zde je vidět, že se algoritmus snaží vybrat co nejlepší 
tah pro daného hráče.  
Další volanou funkcí je funkce MIN-VALUE(s), jíž je opět předán stav hry, pro který 
uskutečňuje výpočet. Nejprve zjistí, zda narazil na koncový stav pomocí TERMINAL-TEST(s). Pokud 
je zadaný stav shledán koncovým, je zjištěna jeho hodnota pomocí UTILITY(s). Jinak jsou vyhledány 
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všechny další možné tahy, které lze aplikovat na zadaný herní stav. Pro všechny tyto tahy aplikované 
na daný herní stav je volána funkce MAX-VALUE a je vybrána nejmenší hodnota ze všech vrácených 
ohodnocení. 
 
Funkcí opačnou k MIN-VALUE je funkce MAX-VALUE(s). Její funkce je naprosto totožná 
s referenční MIN-VALUE, jenom namísto hledání minimální hodnoty naopak hledá hodnotu 
maximální. 
Poznamenejme, že vždy při volání funkce MIN-VALUE či funkce MAX-VALUE je jí předán 
stav hry, který odpovídá předchozímu stavu hry, na nějž byl uplatněn vybraný tah. Tudíž předaný stav 
také obsahuje již změněného aktuálního hráče na tahu.  
Zdůrazněme, že zde funkce TERMINAL-TEST(s) považuje za koncový stav takový, který se 
nachází v maximální hloubce zanoření (samozřejmě výjimku tvoří skutečný koncový stav hry). 
Nyní si uvedeme příklad ohodnoceného grafu ve AND/OR grafu, přičemž na počátku jsou 
ohodnoceny pouze terminální uzly (viz Obrázek 1). 
 
Algoritmus MiniMax prohledává do hloubky. To znamená, že pro uvedený příklad se od 
kořenového uzlu A nejprve zanoříme co nejhlouběji, až po uzel B, který vybere minimum z uzlů E, F, 






9 1 5 3 8 2 9 8 9 
A 
B C D 
E F G H I J K L M 
Algoritmus 1: Algoritmus MiniMax 
funkce MINIMAX-DECISION(s) vrací vybranou akci: 
 vrať  
funkce MAX-VALUE(s) vrací ohodnocení: 
 jestliže (TERMINAL-TEST(s)) vrať UTILITY(s) 
 v ← -∞ 
 pro všechna a uvnitř ACTIONS(s): 
  v=max(v, ) 
 vrať v 
funkce MIN-VALUE(s) vrací ohodnocení: 
 jestliže (TERMINAL-TEST(s)) vrať UTILITY(s) 
 v ← ∞ 
 pro všechna a uvnitř ACTIONS(s): 
  v=max(v, ) 




G. Vrací minimální hodnotu a řízení se vrací o úroveň výše (v tomto případě uzel A), kde je volán 
další následovník C (soused uzlu B), ten opět vybírá minimum z terminálních uzlů H, I, J. Obdobně u 
uzlu D. Nakonec vybere uzel A tah směrem k uzlu, který mu vrací největší ohodnocení, čili v tomto 
případě  k uzlu D (Obrázek 2). 
 
 
Na následujícím obrázku (Obrázek 3) je vidět větší graf, který je již vyhodnocen. Ukazuje se 
zde, že metoda MiniMax není zcela ideální co do počtu procházených uzlů (herních stavů). Metoda 
občas může procházet možnosti, které již nemají smysl. Tyto jsou vyznačeny červeně. Vezněme si 
kupříkladu nejlevější zvýrazněný uzel. Prarodičovský uzel vybírá minimum a již má hodnotu 8. 
Rodičovský uzel hledá maximum a nalezením hodnoty 8 u sousedního uzlu již nemá smysl dále 
pokračovat. Řešení této situace nabízí metoda Alfa-Beta řezů, která je v projektu implementována. 
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Obrázek 3: Příklad zbytečného procházení uzlů metodou MiniMax 
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3.2 Alfa-Beta řezy 
Jak jsme viděli, algoritmus MiniMax není zcela optimální, co se týče počtu procházených uzlů. Tuto 
vlastnost, lze ovšem potlačit, pokud algoritmus rozšíříme o tzv. Alfa-Beta řezy. Někdy bývá 
algoritmus MiniMax rozšířený o Alfa-Beta řezy považován za samotnou metodu Alfa-Beta.Uveďme 
si algoritmus Alfa-Beta (viz Algoritmus 2). 
 
 
Uvažujme opět předchozí příklad s naznačení hodnot Alfa-Beta řezů (Obrázek 3) a jeho nové 
řešení pomocí metody Alfa-Beta řezů (Obrázek 4). 
Vezněme si levou větev zobrazeného stromu, která je nakonec vybrána jako výsledný tah. 
Nejprve jsou od uzlu v úrovni A předány hodnoty alfa (-∞) a beta (+∞), přes uzel v úrovni B až do 
prvního uzlu zleva v úrovni C. Tento hledá maximum, tedy po průchodu svých následujících uzlů 
uloží do alfy hodnotu 8 a tu vrací coby svou hodnotu. Uzel v úrovni B hledá minimum, tedy si tuto 
hodnotu uloží do bety. Nové hodnoty alfa a beta (-∞ a 8) jsou předány prostřednímu uzlu v úrovni C. 
Ten postupně aktualizuje svou proměnnou alfa a vrací její konečnou hodnotu 9. Ta je vrácena, ovšem 
uzel v úrovni B hledá minimum a již obsahuje v proměnné beta menší hodnotu 8. Opět předáme do 
následujícího uzlu v úrovni C proměnné alfa a beta s hodnotami -∞ a 8. Tento uzel nejprve nastaví 
svou hodnotu alfa na 5, poté na 8. Teď přichází klíčový moment, jelikož uzel v úrovni C zjistí, že alfa 
se rovná beta a vrátí již svou hodnotu alfa jako konečnou, tedy poslední uzel (7, červeně vyznačen) 
není procházen. 
Jak je vidět z tohoto příkladu, lze ušetřit průchod mnoha uzly. V našem případě jsme ušetřili 
průchod 11 uzly, což tvoří přibližně čtvrtinu všech uzlů, což jistě není zanedbatelné. Je nezbytné 
zdůraznit, že ne vždy metoda Alfa-Beta je schopna ušetřit průchod některými uzly. Záleží totiž na 
Algoritmus 2: Algoritmus Alfa-Beta 
funkce ALFA-BETA-SEARCH(s) vrací vybranou akci: 
 v = MAX-VALUE(s,-∞,+∞) 
 vrať akci uvnitř ACTION(s) s hodnotou v 
funkce MAX-VALUE(s, α, β) vrací ohodnocení: 
 jestliže (TERMINAL-TEST(s)) vrať UTILITY(s) 
 pro všechna a uvnitř ACTIONS(s): 
  v=  
  jestliže (α ≤ v) 
   α = v 
  jestliže (α ≥ β)  
   ukonči prohledávání 
 vrať α 
funkce MIN-VALUE(s, α, β) vrací ohodnocení: 
 jestliže (TERMINAL-TEST(s)) vrať UTILITY(s) 
 pro všechna a uvnitř ACTIONS(s): 
  v=  
  jestliže (β ≥ v) 
   β = v 
  jestliže (α ≥ β)  
   ukonči prohledávání 




pořadí průchodu hodnocenými uzly. Vezněme si náš příklad, kdy jsme vypustili uzel s hodnotou 7. 
Kdybychom jeho pořadí zaměnili se sousedním uzlem s hodnotou 8, procházeli bychom všemi uzly. 
 
Podotkněme, že abychom maximalizovali účinnost Alfa-Beta řezů, museli bychom nejprve 
procházet ty uzly, které vedou k nejlepšímu ohodnocení. Pro dosažení takového efektu by bylo nutné 
mít funkci, která vytvoří spolehlivý odhad nejlepších výsledků, a přitom je výrazně rychlejší než 
samotná metoda Alfa-Beta řezů. Teoreticky by bez této funkce nemusel algoritmus Alfa-Beta přinášet 
žádnou výhodu oproti algoritmu MiniMax. Oproti časové složitosti metody MiniMax O(bm) je ideální 
časová složitost metody Alfa-Beta O(bm/2), případně O(b3m/4) při náhodném uspořádání uzlů [2]. 
Vidíme, že i při náhodném uspořádání tahů je výhoda Alfa-Bety značná. Graf 1 ukazuje zastoupení 
vynechaných a procházených implementovanou metodou Alfa-Beta řezů. 
 


























































4 Posilované učení 
Pokud bychom měli hru, v níž aplikujeme všechny dosud zjištěné znalosti na agenta s umělou 
inteligencí, dospěli bychom po určité době k tomu, že se tento agent rozhoduje v jisté situaci neustále 
stejně, jelikož v daném čase se jeví volba jako optimální, i když nakonec může vést k prohře. Je proto 
velmi žádoucí, aby byl agent schopen tuto situaci zohlednit, pokud se příště dostane do podobné 
situace. Je tedy třeba, aby byl schopen agent získávat nové znalosti, učit se. 
Definujme pojem učení (přesněji strojové učení) jako schopnost inteligentního systému měnit 
své znalosti takovým způsobem, že pokud se v budoucnu dostane do stejné, či podobné situace, bude 
ji řešit efektivněji. 
Strojové učení lze rozdělit do tří kategorií: 
 Učení s učitelem – spočívá v učení na tzv. trénovací množině (vektor vstupů a vektor  
 odpovídajících správných výstupů), přičemž je známá požadovaná  
 odezva a agent je tak okamžitě informován o hodnocení poslední akce. 
 Učení bez učitele – hledá podobnosti ve vstupní množině hodnot. Mnohorozměrné číselné  
 vektory reprezentují hledané shluky obrazů. Většinou není známa žádná  
 další aditivní informace. 
 Posilované učení – je založeno na odměnách (pozitivních případně i negativních), které systém 
 dostane na základě provedení nějaké akce. Tato odměna bývá často různě  
 velká a reflektuje tak míru správnosti řešení. 
Zaměříme se nyní podrobněji na poslední zmiňovanou variantu, posilované učení. 
4.1 Podrobněji o posilovaném učení 
Jak již bylo zmíněno výše, posilované učení je součástí strojového učení a pracuje na základě odměn 
pro systém za provedenou akci. 
Odměna může být různě velká a to i pozitivní či negativní. Ale například u deskových her je 
hodnocena až finální akce (tah) a to například +1 za výhru a -1 za prohru. Ostatní akce nejsou nijak 
ohodnoceny, či přesněji jsou ohodnoceni například nulovou hodnotou. 
Odměna je v podstatě zpětnou vazbou a v anglicky psané literatuře se označuje jako reward 
(odměna), či reinforcement (posila), proto název reinforcement learning (posilované učení)[2]. 
Posilované učení se zabývá třídou problémů, ve kterých agent vnímá prostředí řadou senzorů a 
tvoří v něm projevy. Prostředí je jeden z definovovaných (možných) stavů a agent vytváří akci, která 
způsobuje přechod mezi těmito stavy. Odpověď prostředí má poté formu odměny. Cílem agenta je 
naučit se strategii  , kde π je strategie, S množina možných stavů A množina pravidel 
vedoucích k maximální odměně [1]. 
Zmiňme se v tomto okamžiku rychle o běžných metodách posilovaného učení, které mohou být 
využity: 
 ADP learning – spočívá v provedení řady náhodných procházek z počátečního stavu do  
 jednoho z množiny koncových stavů. Poté se řeší soustava algebraických  
 rovnic zadaných Bellmanovou rovnicí pro ohodnocení všech stavů. 
 TD learning – podobá se metodě ADP, jen ohodnocení stavů se přepočítává po každé náhodné  
 procházce. 
 Q learning – je opět velmi podobná předchozí metodě, ale hlavním rozdílem je, že místo  
 hodnocení jednotlivých stavů hodnotí akce v těchto stavech. 
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Z těchto metod si podrobněji rozebereme metodu TD learning (viz 4.3). 
Poznamenejme nyní, že pro generování náhodných procházek je třeba se v každém kroku 
rozhodnout pro jednu z akcí s rovnoměrným rozložením pravděpodobnosti, abychom pokryli 
pravidelně co největší spektrum možných scénářů řešení. Při implementaci je proto vhodné použít 
generátor pseudonáhodných čísel s rovnoměrným rozložením pokud možno s co nejdelší periodou a 
co nejmenší závislostí po sobě jdoucích čísel. 
4.2 Historie použití posilovaného učení na hry 
V této kapitole se zběžně seznámíme s několika aplikacemi teorie posilovaného učení pro hraní her. 
Prvním významným použitím posilovaného učení se stala aplikace pro hraní hry dáma. Autorem 
tohoto programu byl Arthur Samuel, jenž je považován za jednoho z průkopníků umělé inteligence a 
počítačových her. Poprvé využil váhové lineární funkce pro vyhodnocení pozic. Avšak 
poznamenejme, že jeho metoda se mírně odlišovala od dnešních metod. Například hodnoty 
terminálních uzlů, dosažené v průběhu učení byly ignorovány. To má za následek, že program nemusí 
konvergovat k jisté hodnotě, případně může konvergovat ke strategii vedoucí častěji k prohře. Aby se 
bylo možné vyhnout této nechtěné vlastnosti, vyžadujeme, aby váha pro zisk byla pořád kladná.  
Další významnou aplikací se stal program TD-GAMMON, zabývající se hrou vrchcáby. 
Autorem je Gerry Tesauro. Navázal na předchozí projekt NEUROGAMMON, jehož nevýhodou bylo, 
že se učil přímo z tahů lidského experta, což bylo pro daného experta velmi zdlouhavé, nezábavné. 
TD-GAMMON byl navržen, aby se učil z her, které sám provede. Jediné co je programu sděleno, je 
odměna za dosažený koncový stav hry. Vyhodnocovací funkce byla reprezentována plně propojenou 
neurální sítí. Bylo provedeno například 200 000 trénovacích her, které zabraly 2 týdny počítačového 
času, což ovšem pokrývá pouze mizivou část stavového prostoru [2]. 
4.3 TD learning 
Metoda TD learning spolu s metodou ADP patří do skupiny tzv. pasivních metod, na rozdíl od 
metody Q lerning, kterou řadíme k metodám aktivním. Zkratkou TD je míněno temporal difference, 
což je chápáno jako rozdíl po sobě jdoucích předpovědí [5]. Pasivní metody se vyznačují tím, že 
agentova politika (strategie) je fixní. Tudíž hlavní úlohou je naučit se výhody jednotlivých stavů, 
případně párů stav a akce. Oproti tomu u aktivní metody se agent musí též učit co dělat. Fixní politika 
znamená, že ve stavu s vždy vykoná akci π(s), přičemž cíl je naučit se hodnotící funkci U(s) [2]. 
Uveďme, že strategie pohybu π je v pasivních metodách často chápána jako náhodná, ovšem ne 
s rovnoměrným rozložením pravděpodobnosti, ale bývá upřednostňován určitý směr pohybu.  
Připomeňme si, že u metody TD learning dochází k přepočítání ohodnocení každého stavu 
vždy, když dosáhneme tohoto stavu. Pro výpočet nového ohodnocení stavu je použit následující 
vztah: 
 
Význam jednotlivých symbolů ve vzorci je následující: 
U
π
(s) ohodnocení stavu s při strategii pohybu π 
α koeficient učení 
R(s) odměna za dosažení stavu s 
γ faktor určující vliv ohodnocení stavu s’ na nové ohodnocení stavu s 
Dodejme, že koeficient učení α může být fixní, ovšem mnohem častější bývá případ, že jeho 
velikost je dána jistým vztahem. Obvykle má koeficient učení α snižující se charakter s počtem 
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návštěv daného stavu. Pokud namísto fixní konstanty užijeme takovouto funkci, bude Uπ(s) samo 
konvergovat ke korektní hodnotě. 
Znázorněme algoritmus v podobě obecné funkce pro ohodnocení stavu (Algoritmus 3). 
 
 
Poznamenejme, že není nutné mít přechodový model pro vykonání aktualizace. 
Samotný princip znázorněme na příkladu bludiště s možnými polohami v daném čtverci (viz 
Obrázek 5). 
 
Provedeme řadu náhodných procházek ze startovního pole do jednoho z cílových. Mějme 
posloupnost následujících náhodných procházek: 
1) A1 → A2 → B2 → C2 → D2 
2) A1 → B1 → B2 → C2 → D2 
3) A1 → B1 → C1 → C2 → D2 
4) A1 → B1 → C1 → D1 
Dále uvažujme hodnotu faktoru 0.8 a hodnotu koeficientu učení danou coby převrácenou 
hodnotu počtu návštěv daného stavu. Odměna za dosažení výherního stavu činí 1, naopak odměna za 
dosažení stavu znamenajícího prohru -1. Na počátku mají všechna pole hodnotu 0. 
Obrázek 5: Bludiště pro znázornění metody TD learning 
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Algoritmus 3: Obecný algoritmus TD learning 
funkce TD-EVAL (následujícíStav,nováOdměna): 
 Persistentní: 
  U, tabulka ohodnocení prázdná na počátku 
  Ns, tabulka frekvencí pro stavy, prázdná na počátku 
  stav,odměna 
  γ, faktor 
 jestliže (následujícíStav je nový)  
  U[následujícíStav] ← nováOdměna 
 jestliže (stav není null) 
  inkrementuj Ns[stav] 
  alfa = zjistitKoeficientUčení(Ns[stav]) 
  U[stav] ← U[stav] + alfa(odměna + γ U[následujícíStav] - U[stav]) 
 jestliže (následujícíStav je terminální) 
  stav, odměna ← null 
 jinak 
  stav, odměna ← následujícíStav,nováOdměna 
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Po první náhodné procházce se změní pouze hodnota terminálního pole D2, za jehož dosažení 
(objevení) je udělena odměna s hodnotou 1, jelikož se jedná o výherní pole. 
 
 
Pro ostatní pole zůstává jejich hodnota nulová, jelikož vyhodnocovaný výraz je rovněž nulový. 
 
Při druhé náhodné procházce končíme opět ve výherním poli D2, ale jeho hodnota se již 
nezmění, jelikož odměna za dosažení byla již udělena. Ohodnoceno je pole C2, pro které již není 
udělena žádná odměna, jelikož se nejedná o cílové pole, ale je zohledněno, že se jedná již o druhou 
návštěvu tohoto pole. 
 
 






Poznamenejme, že pole C1 může být přehodnoceno až v okamžiku, kdy víme, že po něm 
následuje pole C2 (známe hodnotu C2, čili ve vzorci známe ), což v praxi můžeme realizovat 
tak, že v okamžiku, kdy dorazíme do pole C2, je přehodnoceno pole C1. Pole C2 je přehodnoceno až 
v okamžiku dosažení pole D2 atd. Poté je ale nutné při dosažení terminálního pole nejprve 
přehodnotit předchozí stav a teprve poté udělit odměnu za dosažení cílového stavu. Jelikož jsou 
terminální pole měněna pouze hodnotou odměny (po nich nenásleduje již žádné jiné pole) a jelikož 
odměna je udělena pouze jednou, zůstává hodnota terminálního pole po ohodnocení stálá. 







Výsledné ohodnocení ukazuje Obrázek 6. Vidíme, že v zadaném herním poli je ohodnoceno 
pouze pět pozic, přičemž v průběhu zadaných čtyř procházek bylo provedeno celkem 19 návštěv 
různých pozic (některé pozice byly samozřejmě navštíveny násobně). 
Uvažujme, že aby hodnota určité pozice konvergovala k jistému číslu, které se již mnoho 
nemění, budeme potřebovat asi 10 návštěv (v případě koncového stavu nám samozřejmě platí, že nám 
postačí pouze jediná návštěva, abychom jej ohodnotili). Při tomto zadání bychom vlastně měli po 





Můžeme tedy vyvodit závěr, že vybudování kvalitní databáze ohodnocení je velmi náročné na 
počet provedení náhodných procházek, tudíž celkově časově náročné. Například tvůrce programu 
Dragon Draughts, což je program pro hraní mezinárodní dámy, uvádí, že pro vytvoření dobré 
databáze ohodnocení s 6 kameny jeho program vyžaduje 10 dnů výpočtu a pro 7 kamenů již 200 dní 
výpočtu na běžném počítači2. 
Při těchto informacích je očividné, že na běžném osobním počítači není možné vytvořit kvalitní 
databázi ohodnocení pro všechny možné pozice hry dáma. Proto se nelze spoléhat pouze na tyto 
hodnoty, ale třeba zajistit mechanismus hodnocení stavů mimo databázi. 
Nelze si též myslet, že kdybychom namísto zcela náhodných procházek měli procházky cílené 
jen určitým směrem, vybudovali bychom sice jen omezenou část databáze, ale zato kvalitnější. 
Problém je v tom, že bychom neviděli vliv nedosaženého okolí. Například bychom vypočítali, že 
určitá pozice vede k prohře, přitom by mohla jiným směrem vést mnohem častěji k výhře. Tedy je 
nezbytná přirozená vlastnost této metody, že díky náhodnému procházení jde tzv. do šířky. Tím, že 
nejprve nacházíme a hodnotíme koncové pozice a poté pozice o krok před nimi, cíleně hodnotíme 
konec hry, a to je to podstatné, co nás zajímá (zda hru vyhrajeme či nikoliv a ne průběh hry samotné). 
  
                                                     
2
 Viz http://www.xs4all.nl/~mdgsoft/draughts/ 
Obrázek 6: Výsledné ohodnocení bludiště metodou TD learning po zadaných procházkách 


































Pro implementaci jsem se rozhodl použít programovací jazyk C++. Díky němu je možné použít třídy 
pro tvorbu objektů a zapouzdřit tak data spolu s funkcemi. Navíc je užitečné využít vlastností, jako je 
přetěžování či dědičnost tříd. K tvorbě grafického prostředí jsem použil Framework Qt verze 4.7. Byl 
zvolen kvůli rozsáhlé dokumentaci dostupné prostřednictvím internetu3. Tento prostředek přináší 
kromě řady knihoven především pro tvorbu grafického rozhranní také rozšíření možností jazyka C++ 
ve formě signálů a slotů. Pomocí tohoto mechanismu lze propojit dva objekty, přičemž jeden emituje 
signál a druhý objekt jej prostřednictvím slotu přijme. Slot má podobu funkce, která nemá návratovou 
hodnotu (přesněji má návratovou hodnotu void). Návratová hodnota by neměla ani smysl, jelikož 
objekt, který vyšle signál, nečeká na návratovou hodnotu. Tedy tato komunikace je neblokující, 
pokud nezměníme nastavení4. Tímto způsobem se mi podařilo vytvořit program složený z objektů, 
které si předávají řízení, a svou činnost oznamují pouze pomocí zpráv, čili jsem se architekturou 
programu přiblížil aplikaci s vlákny, přičemž někdy byla vlákna opravdu použita. 
5.1 Implementace programu 
Jelikož se jedná o grafický program, který vykonává netriviální činnost, je třeba rozdělit celou 
problematiku do více samostatných podproblémů: 
 Reprezentace a uchování stavu hry 
 Start a řízení hry 
 Výpočet jednoho tahu či zobrazení možných tahů a jejich výběr 
 Realizace tahu 
 Zanesení změn v ohodnocení do databáze 
 Odhalení konce hry 
 Grafická reprezentace a nastavení 
Při vysvětlení tedy postupujme metodou shora dolů. Následující kapitoly se budou věnovat 
zmíněným činnostem. 
5.2 Reprezentace hrací desky a kamenů 
Možností vyjádření herního pole a kamenů je jistě spousta, proto se budeme zabývat hlavně 
výslednou podobou a několika nepoužitými variantami. Jak se ještě zmíníme v následující kapitole, je 
ve výsledném programu hrací deska reprezentována jako pole objektů, konkrétně jako dvourozměrné 
pole. Být by to tak ovšem nemuselo. Bylo by možné mít celou desku reprezentovánu pouze jako 
jediný objekt, který by vykresloval celou plochu herní desky, přičemž by jednotlivá pole byla 
oddělena pouze barvou. Myšlenka centralizované informace o herním poli není špatná, ale v této 
formě je nevýhodná. Bylo by třeba při každé grafické změně přepočítat souřadnice všech polí a 
kamenů, případně dalších grafických prvků pro vykreslování. 
Proto jsem se rozhodl každé políčko herní desky reprezentovat samostatným objektem, který se 
stará pouze o vykreslení své části. Jelikož jsem použil objekt třídy jazyka C++, bylo možné 
                                                     
3
 Viz http://doc.qt.nokia.com/4.7/index.html. 
4
 Viz http://doc.qt.nokia.com/4.7-snapshot/signalsandslots.html 
16 
 
zapouzdřit spolu s funkcí pro vykreslení také data nesoucí informace o daném políčku a také metody 
pro zpřístupnění těchto dat. Komunikace poté probíhá tak, že pomocí pole, které reprezentuje herní 
desku, přistoupíme na objekt reprezentující jedno herní políčko a zahájíme s ním komunikaci 
prostřednictvím přístupných metod. Tedy můžeme mu sdělit, že například obsahuje určitý herní 
kámen, či je možné se jej zeptat, zda a jaký kámen obsahuje apod. Dosáhli jsme pak centralizace 
objektů herních polí do jediné struktury, avšak každý takový objekt má určitou míru své autonomní 
činnosti.  
Každého jistě napadne, že hrací deska pro hru dáma obsahuje políčka dvou barev, černá a bílá, 
a hraje se přitom pouze na černých. Bylo by jistě možné mít dvě specializované třídy objektů pro 
daná políčka, kdy by objekty bílých polí pouze vykreslovaly plochu, ale nenesly by žádnou informaci. 
Výhodné pro jedinou konkrétní aplikaci, avšak ne pro zachování znovupoužitelnosti. Představme si, 
že chceme mít podobnou hru se stejnou herní deskou, jen se hraje i na bílých polích. Pak by bylo 
nutné celý program přepracovat. Namísto toho jsou ve výsledné aplikaci všechna herní pole 
instancemi jedné třídy, která jsou rozlišena pouze barvou vykreslovaného pozadí. Zvýšili jsme tak 
míru znovupoužitelnosti a zpřehlednili program, jelikož namísto dvou tříd pro podobné věci máme 
pouze jednu. 
Ještě zbývá rozhodnout jak reprezentovat herní kámen. Bylo by jistě možné, reprezentovat jej 
pouze graficky, a to například tak, že by jej vykreslilo herní políčko, které jej obsahuje. Já se ovšem 
vydal opět cestou objektového vyjádření a to hned z několika důvodů. Kámen vyjádřený jako objekt 
lépe odpovídá realitě, navíc kámen může mít mnoho podob pro vykreslení a je proto logické, oddělit 
tyto informace od vlastností herní desky. Navíc, pokud by program měl dělat animace tahů s kameny, 
je mnohem snazší pouze pohybovat s objekty, než vymýšlet velmi složitou funkci pro vykreslování. 
Poznamenejme, že kameny bílé i černé barvy jsou reprezentovány jako objekty stejné třídy, kterým je 
pouze nastavena jiná barva pro vykreslení. 
Implementační detaily shrnuje Tabulka 1. 
Objekt reálného světa Programová reprezentace 
Herní deska Pole objektů 
Herní pole Objekt třídy 
Herní kámen Objekt třídy 
Tabulka 1: Programová reprezentace částí hry reálného světa 
5.3 Nalezení možných tahů 
Jistě nepostradatelnou částí pro program, který má simulovat protihráče, je schopnost nalézt všechny 
možné tahy pro hráče, který je aktuálně na řadě. Ale nejprve si ukažme, jak vypadá herní pole. To je 
složeno ze stejných čtvercových polí a má velikost 8x8 či 10x10 polí, kde se vertikálně i horizontálně 
střídají černá a bílá pole, kdy se hraje pouze na černých. Omezme se nyní pouze na pohyby hráče, 
skoky zmíníme později. Hráč se může hýbat diagonálně vlevo a vpravo nahoru či vlevo a vpravo dolů 
o jednu pozici z pohledu aktuálního hráče (pozn.: u české dámy se běžný hráč může pohybovat pouze 
vpravo a vlevo nahoru, tedy směrem k protihráčově straně). Navíc se na cílovém políčku nesmí 
vyskytovat žádná figurka (ani vlastní ani protihráče). Následující obrázek (Obrázek 7) ilustruje možné 





Zjištění možných pohybů poté spočívá v nalezení všech kamenů aktuálního hráče, dále pak 
prozkoumání okolí každého tohoto kamene. Toto lze provádět dvěma způsoby. Záleží na reprezentaci 
hrací desky. 
Nejprve si vezněme případ. Kdy je hrací deska reprezentována jako jednorozměrné pole 
objektů (v případě české dámy tedy jako jednorozměrné pole 64 objektů s indexy 0 až 63). Pokud je 
aktuální figurka na indexu i a index 0 je úplně vlevo dole na desce z našeho pohledu, pak přístup na 
diagonální políčka je následující: 
 
Konstanta strana označuje velikost jedné strany hrací desky, tedy 8 pro českou a 10 pro 
mezinárodní dámu. Poznamenejme, že tento přístup odpovídá uložení v paměti, jelikož každé i 
vícerozměrné pole musí být v paměti uloženo jako posloupnost bitů. 
Druhou možností je použití dvourozměrného pole pro reprezentaci hrací desky. Mějme poté 
index c označující sloupec a index r označující řadu. Řadit se bude nejprve podle sloupců, poté podle 
řad. Tento způsob je sice méně obvyklý v programování, ale lépe odpovídá hře, kde se vždy uvádí 
nejprve jméno sloupce a až poté jméno řady. Přístup na diagonální prvky je následující: 
 
Dále je třeba ověřit, že se výchozí políčko nenachází na okraji hrací desky. Jelikož je výsledný 
program psán v jazyce C++ a hrací deska je reprezentována jako pole objektů, přístup mimo pole 
může způsobit neočekávané chování či pád programu. Proto před přístupen na cílové pole je třeba 
ověřit hodnotu přístupových indexů. Dle použití jednorozměrného, či dvourozměrného pole máme 
opět dvě možnosti. 
Pokud použijeme jednorozměrné pole a hodnotu indexu i, musí být splněny následující 
podmínky pro aktuální index i: 
pole[c-1][r+1] vlevo nahoru 
pole[c+1][r+1] vpravo nahoru 
pole[c-1][r-1] vlevo dolů 
pole[c+1][r-1] vpravo dolů 
 
pole[i+(strana-1)] vlevo nahoru 
pole[i+(strana+1)] vpravo nahoru 
pole[i-(strana+1)] vlevo dolů 
pole[i-(strana-1)] vpravo dolů 
 




Operátor % označuje operaci modulo, && logický součin a / označuje celočíselné dělení. 
Pokud použijeme dvourozměrné pole, tak jak jsme jej definovali výše, musí indexy c a r splňovat 
následující podmínky (předpokládejme, že tyto indexy se nedostanou mimo rozsah 0 až strana-1): 
 
Jak je vidět, použití dvourozměrného pole objektů pro reprezentaci hrací desky je jednodušší a 
navíc nám ušetří několik náročných operací dělení, případně operací modulo. Proto při implementaci 
použijeme raději tuto reprezentaci. 
Nyní víme, jak přistoupit na nejbližší diagonální pole. Dále je třeba ověřit, že na dané pole se 
lze posunout. To je možné, pokud cílové políčko neobsahuje žádný kámen. 
Nyní si přibližme řešení skoku s běžným kamenem. V mezinárodní dámě je možné skákat 
diagonálně na všechny čtyři strany, u české pouze směrem k protihráči (nyní pro jednoduchost 
směrem nahoru). Přeskočit lze kámen protihráče, který leží v těsném sousedství a za nímž je volné 
pole (viz Obrázek 8). 
Budeme již uvažovat pouze reprezentaci dvourozměrným polem s indexy c a r. Pro 
uskutečnitelnost skoku je třeba splňovat podmínky pro indexy c a r: 
 
To ovšem nepostačuje plně. Navíc musí být splněno, že přeskakujeme protihráčův kámen tedy: 
 
Opět zdůrazněme, že proveditelnost skoku je podmíněna prázdností cílového políčka: 
 
Pokud jsou splněny tyto podmínky, může hráč, který je na tahu uskutečnit běžným kamenem 
skok a připravit tak protihráče o kámen. 
pole[c-2][r+2] neobsahuje žádný kámen pro skok vlevo nahoru 
pole[c+2][r+2] neobsahuje žádný kámen pro skok vpravo nahoru 
pole[c-2][r-2] neobsahuje žádný kámen pro skok vlevo dolů 
pole[c+2][r-2] neobsahuje žádný kámen pro skok vpravo dolů 
pole[c-1][r+1] obsahuje protihráčův kámen pro skok vlevo nahoru 
pole[c+1][r+1] obsahuje protihráčův kámen pro skok vpravo nahoru 
pole[c-1][r-1] obsahuje protihráčův kámen pro skok vlevo dolů 
pole[c+1][r-1] obsahuje protihráčův kámen pro skok vpravo dolů 
 
(c>1) && (r<strana-2)  pro skok vlevo nahoru 
(c<strana-2) && (r<strana-2) pro skok vpravo nahoru 
(c>1) && (r>1)  pro skok vlevo dolů 
(c<strana-2) && (r>1)  pro skok vpravo dolů 
 
(c>0) && (r<strana-1)  pro posun vlevo nahoru 
(c<strana-1) && (r<strana-1) pro posun vpravo nahoru 
(c>0) && (r>0)  pro posun vlevo dolů 
(c<strana-1) && (r>0)  pro posun vpravo dolů 
 
(i%strana>0) && (i/strana<strana-1) pro posun vlevo nahoru 
(i%strana<strana-1) && (i/strana<strana-1) pro posun vpravo nahoru 
(i%strana>0) && (i/strana>0) pro posun vlevo dolů 





Jakmile se kámen dostane do poslední řady na straně protihráče, stane se z tohoto kamene 
dáma (v anglické literatuře označována jako king, česky král). Dáma má vlastní pravidla pro pohyb i 
skoky. Kromě výše zmíněných pohybů a skoků platících pro normální kámen, se může dáma 
diagonálně posunout o více polí ve stejném směru, přičemž platí, že tento posun lze rozložit do řady 
posunů o jedno pole. Tedy nesmí dojít ke změně směru a nesmí přeskočit žádný kámen. Obdobně 
může dáma přeskočit jeden kámen, který je ve větší vzdálenosti od počáteční pozice a může skočit na 
volné pole i dále za přeskočeným kamenem ve stejném směru. 
Snažíme se zjistit všechny možné tahy, proto nejprve pro každý diagonální směr začneme 
nejbližším polem. Dokud jsou v daném směru volná pole, připisujeme do seznamu možných tahů 
posuvy. Pokud narazíme na kámen vlastní barvy, tak ukončíme prohledávání v daném směru. Pokud 
narazíme na soupeřův kámen, začneme vyhledávat skoky. Pokud se za nalezeným soupeřovým 
kamenem v zadaném směru nachází volné pole, jde uskutečnit skok. Pokračujeme tedy v daném 
směru a zapisujeme možnosti skoku, dokud nenarazíme na další kámen, či konec desky. 
Poznamenejme, že jakmile narazíme na první možný skok, smažeme předchozí nalezené 
pohyby a další pohyby již nezaznamenáváme (pouze skoky), jelikož skákání je povinné. 
Pokud se jakýkoliv kámen dostane po skoku do pozice, kde je schopen dalšího skoku či skoků, 
musí provést jeden z těchto skoků. Ve výsledné aplikaci je tato skutečnost zohledněna tak, že funkce 
pro vyhledávání tahu je volána rekurzivně, přičemž je nutné si zapamatovat hloubku zanoření. 
V nulté hloubce zanoření je možné vyhledávat jak pohyby, tak skoky. V dalších úrovních zanoření 
rekurze je možné vyhledávat pouze skoky. Je však nutné zohlednit, že nelze skákat vícekrát přes 
stejný kámen. Rekurze není optimální metodou, co se týče rychlosti, jelikož je nutné celý kontext 
ukládat na zásobník, avšak hloubka rekurze obvykle není velká a počet možností také ne.  
Je nezbytné také pamatovat si množství přeskočených kamenů v daném tahu (pro mezinárodní 
dámu). Tah s větším množstvím sebraných soupeřových kamenů má automaticky přednost. Naopak u 
české verze dámy nezáleží na počtu braných kamenů, ale pokud může brát dáma, tak má přednost. 
Obrázek 8: Možné rozložení s vyznačením uskutečnitelných skoků (mezinárodní dáma) 
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5.4 Implementace posilovaného učení 
Program je navržen tak, že využívá metody posilovaného učení TD learning, jejíž princip byl zmíněn 
v kapitole 4.3. Velkou výhodou této metody je fakt, že nové ohodnocení stavu, do nějž se dostaneme, 
se provádí v okamžiku, kdy se v nich ocitneme. Avšak musí být známo, jaký stav následuje 
bezprostředně za aktuálním. Pokud tuto skutečnost zohledníme pro hru dáma, které se účastní dva 
hráči, zjistíme, že stav můžeme přehodnotit, až poté co se rozhodneme, jaký krok vykonáme 
v aktuálním stavu hry. To samo o sobě nezakládá na žádný problém, jednoduše bychom provedli 
přehodnocení aktuálního stavu v okamžiku, kdy víme, jaký krok ve hře použijeme. Nyní však 
přichází do hry závažnější otázka. Jak implementovat metodu posilovaného učení TD learning pro 
dva hráče? V kapitole 4.3 byl rozebrán princip na příkladu bludiště, čili poli stavů, v němž se 
pohybuje pouze jeden hráč, čili je vlastně pořád na tahu. Uveďme nyní upravený algoritmus 
TD learning použitý pro implementaci (Algoritmus 4). 
 
Algoritmus 4: Implementační algoritmus TD learning 
Ve hře dáma, kdy spustíme učební mód se dvěma simulovanými protihráči, bude vždy pouze 
jeden hráč, který se učí, jelikož pouze tento jeden hráč může dělat náhodné tahy (realizovat tzv. 
náhodné procházky). Kdybychom realizovali posilované učení tak, že proti sobě hrají oba hráči 
náhodnými tahy, nevedlo by to ke správnému ohodnocení herních stavů. Představme si příklad, že 
jeden z učících se hráčů směřuje k prohře, ale jeho soupeř odpoví náhodným tahem, který vlastně tuto 
prohru odvrátí, což by skutečný hráč jistě neudělal. Je proto nezbytné realizovat učení tak, že jeden 
hráč hraje náhodnými tahy a učí se, kdežto jeho soupeř mu vždy odpoví co nejlepším tahem 
(samozřejmě pro soupeře). Takto bude možné stavy hry ocenit správnými hodnotami.  
Příklad situace, kdy by hodnocení dvou náhodně hrajících soupeřů vedlo k chybnému 
ohodnocení, ukazuje Obrázek 9. Hráč s bílým kamenem se dostal na současnou pozici. Na tahu je 
hráč s černými kameny. Racionálně by se skutečný hráč rozhodl udělat tah směrem k okraji herní 
desky (zelená šipka) a zachránit tak svůj kámen. Ale pokud by hrál náhodně tak by mohl provést tah 
funkce TD-EVAL (stav,následujícíStav,stavJeKoncový,vítěz): 
 Persistentní: 
  U, tabulka ohodnocení prázdná na počátku 
  Ns, tabulka frekvencí pro stavy, prázdná na počátku 
  γ, faktor 
 jestliže (stavJeKoncový)  
  jestliže (vítež není nikro) 
   U[stav] = odměnaZaRemízu 
  jestliže (je vítež) 
   U[stav] =odměnaZaVýhru 
  jestliže (není vítež) 
   U[stav] = odměnaZaProhru 
 jinak 
  inkrementuj Ns[stav] 
  alfa = zjistitKoeficientUčení(Ns[stav]) 
  v = U[stav] + alfa(odměna + γ U[následujícíStav] - U[stav]) 
 jestliže (v != 0 nebo následujícíStav je v databázi) 
  U[stav] = v 
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na pozici, kde přijde o svůj kámen (červená šipka). Takovéto tahy by jistě vedly ke zcela 
nesprávnému ohodnocení. 
 
Nyní si všimněme, že pokud se ve hře střídá učící se hráč táhnoucí náhodně s běžným hráčem, 
je vlastně ve vztahu k metodě posilovaného učení, stavem následujícím po aktuálním stavu ten, kdy je 
opět na tahu učící se hráč, tedy ne hned ten následující, kdy je na tahu soupeř. 
V tomto okamžiku je již zřejmé, že hodnotu následujícího stavu známe teprve, až vybereme 
tah, provedeme jej, soupeř vybere tah a provede jej. Proto je žádoucí, aby ohodnocení aktuálního 
stavu pro učícího se hráče bylo přepočítáno v okamžiku, jakmile je učící se hráč opět na tahu a tedy 
zná nový stav. Je však třeba patřičně provést přepočítání hodnoty při dosažení terminálního stavu. 
Zaměřme se na skutečnost, zda učící se hráč, jenž začíná hru (provádí první tah ve hře), má jiný 
vliv na hru, než pokud by začínal hráč provádějící co nejlepší tahy. Pokud se zamyslíme, dojdeme 
k tomu, že prvních několik tahů je skutečností, který z hráčů hru zahájil, ovlivněno. Ale již po těchto 
několika málo tazích je tato skutečnost zanedbatelná. Je to dáno počtem různých stavů hry, do kterých 
je schopen se hráč dostat. Pokud by se ve hře provedly 3 tahy a vždy by bylo na výběr například z 6 
možných tahů, tak by již po těchto 3 tazích bylo možné dosáhnout až 216 stavů. Tímto se výhoda 
prvního tahu velmi rychle eliminuje. Přesto abychom co nejlépe aproximovali hodnotu stavů 
(obzvláště těch při počátku hry), hráči se pravidelně po každé hře střídají v roli toho, kdo se učí, a 
toho, kdo provádí co nejlepší tahy. 
Metoda posilovaného učení TD learning zahrnuje také dvě speciální hodnoty a to discount 
faktor γ a koeficient učení α. Discount faktor γ určuje vliv následujících stavů na ohodnocení 
aktuálního stavu hry. Velmi důležité je, aby se hodnota tohoto faktoru pohybovala od hodnoty nula, 
avšak aby byla menší než jedna. V implementaci je použita konstantní hodnota, tedy vliv 
následujících stavů na aktuální je vždy stejný. Naopak hodnota koeficientu učení α je nastavena jako 
dynamická. Implementace je velmi podobná jako v příkladu, kdy byl vysvětlen princip metody TD 
learning, čili hodnota je klesající se zvětšujícím se počtem návštěv daného stavu. Ale počet návštěv 
daného stavu je počítán až teprve od chvíle, kdy je tento stav poprvé ohodnocen. Důvod uveďme na 
jednoduchém příkladě. Jelikož stavový prostor deskové hry dáma je velmi rozsáhlý, může při učení 
















náhodnými tahy nastat situace, kdy se ocitne učící se hráč ve stavu, který v mnoha případech vede 
k zdlouhavějšímu hraní a například v jednom může velmi rychle ke koncovému stavu, ale díky 
náhodnému výběru tuto možnost dlouho míjíme, avšak počet průchodů tímto stavem se navyšuje. 
Když se konečně dostane na tuto možnost, bude hodnota koeficientu učení velmi nízká, což není 
v tomto případě žádoucí. Pokud začneme počítat počty průchodů daným stavem až od prvního 
ohodnocení, zmenšíme tento negativní vliv. Navíc tímto ušetříme značnou část nároků na paměť 
databáze herních stavů, jelikož bychom museli pro mnoho ještě neohodnocených stavů udržovat 
počty jejich návštěv. Jistě by bylo teoreticky možné použít pouze konstantní hodnotu pro koeficient 
učení α, což by bylo velmi snadné na implementaci a nebylo by nutné udržovat počty návštěv, ale 
nastal by zde zásadní problém a to, že ohodnocení by nekonvergovalo k určité hodnotě, ale stále by se 
dynamicky měnilo. Proto byla použita snižující se hodnota koeficientu učení. 
5.5 Databáze herních stavů 
V průběhu hraní narazíme na spoustu herních stavů (rozložení herních kamenů). Jelikož program 
využívá posilované učení, konkrétně metodu TD learning, je třeba si o některých herních stavech 
uchovávat určité informace prostřednictvím záznamů. V předchozí kapitole jsem uvedl, že jsem zvolil 
hodnotu koeficientu učení α závislou na počtu návštěv daného herního stavu, konkrétněji suma 
navštívení daného rozložení herní desky se počítá od prvního ohodnocení daného stavu. Hodnotou, 
kterou je dále nezbytné uchovávat, je ohodnocení daného herního stavu.  
Ohodnocení koncových herních stavů ukazuje Tabulka 2.  
Terminální stav Ohodnocení 
Výhra + 1.0 
Remízový stav 0.0 
Prohra - 1.0 
Tabulka 2: Ohodnocení terminálních stavů 
Vidíme, že jsou rozlišovány tři druhy herních stavů, a to výhra, remíza a prohra 
s odpovídajícím ohodnocením. Prohra je oceněna záporně, tak aby byl program motivován hledat 
cestu k výhře. Jelikož pravidla hry dáma dovolují i remízu, je nutné rozlišovat i tento terminální stav. 
Logicky je remíza pro hráče příznivější než prohra, a naopak méně příznivá nežli výhra, proto byla 
zvolena hodnota uprostřed, čili 0.  
Zcela nezbytnou součástí každého záznamu je identifikace daného herního stavu. Identifikace 
vychází z rozložení jednotlivých kamenů na herní desce a zaleží také na typu jednotlivých kamenů 
(zda se jedná o běžný herní kámen či dámu). Nyní se nabízí dvě možnosti, jak vytvořit identifikátor 
herního stavu. Může se jednat o klíč s variabilní délkou nebo naopak klíč s konstantní délkou. 
Klíč variabilní délky uchovává typ herního kamene, jeho vertikální i horizontální pozici. Pokud 
budeme předpokládat, že herní deska bude mít maximálně velikost 10 na 10 políček, je možné využít 
pro identifikaci typu kamene, pozice sloupce i pozice řádku vždy po jedné číslici, tedy tři číslice pro 
jeden herní kámen na desce. Tento typ klíče je spíše vhodný pro stavy, které jsou velmi brzy 
následovány terminálním stavem, tedy stav, kdy je na herní desce pouze několik kamenů (u české 
verze hry do 9 a u mezinárodní verze hry do 15 kamenů). Výhodou je, že nezabírá tolik paměti při 
ukládání záznamu o herním stavu. Tato výhoda se ovšem ztrácí, pokud ukládáme stavy, které se 
vyskytují spíše ze začátku hry a obsahují tedy větší množství herních kamenů. V tomto případě klíč 
zabírá více než dvojnásobek paměti oproti klíči s pevnou délkou. Také přiřazení daného herního stavu 
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ke klíči trvá rozdílnou dobu. Při ukládání je nutné zaznamenat další informace. Musí být poznačeno, 
zda se daný klíč vztahuje pro českou či mezinárodní variantu hry. Tento druh klíče je více náchylný 
na zanesení chyby do databáze. Pokud bychom omylem smazali tři číslice z klíče, nebylo by možné 
tuto skutečnost rozpoznat, proto by bylo vhodné uchovávat buď informaci o celkovém počtu herních 
kamenů, nebo zapisovat určitý kontrolní součet. 
Druhou metodou je použití klíče s pevnou délkou. Kupříkladu budeme mít označení jednou 
číslicí pro dané typy kamene a případné prázdné místo. Vlastně se jen zapíší jednotlivé řady herní 
desky za sebe. 
Je třeba si uvědomit, že není nutné ukládat všechna pole herní desky. Hra dáma se totiž hraje 
pouze na černých polích herní desky, což tvoří polovinu všech políček herní desky. Klíč pro českou 
variantu hry má tedy délku 32 číslic a klíč pro mezinárodní variantu hry 50 číslic. Výhodou je 
konstantní paměťová náročnost pro ukládání a absence dalších přídavných informací. Jelikož má klíč 
vždy danou délku, je velmi jednoduché odhalit chybu, při smazání nějakých číslic z klíče. Nakonec 
byla implementována tato metoda identifikace. 
Představme si situaci, kdy se program učí a rozvíjí tak databázi herních stavů. Pokud ohodnotí 
určitý herní stav, tak jej přidá do databáze. V předchozím textu bylo naznačeno, že pro identifikaci 
typu kamene je možné použít číslici jednu. Je to dáno tím, že se na herní desce vyskytují 4 typy 
kamenů (obyčejný kámen a dáma v černé a bílé barvě) a pak prázdná pole. Takto by bylo možné klíč 
jistě sestavit, avšak bychom museli dodat ještě informaci, který z hráčů je na tahu, zda hráč s černými 
kameny či hráč s bílými kameny. Tato skutečnost vede ještě k jedné myšlence a to nepoužívat 
rozlišení dle barvy kamenů, ale podle toho, zda kameny patří hráči na tahu, či kameny patří jeho 
protihráči. Pokud budeme tvořit klíč pro vyhledání stavu, budeme muset místo barvy hráče sdělit, zda 
se jedná o aktuálně táhnoucího hráče. Získáme tím však velkou výhodu. Kupříkladu bychom měli dva 
naprosto stejné herní stavy, jen by se lišily barvou kamenů. Pokud bychom ukládali tyto stavy dle 
barvy kamenů, vyskytovaly by se v databázi dva stavy. Navíc by se pravděpodobně stalo, že oba by 
nebyly navštíveny stejnou měrou a způsobem, čili by vznikala jakási nekonzistence pro de facto 
stejný herní stav. Použitím rozlišení na aktuálního hráče a soupeře se tomuto vyhneme a navíc jedním 
záznamem pokryjeme dva herní stavy (poloviční paměťová náročnost) a ani nebudeme muset ukládat 
informaci o hráči na tahu. Navíc se oproti rozlišení dle barev herních kamenů bude databáze 
přehodnocovat dvakrát rychleji. Výsledné označení znázorňuje Tabulka 3. 
Kámen Označení číslicí  
Obyčejný hráče na tahu 0 
Dáma hráče na tahu 1 
Obyčejný protihráče 2 
Dáma protihráče 3 
Žádný kámen 5 
Tabulka 3: Označení kamenů při identifikaci herního stavu 
Nakonec je nezbytné definovat, o jaký záznam se jedná, ve smyslu zda se jedná o normální 
běžný herní stav, či zda se jedná o terminální stav. Je také vhodné oddělit od terminálních stavů 
remízy. Celkově máme tedy tři druhy záznamů, čili nám bohatě označení jedním písmenem postačí. 
Zvolil jsem následující označení: Písmeno N pro běžné herní stavy, písmeno E pro koncové stavy a 
písmeno D pro remízu. 
Implementačně je zajištěno ukládání databáze stavů v textové formě do souboru ve formátu, 
jaký jsme si popsali. Při spuštění programu je možné načíst databázi z libovolného souboru a takto 
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experimentovat, do jaké míry ovlivňuje rozsah databáze a ohodnocení jednotlivých herních stavů 
kvalitu počítačového protihráče. Ve formě souboru je také snadné udržovat mnoho verzí databáze. 
Celá databáze používaná během tohoto projektu se pohybuje v řádu maximálně několika desítek MB, 
proto je ji možné načíst nejdříve celou do paměti RAM a přistupovat tak k jednotlivým záznamům 
výrazně rychleji než prostřednictvím klasické databázové technologie jako je například MySQL. 
Nutno ovšem poznamenat, že kdyby se podařilo nashromáždit počet záznamů v databází blížící se 
k celkovému počtu herních stavů, bylo by naprosto nezbytné použít takovouto technologii. K práci 
s jednotlivými záznamy je použito asociativní pole, kde přístupovým klíčem je právě klíč označující 
daný herní stav, což nám umožňuje rychlé vyhledání daného záznamu. 
5.6 Simulované hodnocení stavu hry 
Ačkoli navržený program disponuje metodou posilovaného učení, která provádí simulované partie 
dámy a přitom přehodnocuje jednotlivé stavy hry dle zadaných kritérií, program nepostihne všechny 
herní stavy. Celkový počet variant, v nichž se mohou kameny vyskytovat, je sice konečný, ale natolik 
velký, že efektivní ohodnocení všech těchto stavů je velmi nepravděpodobné kvůli potřebnému 
výpočetnímu času. Na webových stránkách k projektu Chinook5 lze nalézt údaj o počtu možných 
pozic kamenů ve hře dáma, a to více než 329 trilionů. Jelikož vývoj programu probíhá na běžném 
počítači, není možné nasimulovat dostatek partií k tomu, abychom nalezli všechny herní stavy a natož 
pak je vhodně několikrát přehodnotili v rozumném čase. Navíc program zahrnuje databáze pro českou 
variantu i mezinárodní variantu hry, tímto se náročnost na dobu nutnou pro vytvoření kvalitní 
znalostní báze ještě násobí. Je tedy zřejmé, že často budeme muset srovnávat stavy ohodnocené 
metodou TD learning se stavy nově objevenými, čili ještě neohodnocenými. 
První myšlenkou by mohlo být neohodnocené stavy ignorovat a počítat jen se stavy známými. 
To je však zcela nepřípustné. Jelikož k výběru tahu je použit algoritmus Alfa-Beta, který ve zvolené 
hloubce zanoření hledá maximální či minimální ohodnocení, docházelo by vynecháním hodnot 
k nesprávnému výběru a omezení funkčnosti celého algoritmu. To je stejné, jako kdybychom věděli, 
že daná cesta vede ke koncovému výhernímu stavu, avšak bychom se tudy nevydali, jelikož jsme tuto 
cestu neohodnotili algoritmem TD learning. Musíme pamatovat, že cílem je výhra, nikoliv 
ohodnocená databáze. 
Hodnocení každého herního stavu je tedy naprosto nezbytnou činností. Logicky nejjednodušší 
možností je přiřadit neohodnocenému stavu při výběru kroku neutrální hodnotu nula. Ačkoliv se to 
zdá jako velmi primitivní řešení, je funkčně velmi dobré. Důvod si vysvětleme na jednoduchém 
příkladu.  
Vezněme si za vzor lidského hráče a postavme jej před dvě následující situace, přičemž 
budeme předpokládat, že se bude snažit zvítězit. Nejprve se bude muset rozhodnout, zda provede tah, 
který s větší pravděpodobností povede k jeho vítězství, či zvolí tah s neznámým výsledkem. Logicky 
by si měl vybrat tah, který povede nejspíše k jeho vítězství.  
Druhá možná situace zahrnuje stav, kdy se bude muset hráč rozhodnout, zda zvolí tah 
(případně jeden z tahů), jenž vede s největší pravděpodobností k prohře, nebo zkusí provést tah 
s neznámým výsledkem (popřípadě vybere jeden z takovýchto tahů). Pokud se bude hráč snažit 
vyhrát, neměl by směřovat partii k jeho prohře, proto je pro něj výhodnější zkusit některý náhodný 
tah. 
Pokud se budeme držet již zavedeného hodnocení kladné hodnoty v případě stavu blízkého 
výhře a záporné hodnoty blízkého prohře, tedy v našem případě +1 pro výhru a -1 pro prohru, tak 
                                                     
5
 Viz http://webdocs.cs.ualberta.ca/~chinook/databases/checker_positions.html 
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hodnota nula pro neznámý stav hry je absolutně ideální. Je horší v případě, že jsme na slibné cestě 
k vítězství (nemá smysl riskovat) a naopak je výhodnější, pokud známé stavy hry směřují k prohře (je 
výhodnější risk).  
Nyní si však představme situaci, že všechny zkoumané stavy, či větší jejich část, jsou 
neohodnoceny a těch několik zbylých je ohodnoceno záporně. Algoritmus Alfa-Beta nalezne první 
stav s ohodnocením nula a jelikož nenalezne již žádný s lepším ohodnocením (ostatní jsou také rovny 
nule, případně jsou záporné), vybere tah vedoucí k tomuto stavu. Je však otázkou, zda jsou si 
neohodnocené stavy rovny, co se týče možnosti směřovat hru z daného stavu do vítězného konce. 
Obecně jistě nejsou. Bylo by proto vhodné mezi nimi rozlišovat. 
Abychom mohli rozlišovat mezi stavy, které nemáme ohodnocené, je třeba jim namísto nulové 
přidělit jinou hodnotu, která se více blíží realitě. Je však třeba dbát na skutečnost, že se chceme 
přidržet konceptu, kde neznámé neohodnocené stavy mají hodnotu velmi blízkou nule a liší se od 
sebe číselně pouze natolik, aby bylo možné mezi nimi rozhodnout, který z nich je výhodnější pro 
daného hráče. 
Prvním konceptem je kvantitativní hodnocení. Jediným rozhodujícím faktorem je počet 
kamenů aktuálního hráče a počet kamenů protihráče. Nejprve jsou spočteny kameny obou protihráčů 
vynásobeny odpovídající hodnotou. Kámen aktuálního hráče bude znamenat například +1 a naopak 
protihráčův kámen -1. Poté je proveden součet obou hodnot. Abychom nějakým způsobem rozlišili 
dámu od běžného kamene, budeme brát v úvahu například dvojnásobnou váhu pro dámu, tedy 2 a -2. 
Dále provedeme čistě kosmetickou úpravu a to, že počet kamenů na každé straně vydělíme jejich 
počátečním počtem (tzn. 12 pro českou a 20 pro mezinárodní variantu hry). Tímto dosáhneme 
intervalu hodnot v rozmezí -1 až 1. Tato metoda hodnocení je asi nejběžnější laickou metodou, kdy se 
jednoduše podívám, ve kterém stavu mi zůstane víc kamenů a soupeři co nejméně. Hlavní nevýhodu 
ilustruje Obrázek 10. Černý kámen je na své startovní pozici a naopak bílý kámen již přešel téměř 
celou délku herní desky a je krok od toho stát se dámou. Při stávajícím hodnocení jsou si naprosto 
rovny, což ovšem jistě neodpovídá tomu, co očekáváme. 
 
 
Napravme nyní předešle zanedbanou vzdálenost k protihráčově straně herní desky. Myšlenka je 
jednoduchá: čím blíže k protihráčově straně se kámen nachází, tím blíže je k tomu, aby se stal dámou. 
Tuto okolnost hodnotíme tak, že ohodnocení kamene bude lineárně narůstat směrem k protihráčově 
straně herní desky. 
Poznamenejme, že celkový výsledek chceme číselně přiblížit nule, jelikož se ustavičně jedná 
jenom o odhad hodnocení, proto vypočtenou hodnotu dělíme například konstantou 100, což nám 
Obrázek 10: Příklad selhání základního kvantitativního ohodnocení. Černý kámen je na své startovní pozici. 
Okraj herní desky 
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zaručí dostatečnou blízkost nulovému ohodnocení. Může se stát, že metoda posilovaného učení 
ohodnotí některý stav hodnotou absolutně ještě menší, než jsou vypočtené, ale to nám nevadí, protože 
v tomto případě je tak jako tak stav vzdálen velmi od konce hry. 
Výjimku tvoří nalezení skutečného terminálního stavu například, že jeden z hráčů již nemá 
k dispozici žádné kameny. V tomto případě vracíme přímo odpovídající ohodnocení. 
 
 
Pokud bychom aspekt vzdálenosti od protihráčovy strany herní desky nazvali vertikálním 
aspektem, pak k němu horizontálním je rozdíl v pozici v rámci stejného řádku. Můžeme si 
povšimnout, že běžně se pozice v řádku neliší žádnou větší výhodností. Ale přeci jen lze nalézt jeden 
rozdíl, který naznačuje Obrázek 11. Vidíme, že pokud se kámen nachází na políčku úplně na okraji 
herní desky, nemůže být přeskočen, tedy odebrán. Na druhou stranu má pak jen jednu možnost směru 
dalšího pohybu (tedy pokud se nejedná o dámu). Zkonstatujme tedy, že se zde nachází drobná 
výhoda, tudíž budeme tedy již vypočtenou odměnu za daný kámen násobit například hodnotou 1.1, 
abychom ji vnesli do výpočtu. Dáma ovšem již nebude násobena, jelikož je již její hodnota větší 
oproti běžnému kamenu. 
Další úvahou může být, že budeme sledovat a hodnotit, jestli se některý z herních kamenů 
nenachází v pozici, kdy může přeskočit soupeřův kámen, případně, zda nemůže být soupeřovým 
kamenem odebrán. Jak by taková činnost mohla například probíhat: Musíme nalézt možné tahy pro 
hráče na tahu, zkontrolovat, zda se mezi nimi nevyskytuje skok. Dále pro soupeřovy kameny, které by 
potenciálně mohly být přeskočeny a tudíž odebrány, spočítat určitou penalizaci. Ačkoliv se to na 
první pohled zdá jako vynikající nápad, nerozhodl jsem se jej použít. Tuto činnost totiž již obstarává 
samotný algoritmus Alfa-Beta, který právě sleduje posloupnost tahů ve hře, tudíž je schopen přesně 
zhodnotit, který kámen bude přeskočen. To je také problémem pro použití tohoto hodnocení pro herní 
stavy. Kdyby bylo více možností skoku, tak jak rozhodnout, který bude realizován? Penalizovat tak 
všechny kameny, či vybrat pouze jeden konkrétní? 
 
















5.7 Algoritmus Alfa-Beta 
Nepostradatelnou součástí počítačového hráče, který simuluje skutečného hráče deskové hry dáma, je 
mechanismus výběru co nejoptimálnějšího tahu z možných tahů v dané herní situaci. Jelikož dáma je 
desková hra se dvěma protihráči, kteří se pravidelně střídají, je možné použít algoritmus Alfa-Beta, 
jehož princip popisuje kapitola 3.2.  
Vlastní implementace se drží uvedeného principu, avšak veškerou činnost sdružuje do jedné 
rekurzivně volané funkce, jejíž podstatu zobrazuje Algoritmus 5.  
Funkce pro nalezení nejlepšího tahu z množiny platných je obecně časově nejnáročnější úloha 
prováděná během výpočtu každého tahu hry. Časová náročnost obzvláště závisí na zvolené hloubce 
zanoření algoritmu. Uveďme příklad průměrného větvení 8. Při hloubce zanoření deset musíme projít 
až 810 stavů. Proto program uživateli nabízí běžně zanoření 1-10, aby výpočet tahu trval rozumnou 
dobu, avšak lze nastavit libovolnou hodnotu zanoření, ale pro reálnou hru bych to nedoporučoval. 
 
 
Provedl jsem experimentální měření, ve kterém jsem zkoumal, v kolika případech ze všech 
možných je na výběr jen jedna možnost tahu pro aktuálně hrajícího hráče a naopak v kolika je na 
výběr více možností. Výsledek zobrazuje Graf 2. Vidíme, že ve značné části případů (31% u české a 
38% u mezinárodní varianty hry) má hráč na výběr v daném okamžiku pouze jeden tah. Zde se přímo 
nabízí optimalizace algoritmu Alfa-Beta pro naši konkrétní úlohu. Tento algoritmus má totiž za úkol 
vybrat v daném okamžiku, co nejlepší tah, k čemuž využívá předvídání následujících kroků hry. 
Avšak pokud máme na výběr pouze jeden tah, nemá význam procházet všechny možné stavy až do 
zadané hloubky, jelikož stejně vybereme tento jeden možný tah. Proto Algoritmus 5 na 5. řádku 
obsahuje podmínku – jestliže se nacházíš v prvním volání funkce a máš na výběr pouze jeden tah, 
potom jej vrať jako výsledek. Podmínka, že se nacházíme v počátečním volání funkce (ještě jsme se 
nezanořili do rekurze), je velmi podstatnou, jelikož kdybychom ukončili algoritmus vždy při nalezení 
jen jednoho možného tahu v jakékoliv hloubce zanoření, ztratil by algoritmus svou funkčnost. 
Například jeden možný tah v 5. zanoření funkce by zde ukončil zanořování, přitom bychom chtěli 
znát až hodnotu v 8. zanoření. 
Algoritmus 5: Implementace algoritmu Alfa-Beta 
funkce ALFA-BETA(stav,alfa,beta,hledatMax,zanoření) vrací ohodnocení (tah a hodnota): 
 jestliže (stav je v databázi koncových stavů) vrať ohodnocení 
 jestliže (zanoření == maxZanoření) vrať ohodnocení 
 načti množinu možných tahů T 
 jestliže (zanoření == 0 a současně T je prázdné) vrať ohodnocení 
 pro všechna t uvnitř T: 
  novyStav = zjistiNovýStav(stav, t) 
   v = ALFA-BETA(novýStav,alfa,beta, negace hledatMax, zanoření+1) 
  jestliže (alfa ≤ v.hodnota a současně hledatMax == pravda)  
   alfa = v.hodnota 
   noveOhodnocení = v 
  jestliže (beta ≥ v.hodnota a současně hledatMax != pravda)  
   beta = v.hodnota 
   noveOhodnocení = v 
  jestliže (alfa ≥ beta) ukonči prohledávání 
 vrať noveOhodnoceni 
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Touto jednoduchou podmínkou jsme ušetřili přibližně jednu třetinu zanořování algoritmu až do 
zadané hloubky, čímž jsme výrazně snížili průměrnou dobu výpočtu tahu.  
Podotkněme, že tato optimalizace není běžně uváděnou součástí algoritmu Alfa-Beta řezů, 
jelikož ne vždy musí být výhodná. Vezněme případ, kdy v drtivé většině případů by nešlo uplatnit 
podmínku pro okamžitý výběr tahu, tedy je na výběr pouze jeden tah. Pak bychom téměř při každém 
volání funkce zbytečně testovali tuto podmínku, což by vedlo k mírnému zhoršení složitosti. 
Vidíme, že je třeba zvážit každou úpravu algoritmu pro námi definovanou úlohu. V našem 
případě je podmínka velmi často splněna, tudíž výrazná časová úspora zastíní mírné navýšení 
složitosti o jednu podmínku. 
 
Graf 2: Zastoupení počtu možností při výběru tahu 
Obecný algoritmus Alfa-Beta uvedený v kapitole 3.2 obsahuje tzv. terminální test 
(TERMINAL-TEST(s)), který má za úkol rozhodnout, zda zadaný stav považovat za konečný. V praxi 
je však takový test pro hru dáma realizovatelný tak, že nejprve zkusíme nalézt další možné tahy a 
pokud není žádný možný tah, tak prohlásíme tento stav za konečný. Vezněme v potaz, že tento stav 
znamená vždy prohru pro hráče na tahu, čili běžně jsme schopni indikovat pouze prohru.  
Program ovšem obsahuje databázi ohodnocených herních stavů, mezi nimiž se vyskytují i 
koncové herní stavy. Proto je možné tohoto využít a určit, zda je stav koncový bez hledání dalších 
možných tahů. Poznamenejme, že možnost tohoto určení závisí na rozsáhlosti databáze herní stavů. 
Proto je nejprve realizováno hledání daného herního stavu v databázi a teprve pokud jej nenajde jako 
koncový herní stav, tak hledáme další možné tahy. Další výhodou použití databáze herních stavů je 
to, že může obsahovat i stav s výherním rozestavením kamenů, a tak lze určit konec zanořování o 
jednu úroveň výše, než kdybychom se ještě jednou zanořili a zjistili, že nyní nejsou žádné možné 
tahy. Tímto lze také ušetřit nepatrnou část výpočetní doby, která se však jistě projeví, pokud necháme 
program, aby simulovaným hraním mnoha partií rozvíjel databázi herních stavů, což je operace 
trvající na běžném PC dobu v řádu dnů až týdnů, případně i mnohem déle. 
Algoritmus se také dále nezanořuje při dosažení maximální zadané hloubky zanoření. V tomto 
případě je též nezbytné získat ohodnocení daného herního stavu. Implementačně je toto získání 
ohodnocení zajištěno pomocí funkce, která jej transparentně zkusí najít v databázi herních stavů a 
pokud jej zde nenalezne, tak jej nechá vypočítat pomocí mechanismu zmíněného v kapitole 5.6. 
Poznamenejme, že je velmi vhodné zachovat uvedenou posloupnost úvodních tří podmínek a 


























nalezením koncového stavu v databázi herních stavů, bylo by hledání možných tahů provedeno zcela 
zbytečně. 
Jelikož bylo na algoritmu provedeno několik úprav, které mají za cíl urychlit výpočet, tedy 
vyhledání nejlepšího tahu v zadané herní situaci, provedeme měření časové závislosti na zadané 
hloubce zanoření. Graf 3 ukazuje závislost doby výpočtu na hloubce zanoření algoritmu Alfa-Beta. 
Vidíme, že ačkoliv se nám podařilo optimalizovat výpočet, vykazuje při měření program 
exponenciální časovou složitost v závislosti na hloubce zanoření algoritmu Alfa-Beta. 
 















Hlobka zanoření algoritmu Ala-Beta






6 Experimentální měření 
Pokusme se nyní ověřit funkčnost navrženého a implementovaného programu na několika základních 
testech ve srovnání s jinými programy, případně testováním programu hraním proti sobě samému při 
různých možnostech nastavení. Projekt byl navržen nejen pro klasické partie, ale lze též nastavit 
hloubku zanoření algoritmu Alfa-beta pro každého hráče. Také lze použít rozdílnou databázi 
ohodnocení herních stavů pro oba soupeře, či jednotlivé používání těchto databází vypnout. 
Nejprve si ověříme úspěšnost proti konkurenčnímu programu. Budeme testovat program 
nejprve bez použití databáze ohodnocení herních stavů. Tímto zjistíme úspěšnost navržené a 
implementované strategie pro vypočtení hodnocení herních stavů v souvislosti s hloubkou zanoření 
algoritmu Alfa-Beta. 
Důležitým procesem při porovnání s jiným konkurenčním softwarem je nalezení právě tohoto 
softwaru, který je pro testy vhodný. Pro testování české varianty hry dáma, bylo nutné nalézt produkt, 
který tyto pravidla respektuje. Také ačkoliv programy hrály dle českých pravidel, u některých se 
vyskytly drobné odlišnosti, například v možnosti přeskočit již přeskočený kámen při vícenásobném 
skoku. Nakonec jsem pro test závislosti na hloube zanoření Alfa-Bety zvolil hru Dáma 20046. 
Poznamenejme, že není nutné, aby konkurenční program vybíral zcela dokonalé tahy. Postačí, když 
bude schopen udržet určitou úroveň obtížnosti, abychom mohli provést postupné srovnání s naším 
programem. 
6.1 Podmínky experimentů 
Je třeba uvést, že měření budou prováděna jen do rozumné hloubky zanoření, což znamená, že jedna 
hra nepřesáhne dobu jedné hodiny. Tudíž vyvozené závěry lze aplikovat pouze na tuto omezenou část 
možnosti hloubky zanoření. Dále zdůrazněme, že program při výpočtu nejlepšího řešení používá 
aritmetiky s plovoucí řádovou čárkou a naměřené výsledky nemusí být nutně shodné s hodnotami 
naměřenými na jiném počítači, než byl proveden experiment. Dokonce může konkrétní hodnoty 
ovlivnit i použitý operační systém. Může se totiž objevit rozdíl v přesnosti aritmetických operací, 
konkrétně v počtu desetinných míst, na které jsou výsledky zaokrouhleny. Pro samotný experiment 
tato okolnost nevadí, je ovšem nutné dbát na to, aby při jakémkoliv porovnávání výsledků dvou 
měření, byla tato měření provedena za stejných podmínek, tedy na stejném nezatíženém počítači se 
stejným operačním systémem. 
V následujících experimentech ověříme dosažené vlastnosti, čili nejprve se budeme snažit 
prokázat, že funguje myšlenka algoritmu Alfa-Beta, čili že se zvyšující se hloubkou zanoření roste 
pravděpodobnost výhry. Potlačíme použití posilovaného učení, aby výsledky nemohly být touto 
metodou ovlivněny. Tento pokus provedeme hrou proti konkurenčnímu programu (6.2). 
Aplikace musí být schopna hry sama proti sobě. Tuto schopnost ukážeme v kapitole 6.3. Navíc 
opět budeme zkoumat schopnosti algoritmu Alfa-Beta, tudíž znovu potlačíme použití posilovaného 
učení. Ještě k tomu se zaměříme na to, jakým způsobem ovlivní stejná strategie obou protihráčů 
dosažené výsledky. 
Důležitou částí programu je použité posilované učení, konkrétně metoda TD learning, která by 
měla zlepšovat schopnosti počítačového hráče, tím že je schopna se z odehraných her učit a také tyto 
nové informace je schopna si zapamatovat. V části 6.4 budeme provádět opakovaná hraní partie, ve 
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 Informace a instalace na http://www.stahuj.centrum.cz/hry_a_zabava/logicke/deskove/dama-2004/ 
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které došlo k tomu, že hráč, kterého preferujeme, prohrál. Užijeme posilovaného učení a budeme 
čekat, zda a případně za jak dlouho byl schopen tento výsledek obrátit ve svou výhru či alespoň 
remízu. 
Nakonec se pokusíme ukázat, do jaké míry je schopna výsledek určitých partií ovlivnit 
databáze ohodnocených stavů, kterou jsme však vytvořili provedením řady náhodných procházek 
(6.5). Dosažené výsledky porovnáme s těmi, které byly dosaženy v testu v kapitole 6.3. 
6.2 Ověření funkčnosti metody Alfa-Beta hrami 
proti konkurenčnímu programu 
Předpokládejme, že při použití větší hloubky zanoření má hráč větší přehled ve hře, je tedy schopen 
tzv. vidět více tahů dopředu a lépe směřovat hru k vlastní výhře. Vypneme použití posilovaného 
učení, čímž bude náš program hrát vždy dle stejné vypočtené strategie, tedy úspěšnost bude záviset 
pouze na metodě Alfa-Beta. 
Nastavíme jednoho hráče na konstantní schopnosti (konkurenční program) a jeho protihráče 
(implementovaný program) nejprve na nejmenší hodnotu zanoření, tedy na hloubku jedna a budeme ji 
postupně zvyšovat až do hloubky osm. Pozorování by mělo prokázat závislost úspěšnosti hráče na 
hloubce zanoření algoritmu Alfa-Beta. Jelikož konkurenční program čas od času volí odlišnou 
strategii, bylo provedeno více měření pro každou úroveň zanoření a vybrána reprezentativní hodnota 
dle nejčastějšího výsledku (Tabulka 4). Vidíme, že s rostoucím zanořením pravděpodobnost výhry 

















1 Prohra 1 0 6 0 
2 Prohra 0 0 0 2 
3 Výhra 5 0 0 0 
4 Výhra 3 1 0 0 
5 Remíza 2 2 0 1 
6 Výhra 0 1 0 0 
7 Výhra 3 1 0 0 
8 Výhra 1 1 0 0 
Tabulka 4:Partie bez posilovaného učení proti konkurenčnímu programu 
Navíc si povšimněme, že neplatí tvrzení, že s vyšší úrovní zanoření našeho programu 
vyhrajeme a zbude nám více kamenů obecně. Chování programu se totiž s rostoucím zanořením 
mění. Při dosažení úrovně zanoření 3, si lze v průběhu hry povšimnout, že program je schopen 
obětovat vlastní kámen, aby přinutil soupeře k tahu, který je pro něj ve výsledku hodnotnější. Tedy 




Uveďme si situaci a posloupnost kroků, kdy se schopnost obětování kamenů projeví (Obrázek 
12). Hráč s černými kameny obětuje první kámen (1.) tím, že jej dá na pozici, kde jej hráč s bílými 
kameny musí přeskočit (2.) a sám jej opět přeskočí (3.). Touto sekvencí tahů obě strany ztratily po 
jednom kameni, avšak jeden černý kámen zůstal na výhodnější pozici. 
 
6.3 Ověření funkčnosti metody Alfa-Beta hrami 
programu proti sobě samému 
Nyní provedeme test, kdy program hraje sám proti sobě. Jelikož program používá v tomto případě 
pouze vypočtené ohodnocení herních stavů, které je pro každé nastavení maximální úrovně zanoření 
stejné, lze předpokládat mnohem větší výskyt remíz a také větší závislost na tom, který z hráčů začíná 
hru. 
Nastavíme znovu stejné podmínky pro pokus, kdy jeden z hráčů bude mít konstantní hodnotu 
zanoření algoritmu Alfa-Beta a druhý ji bude postupně zvyšovat. Budeme sledovat, jak použití stejné 
strategie ovlivní vykazované vlastnosti Alfa-Beta řezů. Celé toto měření budeme opakovat pro různé 
konstantní hodnoty pro českou i mezinárodní dámu (Tabulka 5).  
Vidíme, že při použití shodné strategie hodnocení, kterou neovlivňuje posilované učení, pro 
oba hráče nastávají zajímavé situace. 
Nejprve si povšimněme situace, kdy jsou nastaveny shodné podmínky a pouze pro 
pozorovaného hráče vyměníme barvu, čili změníme, kdo partii začíná. Vidíme obecně jasně odlišné 
chování. Lze tedy usoudit, že při použití shodné strategie ohodnocení při všech situacích pro oba 
protihráče závisí výsledek hry na tom, kdo ji zahájí. 
  
























Výsledek hry při zanoření hráče 
1 2 3 4 5 6 7 8 
Česká Černý 3 P R V V R R V V 
Česká Bílý 3 P R P R V V R R 
Mezinárodní Černý 3 P P P V R P P P 
Mezinárodní Bílý 3 P R V P R V V V 
Česká Černý 4 P V R R R R R V 
Česká Bílý 4 P R P R R V V V 
Mezinárodní Černý 4 P R V R P V R R 
Mezinárodní Bílý 4 P R P R V R R R 
Česká Černý 5 P R P R V R R R 
Česká Bílý 5 V V R R P V R P 
Mezinárodní Černý 5 P P R P V R V R 
Mezinárodní Bílý 5 P P R V P R R R 
Tabulka 5: Partie programu proti sobě samému (V=výhra, R=remíza, P=prohra) 
Za daných podmínek také nemusí platit přímá úměra mezi hloubkou zanoření algoritmu Alfa-
Beta a šancí na výhru. Je to tím, že ačkoliv máme shodnou strategii hodnocení stavů, každý 
z protihráčů má různou hloubku zanoření, čímž vlastně simuluje jinou strategii. Například hráč 
s bílými kameny s hloubkou zanoření 8 prohraje proti hráči s černými kameny s hloubkou zanoření 5. 
Je to pravděpodobně způsobeno tím, že větší úroveň zanoření vede na delší předpoklad posloupnosti 
tahů pro prvního hráče, ale jelikož druhý z hráčů vidí mnohem kratší posloupnost, která 
pravděpodobně naznačuje zcela jiný výsledek hry, volí z pohledu prvního hráče zcela neočekávané 
tahy. Navíc čím delší posloupnost hráč uvažuje, je schopen obětovat mnohem více kamenů za účelem 
výhry, ale pokud protihráč poté nepostupuje dle jeho předpokladu, může o tyto kameny přijít bez 
užitku. 
Dále si povšimněme, že obzvláště u české varianty hry se při úrovni zanoření 2 vyskytují 
poměrně lepší výsledky než při úrovni zanoření o jedna vyšší či nižší. Osobně bych usuzoval, že se 
tato okolnost nastává stylem hry vyplývající z této úrovně. Při úrovni 2 totiž hráč vidí, zda může 
některý kámen přeskočit a zároveň nebude přeskočen v dalším tahu. Je to sice velmi jednoduché, 
avšak logické pravidlo, které směřuje hráče k co nejlepšímu výsledku bez obětování kamenů.  
Potvrdil se předpoklad, že můžeme očekávat poměrně častý výskyt remízových stavů, 
konkrétně při našem výběru je to cca 43% ze všech výsledků. 
6.4 Ověření funkčnosti metody TD learning 
hrami programu proti sobě samému 
V předešlé kapitole jsme zkoumali chování počítačového hráče, který hraje sám proti sobě při 
naprosto shodné strategii, přičemž se nikdy z žádné hry nepoučí. Zkoumejme nyní tedy rozdíl, pokud 
použijeme posilovaného učení TD learning pro získání lepších znalostí o hře. Budeme se snažit 
prokázat, že použití posilovaného učení dokáže zlepšit schopnosti počítačového hráče. 
Nejprve vyberme například jeden exemplární případ partie, kdy počítačový hráč hraje sám 
proti sobě, a přijdeme k výsledku, který bychom z hlediska poměru hloubky zanoření algoritmu Alfa-
Beta nečekali (Tabulka 5). Vyberme situaci, kdy proti sobě budou hrát hráč s bílými kameny a úrovní 
zanoření 4 a hráč s černými kameny s úrovní zanoření 2 v české variantě hry. Připomeňme, že ačkoliv 
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má hráč s bílými kameny teoreticky větší šanci na výhru díky své hloubce zanoření v algoritmu Alfa-
Beta, tak se mu nepodaří zvítězit. Nastavíme program tak, že bude hrát neustále tutéž partii, přičemž 
se hráč s bílými kameny bude schopen učit používáním databáze ohodnocení nalezených stavů a hráč 
s černými nikoliv.  
Průběh tohoto pokusu zobrazuje Tabulka 6. Vidíme, že již během pěti opakování shodné partie 
byl hráč s posilovaným učením schopen dosáhnout lepšího výsledku. Dále je také znázorněno, že po 
jistou dobu se vůbec nic ve stavu hry nemění. Je to dáno tím, že informace o koncovém stavu hry se 
musí rozšířit od konce hry až ke stavu, kdy je možné hru ubírat jiným směrem. Poznamenejme, že 
změna výsledku může trvat i výrazně déle než pět partií. Zde je jasně vidět, že vytvoření kvalitní 
databáze ohodnocených stavů metodou TD learning, vyžaduje opravdu obrovské množství partií, 













1 Prohra 5 1 0 0 
2 Prohra 5 1 0 0 
3 Prohra 5 1 0 0 
4 Prohra 5 1 0 0 
5 Remíza 3 1 0 1 
Tabulka 6: Průběh učení počítačového hráče s bílými kameny a úrovní zanoření 4 proti hráči s černými kameny a 
úrovní zanoření 2 v české variantě hry dáma. 
Provedeme také analogický pokus v mezinárodní variantě hry, kdy se bude opět učit hráč 













1 Prohra 6 1 0 0 
17 Výhra 0 0 2 0 
Tabulka 7: Průběh učení počítačového hráče s bílými kameny a úrovní zanoření 4 proti hráči s černými kameny a 
úrovní zanoření 3 v mezinárodní variantě hry dáma. 
Vidíme, že se nám znovu opakovaným hraním partie podařilo změnit výsledek dokonce na 
výhru z  jasné prohry dle počtu kamenů na konci hry. Avšak jak jsme již uvedli, trvalo to nyní 
výrazně déle, oproti předchozímu pokusu více než trojnásobně. 
Dokázali jsme, že při použití posilovaného učení může daný hráč dospět k výrazně lepším 
výsledkům oproti protihráči, který ji nepoužije. Při zkoumání, kdy je hrána partie s týmž nastavením 
neustále dokola můžeme narazit na situaci, kdy se hráč z prohry zlepší na remízu, ale na výhru již ne. 
Je to způsobeno tím, že remíza se stane tzv. lokálním maximem, přičemž při vybírání tahu vybereme 
vždy tento, proto se v takto nastaveném testu již dále situace nemění. Vyvstává zde tak otázka, zdali 
je globální databáze ohodnocení, kterou program vytváří v učebním módu použitelná, zda neuvízne 
také v lokálním extrému? V případě, kdy necháme program běžet v učebním módu, přičemž rozvíjí 
své schopnosti pomocí partií, v nichž hráč, který se učí, provádí náhodné tahy, nenastává tento 
problém právě kvůli jejich náhodnosti. 
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6.5 Ověření funkčnosti programu hrami proti 
sobě samému za použití databáze ohodnoce-
ných stavů  
Jak jsme již zjistili v předcházející kapitole, posilované učení vede hráče k dosažení lepšího výsledku, 
potřebuje však k tomu více her s těmi samými podmínkami, aby se byl schopen přizpůsobit. Ovšem 
chceme program vybavit počáteční databází již ohodnocených herních stavů, tak aby úroveň 
počítačového hráče byla od první partie pokud možno co nejlepší. Nemá tedy moc význam hrát 
postupně partie s týmž nastavením, jelikož například lidský hráč může pokaždé volit naprosto 
odlišnou strategii. Proto necháme program nejprve hodnotit herní stavy v učebním módu, kdy se 
jeden z hráčů vždy učí, přičemž vykonává náhodné tahy, a druhý hraje svými co nejlepšími tahy.  
Pro následující pokus použijeme databázi ohodnocení, která byla vytvořena v učebním módu, 
přičemž pro českou i mezinárodní variantu se program učil přibližně 20 hodin. Víme však, že tato 
doba je v porovnání s velikostí stavového prostoru hry dáma absolutně zanedbatelná, tudíž 
ohodnocení nalezených neterminálních stavů bude velmi nekvalitní z důvodu malého počtu průchodů. 








Výsledek hry při zanoření hráče 
1 2 3 4 5 6 7 8 
Česká Černý 3 P P P R R R P P 
Česká Bílý 3 P P R P P V P P 
Mezinárodní Černý 3 P P P V R P V P 
Mezinárodní Bílý 3 P R V P R P R P 
Česká Černý 4 P R R R R R P P 
Česká Bílý 4 P R P R R V V R 
Mezinárodní Černý 4 P R V R P V R R 
Mezinárodní Bílý 4 P R P R V R R R 
Česká Černý 5 P P R R V R R R 
Česká Bílý 5 P V P R P V R R 
Mezinárodní Černý 5 P P R P V R P P 
Mezinárodní Bílý 5 P P R V P R V P 
Tabulka 8: Partie programu proti sobě samému s použitím databáze ohodnocených herních stavů 
(V=výhra, R=remíza, P=prohra) 
Porovnáme-li výsledky s pokusem bez použití posilovaného učení (Tabulka 5), je vidět, že tato 
databáze pomohla někdy výsledek zlepšit, ale v mnoha případech nedostatečné ohodnocení herních 
stavů způsobilo, že byl výsledek horší. Poznatkem z toho měření je okolnost, že pokud není databáze 
vytvářena dostatečně dlouho, tudíž není dostatečně kvalitní, je lepší se jejímu použití často raději 
vyhnout. Je také vhodné při tvorbě databáze ohodnocení, čas od času rozvíjet databázi na konkrétních 






Cílem práce bylo propojení algoritmu pro hraní her s algoritmem pro posilované učení ve funkční 
deskové hře. Zvolil jsem deskovou hru, která má dostatečně velký stavový prostor, aby uplatnění 
posilovaného učení mělo svůj význam. 
Pro prohledávání stavového prostoru jsem se rozhodl použít metodu pro hraní her zvanou Alfa-
Beta řezy. Ta byla porovnána nejprve s obdobnou metodou MiniMax, přičemž byla sledována 
možnost vyloučení jisté množiny stavů při jejich procházení. Použití Alfa-Beta řezů tedy ušetří dle 
naměřených výsledků zkoumání přibližně jedné třetiny herních stavů. Navíc bylo provedeno několik 
optimalizačních doplnění algoritmu pro tuto úlohu, čímž se podařilo ji celkově ještě urychlit. Zde 
bych možnost dalšího rozvoje viděl v nalezení algoritmu pro seřazení průchodu jednotlivými 
možnými tahy tak, aby byla maximalizována účinnost řezů, přičemž by však tato metoda byla 
výrazně časové méně náročná než samotná Alfa-Beta. 
Z metod pro posilované učení byla vybrána metoda TD learning, která taktéž nejprve byla 
srovnána s metodou ADP learning. Rozhodující výhodou se stal fakt, že metoda TD learning dokáže 
přehodnotit stav okamžitě po jeho průchodu a na základě jedné rovnice namísto soustavy rovnic, 
které jsou užity u ADP learning. Poté byl navržen systém pro rozvoj databáze ohodnocení herních 
stavů, čili učení, tak abychom dostali vhodné výsledky. Soustředili jsme se na co nejrychlejší 
získávání terminálních stavů, abychom co nejvíce urychlili proces učení, a naopak byla snaha o co 
nejmenší počet stavů v databázi ohodnocení, které ještě nebyly řádně oceněny. 
Obě tyto metody byly propojeny v podobě grafického programu, přičemž bylo nutné vymyslet 
mechanismus nalezení všech možných tahů, jejich výběru pomocí metody Alfa-Beta za pomoci 
posilovaného učení, či umožnění zadání tahu dle výběru uživatele. Prostředí bylo zaměřeno na 
experimentování pro tuto úlohu, avšak je možné realizovat běžnou partii. Významnou částí programu 
je též učební mód, kdy program vylepšuje své schopnosti rozšiřováním databáze ohodnocení herních 
stavů. Zde bych spatřoval možnost dalšího rozvoje v podobě masivní paralelizace programu v podobě 
vláken, aby byl schopen hrát více partií hry současně a rychleji se učit (v současné podobě obsahuje 
jedno grafické a jedno výpočetní vlákno). 
Na závěr práce byla provedena řada experimentů s výsledným programem, kdy se nám 
podařilo ukázat, že metoda pro výběr nejlepšího tahu, Alfa-Beta řezy, skutečně funguje při nasazení 
proti konkurenčnímu programu. Dále byl demonstrován rozdíl při použití kombinace Alfa-beta řezu 
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Příloha A. Systémové požadavky 
Jelikož je program vyvíjen v prostředí frameworku Qt a využívá jeho knihoven, je třeba mít příslušné 
knihovny nainstalovány. Dále je při překladu využit program qmake, který je též nezbytný a to 
alespoň ve verzi 4.0. 
Program je překládán a spouštěn pomocí programu make, který musí mít cílový systém též 
v sobě obsažen. Pro Windows lze použít například balíček MinGW7, který je též nainstalovaný ve 
frameworku Qt. 
Poznamenejme, že celý projekt není primárně vyvíjen pro operační systém Windows, i když 
nic nebrání použití programu v tomto prostředí. Obecně však je překlad programu problematický, 
jelikož systém musí obsahovat mnoho dodatečných aplikací a být správně nastaven, proto je nasnadě 
doporučení využít přeloženou aplikaci, případně nejlépe program spustit pomocí frameworku Qt. 
Pro generování dokumentace je využit program Doxygen, který do zadané složky vygeneruje 
dokumentaci ke zdrojovým kódům v podobě HTML s hlavní stránkou nazvanou index.html. Pokud 
chceme dokumentaci vygenerovat, je nezbytné mít jej nainstalován, pro samotnou aplikaci není 
ovšem nezbytný. 
Program umožňuje zobrazit nápovědu. Ta je také ve formátu HTML a je otvírána pomocí 
webového prohlížeče, který je nastaven v systému jako defaultní. 
  





Příloha B. Manuál 
Tento manuál slouží jako příloha k implementovanému programu, který realizuje počítačového 
protihráče ve hře dáma. Jednotlivé kapitoly ukazují zacházení s odpovídajícími částmi programu a 
usnadňují tak práci s ním. 
Kompilace programu a jeho spuštění 
Program lze přeložit pomocí příkazu make aplikovaného na konfigurační soubor Makefile, jenž se 
nachází v kořenovém adresáři odevzdaného CD. Zde je možné nastavit správnou cestu k programu 
qmake, který je nezbytný ke kompilaci aplikace: 
 
Pokud nebude nalezena žádná cesta k programu qmake, provede se užití přímo příkazu qmake 
s patřičnými parametry. 
Případně lze toto provést i ručně. Uveďme si příklad použití pod operačním systémem 
Windows. Tvorba projektového souboru: 
 
V případě, že se nám povede vygenerovat soubor checkers.pro, lze jej otevřít ve frameworku 
Qt a odtud i spustit. V operačním systému Windows je nejlépe použít již zkompilovanou verzi. 
Pokud se nepodaří program přeložit (implicitní varianta), je možné pokusit se spustit již 
zkompilovanou verzi aplikace
8. Tyto se nachází každá ve své složce uvnitř adresáře bin. Lokalizace 







Ubuntu 10  
32-bit 
ubuntu_32 checkers 
CentOS/Linux cent checkers 
Nápověda 1:  Lokalizace kompilovaných verzí. 
Spustit přeložený program lze pomocí příkazu make run, případně při použití již 
zkompilované verze standardním spuštěním například dvojklikem na daný soubor. 
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 Pokud bude nutné nastavit práva pro spuštění, je to možné učinit tak, že se zkopíruje složka z cd na pevný disk 
a spustí se příkaz chmod +x checkers. 
cd src 
C:\Qt\2010.05\qt\bin\qmake.exe –project –o checkers.pro 
… 





Načtení databáze herních stavů 
Pokud chceme využívat či rozvíjet databázi herních stavů obsahující jejich ohodnocení, je třeba ji 
ještě před samotnou hrou do programu načíst. Při spuštění programu je automaticky prohledán 
adresář, kdy se ve složce database hledá soubor cdb.cdb. Pokud je nalezen, je otevřen dialog pro 
načtení (Nápověda 2). Lze se rozhodnout, zda načíst oddělené databáze pro hráče s černými a bílými 
kameny. Pokud se dialog samovolně nezobrazí, lze jej kdykoliv vyvolat prostřednictvím menu 
Databáze → Načíst. Po stisku tlačítka je načtena databáze a program je schopen s ní již pracovat. 
 
Nápověda 2: Dialogové okno pro načtení databáze 
Uložení databáze herních stavů 
Během každé hry je aktuálně používaná databáze neustále aktualizována a rozšiřována. I když jsme 
žádnou databázi nenačetli, je automaticky generována. Pro uchování je ji třeba uložit, k čemuž slouží 
opět dialogové okno (Nápověda 3). Pokud došlo v databázi ke změně od posledního uložení, je při 
ukončení programu automaticky otevřeno dialogové okno, které lze také kdykoliv vyvolat přes 
tlačítko menu Databáze → Uložit. Také lze vybrat, zda ukládat odděleně databáze pro hráče 
s černými a bílými kameny. 
 
Nápověda 3: Dialogové okno pro uložení databáze 
Výběr hry 
Program v základním stavu poskytuje nabídku pro výběr různých módů. Nejprve se jedná o hru 
člověka proti počítači, kdy je nutné nejprve zvolit barvu kamene pro hráče (Černý či Bílý), a poté 
určit, zda chceme hrát českou či mezinárodní variantu hry dáma (Nápověda 4). Hra je spuštěna. 
 
Nápověda 4: Nastavení hry člověka proti počítači 
42 
 
Druhou možností je ukázkový mód, kdy hraje počítač sám proti sobě a simuluje partii dvou 
hráčů, kdy lze každému přiřadit různou úroveň hloubky zanoření algoritmu Alfa-Beta. Každý tah je 
řádně vyznačen a zpomalen natolik, aby jej bylo lidské oko bez problémů schopno zaznamenat. 
 
Nápověda 5: Nastavení ukázkového či učebního módu 
Naposledy lze také vybrat učební mód, kdy opět program hraje sám se sebou, ovšem realizuje 
jednu hru za druhou, přičemž provádí tahy okamžitě bez znázornění. Tento mód slouží především pro 
rozvoj databáze ohodnocení herních stavů. Při tomto módu je v pravé horní části zobrazena statistika 
průběhu aktuálního učení (Nápověda 6). 
Pro ukázkový i učební mód je třeba určit stiskem odpovídajícího tlačítka, zda se jedná o českou 
či mezinárodní variantu hry (Nápověda 5). 
 
Nápověda 6: Přehled aktuálního učení 
Nastavení použití databáze herních stavů 
Pro spouštěnou partii lze nastavit, který z hráčů může využívat databázi herních stavů (hráč s černými 
kameny, hráč s bílými kameny či oba). Navíc lze nastavit, zda budou využívat rozlišné databáze, či 
tutéž. Nastavení se provádí zatržením příslušné varianty (Nápověda 7). 
 
Nápověda 7: Nastavení použití databáze herních stavů 
Nastavení hloubky zanoření algoritmu Alfa-Beta 
Hloubku zanoření algoritmu lze nastavit pomocí táhel, případně pomocí zadání přímo číselnou 
hodnotou v pravé dolní části aplikace (Nápověda 8). Lze nastavit hloubku zanoření pro hráče 




Nápověda 8: Nastavení hloubky zanoření algoritmu Alfa-Beta 
Výběr tahu 
Pokud jsme zvolili hru lidského hráče proti počítači, musí člověk vždy, jakmile je na řadě vybrat 
jeden z nabízených tahů v nabídce umístěné v pravé horní části programu. Při kliknutí na jeden 
z možných tahů, je vždy tento tah zvýrazněn na herní desce kvůli lepší představivosti. Po výběru tahu 
je jej nutné potvrdit stiskem tlačítka VYBER.  
 
 Nápověda 9: Znázornění výběru tahu 
Tah je ihned po výběru realizován. Poznamenejme, že když je na tahu počítačový hráč, ať již 
ve hře člověka proti počítači, či v ukázkovém módu, je vždy vyznačen tah, který si vybral, a jeho 
realizace je pozastavena na chvíli potřebnou k tomu, aby ji lidské oko bylo schopno zaznamenat. 
Pozice uvedená v textu, který popisuje jednotlivý tah, odpovídá znační A-J a 1-10 po stranách 
herní desky. 
Ilustrace výběru tahu ukazuje Nápověda 9. 
Zobrazení nápovědy 
Při běhu programu je též možné zobrazit nápovědu, která je v podstatě velmi podobná tomuto 
manuálu a zahrnuje základní informace o ovládání, nastavení a dalších možnostech programu. Lze ji 





Příloha C. Obsah přiloženého CD 




Obsahuje složky se zkompilovanými 
verzemi programu 
checkers.docx Elektronická verze tohoto textu 







Konfigurační soubor pro vytvoření 
dokumentace programem Doxygen 
Makefile 
Konfigurační soubor pro kompilaci 
programu 
README.txt Informace o projektu 
src Složka se zdrojovými soubory 
Obsah přiloženého CD 
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 Pokud je program Doxygen správně nainstalován, lze dokumentaci vytvořit příkazem make doxygen. 
