Topic models are in widespread use in natural language processing and beyond. Here, we propose a new framework for the evaluation of probabilistic topic modeling algorithms based on synthetic corpora containing an unambiguously defined ground truth topic structure. The major innovation of our approach is the ability to quantify the agreement between the planted and inferred topic structures by comparing the assigned topic labels at the level of the tokens. In experiments, our approach yields novel insights about the relative strengths of topic models as corpus characteristics vary, and the first evidence of an "undetectable phase" for topic models when the planted structure is weak. We also establish the practical relevance of the insights gained for synthetic corpora by predicting the performance of topic modeling algorithms in classification tasks in real-world corpora.
Introduction
Topic modeling is a powerful natural language processing tool for the unsupervised inference of the latent topics of a collection of texts [1, 2] . A variety of topic modeling algorithms have been proposed to cope with a broad set of technical challenges and diverse types of written documents [3, 4, 5, 6, 7] . Due to the large number of topic models in the literature and their widespread use, it is crucial to benchmark available algorithms. The need for such approaches is exacerbated by the increase of topic modeling applications in computational social science, where the purpose of the models is not to predict documents (in which case held-out likelihood would suffice) but instead to help understand the corpus, which requires an evaluation of the inferred topics themselves [8] .
Our analysis is grounded on the assumption that a hidden topic structure exists in the texts (i.e. a latent variable leading to deviations from the random usage of words). Under this assumption, a topic modeling algorithm can be viewed as an instrument for the measurement of the hidden structures. Crucial to measurement is the existence of a standard that provides ground truth [9, 10] . For example, the use of synthetic datasets has become standard in order to probe machine learning algorithms in fields such as clustering [11] or community detection [12] .
Currently employed evaluation methods for topic models are often subjective, and can lack theoretical justification. Indeed, the debate is ongoing as to which evaluation method is best [13, 14, 15] . From a practical perspective, the relative performance of topic modeling algorithms varies substantially across different corpora with different characteristics (see e.g. Fig. 1 , which compares several topic modeling algorithms on classification tasks). While we would expect that certain algorithms or settings are better suited to particular document characteristics (e.g., corpus size, document length, number of topics, burstiness, etc.), it remains unclear how such properties affect the performance of topic modeling algorithms, beyond a certain measure of machine learning "folklore" [16] .
In this work, we present a new framework for topic model evaluation relying on generating a synthetic corpus containing an unambiguous ground truth. First, we propose a novel way to generate synthetic corpora that generalizes upon previous approaches. Our approach allows us to isolate the impact of various cor- Performance of topic models is inconsistent across diverse real-world corpora. Normalized mutual information of four topic modeling algorithms in unsupervised document classification for 8 real-world corpora. See Supplementary Material, Secs. S1, S2, and S4 for details on the corpora (and the pre-processing steps), the topic modeling algorithms, and the comparison metric, respectively.
pus characteristics, such as size, number of topics, the signal-to-noise ratio, burstiness, or fraction of stopwords, which in real-world corpora are either unknown or impossible to tone. Second, we propose a new evaluation metric based on the normalized mutual information that compares the agreement between planted and inferred topics on the level of individual word tokens. Our approach yields an absolute measure of topic modeling accuracy, eliminating the need for post-inference heuristics such as "topic matching" [7] . While synthetic ground truth has been used for topic model evaluation in the past, ours is the first framework for evaluating how well topic modeling algorithms perform the key task of inferring per-token topic assignments. Altogether, the formalization of synthetic corpora allows us to probe more accurately the ability of different topic modeling algorithms to resolve a wide range of topic structures, beyond simplistic assumptions of LDA. We present experiments showing how different popular topic modeling algorithms fare as these characteristics change, for one type of synthetic corpus. We show how our measurement framework leads to new insights, including evidence of an "undetectable region" for sufficiently weak topic structures, or how the choice of hyperparameters can bias the inference result. Finally, we show that our approach is predictive of the performance of topic modeling algorithms in classification tasks in real-world corpora.
Background
A popular approach for evaluating topic models is to inspect their output manually [17] , but this approach is expensive and subjective. The most common quantitative approaches to evaluate topic modeling algorithms rely on intrinsic evaluation methods, such as held-out likelihood [13] , and topic coherence [18, 19] , or on extrinsic tasks such as document classification [20, 21] and information retrieval [22, 23] . However, these approaches allow only for limited insights into why topic modeling algorithms fail or succeed. For example, perplexity and topic coherence can only provide a relative measure of performance: how well does a topic model do in relation to another model? In contrast, extrinsic evaluation tasks allow for the formulation of absolute measures based on the prediction of document metadata, often considered as "ground truth" labels in the literature. However, extrinsic evaluation approaches, and the latter identification in particular, are also problematic because: (i) manual labeling is subjective and error prone; (ii) they evaluate the topic structure only indirectly (e.g. via the fraction of correctly classified documents); and (iii) they implicitly assume that the manually generated labels are truly encoded in the topic structure of the documents. The latter assumption has been shown to be surprisingly unsupported in other domains [24, 25] .
It has been recently shown that topic modeling can be formally mapped to the problem of community detection in networks [26, 27] . The formulation of benchmark corpora pursued here follows the idea of benchmark graphs in community detection. There, the basic approach is to build synthetic networks with known (planted) community structure and evaluate an algorithm by comparing the overlap between 1 , Isabel Diersen 1 , Doug Downey 2 , Luís A. N. Amaral 1, * the planted and the inferred community structures [12, 28, 29, 30, 31, 32, 33] . This approach allowed researchers to gain new insights into community detection algorithms such as (i) the spurious appearance of large values of modularity in random networks [34] ; (ii) the existence of a resolution limit concerning the minimum size of the groups that can be inferred [35] ; or (iii) the existence of an undetectable phase in which no algorithm is able to infer a structure [36] .
The use of synthetic corpora has appeared sporadically in the context of topic modeling (see Supplementary Materials, Table S3 ). In most cases, the synthetic data comes from the generative process of LDA and is tested only on intrinsic evaluation methods such as held-out likelihood [13] or topic coherence [37] . Comparison between planted and inferred structure is usually done by visual inspection [4, 38] , focuses only on either the word-topic or topic-document distribution requiring "matching of topics" [39, 40, 7] , or evaluate very specific hypothesis of the fitted model (such as the independence of words and documents in individual topics [19] ). Our work formalizes and generalizes these ideas: (i) by developing a framework to investigate a wide range of topical structures and including a number of realistic features that might be of interest to practitioners; and (ii) proposing a measure that compares the planted and inferred structure (i.e. the topic labels) on the level of individual word tokens.
3 Evaluating topic modeling algorithms using synthetic corpora
Our approach to comparing the performance of topic modeling algorithms using synthetic corpora consists of two main steps (Fig. 2) 1 . First, we generate a synthetic benchmark with a planted ground truth structure; and second, we quantify the overlap between the planted and inferred structures.
Generating synthetic corpora
Our approach to generating synthetic corpora with a planted structure is based on the formulation of the generative process employed by probabilistic topic models [1, 2] . Consider a corpus of d = 1, . . . , D documents each with length m d (and N = d m d words in total) generated from K topics and V unique words defining the vocabulary V. The statistical characteristics of the corpus are determined by two sets of conditional probabilities: P (t|d), indicating the probability of topic t within document d; and P (w|t), indicating the probability with which word w is used by topic t. Specifically, for each token w(i d ), defined as the word at position i d = 1, . . . , m d in document d, we first draw a topic z(i d ) = t with probability P (t|d) and then a word w(i d ) = w is chosen with probability P (w|t = z(i d )). Typically, one makes assumptions about these probabilities in the form of prior distributions. For example, in the case of Latent Dirichlet allocation (LDA), it is assumed that P (t|d) and P (w|t) are drawn from Dirichlet distributions with hyperparameters α and β, respectively. Given an observed corpus, the aim in topic modeling is then to determine the most likely distributionsP (t|d) andP (w|t) by inferring the latent topic variablesẑ(i d ) ( Fig. 2A) .
Here, we take the inverse approach by a priori fixing the distributions P (t|d) and P (w|t) and using the generative process to produce a synthetic corpus. Formally, our generation process includes the following steps.
First, we assign each word w ∈ V from the vocabulary to either the stopwords set
Second, we fix the global word distribution P (w) ( w P (w) = 1 ) and the number of topical words assigned to each topic V t ( t V t = V T ). Here, we consider a uniform or power-law functional form for their distributions.
Third, we assume that each word w belongs uniquely to one topic t denoted by t w assigned randomly (such that we have V t words in topic t). This assignment determines the topic distribution P (t) over the entire corpus
where δ i,j is Kronecker delta function, i.e., δ i,j = 1 only if i = j. Assuming that each document d belongs uniquely to one topic denoted by t d which is randomly assigned with probability P (t).
Fourth, we define the word-topic distribution P (w|t) with structure parameter c w as
While the topical words (w ∈ V T ) are characterized by a linear combination of a structured term and a random, unstructured term, the stopwords (w ∈ V S ) appear randomly in all topics. Similarly, we define the topic-document distribution P (t|d) with structure parameter c d as
where the first term is the structured part and the second is the random, unstructured part.
The resulting synthetic corpus contains a fully known planted structure since we know the topic label z(i d ) of each individual token w(i d ) ( Fig. 2A) . The general formulation not only allows us to investigate a wide range of topical structures, but also to incorporate statistical laws observed in real-world corpora [41] , such as Zipfian word-frequency distribution, stopwords, or burstiness ( Fig. 2B-E ), see Supplementary Material Sec. S5.
Comparing planted and inferred structure
Typically, the results of topic modeling algorithms are evaluated either at the level of the topic-document distribution P (t|d) in applications such as document classification, or at the level of the word-topic distribution P (w|t) to judge the topic quality such as in topic coherence [42] . Here, we propose a new approach by quantifying the overlap between the planted and the inferred structure based on the comparison of the topic labels of each individual token.
Specifically, for each token w(i d ) we record the planted topic label as z pl (i d ) and the inferred topic label as z inf (i d ) and construct a confusion matrix p t,t , which counts the fraction of tokens having a planted topic label t and an inferred topic label t
From this we calculate the normalized mutual information,Î, a commonly used metric to quantify the overlap between different partitions [29] defined as:
where I is the mutual information and H (and H ) are the respective entropies
We thus obtain a measure betweenÎ = 0 indicating no overlap, andÎ = 1 indicating perfect overlap. Note thatÎ takes into account that the number of topics in the inference results does not have to match the number of planted classes (Fig. S1 ). The major advantage of the NMI is its easy interpretability: it quantifies the average amount of information one gains about the planted label of a token upon learning its inferred topic label. Furthermore,Î is invariant with respect to permutation of the topic labels; thus we avoid the issue of finding the "best match" between planted and inferred topics, typically addressed by non-trivial heuristic approaches [7] 
Results
We report three different experiments that illustrate how synthetic corpora can yield new insights on topic modeling algorithms. As a representative sample, we evaluate four topic modeling algorithms on these corpora: LDA using Gibbs sampling (LDAGS) [4, 45] , LDA using variational inference (LDAVB) [3, 46] , Hierarchical Dirichlet Processes (HDP) [47, 48] , and TopicMapping (TM) [7, 49] (see Supplementary Material Sec. S2 for details) using default parameter settings of the corresponding implementations unless stated otherwise.
Degree of structure
Our first experiment evaluates how modeling accuracy varies with the degree of topic structure in the synthetic corpus. Here, we consider a simple version of the synthetic corpus described in Sec. 3.1 with a single parameter for the degree of structure c = c w = c d such that we can vary between a trivial (c = 1) and an impossible (c = 0) inference problem (as shown in Fig. S2 ). More specifically, a smaller value of c corresponds to a higher level of noise in the synthetic corpus. In addition, we fix that there are no stopwords (V s = 0), and that the global word-distribution and the topic-size distribution are uniform; P (w) = 1/V and V t = V /K.
In Fig. 3 we compare the overlap between planted and inferred structure as a function of c for synthetic corpora with K = 10 planted topics.
In general, the performance of all algorithms increases non-linearly with the degree of structure c (Fig. 3A) . We observe substantial differences between algorithms for both the mean (identifying TM as a systematically more accurate algorithm) and the standard deviation (identifying HDP as a systematically less reproducible algorithm). We also observe a region ( c < c * with c * ≈ 0.3), where none of algorithms are able to recover any 1 , Isabel Diersen 1 , Doug Downey 2 , Luís A. N. Amaral structure (Î = 0) despite the fact that the synthetic corpus contains some small degree of structure (c > 0). The latter suggests the existence of an "undetectable phase", a phenomenon recently reported in the context of community detection [36] .
For the LDA algorithms in Fig. 3A , we assume the number of topics (a parameter which has to be specified a priori in LDA) is K a = 100, which is a common choice for real-world corpora in the literature [13, 23, 50, 51] . Not surprisingly, in Fig. 3B we observe a substantial improvement in performance when considering the unlikely case of guessing the correct number of topics (K a = K = 10). We find that the performance of LDA algorithms is typically reduced by choosing both too many or too few topics highlighting how uninformed modeling assumptions can strongly affect performance (Fig. S3 ).
We further investigate how accurately non-parametric topic models such as HDP and TopicMapping can infer the number of topics (Fig. 3C) . TopicMapping finds the correct number of topics even for only moderately structured corpora, but it completely fails for very unstructured corpora by overfitting the data reflecting the intrinsic difficulty when the signal-to-noise ratio is low. In contrast, HDP tends to overestimate the number of topics in this experiment, even more so as the degree of structure becomes large. This suggests that the model is arbitrarily splitting ground truth topics into distinct topics, a hypothesis that is corroborated by the relatively low reproducibility of the method (in terms of the average overlap between two different inferred solutions on the same data, as shown in Fig. S4 ). Thus, in this experiment we do not find the number of topics inferred by HDP to be reliable.
Impact of LDA-implementation and hyperparameter values
Despite the considerable advances in our understanding of LDA since its original formulation [3] , we still lack a systematic understanding of the impact of different approximation techniques on the performance [52] . While some groups have investigated the advantages of Collapsed Variational Bayes over mean-field Variational Bayes [53] or the effect of hyperparameter choice [54, 55] , to our knowledge there have been no systematic studies exploring the inferred solutions in terms of the corresponding topic distributions and how they depend on the hyperparameters or inference algorithms.
In order to understand the differences between the Variational Bayes (VB) and Gibbs Sampling (GS) implementations of LDA observed in Fig. 3 , we investigate in detail the planted and inferred P (t|d) and P (w|t) for both algorithms (Fig. 4) . We find that neither can accurately infer the ground truth topic distributions endowed with a mixed structure in both P (t|d) and P (w|t). With default hyperparameters, the GS implementation infers a pure word-topic distribution and places the fluctuations almost exclusively on P (t|d) (Fig. 4, 1st column) . In contrast, the VB implementation infers a pure topic-document distribution and places the fluctuation mainly on P (w|t) (Fig. 4, 2nd column) . However, these differences can be explained, in part, by different default values for the hyperparameters. Assuming the correct number of topics (K a = 10) and using the same hyperparameters (default values from VB implementation) for both the GS and the VB inference, we obtain almost identical results from the two LDA algorithms (Fig. 4, 2nd & 4th columns). In contrast, the VB implementation is virtually unable to infer any meaningful structure when using the default hyperparameters of Gibbs Sampling (Fig. 4, 5th column) . Interestingly, when the true number of topics is unknown, we observe substantial differences in how the two algorithms overfit the ground truth structure (Fig. S5) .
To ensure the reliability of these findings, we repeated our analyses increasing the number of iterations 10-fold for each algorithm, obtaining identical results (Figs. S6, S7 ).
These results confirm that the choice of default hyperparameters can bias the output of topic modeling algorithms. More generally, however, they show how our approach can reveal intricate differences in performance which are inaccessible in standard evaluation approaches such as document classification, where only partial information on the inferred structure is used, e.g., the maximum in the topic-document distribution P (t|d) (Fig. S8 ).
Insights on real world corpora
The synthetic corpora discussed earlier constitute a simplified abstraction of the topic structure of realworld corpora. Thus, it may not be obvious that the insights drawn from synthetic corpora will be generalizable to real-world corpora. Therefore, we next investigate two examples supporting the hypothesis that despite its simplicity the synthetic corpus not only allows to make predictions on the performance of topic modeling algorithms in similar real-world corpora, but it also provides additional insights as to why different algorithms perform differently on distinct corpora (Fig. 5) .
We measure performance in real-world corpora in an unsupervised classification task using human-assigned document labels as a ground truth proxy. In analogy to the approach in Eqs. (4, 5) we quantify the correspondence between external and inferred document labels using the normalized mutual information (see Supplementary Material Sec. S4).
Stopwords. While many practitioners remove stopwords from corpora prior to analysis, there is no consensus on the effect of stopwords on the performance of topic modeling algorithms [56, 57] . We thus investigate the effect of stopwords using the 20 News Group (20NG) dataset motivated by the fact that it exhibited the strongest dependence of performance on 1 , Isabel Diersen 1 , Doug Downey 2 , Luís A. N. Amaral Figure 4 : Default hyperparameter settings bias the inferred topic structure of different LDA implementations. Comparison of topic distributions P (t|d) (top row) and P (w|t) (bottom row) from the planted and inferred structure from LDAGS and LDAVB using two different sets of hyperparameters: original defaults as defined in each implementation (left panels) and defaults from the other implementation, respectively (right panels). Ground truth is displayed in the middle column. Same parameters as in Fig. 3 fixing c = 0.7 and using K a = 10.
stopword shown in Fig. 1 . Using the English stopword list from MALLET [45], we estimate that about 43% of word tokens in the 20NG corpus are stopwords. For our analysis, we remove at random a given fraction of these tokens. We find that performance of topic modeling algorithms varies but generally increases as we decrease the fraction of stopwords (Fig. 5A ).
We construct a synthetic corpus with c = 0.7 (we obtain similar results with different values, Fig. S9 ), K = 40, and a varying fraction P s of stopwords. Measuring performance by unsupervised document classification, we find the same pattern as for the real corpus (Fig. 5B) . In contrast, measuring performance as the overlap between planted and inferred structure yields substantial differences, which reflect the additional detail provided by the structure overlap (Fig. 5C ). Considering the inferred topic distributions (Fig. S10) , we find that LDAVB infers a pure topic-document distribution, assigning most of the uncertainty to the wordtopic distribution and correctly identifying most of the stopwords, while LDAGS assigns most of the uncertainty to the topic-document distribution, trying to infer a pure word-topic distribution resulting in overfitting the stopwords and assigning them to inferred topics. In document classification, most of this information remains invisible, leading to indistinguishable results for the two algorithms. Document length. It has been reported that topic models have low performance on corpora of short document, such as Twitter posts [58] . However, the effect of document length on the performance of topic models is still not well characterized [16] . We thus investigate the effect of text length by considering only the first m d words of each document in the Web of Science (WOS) dataset, a collection of 40,526 scientific articles (title and abstract) from 7 academic areas. Prior to analysis, we removed all stopwords (using the stopword list from MALLET [45]). We find that performance improves with increasing document length (Fig. 5D) ; yet, the ranking of the models' performance remains virtually unchanged.
We construct a synthetic corpus with similar properties fixing c = 0.7 (we obtain similar results with different values, Fig. S11 ) and K = 10 and varying the length m d of each document. For both measures of performance, classification (Fig. 5E ) and structure overlap (Fig. 5F) we qualitatively reproduce the findings on the real corpus. In particular, we recover the same ranking for the performance of topic models.
Discussion
Our study illustrates how the use of synthetic corpora can lead to new insights on topic model performance unattainable when only studying real-world corpora. Our approach allows us to systematically investigate the effect of both individual properties of the corpus (document length, stopwords, etc.) and parameters of the topic modeling algorithms (assumed number of topics, hyperparameters, etc.). For example, our analysis reveals that (i) the number of topics determined by popular non-parametric approaches (such as HDP) cannot be relied upon; (ii) there exist fundamental limits to algorithms' ability to infer a topic structure. and (iii) the default hyperparameter settings induce a substantial bias in the inferred solutions of different implementations of the same topic model. Most importantly, we demonstrate the practical relevance of our approach by showing that relative performance in synthetic corpora predicts relative performance in real-world corpora.
While these results raise more questions than they can answer, we believe that our proposed framework offers a complimentary approach to gain a better understanding of topic modeling algorithms. In particular, it allows us to systematically identify strengths and weaknesses of topic modeling algorithms in different applications and under different conditions allowing for more informed choices among a large number of available algorithms.
Unarguably, the presented synthetic corpora are far from the complexity of real-world corpora. However, our framework provides enough flexibility to accommodate different features such as burstiness, syntax, or structures beyond the bag-of-words model (phrases, sentences, etc.) in future studies with increasing complexity of the synthetic corpora. 
S1 Real world corpora
We use 4 datasets and apply different filtering strategies yielding 8 different real world corpora each with D documents, N tokens, and C category labels, as shown in Table S1 .
S2 Topic model algorithms
We use the following topic modeling algorithms (shown in Table S2 ) with default parameter settings unless stated otherwise.
LDA requires hyperparameter values for the topicdocument distribution, a K a -dimensional vector α = (α j ) j=1,...,Ka (where K a is the assumed number of topics), and the word-topic distribution, a V -dimensional vector β = (β w ) w=1,...,V (where V is the size of the vocabulary). We assume symmetric priors, i.e. α j = α and β w = β, such that the hyperparameters are fully determined by the scalar parameters α and β. For LDAVB we use the default values of the gensim implementations. For LDAGS we use the default values of the gensim-wrapper of the mallet implementation.
S3 Usage of synthetic corpora in previous studies
Different types of synthetic corpora in previous studies are given in Table S3 . As we can see, in previous research a large portion of synthetic corpora are generated directly from LDA.
S4 Document classification
In practical applications, topic models are often used to find documents of similar topical content in an unsupervised fashion. In this spirit we quantify the performance of topic models by checking how much the inferred topic distributions reflect the assignment of human-labeled categories in real world corpora.
More specifically, we fit a topic model to the entire corpus and obtain the inferred topic-distribution of each document, P (t|d). Identifying each topic with a category, we predict the category-membership of each document, s d , from the topic with maximum probability [S24] 
Comparing this with the given metadata-category, r d , we can construct a confusion matrix
which yields the fraction of documents that have metadata-category r and predicted category s. With confusion matrix p s,r , we can quantify the performance of the topic model in the classification task using the normalized mutual information.
S5 Generation of synthetic benchmark corpora
With the distributions P (w|t) and P (t|d) described in the main text Sec. 3.1, we can generate the synthetic benchmark corpora from distributions P (w|t) and P (t|d) according to the generative process. One major advantage of our work is that our approach allows for the inclusion of many realistic features, such as Zipfian distribution, stopword, and burstiness, as described below.
Zipfian word-frequency distribution. One of the most well-known statistical laws in language is the socalled Zipf's law [S25] , which states that the frequency f of the r-th most frequent word is given by a powerlaw with exponent γ > 1: Table S2 : Details for topic modeling algorithms.
Topic Model
Implementation Default hyperparameter values Gibbs Sampling LDA (LDAGS) [S6] Mallet [S5] α = 5/K a , β = 0.01
From work of [S10] n.a.
TopicMapping (TM) [S11] From work of [S3] n.a.
We incorporate a Zipfian distribution by accommodating any global word-frequency distribution P (w) as an average over all topics, i.e. P (w) = t P (w, t) = t P (w|t)P (t) where P (t) is the size of topic t.
Stopwords. An important statistical property of real texts is the generic appearance of stopwords. While there is no general agreed-upon definition, in the context of topic modeling this usually refers to very common words (such as "the," "and," etc.) which are considered not informative in inferring topical structure related to semantics. In practice, these words are typically removed from a corpus using a pre-specified list of stopwords, however, there exist differing opinions on the effect of stopwords in the result of the quality of inferred topic models [S26, S27] .
We model stopwords as words which have the same probability of appearance in any topic, i.e. P (w|t) = P (w). Varying the fraction of stopwords (of unique words in the vocabulary) by a parameter P s ∈ [0, 1] allows us to investigate the robustness of a topic model with respect to these non-informative words.
Burstiness. The phenomenon of burstiness refers to non-stationarity in the usage of words [S28, S29] , that is a word is more likely to occur in a text after its first occurrence.
We incorporate burstiness following approaches proposed in Refs. [S30, S31] using Dirichlet-distributions. Given a topic t, instead of drawing from a fixed wordtopic distribution P (w|t), we obtain a different wordtopic distribution in each document which is drawn 1 , Isabel Diersen 1 , Doug Downey 2 , Luís A. N. Amaral 1, * from a V -dimensional Dirichlet distribution with concentration parameter a c , i.e. P d (w|t) ∼ Dir V (a c · P (w|t)). This means that the smaller a c the more "bursty" the synthetic corpora. For example, in the limiting case a c → 0 (a c → ∞) the word-topic distribution in each document will contain only one word with non-zero probability (the original global wordtopic distribution from the non-bursty case).
S6 Supplementary figures
As an example in Fig. S1 , consider two planted classes in the synthetic benchmark, where 50% of the tokens belong to each planted class, we obtain different valueŝ I depending on the inferred structure: (1) If all tokens are correctly assigned into two inferred classes yielding a perfectly diagonal confusion matrix p t,t , this leads to I = log(2) andÎ = 1; (2) In case one of the inferred classes gets split into two equal-sized classes, we get the same I, but a smaller value forÎ; (3) If one of the smaller inferred classes is uninformative with respect to the planted classes, this leads to a further reduction of I andÎ; (4) If the tokens are just randomly assigned to two inferred classes, this yields I = 0 andÎ = 0.
In Fig. S2 we show the resulting synthetic corpora for the random (c = 0), mixed (c = 0.5), and ordered (c = 1) case. While for c = 0 the topics are not distinguishable in the ground truth topic distributions, c > 0 yields a block-diagonal structure (Fig. S2A) . Looking at the empirically observed corpus in the form of the counts n(d, w), i.e., the number of times word w appears in document d, words are distributed randomly across all documents for c = 0, while increasing c leads to a higher concentration of words in certain documents reflecting the increasing degree of structure (Fig. S2B) .
For algorithms such as LDA one needs to specify the number of topics for fitting the topic model. While in the synthetic corpus we know the true number of topics, in practice, this value is unknown. Therefore, we investigate the effect of over-and under-fitting by varying the assumed number of topics, K a , for LDA in a synthetic corpus with 10 planted topics (Fig. S3) . There are 10 repetitions for each data points. In each repetition, only one synthetic benchmark corpus is generated. A topic model will be run on this corpus twice. The inferred token topics form the two experiments of the topic model will be compared.
In Fig. S5 , we show the planted and inferred P (t|d) and P (w|t) by the implementation of different algorithms for LDA, using K a = 100 as the assumed number of topics.
In Fig. S6 and Fig. S7 , we confirm that the solutions for LDA obtained in Fig. 4 and Fig. S5 have converged with respect to the number of iterations in each topic model.
In Fig. S8 we compare the planted and inferred topic distributions P (t|d) and P (w|t) and show how they provide a more detailed view on the performance of a topic model than obtained from document classification tasks.
In Fig. S9 we show that the results from Fig. 5 (B, C) investigating the effect of stopwords on the performance of topic models in synthetic corpora remain qualitatively similar when varying the parameter of the degree of structure, c.
In Fig. S10 we show differences between the planted and inferred topic distributions P (t|d) and P (w|t) for synthetic corpora in the case of stopwords.
In Fig. S11 we show that the results from Fig. 5 (E, F) investigating the effect of document length on the performance of topic models in synthetic corpora remain qualitatively similar when varying the parameter of the degree of structure, c. Figure S1 : Quantifying overlap using the normalized mutual information. Unnormalized, I, and normalized mutual information,Î, for different examples of confusion matrices p t,t (cases [1] [2] [3] [4] . Number indicate the values of the confusion matrix according to color. Table S3 : Usage of synthetic corpora in previous studies.
Reference
Synthetic Corpora Corresponding evaluation metric [S12] Generated from LDA Likelihood; Variational free energy [S13] Generated from LDA L1-norm between true and inferred word-topic distribution [S14] Generated from LDA Held-out likelihood [S15] Generated from LDA Check hypothesis that words and documents are independent given the topic using mutual information [S16] Generated from LDA Compare entries (and residuals) in θ k (defined as the distribution over words for each topic) between true topics and inferred topics [S17] Generated from LDA Posterior contraction analysis of the topic polytope [S18] Generated from LDA Use the synthetic corpora to test inferred number of topics [S19] Multinomial with 5 equiprobable words Likelihood; Classification [S6] Bar-data (5x5 grid) Visual comparison [S20] Small size synthetic corpora based on their proposed topic model (LDA with Dirichlet Forest Priors)
Visual inspection of the worddocument matrix [S21] Small size synthetic corpora: 6 samples of 16 documents from three static equally weighted topic distributions. On average, the document size was 16 words.
Topic signficance score (similar to topic coherence) [S22, S23] Semi-synthetic data (train parameters of a model on a real corpus, then use the model to generate synthetic data)
Training time; L1-error between true and inferred matrix A (defined as the word-topic matrix).
[S11] Language data with nonoverlapping topics L1-norm between true and inferred p(d|t) This work A flexible framework that could include a range of topic structure and realistic features
Measure the overlap between the planted and the inferred topic labels on the token level 1 , Isabel Diersen 1 , Doug Downey 2 , Luís A. N. Amaral Figure S3 : Both overfitting and underfitting reduce the performance of LDA models. Normalized mutual information,Î, between planted and inferred structure as a function of the structure parameter c varying the assumed number of topics K a ∈ {5, 10, 20, 50, 100}. (A) Gibbs Sampling LDA. (B) Variational Bayes LDA. For the synthetic benchmark corpora, we set the planted number of topics as K = 10, the vocabulary as V = 1, 000, and the number of documents as D = 10, 000 each with length m d = 100. In the experiment we use different assumed numbers of topics (5, 10, 20, 50, 100) for LDA methods. The curves denote averages (and ± one standard deviation) over 10 realizations. Figure S5 : Hyperparameters bias the inferred topic structure of different algorithms of LDA models. Comparison of topic distributions P (t|d) (top row) and P (w|t) (bottom row) from the planted and inferred structure from LDAGS and LDAVB using two different sets of hyperparameters: original defaults as defined in each implementation (middle panels) and defaults from the other implementation, respectively (right panels). Same parameters as in Fig. 3 fixing c = 0.7 and using K a = 100. Figure S6 : Topic models converge with the default iteration setting for K a = 10. Inferred topic distributions P (t|d) and P (w|t) as in Fig. 4 for Gibbs Sampling LDA and Variational Bayes LDA with different hyperparameter settings comparing the case where we use the default number of iterations (top two columns) with the case where we increase the number of iterations 10-fold (bottom two columns). 5000 9000 Figure S7 : Topic models converge with the default iteration setting for K a = 100. Inferred topic distributions P (t|d) and P (w|t) as in Fig. 4 for Gibbs Sampling LDA and Variational Bayes LDA with different hyperparameter settings comparing the case where we use the default number of iterations (top two columns) with the case where we increase the number of iterations 10-fold (bottom two columns). 1 , Isabel Diersen 1 , Doug Downey 2 , Luís A. N. Amaral Figure S8 : Document classification overlooks information of the inferred topic structure. Comparison of the topic-document distribution P (t|d) (top row), the word-topic distribution P (w|t) (middle row), and the predicted topic in unsupervised document classification arg max t P (t|d) (bottom row) for three cases: Ground truth as planted in the synthetic corpus (left column), inferred from Gibbs Sampling LDA (middle column), and inferred from Variational Bayes LDA (right column). For the synthetic benchmark corpora, we set parameters as K = 10 topics, D = 10, 000 documents each of length m d = 100, V = 10 3 as vocabulary size, and c = 0.5 for the degree of structure. For LDA models, we use K a = 100 as the assumed number of topics. Figure S10 : Different LDA models lead to qualitatively different solutions in the case of stopwords.
Comparison of the topic-document distribution (top row), P (t|d) , word-topic distribution (middle row), P (w|t), and predicted topic in unsupervised document classification (bottom row), arg max t P (t|d) for three cases: Ground truth as planted in the synthetic corpus (left column), inferred from Gibbs Sampling LDA (middle column), and inferred from Variational Bayes LDA (right column). Same parameters as in Fig. 5 (E, F) setting the fraction of stopwords P s = 0.65 and the degree of structure c = 0.7. Figure S11 : Varying the degree of structure does not effect results on document length dependency in synthetic corpora. Normalized mutual information,Î, as measured by structure overlap (left column) and unsupervised document classification (right column) as in Fig. 5 (B, C) varying the degree of structure: c = 0.6 (top row), c = 0.7 (middle row), and c = 0.8 (bottom row).
