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1
INTRODUCCIO´N
En este trabajo trataremos con el problema de Cauchy:
푢푡 + 푢푢푥 −퐻푢푥푥 − (퐻푢푥 + 푢푥푥) = 0
푢(푥, 0) = 휑(푥), (1)
donde 푥 ∈ ℝ, 푡 ∈ (0,+∞), y
퐻푓(푥) =
1
휋
푣.푝.
1
푥
∗ 푓 = 1
휋
l´ım
휖→0
∫
∣푥∣>휖
푓(푦)
푥− 푦 푑푦 (2)
es la transformada de Hilbert. Ma´s precisamente, estamos interesados en estu-
diar propiedades de las soluciones reales de (1) tales como el buen planteamien-
to local y global en los espacios de Sobolev 퐻푠(ℝ) y en los espacios de Sobolev
con pesos ℱ푠,푟. (Ve´ase Definicio´n 1).
La ecuacio´n diferencial parcial (E.D.P.) en (1) es una perturbacio´n esencial-
mente disipativa de la ecuacio´n de Benjamin-Ono (B-O) y fue propuesta por
Qian-Chen-Lee como un modelo para ondas internas en un sistema de dos
fluidos de diferente densidad, donde 푢 es la evolucio´n de la interfase originada
por la interaccio´n de los dos fluidos (ve´ase [8] o [3] para mayor informacio´n
sobre este asunto). En (1), el transporte es determinado por los dos primeros
te´rminos, la dispersio´n por el tercer te´rmino, la disipacio´n por el quinto y la
inestabilidad por el cuarto.
El estudio del buen planteamiento en los espacios de Sobolev 퐻푠(ℝ) para la
B-O ha sido ampliamente tratado. Los principales resultados a este respecto
pueden ser encontardos en Iorio [6], Ponce[7] y Tao [10]. El estudio del buen
planteamiento en los espacios con peso ℱ푠,푟 fue realizado por Iorio [5], donde
se obtienen resultados sorprendentes tales como: ”Si la solucio´n 푢 de la B-O
es muy regular y tiene buena deca´ıda en cierto instante 푡, entonces, 푢 es
identicamente cero”.
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3Aqu´ı, obtenemos un resultado semejante para la ecuacio´n (1), en efecto se
demuestran los siguientes resultados,
Teorema 0.1. El problema (1), es globalmente bien planteado en 퐻푠(ℝ),
para 푠 ≥ 1.
Teorema 0.2. Sea 푇 > 0 y supongase 푢 ∈ 퐶([0, 푇 ];픉3) es una solucio´n de
(1). Entonces 푢(푡) = 0 para toda 푡 ∈ [0, 푇 ].
Ecuaciones de este tipo han sido recientemente estudiadas por ejemplo en
Alvarez [1] obteniendo resultados semejantes. Sin embargo, el tratamiento en
los espacios de Sobolev 퐻푠 de nuestros me´todos dan una mejor estimativa de
regularizacio´n. De esta estimativa obtenemos una forma ma´s simple de hallar
las estimativas apriori para las normas ∣∣푢∣∣푠, apartir de una estimativa apriori
para ∣∣푢∣∣1, a diferencia del trabajo de Alvarez en el que se utilizan las ideas
de Bona-Scott en [2], que es un resultado engorroso y de d´ıficil aplicacio´n.
La siguiente notacio´n sera´ u´til en la lectura del presente trabajo:
Definicio´n 1.
1. 풮(ℝ), notara´ al espacio de Schwartz
2. 풮 ′(ℝ), notara´ al espacio de las distribuciones temperadas
3. Para 푓 ∈ 풮 ′(ℝ), 푓ˆ notara´ la transformada de Fourier de 푓 y 푓ˇ no-
tara´ la transformada inversa de Fourier de 푓
4. Para 푠 ∈ ℝ, el espacio 퐻푠(ℝ) := {푓 ∈ 풮 ′(ℝ) ∣ (1 + 휉2) 푠2 푓ˆ ∈ 퐿2(ℝ)}
es el espacio de Sobolev de orden 푠 y e´s un espacio de Hilbert con el
producto interno ⟨푓, 푔⟩푠 =
∫∞
−∞(1 + 휉
2)푠푓ˆ(휉)푔ˆ(휉)푑휉
5. Para 푠 ∈ ℝ, 푟 = 1, 2, ..., el espacio ℱ푠,푟 := 퐻푠(ℝ) ∩ 퐿2푟(ℝ), donde
퐿2푟(ℝ) = {푓 ∈ 퐿2(ℝ) ∣ 푥푟푓 ∈ 퐿2(ℝ)} es un espacio de Banach con la
norma ∥푓∥푠,푟 = ∥푓∥푠 + ∥푓∥퐿2푟(ℝ)
6. Si 푋, 푌 son espacios de Banach, ℬ(푋;푌 ) es el espacio de los oper-
adores lineales continuos de 푋 en 푌 dotado de la norma ∥푇∥ℬ(풳 ;풴) =
sup∥푥∥=1 ∥푇푥∥. Si 푋 = 푌 escribiremos ℬ(푋) en vez de ℬ(푋;푌 ).
47. Escribiremos
퐴 = 퐻∂2푥 +퐻∂푥 + ∂
2
푥 (3)
푏(휉) = 푖휉∣휉∣+ ∣휉∣ − ∣휉∣2 (4)
퐸(푡)휑 = 푒푡퐴휑 = (푒푏(휉)푡휑ˆ)ˇ, (5)
donde, 휉 ∈ ℝ, 휑 ∈ 퐻푠(ℝ) y 퐻 es dado por (2)
8. Λ푠 = (1− ∂2푥)
푠
2
9. [퐴,퐵] notara´ el conmutador de los operadores 퐴 y 퐵
Cap´ıtulo 1
La Ecuacio´n Lineal
Este cap´ıtulo lo dedicaremos al estudio de la solucio´n de la ecuacio´n lineal
asociada a (1), que por comodidad escribiremos:
푢푡 − 퐴푢 = 0,
푢(0) = 휑, (1.1)
donde, 퐴 es dado por (3) y 휑 ∈ 퐻푠(ℝ) o 휑 ∈ ℱ푠,푟.
Teorema 1.1. 1. Sea 퐸 es definido por (4) y (5), 퐸 : [0,∞) −→ ℬ(퐻푠(ℝ))
es un 퐶0-semigrupo en 퐻푠(ℝ). Adema´s,
∥퐸(푡)∥ℬ(퐻푠(ℝ)) ≤ 푒푡 (1.2)
2. Sea 휆 ∈ [0,∞). Entonces, 퐸(푡) ∈ ℬ(퐻푠(ℝ);퐻푠+휆(ℝ)), para todo 푡 > 0,
푠 ∈ ℝ. Adema´s,
∥퐸(푡)휑∥푠+휆 ≤ 퐶휆
(
푒푡 +
1
푡
휆
2
)
∥휑∥푠, (1.3)
para toda 휑 ∈ 퐻푠(ℝ), donde 퐶휆 es una constante que depende so´lo de
휆.
Demostracio´n. Como ∣휉∣ − 휉2 < 1
2
, si 0 < 휉 < 1, entonces 푒2푡(∣휉∣−휉
2) ≤ 푒푡 y,
∥퐸(푡)휑∥2푠 =
∫ +∞
−∞
(1 + 휉2)푠∣퐸ˆ(푡)휑 (휉) ∣2푑휉
=
∫ +∞
−∞
(1 + 휉2)푠푒2푡(∣휉∣−∣휉∣
2)∣휑ˆ(휉)∣2푑휉 ≤ 푒푡∥휑∥2푠,
5
6para cada 휉 ∈ ℝ.
Para la segunda parte, sea 휆 > 0 entonces,
∥퐸(푡)휑∥2푠+휆 =
∫ +∞
−∞
(1 + 휉2)푠+휆∣ ˆ퐸(푡)휑(휉)∣2푑휉
=
∫ +∞
−∞
(1 + 휉2)푠+휆푒2(푖휉∣휉∣+∣휉∣−휉
2)∣휑ˆ(휉)∣2푑휉
=
∫ +∞
−∞
(1 + 휉2)푠+휆푒2푡(∣휉∣−휉
2)∣휑ˆ(휉)∣2푑휉
≤ sup
휉
{
(1 + 휉2)휆푒2푡(∣휉∣−휉
2)
}
∥휑∥2푠.
Para estudiar el sup, veamos que,
(1 + 휉2)휆푒2푡(∣휉∣−휉
2) ≤ 퐶휆(1 + 휉2휆)푒2푡(∣휉∣−휉2)
≤ 퐶휆(푒2푡(∣휉∣−휉2) + 휉2휆푒2푡(∣휉∣−휉2))
≤ 퐶휆(푒푡 + 휉2휆푒2푡(∣휉∣−휉2))
≤ 퐶휆(푒푡 + sup
휉
휉2휆푒2푡(∣휉∣−휉
2)),
ahora definamos
푓(휉) = 휉2휆푒2푡(∣휉∣−휉
2) = 휉2휆푒−2푡휉
2(1− 1
휉
), 푝푎푟푎 휉 ≥ 0.
Si 휉 > 2 entonces 1− 1
휉
> 1
2
y se tiene que,
−2푡휉2
(
1− 1
휉
)
< −푡휉2
휉2휆푒−2푡휉
2(1− 1휉 ) ≤ 휉2휆푒−푡휉2
y si 0 ≤ 휉 < 2 entonces
휉2휆푒−2푡휉
2(1− 1휉 ) = 휉2휆푒2푡(휉−휉
2)
≤ 22휆푒2푡(휉−휉2) ≤ 4휆푒푡.
El razonamiento anterior implica que
휉2휆푒2푡(∣휉∣−휉
2) = 퐶휆
(
푒푡 + sup
∣휉∣≥2
휉2휆푒−푡휉
2
)
= 퐶휆
(
푒푡 + sup
휉∈ℝ
휉2휆푒−푡휉
2
)
.
7Como
휉2휆푒2푡(휉−휉
2) ≤ 퐶휆
(
푒푡 +
1
푡휆
)
tenemos que
∥퐸(푡)휑∥2푠+휆 ≤ sup
휉
(1 + 휉2)휆푒2푡(∣휉∣−휉
2)∥휑∥2푠
≤ 퐶휆
(
푒푡 +
1
푡휆
)
∥휑∥2푠
probando asi (1.3). □
Proposicio´n 1.2. La u´nica solucio´n de (1.1) es
푢(푡) = 퐸(푡)휑. (1.4)
Es decir, la aplicacio´n 푡 ∈ (0,+∞) 7−→ 푢(푡) = 퐸(푡)휑 ∈ 퐻푠(ℝ) es la u´nica
que satisface:
l´ım
ℎ→0
∥∥∥∥푢(푡+ ℎ)− 푢(푡)ℎ − 퐴푢(푡)
∥∥∥∥
푠−2
= 0. (1.5)
Demostracio´n. Observe que,
∥∥∥∥푢(푡+ ℎ)− 푢(푡)ℎ − 퐴푢(푡)
∥∥∥∥2
푠−2
=
∫ +∞
−∞
(1 + 휉2)푠−2
∣∣∣∣푒푡푏(휉)(푒ℎ푏(휉) − 1ℎ − (푖휉∣휉∣+ ∣휉∣ − 휉2)
)∣∣∣∣2 ∣휑ˆ(휉)∣2푑휉
=
∫ +∞
−∞
(1 + 휉2)푠−2푒2푡(∣휉∣−휉
2)
∣∣∣∣푒ℎ푏(휉) − 1ℎ − (푖휉∣휉∣+ ∣휉∣ − 휉2)
∣∣∣∣2 ∣휑ˆ(휉)∣2푑휉
≤
∫ +∞
−∞
(1 + 휉2)푠−2푒2푡(∣휉∣−휉
2)(∣푖휉∣휉∣+ ∣휉∣ − 휉2∣+ ∣푖휉∣휉∣+ ∣휉∣ − 휉2∣)2∣휑ˆ(휉)∣2푑휉
≤
∫ +∞
−∞
(1 + 휉2)푠−2푒2푡(∣휉∣−휉
2)4(∣푖휉∣휉∣+ ∣휉∣ − 휉2∣)2∣휑ˆ(휉)∣2푑휉
≤
∫ +∞
−∞
(1 + 휉2)푠−2푒푡(1 + 휉2)2∣휑ˆ(휉)∣2푑휉
≤
∫ +∞
−∞
(1 + 휉2)푠푒푡∣휑ˆ(휉)∣2푑휉
≤ 퐶∥휑∥2푠.
8Como
l´ım
ℎ→0
(
푒ℎ푏(휉) − 1
ℎ
− (푖휉∣휉∣+ ∣휉∣ − 휉2)
)
= 0,
el teorema de la convergencia dominada de Lebesgue implica (1.5).
Para la unicidad, sean 푢, 푣 ∈ 퐶([0, 푇 ];퐻푠(ℝ)) soluciones del problema (1.1)
con respectivos datos iniciales 휑 y 휓 ∈ 퐻푠(ℝ). Entonces, 푤(푡) = 푢(푡)− 푣(푡)
satisface (1.1) con dato inicial 푤(0) = 휑 − 휓, como 퐻∂푥푥 es un operador
antisime´trico y ∣휉∣ − 휉2 ≤ 1
4
< 1 tenemos,
1
2
푑
푑푡
∥푤(푡)∥2푠−2 = ⟨푤,퐻푤푥 +퐻푤푥푥 + 푤푥푥⟩푠−2
= ⟨푤,퐻푤푥⟩푠−2 + ⟨푤,퐻푤푥푥⟩푠−2 + ⟨푤,푤푥푥⟩푠−2
= ⟨Λ푠−2푤,Λ푠−2퐻푤푥⟩0 + ⟨Λ푠−2푤,Λ푠−2푤푥푥⟩0
=
∫ +∞
−∞
(1 + 휉2)푠−2[푤ˆ∣휉∣푤ˆ + 푤ˆ(−휉2)푤ˆ]푑휉
=
∫ +∞
−∞
(1 + 휉2)푠−2[∣휉∣ − 휉2]∣푤ˆ∣2푑휉
≤
∫ +∞
−∞
(1 + 휉2)푠−2∣푤ˆ∣2푑휉
= ∥푤∥2푠−2.
Asi,
1
2
푑
푑푡
∥푤(푡)∥2푠−2 ≤ ∥푤∥2푠−2,
que junto con la desigualdad de Gronwall implica la unicidad. □
Nuestra intuicio´n nos llevar´ıa a pensar que 푢(푡) = 퐸(푡)휑 ∈ 풮(ℝ), si 휑 ∈ 풮(ℝ),
desafortunadamente esto no ocurre. Para ver esto, estudiaremos el problema
(1.1) en los espacios de Sobolev con peso ℱ푠,푟 = 퐻푠(ℝ)∩퐿2푟(ℝ), pues las nor-
mas de estos espacios forman un sistema fundamental de seminormas para
풮(ℝ) (ve´ase Reed-Simon vol I [9]). Comenzaremos esta labor con:
9Lema 1.3. Sea 퐹 (푡, 휉) = 푒푡푏(휉) donde 푏(휉) = 푖휉∣휉∣+ ∣휉∣ − ∣휉∣2. Entonces,
∂휉퐹 (푡, 휉) = 푡(2푖∣휉∣+ 푠푔푛(휉)− 2휉)퐹 (푡, 휉) (1.6)
∂2휉퐹 (푡, 휉) = 2푡훿 + [2푡(푖푠푔푛(휉)− 2) + 푡2(2푖∣휉∣+ 푠푔푛(휉)− 2∣휉∣)2]퐹 (푡, 휉)
(1.7)
∂3휉퐹 (푡, 휉) = 2푡훿
′ + 4푖푡훿 + [푡2(4휉 + 6푖) + 푡2푠푔푛(휉)(−28푖휉 − 8) + 푡3(2푖∣휉∣
+ 푠푔푛(휉)− 2∣휉∣)3]퐹 (푡, 휉)
(1.8)
∂4휉퐹 (푡, 휉) = 2푡훿
′′ + 4푖푡훿′ + (2푡3 − 16푡2)훿 + [푡2(4− 28푖푠푔푛(휉)) + 푡3[((40 + 50푖)휉2
− 104푖휉 − 14)푠푔푛(휉)(112푖(휉)2 + 8휉 + 12푖)] + 푡4(2푖∣휉∣
+ 푠푔푛(휉)− 2∣휉∣)4]퐹 (푡, 휉).
(1.9)
Adema´s, para 푗 ≥ 4 la 푗-e´sima derivada de 퐹 (푡, 휉) tiene la forma:
∂푗휉퐹 (푡, 휉) = 2푡훿
(푗−2) + 4푡푖훿(푗−3) +
푗−4∑
푘=0
푝푘(푡)훿
(푘)
+
푗−1∑
푘=0
푡푘[푞푘(휉) + 푠푔푛(휉)푠푘(휉)]퐹 (푡, 휉) + 푡
푗[2푖∣휉∣+ 푠푔푛(휉)− 2휉]푗퐹 (푡, 휉)
(1.10)
donde 훿 es la funcio´n delta de Dirac, 푝푘(푡), 푞푘(휉) y 푠푘(휉) son polinomios tales
que 푔푟푎푑(푝푘(푡)) ≤ 푗 − 1, 푔푟푎푑(푞푘(휉)) ≤ 푘 − 1 y 푔푟푎푑(푠푘(휉)) ≤ 푘 − 1.
Demostracio´n. Un ca´lculo directo prueba (1.6) - (1.9). El principio de indu-
ccio´n nos permite obtener (1.10). □
Teorema 1.4. a. Sea 퐸 es definido por (4) y (5), 퐸 : [0,∞)→ ℬ(ℱ푟) es
un 퐶0-semigrupo, si 푟 = 0, 1, y satisface que
∥퐸(푡)휑∥ℱ푟 ≤ 푒푡푃푟(∣푡∣)∥휑∥ℱ푟 , (1.11)
donde 푃푟 es un polinomio de grado 푟 con coeficientes positivos.
b. Si 푟 ≥ 2 y 휑 ∈ ℱ푟, 퐸 ∈ 퐶([0,∞);ℱ푟), si y so´lo si,
(∂푗휉 휑ˆ)(0) = 0, 푗 = 0, 1, 2, ..., 푟 − 1. (1.12)
En este caso, tambie´n se tiene una estimacio´n como la de (1.11).
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Demostracio´n. La parte a. del teorema es consecuencia de
∥퐸(푡)휑∥20 =
∫ +∞
−∞
∣푒(푖휉∣휉∣+∣휉∣−휉2)푡휑ˆ(휉)∣2푑휉
≤
∫ +∞
−∞
∣푒−2푡(휉2−∣휉∣)∣∣휑ˆ(휉)∣2푑휉
≤ 푒푡∥휑∥20,
y de,
∥퐸(푡)휑∥21 + ∥퐸(푡)휑∥2퐿21
≤ 푒2푡∥휑∥21 +
∫ +∞
−∞
(1 + 푥2)∣퐸(푡)휑(푥)∣2푑푥
≤ 푒2푡∥휑∥21 +
∫ +∞
−∞
∣퐸(푡)휑(푥)∣2푑푥+
∫ +∞
−∞
∣푥퐸(푡)휑(푥)∣2푑푥
≤ 푒2푡∥휑∥21 + 푒2푡∥휑∥20 +
∫ +∞
−∞
∣∂휉퐸ˆ(푡)휑(휉)∣2푑휉
≤ 푒2푡∥휑∥21 + 푒2푡∥휑∥20 +
∫ +∞
−∞
∣∂휉푒푡(푖휉∣휉∣+∣휉∣−휉2)휑ˆ(휉)∣2푑휉
≤ 푒2푡∥휑∥21 + 푒2푡∥휑∥20 +
∫ +∞
−∞
∣∂휉퐹 (푡, 휉)휑ˆ(휉) + 퐹 (푡, 휉)∂휉휑ˆ(휉)∣2푑휉
≤ 푒2푡∥휑∥21 + 푒2푡∥휑∥20 +
∫ +∞
−∞
∣∂휉퐹 (푡, 휉)휑ˆ(휉)∣2푑휉 +
∫ +∞
−∞
∣퐹 (푡, 휉)∂휉휑ˆ(휉)∣2푑휉
≤ 푒2푡∥휑∥21 + 푒2푡∥휑∥20
+
∫ +∞
−∞
∣(푡(2푖∣휉∣+ 푠푔푛(휉)− 2휉))퐹 (푡, 휉)휑ˆ(휉)∣2푑휉 +
∫ +∞
−∞
∣퐹 (푡, 휉)∂휉휑ˆ(휉)∣2푑휉
≤ 푒2푡∥휑∥21 + 푒2푡∥휑∥20 +
+
∫ +∞
−∞
∣(푡(2푖∣휉∣+ 푠푔푛(휉)− 2휉)퐹 (푡, 휉))휑ˆ(휉)∣2푑휉 + ∥퐸(푡)(푥휑)∥20
≤ 푒2푡∥휑∥21 + 푒2푡∥휑∥20 + 푡2
∫ +∞
−∞
∣(푠푔푛(휉)− 2휉) + 2푖∣휉∣∣2∣휑ˆ(휉)∣2푑휉 + 푒2푡∥푥휑∥20
≤ 푒2푡∥휑∥21 + 푒2푡(∥휑∥20 + ∥푥휑∥20) + 푡2
∫ +∞
−∞
((4휉2 + (푠푔푛(휉)− 2휉)2))∣휑ˆ(휉)∣2푑휉
≤ 푒2푡∥휑∥21 + 푒2푡∥휑∥퐿12 + 푡2
∫ +∞
−∞
(8휉2 − 4∣휉∣+ 1)∣휑ˆ(휉)∣2푑휉
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≤ 푒2푡∥휑∥2ℱ1 + 푡2
∫ +∞
−∞
퐶(휉2 + 1)∣휑ˆ(휉)∣2푑휉 = 푒2푡∥휑∥2ℱ1 + 퐶푡2
∫ +∞
−∞
(휉2 + 1)∣휑ˆ(휉)∣2푑휉
≤ 푒2푡∥휑∥2ℱ1 + 퐶푡2∥퐸(푡)휑∥2퐻1 ≤ 푒2푡∥휑∥2ℱ1 + 퐶푡2푒2푡∥휑∥2퐻1
≤ 퐶푒2푡(1 + 푡2)∥휑∥2ℱ1 ≤ 퐶푒2푡푝21(∣푡∣)∥휑∥2ℱ1 .
Luego,
∥퐸(푡)휑∥ℱ1 ≤ 퐶푒푡푝1(∣푡∣)∥휑∥ℱ1
que prueba (1.11).
La parte b. del teorema, es ana´loga a la anterior junto con el Lema 1.3. □
No´tese que la unicidad del problema (1.1) en ℱ푟 es una consecuencia de la
teor´ıa en 퐻푠(ℝ).
Teorema 1.5. Sea 휑 ∈ ℱ푟 con 푟 ∈ ℕ. Si 푟 = 0, 1 la solucio´n u´nica de (1.1)
en ℱ푟 esta´ dada por 푢(푡) = 퐸(푡)휑. Si 푟 ≥ 2, (1.1) tiene una solucio´n en ℱ푟
si y so´lo si (1.12) se cumple. En este caso la solucio´n es u´nica y esta´ dada
por 푢(푡) = 퐸(푡)휑.
Cap´ıtulo 2
Teoria Local en 퐻푠(ℝ)
En este cap´ıtulo estudiaremos la teor´ıa local 퐻푠(ℝ) del problema (1). Es
decir, demostraremos que el problema (1) es localmente bien puesto en los
espacios de Sobolev 퐻푠(ℝ) y ℱ1,1(ℝ).
Teorema 2.1. Si 푠 > 1
2
, el problema (1) es equivalente a la ecuacio´n integral:
푢(푡) = 퐸(푡)휑− 1
2
∫ 푡
0
퐸(푡− 푡′)∂푥푢2(푡′)푑푡′ (2.1)
donde 퐸(푡) es definida por (4) y (5). Es decir, si 푢 ∈ 퐶([0, 푇푠];퐻푠(ℝ)) para
푠 > 1
2
, es una solucio´n de (1) en 퐻푠−2(ℝ) entonces 푢 satisface (2.1). De
manera reciproca, si 푢 ∈ 퐶([0, 푇푠];퐻푠(ℝ)), para 푠 > 12 , es una solucio´n de
(2.1) entonces 푢 ∈ 퐶1([0, 푇푠];퐻푠−2(ℝ)) y satisface (1) con la derivada dada
por:
l´ım
ℎ→0
∥∥∥∥푢(푡+ ℎ)− 푢(푡)ℎ − 퐴푢(푡) + 12(∂푥푢2)(푡)
∥∥∥∥
푠−2
= 0. (2.2)
Demostracio´n. La primera parte de la prueba es consecuencia del me´todo
de variacio´n de pa´rametros y de observar que el te´rmino no lineal ∂2푥 tiene
sentido, pues puede considerarse como una distribucio´n temperada, ya que 푢2
es continua y se anula en el infinito para 푠 > 1
2
, en virtud del lema de Sobolev.
La segunda parte se obtiene al reemplazar la 푢 de la ecuacio´n integral (2.1)
en la parte derecha de (2.2) y luego usar las propiedades del semigrupo junto
con el teorema de convergencia dominada de Lebesgue, para ma´s detalles vea
[5]. □
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Teorema 2.2. Sea 휑 ∈ 퐻푠(ℝ), 푠 > 1
2
. Entonces, existen 푇푠 = 푇 (∥휑∥푠) > 0
y 푢 ∈ 퐶([0, 푇푠];퐻푠(ℝ)) solucio´n de (1).
Demostracio´n. La idea es aplicar el principio de contraccio´n de Banach a la
funcio´n definida por la parte derecha de (2.1) es un espacio adecuado. Con
esto en mente, sean 푀 > 0 y
(퐴푓)(푡) = 퐸(푡)휑− 1
2
∫ 푡
0
퐸(푡− 푡′)∂푥푓 2(푡′)푑푡′ (2.3)
definida en el espacio me´trico completo
픛 = {푓 ∈ 퐶([0, 푇푠];퐻푠(ℝ)) ∣ ∥퐴푓(푡)− 퐸(푡)휑∥푠 ≤푀, 푡 ∈ [0, 푇 ]} (2.4)
con la me´trica dada por:
푑(푓, 푔) = ∥푓 − 푔∥푠,∞ = sup
푡∈[0,푇푠]
∥푓(푡)− 푔(푡)∥푠.
La prueba es consecuencia de observar que:
1. Si 푓 ∈ 픛(푇 ) entonces 퐴푓 ∈ 퐶([0, 푇 ];퐻푠(ℝ)). Esto es consecuencia de las
propiedades de semigrupo 퐸 y del teorema de convergencia dominada
de Lebesgue.
2. Existe 푇 > 0 tal que 퐴(픛푠(푇 )) ⊂ 픛푠(푇 ). Para 푢 ∈ 픛푠(푇 ) de (1.3) junto
la desigualdad del valor medio se tiene:
∥(퐴푢)(푡)− 퐸(푡)휑∥푠 ≤
1
2
∫ 푡
0
∥∥퐸(푡− 휏)∂푥푢2(휏)∥∥푠 푑휏
≤ 퐶 (푀2 + 푒2푇∥휑∥2푠) (푒푇 − 1 + 푇 12) .(2.5)
Escogiendo 푇 > 0 de tal manera que el lado derecho de (2.5) sea menor
que 푀 se obtiene lo buscado.
3. Veamos que existe 푇 > 0 tal que 퐴 es una contraccio´n en 픛(푇 ). En efecto,
∥(퐴푢)(푡)− (퐴푣)(푡)∥푠 ≤
1
2
∫ 푡
0
∥∥퐸(푡− 휏)(푢2)푥 − (푣2)푥(휏)∥∥푠 푑휏
≤ 퐶 (푀 + 푒푇∥휑∥푠) (푒푇 − 1 + 푇 12) ∥푢(푡)− 푣(푡)∥푠,∞
≤ 퐶 (푀 + 푒푇∥휑∥푠) (푇푒푇 + 푇 12) ∥푢(푡)− 푣(푡)∥푠,∞.
(2.6)
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Eligiendo 푇 > 0 tal que 퐶(푀 + 푒푇∥휑∥푠)(푇푒푇 + 푇 12 ) < 1, resulta asi
que 퐴 es una contraccio´n sobre 픛(푇 ).
De 1. - 3. se sigue el resultado. □
Teorema 2.3. El problema (1) es localmente bien puesto en 퐻푠(ℝ),
para 푠 > 1
2
. Es decir, para 휑 ∈ 퐻푠(ℝ) existen 푇 > 0 y una u´nica 푢 ∈
퐶([0, 푇 ];퐻푠(ℝ))∩퐶1([0, 푇 ];퐻푠−2(ℝ)) que satisface (1). Adema´s, la aplicacio´n
휑 ∈ 퐻푠(ℝ) 7→ 푢 ∈ 퐶([0, 푇 ];퐻푠(ℝ)) es continua en el siguiente sentido: Sean
휑푛 ∈ 퐻푠(ℝ), 푛 = 1, 2, 3, ..., tales que 휑푛 → 휑 en 퐻푠 y 푢푛 ∈ 퐶([0, 푇푛];퐻푠(ℝ))
soluciones de (1) con 푢푛(0) = 휑푛. Entonces, las soluciones 푢푛 pueden ser
extendidas si es necesario al intevalo [0, 푇 ] para 푛 suficientemente grande y
l´ım
푛→∞
sup
[0,푇 ]
∥(푢(푡)− 푢푛(푡))∥푠 = 0.
Demostracio´n. Del Teorema 2.2 vemos que falta probar la unicidad y la
dependencia continua. La prueba de la unicidad es similar a la de la depen-
dencia continua, por lo tanto nos concentraremos en probar la dependencia
continua. De la manera como se eligio´ el 푇 en las partes 2. y 3. de la de-
mostracio´n del Teorema 2.2 se obtiene que 푇 = 푇 (∥휑∥푠) > 0 es una funcio´n
continua de ∥휑∥푠. Las desigualdades (1.2) y (1.3), junto con el hecho de ser
퐻푠 un algebra de Banach, para 푠 > 1
2
, implican que:
∥푢푛(푡)− 푢(푡)∥푠 ≤ 푒푇∥휑푛 − 휑∥푠 + 1
2
∫ 푡
0
∥∥퐸(푡− 휏)∂푥(푢2푛 − 푢2)(휏)∥∥푠 푑휏
≤ 푒푇∥휑푛 − 휑∥푠 + 퐶
∫ 푡
0
(
푒푡−휏 + (푡− 휏)− 12
)
∥(푢2푛 − 푢2)(휏)∥푠푑휏
≤ 푒푇∥휑푛 − 휑∥푠
+ 퐶
∫ 푡
0
(푡− 휏)− 12∥(푢푛 − 푢)(휏)(푢푛 + 푢)(휏)∥푠푑휏
≤ 푒푇∥휑푛 − 휑∥푠 +퐾
∫ 푡
0
(푡− 휏)− 12∥(푢푛 − 푢)(휏)∥푠푑휏,
donde, 퐾 = 퐾(∥휑∥푠), pues, 푢, 푢푛 ∈ 픛픰(푇 ). Por lo tanto, la desigualdad tipo
Gronwall del lema (7.1.2) de [7] implica que,
∥푢푛 − 푢∥푠,∞ ≤ 푒푇∥휑푛 − 휑∥푠E
((
퐾Γ
(
1
2
)) 1
2
푇
)
(2.7)
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donde E(푠) =
∑∞
푘=0 푐푘푠
푘
2 , con 퐶0 = 1,
퐶푚+1
퐶푚
=
Γ(푚
2
+1)
Γ(푚
2
+1)
y Γ es la funcio´n
gamma. □
Teorema 2.4. Sea 휑 ∈ ℱ1,1(ℝ). Entonces, existe 푇 (∥휑∥ℱ1,1) > 0 y una u´nica
푢 ∈ 퐶([0, 푇 ];ℱ1,1(ℝ)) que satisface la ecuacio´n integral (2.1).
Demostracio´n. Esta prueba sigue los pasos de la demostracio´n del Teorema
2.2, salvo que se modifica el espacio me´trico completo considerado por 픛1,1 =
{푓 ∈ 퐶([0, 푇푠],ℱ1,1(ℝ)) ∣ ∥푓(푡)−퐸(푡)휑∥ℱ1,1 ≤푀} cuya me´trica viene dada
por
푑(푓, 푔) = ∥푓(푡)− 푔(푡)∥ℱ1,1,∞ = sup
푡∈[0,푇푠]
∥푓(푡)− 푔(푡)∥ℱ1,1 .
Los detalles con ligeras modificaciones, son similares a la prueba del Teore-
ma 2.2, por tal razo´n no los hacemos. □
La prueba de que ∂푡푢 ∈ 퐶((0, 푇 ];퐿21(ℝ)) es consecuencia de los siguientes
resultados cuyas pruebas son las mismas, salvo leves modificaciones que las
presentadas en [6] para el Lema 5.3, pa´gina 41 y el Corolario 5.1 pa´gina
44, por tanto se omitiran.
Lema 2.5. Sea 휑 ∈ ℱ1,1(ℝ) la solucio´n de la ecuacio´n integral (2.1). En-
tonces ∂푘푥푢 ∈ 퐶((0, 푇 ];퐿21(ℝ)), para 푘 = 0, 1. Adema´s, 퐻∂푘푥푢 ∈ 퐶((0, 푇 ];퐿21(ℝ)),
para 푘 = 0, 1.
Corolario 2.6. Sea 푢 ∈ 퐶((0, 푇 ];ℱ1,1(ℝ)) la solucio´n de la ecuacio´n (1).
Entonces ∂푡푢 ∈ 퐶((0, 푇 ];퐿21(ℝ)).
Cap´ıtulo 3
Solucio´n Global en 퐻푠(ℝ)
En este cap´ıtulo obtendremos cotas a priori para las normas ∥푢∥푠, con 푠 ≥ 1,
donde 푢 es la solucio´n de (1) obtenida en el Teorema 2.1, lo que implica
que la solucio´n puede extenderse a cualquier intervalo de tiempo [0, 푇 ]. Este
resultado global se obtendra´ a partir de una estimativa a priori para la norma
∥푢∥1, y de la desigualdad (1.3).
Teorema 3.1. Sean 휑 ∈ 퐻1(ℝ) y 푢 ∈ 퐶([0;푇 ];퐻1(ℝ)) la solucio´n de (1)
con 푢(0) = 휑 entonces,
∥푢∥0 ≤ ∥휑∥0푒푇 (3.1)
∥푢푥∥0 ≤ ∥휑′∥0푒푇 (∥휑∥4푒4푇+5) (3.2)
Demostracio´n. Para probar (3.1), multipliquemos la ecuacio´n (1) por 푢, in-
tegrando por partes tenemos,
1
2
푑
푑푡
∥푢(푡)∥20 = −⟨푢, 푢푢푥⟩0 + ⟨푢,퐻푢푥푥⟩0 + ⟨푢,퐻푢푥⟩0 + ⟨푢, 푢푥푥⟩0
≤ ⟨푢,퐻푢푥⟩0 + ⟨푢, 푢푥푥⟩0 ≤
∫
∣휉∣≤1
∣푢ˆ(휉)∣2푑휉
≤ ∥푢(푡)∥20. (3.3)
Integrando esta desigualdad en 0 y 푡 y aplicando la desigualdad de Gronwall
se obtiene (3.1).
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Para probar (3.2) derivamos (1) respecto a 푥 y haciendo 푤 := 푢푥, se tiene:
푤푡 + 푢푤푥 + 푤
2 −퐻푤푥푥 − (퐻푤푥 + 푤푥푥) = 0
푤(⋅, 0) = 휑′(⋅). (3.4)
Entonces
1
2
∂푡∥푤(푡)∥20 = −⟨푢푤푥, 푤⟩0 − ⟨푤2, 푤⟩0 + ⟨퐻푤푥푥, 푤⟩0
+ ⟨퐻푤푥, 푤⟩0 + ⟨푤푥푥, 푤⟩0. (3.5)
Los primeros dos te´rminos de (3.5) son escencialmente el mismo, son esti-
mados apartir de la desigualdad de Gagliardo-Nirenberg y la desigualdad de
Young por
∣⟨푢푤푥, 푤⟩0∣ = ∥푢∥0(퐶휀∥푤∥20 + 휀∥푤푥∥20)
≤ 퐶휀∥휑∥0푒푇∥푤∥20 + 휀∥휑∥0푒푇∥푤푥∥20. (3.6)
Como ⟨퐻푤푥푥, 푤⟩0 = 0, (3.5) se transforma en:
1
2
∂푡∥푤(푡)∥20 ≤ 퐶(휀, ∥푤∥0, 푇 )∥푤∥20 + 휀퐶(∥휑∥0, 푇 )∥푤푥∥20
− ∥푤푥∥20 + ∥퐷
1
2푤∥20, (3.7)
eligiendo 휖 = 1
2퐶(∥휑∥,푇 ) , tenemos:
1
2
∂푡∥푤(푡)∥20 ≤ 퐶∥푤∥20 −
1
2
∥푤푥∥20 + ∥퐷
1
2푤∥20. (3.8)
Observe que,
−1
2
∥푤푥∥20 + ∥퐷
1
2푤∥20 =
∫
ℝ
(−1
2
휉2 + ∣휉∣)∣푤ˆ(휉)∣2푑휉
= −1
2
∫
ℝ
(휉2 − 2∣휉∣)∣푤ˆ(휉)∣2푑휉
≤ −1
2
{∫
∣휉∣>2
+
∫
∣휉∣≤2
}
(휉2 − 2∣휉∣)∣푤ˆ(휉)∣2푑휉
≤ −1
2
∫
∣휉∣≤2
(휉2 − 2∣휉∣)∣푤ˆ(휉)∣2푑휉
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y (3.8) se convierte en:
∂푡∥푤(푡)∥20 ≤ 퐶∥푤∥20 −
1
2
∫
∣휉∣≤2
(휉2 − 2∣휉∣)∣푤ˆ(휉)∣2푑휉
≤ 퐶∥푤∥20 +
1
2
∫
∣휉∣≤2
(2∣휉∣ − 휉2)∣푤ˆ(휉)∣2푑휉
≤ 퐶∥푤∥20 +
1
2
∫
∣휉∣≤2
∣휉∣(2− ∣휉∣)∣푤ˆ(휉)∣2푑휉
≤ 퐶∥푤∥20 +
∫
∣휉∣≤2
∣휉∣∣푤ˆ(휉)∣2푑휉
≤ 퐶∥푤∥20 + 2
∫
∣휉∣≤2
∣푤ˆ(휉)∣2푑휉
≤ 퐶∥푤∥20 + 2∥푤∥20
= (퐶 + 2)∥푤∥20
≤ 퐶∥푤∥20 (3.9)
integrando la anterior desigualdad, tenemos:
∥푤(푡)∥20 ≤ ∥푤(0)∥20 + 푐
∫ 푡
0
∥푤(휏)∥20푑휏
= ∥휑′∥20 + 푐
∫ 푡
0
∥푤(휏)∥20푑휏
que en virtud de la desigualdad de Gronwall implica que,
∥푤(푡)∥20 ≤ ∥푤(0)∥20푒퐶푡
es decir que,
∥푢푥(푡)∥20 ≤ ∥푢푥(0)∥20푒퐶푇
□
El Teorema 3.1 implica,
Teorema 3.2. El problema (1), es globalmente bien planteado en 퐻1(ℝ).
Nota 3.3. Observese que s´ı
휑 ∈ 퐻1+휃(ℝ) 푦 0 < 휃 < 2, (3.10)
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el lema de regularizacio´n y el Teorema 3.1, implican,
∥푢(푡)∥1+휃 ≤ ∥푒푡퐴휑∥1+휃 − 1
2
∫ 푡
0
∥∥푒(푡−휏)푡퐴(∂푥푢2)∥∥1+휃 푑휏
≤ ∥휑∥1+휃 + 퐶
∫ 푡
0
∥∂푥푢2∥0
(
푒(푡−휏) +
1
(푡− 휏) 휃2
)
푑휏
≤ ∥휑∥1+휃 + 퐶
∫ 푡
0
∥푢2∥1
(
푒(푡−휏) +
1
(푡− 휏) 휃2
)
푑휏
≤ ∥휑∥1+휃 + 퐶
∫ 푡
0
∥푢(휏)∥21
(
푒(푡−휏) +
1
(푡− 휏) 휃2
)
푑휏
≤ ∥휑∥1+휃 + 퐶(∥휑∥1)
∫ 푡
0
(
푒(푡−휏) +
1
(푡− 휏) 휃2
)
푑휏
≤ ∥휑∥1+휃 + 퐶(∥휑∥1, 푇 )
(
푡푒푡 +
(
−(푡− 휏)
1− 휃
2
1− 휃
2
∣푡0
))
≤ ∥휑∥1+휃 + 퐶(∥휑∥1, 푇 )
(
푇푒푇 +
2푡
2−휃
2
2− 휃
)
≤ ∥휑∥1+휃 + 퐶(∥휑∥1, 푇 )
(
푇푒푇 +
2푇
2−휃
2
2− 휃
)
.
Por lo tanto 푢 se puede extender a todo tiempo, es decir el problema (1) es
globalmente bien planteado en 퐻1+휃(ℝ), 0 < 휃 < 2.
Una iteracio´n de este argumento y el teorema anterior implican:
Teorema 3.4. El problema (1), es globalmente bien planteado en 퐻푠(ℝ),
para 푠 ≥ 1.
Cap´ıtulo 4
Propiedades de decaida de la
solucio´n
En este cap´ıtulo obtendremos resultados sobre las soluciones de (1) en los
espacios ℱ푟(ℝ), con 푟 = 1, 2, 3. En las demostraciones de los resultados en
este ca´pitulo se siguen las ideas expuestas en los trabajos de Iorio [5], quie´n
obtuvo resultados semejantes a los nuestros para la ecuacio´n de Benjamin-
Ono.
Teorema 4.1. Sea 휑 ∈ ℱ1. Existe una u´nica 푢 ∈ 퐶([0,∞);ℱ1) solucio´n del
problema (1) tal que ∂푡푢 ∈ 퐶([0,∞));퐿2(ℝ)).
Demostracio´n. La unicidad es dada, porque ℱ1 ⊂ 퐻1(ℝ). Ahora, usando la
transformada de Fourier, en la parte lineal de (1), la regla de Leibniz,(1.3)
para 휆 = 1 y el Teorema A.2 de [4] ( si 휑 ∈ ℱ푟, entonces 푥훼∂훽푥휑 ∈ 퐿2(ℝ),
para todo entero 훼 y 훽 tales que 0 ≤ 훼 + 훽 ≤ 푟 y adema´s, ∣∣푥훼∂훽푥휑∣∣0 ≤
퐶훼,훽∣∣휑∣∣ℱ푟 ) se muestra que 퐸(푡)∂푥휑 es Bochner integrable sobre [0, 푇 ], si
휑 ∈ ℱ1.
De la parte a. del Teorema 1.4 y del hecho que ℱ1 es a´lgebra de Banach sigue
que la aplicacio´n (2.1) es una contraccio´n en el espacio me´trico completo:
픛 = {푓 ∈ 퐶([0,∞);ℱ1) ∣ ∥푓(푡)− 퐸(푡)휑∥ℱ1 ≤ ∥휑∥ℱ1 , 푡 ∈ [0, 푇 ]} (4.1)
si 푇 > 0 es suficientemente pequen˜o, estableciendo de esta manera la exis-
tencia local. Para la unicidad se procede de forma similar que en el caso de
퐻1.
El pro´ximo paso es obtener una estimacio´n global para la norma de 푢 en ℱ1.
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Por el Teorema 3.1, es suficiente controlar la norma 퐿21. Usando la trans-
formada de Fourier verificamos que 푥1∂푥퐸(푡)휑 ∈ 퐿2 para todo 푡 > 0.
Asi,
1
2
푑
푑푡
∥푢(푡)∥2퐿21 =
∫
ℝ
(1 + 푥2)푢(퐻푢푥푥 +퐻푢푥 + 푢푥푥 − 푢푢푥)푑푥. (4.2)
La parte derecha de esta u´ltima identidad, se transforma en:∫
ℝ
푢퐻푢푥푥푑푥+
∫
ℝ
푢퐻푢푥푑푥+
∫
ℝ
푢푢푥푥푑푥−
∫
ℝ
푢푢푢푥푑푥
+
∫
ℝ
푥2푢퐻푢푥푥푑푥+
∫
ℝ
푥2푢퐻푢푥푑푥+
∫
ℝ
푥2푢푢푥푥푑푥−
∫
ℝ
푥2푢푢푢푥푥푑푥
= ⟨푢,퐻푢푥푥⟩0 + ⟨푢,퐻푢푥⟩0 + ⟨푢, 푢푥푥)0 − ⟨푢, 푢푢푥⟩0 + ⟨푥푢, 푥퐻푢푥푥⟩0
+⟨푥푢, 푥퐻푢푥⟩0 + ⟨푥푢, 푥푢푥푥⟩0 − ⟨푥푢, 푥푢푢푥⟩0.
Los primeros cuatro te´rminos se estiman como en la primera parte del Teo-
rema 3.1 y son acotados por ∣∣푢∣∣20 para los te´rminos restantes tenemos:
⟨푥푢, 푥퐻∂2푥푥푢⟩0 = ⟨푥푢, [푥,퐻∂2푥]푢+퐻∂2푥(푥푢)⟩0
= ⟨푥푢, [푥,퐻]∂2푥푢+퐻[푥, ∂2푥]푢+퐻∂2푥(푢푥)⟩0
= ⟨푥푢, [푥,퐻]∂2푥푢⟩0 + ⟨푥푢,퐻[푥, ∂2푥]푢⟩0
= ⟨푥푢,퐻[푥, ∂2푥]푢⟩0 = −2⟨푥푢,퐻∂푥푢⟩0
≤ 2∥푥푢∥0∥푢푥∥0 ≤ 퐶(∥푥푢∥20 + ∥푢푥∥20)
≤ 퐶(∥푥푢∥2퐿21 + ∥푢푥∥
2
1) ≤ 퐶(∥푢∥2퐿21 +퐾)
donde hemos usado que: [푥,퐻∂2푥]휓 = [푥,퐻]∂
2
푥휓+퐻[푥, ∂
2
푥]휓 y, [푥,퐻]∂
2
푥휓 = 0.
⟨푥푢, 푥퐻∂푥푢⟩0 = ⟨푥푢, [푥,퐻∂푥]푢+퐻∂푥(푥푢)⟩0
= ⟨푥푢, [푥,퐻∂푥]푢⟩0 + ⟨푥푢,퐻∂푥(푥푢)⟩0
= ⟨푥푢, [푥,퐻]∂푥푢+퐻[푥, ∂푥]푢⟩0 + ⟨푥푢,퐻∂푥(푥푢)⟩0
= ⟨푥푢,퐻[푥, ∂푥]푢⟩0 + ⟨푥푢,퐻∂푥(푥푢)⟩0
= ⟨푥푢,퐻푢⟩0 + ⟨푥푢,퐻∂푥(푥푢)⟩0
≤ ∥푥푢∥0∥푢∥0 + ⟨푥푢,퐻∂푥(푥푢)⟩0
≤ (∥푥푢∥20 + ∥푢∥20) + ⟨푥푢,퐻∂푥(푥푢)⟩0
≤ (∥푢∥2퐿21 +퐾) + ⟨푥푢,퐻∂푥(푥푢)⟩0.
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⟨푥푢, 푥∂2푥푥푢⟩0 = ⟨푥푢, ∂2푥(푥푢)− 2푢푥⟩0 = ⟨푥푢, ∂2푥(푥푢)⟩0 − ⟨푥푢, 2푢푥⟩0
= −⟨∂푥(푥푢), ∂푥(푥푢)⟩0 − ⟨푥푢, 2푢푥⟩0 ≤ ∥푥푢∥0∥푢푥∥0 − ∥∂푥(푥푢)∥20
≤ ∥푥푢∥20 + ∥푢푥∥20 − ∥∂푥(푥푢)∥20 ≤ (∥푥푢∥20 +퐾)− ∥∂푥(푥푢)∥20.
⟨푥푢, 푥∂푥푢2⟩0 = −4
3
∫
푥푢3 ≤ ∥푢∥∞∥
√
∣푥∣푢∥20 ≤ 퐶∥푢∥1(∥푢∥2퐿21 +퐾)
≤ 퐶(∥푢∥2퐿21 + 1).
Lo anterior implica que:
1
2
푑
푑푡
∥푢(푡)∥2퐿21 ≤ 퐶 + ∥푢∥
2
퐿21
+ ⟨푥푢,퐻∂푥(푥푢)⟩0 − ∥∂푥(푥푢)∥20
= 퐶 + ∥푢∥2퐿21 +
∫
(∣휉∣ − ∣휉∣2)∣푣ˆ(휉, 푡)∣2푑휉
= 퐶 + ∥푢∥2퐿21 +
{∫
∣휉∣<1
+
∫
∣휉∣≥1
}
(∣휉∣ − ∣휉∣2)∣푣ˆ(휉, 푡)∣2푑휉
≤ 퐶 + ∥푢∥2퐿21 +
∫
∣휉∣<1
(∣휉∣ − ∣휉∣2)∣푣ˆ(휉, 푡)∣2푑휉
≤ 퐶 + ∥푢∥2퐿21 +
∫
ℝ
∣푣ˆ(휉, 푡)∣2푑휉
≤ 퐶 + ∥푢∥2퐿21
donde 푣 = 푥푢. Luego,
∂푡∥푢∥2퐿21 ≤ 퐶 +퐾∥푢∥
2
퐿21
(4.3)
donde 퐶, 퐾 son constantes que se obtienen de las cotas para las normas ∥푢∥0
y ∥푢∥1. La desigualdad de Gronwall y (4.3) implican el resultado.
□
Teorema 4.2. Sea 푇 > 0 y supongase que 푢 ∈ 퐶([0, 푇 ];ℱ2) es solucio´n de
(1). Entonces 푢ˆ(푡, 0) = 0 para toda 푡 ∈ [0, 푇 ].
Demostracio´n. Multiplicando (1) por 푥2 obtenemos
∂푡(푥
2푢) = 푥2퐻푢푥푥 + 푥
2퐻푢푥 + 푥
2푢푥푥 − 푥2푢푢푥. (4.4)
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Por hipote´sis 푥2푢(푡) ∈ 퐿2(ℝ) para todo 푡 ∈ [0, 푇 ]. Asi, tenemos que:
∥푥2푢푢푥∥0 ≤ ∥푢푥∥퐿∞∥푥2푢∥0 ≤ ∥푢∥2∥푥2푢∥0 ≤ ∥푢∥2ℱ2 (4.5)
Por lo tanto, 훾(푡) = 푥2푢푢푥 ∈ 퐿2ℝ) para toda 푡 ∈ [0, 푇 ]. De esto se sigue que
훾 ∈ 퐶([0, 푇 ];퐿2ℝ), pues,
∥훾(푡)− 훾(푡1)∥표 ≤
≤ ∥푥2푢∥0∥∂푥(푢(푡)− 푢(푡1))∥퐿∞ + ∥∂푥푢(푡1)∥퐿∞∥푥2(푢(푡)− 푢(푡1))∥0
≤ ∥푢∥퐿22∥푢(푡)− 푢(푡1)∥2 + ∥푢(푡1)∥2∥푢(푡)− 푢(푡1)∥퐿22
Aplicando transformada de Fourier a (4.4) se tiene:
∂푡∂
2
휉 푢ˆ = ∂
2
휉 (−푖푠푔푛(휉)(−휉2)푢ˆ) + ∂2휉 (−푖푠푔푛(휉)(푖휉)푢ˆ) + ∂2휉 (−휉2푢ˆ) + 훾ˆ(휉). (4.6)
Como 푢 ∈ ℱ2 se tiene que
훽ˆ(휉, 푡) = (−2푖푠푔푛(휉)− 2)푢ˆ(휉, 푡) ∈ 퐶([0, 푇 ];퐿2−2),
Γˆ(휉, 푡) = 2(−2푖∣휉∣+ 푠푔푛(휉)− 2휉)∂휉푢ˆ(휉, 푡) ∈ 퐶([0, 푇 ];퐿2−2),
훼ˆ(휉, 푡) = (−푖휉∣휉∣+ ∣휉∣ − 휉2)∂2휉 푢ˆ(휉, 푡) ∈ 퐶([0, 푇 ];퐿2−2).
Con esta notacio´n (4.6) se transforma en
∂푡∂
2
휉 푢ˆ = 훾ˆ(휉, 푡) + 훽ˆ(휉, 푡) + Γˆ(휉, 푡) + 훼ˆ(휉, 푡) + 2훿푢ˆ(0, 푡). (4.7)
Integrando (4.7) entre 0 y 푡 tenemos que
2훿
∫ 푡
0
푢ˆ(0, 휏)푑휏 ∈ 퐶([0, 푇 ];퐿2−2),
es decir, ∫ 푡
0
푢ˆ(0, 휏)푑휏 = 0,
para todo 푡 ∈ [0, 푇 ], y por lo tanto, 푢ˆ(0, 푡) = 0, para todo 푡 ∈ [0, 푇 ]. □
El anterior resultado implica que, 푢ˆ(푡, 0) es una cantidad conservada para el
problema (1).
El siguiente teorema es consecuencia del teorema anterior y de una aplicacio´n
estandar del teorema del punto fijo de Banach.
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Teorema 4.3. Sea 휑 ∈ ℱ˜2 = {휑 ∈ ℱ2∣휑ˆ(0) = 0}. Existe una u´nica 푢 ∈
퐶([0,∞); ℱ˜2) que satisface (1).
Teorema 4.4. Sea 푇 > 0 y supongase 푢 ∈ 퐶([0, 푇 ];ℱ3) es una solucio´n de
(1). Entonces 푢(푡) = 0 para toda 푡 ∈ [0, 푇 ].
Demostracio´n. Sabemos que 푢 satisface la ecuacio´n integral:
푢(푡, ⋅) = 퐸(푡)휑(⋅)− 1
2
∫ 푡
0
퐸(푡− 휏)∂푥푢2(휏)푑휏 (4.8)
para 푡 ∈ [0, 푇 ]. Sean 푣 = 푢2 y 푤 = ∂푥푣. Tomando la transformada de Fourier
de 푢 en (4.8) obtenemos
푢ˆ(푡, 휉) = 퐹 (푡, 휉)휑ˆ(휉)− 1
2
∫ 푡
0
퐹 (푡− 휏, 휉)푤ˆ(휏, 휉)푑휏,
donde 퐹 (푡, 휉) = 푒푡(푖휉∣휉∣+∣휉∣−휉
2). Derivando, tres veces esta ecuacio´n con respec-
to a 휉 se obtiene:
∂3휉 푢ˆ(푡, 휉) = 4
[
푡∂휉휑ˆ(0)−
∫ 푡
0
(푡− 휏)∂휉푤ˆ(0, 휏)푑휏
]
훿
+ 2
[
푡휑ˆ(0)−
∫ 푡
0
(푡− 휏)푤ˆ(0, 휏)푑휏
]
훿′ + 푔(휉, 푡),
donde, 푔 ∈ 퐶([0, 푇 ];퐿2). De esta identidad se sigue que,
푡∂휉휑ˆ(0)−
∫ 푡
0
(푡− 휏)∂휉푤ˆ(0, 휏)푑휏 = 0 (4.9)
푡휑ˆ(0)−
∫ 푡
0
(푡− 휏)푤ˆ(0, 휏)푑휏 = 0, (4.10)
Como, 푤ˆ(0, 휏) = ∂ˆ푥푣(휏)(0) = 0, (4.10) implica que, 휑ˆ(0) = 0, de lo cual se
deduce que 푢ˆ(0, 푡) = 0, para todo 푡 ∈ [0, 푇 ]. Ahora, observe que,
∂휉푤ˆ(푡, 0) = − 푖√
2휋
∫ ∞
−∞
푥(∂푥푢
2)(푡, 휉)푑푥 =
푖√
2휋
∥푢∥20,
transforma (4.9) en
푡∂휉휑ˆ(0) =
푖√
2휋
∫ 푡
0
(푡− 휏)∥푢(휏)∥20푑휏. (4.11)
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El Teorema 3.1 y (4.11), implican que,
푡∣∂휉휑ˆ(0)∣ ≤ 1
2
√
2휋
∥휑∥20푡2, (4.12)
para cada 푡 ∈ [0, 푇 ], asi que, ∂휉휑ˆ(0) = 0. Pero entonces la integral del lado
derecho de (4.11) debe ser cero, lo que implica que, ∥푢(푡)∥20 = 0, para cada
푡 ∈ [0, 푇 ].
□
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