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Given a box of integral dimensions and a supply of bricks all having the same 
integral dimensions, what is the largest number of bricks that can be packed 
in the box with the sides of the bricks parallel to the sides of the box? In this 
general form the question is very difficult. We can think of the box as being 
made up of unit cells and say that a set R of cells is a representing set for a 
brick of given dimensions provided every brick that can be placed in the box, 
sides parallel to the box, contains at least one of the cells in R. The maximum 
number of bricks that can be placed in the box is then less than or equal to the 
minimum cardinality of a representing set. In general, there is not equality. 
In the case of two dimensions and a harmonic brick, we prove there is equality 
always and exhibit a best packing. For three-dimensional boxes and a harmonic 
brick, there need not be equality. We derive several results which are of the 
nature that if certain inequalities relating the dimensions of the box and the 
brick are satisfied, then equality occurs. Our results are strong enough to imply, 
for example, that if the smallest face of the brick packs each face of the box per- 
fectly, then there is equality. For a 1 x 2 x 4 brick, there is always equality 
if one of the dimensions of the box is even. 
1. INTRODUCTION 
In this paper we consider the following problem: Given a box and a 
supply of bricks of equal size, what is the maximum number of bricks that 
can be packed in the box and how should the bricks be arranged to achieve 
this maximum? It is assumed that bricks are placed in the box with their 
faces parallel to the faces of the box. Measurements of boxes and bricks 
are taken to be integral. In the generality stated, the problem appears to be 
very difficult. 
In a 1969 paper [2] de Bruijn defined an a, x a, x *a- x a, brick to be 
harmonic if the numbers a, , a2 ,..., a, can be rearranged into a,‘, a2’ ,..., a,’ 
with a,’ 1 a2’, a,’ 1 a,‘,..., ah-l ] a,‘. A perfect packing is defined to be a 
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packing in which the bricks exactly fill the box. de Bruijn and Hajos, Katona 
and Szrisz [6] proved the following theorem about harmonic bricks: 
Ij” there is a perfect packing of an m, x m2 x ... x m, box with 
a, x a2 x ‘.. x a, harmonic bricks, then the numbers m, , m2 ,..,, m, can 
be rearranged into m,‘, m2’ ,..., m,’ with a, ) m,‘, a2 1 m2’ ,..., a,, 1 m,,‘. 
Equivalently, if a box can be packed perfectly with harmonic bricks of 
equal size, then there is a perfect packing with all the bricks oriented in the 
same way. de Bruijn then went on to show that for each nonharmonic 
brick, there exists a box which can be perfectly packed with bricks of this 
size but not with the bricks all having the same orientation. These results 
indicate the special nature of harmonic bricks. 
We can regard an m, x m2 x ‘.. x m, box as being divided in the 
natural way into 1 x 1 x ... x 1 cells. Since dimensions are integral, in 
packing the box with bricks it can be assumed that any brick that intersects 
the interior of a cell actually contains the cell. This is so since a packing 
of t bricks has associated with it a packing of t bricks with this property. 
From now on a packing shall mean a packing satisfying the above 
condition. Because of this, a brick can be identified with a collection of 
cells. 
We can formulate our problem as a packing problem in a hypergraph. 
The nodes of the hypergraph are the cells of the box, and each edge is the 
set of cells of a brick in the box. Our problem is then equivalent to finding 
the maximum number of pair-wise disjoint edges in this hypergraph. For 
any hypergraph H, a set R of nodes is a representing set provided every 
edge contains a cell of R. If there is a set oft pairwise disjoint edges of H, 
then any representing set has cardinality at least t. Thus if one can exhibit 
a packing P of cardinality t in H and a representing set of t cells, then 
P is a maximum cardinality packing. The maximum cardinality of a 
packing is then the minimum cardinality of a representing set. When this 
happens, we say the max-min equality holds for H. 
For some perspective on max-min type theorems, we refer the reader to 
Fulkerson [3]. Recently, there have been several theorems proved about 
the max-min equality in hypergraphs. Berge has defined the notion of a 
balanced hypergraph as a generalization of bipartite graphs, and he and 
Las Vergnas [l] have proved that the max-min equality holds for such 
hypergraphs. Lovasz [4] has demonstraded that the max-min equality 
holds for the so-called normal hypergraphs but our hypergraphs are 
neither balanced nor normal so that these results do not apply here. 
We now turn to a brief summary of our results. For two-dimensional 
boxes, the max-min equality always holds for harmonic bricks. We 
present a single method of construction which gives a minimum cardinality 
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representing set for any box and harmonic brick. Two methods of packing 
bricks in a box are given: for a given box and harmonic brick, at least one 
of these is a maximum cardinality packing. Given a nonharmonic brick, 
we exhibit a box for which the max-min equality does not hold. Sometimes 
the max-min equality holds for a box and a nonharmonic brick, and we 
give an infinite class of such examples. 
For three-dimensional boxes, the situation is much different. We begin 
by showing that the max-min equality need not hold for harmonic bricks. 
It is possible to place restrictions on the dimensions of a box and harmonic 
brick to insure that the max-min equality holds. We prove two general 
theorems of this type, Theorems 3.5 and 3.6. In certain degenerate 
situations, weaker restrictions still imply the max:min equality 
(Theorems 3.7, 3.8). From these results we deduce that the max-min 
equality holds for an a x b x c harmonic brick if b divides at least two 
dimensions of the box or if b = a. 
Finally, we show that the max-min equality holds for 1 x 2 x 4 bricks 
if at least one dimension of the box is even. We conclude with a brief table 
of various size boxes and bricks to illustrate the theorems. 
Throughout the paper, the dimensions of a harmonic brick are listed in 
increasing order of magnitude. We use [x] to denote the greatest integer 
not exceeding x, [xl* to denote the smallest integer not less than x, and 
xftodenotexifx ZOandOifx <O. 
2. PLANAR PACKINGS 
In this section we consider the two-dimensional version of the problem. 
Thus we take an m x n box and a x b bricks and consider the question of 
when the maximum cardinality of a packing of the box by the bricks equals 
the minimum cardinality of a representing set. We show here that for 
harmonic bricks this is always the case, while for nonharmonic bricks it is 
possible to find a box where it fails. 
We first give an example of a box and a brick for which we no not have 
the max-min equality. Consider a 6 x 9 box and 2 x 3 bricks. The box 
can be packed perfectly with 9 of these bricks. Thus if the max-min 
equality holds, there must be a representing set of 9 cells. We assume we 
have such a set R and arrive at a contradiction. Let xi be the number of cells 
of R in column i (1 < i < 9). Then, since each brick of any perfect 
packing contains exactly one cell of R, and since there is a perfect packing 
with columns 1 and 2, columns 3 and 4, columns 5 and 6 each containing 
exactly 2 bricks, we conclude that x1 + x2 = xs + x, = x5 + xB = 2. 
Similarly, x8 + xg = x, + x, = x, + x5 = 2. Since CL, xi = 9, we 
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conclude xg = 1. But then xg = 1, x, = I, xq = 1, x3 = 1. Now the 
third column contains exactly one cell of R. We may assume this cell 
occurs in rows 1, 2, or 3. But then the cells of R in columns 3, 4, 5, 6, 7 
must alternate between the upper and lower halves of the box. By exam- 
ining bricks in the corner, we see that the cells at the intersection of row 5 
and column 2 and row 5 and column 8 must be in R. Now by examining 
the part of the box at the intersection of rows 4, 5,6 and columns 3,4, 5, 6, 
7, we conclude that the cells of R in columns 4 and 6 must be in row 5. 
But then rows 5 and 6 contain 4 cells of R, but only 3 bricks of a perfect 
packing. This is a contradiction. Thus a representing set must contain 
at least 10 cells (indeed the minimum cardinality of a representing set is IO). 
Given anyp x q box, we give each cell of the box a pair of coordinates 
(i, j), 1 < j < p, 1 < j < q, with the cell in the upper-left corner of the 
box having coordinates (1, 1). Thus any a x b brick packed in the box 
can be specified by {(i,,j): k < i < I, r < j < s}, where k, I, r, s are 
integers with one of 1 - k, s - r equal to a - 1 and the other equal to 
6 - 1. 
LEMMA 2.1. Let a, b positive integers with a 1 b. Consider the set P of 
cells of a b x b box whose coordinates are the pairs (a, b), (2a, b - a), 
(3a, b - 2a) ,..., (b, a). Then for integers m and n with 1 < m ,< b, 
1 < n < b, the number of cells of P in the left m x n portion of the box 
equals 
([-$I + [j - ;,+. 
Proof. Consider the b x b box to be partitioned as in Fig. 1 where Xis 
an m x n box. 
X Y Ea z W 
FIGURE 1. 
From the definition of P, we see that either X or W contains no cells of P. 
The number of cells in X u 2 is [n/a] while the number of cells in X u Y is 
[m/a]. If [m/a] + [n/a] < b/a, there can be no cells of P in X, and this 
agrees with the conclusion of the lemma. If [m/a] + [n/a] > b/u, then 
there must be cells of P in X and hence none in W. But then the number of 
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cells of P in Y is b/a - [n/a], and the number of cells of P in 2 is 
b/a - [m/a]. Therefore the number of cells of P in X equals 
and this also agrees with the conclusion of the lemma. 
We are now prepared to state and prove the main result of this section. 
THEOREM 2.2. The maximum number of harmonic bricks of jixed size 
that can be packed in a box equals the minimum number of cells in a 
representing set. Indeed, given a p x q box and a harmonic a x b brick, 
this common value is given by 
WP, 9; a, b) = [+I [j $ + [J [G] + [+] Q + ([G] + [i] - fj’, 
where m = p - [p/b], n = q - [q/b]b. 
Proof. Let A,, be the set of coordinate pairs of Lemma 2.1 and define 
A<j = A,, + ((i - l)b, (j - I)b) 
= {(a + (i - l)b, b + (j - I)b), (2a + (i - I)b,jb - a) ,... }, 
where i,j = I,2 ,... . 
Let R be the set of cells in the p x q box whose coordinate pairs are in the 
set ui,j Aij . The coordinates of cells in R are both divisible by a, since 
a 1 b. We now count the number of cells in R by partitioning the box into 
4 parts. The number of cells of R in the upper-left b[p/q] x b[q/b] portion 
of the box is [p/b][q/b](b/a). The number of cells of R in the upper-right 
b[p/b] x n portion of the box ix [p/b][n/a], while the number in the lower- 
left m x b[q/b] portion is [q/b][m/a]. Since all the cells of R are obtained 
by translating the cells picked out by A,, in the upper b x b portion of 
the box, to calculate the number of cells in the lower m x n portion of the 
box we need only calculate the number of cells picked out by A,, in the 
upper-left m x n portion of a b x b box; according to Lemma 2.1, this is 
given by 
(El + El - $1’. 
Hence the number of cells in R is N(p, q; a, b). 
To complete the proof of the theorem we need to establish that 
R is a representing set. (2.1) 
It is possible to pack N(p, q; a, b) of the a x b bricks 
in the p x q box. (2.2) 
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To prove (2.1), let an a x b brick packed in the box contain the cells 
whose coordinate pairs are {(i,j): k < i < I, r < j < s}, where I - k = 
a - 1 and s - r = b - 1. Choose i0 with k < i,, < I such that a divides 
i, . Then from the construction of R, one of the cells with coordinates 
Go, r), (4, r + lb, (iO , s) is in R. Since all these cells are contanied by 
the brick, it contains a cell of R. Thus R is a representing set. 
To establish (2.2), we distinguish two cases. In case 
[y + [j - $ < 0, 
we pack the a x b bricks as indicated in Fig. 2, which is a natural way of 
doing the packing. We call this a type I packing. The region shaded in the 
figure is that part of the box which is not packed with bricks. The number 
of bricks in the packing is easily computed to be N(p, q; a, b). 
FIGURE 2. 
If [m/a] + [n/b] - b/a > 0, then we pack the box as in the previous 
case except that the lower-right (b + m) x (b + n) portion is packed as 
indicated in Fig. 3. We call the resulting packing a type II packing. 
The number of bricks in this packing is computed as follows. The 
number of bricks packed in the box of Fig. 3 is clearly 2[m/u] + 2[n/a]. In 
doing the packing in this case we remove b/a + [m/u] + [n/a] bricks in the 
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packing of Fig. 2 and replace them by a packing of 2[m/a] + 2[n/a] bricks. 
Thus the net result is a gain of 
E-l+sl 
bricks, and this agrees with the conclusion of the theorem. 
b n 
FIGURE 3. 
Since we now have a packing and a representing set of the same 
cardinality, the theorem is proved. 
The representing set of minimum cardinality constructed in the proof 
of the theorem is not unique for a specified harmonic brick and box. 
Consider ap x q box and an u x b harmonic brick, and let the parameters 
m and n be defined as in the theorem. Now take a b x b box and think of 
it as being partitioned in the natural way into a x a blocks. Any b/u x b/u 
permutation matrix P of O’s and l’s gives rise to a representing set for the 
given box and brick as follows: Pick out any cell in an a x a block, and in 
each of the a x a blocks which correspond to the l’s in the matrix P, 
choose the cell with the same relative position. If we translate this repre- 
senting set of the b x b box as in the theorem, we obtain a representing 
set for the p x q box. We will make strong use of this fact when we 
consider three-dimensional packings. This representing set need not be 
minimal, but it will be if the permutation matrix P and the cell within the 
a x a block are properly chosen. Choose the cell within the a x a block 
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to be the cell at the lower-right corner. In case [m/a] + [n/a] - b/a < 0, 
we need only choose a permutation matrix P which has no I’s in the 
upper-left [m/a] x [n/a] submatrix. In case [m/a] + [n/a] - b/a > 0, we 
need then choose a permutation matrix which has no l’s in the lower-right 
[m/a]* x [n/a]* submatrix. The permutation P used in the proof of the 
theorem (which has ones in the diagonal running from lower left to the 
upper right) is a universal one in the sense that it works for every box and 
every brick. This permutation matrix is the only universal one. 
THEOREM 2.3. Given a nonharmonic brick, there exists a box such that 
the maximum number of bricks that can be packed in the box is less than the 
minimum number of cells in a representing set. 
Proof. Take an a x b brick with a < b and a f b. Let b = qa + r 
where 0 < r < a. Let k be any positive integer and consider an I x kab 
box where I is the least common multiple of a and b. Since a and b each 
divide both dimensions of the box, it can be perfectly packed with a x b 
bricks with all the bricks oriented in the same way. (Either of the two 
orientations is permissible.) Thus if we are to have the max-min equality, 
there must be a representing set with 
l(kab)/ab = lk 
cells. We show that for k sufficiently large, this leads to a contradiction. 
Thus, suppose we have a representing set R of Ik cells. Since there is a 
perfect packing of the first b rows of the box which extends to a perfect 
packing of the whole box, R contains exactly kb cells from the first b rows. 
Likewise, R contains exactly kqa cells from the box formed by the first aq 
rows. Thus R contains exactly kb - kqu = kr cells from the box formed 
by rows qa + I,..., qu + r. Finally, we note that R contains exactly ka cells 
from the box Bi formed by rows (i - 1)a + l,..., ia (1 < i < q). 
Let the ka cells of R in the box BI be in columns il, iz ,..., &., where 
1 < iI < iz < ‘.. < ire , =C kab, and let x1 = iI - 1, x, = iz - il - I,..., 
xka=ilea-ilca-l-l, xlcafl=kab-ii,,. Then O<xj<b-l for 
j = 1, 2,..., ka + 1. Let N be the number of xj which are less than b - 1. 
Then since 
ka+l 
zl xi i- ka = kab, 
or 
N(b - 2) + (ka + 1 - N)(b - 1) + ka > kab 
N<b--1. 
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Thus if we refer to the xi’s as the column gaps for the cells of R in the box 
BI , we have shown that at least ka - b + 2 of these gaps equal b - 1. We 
can make the same statement for the column gaps of boxes B, ,..., B, . 
Consider now a column gap for the cells of R in the box BI which is 
equal to b - 1. Since b = qa + r with I > 1, [(b - 1)/a] 3 q, so that in 
that b x (b - 1) portion of the given box formed from the first b rows and 
the columns which give rise to this gap, it is possible to pack q of the 
bricks. Thus there must be at least q cells of R in this portion of the box. 
Either one of these cells comes from rows qa + I,..., b = qa + r or else 
two of these cells lie in the same Bi (1 < i < q). If the latter occurs, this 
gives rise to a gap of less than b - 1 for the box Bi . Since the total 
number of gaps of the boxes Bz ,..., B, is at most (q - l)(b - l), and since 
B, has at least ka - b + 2 gaps equal to b - 1, there must be at least 
(ka - b + 2) - (q - I)(b - 1) = ka - q(b - 1) + 1 
cells of R which lie in rows qa + I,..., qa + r. But we have already 
calculated that the number of such cells is equal to kr. Hence 
or 
ka - q(b - 1) + 1 < kr 
k(a - r) < q(b - 1) - 1. 
But since r < a, we can choose k large enough so that this inequality is not 
satisfied. This is the contradiction sought. Thus we can choose k = k, 
so that an I x k,ab box does not satisfy the max-min equality. 
Theorem 2.3 shows that the assumption in Theorem 2.2 of the harmon- 
icity of the brick is a necessary assumption if we want to have the max-min 
equality hold independent of the box. However, there are some theorems 
that can be proved that assert the max-min equality if assumptions are 
made concerning the dimensions of the brick and the box. The two 
presented below resulted from examples involving small bricks and small 
boxes. 
THEOREM 2.4. Let a and b (a < b) be positive integers with b = qa + r, 
1 < r < a - 1. Let I be the least common multiple of a and b and d the 
greatest common divisor. Suppose I = xa = yb and one of the following 
three conditions is satisfied: 
b x -=-- 
a X-l ’ (2.3) 
2aIb+l; (2.4) 
2afb + 1, cw 
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but 
(i) alb+l,or 
(ii) q is even and d = a - r, or 
(iii) q is odd and 2d = a - r. 
Then the maximum number of a x b bricks that can be packed in a I x I 
box (namely, xy) equals the minimum cardinality of a representing set. 
Proof. Clearly, the I x I box can be packed perfectly with xy bricks. 
Thus we need to show. that if (2.3), (2.4), or (2.5) is satisfied, then there is 
a representing set consisting of xy cells. 
Suppose that (2.3) is satisfied. Then ax = (x - l)b so that y = x - 1. 
The I x I box is naturally partitioned into x2 a x a blocks. Consider the 
diagonal of the box from the lower-left corner to the upper-right corner. 
There are (x2 - x)/2 blocks above this diagonal and the same number 
below. There are x blocks which are cut from corner to corner by this 
diagonal. In each of the blocks above the diagonal, select the cell in the 
lower-right corner of the block; in each of the blocks below the diagonal, 
select the cell in the upper-left corner of the block. Let these cells form a 
set R, which has cardinality x2 - x = x(x - 1) = xy. We need only 
show that R is a representing set for the a x b bricks that can be packed 
in the box. But the only a x a bricks that are not represented by R are 
those that are cut from corner to corner by the diagonal, and these are 
bordered by cells of R on all sides. Thus since b > a, every a x b brick 
contains a cell of R so that R is a representing set. 
Now suppose (2.4) or (2.5) is satisfied. Pick out the q + 1 cells whose 
coordinates are (a, a), (2a, 2u),..., (qa, qu), (b, b), and consider the cells of 
the I x I box which are obtained by translating the coordinates of the 
above cells by multiples of b. Let S, be the set of cells thus obtained which 
lie on or above the diagonal from the lower-left corner to the 
upper-right corner. Also pick out the q + 1 cells whose coordinates are 
(b - a + 1, b - a + I), (b - 2a + 1, b - 2a + 1) ,..., 
(b - qa + 1, b - qa + 11, (1, 1). 
Consider the cells of the I x I box obtained by translation as above, and 
let S, be the set of cells thus obtained which lie on or below the diagonal 
specified. Let S = S, u S, . We now count the number of cells in S. 
There is a natural partition of the I x 1 box into y2 b x b blocks. Each 
of the y2 - y blocks that do not intersect the specified diagonal contains 
q + 1 cells of S. There are y b x b blocks which are intersected corner to 
comer by the diagonal. Each of these contains [(b + 1)/2u] cells of S, 
and the same number of S, . If 2a +’ b + 1, then S, n S, = 0, and these 
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blocks contain 2[(b + 1)/2u] cells of S. If 2u 1 b + 1, then S, n S, # o 
and these blocks contain 2[(b + 1)/2u] - 1 cells of S. Thus, if 2u 1 b + 1, 
the total number of cells in S is 
(Y” - Ym + 1) + 3 [q+] - Y = Y ((Y - l)(q + 1) + G - 1). 
b=(+ ) 1 a + (a - I), 4= btl 1 - - . a 
Thus 
=b+l-l=b=x. 
Hence the total number of cells in S in case 2a 1 b + 1 is xy. If, however, 
2a f b + 1, the total number of cells in S is 
(Y” - YM + 1) + 2v r”; l -] = Y ((Y - 1% + 1) + 2 [T]). 
Hence if the quantity (y - l)(q + 1) + 2[(b + 1)/&z] equals x, then R 
contains xy cells. We now show that if (2.5) (i), (ii), or (iii) is satisfied, this 
is the case. 
If a 1 b + 1, then q = ((b + 1)/a) - 1, y = a. Since 2uf b + 1, 
(b + 1)/a is odd. Substituting these, we arrive at b, which equals x. 
If a f b + 1, then q = [(b + 1)/a], [(b + 1)/h] = [q/2]. If q is even, 
and d = a - r, then since y = xa/b, the above quantity becomes 
= -$ (u(q + 1) - b) + (x - 1) = $ (a - r) + (x - 1) 
= q + (x - 1) = 1 + (x - 1) = x, b since x = - d’ 
If, on the other hand, q is odd and 2d = a - r, then upon substitution and 
calculating as above, we get 
(y-i)(q+l)+q-l=$-(u--)+(x-2) 
=$(2d)+x-2=2+(x--2)=x. 
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Thus under our assumptions, S has xy cells. Since xy is the maximum 
cardinality of a packing, the theorem is proved. 
It is not difficult to find examples of a x b bricks which are not harmonic 
for which the conditions of the theorem are satisfied. To satisfy condition 
(2.3), we need only take b = a + 1 (a > 1). To satisfy condition (2.4), 
take b = 2ka - 1 (a > l), where k is any positive integer. Examples of 
nonharmonic bricks that satisfy (2.5) (i) are 4 x 11, 3 x 8, and 5 x 14. 
Examples of bricks that satisfy 2.5 (ii) are 4 x 10, 4 x 18, and 9 x 24. 
Examples of bricks that satisfy 2.5 (iii) are 3 x 16, 5 x 18, 6 :i 16, and 
7 x 12. 
There are examples where we have the max-min equality which are not 
covered by any of the previous results. Indeed this is the case for 3 x 7 
bricks and a 21 x 21 box. Here we can pick perfectly 21 bricks, and it is 
possible to exhibit a representing set of 21 cells. Indeed, the set R of cells 
which is symmetric about both diagonals and thus can be defined by the 
coordinates(3, 3),(9, 3),(16,.3),(6,6),(12, 6),(15, 7),(9, 9),(ll, 1l)forms 
such a representing set. 
3. THREE-DIMENSIONAL PACKINGS 
We investigate in this section the packing of three-dimensional boxes 
with bricks. Even for harmonic bricks the maximum cardinality of a 
packing need not equal the minimum cardinality of a representing set. 
Under certain restrictions on the dimensions of the box and the brick, 
we will show that the max-min equality holds. These conditions, while 
sufficient to guarantee this equality, are not necessary as our examples 
will show. The conditions, while somewhat complicated, are strong enough 
to imply, for instance, that the max-min equality holds for a x b x c 
bricks and a box which has two dimensions divisible by b. 
We begin by showing that the analog of Theorem 2.2 is false in three 
dimensions. Each cell of an m x 12 x p box is given a triple of coordinates 
(i, j, k), 1 < i < m, 1 < j < n, 1 < k < p, with the cell in the upper-left 
corner of the base of the box having coordinates (1, 1, 1). 
THEOREM 3.1. For 1 x 2 x 4 bricks and a 5 x 5 x 5 box, the 
maximum cardinality of a packing is 14 while the minimum cardinality of a 
representing is 15. 
Proof. Figure 4 defines two representing sets consisting of 15 cells 
each. The number k in the (i,j)-position means the cell with coordinates 
(i, j, k) (thus at height k) is a member of the representing set. We now show 
that no set of 14 cells can be a representing set. 
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FIGURE 4. 
Suppose there were a representing set R of 14 cells. Let xlc be the number 
of cells of R at height k (1 < k < 5), so that x1 + x2 + xg + xp + x5 = 14. 
Since we can pack two 2 x 4 bricks in a 5 x 5 box, xk b 2 (1 < k < 5). 
On the other hand, since we can pack naturally twelve 1 x 2 x 4 bricks 
ina5x5x4box,x1+x,+x,+x,312.Sincex,~2,x,=2. 
Likewise x1 = 2. Moreover, we can pack six 1 x 2 x 4 bricks in a 
5 x 5 x 2 box which implies x, + x, > 6. Thus x2 > 4 and similarly 
x,34. Since x,+x,+x,+x,+x,=14, x,=x,=x,=2 and 
x2 = xq = 4. 
Before continuing, we make the following observation that is used many 
times: if the max-min equality holds for a particular brick and box, then all 
the cells of a minimum cardinality representing set must be contained in 
those bricks of a given maximum cardinality packing. 
Now since we can pack two 1 x 2 x 4 bricks in the first level of the box 
omitting any cell except the 4 cells with coordinates (i, j, 1) (i = 2 or 4, 
j = 2 or 4), the two cells of R at height 1 must be (2,4, 1) and (4,2, I), or 
(2, 2, 1) and (4,4, 1). By geometric symmetry we may as well assume the 
2 cells have coordinates (2,2, 1) and (4, 4, 1). By looking at packings of 
cardinality 4 at levels 1 and 2 not containing any of the two cells of R at 
height 1, we find that the four cells of R at height 2 must be the cells with 
coordinates (1, 3, 2), (3, 1, 2), (3, 5, 2), and (5, 3, 2). 
But we know there are 6 cells of R at heights 3 and 4; since we can pack 7 
1 x 2 x 4 bricks in a 5 x 5 x 4 box which do not meet any of the cells 
of R at heights 1 and 2, we have a contradiction. Thus the minimum 
cardinality of a representing set is 15. 
It is easy to pack 14 1 x 2 x 4 bricks in a 5 x 5 x 5 box. We now 
show that it is impossible to pack 15, so that 14 is the maximum. Suppose 
there were a packing B of the box with 15 of the bricks. Since the box 
consists of 125 cells and each brick contain 8 cells, there would be a set 
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S of exactly 5 cells of the box not in any of the 15 bricks. Since the packing 
B induces a packing of 1 x 2 bricks in each 5 x 5 cross-section which is 
parallel to a face of the box, and since in any packing of a 5 x 5 box with 
1 x 2 bricks at least one cell is not in some brick, each 5 x 5 cross-section 
contains exactly one cell of S. Thus the set S is a diagonal of cells of the 
box. Now no cell which is a member of a minimum cardinality representing 
set can be in S. By considering the two minimal representing sets of Fig. 4 
and the others obtained by symmetry, we conclude that the cells in S at 
levels 1, 3, 5 must come from the places marked with an x in Fig. 5 while 
those at levels 2,4 come from the places marked with a y. 
X X X 
--- 
Y Y 
--- 
X X X 
--- 
Y Y 
--- 
X X x 
We now 
the 5 x 5 
levels. 
FIGURE 5. 
assign the color black (B) or white (W) to some of the cells of 
x 5 box. This assignment is indicated in Fig. 6 according to 
B B B 
--- 
W W W 
--- 
--- 
--- 
B B B 
1, 3, 5 levels 
W W 
--- 
B B 
--- 
~ ~ 
W W 
--- 
B B 
--- 
W W 
2, 4 levels 
FIGURE 6. 
Thus S contains 4 black cells and one “neutral” cell, so the union of the 
cells of the bricks in B contains 22 black cells and 21 white cells. But 
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inspection reveals that any brick packed in the box contains w white cells 
and b black cells where (w, b) = (2,2), (2,0), (0,2), (1, 1), or (0,O). In 
particular, b and w have the same parity. Thus the number of black cells 
in B has the same parity as the number of white cells in 9. This contradicts 
the above count and proves that it is impossible to pack 14 bricks in the 
box. 
We shall make use of the following well-known criterion [5, p. 661 for 
extending an r x s Latin rectangle to a Latin square of order n. 
LEMMA 3.2. Given an r x s Latin rectangle based on n elements labeled 
0, I,..., n - 1, let N(i) denote the number of times that i occurs in the Latin 
rectangle. The Latin rectangle may be extended to a Latin square or order n 
if and only if 
N(i) > r + s - n (i = 0, I,..., n - 1). 
The next result gives an effective method for constructing a representing 
set for any box and any size harmonic brick. It is relatively easy to carry 
out in practice, and while it will not always furnish a minimal cardinality 
representing set, it does give a good upper bound. 
THEOREM 3.3. Given an m x n x p box and a x b x c harmonic 
bricks, let 
Cl,, = 
I 
(a,, + (i +j)b + ka, b, + ib - ka, c,, + jb + ka): 
where a,, , b, , c,, are arbitrary and the coordinates are taken module c from 
u,..., c}. Let 
c S.&U = Cl,, + (0 - lk (t - l)c, (u - 114 (1 G 3, 4 4. 
(These coordinates are not taken modulo c). Let R be the set of cells of the 
box whose coordinates are in the set 
D = u Cs,t.u . 
s.t.21 
Then R is a representing set. 
Proof. Consider first the case of a c x c x c box. Let a,, b, , c0 be 
arbitrary and set 
A= (a,+ib,b,-ib,c,,):O<i<%-11, 
i 
582b/I7/2-2 
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where the coordinates are taken modulo c. Then the cells whose 
coordinates are taken from the set {(a, + ib, b, - ib): 0 < i < c/b - 1) 
form a representing set for b x c bricks in a c x c box. Now define 
A(j) = A + j(b, 0, b) i O<j++l). 
Here again coordinates are taken modulo c. Thus A(0) = A and for 
j=jo, 
so that the set of cells whose coordinates are taken from {(a0 + j& + ib, 
b, - ib): 0 < i d c/b - l} form a representing set for b x c bricks in a 
c x c box. For i = i,, , the set of cells whose coordinates are taken from 
the set {(a,, + i,,b + jb, c, + jb): 0 < j < c/b - I} form a representing 
set for b x c bricks packed in a c x c box. Likewise, if we set 2 = i + j 
and fix I = I,, , then the set of cells whose coordinates are in the set 
{(b,, - ib, q, + Z,b - ib): 0 < i < c/b - I} form a representing set for 
b x c bricks in a c x c box. In summary, given a face of the c x c x c 
box, there are c/b cross-sections which are b apart such that the cells in 
one of these cross-sections which are selected by B = u:zii,“‘-’ A(j) form 
a representing set for b x c bricks packed in the cross-sectional c x c box. 
Now set 
B(k) = B + k(a, a, a) 
( 
OS+l), 
with coordinates still being taken modulo c, and set C = lJF$-’ B(k). Then 
given a face of the box, there are c/a cross-sections which are a apart such 
that the cells in one of these cross-sections which are selected by C form 
a representing set for b x c bricks packed in the cross-sectional c x c box. 
Note that the set C is the set C,,, in the statement of the theorem. Now 
consider an a x b x c brick which is packed in the box. We can regard 
the b x c faces of the brick as being horizontal. Since the c/a horizontal 
cross-sections are a apart, one of them contains a b x c cross-section of 
the brick. Hence the brick contains one of the cells picked out by C, so that 
these cells form a representing set. 
Now consider an m x IZ x p box and set 
C s.t,u = Cl11 + (0 - UC, (t - l)c, (u - lk) (1 < s, t, u). 
Let R be the set of cells of the box whose coordinates are in 
D = Us,t,u Cs,t,u . Then since R is obtained by translating the cells picked 
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out by C, given a face of the box we still have the property that there are 
cross-sections of the box every a apart such that the cells of R in these 
cross-sections form a representing set for b x c bricks packed in the 
cross-section. Thus R is a representing set. 
If one of the dimensions of the box is divisible by c, then the set R 
constructed in Theorem 3.3 is a minimum cardinality representing set. 
THEOREM 3.4. For an m x n x tc box and a x b x c harmonic bricks, 
the maximum number of bricks that can be packed in the box equals the 
minimum cardinality of a representing set. 
Proof. Consider the set C,,, defined in Theorem 3.3 with a, = a, 
b, = b. Set 
C,*ll= (a+(i+j)b+ka,b+ib-ku): 
I 
the projection of C,,, onto the first two directions. Since coordinates of C,,, 
are being taken modulo c, we may write C,*,, as 
C&= (a+ka+ub,b-ku+ub): 
i 
Since b 1 c, for the particular choices of a, = a and b, = b, the set of all 
(x, y) with (x, y, z) E D and 1 < z < c is given by (where D is defined as 
in the proof of Theorem 3.3) 
uc?, [(a + ka, b - ka): 0 G k < % - 11 + (ub, ub). 
* , 
According to the proof of Theorem 2.2, the set of cells of an m x n box 
whose coordinates are in this set has cardinality equal to the maximum 
number, say, N, of a x b bricks that can be packed in an m x n box. Thus 
the cardinality R of the representing set constructed in Theorem 3.3 
equals tN. If we can pack N a x b bricks in an m x n box, we can pack N 
a x b x c bricks in an m x n x c box. This shows we have a packing 
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and a representing set with the same cardinality. Thus the representing 
set R constructed in Theorem 3.3 (with a,, = a, b, = b) has minimum 
cardinality, and the theorem is proved. 
Remark. The theorem remains true if we only assume that one 
dimension of the box has remainder less than a when divided by c. No 
change in the proof is required. 
We now turn to the problem of putting restrictions on the dimensions 
of the box and bricks so that the max-min equality holds. We prove two 
main theorems along this line. When certain degenerate situations exist, 
we are able to weaken one of the conditions and still retain the max-min 
equality. 
THEOREM 3.5. Given an m x n x p box and a x b x x harmonic 
bricks, let r = m - [m/c]c, s = n - [n/c]c, t = p - [p/c]c. Suppose the 
following conditions are satisfied. 
[+I*+ [+]*+o. 
c-t+a 
b > max I[+]*, [$]*I. 
(b - ([$I + [$I) a)‘+ a > t’, 
(3.1) 
(3.2) 
(3.3) 
where r’ = r - [r/b]b, s’ = s - [s/b]b, t’ = t - [t/b]b. 
Then the maximum number of bricks that can be packed in the box equals the 
minimum number of elements in a representing set. 
Remark. The inequality (3.3) is of the form x+ + a > t’ and hence is 
valid if x + a > t’. When a divides each of m, n, p, the latter inequality is 
equivalent to 
Y’ + s’ + t’ < a + b, (3.3’) 
which, unlike (3.3), is symmetric in r’, s’, and t’. Thus, in this case, if (3.3’) 
holds, (3.3) holds for any permutation of r’, s’, and t’. In applying the 
lemma in a particular situation, one looks for a labeling with r, s, and t of 
the remainders when m, n, and p are divided by c so that (3.1) and (3.2) 
are satisfied. (There are only three essentially different labelings.) 
Proof. Suppose that (3.1)-(3.3) are satisfied. We assume for definiteness 
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that t < s. We define a Latin rectangle P of size [r/b]* x [s/b]* based on 
the symbols l,..., c/b by the equation 
P= 
I  
f-l f-2 .  .  .  a IX-1 **. /I 
B ii i-1 ... CX+1 01 *** /3+1 
. . . 
(r-2 . . . *ci-1 
IX-1 a-2 . . . 01 
(3.4) 
where cx = c/b + [r/b]* - [s/b]* and /3 = c/b - [s/b]* + 1. Thus the 
rows of P are obtained from the first row of P by successively shifting 
cyclically by one unit. According to Lemma 3.2, P can be extended to a 
Latin square of order c/b if each of the symbols l,..., c/b occurs at least 
[*I*+ [+I*-; 
times in P. But this is the case, since according to (3.1) this expression is 
nonpositive. Let then L be a Latin square of order c/b which extends P. 
We are going to use L to define a set R of cells which will turn out to be a 
representing set. We define R by specifying which cells of the initial 
c x c x c box belong to R and translating these cells as we did in the 
proof of Theorem 3.3 to obtain all cells in R. 
We regard the c x c x c box as being partitioned in the natural way into 
b x b x b boxes. Each of these boxes can be specified by three coordinates 
i, j, k where 1 < i, j, k < c/b and we designate these boxes by Bijk (B,,, is 
the box consisting of those cells each of whose coordinates lie between 1 
and b). The box of Bijk contains no cells of R if the (i,.j) entry of the Latin 
square L is not k. If it is k, the cells of B<jk that are in R are those cells 
whose coordinates relative to Bijk (and not relative to the given m x n x p 
box) are 
(a, b, b), @a, b - a, b - a), (3a, b - 2a, b - 2a) ,..., (b, a) (3.5) 
if [r’/a] + [d/a] 2 b/a, and 
(a, b, b), (2a, b - a, b - a) ,..., ([$I a,b- 7 a+a,b- [-&]a+a), [ r’ ] 
r’ N-1 a a+a,b- [$]a,a) ,..., (b,a,b- [$]a), (3.6) 
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otherwise. In the first case, the heights (third coordinates) decrease from 
b to a; in the second case, the heights decrease from b to b - [r’/a]a + a 
and then increase from a to b - [r//ala. This specifies the cells of R in the 
initial c x c x c box and hence all cells of R. Since a I b, b j c, the 
coordinates of all cells of R (relative to the given box) are all multiples of LZ. 
lndeed if we consider all the cross-sections of the box which are parallel to 
a given face, then the cells of R occur on the cross-sections at levels 
a, 2a, 3a ,... . 
We now show that every brick that is packed in the given box contains 
exactly one cell of R. Consider a packed brick and the cross-sections of the 
box parallel to the b x c face of the brick. Exactly one of these cross- 
sections which meets the brick is at one of the levels a, 2a, 3a,... . Thus 
we need to show that each b x c brick that can be packed in these 
cross-sections at levels, a, 2a, 3a,... contains exactly one cell of R. To do 
this we refer to the construction of those cells in R in the initial c x c x c 
box. 
Let k be fixed, where 1 < k < c/b. The BijLs which contain cells of R 
correspond to the c/b x c/b permutation matrix which has l’s where the 
Latin square L has k’s. Since the relative positions of the cells of R in 
these boxes Biirc are identical and occur at heights a, 2a,..., b, it follows 
by the remarks following the proof of Theorem 2.2 that every b x c brick 
that is packed in one of the cross-sections parallel to the m x n face at 
levels a, 2a, 3a,... contains exactly one cell of R. 
Consider now cross-sections which are parallel to one of the other 
faces, say the y1 x p face. Now L is a Latin square so that every symbol 
occurs once in each of its rows. Hence if we fix i, the c/b x c/b (0, I)-matrix 
whose (j, k) entry is 1 if and only if Biik contains cells of R is a permutation 
matrix. Since the relative positions of the cells of R in the boxes BiiR 
are the same and occur at levels a, 2a, 3a,..., it follows again from the 
remarks following the proof of Theorem 2.2 that every b x c brick that is 
packed in one of the cross-sections parallel to the n x p face at levels 
a, 2a, 3a,... contains exactly one cell of R. Since a similar argument applies 
to the m x p face, if we use the fact that every symbol occurs once in 
each column of L, this completes the proof that every a x b x c brick 
packed in the m x n x p box contains exactly one cell of R. 
We now describe a packing of the m x n x p box with the a x b x c 
bricks. A best packing of an m x n box with a x b bricks as described in 
the proof of Theorem 2.2 induces a packing of an m x n x c box with 
a x b x c bricks. (In this packing, all bricks have their c dimension 
perpendicular to the m x n face.) We consider the m x n x p box to be 
partitioned in the natural way into [p/c] m x n x c boxes and an 
m x n x t box where t = p - [p/c]c. Each of the m x n x c boxes is 
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packed in the way just described. We now indicate how to pack the 
m x n x t box and to do this we regard this box as being partitioned into 
[t/a] m x p1 x a boxes and one m x n x (t - [t/ala) box. The latter is 
to contain no part of any brick of the packing. 
The best packing of an m x n box with b x c bricks as described in the 
proof of Theorem 2.2 induces a packing of each of the m x n x a boxes 
with a x b x c bricks. (In this packing, all bricks have their a dimension 
perpendicular to the m x n face.) Because of (3.1) 
so that this best packing, in the terminology of the proof of Theorem 2.2, is 
a type I packing. Refer to Fig. 7 where the shaded area is that part of the 
box not covered by any brick of this packing. 
2’ 
dxc bricks 
r’ I 
* 
FIGURE 7. 
The [m/c]c x s’ strip in Fig. 7 can be packed with [m/c][s’/u]u x c bricks. 
(Their orientation is determined since s’ < c.) We regard the corre- 
sponding [m/c]c x s’ x t portion of the m x n x t box as being 
partitioned into [t/b] [m/c]c x s’ x b boxes and a [m/c]c x s’ x t’ box 
(t’ = t - [t/b]b). The packing of the [m/c]c x s’ strip induces a packing 
of each of these [m/c]c x s’ x b boxes with a x b x c bricks. We pack 
the r’ x [n/c]c x t box similarly. This completes the description of the 
packing. Notice that this leaves [m/c]c x s’ x t’, r’ x [n/c]c x t’, and 
r x s x t boxes meeting no brick of the packing. 
To complete the proof, we show that the number of bricks in our 
packing equals the number of cells in R. To do this, we prove that the set 
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of cells of the box which are in no bricks of our packing is disjoint from R. 
This will suffice because then each cell of R will belong to some brick of 
the packing. Since we have already proved that no brick packed in the 
box can contain two cells of R, the cardinalities of the packing and the 
representing set are equal. 
There are m x n x (t’ - [t//ala), m x (s’ - [s//ala) x p, and 
(r’ - [r’/a]u) x n x p slabs in the complement of the packing which 
contain no cell of R, since not all coordinates of a cell in one of these slabs 
can be multiples of a. The projection onto the m x n face of any c consec- 
utive cross-sections parallel to that face gives the representing set (call it R’) 
constructed in the proof of Theorem 2.2 for an m x n box and a x b 
bricks (see (3.5) and (3.6)). Since the complement of the packing of 
Theorem 2.2 contained no cells of R’, the complement of the packing of 
the m x n x [p/c]c box with a x b x c bricks contains no cells of R. 
If the r x s x t box in the complement of the packing of the m x n x t 
box contains any cells of R, then they correspond under translation to the 
cells of R in the initial r x s x t portion of the c x c x c box which was 
used to define R. But by construction from the Latin square L which 
extended the Latin rectangle P, if (i, j, k) are the coordinates of a cell of R 
with 1 < i < r, I < j < S, then (assuming T < s) 
k>($-[$]*+l)b-(b-a)=~-[+]*b+a.’ (3.7) 
Hence if c - [s/b]* b + a > t, no cell of R falls in this r x s x t box. But 
this is so by (3.2). 
Finally, we must consider the [m/c]c x s’ x t’ and r’ x [n/c]c x t’ 
boxes in the complement of the packing. The cells of these boxes 
correspond under translation to the cells of the boxes Bijk whose 
coordinates relative to Biik are (x, y, z) where either 1 < x < r’ or 
1 < y < s’. But if such a cell is a cell of R, then according to (3.5) and 
(3.6), z > a if ([r’/u] + [s’/a])a > b and z 3 b - ([f/a] + [d/a] - 1)~ 
otherwise. Thus if a > t’ in the first instance and b - ([r’/a] + 
[~‘/a] - 1)~ > t’ in the second instance, these boxes contain no cells of R. 
But these two inequalities are equivalent to (3.3). Hence the entire 
complement of the packing contains no cells of R and the theorem is 
proved. 
The next theorem and Theorem 3.5 are companion theorems. While the 
best packing of the m x n face of the m x n x p box with b x c bricks 
in Theorem 3.5 was a type I packing, the best packing of the m x n 
face with b x c bricks in Theorem 3.6 is a type II packing. The 
1 In certain degenerate cases to be discussed later, a better bound on k is possible. 
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inequalities that have to be satisfied correspond to the inequalities of 
Theorem 3.5. 
THEOREM 3.6. Given an m x n x p box and a x b x c harmonic 
bricks, let r = m - [m/c]c, s = n - [n/c]c, t = p - [p/c]c. Suppose the 
following conditions are satisfied. 
[i] + [J - ; 3 0; 
c-t+a > max I[y]*, [y]*/; 
(I- ([$I + [$I) a)++ a > t’; 
(3.9) 
(3.10) 
where r’ = r - [r/b]b, s’ = s - [s/b]b, t’ = t - [t/b]b. 
Then the maximum number of bricks that can be packed in the box equals 
the minimum number of elements in a representing set. 
Proof As before, we need to construct a representing set R and a 
packing having the same cardinality. These constructions follow the 
corresponding constructions in Theorem 3.5. Assuming [(c - r)/b]* < 
Kc - WI*, we define a [(c - r)/b]* x [(c - s)/b]* Latin rectangle P 
based on the symbols l,..., c/b by 
P= 
a . . . a-2 a-1 - 
(3.11) 
where 01 = c/b - [(c -r)/b]* + 1 and /3 = c/b - [(c -s)/b]* + 1. P 
can be extended to a c/b x c/b Latin square based on the symbols l,..., c/b 
if every symbol occurs at least [(c - r)/b]* + [(c - s)/b]* - c/b times. 
But this number equals 
and according to (3.9, it is nonpositive. Thus P can be extended to a Latin 
square L with P imbedded in L at the lower right. 
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We use L in exactly the same way we did in Theorem 3.5 to construct 
a representing set R. The set R again has the property that every brick that 
is packed in the box contains a unique cell of R. 
We now define a packing which is similar to the packing described in 
Theorem 3.5. The packing of the bottom m x 12 x [p/c]c portion of the 
box is induced by the best packing of an m x n box with a x b bricks as 
before. The packing of the next m x n x [t/ala portion of the box is 
induced by the best packing of an m x n box with b x c bricks as before, 
but because of (3.8) this planar packing is a type II packing. Refer to Fig. 8 
where the shaded area is that part of the box not covered by any brick of 
this type II packing. The unshaded area is perfectly packed with b x c 
bricks. 
FIGURE 8. 
The r’ x ([n/c]c - c) strip in Fig. 8 is packed with a x c bricks with a 
(r’ - [r’/a]a) x ([n/c]c - c) strip uncovered. The ([m/c]c - c) x s’ strip 
is treated similarly. Each of the remaining four strips are packed with 
a x c bricks, with either a (r’ - [f/ala) x c or c x (s’ - [d/ala) strip 
uncovered. The planar packings of these six strips induce packings of the 
corresponding portion of height [t/ala of the m x n x p box. This com- 
pletes the packing of the box. 
We have yet to verify that the complement of the packing contains no 
cells of R, and this verification proceeds as in Theorem 3.5. That the 
complement of the packing of the m x n x [p/c]c portion of the box 
contains no cells of R follows as before. That the (c - r) x (c - s) x t 
box in the complement of the packing contains no cell of R follows from 
the construction of the Latin square L, since the lowest cell in the region 
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above the corresponding (c - r) x (c - s) portion of the initial c x c x c 
box has height at least 
(;-[y]*+I)b-(b-a)=~--[y]*b+a2 (3.12) 
But according to (3.9), t < c - [(c - s)/b]* b + a. 
The verification that the remaining portions of the box in the com- 
plements of the packing contain no cells of R proceeds in the same way as 
in Theorem 3.5. This completes the proof of the theorem. 
As we have already suggested in footnotes, when certain “degenerate” 
situations occur, the inequalities given in(3.7) and (3.12) can be improved to 
obtain a more inclusive theorem. The next two theorems handle these 
situations. In each case, only one of the conditions of Theorem 3.5 and 3.6 
change, but to make it easier for the reader, we restate them all. 
THEOREM 3.7. Given an m x n x p box and a x b x c harmonic 
bricks, let r = m - [m/c]c, s = n - [n/c]c, t = p - [p/c]c. Suppose the 
following conditions are satisJied. 
[+I*+ [g]*+o. 
r < b, and either r’ < a, or r’ >, a (3.14) 
and one of the following holds: 
(i) c - [s/b]* b + 2b - [r’/a]a + a > t if b < S, b f s, and 
[f/a] + [~‘/a] - b/a ,< 0; 
(ii) c-[s/b]*b+b-[r’/a]a+a>tifb<s,bIs; 
(iii) [r’/a] + [~‘/a] - b/a < 0, s < b; 
(iv) c - [sjb]* b + 2b - [r’/a]a - [s’ja]a + a > t, if [r’/a] + 
[~‘/a] - b/a > 0. 
(b - ([&I + [-$I) a)++ a > t’, (3.15) 
where r’ = r - [r/b]b, s’ = s - [s/b]b, t’ = t - [t/b]b. Then the maximum 
number of bricks that can be packed in the box equaIs the minimum number 
of elements in a representing set. 
21n certain degenerate cases, a better bound is possible. 
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Zf r = b, and, instead of (3.14), we have 
c- [$]*b+b-[$]a+a>t, (3.14’) 
then the same conclusion holds. 
Remark. Since r and s appear symmetrically in the theorem, except in 
(3.14) and (3.14’), a similar theorem results when r and s are interchanged. 
Proof. We may assume r > 0, for if r = 0, then m is a multiple of c 
and the conclusion follows by Theorem 3.4. The hypotheses of Theorem 3.7 
are the same as those of Theorem 3.5 except for (3.2). In the proof of 
Theorem 3.5, (3.2) was used only to conclude that the initial r x s x t 
portion of the box used to define the representing set R contained no cells 
of R. Thus we need only show that this is still the case when (3.14) holds. 
Suppose then r < b so that r = r’. Then the Latin rectangle L is of size 
1 x [s/b]* and is given by 
L = [; ) ; - l,..., B+ L8]~ 
where /l = c/b - [s/b]* + 1. If r = r’ < a, then none of the cells of R 
have first coordinate between 1 and r so that no cell of R is in this r x s x t 
box. Suppose now r’ 3 a. 
(i) If [r//a] + [s’/a] - b/a < 0, b < s, b f’s, then none of the 
cells of R in the b x b x b box BZ,[slbl*,B are in this initial r x s x t box. 
Hence the cell of R with smallest third coordinate comes from the box 
B 1,~8,8+-1,B+1 and this smallest third coordinate is 
(fl+l)b-([$I-l)a=c-[$-]*b+26-[-$-]a+a. 
Hence by (i) the smallest third coordinate is at least t. 
(ii) If b < s and b 1 s so that s’ = 0, then the smallest third 
coordinate comes from the box &J~,~I*,~ and it is 
fib-([$I-l)a=c-[+]*b+b-[$]a+a. 
Hence by (ii) the smallest third coordinate is at least t. 
(iii) If s < b (so that s’ = s) and [r’/a] + [s’/a] - b/a < 0, then 
no cell of R has its first two coordinates between 1 and r and 1 and s, 
respectively, so that no cell of R is in the r x s x t box. 
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(iv) Suppose [r’/a] + [.~‘/a] - b/a > 0. Then instead of using (3.1) 
to define the relative coordinates of the cells of R in a b x b x b box, we 
use the same set of first two coordinates, namely (a, b), (2u, b - a),..., (b, a), 
but the third coordinates b, b - a,..., a are permuted so that those 
([r’/u] + [s’ju] - b/u) largest third coordinates are attached to those cells 
with first two coordinates between 1 and r’ and 1 and s’, respectively. 
Since [r’/u] + [#‘/a] - b/u > 0, (3.15) reduces to a > t’ and the 
argument in the proof of Theorem 3.5 which used condition (3.15) is not 
affected by this change in R. However, with this change in R, the cell of R 
with smallest third coordinate whose first and second coordinates are 
between 1 and r and 1 and s, respectively, comes from the b x b x b box 
B l.[s/bl*,B - Hence this third coordinate is 
b/I-([$]+[$I-$-1)u 
=c-[+]*b+26-[;]u-[$]+a. 
So if (iv) is satisfied, no cell of R will be in the r x s x t box. 
The remaining case to be treated is the case r = b with therefore r’ = 0. 
The representing set R used is the same as that used in the proof of 
Theorem 3.5. The smallest third coordinate of a cell of R with first two 
coordinates between 1 and r and 1 and s, respectively, comes from the 
b x b x b box BI,[s,bl*,B and it is 
bp-([$I-l)u=c-[$]*b+b-[$]u+u. 
Thus, if (3.14’) is satisfied in case r = b, no cell of R is in the r x s x f 
box. This completes the proof. 
THEOREM 3.8. Given an m x n x p box and a x b x c harmonic 
bricks, let r = m - [m/c]c, s = n - [n/c]c, and t = p - [p/c]c. Suppose 
the following conditions are satisfied. 
c-r <b,undeitherc-r <u,orc-r >uund (3.17) 
(0 V/4 + b’l4 2 b/a, 
und 
(ii) c - [(c - s)/b]* b + 2b - [(c - r)/u]u + a > t; 
a > t’; (3.18) 
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where r’ = r - [r/b]b, s’ = [s/b]b, t’ = t - [t/b]b. Then the maximum 
number of bricks that can be packed in the box equals the minimum number 
of elements of a representing set. 
Remarks. 1. Because [r’/a] + [s’/a] 3 b/a has to be satisfied for 
(3.17) to hold, (3.10) of Theorem 3.6 reduces to (3.18) above. 
2. If c-s<<, c-[(c-s)/b]*b+2b-[(c-r)/a]a+a> 
c + b - b + a = c + a, which is automatically greater than t. 
3. It is imposible that b divides c - s, for this would mean s’ = 0, 
and since r’ -=c b, (3.17) (i) could not be satisfied. 
Proof. In the proof of Theorem 3.6, (3.10) was used only to conclude 
that the (c - r) x (c - s) x t portion of the box used to define the 
representing set R contained no cells of R. Thus we must show only that 
this is still the case when (3.17) is satisfied. 
Since c - r < b, the Latin rectangle L has only one row and is given by 
L= pa...;], [ 
where j? = c/b - [(c - s)/b]* + 1. The only change we make in the 
construction of R is to take the cells of R in the Biik to be those whose 
coordinates relative to Biik are 
(a, b, 4, @a, b - a, W,..., (6 a, b) 
instead of (3.5). Those regions in the complement of the packing, with the 
possible exception of the (c - r) x (c - s) x t box, still do not contain 
any cells of R. But the cell of R with smallest third coordinate whose first 
and second coordinates are between r + 1 and c and s + 1 and c, 
respectively, comes from the b x b x b box Bclb,B+l,B+l and this smallest 
third coordinate is 
@ + l)b - ([+I - 1) a 
=c--[y]*b+2b-[c]a+a, 
if c - r 3 a. If c - r -=c a, then no cell of R has first coordinate between 
r + 1 and c. Hence if (3.17) is satisfied, no cell of R lies in this 
(c - r) x (c - s) x t box. 
It should be noted that if c - r < b and [r’/a] + [~‘/a] < b/a, we cannot 
improve on the inequalities of Theorem 3.6 (as we were able to do in 
Theorem 3.7). 
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We now derive some results which are obtained by utilizing the 
preceding theorems; no further general construction for packings or 
representing sets will be given. 
THEOREM 3.9. Given an m x n x p box and a x b x c harmonic 
bricks, let r = m - [m/c]c, s = n - [n/c]c, t = p - [p/c]c, where 
t > s > r. Suppose the following conditions are satisjied. 
[+I*+ [+]*-+o; 
b 1 t, or b I r and b 1 s. (3.19) 
Then the maximum number of bricks that can be packed in the box equals the 
minimum number of elements in a representing set. 
Proof. We show that if the hypotheses of Theorem 3.9 are satisfied, 
then so are those of Theorem 3.5. The conclusion then follows from 
Theorem 3.5. 
Since r < t, it follows from (3.18) that [s/b]* + [r/b]* - c/b < 0, so 
that hypothesis (3.1) of Theorem 3.5 is satisfied. To check that hypothesis 
(3.2) of Theorem 3.5 holds, we need only check that (c - t + a)/b > [s/b]*, 
since s 3 r. But this is equivalent to 
;+ [$I*-; <;. 
By (3.18), the left side of the above inequality is nonpositive, so the 
inequality is valid. 
Now if b 1 t, t’ = 0; since a > 0, (3.3) of Theorem 3.5 holds. If b 1 r and 
b 1 s, then r’ = s’ = 0, so that (3.3) of Theorem 3.5 reduces to b + a > t’ 
which holds since t’ < b. Thus (3.3) of Theorem 3.5 holds, and the 
theorem is proved. 
In the presence of a divisibility condition, the, hypothesis of Theorem 3.6 
can also be simplified. 
THEOREM 3.10. Given an m x n x p box and a x b x c harmonic 
bricks, let r = m - [m/c]c, s = n - [n/c]c, t = p - [p/c]c, where r > t, 
s > t. Suppose the folowing conditions are satisfied. 
[i] + [J - ; 3 0; (3.20) 
blt,orblrandbls. (3.21) 
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Then the maximum number of bricks that can be packed in the box equals the 
minimum number of elements in a representing set. 
Proof. We show that if the hypotheses of Theorem 3.10 are satisfied, 
then so are those of Theorem 3.6. The conclusion then follows from 
Theorem 3.6. 
Since the first hypothesis of Theorem 3.6 is present in Theorem 3.10, 
we need only show that (3.9) and (3.10) are implied by (3.20) and (3.21). 
Since r 3 t, (c - t)/b 3 (c - r)/b. Suppose first that b I t. Since the 
brick is harmonic (so b 1 c), (c - t)/b is an integer, and hence (c - t)/b 3 
[(c - r)/b]*. But then (c - t + a)/b > [(c - r)/b]*. Likewise (c - t + a)/b > 
[(c - s)/b]* and (3.9) of Theorem 3.6 holds. Since b 1 t, t’ = 0; since a > 0, 
(3.10) of Theorem 3.6 holds also. 
Now suppose b 1 r and b 1 s. Then (c - r)/b is an integer, [(c - r)/b]* = 
[(c - r)/b], thus (c - t)/b 3 [(c - r)/b]* and (c - t + a)/b > [(c - r)/b]*. 
Likewise (c - t + a)/b > [(c - s)/b]*. So hypothesis (3.9) of Theorem 3.6 
holds. Since b 1 r and b 1 s; r’ = s’ = 0, and hypothesis (3.10) of 
Theorem 3.6 reduces to b + a > t’ which surely holds since t’ < b. 
The best packings in the circumstances of Theorems 3.9 and 3.10, 
according to the proofs of Theorems 3.5 and 3.6, are obtained by first 
packing the base of the boxes with a x b bricks. In the circumstances of 
Theorem 3.9, the height of the box is the dimension which has the largest 
remainder when divided by c, while in the circumstance of Theorem 3.10 
the height is the dimension which has smallest remainder when divided 
by c. 
In the next theorem we strengthen the divisibility hypotheses, thereby 
enabling us to eliminate the inequalities involving the dimensions of the 
box and brick. 
THEOREM 3.11. Given an m x n x p box and a x b x c harmonic 
brick, suppose b divides at least two of m, n, p. Then the maximum number 
of bricks that can be packed in the box equals the minimum number of ceils 
in a representing set. 
Remark. If a divides each of m, n, p, then the divisibility condition in 
Theorem 3.11 is equivalent, in light of de Bruijn’s theorem, to the statement 
that a x b bricks pack each face of the box perfectly. 
Proof. Order the dimensions of the box so that r 3 s > t where as 
before r, s, t are the remainders when m, n, p are divided by c. If 
[r/b] + [s/b] - c/b > 0, then since b divides at least two of r, s, t, (3.21) of 
Theorem 3.10 holds and the conclusion follows. If, on the other hand, 
[r/b] + [s/b] - c/b < 0, then since b divides at least one of r and s, we can 
PACKING WITH HARMONIC BRICKS 111 
write [r/b]* + [s/b]* - c/b < 0. Since r and s are the two largest 
remainders, the conclusion follows from Theorem 3.9. 
Remark. It should be observed that the conditions of divisibility by b 
in Theorems 3.9, 3.10, and 3.11 can be replaced by “the remainder when 
divided by b is less than a.” This can be checked quite easily. We have 
stated the results as given for simplicity of appearance. 
COROLLARY 3.12. The maximum number of a x a x c harmonic bricks 
that can be packed in a given box equals the minimum number of cells in a 
representing set. 
This corollary is an immediate consequence of Theorem 3.11 in light of 
our previous remark. This is so since now b = a, so that the remainders 
when the dimensions of the box are divided by a are surely less than a. 
This corollary might be regarded as the three-dimensional analog of 
Theorem 2.2. 
4. THE CANONICAL BRICK AND OTHER EXAMPLES 
In this section we take a closer look at the canonical brick which has 
dimensions 1 x 2 x 4. According to Theorem 3.1, it is not always true 
that the maximum number of 1 x 2 x 4 bricks that can be packed in a box 
equals the minimum number of cells in a representing set. As an application 
of the theorems in Section 3, we can prove that equality always occurs 
when at least one dimension of the box is even. 
THEOREM 4.1. Given an m x n x p box with at least one dimension 
even, then the maximum number of 1 x 2 x 4 bricks that can be packed in 
the box equals the minimum number of cells in a representing set. 
Proof. If one of the dimensions of the box is divisible by 4, then the 
theorem follows from Theorem 3.4, so we may assume that no dimension 
is divisible by 4. If at least two of the dimensions of the box are even, then 
the theorem follows from Theorem 3.4. Thus we may assume exactly one 
dimension of the box is even. If r, s, t denote the remainders when m, n, p 
respectively are divided by 4, then since the ordering of the dimensions of 
the box is arbitrary, the only cases to be considered are (r, s, t) = (1, 1,2), 
(1,2, 3), and (3, 3,2). We treat each of these three cases separately. 
For (r, s, t) = (1, 1,2), it is easily verified that (3.13), (3.14) (iii) and 
(3.15) of Theorem 3.7 are satisfied, while for (r, s, t) = (1,2,3) (3.13), 
(3.14) (ii) and (3.15) are easily checked. Thus the conclusion holds in these 
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cases. For (r, s, t) = (3, 3, 2), conditions (3.20) and (3.21) of Theorem 3.10 
hold, and the conclusion follows again. This completes the proof of the 
theorem. 
We conclude with a small table of examples for which the maximum 
cardinality of a packing equals the minimum cardinality of a representing 
set. Each of the examples for which the theorems of Section 3 are used is 
one instance of an infinite class of examples for which the max-min 
equality holds. 
TABLE I 
Brick Box max min Remark 
1x2x4 5X5X5 14 15 
1x2x4 5X5X1 20 or 21 21 
1x2x4 5x5x6 18 18 
1x2x4 5X6X1 25 25 
1~2x4 1X1X5 29 29 
1 x2x4 1x1~6 36 36 
1x2x4 1X1X1 41 or 42 42 
1x2x6 8X9X9 52 52 
1 x2x8 13 x 13 x 12 124 124 
1X3X9 10 x 10 x 12 44 44 
1x2x6 1X7X7 21 28 
Theorem 3.1 
Special case 
Theorem 3.7 
Theorem 3.7 
Special case 
Theorem 3.10 
Special case 
Theorem 3.7 
Theorem 3.10 
Theorem 3.9 
Special case 
As seen from Table I, the 7 x 7 x 7 box and a 1 x 2 x 6 brick is 
another example where the max-min equality does not hold. The 
verification that this is so proceeds like that for the case of a 5 x 5 x 5 
box and 1 x 2 x 4 brick. It is easy to exhbit 28 cells that form a 
representing set. If there were a representing set R of 27 cells, then there 
would be 3 cells from each of the levels 1, 3, 5, 7 and 5 from each of the 
levels 2, 4, 6. By examining various packings, one determines a set of cells 
at each level which must contain the cells of R. But then a brick can be 
packed in the region consisting of those cells excluded from R, a contra- 
diction. Thus the minimum cardinality of a representing set is 28. If it were 
possible to pack 28 bricks in the box, then on each level (in all 3 directions) 
there would be exactly one cell which is not part of any brick of the 
packing. By examining various representing sets of 28 cells, one determines 
that the cells omitted on the 1,3,5,7 levels are within the positions marked 
with an x in Fig. 9 while those omitted on the 2, 4, 6 levels are within the 
positions marked with a y. 
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x X X x 
------ 
Y Y Y 
----- 
x X X X 
__-~-- 
Y Y Y 
~---- 
X x x X 
~---- 
Y Y Y 
----- 
x X X X 
FIGURE 9. 
We now color some of the cells either black (B) or white (W) as indicated 
in Fig. 10. 
B B B 
----- 
w w w 
---- 
----- 
B B B 
----- 
w w w 
----- 
B B B 
1, 3, 5, 7 levels 2,4, 6 levels 
FIGURE 10. 
The number of black celIs and the number of white cells contained in any 
brick packed in the box have the same parity. But there are 87 black and 
80 white cells in the box. Any packing of 28 bricks omit 6 black cells and 
1 cell with no color. Thus a packing of 28 bricks contains 81 black and 
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80 white cells, and this contradicts the observation about parity. Thus it is 
impossible to pack 28 bricks in the box. One easily packs 27. 
While the max-min equality holds for a 7 x 7 x 5 box and 1 x 2 x 4 
bricks (the common value is 29), none of the theorems we have proved can 
be invoked to give this conclusion. A representing set of 29 cells can easily 
be constructed using the technique of Theorem 3.3, but a packing of 
29 bricks requires a special arrangement. We indicate this packing by 
describing the cross-sections at each of the 5 levels in Fig. Il. 
I I 
FIGURE 11. 
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