City University of New York (CUNY)

CUNY Academic Works
Dissertations, Theses, and Capstone Projects

CUNY Graduate Center

9-2020

Working Memory Training: Cognitive and Linguistic Implications in
Adult English Language Learners
Deepti Wadhera
The Graduate Center, City University of New York

How does access to this work benefit you? Let us know!
More information about this work at: https://academicworks.cuny.edu/gc_etds/3978
Discover additional works at: https://academicworks.cuny.edu
This work is made publicly available by the City University of New York (CUNY).
Contact: AcademicWorks@cuny.edu

WORKING MEMORY TRAINING: COGNITIVE AND LINGUISTIC IMPLICATIONS IN
ADULT ENGLISH LANGUAGE LEARNERS
by

Deepti Wadhera

A dissertation submitted to the Graduate Faculty in Speech-Language-Hearing Sciences in
partial fulfillment of the requirements for the degree of Doctor of Philosophy, The City
University of New York.
2020

i

Ó 2020
Deepti Wadhera
All Rights Reserved

ii

Working Memory Training: Cognitive and Linguistic Implications in Adult English Language
Learners
by
Deepti Wadhera

This manuscript has been read and accepted for the Graduate Faculty in
Speech-Language-Hearing Sciences in satisfaction of the dissertation
requirement for the degree of Doctor of Philosophy.

Date

Klara Marton
Chair of Examining Committee

Date

Mira Goral
Executive Officer

Supervisory Committee:
Richard Schwartz
Naomi Eichorn
Bruce Homer
Mira Goral

THE CITY UNIVERSITY OF NEW YORK

iii

Abstract
WORKING MEMORY TRAINING: COGNITIVE AND LINGUISTIC IMPLICATIONS IN
ADULT ENGLISH LANGUAGE LEARNERS
by
Deepti Wadhera
Advisor: Klara Marton
The association between an individual’s Working Memory (WM) performance and their
success in skills such as interference control, decision-making and language processing has been
repeatedly highlighted by researchers in cognitive psychology and linguistic fields. Particularly,
acquisition and use of a second language is one life experience in which WM ability seems
valuable. However, when this association is put to the test in studies that train participants’ WM
and measure transfer of these training effects to performance on tasks in nonverbal and verbal
domains, results are inconsistent. The present study selected one theoretical framework of WM
to inform the development of an adaptive training paradigm designed to target specific WM
mechanisms. The same framework was then used to select appropriate tasks for a pre and posttest battery; each of these called upon the trained mechanisms through specific task
manipulations of stimuli in nonlinguistic and linguistic contexts. Thirty adults enrolled in an
English language learning course participated in the study. Fifteen adults in the control group
completed a battery of five tests: a nonverbal cue-based retrieval task, a word categorization task,
an English ambiguous sentence processing task and an English reading comprehension task.
Fifteen adults in the experimental group completed the same test battery before and after twelve
thirty-minute WM training sessions. Evaluation of accuracy and reaction time performance on
the testing battery revealed that the control and experimental group performed similarly at
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baseline. Further, the experimental group showed significant improvement on conditions of the
cue-based retrieval task, the word categorization task and the sentence processing task that were
related to the mechanisms targeted in the WM training. This group did not show any
improvement on the reading comprehension task. These findings suggest that the relationship
between WM and performance on complex cognitive tasks in both the nonverbal and verbal
domain can be leveraged through a process-specific, adaptive training paradigm. They also
suggest that improvements in WM performance can positively affect some, but not all aspects of
second language performance in adult learners.
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Chapter I. Introduction
Working memory is a component of the human cognitive system that enables adaptive
behavior in the face of conflicts that arise during information processing and subsequent
decision-making (Baddeley & Hitch, 1974). An adult second language learner encounters
conflict in many forms as they develop the ability to manage and use multiple language systems
(van Heuven et al., 2008). The influence of the working memory system on efficient and
accurate non-verbal (Oberauer et al., 2007) and verbal processing (Caplan & Waters, 1999) is
well documented, but often disconnected as researchers draw on several different frameworks for
support. The present study used a training paradigm to explore whether the same mechanisms of
working memory underly conflict resolution in non-verbal and verbal domains in adult English
language learners.
1.1 Literature Review
The Working Memory (WM) system is associated with several aspects of second
language processing and acquisition in adults. For example, it has been identified as a cognitive
predictor of second language aptitude (Miyake & Friedman, 1998) and as an account for
differences in performance between L1 and L2 speakers on measures of language processing
(e.g. Andringa et al., 2012). As such, WM is a crucial theoretical component of L2 sentence
processing and comprehension (Juffs & Harrington, 2011). According to one framework of WM,
the ability to resist interference functionally characterizes individual differences in WM
performance (Cowan 1998; Oberauer, 2001). Lines of research in both the cognitive science and
psycholinguistic fields have highlighted the importance of this interference control to both WM
performance and second language processing. While some seminal studies in the WM training
literature support the efficacy of a general, multi-faceted training, the present study explored how
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trained, process-specific improvements in WM performance, as defined by the interference
theory (Oberauer, 2001), contributed to nonlinguistic and linguistic performance improvements
in adult English language learners.
Working Memory
WM is a temporary storage and processing system that facilitates access to and
manipulation of a select set of memory representations (Miyake & Shah, 1999). While there are
many interpretations, measures, and frameworks of WM, there are a few characteristics of the
WM system that are consistently reported. First, it is implicated in several complex, goaldirected tasks such as task switching, reasoning and reading comprehension (Baddeley, 1992).
Second, it has a limited capacity, which generally manifests as poorer performance as task
complexity increases but has been theoretically explained in different ways (Halford, Wilson, &
Phillips, 1998). Third, performance on measures of WM varies significantly from one individual
to another (Barrett, Tugade, & Engle, 2004).
Three classic frameworks have been developed to explain the root of these individual
differences in capacity limitations and describe the structure and functions of WM: decay
theories, resource accounts and interference models. Decay theory attributes limitations of the
WM system primarily to time-based decay of traces held in WM (Barrouillet & Camos, 2001;
Baddeley, 2003). According to this theory, individuals differ in their ability to combat memory
decay, using strategies such as verbal rehearsal, while attempting goal-directed manipulation of
immediate information (Baddeley & Hitch, 1974). However, several studies have shown that the
passage of time alone cannot account for the decline in WM performance (see, Nairne et al.,
1990). For example, healthy adults were asked to discriminate two tones presented with a delay
of up to 12 seconds while simultaneously completing a visual tracking task. Both the duration of
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the delay and the similarity of the pitch of the presented tones were manipulated and
performance on the discrimination task was better predicted by the distinctiveness of the tones
than the length of delay (Cowan, 1988). While this finding does not entirely discredit the
assumption that memory traces decay with time, it does prove that other important factors that
also contribute to individual differences in WM performance should be considered in a
theoretical framework of the system.
In contrast to the decay account, the resource theory attributes variations in WM
performance to individual differences in the amount of resources available to be shared between
temporary storage and processing. In other words, every individual has their own resource
capacity and when task demands surpass this, WM performance deteriorates (Just & Carpenter,
1992). This theory was first developed in reference to language processing in WM. As such,
evidence for the competition between storage and processing functions for resource allocation is
derived from patterns of individual differences in performance on sentence comprehension tasks.
For example, difficulty in recalling items reflects a shortage in storage capacity while slow
reading and response times reflect a shortage in processing or computation functions. Studies
assuming this limited resource pool almost exclusively used complex span tasks (see, Daneman
& Carpenter, 1980) to operationalize an individual’s WM ability. For example, in an operation
span task, participants were asked to read aloud a mathematical operation, decide if it is true or
not and read aloud a word written at the end of the operation string: Is 4/2+3=6? (yes or no)
DOG (Turner & Engle, 1989, p.8). The number of words recalled after a block of up to seven
such strings was used to categorize individuals into groups with low or high WM resources.
These group distinctions seemed to reliably predict differences in performance on complex
cognition tasks such as note taking, following directions, playing card games and reading (see,
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Engle 2002 for a review). However, slight manipulations in not only the amount, but also the
type of information to be stored and processed revealed some limitations to the resource theory.
In a simultaneous task, adults were asked to remember a string of numbers while completing a
mental arithmetic task. In one condition, the length of the string of numbers was varied and in
another, the overlap between the string and the arithmetic numbers was varied. According to the
resource theory, the length of the string would predict performance over and above any other
manipulation because this would be the greatest strain on resources available for allocation.
However, accuracy and reaction time on this task were only affected when both tasks included
related items. In other words, memory load only limited processing when simultaneous storage
and processing tasks were being conducted with related items (Oberauer et al., 2001).
Decay and resource frameworks are both crucial to the understanding of WM as a limited
capacity system with storage and processing functions that reveal individual differences in
performance when tested. In addition to the source of limitation in WM performance, the two
theories consider whether the WM system operates specifically depending on the form of
information to be processed, or the domain. Stimuli presented in measures of WM are typically
categorized as either visuospatial, which encompasses nonverbal information, or verbal. The
Baddeley decay model of WM, for example, includes two separate “slave systems”: the
visuospatial sketchpad and the phonological loop which process nonverbal and verbal
information respectively. However, the same model identifies a central executive which
moderates processing in both systems regardless of the domain of the presented stimuli
(Baddeley, 1996). Similarly, some interpretations of the resource theory assume that there are
distinct resource pools for nonverbal and verbal information processing and that the two domains
do not recruit overlapping processing mechanisms. More specifically, domain-specific theories
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postulate that verbal skills develop independently of general cognition and that there are no
domain-general processes involved in processing during a verbal task (Shah & Miyake, 1996).
The WM decay and resource literature have used behavioral studies to support domain-specific
and domain-general WM. Further, patients with neurological damage have shown deficits in
WM complex span tasks exclusively in the visuospatial domain or the verbal domain indicating
that there are likely selective areas of the brain that support nonverbal and verbal processing
separately (Gathercole, 1994). The degree to which domain-specific and domain-general
processes contribute to performance on WM and more complex tasks, however, is not well
understood. Resource and decay theories allude to the contribution of attentional control, access
to long term memory representations and resistance to interference to WM performance
(Baddeley, 1996). However, they do not specify how WM functions coordinate with these
components and by extension affect individual differences in performance on complex, goalorientated nonverbal and verbal tasks (Oberauer, 2009). Interference theory provides a different,
and arguably more encompassing view of WM and its manifestation across domains than the
frameworks described thus far.
Working Memory: An Interference Framework
Resistance to interference and interference control are terms that will be used
interchangeably for the purpose of this study and are defined as the ability to resist taskirrelevant information (Nigg, 2000). This information can be in the form of proactive memory
traces that were previously relevant, or new, distracting stimuli from the environment that are
also irrelevant to the task goal (Friedman & Miyake, 2004). According to the interference theory,
the ability to resist interfering information is the source of limitations and individual differences
in WM performance (Cowan, 1998). The effect of interference on WM was displayed, for
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example, in a recognition paradigm with healthy adults who were asked to remember two lists of
words followed by a cue that declared only one of the lists to be relevant. They were then
presented with a single word and asked if this word belonged to the relevant list. Participants
took significantly longer to reject distractor items from the irrelevant list than to reject new
distractor items they had not seen before. This difference in reaction time reflects the cost of
resisting irrelevant, but active memory traces during WM processing (Oberauer, 2001). By
creating interference conditions in WM tasks and measuring their effects on performance,
researchers have been able to hypothesize a structure of WM and identify sources of interference
in addition to mechanisms used to resist it.
The interference model incorporates long term memory, attention and activation to
develop a functional representation of the structure of WM, organized as three states of
information: activated long term memory, region of direct access and focus of attention (Cowan,
1998; Oberauer, 2001). It is important to note that these are not discrete physical locations in the
brain for storage and processing, but hierarchical levels of activation (Cowan, 1999). The WM
system quickly compares incoming information to relevant, activated representations (from
recently encoded stimuli and related content in long term memory) in order to process
information and make judgements in accordance with the task goal. Because the system is
capacity limited (Cowan, 2010), not all representations can be held at the same, high activation
level. For this reason, representations change in activation level and shift from one state of
information to another as their relevance to the task goal changes (Oberauer, 2002). Additionally,
WM representations as described in this theory include not only singular items, but also chunks
of information and operations that can be individually accessed as task goals change (Oberauer
& Hein, 2012).
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Below, the three states of information and their role in the WM system will be
summarized and results from an experimental paradigm will be used as evidence for the distinct
levels and for how active representations at each level may interfere with an ongoing task.
Lastly, mechanisms of the WM system that enable changes in activation level of representations
as the task goal changes and support resistance to interference among them will be specified.
Activated long term memory is aptly named after a subset of the network of
representations in long term memory that are held active during a task. The purpose of this state
is to increase the availability of relevant representations for efficient processing. The retrieval of
these representations is less time consuming than the retrieval of inactive representations in long
term memory (Anderson & Lebiere, 1998). Additionally, they have the ability to prime incoming
stimuli that correspond with information being held active. However, because these active
representations are also competing with each other to enter the capacity-limited region of direct
access, they may interfere with ongoing selections of representations relevant to the task goal
(Oberauer, 2006). For example, stimuli that were previously target items may remain activated in
this level. When they are no longer relevant, but presented again as distractors, participants are
less accurate or slower in rejecting these than new distractors that they have never seen before.
This represents the interference cost caused by task-specific representations held in activated
long term memory. Additionally, representations in activated long term memory are not only
those that were presented in the task but can also be those that are related to stimuli that are
presented and activated from an individual’s own long term memory. Evidence from short term
memory serial word recall tasks indicates that when a word is presented, semantically related
words are entered into activated long term memory. Participants are able to better and more
quickly recall semantically related lists than those that are semantically unrelated (Baddeley,
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2002). In verbal WM tasks, these semantically related words, when presented as distractors, are
more difficult to reject than novel words because they are held in activated long term memory
and introduce another, internally generated interference cost at this state of information
(Ranganath, Johnson & Esposito, 2003). Representations that can be held in activated long term
memory are vast. They may interfere with or support ongoing WM processing to some degree
and can be activated to a higher state of information from this level.
The region of direct access is the next level of activation where a small subset of
representations is held for immediate access. This state has limited capacity similar to that which
is described in resource theories (Oberauer, 2005c). However, according to this model the
capacity limit arises from two forms of interference. The first is competition among the
representations developed at this level, which include content items bound to their task-relevant
context (Oberauer & Kliegl, 2001). The second is conflict caused by competing items that are
linked to a similar retrieval cue or share features with one another (Oberauer & Lange, 2008).
Both of these forms of interference challenge the number and strength of representations held at
this activation level. They also make it difficult to efficiently change activation levels of
representations as their relevance changes. Individual differences in WM ability result from the
efficiency and efficacy of mechanisms in place to combat this interference (Oberauer & Kliegl,
2006). These mechanisms will be discussed in detail in the latter half of this section.
The highest activation level in the interference framework of WM is the focus of attention. Either
a single representation or, if items are chunked together, a single chunk is selected from the
region of direct access into this state where it is manipulated for a cognitive operation. It is in
this state that the concept of attention (Allport, 1987) is incorporated into the WM system and
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supports the mechanisms for selection of the appropriate representation from the region of direct
access (Oberauer, 2002).
Figure 1. Interference framework of WM

Note: Top level with white cirlces is the activated long term memory state. The second level with
circles “a” and “b” is the region of direct access state. The third level with circle “c” is the focus
of attention state (Oberauer & Hein, 2012).
Evidence for these three hierarchical activation states of information in WM comes from
several studies (e.g. Oberauer & Lewandowsky, 2008). In an operation paradigm conducted with
healthy adults, participants were presented with two rows of boxes each containing a short list of
digits and asked to remember them. Once both lists were removed from the screen, participants
were given a cue indicating that only one of the lists is temporarily relevant (e.g., both boxes
were presented without any items, but one box had a bold outline). Then, participants were asked
to quickly record their answers to a series of simple operations (e.g. +2 or -4) which appeared
one at a time in specific positions of the relevant box. At the end of the series, participants were
asked to recall the lists of numbers from both boxes presented at the start of the trial. The length
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of the interval between the cue for the relevant list and the presentation of the first operation, or
the cue-stimulus interval (CSI), was manipulated. Additionally, the set size, or number of items,
in the irrelevant list varied across trials. The set size of the irrelevant list significantly affected
reaction time of operations in trials with a CSI of 0.1 seconds between the list cue and the first
operation. In this condition, participants performed the operation significantly more slowly when
the irrelevant list was large than when the irrelevant list was small. The set size of the irrelevant
list no longer affected reaction time of operations with a CSI of 2.5 and 5 seconds between the
list cue and the first operation. In this condition, participants responded to the operations with the
same speed regardless of the size of the irrelevant list. Interference from the irrelevant list was
alleviated because with a large CSI, participants had the opportunity to encode the irrelevant list
into the activated part of long term memory. It was no longer held in the region of direct access,
where representations compete for activation into the focus of attention (Oberauer, 2002).
Evidence for the region of direct access and the focus of attention comes from further
findings within the same paradigm. In the series of operations, when two operations were
consecutively conducted on the same number (presented in the same position), participants
responded significantly more quickly than when an operation was conducted on a different digit
than the prior operation. This object-switch cost (Oberauer, 2003) was affected by the size of the
relevant list, but not the irrelevant list indicating that the relevant list was held at a higher
activation level made up of items available for selection and manipulation- the region of direct
access. The presence of the object-switch cost itself is reflective of the final level of activation
where operations occur on a single representation. This is the cost of removal and replacement of
a representation from the focus of attention (Oberauer, 2002).
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The interference framework identifies WM as a system with levels of activation where
information is held, manipulated and may interfere with ongoing processing. This structure
incorporates the relationship between long term memory, WM and attention. However, the
theory goes beyond a functional structure of WM and also describes important mechanisms that
are recruited to resist interference at different levels within the model. Binding and updating are
two such mechanisms consistently found at the root of individual differences in performance on
complex cognitive tasks associated with WM (Oberauer et al., 2008).
Binding and Updating: Mechanisms to Resist Interference in WM
Binding is the mechanism by which distributed information is integrated in complex, but
unified objects. More specifically, content and context information are incorporated to build
structural or relational representations in WM (Wheeler & Treisman, 2002). Updating is a related
mechanism which allows the WM system to rapidly refresh activation levels of representations
with changing stimuli and demands of the task (Meier & Kane, 2017). Binding and updating of
representations allow the WM system to organize and change activation levels of information in
accordance with the current task goal (Oberauer, 2005). Bindings can be built in many different
contexts. For example, an element can be bound to its position in a cognitive coordinate system:
a mental workspace that accounts for physical position, temporal position or position at a level of
any continuous quantity such as size. An element can also be bound to pre-existing categories.
For example, in processing a sentence such as, “The parrot beats the sheep with a cucumber”
(Oberauer, 2009, p. 52) the content item beats is bound to its category of verb, which allows the
WM system to make connections among verbs, objects, agents, etc. All of these examples of
binding content to context allow efficient information processing and manipulation of elements
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in WM as dictated by a particular task. More specifically, the context can serve as a cue to aid in
retrieving a content item as it is needed to complete the task goal (Artuso & Palladino, 2011).
Another crucial role of building and updating bindings is to support activation and recognition of
target information (Oberauer, 2009). Recognition is the judgement that an item or event has
occurred in the past and is a traditional measure of memory that is incorporated in many short
term memory and WM tasks. According to dual process models of recognition, familiarity and
recollection are two dissociated processes involved in making this decision. Familiarity is
awareness of prior experiences or memory traces in the absence of specific details while
recollection is awareness of these representations in conjunction with the contextual details of
the memory item (Jacoby & Dallas, 1981). Information held in activated long term memory is
not connected to contextual details related to the memory trace, but the region of direct access is
the level of activation in which traces are bound to their context (Oberauer, 2005). In simple
short-term memory recognition paradigms, incoming stimuli can be rapidly and automatically
matched to representations in activated long term memory and reveal an accurate response. In
this case, a familiarity-based decision is able to prime accurate recognition of a target item
(Monsell, 1978). However, in more complex WM paradigms familiarity may not provide enough
information and may in fact interfere with accurate selection of target information. Binding and
updating are the mechanisms that resist interference from an incorrect familiarity signal and
support recollection-based recognition in conflict paradigms (Oberauer, 2005). The N-back task
is a classic example of the role of binding and updating of WM representations in a conflict
paradigm (Gray, Chabris & Braver, 2003).
In an N-back task a participant is rapidly exposed to stimuli such as letters or shapes
presented one at a time. The goal is to judge whether the current item matches the one that was

12

presented “n” items prior. “N” can be manipulated to increase or decrease the load on the WM
system. During the task, the participant is required to make a recognition decision on each item
by accepting targets and rejecting distractors in accordance with the N-back rule. Strategies
required for successful performance in this task vary depending on the level of WM load.
Neurotypical adults can, for the most part, complete 1-back to 3-back levels by sub vocally
rehearsing the relevant sequence of stimuli and refreshing this sequence with every new trial
(Jaeggi et al., 2014). Evidence for this comes from studies that show significant decreases in
low-level N-back performance resulting from articulatory suppression in a dual-task paradigm
(Christensen & Wright, 2010). Levels above the 3-back force participants to abandon verbal
rehearsal and provide researchers with the opportunity to tax mechanisms subconsciously
operating in the WM system as it works to bind each letter (content) to the appropriate temporal
position (context) and update these content-context bindings as they change with incoming
information (Oberauer et al., 2007). Because, in this case, information is presented rapidly and
there are only “n” number of relevant temporal positions, incoming items are bound to the same
temporal context as previous items and the WM system is required to resist interference from
this previously relevant information. There are two kinds of inaccurate responses in such a task.
The first, is an incorrect acceptance of a distractor item as a target. Often, this occurs because the
distractor is an item that was previously bound to the relevant context and is providing a
familiarity signal that results in incorrect recognition. The second inaccurate response type is
incorrect rejection of a target item. This occurs because the content-context binding created in
the region of direct access for this item is not strong enough to promote a recollection signal. In
general, performance on this task requires both strong and flexible bindings that can promote
recollection and resist interference from familiarity. It is these binding and updating mechanisms
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that are at the heart of interference control in the WM framework described above (Oberauer,
2005). They were also the mechanisms that the present study trained using a version of the Nback task.
Interference Frameworks of Sentence Processing
Interference control is a source of performance limitations in measures of first and second
language sentence processing and comprehension. A subset of psycholinguistic theories of
sentence processing that attribute language processing difficulties to interference at different
stages of information in memory will be reviewed (Gordon, Hendrick, & Levine, 2002; Van
Dyke & Lewis, 2003). Ultimately, I will suggest that interference control can be leveraged as the
connection between WM and information processing in a second language.
Language comprehension at the sentence level incorporates processing mechanisms
developed to use rules of syntax to organize lexical items into a grammatical structure that can be
understood through the meaning of its parts (Frazier, 1998). Frameworks of sentence processing
have been developed to understand the organization of these mechanisms and their role in
computing dynamic interpretations of a sentence affected by incoming information and reaching
a comprehension stage (Clifton & Duffy, 2001). While some theories assume a single
interpretation is first adopted, then revised with subsequent contextual and pragmatic information
(Ferreira & Clifton, 1986) others assume all possible analyses are computed at once based on all
relevant sources of information and the most appropriate interpretation is then chosen
(MacDonald, Pearlmutter, & Seidenberg, 1994). Interestingly, regardless of the order in which
the correct interpretation is achieved, the processing system must handle interference from
initially incorrect interpretations and from relevant activated schemas in long term memory
throughout the comprehension task (Ferreira, Bailey, Ferraro, 2002). To better understand this,
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below I will introduce two theoretical frameworks that examine language processing at the
sentence level and look particularly at the important role of interference control in
comprehension.
Studies with paradigms that include small experimental manipulations of syntactically
complex sentences provide information about the mechanisms involved in sentence
comprehension. For example, the difference in difficulty between subject relative and object
relative clauses was manipulated to determine resulting reading times and comprehension
accuracy in adults. In a subject relative clause: The banker that helped the barber climbed the
mountain just outside of town before it snowed, the first noun phrase is the subject of both the
matrix and the embedded clause, which creates a processing advantage. In an object-relative
clause: The banker that the barber praised climbed the mountain just outside of town before it
snowed (Gordon, Hendrick, & Johnson, 2001, p.1413), the semantically unintegrated sentence
fragments must be kept in memory for a longer period before the correct noun phrase can be
assigned. However, when the noun phrase was manipulated to have fewer features in common
with the relative clause, the difference in reading times and comprehension between subject and
object relative sentences was eliminated: The banker that you praised climbed the mountain just
outside of town before it snowed (Gordon, Hendrick, & Johnson, 2001, p. 1414). Essentially,
reduced the similarity between the features of the noun phrases results in faster processing
because proper interpretation of complex sentences is influenced by similarity-based
interference. Therefore, mechanisms of interference control play an important role in successful
sentence comprehension (Gordon, Hendrick & Levine, 2002). While this theory is specific to
language, if a sentence is also seen simply as rapidly presented information to be processed by
the WM system, the interference theory discussed above similarly applies. Noun phrases of the
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same class such as banker and barber that are also phonologically related likely activate one
another during the processing of this sentence. When this sentence is processed, both words cue
each other in the activated LTM state of information where they can interfere with processing
occurring in the focus of attention. The effects of this interference are evident in the results
described above.
A second account (VanDyke & Lewis, 2003) of sentence processing attempts to
understand exactly how interference can explain initial misinterpretations as well as difficulties
in reanalysis of ambiguous sentences. Below I will describe the cue-based retrieval framework,
which uses garden-path sentences to show how retrieval interference in WM processing is
crucial to both garden path effects and recovery. Garden path sentences are grammatically
correct phrases that are designed to create a temporary ambiguity that allows for multiple
interpretations of the sentence by the parser. For example, The secretary forgot the student who
was waiting for the exam was standing in the hallway (VanDyke & Lewis, 2003, p. 287).
Initially, the student who was waiting for the exam is attached as the object of the verb forgot.
This attachment is held as an option in the parse tree until the second was, which is the point of
disambiguity, is processed. At this point three things must happen: the parser has to detach the
verb forgot from the initially assigned object student, the parser has to reattach student as the
subject of the second verb was and lastly, the parser has to reassign the entire phrase was
standing in the hallway to the verb forgot. According to this model, the disambiguating item was
serves as a retrieval cue for selecting the appropriate attachment sites from the options in the
parse tree. In this particular case, the salience of the cue is not very affected by interfering
components of the sentence. This makes the correct interpretation of the sentence easier to
comprehend for the parser. A sentence of the same length and distance from the disambiguating
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word back to the head of the ambiguous region such as: The secretary forgot the student who
knew the exam was important was standing in the hallway (VanDyke & Lewis, 2003, p. 289)
was found to have slower reading times and lower accuracy in grammaticality judgments. In this
case, the second was is still a retrieval cue, but the verb knew substantially interferes with the
retrieval and appropriate attachment of the verb forgot because knew also matches the retrieval
cues provided. Because of these findings and others discovered by the same research group using
a picture word paradigm, the cue-based retrieval framework attributes processing difficulties of
ambiguous sentences to constituents in the ambiguous component of a sentence that interfere
with the relative clarity of retrieval cues (Lewis, Vasishth, Van Dyke, 2006).
Initial misinterpretations in some form commonly occur in human sentence processing as
the plausibility of fragile syntactic structures that are continuously built by the processor changes
with incoming contextual information (Ferreira, Bailey & Ferraro, 2002). When these initial
interpretations prove incorrect, recovery, according to theories outlined above, involves memory
retrieval and interference resolution mechanisms that are very similar to those described in
interference theories of WM. These cognitive components of language processing are
particularly important to the second language learner population. The theories of interference in
sentence processing that have been discussed thus far were developed through studies with
monolingual participants but apply globally to native and non-native speakers (Perani &
Abutalebi, 2005). In fact, there is evidence that the role of interference in sentence processing is
accentuated for second language learners as adult L2 speakers of English have been found to
revise initial misinterpretations of ambiguous sentences at the same level of success as five-yearold native speakers (Pozzan & Trueswell, 2016). Because both languages in these individuals are
always active (Kroll et al., 2012), the sentence processing difficulty has been attributed, at least
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in part, to allocation of cognitive resources between resisting internal interference from the
native language and external interference from the task stimuli (Cunnings, 2017). The role of
interference in cognitive and linguistic performance of adults who experience more than one
language on a daily basis is exhibited in sentence processing but is not limited to this linguistic
component.
Interference in Adult Bilingualism
Cognitive mechanisms related to resisting interference are important not only to the
connection between WM and aspects of language processing, but also to the structure and
function of language systems in an individual who is learning or speaking more than one
language on a daily basis. According to a widely used definition in the bilingualism literature,
this experience of using more than one language on a daily basis is what qualifies a person as
“bilingual” (Grosjean, 2010). By this definition, both second language learners and highly
proficient, balanced speakers of more than one language are considered bilingual. Some studies
even term second language learners as “emergent bilinguals” who are in the early stages of
acquisition, but still use at least two languages on a daily basis (Reyes & Hernandez, 2006). The
present study is primarily concerned with these learners but explores research studies involving
both types of bilingual individuals to understand how interference control is relevant to
experience with more than one language across proficiency levels. On one hand, interference
control has been identified as a required mechanism for resolving language-specific hurdles that
a second language learner may face and can therefore be a predictor of second language aptitude
in adult learners. On the other hand, there is evidence that lifelong exposure and use of more than
one language enhances interference control abilities in bilingual adults in both verbal
(Kaushanskaya & Marian, 2009) and non-verbal domains (Bialystok et al., 2004). It can be
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extrapolated from the combination of this evidence that the ability to resist interference and the
ability to use more than one language are not only related, but also affect each other
bidirectionally. The nature of this relationship is nuanced in that it interacts with the typological
distance between a speaker’s two languages, the particular aspect of language processing being
measured and the speaker’s proficiency level.
Interference generally arises in bilingualism because the multiple language systems of an
individual who uses more than one language are both always activated (Abutalebi & Green,
2007). Even when an individual is performing a task in one language, components of the
language that are not in use can hinder access to the target language (Van Assche, Duyck &
Hartsuiker, 2012). In studies that manipulate cross-linguistic phonological and semantic priming,
this phenomenon is evident in the performance of bilingual adults who speak languages that
share features such as cognates (words that have the same meaning and the same or similar
phonological form in both languages) or homographs (words that have different meanings but
share the same phonological or written form in both languages). When eye movements of a
group of French-English, bilingual adults were measured as they were presented with sentences
that contained either cognates or homographs, participants showed clear evidence of facilitation
from cognates and interference from homographs in gaze duration and total reading time (Libben
& Titone, 2009). The participants in this study were French dominant, but highly proficient in
both languages. These cognate facilitative and homograph interference behavioral effects are
robust in the emergent bilingual population as well (Bultena et al., 2014).
However, in bilingual adults who speak languages that do not share such features,
interference effects at the lexical level are specific to highly proficient bilingual individuals as
emergent speakers do not have a strong enough lexicon in their non-native language to
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experience interference during processing (Michael & Gollan, 2005). Emergent speakers do
experience interference from their native language on their non-native language during syntactic
processing as described in the previous section. In this case, the syntactic rules of the language
they are acquiring are not as well established as they are for proficient bilinguals who do not
typically show effects of interference on sentence processing measures and perform similarly to
monolingual speakers of their languages (Kotz, et al., 2008).
Measures of language processing in bilingual adults reveal a complicated interaction
among linguistic elements, proficiency and interference effects. These interactions and the
bilingual experience from acquisition to high proficiency stages have made the bilingual
population of particular interest for studies exploring what has become known as the “bilingual
advantage”. Researchers in this field postulate that managing the described cross-activation gives
bilingual individuals an advantage when it comes to performance on measures of cognitive
ability (Valian, 2015). For example, studies have found that bilingual adults outperform their
monolingual peers on measures of WM (Hernandez, Costa & Humphreys, 2012), interference
control (Bialystok & Feng, 2009) and task switching (Prior & MacWhinney, 2010). However,
this line of research has faced vast criticism particularly because bilingual adults who are placed
in theoretically homogeneous groups have actually had very heterogeneous language experiences
across their lifetime (Hultsjin, 2012).
To resolve the difficulties in capturing the elusive bilingual advantage is outside the
scope of the present study. Additionally, an important distinction to make here is that while
language processing and acquisition do recruit the WM system and its underlying mechanisms of
resisting interference, they also rely on an integration of several other processes and systems that
have not been discussed here such as lexical retrieval, pragmatics, and syntactic structuring
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(Juffs, 2004). Even still, the findings and research goals outlined in this section ultimately
suggest that individual differences in interference control abilities can predict second language
aptitude, particularly in non-native syntactic processing of emergent bilingual adults.
Additionally, it is these same interference control mechanisms, among other cognitive processes,
that seem to be implicated in adults with a lifelong experience of bilingualism. As such, there is a
certain cognitive flexibility, or plasticity, both afforded by the experience of using multiple
languages (Marton et al., 2017) and required for successful acquisition of a second language
(Dornyei & Skehan, 2003).
Working Memory Training and Transfer Effects
Plasticity is broadly defined as the capacity for any brain or behavioral change (Baltes,
Lindenberger, & Staudinger, 1999). While the human cognitive system maintains its greatest
plasticity in early stages of development (Rönnlund & Nilsson, 2006), with age it continues to
retain sufficient capacity for change that can be leveraged (Hertzog, Kramer, Wilson, &
Lindenberger, 2009). Plasticity is triggered when an individual is put in an environment that has
higher demands than his or her routine cognitive operations for a prolonged period of time
(Lovden et al., 2010). Evidence for individual differences in WM performance that predict
performance on measures of intelligence, arithmetic, reading comprehension, etc. have inspired
research questions about the potential to train the WM system and to transfer this training effect
to performance on such tasks (Sternberg, 2008). WM training studies are generally interested in
how repeated exposure to a WM task implemented in a controlled, experimental setting affects
related cognitive functions and manifests in broader constructs such as intelligence and language
(Jaeggi et al., 2008). There are three levels of findings that a typical training is searching for:
improvements in the trained behavior itself that is targeting a specific construct, near transfer to
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performance on a different task theoretically measuring the same construct and far transfer to a
performance on a different task measuring a construct with important underlying components
that are theoretically related to the trained construct (Melby-Lervag & Hulme, 2013).
Unfortunately, transfer effects are not reported with consistency in the WM training
literature for several reasons. First, WM is operationalized differently across training studies that
define WM using the decay, resource or interference frameworks (Melby-Lervåg & Hulme,
2013). Second, there is large variability in the type and number of transfer tasks used in each
study (Shipstead, Redick & Engle, 2012). Third, when individuals are faced with challenging
goals such as those in a training study, they bring with them differences in preexisting abilities
and motivation. Preexisting abilities that have been known to affect training outcomes include
attention (Cho et al., 2002), speed of processing (Vance et al., 2007) and fluid intelligence
(Foroughi et al., 2016). Additionally, participants’ intrinsic motivation and their belief in the idea
that cognitive abilities are malleable (Jaeggi et al., 2014) can significantly impact their training
completion and success. As such, progress in a WM training and the resulting transfer to other
measures cannot be reported without an effort to gather information about preexisting cognitive
abilities and an understanding of individual motivation.
Lastly, while some studies aim to design a training paradigm with broad and far-reaching
transfer effects, others only hypothesize improvement in very specific tasks that rely on a
mechanism that is the target of a process-specific training (Morrison & Chein, 2011). Each of
these factors changes the design for a WM training study and dictates consistency of
performance results. In the present study, the WM training was designed under the interference
framework for reasons described in previous sections of the introduction. Additionally, a recent
study attempted to manipulate interference in a WM training with typically developing adults
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and measure transfer to N-back, verbal fluency and reading comprehension tasks (Redick,
Weimers & Engle, 2019). They were unable to find transfer effects of this training, however WM
was defined and measured under the capacity framework which does not, in its definition,
identify mechanisms of resisting interference that can be trained to enhance WM limitations.
Participants were given adaptive operation span tasks for a ten-session training period with
interference lures and authors were unable to see the effects of this training in tasks measuring
interference control. The crucial piece missing in this study was that the training attempted to
induce interference but did not implement a theoretically driven training in which participants
could develop mechanisms used to resist it, such as binding and updating.
Below, WM training studies will be evaluated to present evidence in support of a
process-specific training intended to improve binding and updating mechanisms that underlie
interference control. The aims of WM training studies tend to fall into two categories. The first
group are studies interested in an exploratory implementation of a broad training that recruits
several cognitive resources in multiple tasks to determine the range of near and far transfer
effects that can be found from training WM in certain populations (e.g. Titz & Karback, 2014).
Most often, these studies train WM using the Cogmed Working Memory Training (Cogmed,
2011, Pearson, 2011), which is a set of 12 visuo-spatial and verbal memory tasks presented in a
computerized, game-based context. A number of these studies have found far transfer effects to
reading, math, reasoning and intelligence (Wass, Scerif, & Johnson, 2012), but are often
criticized for a missing theoretical explanation of results that can effectively explain what it is
about WM that extends to so many different skills (Shipstead, Hicks, & Engle, 2012).
The second group are studies that attempt to improve performance of a specific
mechanism in order to develop the theoretical understanding of how underlying processes are
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conceptually shared between two different skills. In these cases, a training provides the optimal
methodology to begin to define a cause and effect relationship, between two conceptually related
constructs, that is modulated by a specific, trained process (Ang et al., 2015). For example, in
accordance with interference theories of WM and language described above, processing taskrelevant information in any modality and context requires individuals to remove irrelevant
information from the focus of attention. Two mechanisms that are often implicated in resisting
interference in WM are content-context binding and updating. These abilities have predicted
performance on several measures of interference control (Szmalec et al., 2011) as well as
language acquisition at the sentence (Coughlin & Tremblay, 2013) and reading comprehension
level (Palladino et al., 2001). Binding and updating may be crucial, underlying components of
information processing in WM that support performance and efficiency similarly in both
cognitive and linguistic measures.
Behavioral and neurological studies of cognition typically use low levels of the N-back to
analyze performance. However, training studies attempting to develop implicit learning of the
mechanisms described above in adults have presented levels up to 13-back over 4-6 week
training periods (Novick et al., 2014). To establish experimentally the theoretical importance of
these specific processes to interference control in WM and sentence processing, one study
implemented such a training in young adults. Participants were given an adaptive N-back
training with interference lures over 16 30-minute sessions. The trajectory of their performance
on several pre/post-tests was compared to participants who received an unchanging 3-back
training over the same time period. In this case, the 3-back was chosen for the control group
because it is the final level at which participants are still able to use a verbal rehearsal strategy.
While practicing the 3-back still trains the WM system, it trains an overt strategy rather than the
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underlying mechanisms (Loosli et al., 2012). The results aligned with this conceptualization of
the effect of load as the training group showed performance improvements over and above the
control group in the N-back itself, in a global-local recognition memory task with interference
(near transfer) and in a garden-path sentence processing task (far transfer). These results showed
that the WM binding/updating intervention affected information processing ability in tasks
across memory and language domains (Hussey et al., 2017). This study not only provides strong
support for the influence of interference-based WM processes, but also provides an important
example of the successful implementation of a process-specific training as it transfers to
performance on a small number of theoretically chosen assessment tasks.
A theoretically motivated training study offers the opportunity to explore relationships
between two constructs by controlling implementation of a task designed to make implicit,
process-specific improvements and influence performance of related skills. The evidence
outlined above from both cognitive and psycholinguistic fields provides support for the
theoretical relationship between WM and second language acquisition and use. Both bodies of
literature have independently identified the importance of the ability to resist task-irrelevant
memory traces and stimuli, or interference control, to performance in non-linguistic WM
measures and language processing measures. This interference control ability can be leveraged,
particularly in ELLs, to measure cognitive and linguistic effects of an adaptive WM binding and
updating training. Of the several classes of bilingual adults, ELLs were chosen for this study
because they are individuals who are actively engaged in the cognitive and linguistic challenge
of learning a second language. As such, they stand to benefit directly from targeted
improvements in mechanisms of interference control, are likely experiencing the cognitive
plasticity through second language acquisition that is a pre-requisite for successful cognitive
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training, and have room for progress in measures of English processing that is crucial to quantify
language-level transfer effects.
To summarize, the evidence described thus far allows meaningful assumptions to be
made that are important to the present study. First, the interference framework of WM provides a
strong explanation for individual differences in WM performance as well as a detailed
description of mechanisms that support performance on complex cognitive tasks often associated
with WM. Additionally, the theories of cognition and psycholinguistics discussed here seem to
have conceptually converged to explain that performance on non-linguistic and linguistic conflict
tasks is modulated, at least in part, by similar mechanisms of resisting interference. Recent
research indicates that the second language learner population may be susceptible to performance
difficulties in non-native language processing due to high levels of interference in their newer,
weaker language and that the ability to resist interference is closely linked to the bilingual
experience. Lastly, although WM training can be unsuccessful for various reasons, a training
study designed, under the guidelines of the described frameworks, to improve and test specific
WM processes may show some success and provide strong causal evidence for shared
underlying mechanisms of interference control among certain nonverbal and verbal skills. As
such, evidence reviewed thus far allows consideration of the potential success of an interferencebased WM training in adults learning a second language.

1.2 Present Study
The present study implemented an adaptive, WM updating, N-back training with lures in
adult English language learners and measured pre and post-training performance on a battery of
five cognitive and linguistic tasks to evaluate the effect of the training. Pre-test performance on
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each task was compared between the training group and a baseline-control group and pre- and
post-test performance was compared within the training group. The overarching goals were first,
to answer theoretically driven questions about the WM system regarding its binding and
updating functions, and their plasticity. Second, to provide support for the interference
framework of WM with evidence of a causal relationship between trained increases in efficiency
of mechanisms used to resist interference and improvements in performance on tasks that range
from non-verbal to verbal, which call upon similar interference control. Third, to emphasize the
importance of interference control in the use of certain second language processes in adulthood.
1.3 Hypotheses
Before presenting the specific hypotheses, details of the N-back task are revisited here as
they will dictate the development of task-appropriate anticipated results. The goal of this task is
to judge whether the current letter matches the letter that was presented “n” items prior. As a
result, the participant can encounter three item types: a target that matches the letter that came
“n” prior, a neutral lure that is not familiar, and an interfering lure that is a familiar item in the
incorrect temporal position. The participant can therefore produce four different responses: a)
hit– correctly accepting a target b) correct rejection– correctly rejecting a lure c) miss–
incorrectly rejecting a target d) false alarm– incorrectly accepting a lure. The encoding,
refreshing and retrieval processes during the N-back require attribution of each letter (content) to
the appropriate temporal position (context), known as content-context bindings. Two
mechanisms that are necessary for successful updating may be implicated in patterns of
performance on the N-back task: (1) Strong, stable WM representations of content-context
bindings that permit successful, recognition-based judgments of target items (2) Flexible WM
representations of content-context bindings that can be updated in the presence of interference
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that arises when incoming items are bound to the same temporal context as previously relevant
items (Oberauer, 2005).
The effect of training these mechanisms will be measured on changes of performance across
five tasks each of which will either have direct manipulations of interference control or will
inherently recruit interference control abilities. These tasks will be briefly described here for
clarity in understanding the hypotheses to follow but will be explained in detail in the methods
section. (1) 3-back and 6-back levels of the N-back in order to measure performance on a load
condition in which an overt rehearsal strategy is available and a load condition in which it is not.
(2) A nonverbal cue-based retrieval task with interference lures in which participants will be
presented with a list of abstract shapes followed by a stimulus that they will be asked to
categorize as part of the study list or not. Manipulations in this task tax interference control,
binding and updating mechanisms in a visuospatial context. (3) A word categorization task with
an interference condition in which participants will be given a relevant category and be asked to
determine if a presented word belongs in the category or not. Presentations of words that belong
in previously relevant categories will test their ability to resist interference and update activated
representations in WM. (4) A sentence processing task measuring comprehension of lexically
ambiguous sentences in which participants will be presented with a sentence ending in an
ambiguous word followed by a single stimulus word. They will be asked to judge if the stimulus
word is related to the meaning of the sentence and the sentence will either be biased toward one
meaning of the ambiguous word or several. Manipulations of interference in this task will come
from stimulus words that relate to the irrelevant meaning of the ambiguous word in a biased
sentence. (5) A standardized measure of reading comprehension used in New York state public
high school as WM and interference control are two underlying components of reading skills.
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The hypotheses of the present study address three central aims. First, to understand how
performance on nonverbal and verbal tasks is affected by manipulations of interference. Second,
to determine if training mechanisms of interference control in WM improves performance on the
trained task itself and subsequently transfers to near and far changes in performance across a
spectrum of nonverbal and English verbal tasks that recruit interference control in adult ELLs.
Third, to determine how individual differences in measures of cognitive ability and motivation
predict progression through levels of a N-back training.
1) Pre-test performance
a. Pre-test performance of the training group will not differ significantly from that of
the baseline-control control group on tasks in the testing battery. Participants will
be randomly assigned to each group and preliminary analysis will ensure that
there are no group differences in age, IQ and English language proficiency that
may affect performance. Overall patterns of performance that are expected across
groups will be outlined in relation to conditions and item types designed for each
task.
b. 3-back and 6-back: All participants will perform significantly better on new
distractor items than retroactive interference items, proactive interference items
and target items in each relevant condition of both tasks. Additionally,
participants will perform significantly better on both interference items than target
items. Although young adults typically perform better on target items than
interference items in conflict tasks, there seems to be a bias toward rejection
generated by the rapid N-back task such that participants find it especially
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difficult to confirm that an item is in the correct position and make a yes
judgement on target items (Wadhera, Campanelli, Marton, 2018).
c. Nonverbal cue-based retrieval: Patterns of performance will differ for the two
conditions of this task. Participants will perform better in the cue condition than
the baseline condition because the cue directs them to forget a subset of the trial
list and allows them to decrease the load held active in their region of direct
access, so they will be able to process the remaining, fewer items more efficiently.
On the condition with a cue, participants will perform significantly better on new
and target items than the three interference items as these will directly challenge
the efficiency with which participants are able to use the provided cue as well as
their ability to create and refresh strong content-context bindings (to be described
further in the methods section). Within the condition without a cue, participants
will perform significantly better on new distractor items than target items as new
distractors have not been seen before, will not be held active in WM and will not
trigger a familiarity signal.
d. Word categorization: All participants will perform significantly better on new
distractor items in the baseline condition than on interference distractor items in
the interference condition for reasons described above. Target item performance
will not significantly differ between the two conditions and will not differ from
new distractor performance in the baseline condition as target items will be
activated and familiar while new distractors will not. Target item performance
will be significantly better than interference item performance in the interference
condition. This is expected because in this condition participants will not be able
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to rely on the familiarity signal alone to make their recognition decision. For
interfering items in particular, they will be required to reject the familiarity that is
triggered as these items will not be relevant to the current trial.
e. Sentence processing: The two conditions of this task will have sentences with
different lexical ambiguity. Participants will perform significantly better in the
biased condition than the neutral condition due to the cue inherently provided by
the biased sentence. The biased condition will have sentences that allow only one
meaning of an ambiguous word. In this condition, participants will perform
significantly better on new distractor items and target items than interfering
distractor items that come from the irrelevant meaning of the ambiguous word.
This is because it is expected that the multiple meanings of each ambiguous word
will be activated in long term memory. As such, rejecting the interfering distractor
will require ignoring the activation of this related meaning to reject the lure. The
neutral condition will have sentences that allow both meanings of an ambiguous
word. In this case, participants will perform significantly better on new distractor
items than target items again because new distractors will not have been seen
prior to the current trial and will be easy to reject while target items will require
further processing of the activated meanings of the ambiguous word.
2) Training effects pre- to post-test
a. Changes in performance on the 3 and 6-back tasks will indicate whether the
training was successful for the trained task itself. Participants’ performance will
improve significantly overall in all three conditions of both N-back levels.
However, changes will be driven primarily by performance on target and
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interference items as these represent strength and flexibility of WM bindings
respectively and require continuous updating of the WM system. Performance on
new distractors will not improve significantly as these will not have a familiarity
signal and will be easy to reject.
b. Changes in performance on the nonverbal cue-based retrieval task will represent
near transfer to a nonverbal task measuring similar WM mechanisms with a
different design. Participants’ performance will improve significantly overall in
both conditions of this task. Performance on target items will improve
significantly, while performance on new distractor items will not because
participants will likely already be performing at ceiling on new distractor trials at
pre-test. One condition of this task also contains three different lures that are
designed to specifically test interference control mechanisms supported by
updating and binding in WM. Performance on these lures will also improve
significantly as resolving this interference will be trained directly by the N-back
task.
c. Changes in performance on the word categorization task will represent far transfer
to a verbal task measuring similar WM mechanisms with a different design and
context. Participants’ performance will improve significantly in the interference,
but not the baseline condition of this task. The baseline condition required
rejecting new distractors and selecting target items. New distractors will be easily
rejected without the added interference from a familiarity signal. Target
performance in this particular task, unlike the previous two tasks, will not be
affected by training as recognizing words that belong to the relevant category will
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likely rely more on lexical knowledge than on task-specific content-context
bindings. The interference condition, however, required selecting target items
and rejecting interference lures that were previous targets similar to those
presented in lures of the N-back training. Performance on these lures will improve
significantly.
d. Changes in performance on the lexical ambiguity sentence processing task will
represent far transfer to a task with high verbal demands measuring some of the
same WM mechanisms with a different design and context. Participants’
performance will improve significantly for particular item types in each condition
of this task. In the condition with sentence stimuli that are biased toward one
meaning of the ambiguous word, participants will improve on interference items,
but not target items or new distractors. This is expected because the training is
designed to enhance interference control mechanisms required specifically to
reject the irrelevant but activated second meaning of the word. In the condition
with sentence stimuli that are ambiguous and allow both meanings of the
ambiguous word, participants will improve on target items as accepting these
targets will require managing interference from multiple activated meanings of a
word.
e. Changes in performance on the reading comprehension task will represent far
transfer to a highly verbal and complex task utilizing, among a combination of
several cognitive and linguistic processes, some of the same WM mechanisms to
be trained by the N-back. Participants’ performance will not improve significantly
for this task. While there is evidence that WM binding and updating contributes to
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acquisition of reading comprehension skills, a process-specific training will not
display this relationship as reading comprehension also requires successful use of
several other skills such as phonological awareness, inference making, decoding,
monitoring, lexical access, etc. (Cain, Oakhill & Bryant, 2004) that will not be
trained in this study.
3) Training performance and progress
a. Performance at each level and over the course of the training will generally be
affected by increased WM load (higher N-back levels) and interference lures.
Participants will show similar progression at the 2-back level of the training,
however individual differences will become evident at higher levels as
participants will be forced to abandon verbal rehearsal strategies beyond this load
(Morrison & Chein, 2011).
b. Individual differences in motivation as measured by the Need for Cognition
questionnaire will predict training progress as motivation is important to tasks that
require greater and more prolonged cognitive effort than an individual may exert
on a daily basis (Botvinick & Braver, 2015). Additionally, this variable has been
implicated in cognitive “trainability” across several WM training studies (Kanfer
& Ackerman, 1989).
c. Individual differences in TONI scores will also predict training progress because
nonverbal IQ is associated with high performance in several complex cognitive
tasks (Jensen, 1998).
d. Speed of processing as measured by a 0-back vigilance task will not predict
training progress. Many studies that attribute individual differences in cognitive
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ability and intelligence to speed of processing actually use measures of speed that
are complex and recruit cognitive control mechanisms over and above speed of
processing alone (Cepeda, Blackwell, & Munakata, 2013). The 0-back task is
relatively simple and is therefore not expected to affect the pattern learning and
interference control required for successful training.

Chapter II. Methods
2.1 Participants
30 adult English Language Learners (ELL) between the ages of 18-30 participated in this
study (Table 1). Participants were randomly assigned to the training or baseline-control group
after screening procedures were conducted. It is important to note here that the baseline-control
group was initially recruited as a pre-test post-test control group, but there was an 87%
participant attrition in this control group as participants did not return after having no contact
with the testing facility for four weeks. While a baseline-control group who are only tested once
on the battery of tasks described is not the ideal control group, their performance at pre-test was
compared to that of the training group to ensure that the training group did not have pre-existing
advantages in cognitive ability that may have contributed to a Type I error in understanding the
source of any pre to post-test performance change.
Once recruitment and screening were complete, the age, IQ and English proficiency of
the final groups were compared to confirm homogeneity. All participants met the following
inclusion criteria: 1) absence of communication disorder, neurological disorder, learning
disability or other significant deficit, as determined by a questionnaire and interview 2) minimum
education level of a high school degree 3) enrollment in an English language course for ELL
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students at the time of the study 3) native language other than English that does not use the
Roman alphabet (to avoid extraneous effects of individual differences in written language
interference in the letter N-back) 4) composite English spoken proficiency score between four
and seven and a composite native language spoken proficiency score of eight or higher on the
Language and Experience and Proficiency Questionnaire (LEAP-Q; Marian, Blumenfeld, &
Kaushanskaya, 2007) 5) English vocabulary score between A2 and C1 and a native language
vocabulary score of C1 or C2 on the Dialang (Zhang & Thompson, 2004) which is an online
measure of language proficiency developed for fourteen languages by Lancaster University 6)
above 80% accuracy on one block of a baseline recognition task (0-back) 7) a score on the Test
of Nonverbal Intelligence (TONI-4; Brown, Sherbenou & Johnsen, 2010) that is at least within
the average range. The Dialang level was provided by the online program at the completion of
the test as were the number of incorrect responses. Vocabulary accuracy was calculated by
dividing the total number of accurate responses for each participant and dividing by 30 (the total
number of items in the test). TONI raw score was translated to the scaled score by using charts
provided in the examiner’s manual. Informed consent was obtained from all participants prior to
the start of the experiment. They were compensated for their time in increments at every testing
and training session depending on their group assignment. Individuals selected to participate in
the study spoke the following native languages: Mandarin (n= 18), Korean (n=4), Cantonese
(n=2), Ukrainian (n=2), Russian (n=2), Albanian (n=1), Japanese (n=1). They reported exposure
to English to be an average of 40.3% of the time (sd = 19.5) and had been living in an Englishspeaking country for less than one year at the time of the study.
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Table 1. Participant characteristics by group
Group

n

Age

TONI

0-back
Reaction
Time

Baseline

15

24 (2.6)

103 (11.7)

451 (35.9)

25.8
102 (11.1)
(3.68)
Note: AoA= age of acquisition

Training

15

468 (48.0)

English
AoA
10.56
(3.32)
12.5
(5.74)

English
Exposure
(percent)

Dialang Vocab
Accuracy
(percent)

41.1 (23.7)

47.4 (15.2)

39.7 (17.1)

52.1 (19.2)

2.2 General Procedures
Adults who participated in the study were recruited with IRB approval from the English
Language Learning Center of Brooklyn College, CUNY. Screening, consent, compensation and
pre/post testing procedures were administered by the researcher and all training sessions were
administered by a research assistant who was trained on administration procedures. The training
group completed 12 30-minute sessions of the adaptive N-back task over four weeks. In testing
sessions before and after the training period, participants completed a battery of pre/post-test
tasks, which included a 3-back and 6-back task with lures, a nonverbal cue-based retrieval task
with baseline and cue conditions, a word categorization task with baseline and interference
conditions, an ambiguous English sentence processing task and a standardized English reading
comprehension test. The baseline-control group completed the same battery of tests during the
pre-test week (Table 2). All tasks and trainings were administered in the language classroom at
desktop stations with the same Dell computers and monitors for each participant using either Eprime 3.0 software (Psychology Software Tools, Pittsburgh, PA) or PsychoPy 3 software (Peirce
et al., 2019) to present stimuli and record responses.
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Table 2. Testing and training procedure timeline
Group
Baseline
control
Training

Testing
Session 1
Week 1
Testing
battery
Testing
battery

Training
Week 2

Training
Week 3

Training
Week 4

Training
Week 5

NA

NA

NA

NA

Testing
Session 2
Week 6
NA

3x 30minute
sessions

3x 30minute
sessions

3x 30minute
sessions

3x 30minute
sessions

Testing
battery

2.3 Stimuli/Materials
Training
The experimental training was an adaptation of the letter N-back in which one letter at a
time was presented on a screen to the participant and the task goal was to judge whether the
current letter matched the letter that was presented “n” items prior. The number represented by
“n” established the rule for performing the task. The experimental training paradigm included
twelve set size conditions: 2-back to 13-back with neutral, retroactive and proactive conditions
within each set size. This resulted in 36 total levels of the training.
Stimuli were white letters of the Roman alphabet, excluding vowels, that were presented
one at a time in the center of a black screen for a duration of 600 ms with an interval of 2400 ms
between each stimulus item. All levels and conditions of the N-back task required the participant
to press a green button for the target (i.e., an item that matches the letter that came “n” prior) and
a red button for any distractor. Red and green stickers were placed on the “M” or “X” keys of the
keyboard and location of response buttons on the keyboard were counterbalanced for all
participants.
Every block had 24+n trials, depending on the N-back level. Throughout the training,
participants were asked to respond to three different item types: targets, neutral distractors
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(letters that have not been seen in a relevant position), proactive lures (letters presented prior to
the target at the n-1 position) and retroactive lures (letters presented after the target at the n+1
position). The role of these item types is discussed in detail in the results and discussion sections.
The percentage of target and lure item types were consistent across conditions. Every block of
each level had 25% targets, 50% neutral distractors, 25% proactive or retroactive interference
lures (Figure 1).
Figure 2. Example of 2-Back Task

Proactive Lure (1-back)

Retroactive Lure (3-back)

Note: this example shows both proactive and retroactive lures within a single block. In the task,
blocks with no lures, proactive lures and retroactive lures were presented as separate conditions.
At the start of every new level of the N-back, participants received one block of practice
trials, which continued until accuracy was greater than 60%. Performance adaptation was
controlled by adjusting the n-level according to accuracy in the previous block. If a participant
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achieved less than 60% accuracy, the difficulty was decreased by one n-level, if the participant
achieved above 60%, but below 85% accuracy, the current n-level was repeated and if the
participant achieved above 85% accuracy, the difficulty was increased by one n-level in the next
block. All training group participants completed a Need for Cognition questionnaire (Cacioppo
& Petty, 1982), at the start of the first training session. The questionnaire included eighteen
statements, such as thinking is my idea of fun, that were rated by participants on a scale from one
(extremely uncharacteristic of me) to five (extremely characteristic of me). Although there were
no formal instructions for calculating a need for cognition score provided, a mean of all ratings
was calculated for each participant to quantify a final score.
Pre and Post Tests
In order to compare between-group baseline performance and determine within-group
effects of the training, a battery of tests (Table 3) was administered to all participants in a
randomized order. Accuracy and reaction time data was collected for each of the tasks except the
reading comprehension task, which was not timed. The training group completed the same
battery using either different items or items presented in a different order in the week before and
the week after their four-week training period. All tasks in this battery, other than the reading
comprehension task, were developed in the Cognition and Language laboratory at The Graduate
Center, CUNY.
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Table 3. Condition and item type manipulations for each task in testing battery
Task

Conditions

Trial Types

New Distractor
Target
New Distractor
Retroactive
Retroactive Lure
3-back
Target
New Distractor
Proactive
Proactive Lure
Target
New Distractor
Neutral
Target
New Distractor
Retroactive
Retroactive Lure
6-back
Target
New Distractor
Proactive
Proactive Lure
Target
New Distractor
Baseline
Target
New Distractor
Nonverbal Cue-Based
Interference Lure
Retrieval
Cue
Intrusion Lure
Binding Lure
Target
New Distractor
Baseline
Target
Word Categorization
Interference Lure
Interference
Target
New Distractor
Biased
Interference Lure
Sentence Processing
Target
New Distractor
Neutral
Target
Note: This list excludes the reading comprehension task because it did not have multiple
conditions or item types.
Neutral

41

N-back One 3-back and one 6-back version of the N-back paradigm (modified version of
Zakarias, Keresztes, Marton, & Wartenburger, 2018) were administered to test if the presence or
absence of training affected performance of the WM system on the trained task itself. Each
condition of the two N-back tasks was made up of one practice and three experimental blocks
designed exactly as the training blocks described above. Participants received each condition
within the N-back level in a randomized order, but always received the 3-back level before the 6back level.
Nonverbal Cue-Based Retrieval Baseline and cue conditions of a recognition judgement task
were administered to test near transfer of the effects of training. The baseline condition (Figure
3) was made up four blocks of 32 trials each. Each trial displayed a set of three to four abstract
shapes for 500ms followed by a fixation cross for 1500ms and a blank screen for a cue-stimulus
interval (CSI) of 300ms. Lastly, participants were shown the stimulus for 500ms which they
were required to judge as either a target from the list of shapes displayed or a distractor. 50% of
trials in each block were distractors and 50% were targets with a 2500ms interval between each
trial. The cue condition (Figure 3) was also made up of four blocks of 32 trials each. The
structure of the trials was similar to the baseline condition, but instead of the fixation cross,
participants were given a cue that highlighted a specific location that indicated the single shape
to be remembered from the list. Again, participants were required to make a recognition
judgment. However, in this case, the only possible target was the item from the provided list
located in the cued space. All other items were various distractors (Table 3) that will be
interpreted in the context of the interference theory of WM.
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Figure 3. Baseline and cue condition examples of the nonverbal cue-based retrieval task

A new distractor was a shape that did not belong to the relevant list and had never been
seen before. An interfering distractor was a shape from the relevant list, but in a position that was
not highlighted by the cue. Failure to reject this lure reflected the inability to use the cue to
activate the relevant target item to the focus of attention and the inability to bind the previous
item to its position during encoding when it was presented. An intrusion distractor was a shape
that was the target from the previous trial presented in a different position than the relevant cue.
Failure to reject this lure reflected the inability to refresh the content of the focus of attention and
to establish a strong content-context binding for the current trial. A binding distractor was a
shape that was the target from the previous trial and was presented in the same position as the
relevant cue. Failure to reject this lure reflected weak content-context bindings that were
susceptible to a familiarity signal in the relevant context and as such, an inability to update
bindings at the presentation of a new trial.
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Word Categorization Baseline and interference conditions of a word categorization cognitive
control task (Marton, Campanelli, Eichorn, Scheuer, & Yoon, 2014) were administered to
measure near transfer of training effects to performance in a task that is designed to measure
resistance to proactive interference in a linguistic context. Participants were presented with the
name of a category for a self-paced amount of time in the center of the screen followed by a
word on the left or right of the screen (Figure 4). The task goal was to judge whether the word
belonged to the category. Three buttons were placed in front of the participants: two black on the
left and right and a red in the middle. They were asked to press and hold the red button until they
read the category name that appeared. Upon release of the red button participants were presented
with the stimulus word. Participants were told to press the black button on the same side that the
item was presented for target words that belonged to the relevant category or to press the red
button for distractor words that did not belong to the category. The baseline condition had new
distractors, while the interference condition had interfering distractors that were targets in a
previously relevant category (Marton et al., 2017). Failure to reject the interfering distractor
reflected the inability to update WM and resist proactive interference from an item that was
previously held in the focus of attention. Both the baseline and interference conditions had six
blocks of 14 trials each. Of the 84 total trials, 60 were targets and 24 were distractors.
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Figure 4. Word categorization task example

Note: this example includes presentation of both a new and interference distractor within a single
block. In the task, these two item types were presented in separate conditions.
Sentence Processing The task adapted from Norbury (2005) leveraged lexical ambiguity to
develop biased and neutral conditions with sentences ending in an ambiguous word that had
more than one plausible meaning. The purpose of this task was to measure far transfer of training
effects to performance on a complex, linguistic task that recruited mechanisms of cue-based
retrieval and resistance to interference. Participants were visually presented with a sentence that
remained on the screen for 500ms followed by a probe noun, such as “car” or “elephant”. The
presentation of the sentence followed by the word was separated by a CSI of 400ms. Participants
were told to judge the stimulus to be relevant or irrelevant to the meaning of the sentence by
pressing a green or red button, respectively on the keyboard. Locations of the green and red
buttons were counterbalanced across participants. Neutral sentences such as, “The boy touched
the trunk” were related to both meanings of the ambiguous word, while biased sentences, such as
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“The boy opened the trunk” were only related to one meaning of the ambiguous word. In the
neutral condition, there were two possible probe types: targets related to either meaning of the
ambiguous word (equally presented for 50% of trials) and unrelated distractors (50% of trials) to
be rejected. In the biased condition, there were three possible probe types: a target related to the
only plausible meaning of the ambiguous word (50% of trials), unrelated distractors (25% of
trials) to be rejected and interference distractors cuing the irrelevant meaning of the word (25%
of trials) to be rejected. Failure to reject the interference distractor reflected the inability to resist
interfering lexical connections from long term memory during processing. The neutral condition
had 48 trials and the biased condition had 96 trials. Each trial was separated by a 2000ms
interval.
Table 4. Sentence processing task condition and item type examples
Sentence Type

Item Type

Stimulus Word

Neutral
The girl finds the bat

Unrelated Distractor
Target

Table
Cave OR Ball

Biased
The girl feeds the bat

Unrelated Distractor
Interfering Distractor
Target

Brush
Ball
Cave

In order to train all meanings of the ambiguous nouns used in this task, participants began
with a word relation paradigm. They continued to make the word associations for each meaning
until they achieved over 90% accuracy.
Reading Comprehension The measure of English reading comprehension was compiled from
passages presented in the standardized English Language Arts (ELA) assessment given annually
to students enrolled in grades 3-8 at all New York State public schools. The purpose of this task
was to measure far transfer of training effects to performance on a highly complex linguistic
measure that recruits not only resistance to interference, binding and updating, but also requires

46

successful coordination of reasoning, decoding and organizational cognitive functions. Passages
were randomly selected from exams given in years 2017, 2018 and 2019 to grade levels 6-8 that
are available for free at http://www.p12.nysed.gov/assessment/english/ela. All selected passages
were piloted with two adult ELLs who did not participate in the study. They were asked to rate
the passages as (1) “very easy”, “easy”, “medium”, “hard”, “too hard” and (2) interesting for a:
“young child”, “child”, “young adult”, “adult”, “older adult”. Passages that were rated by either
adult as “very easy” or “too hard” and interesting for a “young child” or “child” were excluded.
After piloting, four forms of the task were developed, and each form contained three different
passages with seven comprehension questions for a total of 21 questions. Forms given to
participants were counterbalanced across group and session. Accuracy for each participant was
calculated by dividing the number of correct responses by the total number of questions.
Data Processing
A record of progress through each completed level of the adaptive N-back task per
session was collected from every participant in the training group. A variable was created to
quantify training progress for each participant by calculating the percent of the 36 total levels
that the participant achieved by the end of the twelve sessions. Additionally, accuracy and
reaction time data (for accurate trials only) was collected from performance on the entire battery
of pre- and post-tests except the reading comprehension task from which only accuracy data was
collected. All data processing and analysis was completed with scripts in R Studio (2015).
Between subject outliers were not of interest for the purpose of this study in order to preserve
individual differences as much as possible. However, within subject outliers were identified by
calculating standard deviations and z-scores of reaction time data for each trial within each
condition of all tasks and sessions. The reaction time trials across all participants that were above

47

or below three standard deviations from the participant, session, task, condition aggregated mean
were removed from the data. The percent of data removed from the 3-back, 6-back, nonverbal
cue-based retrieval, word categorization and sentence processing task was 1.09%, 1.66%, 0.19%,
1.52% and 1.81% respectively. The dependent variable to determine how individual differences
affect training level achievement was the progress percentage described above. The dependent
variables to compare between group performance at pre-test were accuracy and reaction time.
The dependent variables to compare within group performance on the testing battery at pre- and
post-test were change in accuracy and change in reaction time. Analysis of data collected from
the same individuals at multiple time points has been approached in the literature in different
ways. Two commonly used options are to calculate a change score and use it as a dependent
variable or to use time as an independent fixed effect predictor of performance (Allison, 1990).
The present study chose the first option because there were only two measurements of
performance over time. Longitudinal hierarchical linear modeling typically requires three or
more occasions of performance in order to successfully include time as a predictor in modeling
(Willms & Raudenbush, 1989). As such, change variables were calculated for each participant by
finding the mean accuracy or reaction time aggregated only at the probe type level and
subtracting the difference between means at pre- and post-test. Because participants did not
receive the exact same trial for each condition of each task in pre- and post-test, a trial-by-trial
change could not be calculated. However, the change score that was used preserved differences
in performance at the participant, session, task, condition, and probe type level by only
collapsing trials at the final step.
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2.4 Data Analysis
Analysis was conducted to first, ensure that participants in the training and baselinecontrol group did not differ in age, nonverbal IQ, vigilance (as defined by 0-back reaction time),
English age of acquisition, English exposure and Dialang vocabulary accuracy. Analysis of
Variance was then conducted to determine how individual differences in specific variables
outlined in the first set of hypotheses predicted the percent of levels completed over the course of
the training period. The next set of analyses were conducted to provide evidence for the integrity
of the design for each task in the testing battery. An additional analysis determined if participants
in the two groups significantly differed in accuracy and reaction time performance patterns
across all tasks and conditions. The participants were then combined into one group to analyze
the performance patters across tasks, conditions and item types. The final set of analyses were
conducted to determine if there was significant change in accuracy and reaction time
performance for the training group from pre- to post-test. The latter three analysis goals were
accomplished using mixed-effects regression analysis, which allows within- and betweensubject effects to be examined in hierarchical data. In this case, responses and the level-1
variables associated with these are nested within each participant and the level-2 variables
associated him or her. Modeling for each task was conducted by specifying and checking
distributions of the dependent variable, running a null model without predictors, progressively
adding level 1 predictors and testing the model fit by comparing Akaike Information Criterion
(AIC) and Bayesian Information Criterion statistics. Models with the lowest AIC/BIC statistics
were selected to report significant findings. Because participants in the training group had to
achieve a high level of accuracy at each level of the training in order to progress, the training
data was not analyzed beyond descriptive statistics for the purpose of present study.
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Chapter III. Results
3.1 Participant characteristics
Participants in the baseline-control group and training group did not significantly differ in
age t(28) = -1.32, p = 0.20, scaled TONI scores t(28) = 0.23, p = 0.82, vigilance t(27) = -1.08, p
= 0.29, English age of acquisition t(28) = -1.50, p = 0.15, English exposure t(28) = 0.15, p = 0.88
and DIALANG vocabulary accuracy t(27) = -0.63, p = 0.53.
Descriptive tests (Table 5) of skew, kurtosis and normality were conducted on scaled
TONI scores, zero-back reaction time (as a measure of vigilance, English age of acquisition
(AoA, percent English exposure, and accuracy percent on the Dialang English vocabulary test
(see Appendix 2 ) for all participants as well as on the percent of total training levels achieved in
the training group (Figure 5).
Table 5. Normality of participant characteristics across groups
Characteristic
TONI Score
0-back RT
English AoA
English exposure
Vocabulary accuracy
Achieved training levels

Skewness
-0.333
0.406
0.763
0.714
0.109
0.303

Kurtosis
-1.157
-0.159
-0.079
-0.220
-1.523
-1.556

Normality (W)
0.943
0.962
0.939
0.920
0.927
0.896

Normality (p)
0.232
0.149
0.192
0.075
0.108
0.118

Note: Achieved training levels apply only to the training group.

3.2 Training progress
The following descriptive analyses were conducted to address all four parts of hypothesis
1 including general training progress and three participant-level characteristics related to this
progress. Participants completed their sessions of the N-back training at many different levels of
progress. The minimum level achieved was the 5-back with retroactive interference lures and the
maximum level achieved was the final level: 13-back with proactive interference lures (Figure
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4). There were almost no individual differences in self-reports of motivation as measured by
Likert scale data from the Need for Cognition questionnaire. The study initially intended to
calculate a composite motivation score from three of the questions in the survey that were rated
on a scale from zero to five. However, all but two participants rated themselves a five on
motivation for all three questions. The remaining two rated themselves a four. Therefore, this
variable could not be used as a predictor of individual differences in training progress. Each of
the cognitive variables of interest to answer the first hypothesis in the present study showed
normal distributions according to the Shapiro-Wilk test for normality (Table 5). However, due to
the small sample size (n=15) of the training group, Pearson correlations were conducted to
determine the strength and direction of the relationship between each variable and the percent of
training completed.
Figure 5. N-back level achieved by training group participants

Table 6. Participant characteristic and training level progress correlation
Variable
Zero Back RT
Nonverbal IQ

t
-0.971
1.698

df
13
13
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p
0.352
0.118

r
-0.281
0.456

Correlation analysis revealed that zero back reaction time was not correlated to the
percent of training levels completed by the participants in the training group. Nonverbal IQ was
moderately correlated (Taylor, 1990) with percent of training levels completed. However, neither
result of correlation analysis was significant (Table 6).
Figure 6. Participant characteristic by training level progress plot

Note: Method of estimation for the regression line displayed was locally estimated scatterplot
smoothing

3.3 Pre-test performance
The following analyses were conducted to address all five parts of hypothesis 1
developed to understand manipulation-dependent performance patterns of all participants on
each task of the pre-test battery. For all tasks, analysis of pre-test data was conducted without
aggregating by item type. Unaggregated accuracy data was represented as a correct or incorrect
response and was fit to mixed-effects logistic regression models by specifying family binomial
and link logit. The distribution of unaggregated response time data was initially skewed. After
log transformation, this data followed a normal distribution, so (after removal of inaccurate trials
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and outliers) it was fit to mixed effects linear regression models with maximum Likelihood
estimation. Hypothesis 1a posited that the baseline-control group and training group would not
perform significantly differently on any condition of each task in the battery. To test this in each
task, the first set of models included group and condition as predictors.
The remainder of hypothesis 1 made assumptions about patterns of performance of all
participants in the sample resulting from task manipulations. To test these hypotheses, the second
set of models included condition and item type as predictors. For each task, models that were
compared were: the null model with no predictors, a model with random intercept, a model with
random intercept and random slope and a model with random intercept and random slope with
interactions. In the case that the model with interactions was not the strongest, conditions were
separated, and models were fit with item type predictors alone. The maximal model of random
effects with random slope and random intercepts (correlated) is the most appropriate for
confirmatory hypothesis testing (Barr, Levy, Scheepers & Tily, 2013) and was the goal for
analysis of each dataset.
N-Back
Condition, item type and group were included as predictors in both accuracy and reaction
time models for fitting N-back data. For the group variable, the reference was the baselinecontrol group; for the N-Back variable, the reference was the 3-Back; and for the condition
variable, the reference was the neutral condition. The final models chosen for both data sets were
those with random intercept (Table 7). There was no significant main effect of group on accuracy
or reaction time performance at pre-test. There was a main effect of N-Back level on accuracy
and reaction time performance. After testing for group difference, the two groups were combined
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to model overall performance on the N-Back at pre-test. There was a significant effect of
condition on accuracy and reaction time performance in both groups.
Table 7. Analysis summary: Accuracy and reaction time predicted by group and N-back level
Accuracy
Variable
Estimate (SE)
Fixed effects
Intercept
1.616 (0.225)
Group
-0.423 (0.284)
6-Back
-0.340 (0.054)
Random effects
Intercept
0.381 (0.617)
Reaction Time
Variable
Fixed effects
Intercept
Group
6-Back
Random effects
Intercept
Residual

Estimate (SE)
640.00 (69.31)
17.43 (88.04)
48.16 (7.890)

z

p

7.172
-1.491
-6.346

<0.001
0.136
<0.001

t

p
9.23
0.2
6.1

<0.001
0.845
<0.001

38026 (195.0)
95759 (309.4)

Note: Group presented is the training group, sample: n = 15; reference group is the baselinecontrol group, sample: n = 15. For fixed effects, data reported are unstandardized coefficients;
for random effects, variance.
In the 3-Back, participants had significantly lower accuracy on the proactive interference
(PI) condition than in the neutral condition and higher reaction time in both the PI and retroactive
interference (RI) conditions than in the neutral condition. (Table 8).
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Table 8. Analysis summary: Pre-test 3-Back accuracy and reaction time predicted by condition
3-Back Conditions: Accuracy
Variable

Estimate (SE)

z

p

Fixed effects
<.001

-0.164 (0.092)

7.933
-2.76

Proactive

-0.254 (0.095)

-1.723

<.01

Random effects
Intercept

0.706 (0.840)

Intercept

1.522 (0.192)

Retroactive

0.085

3-Back Conditions: Reaction Time
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
619.9 (44.11)
14.06 <.001
Retroactive
45.99 (9.379)
3.207 <.001
Proactive
30.50 (9.51)
4.903 <.01
Random effects
Intercept
41812 (204.5)
Residual
52682 (229.5)
Note: Sample: n = 30. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance.
Figure 7. 3-Back pre-test accuracy and reaction time mean by condition
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In the 6-Back, participants had significantly lower accuracy on the proactive interference
(PI) condition than in the neutral condition and higher reaction time in both the PI and retroactive
interference (RI) conditions than in the neutral condition.
Table 9. Analysis summary: 6-Back pre-test accuracy and reaction time predicted by condition
6-Back Conditions: Accuracy
Variable
Estimate (SE)
Fixed effects
Intercept
1.044 (0.088)
Retroactive
-0.052 (0.085)
Proactive
0.115 (0.088)
Random effects
Intercept
0.43 (0.656)

z

p
11.802 <.001
-0.609
0.193
1.301
0.543

Reaction Time
Variable
Estimate (SE)
t
p
Fixed effects
738.88 (53.2)
13.889 <.001
Intercept
-34.15 (15.6)
-3.162 <.05
Retroactive
-49.76 (15.74)
-2.189 <.01
Proactive
Random effects
Intercept
48663 (220.6)
Residual
126475 (355.6)
Note: Sample: n = 30. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance.
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Figure 8. Pre-test 6-Back accuracy and reaction time means by condition

Nonverbal cue-based retrieval
Group and condition were included as predictors in both accuracy and reaction time
models for fitting data from the nonverbal cue-based retrieval task. For the group variable, the
reference was the baseline-control group; for the condition variable, the reference was the
baseline condition. The final models chosen for the accuracy and reaction time data sets were
with random intercept and no interactions. There was no significant main effect of group on
accuracy or reaction time performance at pre-test. There was a significant main effect of
condition on accuracy and reaction time performance as participants performed significantly less
accurately and more slowly on the baseline condition than the cue condition.
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Table 10. Analysis summary: Pre-test nonverbal cue-based retrieval accuracy and reaction time
predicted by group
Nonverbal Cue-Based Group: Accuracy
Variable
Estimate (SE)
Fixed effects
Intercept
2.33119 (0.252)
Group
-0.09029 (0.312)
Random effects
Intercept
0.3727 (0.611)

z

p
9.231
-0.289

<.001
0.772

Reaction Time
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
874.4 (63.76)
13.71
<.001
Group
86.68 (79.15)
1.095
0.286
Random effects
Intercept
27682 (166.4)
Residual
130799 (361.7)
Note: Group presented is the training group, sample: n = 15; reference group is the baselinecontrol group, sample: n = 15.
Table 11. Analysis summary: Pre-test nonverbal cue-based retrieval accuracy and reaction time
predicted by condition
Nonverbal Cue-Based Condition: Accuracy
Variable
Estimate (SE)
z
p
Fixed effects
Intercept
1.8874 (0.156)
12.084 <.001
Cue
0.6044 (0.107)
5.674 <.001
Random effects
Intercept
0.371 (0.609)
Reaction Time
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
1101.78 (38.88)
28.34 <.001
Cue
-279.02 (12.33)
-22.63 <.001
Random effects
Intercept
29670 (172.3)
Residual
110852 (332.9)
Note: Sample: n = 30. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance.
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After group differences were modeled, performance on each condition was analyzed
across groups. Within each condition, the reference for the item type variable was the new
distractor. There was a significant effect of item type on accuracy and reaction time performance
in both groups. Specifically, participants across groups had significantly lower accuracy on
binding distractor items and target items than on new distractor items. Participants were also
significantly slower on intrusion distractor items and binding distractor items than new distractor
items (Table 12).
Table 12. Analysis summary: Pre-test nonverbal cue-based retrieval baseline condition accuracy
and reaction time predicted by item type
Baseline Condition: Accuracy
Variable
Fixed effects
Intercept
Target
Random effects
Intercept

Estimate (SE)
2.0952 (0.172)
-0.435 (0.158)

z

p
12.2
-2.75

<.001
<.01

0.293 (0.541)

Reaction Time
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
1139.33 (45.16)
25.23
<.001
Target
-14.96 (23.13)
-0.647
0.518
Random effects
Intercept
63059 (251.1)
Residual
149489 (386.6)
Note: Sample: n = 30. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance.
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Table 13. Analysis summary: Pre-test nonverbal cue-based retrieval cue condition accuracy and
reaction time predicted by item type
Cue Condition: Accuracy
Variable
Estimate (SE)
Fixed effects
Intercept
2.943 (0.302)
Interference Lure
-0.3277 (0.304)
Intrusion Lure
-0.4841 (0.297)
Binding Lure
-0.1507 (0.313)
Target
-0.4178 (0.248)
Random effects
Intercept
Reaction Time
Variable
Fixed effects
Intercept
Interference Lure
Intrusion Lure
Binding Lure
Target
Random effects
Intercept
Residual

Estimate (SE)
808.14 (41.45)
90.45 (23.17)
43.57 (23.29)
86.82 (23.09)
-19.31 (18.36)

z

p
9.741
-1.078
-1.63
-0.481
-1.685

<.001
0.281
0.103
0.631
0.092

t

p

19.496
3.904
1.871
3.761
-1.052

<.001
<.001
0.0615
<.001
0.2931

28986 (170.3)
77641 (278.6)

Note: Sample: n = 30. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance.
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Figure 9. Pre-test nonverbal cue-based retrieval accuracy and reaction time means by condition
and item type

Word categorization
Group was entered as the first predictor for accuracy and reaction time performance. The
reference was the baseline-control group. The final models chosen for the accuracy and reaction
time data sets were with random intercept and no interactions. There was no significant main
effect of group on accuracy or reaction time performance at pre-test. After group performance
was compared, performance of participants across groups was analyzed for each condition.
There was a significant main effect of condition on accuracy and reaction time.
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Table 14. Analysis summary: Pre-test word categorization accuracy and reaction time predicted
by group
Word Categorization Group: Accuracy
Variable
Estimate (SE)
z
p
Fixed effects
Intercept
1.657 (0.288)
5.759 <.001
Group
-0.174 (0.357)
-0.487 0.626
Random effects
Intercept
0.533 (0.730)
Word Categorization Group: Reaction Time
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
1490.82 (137.5)
10.84 <.001
Group
31.54 (170.63)
0.185 0.855
Random effects
Intercept
129326 (359.6)
Residual
412679 (642.4)
Note: Group presented is the training group, sample: n = 15; reference group is the baselinecontrol group, sample: n = 14. For fixed effects, data reported are unstandardized coefficients;
for random effects, variance.
Table 15. Analysis summary: Pre-test word categorization accuracy and reaction time predicted
by condition
Word Categorization Condition: Accuracy
Variable
Estimate (SE)
z
p
Fixed effects
Intercept
1.652 (0.164)
10.05
<.001
Interference
-0.177 (0.087)
-2.035
<.05
Random effects
Intercept
0.497 (0.705)
Reaction Time
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
1571 (81.92)
19.18
<.001
Interference
-102.52 (23.85)
-4.299
<.001
Random effects
Intercept
141409 (376)
Residual
396915 (630)
Note: Sample: n = 29. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance.
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There was a significant effect of item type on accuracy in both groups. Specifically,
participants had significantly lower accuracy on interference distractor items and target items
than on new distractor items. Participants generally had similar reaction times across conditions
and item types (Table 14).
Table 16. Analysis summary: Pre-test word categorization baseline condition accuracy and
reaction time predicted by item type
Baseline Condition: Accuracy
Variable
Estimate (SE)
z
p
Fixed effects
Intercept
2.132 (0.190)
11.22
<.001
Target
-0.6892 (0.152)
-4.544
<.001
Random effects
Intercept
0.353 (0.594)
Reaction Time
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
1740.3 (94.35)
18.45
<.001
Target
-289.9 (36.80)
-7.879
<.001
Random effects
Intercept
167246 (409)
Residual
427754 (654)
Note: Sample: n = 29. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance.

63

Table 17. Analysis summary: Pre-test word categorization interference condition accuracy and
reaction time predicted by item type
Interference Condition: Accuracy
Variable
Estimate (SE)
Fixed effects
Intercept
2.078 (0.224)
Target
-0.7471 (0.147)
Random effects
Intercept
0.665 (0.815)
Reaction Time
Variable
Estimate (SE)
Fixed effects
Intercept
1473.7 (75.52)
Target
-46 (33.14)
Random effects
103872 (322.2)
Intercept
Residual
336006 (579.7)

z

p

9.28 <.001
-5.098
<.001

t

p

19.51 <.001
-1.388
0.165

Note: Sample: n = 29. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance.
Figure 10. Pre-test word categorization accuracy and reaction time means by condition and item type
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Sentence processing
Initial analysis was conducted with a group predictor alone. Because participants showed
no significant group differences in performance in accuracy or reaction time on this task, further
analysis were conducted across groups. For the group variable, the reference was the baselinecontrol group; for the condition variable, the reference was the biased condition; and for the item
type variable, the reference was the new distractor. The final models chosen for the accuracy and
reaction time data sets were with random intercept and no interactions. There was no significant
main effect of group on accuracy or reaction time performance at pre-test.
Table 18. Analysis summary: Pre-test sentence processing accuracy and reaction time predicted
by group
Sentence Processing Group: Accuracy
Variable
Estimate (SE)
Fixed effects
Intercept
0.539 (0.139)
Group
0.210 (0.181)
Random effects
Intercept
0.1251 (0.354)
Reaction Time
Variable
Estimate
Fixed effects
Intercept
1274 (159.1)
Group
392.4 (205.2)
Random effects
Intercept
182014 (426.6)
Residual
1856463 (1362.5)

z

p
3.871
1.161

t

<.001
0.246

p
8.005
1.912

<.001
0.091

Note: Group presented is the training group, sample: n = 15; reference group is the baselinecontrol group, sample: n = 15. For fixed effects, data reported are unstandardized coefficients;
for random effects, variance.
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Table 19. Analysis summary: Pre-test sentence processing accuracy and reaction time predicted
by condition
Sentence Processing Condition: Accuracy
Variable
Estimate (SE)
z
p
Fixed effects
Intercept
0.666 (0.091)
7.304
Neutral
-0.018 (0.082)
-0.219
Random effects
Intercept
0.127 (0.356)
Reaction Time
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
1417.2 (110.67)
12.8
Neutral
182.9 (63.51)
2.88
Random effects
Intercept
228809 (478.3)
Residual
1764502 (1328.3)

<.001
0.827

<.001
<.01

Note: Sample: n = 29. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance.
There was also no significant main effect of condition on accuracy and reaction time.
There was a significant effect of item type on accuracy in both groups. Specifically, participants
across groups had significantly lower accuracy on interference distractor items and target items
than on new distractor items. Participants generally had similar reaction times across conditions
and item types (Table 16).
Table 20. Pre-test sentence processing neutral condition accuracy and reaction time predicted by
item type
Neutral Condition: Accuracy
Variable
Estimate (SE)
Fixed effects
Intercept
1.731 (0.135)
Target
-1.909 (0.155)
Random effects
Intercept
(0.054 (0.233)

66

z

p
12.8
-12.35

<.001
<.001

Reaction Time
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
1651.7 (167.3)
9.873
<.001
Target
-132.2 (158.9)
-0.832
0.406
Random effects
Intercept
405085 (423.3)
Residual
778759 (882.5)
Note: Sample: n = 30. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance.
Table 21. Pre-test sentence processing biased condition accuracy and reaction time predicted by
item type
Biased Condition: Accuracy
Variable
Estimate (SE)
z
p
Fixed effects
Intercept
1.843 (0.162)
11.36
<.001
Interference Lure
-1.057 (0.160)
-6.586
<.001
Target
-1,648 (0.144)
-11.48
<.001
Random effects
Intercept
0.205 (0.453)
Reaction Time
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
1490.6 (101.8)
14.64
<.001
Interference Lure
26.38 (64.15)
0.411
0.681
Target
-190.4 (57.43)
-3.315
<.001
Random effects
Intercept
179190 (423.3)
Residual
778759 (882.5)
Note: Sample: n = 30. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance.
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Figure 11. Pre-test sentence processing accuracy and reaction time means by condition and item type

Reading comprehension
The single predictor used to analyze accuracy performance on reading comprehension at
pre-test was group. The reference was the baseline-control group and the final model showed no
significant difference in accuracy between this and the training group. The model analyzed a
total of 609 observations from 29 participants. One member of the baseline-control group did not
complete the reading comprehension task.
Table 22. Analysis summary: Pre-test reading comprehension accuracy predicted by group
Reading Comprehension Group: Accuracy
Variable
Estimate (SE)
z
p
Fixed effects
Intercept
-0.0710 (0.276)
-0.257
0.797
Group
0.441 (0.334)
1.812
0.122
Random effects
Intercept
0.334 (0.578)
Note: Sample: n = 30. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance
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3.4 Pre- to post-test change
The following analyses were conducted to address all six parts of hypothesis 3 developed
to understand manipulation-dependent performance changes of the training group on each task of
the test battery. Data sets were cleaned and transformed as described above and aggregated at the
last step. Because change, as calculated, was a continuous dependent variable for both accuracy
and reaction time, results from both measures were fit to mixed effects linear regression models
with maximum Likelihood estimation. For each task, models that were compared were: the null
model with no predictors, a model with random intercept, a model with random intercept and
random slope and a model with random intercept and random slope with interactions. For this
portion of analysis, the null model was particularly important as significance testing of the
intercept indicated whether the change score for each task was significantly different from zero.
Following this initial assessment, predictors of change were added to each model to determine
best fit. Overall, the final model chosen beyond the null model was with random intercept and no
interactions. Results are displayed for the null model, condition predictor model and item type
predictors within each condition model.
N-Back
The intercept for the null accuracy change model was significant, but the null reaction
time change model was not. Due to this, condition and item type specific changes were only
analyzed in accuracy measurements for the 3-Back and 6-Back tasks.
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Table 23. Analysis summary: N-back accuracy and reaction time change null model
Training N-Back Null Mode: Accuracy Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
0.208 (0.026)
7.985
<.001
Random effects
Intercept
0.006 (0.800)
Residual
0.039 (0.198)
Reaction Time Change
Variable
Estimate
t
p
Fixed effects
Intercept
-9.677 (15.393)
-0.629
0.54
Random effects
2485 (49.85)
Intercept
Residual
9527 (97.61)
Note: Sample: n = 15. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance
Table 24. Analysis summary N-back accuracy change predicted by N-level
Training Group N level: Accuracy Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
0.190 (0.029)
6.475
<.001
6-Back
0.035 (0.027)
1.282
0.201
Random effects
Intercept
0.006 (0.080)
Residual
0.039 (0.197)
Note: Sample: n = 15. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance
3-Back
Each condition of the 3-Back task included different item types, so they were analyzed
individually. In the neutral condition, there was no significant difference in new distractor and
target item accuracy change.
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Table 25. Analysis summary: 3-back neutral condition accuracy change predicted by item type
3-Back Neutral: Accuracy Change
Variable
Estimate
t
p
Fixed effects
Intercept
0.170 (0.069)
2.458
<.05
Target
0.073 (0.092)
0.8
0.438
Random effects
Intercept
0.007 (0.085)
Residual
0.055 (0.234)
Note: Sample: n = 15. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance
In the proactive condition, both the proactive interference lure and the target item
accuracy changed significantly more than the new distractor item. In the retroactive condition,
only the target item changed significantly more than the new distractor item.
Table 26. Analysis summary: 3-back interference conditions accuracy change predicted by item
type
3-Back Proactive: Accuracy Change
Variable
Estimate (SE)
Fixed effects
Intercept
0.046 (0.048)
Proactive Lure
0.204 (0.064)
Target
0.183 (0.065)
Random effects
Intercept
3-Back Retroactive: Accuracy Change
Variable
Estimate (SE)
Fixed effects
Intercept
0.073 (0.053)
Retroactive Lure
0.122 (0.070)
Target
0.213 (0.070)
Random effects
Intercept
0.004 (0.066)
Residual
0.032 (0.179)

t

p
0.965
3.126
2.799

z
1.395
1.117
3.033

0.34
<.01
<.01

p
0.171
0.096
<.01

Note: Sample: n = 15. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance
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Figure 12. 3-Back training group accuracy and reaction time change
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6-back
Each condition of the 6-Back task included different item types, so they were analyzed
individually. In the neutral condition, there was no significant difference in new distractor and
target item accuracy change.
Table 27. Analysis summary: 6-back neutral condition accuracy change predicted by item type
Training Group 6-Back Neutral: Accuracy Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
0.130 (0.048)
2.695
<.05
Target
0.075 (0.173)
0.435
0.667
Random effects
3.452
<.01
Intercept
0 (0.024)
Residual
0.027 (0.165)
Note: Sample: n = 15. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance
In the proactive condition, both the proactive interference lure and the target item
accuracy changed significantly more than the new distractor item. In the retroactive condition,
only the target item changed significantly more than the new distractor item.
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Table 28. Analysis summary: 6-back interference conditions accuracy change predicted by item
type
Training Group 6-Back Proactive: Accuracy Change
Variable
Estimate (SE)
t
Fixed effects
Intercept
0.127 (0.051)
Proactive Lure
0.012 (0.058)
Target
0.183 (0.058)
Random effects
Intercept
0.012 (0.109)
Residual
0.022 (0.149)
Training Group 6-Back Retroactive: Accuracy Change
Variable
Estimate (SE)
t
Fixed effects
Intercept
0.114 (0.052)
Retroactive Lure
0.139 (0.060)
Target
0.249 (0.060)
Random effects
Intercept
0.012 (0.111)
Residual
0.023 (0.152)

p
2.484
0.208
3.142

<.05
0.833
<.01

p
2.188 <.05
2.333 <.05
4.169 <.001

Note: Sample: n = 15. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance
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Figure 13. 6-Back training group accuracy and reaction time change by condition
and item type
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Nonverbal cue-based retrieval
The null models without predictors for both accuracy change and reaction time change
had significant intercepts for this task. Indicating that both accuracy and reaction time change
were significantly different than zero. The first predictor added was that of condition. The cue
condition accuracy change was significantly different than the baseline condition change.
Reaction time change was not significantly different between the two conditions.
Table 29. Analysis summary: Nonverbal cue-based retrieval accuracy and reaction time change
null model
Training NVC Null Mode: Accuracy Change
Variable
Estimate (SE)
Fixed effects
Intercept
0.067 (0.018)
Random effects
Intercept
0.003 (0.059)
Residual
0.004 (0.064)
Reaction Time Change
Variable
Estimate (SE)
Fixed effects
Intercept
-144.53 (42.65)
Random effects
Intercept
18274 (135.2)
Residual
37181 (192.8)

t

p
3.81

<.01

t

p

-3.389

<.01

Note: Sample: n = 15. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance
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Table 30. Analysis summary: Nonverbal cue-based retrieval accuracy and reaction time change
predicted by condition
Training Group Condition: Accuracy Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
0.085 (03021)
4.134
<.001
Cue
-0.025 (0.015)
-1.685
0.096
Random effects
Intercept
0.003 (0.059)
Residual
0.004 (0.064)
Reaction Time Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
-124.16 (53.18)
-2.335
0.027
Cue
-28.67 (44.74)
-0.641
0.524
Random effects
Intercept
18269 (135.2)
Residual
36992 (192.3)
Note: Sample: n = 15. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance
To isolate the effect of item types, the baseline and cue conditions of this task were fitted
in separate models. For each condition, item type was used as the predictor for accuracy and
reaction time change. In the baseline condition, there was no significant effect of item type on
accuracy or reaction time change. In the cue condition, there was no significant effect of item
type on accuracy change. However, reaction time change was significantly greater for all three
lure items than new distractor items in this condition.
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Table 31. Nonverbal cue-based retrieval baseline condition accuracy and reaction time change
predicted by item type
Training Group Baseline Condition: Accuracy Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
0.058 (03025)
2.349
<.05
Target
0.055 (0.033)
1.659
0.121
Random effects
Intercept
0.001 (0.025)
Residual
0.007 (0.085)
Reaction Time Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
-107.67 (81.57)
-1.32
0.208
Target
-32.98 (36.41)
-0.906
0.382
Random effects
Intercept
77882 (279.07)
Residual
8619 (92.84)
Note: Sample: n = 15. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance

78

Table 32. Analysis summary: Nonverbal cue-based retrieval cue condition accuracy and reaction
time change predicted by item type
Training Group Cue Condition: Accuracy Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
0.034 (0.023)
1.454 0.157
Interference Lure
0.043 (0.022)
2.006
0.05
Intrusion Lure
0.024 (0.022)
1.115
0.27
Binding Lure
0.038 (0.022)
1.784
0.08
Target
0.027 (0.022)
1.271
0.21
Random effects
Intercept
0.004 (0.063)
Residual
0.003 (0.055)
Reaction Time Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
-21.14 (51.04)
-0.414
0.681
Interference Lure
-220.29 (50.92)
-3.963
<.001
Intrusion Lure
-148.69 (50.92)
-2.675
<.05
Binding Lure
-239.43 (50.92)
-4.308
<.001
Target
-42.91 (51.18)
-0.754
0.454
Random effects
Intercept
Residual
Note: Sample: n = 15. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance
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Figure 14. Nonverbal cue-based retrieval training group accuracy and
reaction time change by condition and item type
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Word categorization
The null models without predictors for both accuracy change and reaction time change
had significant intercepts for this task. Indicating that both accuracy and reaction time change
were significantly different than zero. The first predictor added was that of condition. The
interference condition accuracy and reaction time change were significantly different than the
baseline condition change.
Table 33. Analysis summary: Word categorization accuracy and reaction time change null model
Training WC Null Mode: Accuracy Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
0.112 (0.016)
7.108
<.001
Random effects
Intercept
0.002 (0.048)
Residual
0.004 (0.06)
Reaction Time Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
-215.03 (36.39)
-5.91
<.001
Random effects
Intercept
12570 (112.1)
Residual
18569 (136.3)
Note: Sample: n = 14. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance
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Table 34. Analysis summary: Word categorization accuracy and reaction time change predicted
by condition
Training Group Condition: Accuracy Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
0.091 (0.018)
5.199
<.001
Interference
0.042 (0.015)
2.747
<.01
Random effects
Intercept
0.003 (0.05)
Residual
0.003 (0.055)
Reaction Time Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
-160.8 (40.07)
-4.013
<.001
Interference
-108.46 (33.57)
-3.231
<.01
Random effects
Intercept
Residual
Note: Sample: n = 14. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance
To isolate the effect of item types, the baseline and interference conditions of this task
were fitted in separate models with item type predictor. In the baseline condition, accuracy
change for the target item was significantly greater than for the new distractor item. There was
no significant difference in reaction time change in this condition. In the interference condition,
there was no effect of item type on accuracy change. Reaction time change was significantly
greater for interference distractor items than target items in this condition (Table 22).
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Table 35. Analysis summary: Word categorization baseline condition accuracy and reaction time
change predicted by item type
Training Group Baseline Condition: Accuracy Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
0.073 (0.018)
4.097
Target
0.036 (0.016)
2.31
Random effects
Intercept
0.003 (0.05)
Residual
0.002 (0.04
Reaction Time Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
-143.16 (30.45)
-4.702
Target
-35.29 (30)
-1.177
Random effects
Intercept
6202 (78.75)
Residual
5848 (76.47)

<.001
<.05

<.001
0.26

Table 36. Analysis summary: Word categorization interference condition accuracy and reaction
time change predicted by item type
Training Group Interference Condition: Accuracy Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
~0
5.924
<.001
Target
~0
0
1
Random effects
Intercept
.001 (0.024)
Residual
0.006 (0.078)
Reaction Time Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
-339.81 (54.81)
-6.199
<.001
Target
141.10 (47.11)
2.995
<.05
Random effects
Intercept
24625 (157)
Residual
14424 (120.1)
Note: Sample: n = 14. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance
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Figure 15. Word categorization training group accuracy and reaction time
change by condition and item type
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Sentence processing
The null models without predictors for both accuracy change and reaction time change
had significant intercepts for this task. Indicating that both accuracy and reaction time change
were significantly different than zero. The first predictor added was that of condition. The neutral
condition accuracy and reaction time change were significantly different than the biased
condition change.
Table 37. Analysis summary: Sentence processing accuracy and reaction time change null model
Training SP Null Mode: Accuracy Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
0.108 (0.017)
6.274
<.001
Random effects
Intercept
0 (0.012)
Residual
0.017 (0.131)
Reaction Time Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
-345.96 (97.27)
-3.557
<.01
Random effects
Intercept
80091 (283)
Residual
167272 (409)
Note: Sample: n = 15. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance
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Table 38. Analysis summary: Sentence processing accuracy and reaction time change predicted
by condition
Training Group Condition: Accuracy Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
0.103 (0.022)
4.651
<.001
Neutral
0.014 (0.035)
0.409
0.684
Random effects
Intercept
0 (0.013)
Residual
0.017 (0.131)
Reaction Time Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
-259.34 (105.66)
-2.454
<.05
Neutral
-216.53 (103.15)
-2.099
<.05
Random effects
Intercept
82905 (287.9)
Residual
153206 (391.4)
Note: Sample: n = 15. For fixed effects, data reported are unstandardized coefficients; for
random effects, variance
To isolate the effect of item types, the neutral and biased conditions of this task were
fitted in separate models with item type as the predictor for accuracy and reaction time change.
In the neutral condition, there was an effect of item type as change was significantly higher in the
target items than the new distractor items in both accuracy and reaction time. In the biased
condition, there was an effect of item type as accuracy change was significantly higher in the
interference distractor and target items than the new distractor items. There was no significant
effect of item type on reaction time change in this condition (Table 23).
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Table 39. Analysis summary: Sentence processing neutral condition accuracy and reaction time
change predicted by item type
Training Group Neutral Condition: Accuracy Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
0.01 (0.02)
0.521
Target
0.213 (0.025)
8.666
Random effects
Intercept
0.001 (0.034)
Residual
0.004 (0.06)
Reaction Time Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
-317.69 (130.33)
-2.438
Target
-316.38 (127)
-2.491
Random effects
Intercept
107060 (327.2)
Residual
96774 (311.1)

0.607
<.001

<.05
<.05

Table 40. Sentence processing biased condition accuracy and reaction time change predicted by
item type
Training Group Biased Condition: Accuracy Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
0.01 (0.032)
0.33
Interference Lure
0.086 (0.038)
2.273
Target
0.192 (0.038)
5.06
Random effects
Intercept
0.003 (0.058)
Residual
0.009 (0.093)
Reaction Time Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
-274.34 (140.95)
-1.946
Interference Lure
82.79 (160.77)
0.515
Target
-37.81 (160.77)
-0.235
Random effects
Intercept
83328 (288.7)
Residual
155081 (393.8)
Note: Sample: n = 15
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0.744
<.05
<.001

0.061
0.611
0.816

Figure 16. Sentence processing training group accuracy and reaction time
change by condition and item type
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Reading comprehension
The null model was used to analyze if change in accuracy from pre to post-test for the
training group was significant. The model showed no significant results analyzed a total of 90
observations from 15 participants as means were collapsed for each passage, not the
comprehension test as a whole.
Table 41. Reading comprehension accuracy change null model
Training Group Reading Comprehension: Accuracy Change
Variable
Estimate (SE)
t
p
Fixed effects
Intercept
0.041 (0.02)
1.454
0.157
Random effects
Intercept
0.001 (0.055)
Residual
0.003 (0.03)
Note: For fixed effects, data reported are unstandardized coefficients; for random effects,
variance

Chapter IV. Discussion
Critical results from this study show that adult English Language Learners (ELL) can
improve mechanisms of resisting interference when given an adaptive, process-specific WM
training. Further, the effects of this improvement can transfer to performance on a non-linguistic
cue-based retrieval task that measures efficiency of WM processes very near to those in the
training. The effects can also transfer to performance on tasks with English stimuli including
word categorization and lexical ambiguity sentence processing that tax the WM system and
contain manipulations of interference control but are designed in a context far from that of the
original training. They did not, however, transfer to performance on English reading
comprehension. Below, the battery of tests employed is discussed individually in terms of
integrity of task design as well as specific patterns of improvement. Additionally, individual
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characteristics that may affect training progress and potentially individual differences in transfer
effects are highlighted. Lastly, the impact of these findings on the fields of cognitive training,
WM, and second language learning will be considered.

4.1 Pre- and post-tests
N-back
The present study assumed there would be no significant differences in performance
between the training and baseline-control group on any condition of any task in the pre-test
battery. Performance on the three-back and six-back tasks was consistent between the baselinecontrol and training group in accordance with these predictions. Hypotheses 1b and 2a made
predictions about patterns of performance of all participants and related patterns of performance
change of the training group in relation to manipulations of load and interference. Participants in
the training group improved significantly on both load levels of the task in accordance with these
hypotheses. The purpose of incorporating N-back testing at pre and post-test in an N-back
training study was to ensure that the task itself could be trained. This evidence is the minimum
requirement to allow changes in performance on transfer tasks to be explained with validity
(Green, Strobach & Schubert, 2014). Performance of all participants at pre-test and improvement
of the training group at post-test will be discussed in relation to the experimental manipulations
of the task.
In the first iteration of testing, patterns of performance among all participants were
generally consistent with the designed goals of the task as described in hypothesis 1b which
outlined greater difficulty in rejecting interference lures and accepting target items than rejecting
new distractors. It also expected that targets would be the most difficult item type overall in the
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N-back task. The bias toward rejection was visible in both measured levels of the N-back across
groups. Both the three-back and six-back levels of the N-back task measure binding and updating
mechanisms of the WM system specifically when participants can no longer sustain an overt
verbal rehearsal strategy (Camos, Mora & Oberauer, 2011). It is important to note here that what
is unique about the n-back is that it is continuous. The relevant context to be judged remains the
same within a particular level while various letters rapidly move in an and out of this position.
As a result, target items to do not remain targets for very long as bindings are replaced in the
focus of attention and the relational temporal pattern of letters to be held in the region of direct
access of WM must be updated with every trial. Successful completion of these tasks requires
recalling the correct item bound to the appropriate temporal context assigned by the rule of the
task and rejecting any item that is the incorrect content, in the incorrect context or an incorrect
content-context binding (Oberauer, 2005). These elements of the task allow for manipulations of
proactive and retroactive interference and also seem to make it very difficult for a participant to
make a yes judgement to accept a target when it appears. Consistent with these specificities and
hypotheses outlined, participants in the present study were significantly less accurate on RI, PI
and target items than on new distractors in both the three and six-back tasks. In other words, they
were more susceptible to false alarms caused by lures and misses caused by bindings in WM that
were not sufficiently activated to allow a recollection decision on targets.
Hypothesis 2a predicted change to be exclusive to these same target and interference
items on both load levels of the N-back task. The improvement to be discussed in detail occurred
in accuracy and not reaction time performance. While it is typically difficult to see accuracy
effects in cognitive tasks with young adults because they often perform at ceiling (Light &
Zelinski, 1983), these results indicate the overall task difficulty of the n-back at high WM load
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levels. Participants improved significantly on target item accuracy in both the three-back and sixback tasks. This was expected as participants practiced raising strong content-context bindings to
the focus of attention in WM to make the recollection decision in their training sessions.
Improvement on the two interference items highlighted a distinction in the two load levels at preand post-test. In addition to improving on target items, in the three-back task participants
improved significantly on PI items, but in the six-back task they improved significantly on RI
items. The training task contained the same number of the two interference items across all
levels, so this finding is unexpected. The mechanisms of correctly rejecting each lure type will
be discussed as they relate to potentially differential contributions of binding and updating
functions to WM processing depending on task-specific load.
The proactive lure is a letter that matches what came at the n-1 position before it. The
retroactive lure is a letter that matches what came at the n+1 position before it. For example, in a
three-back task, a proactive lure would be a match at the two-back position and a retroactive lure
would be a match at the four-back position. At each level of the n-back, in order for a participant
to “check” if the presented letter matches what came “n” before it, they must hold a certain
number of letters active in WM. For example, in a three-back rule, participants must hold the last
three letters and the current letter for a total of four letters. Because of this, a proactive lure
triggers a familiarity signal from an item within the held set, while a retroactive lure triggers a
familiarity signal from an item just outside the held set and shows a match with a letter that
should no longer be activated. While rejecting both lure types requires coordination of binding
and updating mechanisms (Oberauer & Vockenberg, 2009), rejecting a proactive lure requires
stronger binding of the correct content and context among all activated items in the held set.
Rejecting a retroactive lure on the other hand requires effective updating to refresh what letters
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should be removed and what letters should be added to the current set. By nature of the adaptive
training, participants were first exposed to these lures at low load levels and then progressively at
higher load levels.
Change patterns suggest that at the lower load level participants rely more on contentcontext binding as reflected by more improvement on proactive lure rejection. At higher load
levels, participants rely more on updating as reflected by more improvement on retroactive lure
rejection. Overall, it may be that the WM system recruits different processing mechanisms as
individuals are expected to perform with different loads. This finding supports broad
implications of the relationship between binding and updating and for situations in which one
may be more useful than the other. Binding can be described as a local mechanism that may be
imperative at low load levels because it coordinates operation between the region of direct access
and the focus of attention, which are the regions that have a limited capacity (Ecker, Oberauer &
Lewandowsky, 2014). Updating can be considered a global mechanism that may be essential at
high load levels because it coordinates operation between the region of direct access and
activated long term memory where an unlimited number of items can be accessed for processing
in WM. While this load-based difference in improvement on the interference items was not
expected in hypothesis 3a, the improvement on proactive lures in the three-back and
improvement on retroactive lures in the six-back is supported by theories of recognition memory
that segregate the role of local and global mechanisms during processing (Kessler & Meiran,
2008).
In sum, the N-back used in this study is a task that challenges the WM system of young
adults through manipulations of memory load and interference. Updating and binding
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mechanisms are crucial to decision-making in the N-back and may contribute to performance in
different ways depending on task-complexity.
Nonverbal cue-based retrieval
The baseline-control group and the training group performed similarly on the cue-based
retrieval task at pre-test. The training group improved significantly on specific item types of the
task from pre- to post-test. The purpose of this task was to provide evidence for near transfer of
training effects as it is also a decision-making paradigm in a nonverbal context that recruits
updating and content-context binding mechanisms similar to those trained in the N-back. One
crucial distinction between the tasks, however, is that the content-context bindings in this case
are dictated by spatial context rather than temporal context. Additionally, the task goal, stimuli
and conditions are different than the N-back. How these manipulations manifested at pre-test and
improved in the training group will be discussed below.
As expected by the patterns outlined in hypothesis 1c, results from the first testing
session revealed that participants’ performance on this task was affected first, by the presence of
a cue and second, by various kinds of interference lures. Overall, participants performed
significantly better in the condition with a spatial cue than in the condition without it. This was
expected as the cue directs participants to forget all but one item from the relevant list of shapes
and therefore decreases the number of items that are required to be held active in WM. The cue
also acts as contextual information that distinguishes relevant items and, if they are bound
correctly, allows them to be activated to the level of the focus of attention. This difference in
performance between the two conditions is reflected exclusively in target item accuracy and
reaction time, not in that of new distractors. This was also expected as the cue does not aid or
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hinder rejection of new distractors which are stimuli that are not from the relevant list and have
never been presented before.
Within the cue condition, there were three different distractors that required resisting
interference in some form: the interference lure, the intrusion lure and the binding lure. The
interference lure was a shape from the current trial list, but not in the cued location. The intrusion
lure was a shape that was a previous target presented that was not presented in the cued location
for the current trial. The binding lure was a shape that was also a previous target but was
presented in the same location as the cue from the current trial. Participants were significantly
less accurate in rejecting the binding item than in rejecting new distractors and were significantly
slower in rejecting the binding and intrusion items than new distractors. There was no significant
difference in performance between the new distractors and the interference items. According to
the hypothesis, participants were expected to perform significantly worse on all three
interference items than new distractors. However, the present results reveal important
distinctions in the levels of interference caused by each item that were not explicitly expected.
The interference item caused the least interference and did not affect participants’ performance
likely because participants were able to use the cue efficiently and were not affected by the
familiarity signal from a shape that was “to be forgotten” from the relevant list. The intrusion
affected performance because participants experienced proactive interference from a previous
target. As the intrusion item was a previous target that was not presented in the cued position, it
is likely that this proactive interference was stronger than the contextual information provided by
the cue. Lastly, the binding item caused the most interference because participants were given a
previously relevant target in the currently relevant position. This lure challenged the strength of
the content-context binding that participants were required to make for the current trial.
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Hypothesis 2b predicted overall change in both conditions of this task and specific
improvement on target items across conditions and interference lures in the cue condition.
Performance changes of the training group were reflected exclusively in reaction time. Overall,
participants were significantly faster at post-test than pre-test in each condition of the task. Item
type distinctions in reaction time improvement were specific to the condition with a cue. As
expected, participants’ improvement was driven by the three interference item types and not by
new distractors or target items. Change in all three lures indicates overall improvement of the
binding and updating mechanisms. The cue itself adds contextual information to be bound to one
item from the relevant list. When this binding is strong, both irrelevant items from the current list
are rejected and previous targets in the same position are rejected. When this binding is flexible,
the focus of attention is updated efficiently and previous targets in an irrelevant position are also
rejected. The improvement of these mechanisms demonstrates process-specific near transfer and
indicates that the training affected binding and updating ability beyond the specific context of the
N-back task. Studies that use an N-back training paradigm rarely use transfer tasks that so
closely mirror the targeted mechanisms employed (Soveri et al., 2017).
Word categorization
Again, the baseline-control group and the training group showed no difference in
performance on this task as was expected in hypothesis 1a. Additionally, the training group
changed significantly in specific ways related to manipulations of the task. The purpose of
including this task in the pre- post-test battery was to determine if effects of training on WM
mechanisms can transfer to performance on a decision-making, conflict paradigm which required
resisting interference in a verbal context, specifically at the lexical level. The word
categorization task was considered far transfer not only because it was more verbal than the
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trained N-back, but also because it presented a contextual environment in the form of a lexical
category, rather than a position in time or space. The interference condition specifically required
participants to bind the presented item to the correct and currently relevant category and resist
interference from previously relevant items and categories that were likely still activated in long
term memory.
Hypothesis 1d outlined expectations of better overall performance on the baseline
condition than the interference condition of this task. Trial type differences in performance were
only expected for the interference conditions. Performance at pre-test were in line with these
expectations. All effects of the task on performance of participants at pre-test were reflected in
accuracy and not reaction time data. This is likely because participants were making
categorization decision on stimuli from their non-native language. The task inherently became
more difficult for these participants than adults who are highly proficient speakers of English
who typically display individual differences in performance on this task in reaction time (Marton
et al., 2016). Patterns of performance were, however, similar to previous findings. Participants
were significantly less accurate in the interference condition than the baseline condition.
Additionally, participants were significantly less accurate on interference distractors than targets
in the interference condition and performed similarly on target items across conditions. This
pattern is similar to what was seen in all tasks discussed thus far and is again, likely because the
new distractor does not trigger a familiarity signal. Participants were likely affected by
interference items because these were words that belonged to the previously relevant category
and were identified as targets in the previous block. While this task is not a measure of contentcontext binding as was trained in the N-back, it is a measure of resistance to proactive
interference which was a central manipulation of the N-back training. Additionally, previous
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research suggests that the presence of proactive interference lures itself is as a cue for top-down
recruitment of updating and binding mechanisms to avoid reliance on familiarity signals in
information processing (Szmalec et al., 2011). A difference in accuracy between distractors in
the baseline condition and proactive lures in the interference condition reflects the effect of a
lingering activated representation of a word that should have been removed from the WM system
when it was updated and the relevant category was refreshed. These findings also support
previous research suggesting
Hypothesis 2c outlined expectations for changes in performance of the training group in
the interference, but not in the baseline conditions. The training group’s changes in performance
for this task were not entirely aligned with this. As expected, overall change was significant in
the word categorization task and this change was significantly greater in the interference
condition than the baseline condition. However, when each condition was examined in isolation,
results showed significant improvement in both conditions. Within the baseline condition the
improvement was driven by target items, while in the interference condition the improvement
was driven by proactive lures. The item-specific change was displayed only in reaction time, but
overall change occurred in both accuracy and reaction time.
Improvement in the baseline condition was unexpected primarily because participants
were expected to perform well in the baseline condition right from the pre-test, but the language
status and low proficiency of participants may have affected these results. There are several
possible explanations for the overall change which was not limited to performance on
interference manipulations. First, this may have resulted from time spent in the English language
classroom over the four-week period between pre- and post-test where participants could have
been further exposed to some of the words used in the paradigm. Second, it could have resulted
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from a general improvement in testing skills as these participants were in a testing environment
three to four times a week for four weeks. Third, the overall improvement in the ability to
categorize English words may indicate a causal relationship between the trained WM efficiency
and second language word learning ability. However, further information and experimentation is
required to support these explanations. The key finding from this task was that participants
improved the most on quickly rejecting previously relevant target items indicating that the
interference control mechanisms trained in the N-back transferred to performance in a verbal
context as participants were better able to update the content of their WM.
Sentence processing
At pre-test the baseline-control group and the training group performed similarly on this
task. The purpose of measuring performance on a sentence processing task was to determine if
training binding and updating mechanisms to resist interference in WM affected performance of
adult ELLs on a more complex English language task that required resistance to interference. A
theoretical goal was to add evidence to support theories that the mechanisms underlying
resistance to interference in WM are the same as those underlying resistance to interference in
sentence processing. This task recruited underlying mechanisms of binding and updating in
particular as the verb in each sentence provided a contextual cue for the correct meaning or
meanings of the sentence-final ambiguous noun. Participants were required to bind the correct
meaning of the noun to the verb and update these bindings with each new sentence. The strength
of these bindings was tested in the neutral condition and in particular in the interfering condition
where participants were to use these bindings to reject interfering distractors that indicated the
irrelevant meaning of the noun.
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Hypothesis 1e expected participants to perform significantly better in the biased
condition than the neutral condition of this task as the biased allowed only one meaning of the
sentence-final ambiguous word. Within the biased condition, this hypothesis expected
participants to perform significantly better on new distractor and target items than interfering
items. Within the neutral condition, participants were expected to perform better on the new
distractor than the target items. Both groups showed effects of task manipulations in performance
on specific item types within each condition, but no overall differences were found in
performance between the neutral and biased conditions. This is primarily because there are
aspects of both conditions that negatively affect performance and are especially difficult for adult
ELLs. The neutral condition is made up of sentences in which the verb can reasonably be applied
to multiple meanings of the sentence-final ambiguous noun. Because of this there are likely a
large number of lexical associations activated in long term memory for participants while they
process the sentence and determine if the stimulus word is related or not. This explains why both
groups were significantly less accurate in accepting target words than rejecting new distractors in
the neutral condition.
The biased condition is made of up sentences in which the verb can only be applied
reasonably to a single meaning of the sentence-final ambiguous noun. In this case, the verb cues
one meaning of the word and decreases the options for lexical associations to the ambiguous
word. In this condition, the participant was presented with new distractor, target and interference
items. The interference items were related to the irrelevant meaning of the ambiguous word that
was not cued by the verb in the sentence. However, participants in both groups were significantly
less accurate on both target and interference lure items in the biased sentences. This is likely
another reflection of the language experience of ELLs in this study. It is possible that even

100

though the participants were trained on both meanings of all ambiguous words presented in the
study, they may not have formed the associations required to display the expected task effects.
According to hypothesis 2d, the training group was expected to improve on interfering
items, but not target or new distractor items in the biased condition and on target items, but not
new distractor items in the neutral condition. The training group did not show overall change in
accuracy or reaction time performance of any condition of this task. They did, however, show
significantly greater change in accuracy of the target items than the new distractors in the neutral
sentences and significantly greater change in accuracy of the target and interference items than
the new distractors in the biased sentences. However, change in reaction time was not
significant. This task was initially developed for typically developing adult, native speakers of
English and subsequently adjusted to be used with typically developing children and children
with language impairment who were native speakers of English. The task did come with a wordtraining phase which was designed to teach participants both meanings of the ambiguous words
if they did not already know them. This seems to have worked for the adult and child native
speakers, but it is likely that the word-training was not explicit enough for the ELL adult
participants in this study to appropriately process the ambiguity.
Improvement on this task indicates that efficiency of interference control mechanisms
affects sentence processing in the non-native language to some degree. Specifically, the finding
that target items in the neutral condition improved shows that participants were able to resolve
interference caused by a sentence with multiple plausible meanings and were able to update
activation levels of each meaning as needed in order to judge lexical associations of stimulus
words. The finding that target items were the most difficult for the training group and showed
more improvement than the interference items in the biased condition indicates that the overall
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improvement seen in the sentence processing task may not solely have resulted from the WM
training. It is very likely that some aspects of the improvement were attributed to the four weeks
of English language instruction that each participant had between pre- and post-test. Taskspecific improvement in this measure implicated both the WM training and exposure to English
language instruction as factors that contributed to changes in performance of the training group.
Reading comprehension
The finding that reading comprehension performance did not change as a result of the
training implemented in this study was expected as was outlined in hypothesis 2e. The purpose
of including a reading comprehension measure was to highlight the integrity of the training
paradigm designed with the goal of transferring improvement only to process-specific
components of related measures in different contexts. The reading comprehension measure did
not have any specific manipulations of updating, binding or interference control where the
effects of training could have manifested. In fact, the skill of reading comprehension requires
coordination of word-level, sentence-level and discourse-level abilities as well as WM and
access to relational information in long term memory (Oakhill et al., 2003). This is not to say that
WM updating and binding are not crucial to reading comprehension. The processes are often
highlighted to explain individual differences between poor-comprehenders and goodcomprehenders (Carretti et al., 2005). They are also important to successful reading
comprehension in a second language for children (Swanson et al., 2011) and adults (Fontanini &
Tormich, 2009). However, the present study acknowledged limitations of WM training to highlevel skills such as this one prospectively and instead used this measure to provide evidence
against the expectation of extensive transfer effects.
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4.2 Training progress
As predicted by hypothesis 3a, all participants completed the training up to and even
beyond the 2-back. Individual differences in training progress were present after the initial
levels, but all participants completed the training at least up to the 5-back level. This kind of
progress has been seen in previous N-back training studies (Hussey et al., 2017) and indicated
that participants successfully abandoned verbal rehearsal and relied on pattern-based operations
of WM processing. Not all participants in the training group were homogenous in their progress.
Three participants progressed slowly through the training and reached the 6-back while three
participants progressed slowly at first, but eventually completed the entire training up to the 13back. While there were not enough participants to statistically distinguish levels of progress, the
theoretical framework used for this study allows for some speculation. Because the participants
who could not move beyond the 6-back moved slowly through the N-back levels, it is possible
that they were not able to abandon verbal rehearsal and did not release conscious control of their
WM. On the other hand, the participants who reached beyond this level seem to have struggled at
first to let go of the rehearsal strategy, but once they did, they were able to complete progressive
levels with success. There may be some pre-existing individual characteristics that distinguish
those who abandon verbal rehearsal and those who struggle to; however, these specifications are
beyond the scope of the present study.
Three predictors of training progress were outlined in hypotheses 3b-3d: motivation as
measured by Need for Cognition, nonverbal IQ and speed of processing. Only two of these
constructs could be analyzed as there was a lack of variability in self-reports of motivation in the
training group. As results of training studies can be significantly impacted by individual
differences in motivation (Appelgren & Bengtsson, 2015), this homogeneity was generally a
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positive outcome for the purpose of the present study particularly because this seemed to be a
highly motivated group of participants. An alternative explanation is that the Need for Cognition
Questionnaire was not sensitive enough to detect nuanced differences in motivation (Appendix
A). The two variables that were analyzed to determine how they related to training progress were
vigilance and nonverbal IQ. The results partially aligned with the outlined hypotheses and
indicated that vigilance or speed of processing was not at all related to individual progress
through the training paradigm, but nonverbal IQ was moderately related. However, the moderate
correlation was not significant. Without more participants and a wider spread of IQ and speed of
processing ability among them, it is not possible at this point to draw definitive conclusions
about how these characteristics predict training progress. Several studies have outlined that there
are individual differences in “trainability” as displayed by participant progress (Jaeggie et al.,
2014), but it is not clear what specifically contributes to successful training and what does not.

4.3 How experimental design can affect the scope of cognitive training
The ultimate goal of a cognitive training study is to find transfer of performance
improvements to measures that were not explicitly targeted in the training paradigm. This result,
however, is elusive in the training literature. There are many studies that do not find transfer
effects (Melby-Lervåg et al., 2016) and there are many that find robust transfer effects (Blacker
et al., 2017). One central issue surrounding this discrepancy is the variability in methodological
approaches in designing both the training task and the transfer battery to test its effect (Shipstead,
Redick, Engle, 2012).
The crucial relationship between the overlap in training tasks and transfer tasks has
become an important concern in methodological evaluation of cognitive training research. The
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lack of this overlap in the literature seems to breakdown at both the training task level and the
transfer measure level.
Cognitive trainings selected to encourage plasticity in the human brain are numerous and
the majority are driven primarily by the motivation to see vast transfer to many complex
constructs. These studies target an array of cognitive processes through a battery of training tasks
(Pearson, 2016). Recent evidence from an analysis of studies with the latter approach showed not
only that transfer effects to mathematics skills, language skills and fluid intelligence did not
exist, but also that these null results were replicated consistently in the literature. The author’s
conclusion after presenting a highly controlled meta-analysis with robust findings was that multifaceted cognitive trainings cannot change individual WM capacity and general cognitive
performance (Aksayli, Sala, Gobet, 2019). On the other hand, several studies designed to
improve the efficiency of very specific executive processes such as updating (Ang et al., 2015),
interference control (Zhao & Jia, 2019), attentional control (Bherer et al. 2005) have seen
transfer effects. These results and the present study support existing evidence for the first step
toward methodological progress in training research: designing training paradigms that target
specific mechanisms that have theoretical support from frameworks outside the training field.
The training task, however, is only half of the solution. In a meta-analysis that
exclusively reviewed WM training studies that used N-back training paradigms, Pergher et al.
(2019) reported that even within studies that use process-specific training design, transfer task
effects vary greatly. For example, several studies from the group used simple and complex span
tasks such as the Corsi block, digit span, operation span, etc. to measure effects of training WM
updating. The N-back and span tasks stem from two very different understandings of what WM
is and how it functions. Crucially, performance on N-back tasks does not correlate with
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performance on complex span tasks because each measures drastically different WM abilities
(Redick & Lindsey, 2013). Further, of the 57 studies that were assessed, 48 tested transfer effects
of N-back training on fluid intelligence as measured by a vast number of matrix reasoning,
deduction, spatial visualization, etc. tests. Intelligence tests require the coordination of
mechanisms of cognitive control, attention, WM and reasoning, so the expectation that an Nback training will improve fluid intelligence in general lacks theoretical direction. Tasks that
strategically manipulate conditions and contexts in measures that progress on a spectrum from
near to far transfer can display the detailed scope of transfer effects- how far they reach and how
far they do not. This kind of design can be seen often in training studies with clinical
populations. Researchers with a specific goal of improvements in attentional processes in adults
with attention deficit/hyperactivity disorder (ADHD) designed a divided attention probability
gambling task to measure far transfer of training and found specific behavioral and event related
potential changes that indicated successful improvement of attentional control as a result of the
training (Jaquerod et al., 2019). It may be useful to adopt this task-specific methodology in
training research with typical population as well in order to consistently define what in cognition
can be trained and how exactly it can be transferred.
In sum, the present study adds an important consideration to methodological concerns in
cognitive training studies: the tasks used for training and transfer that have significant overlap
and are selected based on a specific research question and the mechanisms of interest to be
targeted may best display training effects. Additionally, more training studies designed in this
way can implicate causation among specific aspects of variables that are difficult to connect due
to vast individual differences.
4.4 Interference framework of WM: highlighting individual differences
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The results of this study add to the vast number of studies that support the interference
framework as a reliable account of individual differences in WM performance and performance
on measures associated with WM ability (Cowan et al., 2005). The other theories of WM
described earlier prescribe to a more rigid structural and functional view of this memory system
which prevents them from explaining why some individuals perform differently on different
measures of WM and what specific aspects of WM make it important to other skills.
Performance differences among conditions and item types in the N-back, cue-based retrieval,
word categorization and sentence processing tasks used in this study would be very difficult to
explain using either the decay or capacity frameworks of WM. These tasks introduced conflict in
the form of interference from activated long term memory, as in the sentence processing task,
from representations held in the region of direct access, as in the word categorization and cuebased retrieval task, and from the rapid addition and removal of stimuli in the focus of attention,
as in the N-back. The resulting performance patterns align directly with the expected cost of
recruiting binding and updating mechanisms to successfully complete task goals. Limited WM
capacity, for example, can explain more difficulty in performing the 6-back than the 3-back as
there are simply more items to remember in the former, but this framework cannot explain more
difficulty in rejecting interference lures than new distractors as these are a manipulation of the
type of information in WM rather than the amount of it.
Interference theory does not explicitly distinguish domain general and domain specific
WM as some interpretations of both resource and decay theories do. However, domain plays an
important part in both the results of this study and the understanding of underlying mechanisms
of WM according to the interference theory. As described in the earlier review of the interference
literature, underlying mechanisms of interference control such as binding, updating, and cue-
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based retrieval have been applied to processing in both nonverbal and verbal paradigms that
involve the WM system. These shared support processes are highlighted as the domain-general
components of WM processes that are implicated regardless of the form of stimuli. If the
changes in performance across the battery of tasks in this study are assumed to result from the
WM training conducted, then this study provides preliminary results in support of domaingeneral WM processes that support resistance to interference in WM across all tasks that employ
this system. The process-specific training as well as the gradient of transfer tasks that ranged
from nonverbal to verbal displayed that domain-general aspects of WM can be trained and
transferred across domains, but to different degrees. For the most part, as tasks in the battery
became more verbal and complex, the (assumed) effect of the training began to narrow in that it
only manifested in interference-specific manipulations. There are many explanations for this, but
in the context of domain general and domain specific processing, it is possible that highly verbal
tasks do recruit domain general mechanisms such as binding and updating, but to a lesser degree
than nonverbal tasks. The training used in this study seems to have captured some domain
general WM processes, and the resulting transfer effects may indicate that these processes do not
contribute uniformly to tasks across nonverbal and verbal domains.
Further, resource and decay theories limit measuring these domain general components to
different types of span tasks, while the interference theory allows the development of innovative
tasks that challenge particular mechanisms of the system depending on the aim of the study. This
flexibility can be integral to drawing specific parallels between linguistic and cognitive
processes.
A critical concern for research in the field of bilingualism and second language learning
is the individual differences in language experience and cognitive ability across the lifespan that
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prevent researchers from drawing broad conclusions about how language and cognition are
related (Hilchey & Klein, 2011). The resulting evidence for the relationship between aspects of
cognition and bilingual language experience is inconsistent (Paap & Greenberg, 2013).
Continued support of the relationship between these constructs suggests use of more sensitive
measures of particular aspects of cognition (Marton, 2015) and resulting studies using innovative
tasks designed under interference framework are able to overcome these issues (Marton et al.,
2016). Even the participants in the present study who were largely from a similar language
background had great variation in performance on most of the cognitive and linguistic measures
used. However, because every task was designed under the theoretical framework of interference
control in WM memory, individual differences did not mask the evidence provided by
comparing patterns of performance among item types and conditions.

4.5 Limitations
There are several limitations of the present study that should be considered. The first and
likely the most important is the lack of comparable control groups. The Solomon four-group
design suggests the use of the following groups in a treatment study: 1) pre-test, treatment, posttest 2) pre-test, no treatment, post-test 3) treatment, post-test 4) no treatment, post-test (Solomon,
1949). The present study only contains the first of the four groups as defined, but if the baselinecontrol group is considered to be similar to the no treatment, post-test group, it still only contains
two of the four groups. The study is crucially missing a comparison group that displays the
effects of test and re-test on performance in the battery of tasks. As mentioned previously, the
present study did initially recruit a pre-test, no treatment, post-test group, but because this group
was asked not to come to the laboratory for the four-week training period, thirteen of fifteen
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participants did not return for the post-test period. In hindsight, not having some kind of
comparison “treatment” for this control group posed two problems: first, it became difficult to
motivate participants to return for post-test sessions and second, research in the field of cognitive
training has highlighted that a control group with “no-contact” to the training facility and no
participation during the training period is not a valid comparison to the experimental group who
is being challenged in some way for many sessions (Morrison & Chein, 2011). Considering this
design limitation, all changes in performance of the training group from pre to post-test cannot
definitively be linked to the training without further investigation. Participation in the pre-test
can cause familiarity with task stimuli and comfort in testing conditions that alone can create a
placebo effect (Melby-Lervåg et al., 2016). There are cognitive training studies that have not
shown significant changes in performance from pre- to pos-test in transfer tasks that were seen in
this case (e.g. Thomson et al., 2013). However, without appropriate implementation of control
design, this placebo effect cannot be ruled out as a potential cause of improvements in
performance on the testing battery.
The language measures used in this task can also be considered limitations of the study.
The sentence processing task may have expected English proficiency from the ELL participants
that was beyond their level at the time of the study. Because of this, the manipulations of
interference in the task were not explicitly detected. On the other hand, the reading
comprehension task may have been too easy for the same participants who were likely practicing
reading passages and answering comprehension questions multiple times a week in preparation
for English language assessments. In the same way, the task was not able to detect expected
results likely due to ceiling effects.
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Another considerable drawback of the present study was the need to aggregate accuracy
and reaction time data points by item type in pre and post-test results of the training group. Some
studies have simply used the testing session variable as a predictor for accuracy and reaction
time and determine if post-test performance is significantly different from pre-test performance.
However, putting this variable in mixed effects models ignores the important fact that the same
participants completed both sessions of interest. For this reason, it was important to use change,
not accuracy and reaction time themselves as the dependent variable. However, the present study
did not have a mechanism for matching pre and post-test results to calculate trial by trial change
in the testing battery and therefore aggregated by item types. Collapsing the data in this way
significantly reduced the number of observations for statistical analysis. While modeling was
still possible, results would have been much stronger if trial by trial observations were preserved.
Along the same lines, the sample size of this study in general was quite small. A larger
training group would have allowed better prediction of what individual differences in participant
characteristic predicted training progress. However, the significant pre-, post-test changes in
performance in spite of the lower power in this study may signify a potentially robust effect of
the training. These results support the coordination of a larger study with a similar task design.
Lastly, this study was completed over a period of six weeks, but the participants in both groups
were not brought back to test for maintenance of results after a longer waiting period. It is not
possible to make broad conclusions about the long-term implications of WM training on adult
ELLs. Without this level of external validity, the present study should primarily be considered a
steppingstone for further research.
4.6 Future Research
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The most apparent next step in research considering the limitations of this study would be
to design a similar training paradigm with three groups: a training group, a post-test only control
group, and a contact control group. Ideally, the contact control group would come in for the same
amount of sessions as the training group but complete a training that did not target the intended
mechanisms or the language-related transfer effects. For example, one study asked control
participants to play smartphone games such as Angry birds (Waris, Soveri & Laine, 2015).
However, this future direction would require consideration of what control activities may
unintentionally train.
Adult language learning and cognitive training are both fields with many unexplored
questions. The transfer of training skills to language tasks observed in the present study suggests
value in integrating the two fields for future research.
One avenue could be to recruit participants on a continuous scale of second language
proficiency and determine how a nonverbal cognitive training impacts a similar battery of tests
with a few more language-based measures. Such a study would provide more information about
the stage of second language acquisition in which cognitive training is most useful as well as the
non-native language skills that can be affected.
Another future study may look more specifically at progress through each level of the
adaptive N-back training and gather information about how overt and subconscious strategies
change as participants learn patterns at high load conditions. A crucial addition to this goal
would be reliable and valid measures of motivation and effort. The Need for Cognition
questionnaire was selected for this study because it has been used in several studies to quantify
these constructs (e.g., Inzlicht, Shenhav, Olivola, 2018), but a Likert scale with six total selection
options and ten total questions did not turn out to be adequate. In the future, a physiological
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measure such as skin conductance (Figner & Murphy, 2011) or pupil dilation (van der Wel &
van Steenbergen, 2018) might be considered.

4.7 Implications
Much of the research exploring the relationship between bilingualism and cognition is
interested in finding a bilingual advantage in cognitive abilities resulting from lifelong
experience with use of more than one language (Valian, 2015). There are many methodological
and theoretical challenges to providing an answer to this question, but there is evidence that
bilingualism is one life experience that challenges certain cognitive functions across the lifespan
(Bialystok, 2009). Along the same lines, there is also evidence that individual differences in
cognitive abilities such as WM performance and interference control predict aspects of
successful second language acquisition (Skehan, 1991). In lieu of this bidirectional relationship
between cognition and bilingualism, it is appropriate to consider whether the experience of
becoming bilingual can be supported by increased cognitive activity. The present study provided
preliminary evidence that in certain circumstances, non-native language processing may be
supported by non-linguistic cognitive improvements.
The results described here cannot in isolation support the use of WM training to facilitate
second language learning. With more research exploring whether and to what extent this causal
relationship exists, the practical implications in the adult second language learner population
may be considered. When incorporating cognitive skills with evidence-based practice in adult
bilingual education, at first, it may not be an effective use of time to encourage adult second
language learners to do nonverbal cognitive training in addition to the time they spend in the
classroom. However, practice using “games” in the target language such as the word
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categorization task used in this study and sentence processing tasks with lexical and syntactic
ambiguity (Sekerina, Campanelli, Van Dyke, 2016) may encourage the development of high
proficiency in the second language by taxing both second language processing skills and
underlying cognitive components. Specifically, the importance of interference control to second
language acquisition (Abutalebi, 2008) and use can be leveraged in classroom games that recruit
both cognitive and linguistic processes simultaneously.
Gamifying second language acquisition is not a novel idea. In fact, computerized
language learning has become a commercial industry with products such as Duolingo, Busuu and
Babbel. Unfortunately, there is not much evidence free of conflicts of interest regarding the
efficacy of these forms of language learning. However, the field of second language acquisition
has opened to the idea of integrating the use of technology with traditional teaching
methodologies (Figueroa, 2015). Results of the present study support a coordinated classroom
and game-based approach to second language learning in adults primarily because games are the
most obvious way to overlap skills in language processing with WM updating, interference
control and attention. Additionally, motivation is one of the most robust predictors of second
language acquisition at multiple stages (Gardner, 2007) and games with their mechanisms of
reward, competition and feedback may provide an additional push of motivation for adults to
progress through certain learning stages and remain engaged in the language classroom.

4.8 Summary and Conclusion
The present study examined cognitive and linguistic improvements in performance of
adult ELLs resulting from completion of an adaptive WM updating and binding training.
Overall, participants’ performance improved in manipulations of the testing battery that were
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specifically designed to measure efficiency of the trained processes. Near transfer of training
effects was exhibited in patterns of performance on a nonverbal measure of cue-based retrieval
with interference conditions and far transfer of training effects was exhibited in patterns of
performance on an English word categorization task with interference conditions and an English
lexically ambiguous sentence processing task. These findings support the interference model of
WM as a good framework to capture individual differences in WM ability. They also highlight
the value of measuring the efficacy of a process-specific cognitive training with theoretically
driven tasks that have manipulations of targeted mechanisms. Lastly, this study provides strong
evidence for the relationship between interference control and second language processing in
adult ELLs. Overall, the present study encourages collaboration of concepts across fields of
research to answer difficult questions about the nature of the relationship between cognition and
language. Further research in this direction may even support the use of similar cognitive
manipulations in language games in second language learning classrooms.

115

116

Appendices
Appendix A: Participant Characteristic Plots
Figure A1. Density plot of nonverbal IQ scaled scores for all participants.

Figure A2. Density plot of vigilance as represented by zero-back reaction time. Note: Reaction
times for new distractors and target items are displayed separately.
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Figure A3. Density plot of English age of acquisition as reported by participants in the language
experience questionnaire.

Figure A4. Density plot of English exposure as reported by participants in the language
experience questionnaire. Note: participants reported percent exposure to each language that they
speak. The numbers were expected to add up to 100%.
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Figure A5. Density plot of percent accuracy on the Dialang English vocabulary test.

Figure A6. Training level progress at each session for training group participants
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