We study complex interpolation of weighted Besov and Lizorkin-Triebel spaces. The used weights w 0 , w 1 are local Muckenhoupt weights in the sense of Rychkov. As a first step we calculate the Calderón products of associated sequence spaces. Finally, as a corollary of these investigations, we obtain results on complex interpolation of radial subspaces of Besov and Lizorkin-Triebel spaces on R d .
Introduction
Nowadays interpolation theory has been established as an important tool in various branches of mathematics, in particular in analysis of PDE's. Within the known interpolation methods the complex interpolation method of Calderón, denoted by [ · , · ] Θ , is of particular importance and probably the most often used one.
Let L p (R d , w) denote the weighted Lebesgue space with weight w. Here in this paper we study generalizations of the following formula
see, e.g., [ [3] and Wojciechowska [4] . But both authors only deal with the case w = w 0 = w 1 .
Bownik considers weights related to doubling measures and Wojciechowska is dealing
with local Muckenhoupt weights (as we shall do in most of the cases). Whereas in (1) it will be enough that w 0 and w 1 are positive, in the generalizations, we have in mind, it is not clear what is the correct class of weights. It seems that necessary conditions concerning the weights are not known in this context. 
we shall apply a method which has been used by Bownik [3] and Wojciechowska [4] as well. First we shall calculate the Calderón products of associated sequence spaces.
Afterwards we shall use the known coincidence of Calderón products and the complex method of interpolation (under certain extra conditions) to shift the results to the complex interpolation of these sequence spaces. Finally, these results are lifted by wavelet isomorphisms to the level of function spaces. This method has been developed by Calderón [5] , Frazier, Jawerth [6] , Mendez, Mitrea [7] and Kalton, Maybororda, Mitrea [8] . The latter two references are connected with the extension of the complex method to certain quasi-Banach spaces. Also in our paper we shall work with quasiBanach spaces. In fact, we will allow the maximal range of the parameters in (3) with the exception of F s ∞,q (R d , w). Of course, it would be interesting to incorporate these spaces as well but this requires additional effort.
The paper is organized as follows. In Section 2 we recall the basic notions for the complex method and also describe the state of the art in the unweighted case. The next section is devoted to the calculation of the Calderón products of some weighted sequence spaces. For w 0 , w 1 ∈ A ℓoc ∞ we define w(x) := w 0 (x)
(1−Θ)p p 0
Then we will establish the formulas
as well as
under rather general conditions on the parameters. This will be the most complicated part. In Section 4 we deal with complex interpolation of weighted Besov and LizorkinTriebel spaces. On the one side we simply shift here the results, obtained for Calderón products, to complex interpolation formulas, on the other side we apply the result of Shestakov [9] to calculate (3) also in some of those situations where both spaces are not separable. Finally, in Section 5 we apply the results obtained before to derive some complex interpolation formulas for radial subspaces of Besov and Lizorkin-Triebel spaces. This was actually the original motivation for our work.
Definitions and some properties of the classes of weights and classes of function spaces under consideration here are collected in the Appendix at the end of this paper.
Notation
As usual, N denotes the natural numbers, N 0 := N ∪ {0}, Z denotes the integers and R the real numbers. For the complex numbers we use the symbol C, for the Euclidean If X and Y are two quasi-Banach spaces, then the symbol X ֒→ Y indicates that the embedding is continuous. As usual, the symbol c denotes positive constants which depend only on the fixed parameters s, p, q and probably on auxiliary functions, unless otherwise stated; its value may vary from line to line. Sometimes we will use the symbols " < ∼ " and " > ∼ " instead of "≤" and "≥", respectively. The meaning of A < ∼ B is given by: there exists a constant c > 0 such that A ≤ c B. Similarly > ∼ is defined. The symbol A ≍ B will be used as an abbreviation of A < ∼ B < ∼ A. 
The complex method of interpolation
The complex method in case of interpolation couples of Banach spaces is a well-studied subject, see the quoted monographs above. Here we are interested in the complex method in case of interpolation couples of certain quasi-Banach spaces. For that reason we give some details. We follow [8] , see also [7] and [12] .
Definition 1 A quasi-Banach space (X, · |X ) is called analytically convex if there
is a constant c such that for every polynomial P : C → X we have
In the framework of analytically convex quasi-Banach spaces the Maximum Modulus Principle holds. Let S 0 := {z ∈ C : 0 < ℜe z < 1} and S := {z ∈ C : 0 ≤ ℜe z ≤ 1} .
Proposition 2 For a quasi-Banach space (X, · |X ) the following conditions are equivalent:
(i) X is analytically convex.
(ii) There exists a constant c such that
for any function f : S → X, analytic on S 0 and continuous and bounded on S.
We refer to [8, Theorem 7.4] . Based on this property the following definition makes sense. We endow A with the quasi-norm
f ∈ A} and
Remark 1 Any Banach space is analytically convex. Hence, if (X 0 , X 1 ) is an interpolation couple of Banach spaces, this reduces to the standard definition of
Proof. If X is an analytically convex quasi-Banach space and Y is a closed subspace of X then Y is analytically convex, see Proposition 7.5 in [8] . By means of Proposition 37 it will be enough to prove analytic convexity for the sequence spaces f for any finite family {f j } 1≤j≤m of functions from X.
There are simple criteria for a quasi-Banach lattice of functions to be analytically convex, see [8, Theorem 7.8] : X is analytically convex if, and only if, X is lattice r-convex for some r > 0.
It remains to show that the sequence spaces a s p,q (R d , w), a ∈ {b, f }, are lattice
The state of the art
For convenience of the reader we recall what is known in the unweighted situation.
Comments to the weighted case will be given within the text.
Proposition 5 Let 0 < p 0 , p 1 ≤ ∞, 0 < q 0 , q 1 ≤ ∞, s 0 , s 1 ∈ R, and 0 < Θ < 1.
(ii) Let max(p 0 , p 1 ) < ∞ and min(q 0 , q 1 ) < ∞. Then we have
Remark 3 (i) Proposition 5 in this generality can be found in Frazier and Jawerth With the extra condition s 0 = s 1 one can find (5) also in Mendez, Mitrea [7] . However, (ii) Let us mention, that formula (6) remains true in case if either max(p 0 , q 0 ) < ∞ or max(p 1 , q 1 ) < ∞, see [6] and [8] . However, in our paper we shall not deal with the spaces F s ∞,q (R d ) and its weighted counterparts.
(iii) The counterpart of (6) for anisotropic Lizorkin-Triebel spaces (more exactly, the generalization to) has been proved by Bownik [3] .
(iv) It is of certain interest to notice that in some cases complex interpolation of pairs of Besov spaces does not result in a Besov space. More exactly, if 1 < p < ∞, 
where 1 ≤ p 0 , p 1 , q 0 , q 1 ≤ ∞, s 0 = s 1 and s, p, q as in (4 [14, 2.4 ] also had invented a certain modification of the complex method and has been able to prove the counterparts of (5), (6) for this modified complex method. However, it is not known whether this modified method has the interpolation property. Frazier, Jawerth [6] and Bownik [3] also studied the ±-method of Gustaffson and Peetre, denoted by X 0 , X 1 , θ , and the method X 0 , X 1 θ , due to Gagliardo. Then Proposition 5(ii) remains true also for these methods. by employing a totally different method.
Definition and basic properties of the Calderón product
Let (X, S, µ) be a σ−finite measure space and let M be the class of all complex-valued, µ−measurable functions on X. Then a quasi-Banach space X ⊂ M is called a quasiBanach lattice of functions if for every f ∈ X and g ∈ M with |g(x)| ≤ |f (x)| for µ−a.e. x ∈ X one has g ∈ X and g|X ≤ f |X . We collect a few useful properties for later use, see [18] .
Lemma 7 Let (X, S, µ) be a σ−finite measure space and let M be the class of all
there exist a positive real number λ and elements g ∈ X 0 and h ∈ X 1 satisfying
We put
follows with equality of quasi-norms.
Here is one well-known example of a Calderón product which can be easily calcu-
be measurable and positive a.e.. The weighted Lebesgue
i.e., we always take w ≡ 1.
measurable and positive a.e.. We define
Then
with coincidence of the quasi-norms.
We employ this inequality together with Hölder's inequality and obtain
This proves the claim.
Step 2. Let min(p 0 , p 1 ) < max(p 0 , p 1 ) = ∞. We shall concentrate on the case Step 3.
Remark 5 In case 1 ≤ p 0 , p 1 ≤ ∞ this result can be found in [15, Exercise 4.3.8] .
For the unweighted case we also refer to [10, formula 1.6.1 on page 2. There are nice connections between complex interpolation spaces and the corresponding Calderón product, see the original paper of Calderón [5] or Theorem 7.9 in [8] .
Proposition 9 Let (X, S, µ) be a complete separable metric space, let µ be a σ−finite
Borel measure on X, and let X 0 , X 1 be a pair of quasi-Banach lattices of functions on (X, µ). Then, if both X 0 and X 1 are analytically convex and separable, it follows that X 0 + X 1 is analytically convex and
Lemma 8 and Proposition 9 immediately imply the following extension of (1).
measurable and positive a.e.. Let p and w be defined as in (9) . Then
in the sense of equivalence of quasi-norms.
Remark 6 Also in Gustavsson [19] and Nilsson [17] interpolation of
and
is discussed for the full range of p 0 and p 1 . They considered
, where · , · denotes an interpolation method introduced by Gagliardo and coincides with the Calderón product under certain conditions, see [17] .
Calderón products of
In case of weighted Besov or Lizorkin-Triebel spaces there exist wavelet isomorphisms which relate these spaces to weighted sequence spaces, see the Appendix for more details. We first study Calderón products of these sequence spaces.
Here we are going to use the following abbreviations. By
we denote the dyadic cubes in R d (with volume ≤ 1). The symbol X j,k is used for the characteristic function of the cube Q j,k .
Definition 11 Let 0 < q ≤ ∞, s ∈ R and let w :
Obviously the spaces f s p,q (R d , w) are quasi-Banach lattices. For us only those weights w will be of interest which are locally integrable and satisfy
Remark 7 (i) In case w(x) = 1 for all x ∈ R d we are back in the unweighted situation.
The associated sequence spaces are denoted simply by f
(ii) Let w satisfy (12) . Letf 
(iii) Let w satisfy (12) . It is easily checked that f 
Let w 0 , w 1 ∈ A ℓoc ∞ and define w by the formula
holds in the sense of equivalent quasi-norms.
Proof. By Lemma 35 the weight w belongs to A ℓoc ∞ , i.e., our sequence spaces f
are well-defined. Muckenhoupt weights and therefore also local Muckenhoupt weights
can not vanish on a set of positive measure. Hence, (12) holds for w 0 , w 1 and w.
Step 1. We shall prove
We suppose that sequences λ :
, are given and that
holds for all j ∈ N 0 and all k ∈ Z d . We have to show that there exists a constant c s.t.
holds for all such λ, λ 0 , λ 1 . But this follows directly by Hölder's inequality (with c = 1).
Step 2. Now we turn to the proof of
We assume in addition max
We have to find sequences λ 0 and λ 1 such that |λ j,k | ≤ |λ
with some constant c independent of λ. We follow ideas of the proof of Theorem 8.2
in Frazier and Jawerth [6] , see also Bownik [3] . Since w 0 , w 1 are local Muckenhoupt weights, they are positive and finite a.e., hence, also w is positive and finite a.e.. Let
The
is a set of measure zero. We put
The sets C ℓ are pairwise disjoint, i.e.,
Substep 2.1. We claim that λ j,k = 0 holds for all tuples (j, k) ∈ ℓ C ℓ . Let us consider one such tuple (j 0 , k 0 ) and let us choose l 0 ∈ Z arbitrarily. As (j 0 , k 0 ) ∈ C ℓ 0 , then either
Let us assume for the moment that the second condition is satisfied. By induction on ℓ it follows
Let D := ℓ Q j 0 ,k 0 ∩ A ℓ . The family {Q j 0 ,k 0 ∩ A ℓ } ℓ is a decreasing family of sets, i.e.,
Therefore, in view of (18) , the measure of the set D is larger than or equal to
. We obtain
The norm λ |f
. In consequence the integral over D is a finite positive number. We recall that the function we integrate is positive a.e. and |D| ≥
. Letting ℓ tend to infinity we get a contradiction. Hence, we have to turn in (17) to the situation where the first condition is satisfied. We claim
Again this follows by induction on ℓ using (j 0 , k 0 ) ∈ ℓ C ℓ . Obviously this yields
Let now E :
Therefore, in view of (19) , the measure of the set E is larger than or equal to
By selecting a point x ∈ E we conclude that
for any ℓ ≤ ℓ 0 . Now, for ℓ tending to −∞ the claim, namely λ j 0 ,k 0 = 0, follows.
where
We observe, that
which holds now for all pairs (j, k). To prove (16), it will be sufficient to establish the following two inequalities
Substep 2.3. First we deal with (20) under the condition γ ≥ 0. Our restrictions on p 0 , p 1 and q 0 , q 1 are symmetric. It follows from (13) that
As γ ≥ 0, we get also p/p 0 ≥ q/q 0 and δ ≤ 0. By employing the sets C ℓ we derive
and P and Q = q 0 P p 0 are chosen such that w 0 ∈ A P , 1 < P < ∞, 1 < Q ≤ ∞. Next we apply the weighted vector-valued maximal inequality (41) for the local HardyLittlewood maximal function from the Appendix together with the estimate
, γ ≥ 0 and
we may further proceed
Introducing the abbreviation D L := m≤L C m and using that γ ≥ 0, we obtain
We employ the definition of A L and find
Substep 2.4. Now we prove (21) . We only make some comments concerning necessary modifications in comparison with Substep 2.3. We first point out, that the identity
raised to the appropriate power gives
This means, that the definition of the sets A ℓ and C ℓ does not change, if we replace (w 0 , p 0 , q 0 ) by (w 1 , p 1 , q 1 ). As δ ≤ 0 in this case, we are forced to replace the sets
and hence
This, together with v + s 1 = sq/q 1 and the maximal inequality (41), leads to
.
C m and making use of δ ≤ 0 we obtain
As above we put
see (22) . Inserting this in the previous inequality we get
This proves (21).
Step 3. Let max(q 0 , q 1 ) = ∞.
Substep 3.1. First we consider 0 < q 1 < q 0 = ∞. We shall discuss the needed modifications only. As in Step 2, if (j, k) ∈ ℓ∈Z C ℓ , then we define λ
This implies (λ
0 j,k ) 1−Θ · (λ 1 j,k ) Θ = |λ j,k |. Again
we are going to establish the inequalities (20) and (21). Since there is nothing changed with respect to (21) we deal with (20).
Obviously γ > 0. Formally it looks like that we lost the influence of λ. However, this is not true. By employing the same arguments as in Substep 2.3 and u + s 0 = 0 we obtain λ 0 |f
Next we use the definition of the set A L . In case x ∈ X A L \A L+1 we conclude
We insert this into the previous inequality and find
as we wanted to prove.
Substep 3.2.
Observe that the case 0 < q 0 < q 1 = ∞ follows by symmetry.
Substep 3.3. It remains to study the case
Again this implies (λ
Without loss of generality we may assume that p 0 ≤ p ≤ p 1 , i.e., γ ≥ 0. Now, using u + s 0 = s, we may proceed as in Substep 3.1 and obtain
Employing the definition of the set A L we conclude
as we wanted to prove. The estimate of λ 1 |f
follows by similar arguments.
Remark 8 (i) The identity
i.e., formula (15) with w 0 = w 1 ≡ 1, has been proved in Frazier and Jawerth [6] . Our proof, given here, is just an adaptation to the weighted situation. However, let us mention, that we had some advantage from Bownik's proof in [3] , in particular in case max(q 0 , q 1 ) = ∞. In fact, Bownik had considered the situation
where µ is a doubling measure. In Substep 2.1 we also used some ideas from Yang, Yuan and Zhuo [18] . These three authors dealt with extensions to sequence spaces related to Lizorkin-Triebel spaces built on Morrey spaces. Further we would like to mention that Wojciechowska [4] recently proved
where w ∈ A (ii) Frazier, Jawerth [6] and Bownik [3] have also treated extensions of Theorem 12 to
At the end of this subsection we would like to discuss the class of admissible weights.
We had concentrated on the class A ℓoc ∞ in Theorem 12. We do not believe that this is the end of the story and expect that Theorem 12 holds also for more general weights.
Let us assume for the moment that Proposition 37 extends to some weights w 0 , w 1 (not necessarily belonging to A ℓoc ∞ ). In addition we need the identification of
, which is known to be true only for the class A ℓoc ∞ , see Rychkov [22] . These two properties are also needed for the associated weight w. Then Lemma 8 implies that
and therefore 
Calderón products of b
Remark 9 (i) In case w(x) = 1 for all x ∈ R d we are back in the unweighted situation.
The associated sequence spaces are denoted simply by b
(ii) Let w satisfy (12). Letb 
(iii) Let w satisfy (12) . It is easily checked that b Before we are turning to a description of the associated Calderón products we would like to introduce a second type of sequence spaces. Observe
Now we shall replace Q j,k w(x) dx by the positive real number y j,k , i.e., instead of a weight function we are using a sequence of positive real numbers.
Definition 14 Let 0 < p, q ≤ ∞, s ∈ R and let y := (y j,k ) j,k be a sequence of positive real numbers. We put
Remark
As a consequence of the formula
due to Kalton, Mayboroda, Mitrea [8, Proposition 9.3], we derive the following.
Let p, q and s be as in (13) . Let
be sequences of positive real numbers. We put
Proof. Of course, y := (y j,k ) j,k is a sequence of positive real numbers.
Step 1. A preparation. Let ̺ := (̺ j,k ) j,k be a sequence of positive real numbers. We introduce the associated family of mappings
where 0 < p ≤ ∞ is fixed. Obviously, T ̺,p is an isomorphism considered as a mapping
for all s and all q.
Step 2. Again the embedding
follows by repeated use of Hölder's inequality.
Step 3. We deal with
Let the sequence λ ∈ b s p,q (R d , s − y) be given. We have to find sequences λ 0 and λ
with some constant c independent of λ. Now we are going to use the unweighted case
with some constant c independent of γ. We define
The sequences λ 0 , λ 1 obviously meet the above requirements.
For nonnegative and locally integrable functions w 0 , w 1 , satisfying (12), we define
follows by using the natural interpretation, see (27) . However, without extra conditions on the functions w 0 and w 1 we can not interpret b
where the function w is defined as in (14) . A sufficient condition consists in
for all j and all k. This gives rise to the following definition. 
holds for all j ∈ N 0 and all k ∈ Z d .
Lemma 17 Suppose w 0 , w 1 ∈ A ℓoc ∞ . Then the pair (w 0 , w 1 ) belongs to all classes W(Θ, p 0 , p 1 ).
Proof. The inequality 
holds for all cubes (with sides parallel to the axes) and volume ≤ 1, cf. Theorem 2.15, p. 407, in [23] . Using this inequality we obtain, for all such cubes Q,
Multiplying these inequalities and applying Jensen's inequality yields
which completes the proof of the equivalence.
Let p, q and s be as in (13) . Let w 0 , w 1 ∈ A ℓoc ∞ and w as in (14) . Then
Proof. This is an immediate consequence of Lemma 17 and Corollary 15. (ii) The formula
has been proved by Mendez and Mitrea [7] under the additional restriction s 0 = s 1 .
Later on this restriction has been removed by Kalton, Mayboroda and Mitrea [8] . Also in the situation of the b-spaces the case of different weights seems to be new.
Calderón products ofå
It is of certain use to study Calderón products of the spacesf
separately.
p, q and s be defined as in (13) . Let w 0 , w 1 ∈ A ℓoc ∞ and define w by the formula (14) . Thenf
hold in the sense of equivalent quasi-norms.
Proof. The cases max(q 0 , q 1 ) < ∞ are already covered by Theorem 12. We may concentrate on max(q 0 , q 1 ) = ∞. It will be enough to make some comments to the needed modifications in the proof of Theorem 12.
We suppose that sequences λ := (λ j,k ) j,k , λ ℓ := (λ ℓ j,k ) j,k , ℓ = 0, 1, are given and that
holds for all j ∈ N 0 and all k ∈ Z d . Now the essential observation is that if λ 0 := (λ 0 j,k ) j,k is a finite sequence (i.e. only a finite number of the λ 0 j,k is not vanishing), then λ has the same property. Employing Step 1 of the proof of Theorem 12 we know that
Hence, λ ∈f s p,q (R d , w) and from this the claim follows. The embedding
follows by symmetry. Finally, observe
Let the sequence λ ∈f s p,q (R d , w) be given. We have to find sequences λ 0 ∈f
and λ 1 ∈f
with some constant c independent of λ. For the moment we suppose that λ is a finite sequence. Since max(q 0 , q 1 ) = ∞, we have to use the formulas (23) and (24) (23) and (24) we obtain a sequence λ
1(M )
of finite sequences which is convergent in f In a series of papers the authors have studied radial subspaces of Besov and LizorkinTriebel spaces, see [25, 26, 27] . The motivation came from the interesting interplay of decay and smoothness properties of radial functions as expressed in its simplest form in the radial Lemma of Strauss [28] and with important applications for the compactness of some embeddings. We refer also to Lions [29] and Cho and Ozawa [30] in this connection. Let us recall the convention, that if E denotes a space of functions on R d then by RE we mean the subset of radial functions in E and we endow this subset with the same quasi-norm as the original space.
The main result for radial subspaces
In [31] one of the authors has proved that in case p, q ≥ 1 the spaces
tively. By means of the method of retraction and coretraction, see, e.g., Theorem
1.2.4 in [2] , this allows to transfer the interpolation formulas for the original spaces
Such simple arguments do not seem to be available in case of quasi-Banach spaces.
In [26] we announced the following result concerning complex interpolation of radial subspaces of Besov and Lizorkin-Triebel spaces.
Theorem 29 Let 0 < p 0 , p 1 < ∞, 0 < q 0 , q 1 ≤ ∞, s 0 , s 1 ∈ R, and 0 < Θ < 1. Define
(ii) Let min(q 0 , q 1 ) < ∞. Then we have
The proof of Theorem 29
We are going to prove Theorem 29. Our main idea consists in a reduction of this problem to the weighted case. Therefore we need to recall some results from [26] .
The next step consists in combining Lemma 31 and Proposition 30.
Lemma 32 Let d ≥ 2, 0 < Θ < 1, 0 < p 0 , p 1 < ∞, 0 < q 0 , q 1 ≤ ∞, s 0 , s 1 ∈ R and define p, q and s according to (13) . Furthermore, we suppose (39) . But this is an easy task. Let σ ∈ R. We consider the family of lifting
As it is well known, see, e.g., [14 
Appendix -Muckenhoupt weights and function spaces
For convenience of the reader we collect some definitions and properties around Muckenhoupt weights and associated weighted function spaces.
Muckenhoupt weights
A weight function (or simply a weight) is a nonnegative and measurable function on R d .
We collect a few facts including the definition of Muckenhoupt and local Muckenhoupt weights. As usual, p ′ is related to p via the formula 1/p + 1/p ′ = 1. (ii) The classes of local Muckenhoupt weights A ℓoc p have been introduced by Rychkov [22] .
The following lemma of Rychkov [22] will be of some use. where the supremum is taken with respect to all cubes Q containing x, with sides belongs to A ∞ (p 0 = p 1 = ∞) and in case 0 < p 0 < ∞ = p 1 we have (1 − θ)p/p 0 = 1, i.e., w = w 0 .
Step 2. 
Weighted Besov and Lizorkin-Triebel spaces
Now we introduce weighted Besov and Lizorkin-Triebel spaces. Since we work with local Muckenhoupt weights we need larger space of distributions than the spaces of tempered distributions. Recall that the class A loc ∞ contains weights of exponential growth. We follows the ideas of Rychkov that are based on local reproducing formula, cf. [22] .
Let S e (R d ) denote the set of all ψ ∈ C ∞ (R d ) such that q N (ψ) = sup ) be functions such that 
