Human exposure time-series modeling requires longitudinal time-activity diaries to evaluate the sequence of concentrations encountered, and hence, pollutant exposure for the simulated individuals. However, most of the available data on human activities are from cross-sectional surveys that typically sample 1 day per person. A procedure is needed for combining cross-sectional activity data into multiple-day (longitudinal) sequences that can capture day-to-day variability in human exposures. Properly accounting for intra-and interindividual variability in these sequences can have a significant effect on exposure estimates and on the resulting health risk assessments. This paper describes a new method of developing such longitudinal sequences, based on ranking 1-day activity diaries with respect to a user-chosen key variable. Two statistics, ''D'' and ''A'', are targeted. The D statistic reflects the relative importance of within-and between-person variance with respect to the key variable. The A statistic quantifies the day-to-day (lag-one) autocorrelation. The user selects appropriate target values for both D and A. The new method then stochastically assembles longitudinal diaries that collectively meet these targets. On the basis of numerous simulations, the D and A targets are closely attained for exposure analysis periods 430 days in duration, and reasonably well for shorter simulation periods. Longitudinal diary data from a field study suggest that D and A are stable over time, and perhaps over cohorts as well. The new method can be used with any cohort definitions and diary pool assignments, making it easily adaptable to most exposure models. Implementation of the new method in its basic form is described, and various extensions beyond the basic form are discussed.
Introduction
A standard practice in many stochastic human exposure models is to construct a representative population of simulated individuals and calculate their exposure and intake dose time series by tracking their activities over the time period of interest. However, recording human activity patterns is an expensive and fairly intrusive process, so such data rarely exceed 10 consecutive days per individual (Graham and McCurdy, 2004 ). EPA's Consolidated Human Activity Database (CHAD; McCurdy et al., 2000) contains just 1 diary day from most of the individuals surveyed. One important hurdle for exposure and risk assessors, then, is to construct suitable longitudinal activity sequences for simulated individuals from this crosssectional data. Such a sequence, covering the full modeling period, is called a ''longitudinal diary. '' To be specific, the term ''diary'' is assumed to refer to a 24-h, midnight-to-midnight time period, as is the standard for the CHAD database. However, the new diary assembly method could still be applied even if each unit diary represented some other duration. CHAD contains over 22,600 diaries that can be grouped into various population ''cohorts'' by age, gender, work status, region, and/or other characteristics. Each individual simulated in the exposure model will belong to a single cohort. The new diary assembly method will operate without modifications on any set of cohorts.
A diary ''pool'' is the collection of diaries that are suitable for use on a given day of the simulation, for a specific cohort. It is common to create separate pools for weekdays as opposed to weekends (Johnson, 1995; McCurdy, 1995) . One could also pool by season, temperature, or rainfall or a combination of these factors. Each day of the simulation period has a ''day-type,'' which indicates the particular pool that is most suitable for use. For each simulated individual, the model loops over the days of the modeling period, determining the appropriate pool and stochastically selecting one diary, before proceeding to the next day. Diaries are selected with replacement, so a single diary may be used on more than one simulation day.
As discussed below, several methods currently are used for assembling longitudinal diaries. This paper introduces a new method that is based on matching inter-and intrapersonal variability targets for a user-selected diary characteristic that affects exposure. This method also permits the targeting of day-to-day autocorrelation in this selected characteristic.
The new method is quite flexible and admits many variations. The presentation follows the ''basic method,'' which places the fewest demands on the user. Several extensions or alternatives to the basic method are detailed in the Discussion section.
Methods
Between-Person Variability, Within-Person Variability, and the Diversity Statistic D Population distributions produced by human exposure models are inherently two-dimensional. Exposures vary over time for a given individual (intra-or within-person variation) and vary across individuals (inter-or betweenperson variation). Between-person comparisons typically utilize some integrated or time-averaged exposure metric. In this paper, ''between-person variation'' refers to differences in the personal averages over the entire simulation period.
Suppose that each 1-day diary can be assigned a numerical ''x-score'' that is a relatively good predictor of exposure. If no such score exists, then exposure is insensitive to the diary assembly method. Even when such a variable exists, in practice there will be other factors that influence exposure besides the choice of diaries, but these are not the concern of this paper. In general, the spatial and temporal distribution of the pollutant will affect which diary properties should be used to construct the x-scores. Consider a set of longitudinal diaries, each composed of N 1-day diaries, for P simulated persons from a given cohort. Let x ij be the x-score for person i on day j of their longitudinal diary. Let T i be the mean value of x ij over the longitudinal diary for person i:
The between-person variance for this set of longitudinal diaries is the variance in the T i :
where m is the overall mean of all the x ij and also the mean of T i across persons. The average across all persons of the within-person variance is:
The sum of the between-and within-person variance can be shown to be:
The right-hand side of (4) 
The diversity statistic is bounded between 0 and 1. As D approaches 0, all persons tend to the same average behavior, but retain their within-person variability. As D approaches 1, the within-person variance vanishes, so the behavior becomes unchanging over time. In practical cases, both s b 2 and s w 2 are nonzero, and D will lie between 0 and 1.
As defined in Eq. (6), D is similar to the formulae sometimes used for the intraclass correlation coefficient (ICC). See, for example, Srivastava (1993) , Chason-Tabor et al. (1996 ), St Laurent (1998 , and Harris et al. (2001) . However, others utilize a different meaning for ICC; see, for example, Koch (1983) and Lee et al. (1995) . Because of its properties at values of 0 and 1, the diversity interpretation and symbol D have been adopted here.
D can be directly measured if enough longitudinal diaries are available. Since the value of D depends on the variable chosen, it is important to select an analysis variable that affects personal exposure. A major goal of the new longitudinal diary assembly method is to generate longitudinal diaries that are representative, while matching any given target value for the diversity statistic D.
The D statistic and the variance relation can be applied to any variable. For purposes of longitudinal diary assembly, the x-scores are taken to be ''scaled ranks'' of the selected analysis variable, ranked across individuals on a given day. Scaled ranks correspond closely to percentiles, except the range is 0 to 1. For example, the median of any variable corresponds to a scaled rank of 0.50, and the 95th percentile corresponds to a scaled rank of 0.95. Scaled ranks have certain advantageous mathematical properties that are useful for developing the new method. Other reasons for preferring the use of ranks are found in the Discussion section.
Autocorrelation
The lag one autocorrelation in a variable ''y'' is defined by:
Autocorrelation is bounded by À1 and þ 1. Positive autocorrelations imply that similar extreme values have a tendency to occur consecutively, while negative autocorrelation implies a tendency for them to be separated in time. An example of a variable expected to show negative autocorrelation is the time spent in gas stations, as people are less likely to visit another tomorrow if one was visited today. There are four interpretations that could be given to ''y'' in the context of the diary assembly method. These are the key variable itself, the ranks within the given person for the key variable, the x-scores, and the ranks of the x-scores within the person. The equations in Appendix A hold for either the ranks of the x-scores or the ranks of the key variable. For assembling diaries, the method utilizes the ranks of the x-scores.
Since the x-scores are assumed to be good predictors of exposure, a high autocorrelation implies that sequences of several consecutive high x-scores will occur, leading to several consecutive high exposure days. There may be physiological reasons why such ''exposure episodes'' are more debilitating than the same number of high exposure days dispersed through time. This is reflected, for example, in the adverse health effects associated with the ''dose profile'' received by active children and adults exposed to moderately high daily ozone levels (McCurdy, 1997; US EPA, 2006a, b) . Of course, high autocorrelation also implies other sequences of several consecutive low exposure days. Properly estimating the temporal sequence of high-and low-exposure periods often is important in estimating adverse health effects associated with environmental exposure.
Analysis of Data from a Study Involving Longitudinal Diaries
A study of children conducted in southern California (Geyh et al., 2000; Xue et al., 2004) provides about 60 days each of data for 163 children. The time series are not continuous, as monitoring consisted of 12 five-day periods, one period per month over a year. There were four different strata (different time periods for measurement within each month), so typically about 40 children were measured on any given day. For determining autocorrelation, there were only four consecutive day-pairs per period, or 48 observations per child.
D and A statistics were calculated for three variables directly recorded on the activity diaries (outdoor time, travel time, and indoor time), and also for a fourth variable (the physical activity index (PAI)) imputed from the diaries. PAI is the ratio of total energy expenditure to the subject's basal metabolic energy expenditure on a daily basis (McCurdy, 2000) . PAI is a metric that is used to classify people into sedentary and active lifestyles; it is used extensively by epidemiologists and exercise physiologists. All analyses were performed for all children together, and again separately by gender. The gender separation often reduced the number of children measured simultaneously to fewer than 20, which adds uncertainty to the estimation of their true rankings. The group means for D and A are provided in These results are suggestive but not definitive. The variables in Table 1 are not independent, as the sum of the three time variables equals 24 h by definition. Also, the PAI are imputed from these times. The children in this study were fairly homogeneous geographically and culturally, which suggests a relatively low D statistic (note that D does not exceed 0.21 in Table 1 ). A more disparate population would likely exhibit a larger D. Xue et al. (2004) calculated the Pearson correlation between outdoor times on consecutive days, and found an average of 0.45 for this study. This is much higher than the autocorrelation in outdoor time seen in Table 1 . However, the two measures are calculated differently. The Pearson correlation measures correlation in departures from the overall group mean, while autocorrelation measures correlation in departures from each personal mean. The divisors are also different, as the former uses the total variance while the latter uses the within-person variance.
Two-day autocorrelation lags were calculated for this study and found to be small (between 0 and 0.05). There are only 36 data points per child to estimate 2-day lags. These autocorrelations are consistent with the assumption of independence of behavior separated by more than 1 day. (15)). 
Random-Draw Methods
, neither being particularly close. The second and potentially more serious problem is that the within-person frequency of particular exposures will be wrong. If a 366-day diary is constructed using three diaries 122 times each, then the model will predict that this person experiences 122 days at each of the three activity levels, or each of the three exposure levels (if activity and exposure are strongly correlated). The large number of tied x-scores results in a poor characterization of the distribution. In this example, all percentiles from 67 to 100 would be similar. This is not particularly useful, as differences in the high percentiles are often of great interest to the modeler.
Concepts Behind the New Longitudinal Diary Assembly Method
Ideally, each day within a longitudinal diary should be somewhat different from the others, since people do not exactly repeat the same behavior from day to day. However, individuals exhibit some consistency over time and tend to have habits that differ from those of other people. Without restricting itself to only a small number of diaries per person, the new diary assembly method creates a set of longitudinal diaries that are faithful to the modeler's cohort and diary pool definitions, and match the intra-and interpersonal variability targets. It balances the variety of behavior for individuals over time with the need to prevent all persons in the cohort from exhibiting similar average collective behavior.
The new method selects a (potentially) different 1-day diary on every simulation day. This should not be done using a uniform-probability random-draw method, as the betweenperson variance would drop toward 0 as the simulation period becomes long. Instead, the new method creates habitual behavior patterns for each individual by assigning unequal selection probabilities to the various diaries in the cohort pool. Each person i is given a target mean behavior (T i ), and the 1-day diaries with x-scores near T i are given higher selection probabilities. A crucial issue is that the set of longitudinal diaries should remain representative of the population, which is best addressed by having all diaries in the pool used equally often, in the limit of a large simulated population. A set of rules has been developed that meets these criteria.
An important concept in the new method is that distinctions and similarities between individuals are made in terms of a nonparametric ranking space rather than in terms of the original variable. Beyond mathematical convenience, there are several reasons for using rankings rather than absolute variable measures. For one, personal behavior should be more stable relative to one's peer group than it is to an absolute standard. For example, the absolute amount of time a given person is outdoors may vary considerably from summer to winter or from sunny days to rainy days. But much of this variation applies to all persons in the peer group. It is reasonable to suppose that a person who tends to be at the pth percentile on one day-type is most likely to be near the pth percentile on other day-types as well. Similarly, when generalizing from one geographic region to another, absolute levels may not translate well, but relative levels should be more stable. For example, a person with an average of 2 h outdoors per day may be above average in some regions, but below average in others. Instead of focusing upon the absolute amount of outdoor time, the new method utilizes the person's ranking relative to others in her/his peer group. To standardize the new method so that it operates similarly for any analysis variable, rankings are scaled from 0 to 1. Thus, an x-score of 0.25 represents the diary at the 25th percentile when the diary pool is sorted by the key variable. Figure 1 illustrates conceptually the distributions of the x-scores x ij over time for a random individual, using various diary assembly methods. The first method randomly selects a new diary every day. The x-score shows large day-to-day variation, but with an average very close to the middle of the cohort range. Another person may be very different on individual days, yet is also likely to have an average very close to the middle.
The second method illustrated in Figure 1 uses the same 1-day diary every day. A different person will probably use a different diary, and hence have quite a different average. The third method uses a different diary in each of four time periods (which could be the seasons). Both the within-and between-person variance in this situation are intermediate to those obtained using the first two methods. The first stage of the new diary assembly method is illustrated in the fourth graph. Most of the x-scores are concentrated near a given mean value, with few elsewhere. Other persons will have different mean values. The fifth and final graph depicts how autocorrelation affects the diary pattern. This example corresponds to a large positive A i , where the value on each day is close to that on the previous day. The key point is that the set of points (x-scores) in the fifth plot is the same as in the fourth, except that they are reordered in time.
Preparations for using the New Diary Selection Process
In its basic form, the new method places relatively few demands on the user. The four necessary steps are listed below. These decisions can be made at the start of a model run; the same programming applies in all cases. Users modeling more complicated situations may prefer to utilize some of the alternatives or extensions, as detailed later in the Discussion.
Select an appropriate analysis variable The key variable can be any diary property having a single, definite value for each 1-day diary in the database. Typical examples are the total time spent in vehicles or the time spent outdoors. Other possibilities are combinations of variables (like sums or differences in time), averages involving differing statistical weights at various hours of the day or PAI. The key variable must be either continuous or quasi-continuous. Quasicontinuous variables take on discrete values, but the universe of possible values is large enough that continuity is a good approximation. An example might be time expressed in whole minutes. The key variable must have a clear ordering; so categorical variables are not acceptable. As the method relies on rankings, large number of ties are undesirable. Since the longitudinal diaries will have the correct variance properties only in terms of the chosen key variable, this variable should be a reasonable indicator of the potential for exposure.
Divide the diary database into cohorts and pools The user may define cohorts and pools in any manner; this has no effect on the method's implementation. Appropriate cohorts and pools are application-dependent. In terms of the method, the only significant consideration is that the number of 1-day diaries in any pool should not become too small. Otherwise, widely different x-scores would result in the use of the same diary; and furthermore, small numbers of diaries may poorly characterize the true range of behavior. The modeler must decide what number of diaries are ''too small,'' based on the goals of the study. The diaries in each pool are sorted from lowest to highest according to the key variable. If ties are present, the order within each tied group does not matter. Specify the target D statistic The user specifies a target value for D. The basic method uses a single, universal value for D, but as discussed below, one can use cohort-specific D values without altering the method. D values must be between 0 and 1. In practice, one cannot achieve a target D value that is less than (1/N), where N is the number of days in the simulation. Very large D values, while mathematically acceptable, imply very small within-person variances and may lead to practical problems with round-off error and slow convergence. Such problems should not occur for any D at or below 0.99.
Specify the target A statistic The user specifies the value of A, the average autocorrelation for the population. In the basic method, the model assigns autocorrelation targets A i around this mean to each simulated individual. The A i are bounded by À1 and þ 1. In practice, neither extreme is achievable in a finite length simulation. Restrictions on positive autocorrelations may be substantial for short simulations, as discussed later. For N ¼ 30 days, it is not practical to achieve a mean autocorrelation much over 0.7 using these methods. For a 1-year simulation, autocorrelation as large as 0.99 can be achieved.
Ideally, the user would have a sufficiently large longitudinal activity database to be able to estimate A. The x-scores can only be estimated if a sufficiently large pool of individuals in the same cohort are measured over the same period. Failing this, one can use autocorrelation of the rankings of the key variable itself as a surrogate for autocorrelation in the x-scores. The limited available data indicate that these autocorrelations are fairly close, but this point requires further investigation.
Otherwise, the setting of A must rely on the modeler's judgment. The value of A will depend on the choice of key variable, cohort and diary pool definitions, and the modeling objectives, so only very general guidance can be provided here. For example, if the output of interest is time-averaged exposure, then A ¼ 0 is a reasonable choice. However, if multiday episodic exposures are of importance, then A should be set to an appropriate nonzero value.
Implementation of the Basic Method
The steps required to implement the new method are summarized in Figure 2 . Each simulated individual is processed in turn, and the number of such individuals does not affect the method. An x-score target T i and an autocorrelation target A i are randomly selected for the ith simulated individual. In the basic method, the T i are selected from the following uniform distribution:
Justification of Eq. (8) and subsequent equations may be found in Appendix A, which includes a discussion on beta distributions. Here, a beta distribution is specified by an ordered list of four parameters: its minimum, maximum, and two shape parameters (which determine the exponents for the (xÀmin) and (maxÀx) terms in the probability density function, respectively). Once T i is chosen, then select a set of x-scores from the following beta distribution with bounds 0 and 1:
The set of x-scores should include one random draw for each of the N days of the simulation plus about 3% extra; call this total ''M''. The purpose of the extra draws is to prevent highly constrained selections toward the end of the reordering process. The basic method may be simplified even further by omitting the autocorrelation step, in which case no extra draws are needed and one proceeds directly with the mapping of x-scores to diaries. If autocorrelation is to be considered, then the selected x-scores are sorted from lowest to highest. Let R A be the smallest of the three quantities (1/2, 1ÀA, 1 þ A). For each person i, the autocorrelation target A i is selected from a symmetric beta distribution with mean A, bounds at (AÀR A ) and (A þ R A ), and both shape parameters equal to 2.625:
Begin the reordering by randomly choosing any rank from 1 to M and assign it to day 1. The x-score in that position of the sorted list is then placed in the first position in the new (reordered) x-vector. Let the scaled rank u j be defined by Figure 2 . Overview of the new longitudinal diary assembly algorithm. The probability density illustrations serve only to indicate that random sampling occurs in these stages of the algorithm; many different distributions are actually used.
2 )/M, where r j is the rank assigned to day ''j''. Given u j , select u j þ 1 randomly from the following beta distribution:
The rank assigned to day ''j þ 1'' is then the nearest integer to (Mu j þ 1 þ 1 2 ), unless that number has already been assigned to an earlier day. In that case, the nearest unused integer rank is selected. Reordering the x-vector requires sampling without replacement. The reordering proceeds sequentially from each day to the next. Toward the end there are very few unused ranks left. The final draws are therefore highly constrained, regardless of the target autocorrelation. The purpose of the extra draws in the x-vector is to render these constrained draws irrelevant. Once day N is reached in the reordering, the process can stop and any remaining x-scores are discarded.
The final step is to map the x-scores to specific diaries. The score in the jth position in the reordered list is used for the jth day of the simulation period. Suppose the diary pool for this day contains K diaries. Then an x-score between 0 and (1/K) is mapped to the lowest diary (in sort order) in that pool, an x-score between (1/K) and (2/K) is mapped to the second lowest diary, and so on. Since the x-scores, averaged over many individuals, have a nearly uniform distribution, all of the available diaries within each diary pool will be utilized nearly equally often.
Discussion
The main caveats regarding this method relate to limited data sets such as small diary pools, few simulated individuals, and short simulations. Small diary pools may be unrepresentative and may lead to large uncertainty in the target D and A values. As with any stochastic sampling process, simulating only a small number of individuals may not accurately return the stipulated D and A targets. Corrections for short simulations are discussed below.
The first section of the discussion below pertains to the basic method. Following this is a section on possible extensions or modifications to the basic method.
Choice of Key Variable
Any variable that can be assigned a specific, quasicontinuous numeric value on each diary in the database may be used as the key variable. The method ensures that this variable will have the requested within-and betweenperson variances on the longitudinal diaries, but other diary variables may be distributed more or less at random. If there are two or more variables on the diaries that influence exposure, one might consider creating a composite key variable that combines them. If there are no variables on the diaries that are good predictors of exposure, then exposure is being driven by other factors and the choice of diary assembly method is not particularly important. In such cases, a simpler method of diary assembly would probably be sufficient.
Use of Ranks
For calculation of both D and A, the new method uses rankings rather than the values of the original analysis variable. The southern California data presented earlier produced D statistics calculated on the rankings that were consistently higher (average 0.18) than those calculated on the original variable (average 0.12). This is consistent with the assumption that people have less day-to-day variation in terms of rankings than in terms of the original variable. To test whether matching rankings also produce matching of the original variable, a set of 20,000 synthetic diaries of 48 days each were generated by the new method, which matched the target D very closely in terms of ranks. These diaries were reasonably close in terms of the original variable as well (average D ¼ 0.14 for the synthetic diaries compared to D ¼ 0.12 for the actual diaries). For autocorrelation, both the original variables and the ranks produced similar A values, which were also similar when synthetic diaries were compared to the original diaries.
Use of Beta Distributions
All of the specific distributions recommended for random number generation in the new method are beta distributions. This is not strictly necessary, but it is convenient due to their flexibility. Alternate distributions for generating the x-scores have been tested; for example, a two-level uniform (one probability inside a given subinterval and a different probability elsewhere) has been successfully used. Regardless of the distributions used, the T i , the A i , and the x-scores must be selected in a manner that matches the requested D and A statistics. The necessary constraints imposed by these requirements are discussed in Appendix A.
Performance of D and A Over a Full Range of Possible Values
The D statistic is bounded between 0 and 1, and A is bounded between À1 and 1. The new method imposes no joint restrictions on D and A; any A may be used with any D.
The limiting values on both parameters imply total order, and thus, are not really compatible with stochastic modeling. In practice, for a 1-year simulation the actual values of D and A achieved on the set of diaries assembled by this new method agree with the target values within 0.02 in nearly all cases, and within 0.01 most of the time. Although not shown in Figure 3 , many other combinations of D and A were checked, giving comparable results. The fact that the same method is successful for any combination of D and A targets is very useful, since this implies the method may be applied to any key variable, even ones with D or A values that differ greatly from the ones reported in Table 1 .
Uniform Distribution of x-Scores
It is assumed that each diary pool is a representative sample for the population, and that the key variable is a good predictor of exposure. To ensure that the population distribution of exposure has the correct mean and variance, the synthetic longitudinal diaries should match the database as closely as possible. Specifically, the mean and variance of the key variable should match, when all days of a given day-type are examined across a large number of persons. This is most easily achieved by the simple expedient of uniformly sampling from each diary pool, which is one reason why uniform-probability random-draw methods are popular.
In the new method, the selection probabilities from the diary pool are not uniform for one individual; they tend to be higher for diaries near to the target score T i than for ones further away. To avoid overall biases, the mixture of all the personal beta distributions over a large group of persons should be very close to uniform. Exact uniformity cannot be achieved by mixing betas with arbitrary shape parameters; in practice, some particular x-scores may remain over-or undersampled by a few per cent relative to others. These effects are small, and furthermore, the mean and variance of the key variable can be matched exactly, so non-uniformities can only be seen in the fourth and higher moments.
Beyond the requirement that all x-scores in total be nearly uniformly distributed, it is also desirable to have the x-scores uniformly distributed across persons on any given day of the simulation, since the x-scores are to be uniformly mapped to diary rankings on that day. The initial distribution of x-scores is approximately uniform, and in principle, the reordering method does not introduce any biases away from uniformity. In practice, the reordering of x-scores appears to increase their non-uniformity slightly. This effect is still under investigation.
Movement of x-Scores Across Day-Types by Reordering
The basic method uses the same D and A targets for all daytypes. The x-scores are random samples from a particular beta distribution that does not depend on day-type or any other aspect of the diary pools. Since this distribution is the same for all days, the scores can be interchanged across daytypes.
Movement of x-scores across day-types does not imply that specific diaries may be moved across day-types. The mapping from x-scores to diaries depends on the diary pools. For example, perhaps an x-score of 0.25 corresponds to 40 min of outdoor time on a weekday, but corresponds to 70 min of outdoor time on a weekend. While moving a given x-score like 0.25 from a weekday to a weekend may change the amount of outdoor time, over a large enough sample of persons such changes tend to cancel out (thus, a score near 0.25 will be moved the other way for someone else). Across enough persons, the x-scores are uniformly distributed on every simulation day, and hence within every diary pool, both before and after reordering. The requirement that diaries cannot be moved across pools is the reason why the mapping from x-scores to diaries must occur after the reordering step. 
Corrections for Short Simulation Lengths
For short simulations there may be a significant difference between the targets for T i and the realizations. For person ''I,'' the latter is the mean of their x-scores, which may differ from the mean of the distribution (which is exactly T i ) from which the x-scores are drawn. The consequence is that the sampled between-person variance (call it s b 2 ) is biased, and on average, it is greater than the intended between-person variance s b 2 , which is the variance of the T i themselves. For measured data, a similar problem exists. The ''true'' T i is the personal mean x-score or ranking when enough days are sampled for this statistic to be stable. For short measurement periods, the sample mean may differ from this true value. For a simulation of N days, the expected value of s b 2 is
Similarly, the sampled within-person variance s w 2 is on average less than s w 2 :
Let D * be the D statistic as calculated using sample statistics: Table 1 were corrected using Eq. (15), so those values actually represent the expected D, had the measurement period been indefinitely long.
Autocorrelation also shows an empirical dependence on simulation length, but it is smaller and harder to derive theoretically. Except for very short simulations (below 30 days), there is probably no need to correct the autocorrelation for the simulation length.
An exposure model using this diary assembly method could be given either the target D or the target D * . If the former were given, then for any given simulation length the output (the assembled diaries) would be expected to have a somewhat larger sample D statistic than was requested, as indicated by Eq. (14) . If the user supplies the target D * , then the code should suppress the target D using Eq. (15), so that the resulting diaries match D * . For long simulations such as 1 year or more, the corrections are very small, and can be ignored in most practical cases.
Performance Over Various Simulation Lengths
The method was applied to simulation periods ranging from 15 days to 6 years, including the corrections applicable for short simulations. The results are summarized in Table 2 , which provides the mean and SD for both D and A, for 25 runs of 10,000 persons each with targets of D ¼ 0.19 and A ¼ 0.22. For the very long simulations, the results are excellent. For shorter simulations the results are still good, though for 30 days and less it becomes much harder to hit the specified targets. One reason is that the sample mean of the x-scores for any individual does not necessarily come close to their target mean score T i when only a few scores are drawn.
Most of the alternate methods for longitudinal diary assembly have a tendency to reduce the between-person variance toward zero as the simulation period is lengthened, because sample means eventually converge to the distributional mean. The new method avoids this by creating a different distribution (as long as the T i are different) for each person simulated. Over long simulation periods, each person will converge to their personal x-score target distribution, but not necessarily to the same mean behavior exhibited by other members of their cohort.
The Frequency Distribution for Relatively Rare Diary Events
Most of the longitudinal diary assembly methods currently used in exposure models limit the within-person variance by selecting relatively few different 1-day diaries for each simulated individual. This leads to the forced reuse of each of the selected diaries many times. Thus, a model that selects only eight diaries to represent an individual for 1 year must use each diary an average of 45 times. For such methods, each particular kind of diary event will occur with the correct overall frequency in the population as a whole, but the frequency within individuals is highly distorted.
As an example, suppose the pollutant of concern is ozone, so the combination of high breathing ventilation rate, outdoor activity, and warm daytime conditions will lead to high ozone exposure and intake dose rate. Then a relatively rare event like a long distance run is very significant to the exposure model. Assuming eight diaries are used equally often, a long distance run occurs not at all, or at least 45 times per year. None of the assembled longitudinal diaries would indicate a small non-zero number of long distance runs per year. The new method is not subject to this problem. Suppose the diary pool contains 100 diaries, with just one diary having a long distance run. A person whose target T i indicates little outdoor time might never use the long distance diary, or perhaps use it once. For persons with larger T i , this diary might be chosen a few times in a year. If there is a person whose target T i matches this diary closely, it might be picked a dozen times or more. The resulting population has a quasi-continuous frequency distribution for long distance running, rather than a discontinuous one (having it occur either never or at least 45 times). This is useful when attempting to determine the number of high-exposure events to which only a few people within the population may be subject.
Possible Extensions of the Method
Targets for D that depend on day-type The user may wish to set differing D targets for differing day-types. The method is then applied to each day-type separately. The result is one vector of diary assignments for each day-type, for each person. The final longitudinal diary for that person is formed by merging the vectors for the various day-types, according to the sequence of day-types on the calendar. To test the need for this option, the southern California data were subdivided into three day-types. The D values were found to be stable across day-type, although the analysis was limited by the small number of days in each set (an average of 16). These results suggest that (for this study, at least) there is no need to set different D targets on different day-types.
Targets for A that depend on day-type The user may wish to set different autocorrelation targets for every pair of daytypes. For example, with weekday and weekend day-types there would be four types of transitions (weekday to weekday, weekday to weekend, weekend to weekday, and weekend to weekend), and possibly four autocorrelation targets. This is very easy to implement. Once the day-type targets are selected, instead of using the same A i each day in Eq. (11), use an A ij value that is appropriate for the day ''j'' to ''j þ 1'' transition. Since the beta distribution in Eq. (11) depends on u j , a new beta is needed every day in any case. However, the southern California study data, while limited, do not suggest that autocorrelation varies by day-type transitions for a given person.
Separate key variables for targeting D and A It is possible to use two key variables, one for matching D and the other for matching A, but this requires some modifications. In the existing method, the ranks for diversity (the x-scores) and the ranks for autocorrelation (ranks of x-scores) have a simple, invertible mapping that is independent of day-type. With two key variables, the mappings from one set of ranks to the other would depend on both the cohort and the diary pools. Therefore, one would have to generate a set of x-scores separately for each diary pool, map them to diaries, obtain the other set of ranks, and induce autocorrelation on the new ranks (which reorders the diaries). With a single analysis variable, all pools can be done together.
is a very general principle that is applicable in many areas of stochastic modeling, not only diary assembly. When two independent stochastic processes occur, the variance in the sum is the sum of the variances. In this case, the two processes are selection of a random individual (contributing to s b 2 ), and selection of a random day on which to sample that individual (contributing to s w 2 ). For example, a database of measured air exchange rates includes both variance between houses and variance in the same house over time. These cannot be distinguished if all houses are measured just once each. If a measurement differs from the overall average, one does not know whether the reason is that the house is generally different from other houses or whether that measurement is simply unusual for that house. Here, too, one has s b 2 þ s w 2 ¼ s 2 , and the database provides a value for s 2 , but not for s b 2 or s w 2 . If exposure models are sensitive to this variable, one should know to what extent the same individuals (or same houses) are subject to the same air exchange rates over time.
The concept of partitioning the total variance into withinand between-person variance is applicable in many areas of modeling. For example, body weight varies between persons, and also within persons over time. A model that stochastically assigns body weight may need an estimate of the D statistic to assign the correct variation in weight over time. Other disciplines that use s b 2 and s w 2 (but not in the form of D) include travel-activity pattern analysis (Pas, 1988) and dietary and nutrition assessments (St Jeor et al., 1983; Beaton, 1988) .
The diversity statistic D allows one to infer both s b 2 and s w 2 , given the overall variance s 2 in a variable. For example, a survey might indicate the total variance in body weight in a given population. This comprised of within-person variance (changes in body weight over time) plus between-person variance (differences in average body weight). For this variable, the latter is expected to be larger, so D should be well over 0.5. For each stochastic input variable to a timevarying exposure model, it is useful to know both s b 2 and s w 2 , or equivalently, s 2 and D. Instead of mapping the x-scores to activity diaries, one could map them to sorted samples from a database. For example, one could divide a database of air exchange rates into geographic regions and house types, and take these to be the ''cohorts.'' The ''pools'' would consist of seasons, temperatures, or weather conditions (humidity, for example). The x-scores would indicate which observations should be used from the sorted list of samples.
Using diaries with unequal statistical weights The basic method assumes that all of the K diaries in the given pool should be equally likely to be chosen, so each one is given a fraction (1/K) of the x-scores. However, some databases may include statistical weights indicating that some diaries ought to be over-or undersampled to represent the population correctly. The only alteration to the new method needed in this case is to assign appropriate fractions of the x-scores to each diary, while maintaining the sort order. For example, if a pool contained four diaries, with the second and fourth in sort order each being three times more likely to be selected than the others, then x-scores from 0 to 0.125 are mapped to the first, from 0.125 to 0.5 are mapped to the second, from 0.5 to 0.625 are mapped to the third, and 0.625 to 1.0 are mapped to the fourth diary. None of the other steps in the new method need to be modified.
Autocorrelations other than 1-day lags This presentation of the new method has utilized a lag-one autocorrelation. Other lags are possible. For example, suppose one wished to target the lag-two autocorrelation. Then the method as described can be utilized with only minor alterations. Ranks must be randomly selected for days 1 and 2 for each individual and the shape parameters in Eq. (11) would apply to choosing scaled rank u j þ 2 , instead of u j þ 1 . Other lags could be handled similarly.
However, it would be more difficult to simultaneously target multiple lags when picking a new scaled rank for the next simulation day. This would require the development of more complicated formulae for the shape parameters in Eq. (11). This option has not yet been explored.
Alternate method for inducing autocorrelation Investigations are proceeding on methods to combine the matching of both the T i and A i targets into a single step. The idea is to generate the vector of x-scores to have the correct autocorrelation in the first place, to obviate the need to reorder them. This would remove the slowest step in the procedure, the reordering of a potentially long list of values. Preliminary results are encouraging, but a full discussion is deferred.
Summary
The new longitudinal diary assembly method imposes only as much habitual behavior as is requested through the D and A statistics. It is very flexible and succeeds in reproducing target D and A values in any combination over the entire range of each, for any choice of key variable. The D statistic of diaries assembled by this method is independent of the simulation length, unlike most existing diary assembly methods. The new method avoids forced repetitions of the same activity diary from one day to another, and therefore allows for some events to occur uniquely or only rarely on a given longitudinal diary. It is relatively simple to implement in computer models, requiring the ability to sort lists and to draw random numbers from beta distributions. It can be made even simpler by omitting the autocorrelation step, which is reasonable either if A is not known or if the modeling is insensitive to day ordering. A great advantage over many other methods is that the computer code for generating the vectors of x-scores does not depend on the choice of cohorts, diary pools, or key variable. Thus, these categories may be specified at run time, without needing to alter any computer code. In addition, the basic method can be extended relatively easily to more complex situations, such as varying D and A by day-type.
The new method is summarized by the following steps, beginning with all user-supplied inputs in step 0.
Step 0: The user inputs the desired diversity statistic D and autocorrelation A, the key variable Y, the number of days in the simulation N, the cohort and diary pool definition(s), and the number of simulated individuals P. Note that this is all the user needs to input as far as diary assembly is concerned. All the remaining steps described below are done by the programmed code.
Step 1: Establish the diary pools and sort each one from lowest to highest by the value of the key variable Y.
Step 2: Randomly select T i for each person i, using the uniform distribution from Eq. (8). T i is the target mean x-score for person i, 0oT i o1.
Step 3: For each person i, establish a beta distribution with mean T i , as in Eq. (9). Independently draw M values (x 1 , y, x M ) from this beta distribution, where ME1.03 * N, and sort the M values from lowest to highest.
Step 4: For each person i, select a personal autocorrelation target A i from the beta distribution in Eq. (10).
Step 5: For each person i, for the first simulation day pick any rank 1 to M at random for R 1 . The corresponding scaled rank is u 1 ¼ (R 1 À1/2)/M.
Step 6: For each day j þ 1 (j X1), pick u j þ 1 from the beta distribution in Eq. (11). The parameters of this beta distribution depend on the prior selection u j and on A i . The rank R j þ 1 is the nearest integer to (Mu j þ 1 þ 1/2), subject to the requirement that it has not already been selected for an earlier day. If it has, pick the closest rank that has not been used. (Having M4N prevents seriously constrained choices towards the end of the N days).
Step 7: Assign N of the scaled ranks x 1 ,y, x M from step 3 to the N simulation days according to the ranks resulting from step 6.
Step 8: For each day of the simulation, assign a diary from the correct pool by picking the percentile from the pool (based on step 1) closest to the scaled rank for that day.
Thus the distribution from which T i is drawn requires a mean of 1/2 and a variance of (D/12). Considerations based on replacing the key variable by another whose rankings are exactly reversed require that the distribution of the T i should be symmetric about the midpoint 1/2.
A beta distribution that is symmetric about its midpoint requires a ¼ b. If the bounds are at (1Àw)/2 and (1 þ w)/2 and both shape parameters equal ''a,'' the beta will have a mean of 1/2 and a variance of (D/12) if
The width of the distribution must satisfy wr1. All choices satisfying Eq. (A-7) with 0oao(3/(2D)À1/2) will produce longitudinal diaries that meet the stated constraints . Over all persons, the x-scores must have a mean of 1/2 and a variance of 1/12, so that each diary pool is sampled without bias. The distribution in Eq. (9) has shape parameters a ¼ 2T i /(1ÀD) and b ¼ 2(1ÀT i )/(1ÀD). Using equations (A-2) and (A-3), the mean is 1/2 and the variance is T i (1ÀT i ) (1ÀD)/(3ÀD). To find s w 2 , the weighted average of this variance is needed: 2 )/ 2, the integral in (A-8) is easily found to be (1ÀD)/12. In fact, it can be shown that any beta distribution satisfying Eq. (A-7) will produce the same average value for s w 2 . The expected mean x-score over all persons is evidently 1/2, since the mean T i is 1/2 and the mean x-score for each person is expected to be T i . The variance of the x-scores can also be evaluated by direct integration, but it is sufficient to note that the total variance in x-scores must equal the sum of the within-and between-person variances, and these are (1ÀD)/12 and D/12, respectively. Therefore, the overall variance of the x-scores is 1/12 when Eq. (9) is used, the same as for a uniform distribution. If autocorrelation is intended, then A i must be chosen for each individual. The study in southern California discussed earlier resulted in the variance in A i being 0.04 for all variables analyzed. For a symmetric beta distribution with equal shape parameters a ¼ b, the variance is s 2 ¼ ðmax À minÞ 2 =ð8a þ 4Þ ð A À 9Þ
Taking (maxÀmin) ¼ 1 and a ¼ 21/8, the variance is 1/25 ¼ 0.04. Thus, the distribution in Eq. (10) matches the observed variance in A i in the southern California data, for all A between À0.5 and 0.5. This study had no examples of A outside this range, so the simplest assumption was made, namely that the shape parameters do not change.
Just as the x-scores correspond to diary rankings or percentiles rather than actual quantities of the key variable, the autocorrelation is also measured on ranks. Eq. (7) gives the definition of the autocorrelation. In this case, each x ij is the rank of the x-score assigned on day ''j,'' relative to the set of x-scores assigned to that person. The actual ranks are called R j , while the corresponding scaled ranks u j are limited to the range (0 to 1). The two are related by R j ¼ M (u j þ 1 2 ) and u j ¼ (R j À 1 2 )/M. The T i in Eq. (7) is replaced by the mean scaled rank, which is 1/2. The variance in the scaled ranks is (1ÀM
À2
)/12, which for large M is very close to 1/12. The denominator in Eq. (7) is N times the variance, or about (N/12). Hence, the requirement becomes
ðu j À 1=2Þ ðu jþ1 À 1=2Þ ðA À 10Þ
The expectation value for the product (u j À 1 2 ) (u j þ 1 À 1 2 ) should therefore be A i /12, in the limit of large N. For a given u j , the expectation value of (u j À 1 2 )(u j þ 1 À Consider the beta distribution in Eq. (11) in the main text. The expectation value of E[u j þ 1 |u j ] for this beta is just its mean, which is the ratio of the first shape parameter to the sum of the two shape parameters:
Hence, E½ðu j À 1=2Þðu jþ1 À 1=2Þju j ¼ðu j À 1=2ÞðA i u j À A i =2 þ 1=2Þ
This needs to be averaged over all possible u j . The u j take on discrete values of (kÀ1/2)/M for all ''k'' from 1 to M, with each value being equally likely. The average u j is 1/2, and the average u j 2 is 1/4 þ (1ÀM
)/12, which is very close to 1/3 for any sizeable M. Hence,
ðA À 14Þ
as is necessary. Therefore, the beta distribution in Eq. (11) leads to the correct autocorrelation in the limit of long simulations.
