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DEFORMATION THEORY OF PERIODIC HIGGS-DE RHAM FLOWS
RAJU KRISHNAMOORTHY, JINBANG YANG, AND KANG ZUO
Abstract. In this note we study the deformation theory of periodic (logarithmic) Higgs-de Rham flows.
Under suitable numerical assumptions, this is equivalent to the deformation theory of torsion (logarith-
mic) Fontaine-Faltings modules. As an application, we formulate an ordinarity condition, which provides
a sufficient condition for a pn-torsion crystalline representation to deform to a pn+1-torsion crystalline
representation.
1. Introduction
Let k be a perfect field of odd characteristic p > 0, let W := W (k) denote the ring of Witt vectors, and let
K := Frac(W ) be the field of fractions. Let X/W be a smooth scheme and let D ⊂ X to be a relative simple
normal crossings divisor; the pair (X,D) is a called smooth pair over W . For any positive integer n > 0,
denote by (Xn, Dn) the reduction of (X,D) modulo p
n. In this article, we typically consider objects on X
that are allowed logarithmic poles along D.
Suppose X/W is projective and consider an 1-periodic (logarithmic) Higgs-de Rham flow HDFXn over Xn,
for an positive integer n > 0,
(1.1) (VXn ,∇Xn ,FilXn )
GrFilXn
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
(EXn , θXn )0
C−1
66♠♠♠♠♠♠♠♠♠♠♠♠♠
(EXn , θXn )1
ϕn
ii
Our goal is to understand the conditions/obstructions to lifting HDFXn to a 1-periodic Higgs-de Rham flow
HDFXn+1 . We now state our main results and applications.
Theorem 1.1 (Theorem 6.2). Let (X,D)/W be a smooth pair with X/W projective. Let HDFXn be a
periodic Higgs-de Rham flow over (Xn, Dn). For a given lifting (E, θ)Xn+1 of the initial graded Higgs bundle
over (Xn+1, Dn+1), there is at most one Higgs-de Rham flow with initial term (E, θ)Xn+1 that lifts HDFXn
up to isomorphism.
The following theorem gives a precise condition for the following. Let (Xn, Dn) ⊂ (Xn+1, Dn+1) be a
thickening of smooth pairs over Wn(k) ⊂Wn+1(k), with Xn/Wn projective. Suppose we have a logarithmic
Higgs bundle (En, θn) on (Xn, Dn) that initiates a 1-periodic Higgs-de Rham flow. When does there exist
a lift (E˜n+1, θ˜n+1) of (En, θn) together with a lift (Xn+2, Dn+2) of (Xn+1, Dn+1) over Wn+2(k) such that
(E˜n+1, θ˜n+1) initiates a 1-periodic Higgs-de Rham flow with respect to the thickening (Xn+1, Dn+1) ⊂
(Xn+2, Dn+2)? In the following, K and H are explicitly defined in 6.2, and IC stands for the parametrized
inverse Cartier transform.
Theorem 1.2 (Theorem 6.4). Let (Xn, Dn)/Wn be a smooth pair with Xn/Wn projective. Suppose K is
not empty and the projection H → H1
(
Gr0DR(End(E1, θ1))
)
is surjective. Then there exists some finite
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extension k′/k and ((E˜n+1, θ˜n+1), (Xn+2, Dn+2)) ∈ Kk′ such that
Gr ◦ IC((E˜n+1, θ˜n+1), (Xn+2, Dn+2)) = (E˜n+1, θ˜n+1).
In other words, (E˜n+1, θ˜n+1) is a 1-periodic Higgs bundle under the lifting (Xn+1, Dn+1) ⊂ (Xn+2, Dn+2).
We briefly explain the main ingredients to the proofs of the main results.
Suppose there exists a graded Higgs bundle (EXn+1 , θXn+1)0 which lifts (EXn , θXn)0. Taking the n-truncated
inverse Cartier transform, one gets a de Rham bundle
(VXn+1 ,∇Xn+1) = C
−1
(
(EXn+1 , θXn+1)0, (VXn ,∇Xn ,FilXn), ϕn
)
.
Suppose there exists a Hodge filtration FilXn+1 on (VXn+1 ,∇Xn+1). Then the associated grading Higgs
bundle
(EXn+1 , θXn+1)1 = Gr(VXn+1 ,∇Xn+1 ,FilXn+1)
lifts (EXn , θXn)1. Via the isomorphism ϕn, both (EXn+1 , θXn+1)1 and (EXn+1 , θXn+1)0 lift (EXn , θXn)0;
therefore, their difference defines an obstruction to lifting the periodicity map ϕn.
In conclusion, there are three obstructions to lifting a 1-periodic Higgs-de Rham flow:
(1) the obstruction to lift the initial Higgs bundle;
(2) the obstruction to lift the Hodge filtration; and
(3) the obstruction to lift the periodicity map ϕn.
We will study each of these in turn, using pure deformation theory. These deformation questions are general
and have nothing to do with the ring of Witt vectors; we state our assumptions and results below.
Setup 1. Let S be a noetherian scheme, let S →֒ S˜ be a square-zero thickening, i.e., the ideal sheaf a of
S satisfies a2 = 0. Let (X˜, D˜) be a smooth pair over S˜; that is, X˜ is a smooth S˜-scheme and D˜ ⊂ X˜ is a
S˜-flat relative simple normal crossings divisor with D×S S˜ reduced. Set (X,D) := (X˜ ×S˜ S, D˜×S˜ S). Then
I = OX˜ · a is the ideal of definition of X →֒ X˜, and I
2 = 0.
Set Ω1
X˜/S˜
to be the sheaf of relative 1-forms and Ω1
X˜/S˜
(log D˜) to be the sheaf of relative 1-forms with
logarithmic poles along D˜. (This latter sheaf Ω1
X˜/S˜
(log D˜) may be also defined as the sheaf of 1-forms on
the f.s. log scheme induced from the pair (X˜, S˜)) Both of these sheaves are finite and locally free.
In the context of Setup 1, we show the following results on lifting (filtered) de Rham bundles and graded
Higgs bundles. As explained above these results will be used to characterize when a Higgs-de Rham flow
modulo pn lifts to a Higgs-de Rham flow modulo pn+1. Note that Setup 1 does not assume that X/S is
projective.
Theorem 1.3 (Theorem 3.1). Notation as in Setup 1 and let (V,∇,Fil) be a (logarithmic) filtered de Rham
bundle over (X,D)/S. Then
(1). the obstruction to lifting (V,∇,Fil) to a filtered de Rham bundle over (X˜, D˜)/S˜ lies in H2
(
Fil0DR(End(V,∇)I)
)
;
(2). if (V,∇,Fil) has lifting (V˜ , ∇˜, F˜il), then the set of liftings is a torsor for H1
(
Fil0DR(End(V,∇)I)
)
;
(3). the infinitesimal automorphism group of (V˜ , ∇˜, F˜il) over (V,∇,Fil) is H0
(
Fil0DR(End(V,∇)I)
)
.
Theorem 1.4 (Theorem 3.9). Notation as in Setup 1 and let (V,∇,Fil) be a filtered de Rham bundle over
(X,D)/S. Let (V˜ , ∇˜) be lifting of the underlying de Rham bundle (V,∇) over (X˜, D˜)/S˜. Then
1). the obstruction to lifting Fil to a Hodge filtration on (V˜ , ∇˜) lies in H1(C );
2). if Fil has a lifting, then the set of liftings is a torsor for H0(C ).
Theorem 1.5 (Theorem 4.1). Notation as in Setup 1 and let (E, θ,Gr) be a graded Higgs bundle over
(X,D)/S. Then
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1). the obstruction to lifting (E, θ,Gr) to a graded Higgs bundle over (X˜, D˜)/S˜ lies in H2
(
Gr0DR(End(E, θ))I
)
;
2). if (E, θ,Gr) has a graded lifting (E˜, θ˜, G˜r), then the set of liftings is a torsor for H1
(
Gr0DR(End(E, θ))I
)
;
3). the infinitesimal automorphism group of (E˜, θ˜, G˜r) over (E, θ,Gr) is H0
(
Gr0DR(End(E, θ))I
)
.
Theorem 1.6 (Theorem 5.2). Notation as in Setup 1 and let (V,∇,Fil) be a filtered de Rham bundle on
(X,D)/S. Suppose that the Hodge-de Rham spectral sequence (5.1) attached to (V,∇,Fil) degenerates at E1.
(1). If (V,∇) is liftable, then (V,∇,Fil) is also liftable.
(2). Let (V˜ , ∇˜) be a lifting of the underlying de Rham bundle of (V,∇,Fil). Then for two liftings F˜il and
F˜il
′
of the Hodge filtration Fil there exists an isomorphism
(V˜ , ∇˜, F˜il)
≃
−→ (V˜ , ∇˜, F˜il
′
)
of filtered de Rham bundles on (X˜, D˜)/S˜.
Acknowledgements. We thank Ruiran Sun for many productive discussions that helped formulate many
of the results in this note. R.K gratefully acknowledges support from NSF Grant No. DMS-1344994 (RTG
in Algebra, Algebraic Geometry and Number Theory at the University of Georgia)
2. Preliminaries
2.1. Filtered (logarithmic) de Rham bundles
Filtered vector bundles. Let X be a scheme and let V be a vector bundle on X . Recall that a descending
filtration of V is a decreasing sequence of subbundles
V ⊃ · · · ⊃ Fil−2V ⊃ Fil−1V ⊃ Fil0V ⊃ Fil1V ⊃ Fil2V ⊃ · · · .
The condition that Fili ⊂ Fili−1 is a subbundle means that it is locally a direct summand. This filtration is
called separated and exhaustive if for sufficiently large integer N >> 0
Fil−NV = V and FilN+1V = 0.
In this note, all filtrations are assume to be descending, separated and exhaustive. The pair (V,Fil) is called
a filtered vector bundle over X .
Let (V,Fil) be a filtered vector bundle with FilℓV free over OX for each ℓ ∈ Z. Then a basis {e1, e2 · · · , er}
of V is called adapted basis of (V,Fil) if FilℓV is generated by a subset of {e1, e2 · · · , er} for each ℓ ∈ Z.
Lemma 2.1. Let (V,Fil) be a filtered vector bundle on a scheme X. Then there exists an open affine covering
{Ui}i∈I of X such that Fil
ℓV |Ui is free OUi-module for each ℓ ∈ Z and each i ∈ I.
Proof. There are only finitely many vector bundles Filℓ, so we may find an open cover that trivializes them
all. 
Dual filtration. Let V be a vector bundle on a scheme X . The dual vector bundle V ∨ is defined by
V ∨(U) := HomOX(U)(V (U),OX(U)), for any open subset U of X .
Let (V,Fil) be a filtered vector bundle over a scheme X . The dual filtration Fil∨ on the dual vector bundle
V ∨ is defined by
(2.1) Fil∨,ℓ(V ∨) :=
(
V/Fil1−ℓV
)∨
⊂ V ∨,
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Filtration on Hom. Let (V1,Fil1) and (V2,Fil2) be two filtered vector bundle over X . There is a natural
filtration Fil(Fil1,Fil2) on the Hom vector bundle Hom(V1, V2) = V
∨
1 ⊗ V2 given by
(2.2) Filℓ(Fil1,Fil2)Hom(V1, V2) =
∑
ℓ1
(V1/Fil
ℓ1
1 V1)
∨ ⊗ Filℓ1+ℓ−12 V2.
Recall that Hom(V1, V2) := Γ(X,Hom(V1, V2)). The following lemma sum up some properties about the
filtration on Hom vector bundles
Lemma 2.2. Let (V1,Fil1), (V2,Fil2) and (V3,Fil3) be three filtered vector bundles over a scheme X.
(1). For any f ∈ Hom(V1, V2). Then f ∈ Fil
ℓ
(Fil1,Fil2)Hom(V1, V2) if and only if f(Fil
ℓ′
1 V1) ⊂ Fil
ℓ′+ℓ
2 V2
holds for all ℓ′.
(2). The composition operator induces a map ◦ : Hom(V2, V3) × Hom(V1, V2) → Hom(V1, V3). Under
this composition map, the image of Filℓ1(Fil2,Fil3)Hom(V2, V3)×Fil
ℓ2
(Fil1,Fil2)
Hom(V1, V2) is contained in
Filℓ1+ℓ2(Fil1,Fil3)Hom(V1, V3).
(3). Assume V1 = V2 =: V and rank(Fil
ℓ
1V ) = rank(Fil
ℓ
2V ) for all ℓ. Then
Fil1 = Fil2 if and only if idV ∈ Fil
0
(Fil1,Fil2)End(V ).
Proof. The first statement can be easily checked locally by choosing adapted local basis of V ∨1 and V2. The
second statement follows the first one. For the third one, it follows the fact that if V ′′ ⊆ V ′ ⊆ V are sub
bundles with rankV ′ = rankV ′′, then V ′′ = V ′. 
de Rham bundle. Let X be an S-scheme with relative flat normal crossing divisor D. A (logarithmic)
connection on a vector bundle V over (X,D)/S is an OS-linear map ∇ : V → V ⊗OX Ω
1
X/S(logD) satisfying
the Leibniz rule ∇(rv) = v ⊗ dr + r∇(v) for any local section r ∈ OX and v ∈ V . Give a connection, there
are canonical maps
∇ : V ⊗ ΩiX/S(logD)→ V ⊗ Ω
i
X/S(logD)
given by s ⊗ ω 7→ ∇(s) ∧ ω + s ⊗ dω. The curvature ∇ ◦ ∇ is OX -linear and contained in End(V ) ⊗OX
Ω2X/S(logD). The connection is called integrable and (V,∇) is called a (logarithmic) de Rham bundle if the
curvature vanishes. For a de Rham bundle, one has a natural de Rham complex :
DR(V,∇) : 0→ V
∇
−→ V ⊗ Ω1X/S(logD)
∇
−→ V ⊗ Ω2X/S(logD)
∇
−→ V ⊗ Ω3X/S(logD)→ · · ·
The hypercohomology of DR(V,∇) are called the de Rham cohomology of the de Rham bundle (V,∇) and
are denoted as follows
HidR(X, (V,∇)) := H
i(X,DR(V,∇)).
Connection on Hom vector bundles. Let (V1,∇1) and (V2,∇2) be two vector bundles with a connections
over X/S. Then there is a natural connection ∇(∇1,∇2) on the vector bundle HomOX (V1, V2) given by
(2.3) ∇(∇1,∇2)(f) := ∇2 ◦ f − f ◦ ∇1
for any local section f ∈ Hom(V1, V2). Let’s note that
• for any f ∈ Hom(V1, V2), ∇(∇1,∇2)(f) = 0 if and only if f ∈ Hom((V1,∇1), (V2,∇2)), i.e. f is
parallel;
• for any ω ∈ Hom(V1, V2)⊗ Ω
i
X/S(logD),
∇(∇1,∇2)(ω) = ∇2 ◦ ω + (−1)
i+1ω ◦ ∇1.
Lemma 2.3. Let (V1,∇1) and (V2,∇2) be two de Rham bundles over X/S. Then
Hom((V1,∇1), (V2,∇2)) :=
(
Hom(V1, V2),∇(∇1,∇2)
)
is also a de Rham bundle. In particular, ∇End∇1 := ∇(∇1,∇1) is an flat connection on End(V1).
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Proof. Note that
(
∇(∇1,∇2)
)2
(f) = (∇22) ◦ f − f ◦ (∇
2
1). The lemma follows. 
Filtered de Rham bundle. Let X be an S-scheme with relative flat normal crossing divisor D. Let
(V,∇,Fil) be a triple such that (V,Fil) is a filtered vector bundle and (V,∇) be a de Rham bundle over
(X,D)/S. Then the triple (V,∇,Fil) is called filtered de Rham bundle if ∇ and Fil satisfy the Griffith
transversality. i.e.
∇(FilℓV ) ⊂ Filℓ−1V ⊗ Ω1X/S(logD).
Thus we have sub complexes of DR(V,∇)
FilℓDR(V,∇) : 0→ FilℓV
∇
−→ Filℓ−1V ⊗ Ω1X/S(logD)
∇
−→ Filℓ−2V ⊗ Ω2X/S(logD)
∇
−→ · · ·
These sub complexes define a filtration on DR(V,∇)
(2.4) · · · ⊂ Filℓ+1DR(V,∇) ⊂ FilℓDR(V,∇) ⊂ Filℓ−1DR(V,∇) ⊂ · · · ⊂ DR(V,∇)
Lemma 2.4. Let (V1,∇1,Fil1) and (V2,∇2,Fil2) be two filtered de Rham bundles over (X,D)/S. Then
Hom((V1,∇1,Fil1), (V2,∇2,Fil2)) :=
(
Hom(V1, V2),∇(∇1,∇2),Fil(Fil1,Fil2)
)
is also a filtered de Rham bundle.
Proof. We only need to check that the connection and the filtration satisfy Griffith transversality. This
follows ii) of Lemma 2.2. 
Remark. Let (V,∇,Fil) be a filtered de Rham bundle. By abuse of notation, we often write ∇(∇,∇) as ∇
End
and Fil(Fil,Fil) as Fil for short.
Lemma 2.5. Let (V,Fil) be a filtered vector bundle over X. Suppose ∇ and ∇′ are two connections on V
over (X,D)/S with ∇−∇′ ∈ Fil−1(Fil,Fil)Hom(V, V ⊗Ω
1
X/S(logD)). Then ∇ satisfies Griffith’s transversality
if and only if ∇′ does. In other words, (V,∇,Fil) is a filtered de Rham bundle if and only if (V,∇′,Fil) is.
Proof. We only need to show that if ∇ satisfies Griffith’s transversality then ∇′ also does. Let v be any
local section in FilℓV . By the Griffith’s transversality, ∇(v) ∈ Filℓ−1V ⊗ Ω1X/S(logD). By Lemma 2.2,
∇−∇′ ∈ Fil−1(Fil,Fil)Hom(V, V ⊗ Ω
1
X/S(logD)) implies ∇(v) −∇
′(v) ∈ Filℓ−1V ⊗ Ω1X/S(logD). Thus
∇′(v) = ∇(v) −
(
∇(v) −∇′(v)
)
∈ Filℓ−1V ⊗ Ω1X/S(logD).
By the arbitrary choice of the local section v, ∇′ satisfies Griffith’s transversality. 
2.2. Graded (logarithmic) Higgs bundles
Graded vector bundles. LetX be a scheme. Let E be a vector bundle onX . Let {GrℓE}ℓ∈Z be subbundles
of V . The pair (E,Gr) is called graded vector bundle over X if the natural map ⊕ℓ∈ZGr
ℓE ∼= E is an
isomorphism.
Lemma 2.6. For any graded vector bundle (E,Gr) on X there exists an open affine covering {Ui}i∈I of X
such that Grℓ |Ui is a finite free OUi-module for each i ∈ I and ℓ ∈ Z.
Proof. There are only finitely many non-zero Grℓ, so we may choose an open affine covering that trivializes
them all. 
Let (E,Gr) be a graded vector bundle over a scheme X . There is a natural grading structure Gr∨ on the
dual vector bundle E∨ given by
(2.5) Gr∨ℓ(E∨) = (Gr−ℓE)∨.
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For two graded vector bundles (E1,Gr1) and (E2,Gr2) on X , there is a natural grading structure Gr(Gr1,Gr2)
on the Hom vector bundle Hom(E1, E2) = E
∨
1 ⊗ E2 given by
(2.6) Grℓ(Gr1,Gr2)Hom(E1, E2) =
⊕
ℓ1∈Z
(Grℓ1V1)
∨ ⊗R Gr
ℓ+ℓ1V2.
Higgs bundles. Let X be a smooth S-scheme with relative flat normal crossing divisor D. Let E be vector
bundle over X . Let θ : E → E ⊗OX Ω
1
X/S(logD) be an OX -linear morphism. The pair (E, θ) is called
(logarithmic) Higgs bundle over (X,D)/S if θ is integrable. i.e. θ ∧ θ = 0. For a Higgs bundle, one has a
natural Higgs complex
DR(E, θ) : 0→ E
θ
−→ E ⊗ Ω1X/S(logD)
θ
−→ E ⊗ Ω2X/S(logD)
θ
−→ E ⊗ Ω3X/S(logD)→ · · ·
The hypercohomology group of DR(E, θ) is called Higgs cohomology of the Higgs bundle (E, θ), which is
denoted by
HiHiggs(X, (E, θ)) := H
i(X,DR(E, θ)).
Graded Higgs bundles. Let X be an S-scheme with relative flat normal crossing divisor D. A graded
(logarithmic) Higgs bundle over (X,D)/S is a Higgs bundle (E, θ) together with a grading structure Gr on
E satisfying
θ(GrℓE) ⊂ Grℓ−1E ⊗OX Ω
1
X/S(logD).
Thus we have subcomplexes of DR(E, θ)
GrℓDR(E, θ) : 0→ GrℓE
θ
−→ Grℓ−1E ⊗ Ω1X/S(logD)
θ
−→ Grℓ−2E ⊗ Ω2X/S(logD)
θ
−→ · · ·
These subcomplexes define a graded structure on the complex DR(E, θ)
(2.7) DR(E, θ) =
⊕
ℓ∈Z
GrℓDR(E, θ).
The following is the main example we will be concerned with.
Example 2.7. Let (V,∇,Fil) be a filtered de Rham bundle over V . Denote E =
⊕
ℓ∈Z Fil
ℓV/Filℓ+1V and
GrℓE = FilℓV/Filℓ+1V . By Griffith’s transversality, the connection induces an OX -linear map θ : Gr
ℓE →
Grℓ−1E ⊗OX Ω
1
X/S(logD) for each ℓ ∈ Z. Then (E, θ,Gr) is a graded Higgs bundle. Moreover we have
GrℓDR(E, θ) = FilℓDR(V,∇)/Filℓ+1DR(V,∇).
2.3. Cech resolution
Double complex. Recall that a double complex is an array Mpq together with morphisms{
d: Mpq →Mp,q+1
d′ : Mpq →Mp+1,q
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satisfying d ◦ d′ + d′ ◦ d = 0.
(2.8)
...
d′

...
d′

· · ·
d // Mp,q
d //
d′

Mp,q+1
d //
d′

· · ·
· · ·
d // Mp+1,q
d //
d′
Mp+1,q+1
d //
d′
· · ·
...
...
The total complex is
(2.9) · · ·
dTot
−−−→
⊕
p+q=n
Mp,q
dTot
−−−→
⊕
p+q=n+1
Mp,q
dTot
−−−→
⊕
p+q=n+2
Mp,q
dTot
−−−→ · · ·
where dTot = d + d′. i.e. dTot((mp,q)p+q=n) := (d(m
p,q−1) + d′(mp−1,q))p+q=n+1.
One example of a double complex comes from the Cech complex attached to a complex of sheaves and an
open covering. Let X be a topological space. Let
(F•,∇) : 0→ F0
∇
−→ F1
∇
−→ F2
∇
−→ F3
∇
−→ F4
∇
−→ · · ·
be a complex of sheaves of abelian groups on X . Let U = {Ui}i∈I be an open covering of X . For any
ι = (i1, · · · , is) ∈ I
s, denote Uι = ∩
s
ℓ=1Uiℓ and
Cp(U ,Fq) =
∏
ι∈Ip+1
Fq(Uι).
Then the Cech resolution of the complex (F•,∇) with respect to the open covering U of X is the total
complex of the following double complex
(2.10) C0(U ,F0)
δ

∇ // C0(U ,F1)
δ

∇ // C0(U ,F2)
δ

∇ // C0(U ,F3)
δ

∇ // · · ·
C1(U ,F0)
δ

−∇ // C1(U ,F1)
δ

−∇ // C1(U ,F2)
δ

−∇ // C1(U ,F3)
δ

−∇ // · · ·
C2(U ,F0)
δ

∇ // C2(U ,F1)
δ

∇ // C2(U ,F2)
δ

∇ // C2(U ,F3)
δ

∇ // · · ·
C3(U ,F0)
δ
−∇ // C3(U ,F1)
δ
−∇ // C3(U ,F2)
δ
−∇ // C3(U ,F3)
δ
−∇ // · · ·
...
...
...
...
8 RAJU KRISHNAMOORTHY, JINBANG YANG, AND KANG ZUO
where δ is defined by restrictions.
δ((sι)ι∈Im) =
(
p+1∑
t=0
(−1)ts(i0,··· ,ˆit,··· ,ip+1) |U(i0,i1,··· ,ip+1)
)
(i0,i1,··· ,ip+1)∈Im+1
Lemma 2.8. (1). An element (−a, b, c) in C2(U ,F0)×C1(U ,F1)×C0(U ,F2) is a 2-cocycle if and only
if
0 = δ(a),∇(a) = δ(b),∇(b) = δ(c) and ∇(c) = 0;
(2). an element (a, b) in C1(U ,F0)× C0(U ,F1) 1-cocycle if and only if
0 = δ(a),∇(a) = δ(b) and ∇(b) = 0.
2.4. Complexes associated to a filtered de Rham bundle.
Let S, S˜, a, X˜, D˜, X , D, I be as in Setup 1. Let V˜ be a vector bundle on X˜ . We denote V = V˜ ⊗O
X˜
OX
and VI = V ⊗OX I.
Canonical isomorphism.
Lemma 2.9. Let V˜ be a vector bundle on X˜. Then
(1). there is an canonical isomorphism of sheaves over the underlying space of X and X˜
VI
∼
−→ I · V˜ ⊂ V˜
which maps v ⊗ r to rv˜, for any v ∈ V , r ∈ I and any lift v˜ of v ∈ V in V˜ .
(2). if v˜ ∈ V˜ is a local section, then v˜ is a section of the image of the sheaf VI if and only if v˜ ≡ 0
(mod I).
Remark. The isomorphism in (1) of Lemma 2.9 is well defined, i.e., it does not depend on the choice of v˜.
Natural connection on I. Consider the restriction of d: OX˜ → Ω
1
X˜/S˜
(log D˜) to I
d: I → I · Ω1
X˜/S˜
(log D˜) ≃ I ⊗ Ω1X/S(logD).
One checks that the pair (I, d) is a de Rham sheaf over (X,D)/S. Note that it is not a de Rham bundle as
I is not a vector bundle on X .
de Rham bundle twisted by (I, d). Let (V,∇) be a de Rham bundle over (X,D)/S. Taking tensor
product, one gets a tensor de Rham sheaf
(V,∇)I := (V,∇) ⊗ (I, d)
over (X,D)/S with connection ∇I : VI → VI ⊗ Ω
1
X/S(logD) defined by ∇I(v ⊗ r) := ∇(v)⊗ r + v ⊗ dr.
The complex DR(End(V,∇)I). Let (V,∇) be a de Rham bundle over (X,D)/S. By Lemma 2.3, End(V,∇)
is also a de Rham bundle over (X,D)/S. Consider
End(V,∇)I := End(V,∇)⊗ (I, d),
which is a de Rham sheaf over (X,D)/S. Then its de Rham complex DR(End(V,∇)I) is
(2.11) 0→ End(V )I
∇
End
−→ End(V )I ⊗ Ω
1
X/S(logD)
∇
End
−→ End(V )I ⊗ Ω
2
X/S(logD)
∇
End
−→ · · ·
where ∇
End
=
(
∇(∇,∇)
)
I
in terms of our earlier notation in Equation 2.3.
Lemma 2.10. Suppose there are three de Rham bundles (V˜1, ∇˜1), (V˜2, ∇˜2) and (V˜3, ∇˜3) over (X˜, D˜)/S˜
which lift (V,∇), and there are morphisms f12 : V˜1 → V˜2 and f23 : V˜2 → V˜3 lifting the identity map on V .
Then
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(1). there are short exact sequence of de Rham sheaves over X˜
0→ End(V,∇)I
ι
(V˜i,V˜j )
−−−−−→ Hom((V˜i, ∇˜i), (V˜j , ∇˜j)) −→ End(V,∇)→ 0.
In particular, ι−1
(V˜i,V˜j)
◦ ∇(∇˜i,∇˜j) = ∇
End
◦ ι−1
(V˜i,V˜j)
on I ·Hom(V˜i, V˜i) = ι(V˜i,V˜j)(End(V,∇)I).
(2). One has ι(V˜1,V˜3) ◦ ι
−1
(V˜2,V˜3)
= (− ◦ f12) on I · Hom(V˜1, V˜2) and ι(V˜1,V˜3) ◦ ι
−1
(V˜1,V˜2)
= (f23 ◦ −) on
I ·Hom(V˜1, V˜2). i.e. the following diagram communicates
End(V )I
 
ι(V˜1,V˜2) // Hom(V˜1, V˜2)
f23◦−

End(V )I
 
ι
(V˜1,V˜3) // Hom(V˜1, V˜3)
End(V )I
 
ι
(V˜2,V˜3) // Hom(V˜2, V˜3)
−◦f12
OO
Proof. Lemma CanoIsom implies (1) and the map ι(V˜i,V˜j) satisfies
ι(V˜i,V˜j)(g ⊗ r) = r · g˜
where g is a local section of End(V ), r is a local section of I and g˜ is a local section of Hom(V˜i, V˜j) which
lifts g.
Let g˜23 be a lifting of g in Hom(V˜2, V˜3). Then g˜23 ◦ f12 is an element in Hom(V˜2, V˜3) which also lifts f . By
the construction of ι(V˜i,V˜j), one has
ι(V˜1,V˜3)(g ⊗ r) = r · (g˜23 ◦ f12) = ι(V˜2,V˜3)(g ⊗ r) ◦ f12.
Similarly one has
ι(V˜1,V˜3)(g ⊗ r) = r · (f23 ◦ g˜12) = f23 ◦ ι(V˜1,V˜2)(g ⊗ r).
Thus (2) follows. 
Filtered de Rham bundle twisted by (I, d,Filtri). Suppose (V,∇,Fil) is a filtered de Rham bundle.
Taking the tensor product with (I, d,Filtri), one obtains a filtered de Rham sheaf on (X,D)/S.
(V,∇,Fil)I := (V,∇,Fil)⊗ (I, d,Filtri)
where the underlying de Rham bundle is (V,∇)I and the filtration FilI is defined by Fil
ℓ
I(VI) := (Fil
ℓV )I .
For simplifying the notations, we will write FilℓI(VI) as Fil
ℓVI .
The filtration on the complex DR(End(V,∇)I). For a filtered de Rham bundle (V,∇,Fil) over (X,D)/S,
The filtration on
End(V,∇,Fil)I := End(V,∇,Fil)⊗ (I, d,Filtri).
induces a filtration on DR(End(V,∇)I)
· · · ⊂ Filℓ+1DR(End(V,∇)I) ⊂ Fil
ℓDR(End(V,∇)I) ⊂ Fil
ℓ−1DR(End(V,∇)I) ⊂ · · · ⊂ DR(End(V,∇)I)
where FilℓDR(End(V,∇)I) is defined as
(2.12) 0→ FilℓEnd(V )I
∇
End
−→ Filℓ−1End(V )I ⊗ Ω
1
X/S(logD)
∇
End
−→ Filℓ−2End(V )I ⊗ Ω
2
X/S(logD)
∇
End
−→ · · ·
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Lemma 2.11. Suppose (V˜1, ∇˜1, F˜il1) and (V˜2, ∇˜2, F˜il2) are de Rham bundles over (X˜, D˜)/S˜ which lift
(V,∇,Fil). For each ℓ ∈ Z, one has an exact sequence over X˜
0→ FilℓEnd(V )I
ι
(V˜1,V˜2)−−−−−→ Filℓ
(F˜il1,F˜il2)
Hom(V˜1, V˜2) −→ Fil
ℓ
End(V )→ 0.
Proof. This follows Lemma 2.9. 
The complex C . We define a complex C which will govern the deformation theory. Let (V,∇,Fil) be a fil-
tered de Rham bundle over (X,D)/S. Denote by C the cokernel of the natural injection Fil0DR(End(V,∇)I) →֒
DR(End(V,∇)I). i.e. C :=
DR(End(V,∇)I)
Fil0DR(End(V,∇)I)
(2.13)
0→
DR(End(V,∇)I)
Fil0DR(End(V,∇)I)
∇End
−→
DR(End(V,∇)I)
Fil−1DR(End(V,∇)I)
⊗Ω1X/S(logD)
∇End
−→
DR(End(V,∇)I)
Fil−2DR(End(V,∇)I)
⊗Ω2X/S(logD)
∇End
−→ · · ·
2.5. Complexes associated to a graded Higgs bundle.
Let S, S˜, a, X˜, D˜, X , D, I be as in Setup 1. One has a natural Higgs sheaf (I, 0), i.e., the sheaf I together
with the trivial Higgs field.
The complex DR(End(E, θ)I). Let (E, θ) be a Higgs bundle over (X,D)/S. Then End(E, θ) := (End(E), θ
End)
is also Higgs bundle over (X,D)/S, where θEnd(f) = θ ◦ f − f ◦ θ. Consider the Higgs sheaf
End(E, θ)I := End(E, θ)⊗ (I, 0),
over (X,D)/S, where θ
End
(f ⊗ r) = θEnd(f)⊗ r. Then its Higgs complex DR(End(E, θ)I) is
(2.14) 0→
θ
End
−→ End(E)I ⊗ Ω
1
X/S(logD)
θ
End
−→ End(E)I ⊗ Ω
2
X/S(logD)
θ
End
−→ · · ·
The grading structure on the complex DR(End(E, θ)I). Suppose (E, θ,Gr) is a graded Higgs bundle.
Then Gr induces a natural graded structure on End(E, θ)I given by
Grℓ(End(E)I) := (Gr
ℓ
End(E))I
This grading structure induces a grading structure on the complex DR(End(V,∇)I)
DR(End(E, θ)I) =
⊕
l∈Z
GrℓDR(End(E, θ)I),
where GrℓDR(End(E, θ)I) is defined as
(2.15) 0→ GrℓEnd(E)I
θ
End
−→ Grℓ−1End(E)I ⊗ Ω
1
X/S(logD)
θ
End
−→ Grℓ−2End(E)I ⊗ Ω
2
X/S(logD)
θ
End
−→ · · ·
Lemma 2.12. Let (V,∇,Fil) be a filtered de Rham bundle over V . Let (E, θ,Gr) be the graded Higgs bundle
defined in Example 2.7. Then
GrℓDR(End(E, θ)I) = Fil
ℓDR(End(V,∇)I)/Fil
ℓ+1DR(End(V,∇)I).
In particular, the complex C in 2.13 is an successive extension of Gr−1DR(End(E, θ)I),Gr
−2DR(End(E, θ)I), · · · .
2.6. Local Liftings
In this subsection, we show that a filtered vector bundle with a Griffith’s tranverse filtration locally lifts. We
will later use this fact to construct a tangent-obstruction theory for filtered de Rham bundles. Let S, S˜, a,
X˜, D˜, X , D, I be given as in Setup 1.
Lemma 2.13. Let (V,∇,Fil) be a filtered vector bundle over X with a connection satisfying Griffith’s
transversality. Suppose that FilℓV is free over OX for all ℓ ∈ Z. Then
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(1). there exists lifting V˜ over X˜ of V ;
(2). for any given lifting V˜ over X˜ of V , there exists a filtration F˜il on V˜ which lifts Fil;
(3). for any given lifting (V˜ , F˜il) over X˜ of the filtered vector bundle (V,Fil), there exists a (not necessarily
integrable) connection ∇˜ on V˜ over (X˜, D˜)/S˜ which lifts ∇ and satisfies Griffith’s transversality with
respect to F˜il.
(4). Let (V˜ , F˜il) and (V˜ ′, F˜il
′
) be two liftings of (V,Fil) over X˜. Then there exists an isomorphism
f : (V˜ , F˜il)→ (V˜ ′, F˜il
′
) which lifts the identity map idV .
Proof. Part (1) follows the freeness of V . For the part (2), by the freeness of FilℓV , there exists an adapted
basis {e1, · · · , er} of (V,Fil). i.e.
V =
r⊕
j=1
OX · ei and Fil
ℓV =
⊕
j:ej∈FilℓV
OX · ej .
Fix a lifting e˜j of ej in V˜ for any j = 1, · · · , r. Then the filtration on V˜ defined by
F˜il
ℓ
V˜ =
⊕
j:ej∈FilℓV
OX˜ · e˜j
is a lifting of Fil on V˜ .
For part (3), choose an adopted basis {e˜1, · · · , e˜r} of V˜ and consider the connection d˜ on V˜ defined by
d˜(e˜j) = 0. It obviously satisfies Griffith’s transversality. Denote d = d˜ |V . Since ∇ also satisfies Griffith’s
transversality and∇−d isOX -linear,∇−d ∈ Fil
−1Hom(V, V ⊗Ω1X/S(logD)) by Lemma 2.2. By Lemma 2.11,
the map
Fil−1Hom(V˜ , V˜ ⊗ Ω1
X˜/S˜
(log D˜))։ Fil−1Hom(V, V ⊗ Ω1X/S(logD))
is surjective. Hence there exists an element ω˜ in Fil−1Hom(V˜ , V˜ ⊗Ω1
X˜/S˜
(log D˜)) which lifts ∇−d. Consider
the connection ∇˜ := d˜ + ω˜ on V˜ , which is a lifting of ∇. By Lemma 2.5, ∇˜ satisfies Griffith’s transversality.
We construct an f in the part (4) as following. Since FilℓV is free, F˜il
ℓ
V˜ and F˜il
′ℓ
V˜ ′ are also free with the
same rank. We may lift {e1, · · · , er} to an adapted basis {e˜1, · · · , e˜r} of (V˜ , F˜il) and to an adopted basis
{e˜′1, · · · , e˜
′
r} of (V˜
′, F˜il
′
). The isomorphism f : V˜ → V˜ ′ sending e˜i to e˜
′
i preserves the filtrations, which is
what we need. 
3. Deformations of filtered de Rham bundles and Hodge filtrations
In this section we will study the deformation theory of filtered de Rham bundles and Hodge filtrations. 1
The main results are Theorem 3.1 and Theorem 3.9.
Let S, S˜, a, X˜, D˜, X , D, I be given as in Setup 1.
3.1. Deforming a filtered de Rham bundle
In this subsection, we study the deformation theory of a filtered de Rham bundle. For a filtered de Rham
bundle (V,∇,Fil) over (X,D)/S, recall the complex of sheaves Fil0DR(End(V,∇)I) defined in 2.12:
0→ Fil0End(V )I
∇
End
−→ Fil−1End(V )I ⊗ Ω
1
X/S(logD)
∇
End
−→ Fil−2End(V )I ⊗ Ω
1
X/S(logD)
∇
End
−→ · · ·
This complex yields a tangent-obstruction theory for a filtered de Rham bundle.
1Note that every de Rham bundle admits a natural filtration: the trivial filtration. Therefore the deformation theory of
filtered de Rham bundles generalizes the deformation theory of de Rham bundles.
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Theorem 3.1. Let (V,∇,Fil) be a (logarithmic) filtered de Rham bundle over (X,D)/S. Then
(1). the obstruction to lifting (V,∇,Fil) to a filtered de Rham bundle over (X˜, D˜)/S˜ lies in H2
(
Fil0DR(End(V,∇)I)
)
;
(2). if (V,∇,Fil) has lifting (V˜ , ∇˜, F˜il), then the lifting set is an H1
(
Fil0DR(End(V,∇)I)
)
-torsor;
(3). the infinitesimal automorphism group of (V˜ , ∇˜, F˜il) over (V,∇,Fil) is H0
(
Fil0DR(End(V,∇)I)
)
.
In particular, when Fil is the trivial filtration, Theorem 3.1 implies the classical result about deforming
integrable connections.
Proposition 3.2. Let (V,∇) be a (logarithmic) de Rham bundle over (X,D)/S. Then
1). the obstruction to lifting (V,∇) to a de Rham bundle over (X˜, D˜)/S˜ lies in H2
(
DR(End(V,∇)I)
)
;
2). if (V,∇) has lifting (V˜ , ∇˜), then the lifting set is an H1
(
DR(End(V,∇)I)
)
-torsor;
3). the infinitesimal automorphism group of (V˜ , ∇˜) over (V,∇) is H0
(
DR(End(V,∇)I)
)
.
The following easily follows from the earlier sections and is the key we need to define an obstruction class.
Lemma 3.3. Let (V,∇,Fil) be a filtered vector bundle together with an connection over (X,D)/S satisfying
Griffith transversality.
(1). there exists an open affine covering {Ui}i∈I of X such that Fil
ℓV (Ui) is free over OX(Ui) for each
i ∈ I and each ℓ ∈ Z;
(2). the restriction (V,Fil) |Ui extends to a filtered vector bundle (V˜i, F˜ili) over U˜i with F˜il
ℓ
i V˜i(U˜i) free
over OX˜(U˜i) for each i ∈ I and each ℓ ∈ Z;
(3). for any two i, j ∈ I, there exists a local isomorphism fij : (V˜i, F˜ili) |U˜ij→ (V˜j , F˜ilj) |U˜ij lifts the
identity idV |Uij ;
(4). the ∇ |Ui extends to a connection ∇˜i on V˜i which satisfies Griffith transversality with respect to the
filtration F˜ili.
We call a quadruple
(
{Ui}i, {V˜i, F˜ili}i, {fij}ij , {∇˜i}i
)
a system of local data for (V,∇,Fil).
Proof of Lemma 3.3. The lemma follows Lemma 2.1 and Lemma 2.13. 
Remark. In (4) of Lemma 3.3, we do not require the local extension ∇˜ |U˜i to be integrable.
Let (V,∇,Fil) be a filtered de Rham bundle and
(
{Ui}i, {V˜i, F˜ili}i, {fij}ij , {∇˜i}i
)
be the local data outputted
by Lemma 3.3. Since fij preserves local filtration and ∇˜i satisfies Griffith’s transversality, by Lemma 2.2
the element
(3.1) c˜(V,∇,Fil) :=
(
− (fjk ◦ fij − fik)(i,j,k), (∇˜j ◦ fij − fij ◦ ∇˜i)(i,j), (∇˜i ◦ ∇˜i)i
)
is contained in∏
(i,j,k)∈I3
(
F˜il
0
ikHom(V˜i, V˜k)
)
(U˜ijk)×
∏
(i,j)∈I2
(
F˜il
−1
ij Hom(V˜i, V˜j)⊗ Ω
1
X˜/S˜
(log D˜)
)
(U˜ij)×
∏
i∈I
(
F˜il
−2
ii End(V˜i)⊗ Ω
2
X˜/S˜
(log D˜)
)
(U˜i),
where F˜ilij = Fil(F˜ili,F˜ilj) is the filtration on the vector bundle Hom(V˜i, V˜j) over U˜ij . Since (V,∇,Fil) is a
globally defined filtered de Rham bundle, c(V,∇,Fil) = 0 mod I. One gets an element
c(V,∇,Fil) :=
(
−
(
ι−1ik (fjk ◦ fij − fik)
)
(i,j,k)
,
(
ι−1ij ((∇˜j ◦ fij − fij ◦ ∇˜i)
)
(i,j)
,
(
ι−1ii (∇˜i ◦ ∇˜i)
)
i
)
in∏
(i,j,k)∈I3
Fil0End(V )I(Uijk)×
∏
(i,j)∈I2
(
Fil−1End(V )I ⊗ Ω
1
X/S(logD)
)
(Uij)×
∏
i∈I
(
Fil−2End(V )I ⊗ Ω
2
X/S(logD)
)
(Ui).
where the notations ιij := ιV˜i,V˜j are defined in Lemma 2.10.
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Lemma 3.4. Let (V,∇,Fil) be a filtered de Rham bundle and
(
{Ui}i, {(V˜i, F˜ili)}i, {fij}ij , {∇˜i}i
)
be a system
of local data, whose existence is guaranteed by Lemma 3.3.
(1). The element c(V,∇,Fil) defined in (3.1) is a 2-cocycle in the Cech resolution of the complex Fil0DR(End(V,∇)I)
with respect to the open covering U = {Ui}i∈I of X.
(2). The class [c(V,∇,Fil)] ∈ H2(Fil0DR(End(V,∇)I)) does not depend on the choice of the system of
local data from Lemma 3.3.
Proof. We denote Fk = Fil−kEnd(V )I ⊗Ω
k
X/S(logD) for all k ≥ 0. Then the complex Fil
0DR(End(V,∇)I)
defined in 2.12 may be rewritten as
0→ F0
∇
End
−−−→ F1
∇
End
−−−→ F2
∇
End
−−−→ F3
∇
End
−−−→ · · ·
For any ι = (i1, · · · , is) ∈ I
s, set Uι = ∩
s
ℓ=1Uiℓ and
Cp(U ,Fk) =
∏
ι∈Ip+1
Fk(Uι).
Recall that the Cech resolution of the complex Fil0DR(End(V,∇)I) with respect to the open covering U of
X is the total complex of the following double complex
(3.2) C0(U ,F0)
δ

∇
End
// C0(U ,F1)
δ

∇
End
// C0(U ,F2)
δ

∇
End
// C0(U ,F3)
δ

∇
End
// · · ·
C1(U ,F0)
δ

−∇
End
// C1(U ,F1)
δ

−∇
End
// C1(U ,F2)
δ

−∇
End
// C1(U ,F3)
δ

−∇
End
// · · ·
C2(U ,F0)
δ

∇
End
// C2(U ,F1)
δ

∇
End
// C2(U ,F2)
δ

∇
End
// C2(U ,F3)
δ

∇
End
// · · ·
C3(U ,F0)
δ
−∇
End
// C3(U ,F1)
δ
−∇
End
// C3(U ,F2)
δ
−∇
End
// C3(U ,F3)
δ
−∇
End
// · · ·
...
...
...
...
By lemma 2.8, to show that
c(V,∇,Fil) =
(
−
(
ι−1ik (fjk ◦ fij − fik)
)
(i,j,k)
,
(
ι−1ij ((∇˜j ◦ fij − fij ◦ ∇˜i)
)
(i,j)
,
(
ι−1ii (∇˜i ◦ ∇˜i)
)
i
)
forms a cocycle, one needs to check
0 = δ
((
ι−1ik (fjk ◦ fij − fik)
)
(i,j,k)
)
∈ C3(U ,F0)
∇
End
((
ι−1ik (fjk ◦ fij − fik)
)
(i,j,k)
)
= δ
((
ι−1ij ((∇˜j ◦ fij − fij ◦ ∇˜i)
)
(i,j)
)
∈ C2(U ,F1)
∇
End
((
ι−1ij ((∇˜j ◦ fij − fij ◦ ∇˜i)
)
(i,j)
)
= δ
((
ι−1ii (∇˜i ◦ ∇˜i)
)
i
))
∈ C1(U ,F2)
∇
End
((
ι−1ii (∇˜i ◦ ∇˜i)
)
i
))
= 0 ∈ C0(U ,F3)
This is equivalent to check
1a). ι−1jl (fkl ◦ fjk − fjl) − ι
−1
il (fkl ◦ fik − fil) + ι
−1
il (fjl ◦ fij − fil) − ι
−1
jk (fjk ◦ fij − fik) = 0 for each
(i, j, k, l) ∈ I4.
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1b). ι−1ik (∇˜ik(fjk ◦ fij − fik)) = ι
−1
jk (∇˜k ◦ fjk− fjk ◦ ∇˜j)− ι
−1
ik (∇˜k ◦ fik− fik ◦ ∇˜i)+ ι
−1
ij (∇˜j ◦ fij − fij ◦ ∇˜i)
for each (i, j, k) ∈ I3.
1c). ι−1ij (∇˜ij(∇˜j ◦ fij − fij ◦ ∇˜i)) = ι
−1
jj (∇˜j ◦ ∇˜j)− ι
−1
ii (∇˜i ◦ ∇˜i) for each (i, j) ∈ I
2; and
1d). ∇˜ii(∇˜i ◦ ∇˜i) = 0.
where ∇˜ij := ∇(∇˜i,∇˜j) be the connection on Hom(V˜i, V˜j) |U˜ij .
1a) follows Lemma 2.10 and
(fkl ◦ fjk − fjl) ◦ fij − (fkl ◦ fik − fil) + (fjl ◦ fij − fil)− fkl ◦ (fjk ◦ fij − fik) = 0
This is because that Lemma 2.10 implies −◦ fij = ιik ◦ ι
−1
ij and fjk ◦− = ιik ◦ ι
−1
jk . 1a) follows the injectivity
of ιil and
0 = (fkl ◦ fjk − fjl) ◦ fij − (fkl ◦ fik − fil) + (fjl ◦ fij − fil)− fkl ◦ (fjk ◦ fij − fik)
2.10
= ιil ◦ ι
−1
jl (fkl ◦ fjk − fjl)− ιil ◦ ι
−1
il (fkl ◦ fik − fil) + ιil ◦ ι
−1
il (fjl ◦ fij − fil)− ιil ◦ ι
−1
ik (fjk ◦ fij − fik)
= ιil ◦
(
ι−1jl (fkl ◦ fjk − fjl)− ι
−1
il (fkl ◦ fik − fil) + ι
−1
il (fjl ◦ fij − fil)− ι
−1
ik (fjk ◦ fij − fik)
)
1b) follows Lemma 2.10 and
∇˜ik(fjk ◦ fij − fik) := ∇˜k ◦ (fjk ◦ fij − fik)− (fjk ◦ fij − fik) ◦ ∇˜i
= (∇˜k ◦ fjk − fjk ◦ ∇˜j) ◦ fij − (∇˜k ◦ fik − fik ◦ ∇˜i) + fjk ◦ (∇˜j ◦ fij − fij ◦ ∇˜i)
1c) follows Lemma 2.10 and
∇˜ij(∇˜j ◦ fij − fij ◦ ∇˜i) := ∇˜j ◦ (∇˜j ◦ fij − fij ◦ ∇˜i)− (∇˜j ◦ fij − fij ◦ ∇˜i) ◦ ∇˜i
= ∇˜2j ◦ fij − fij ◦ ∇˜
2
i
1d) follow that ∇˜ii(∇˜i ◦ ∇˜i) = ∇˜i ◦ (∇˜i ◦ ∇˜i)− (∇˜i ◦ ∇˜i) ◦ ∇˜i = 0.
Let
(
{Ui}i∈J , {(V˜i, F˜ili)}i∈J , {fij}i,j∈J , {∇˜i}i∈J
)
be another system of local data. Consider the union cov-
ering {Ui}i∈K , where K = I ⊔ J . Using the natural embedding σ1 : I → K and σ2 : J → K, the coverings
{Ui}i∈I and {Ui}i ∈ J are each refinements of {Ui}i∈K . Thus one has following diagram
(3.3) H2(UI , (F
·,∇End)) H2(UK , (F
·,∇End))
σ∗2 //σ
∗
1oo H2(UJ , (F ·,∇End))
As in Lemma 3.3, we extend the two systems of local data
(
{Ui}i∈I , {(V˜i, F˜ili)}i∈I , {fij}i,j∈I , {∇˜i}i∈I
)
and(
{Ui}i∈J , {(V˜i, F˜ili)}i∈J , {fij}i,j∈J , {∇˜i}i∈J
)
to a system of local data
(
{Ui}i∈K , {(V˜i, F˜ili)}i∈K , {fij}i,j∈K , {∇˜i}i∈K
)
.
Then σ∗1(cK(V,∇,Fil)) = cI(V,∇,Fil) and σ
∗
2(cK(V,∇,Fil)) = cJ(V,∇,Fil). Thus cI(V,∇,Fil) and cJ (V,∇,Fil)
defines the same element in H2(F ·,∇
End
) := lim
−→
U
H2(U , (F ·,∇
End
)). 
Lemma 3.5. Let (V˜ , ∇˜, F˜il) and (V˜ , ∇˜, F˜il)′ be two liftings of a filtered de Rham bundle (V,∇,Fil). Then
(1). there exists an open affine covering {Ui}i∈I such that F˜il
ℓ
V˜ (U˜i) and F˜il
ℓ
V˜ ′(U˜i) are free over OX˜(U˜i)
for all i ∈ I and ℓ ∈ Z, and
(2). there exists a local isomorphism fi : (V˜ , F˜il) |U˜i→ (V˜ , F˜il)
′ |U˜i , which lifts the identity idV |Ui .
Proof. The Lemma follows Lemma 2.1 and Lemma 2.13. 
Suppose there are two liftings (V˜ , ∇˜, F˜il) and (V˜ , ∇˜, F˜il)′ of a filtered de Rham bundle (V,∇,Fil) and(
{Ui}i, {fi}i
)
be a system of local data given as in Lemma 3.5. Denote ι = ιV˜ ,V˜ ′ , which is defined in
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Lemma 2.10. By similar reason as c(V,∇,Fil), one constructs an element
(3.4) b((V˜ , ∇˜, F˜il), (V˜ , ∇˜, F˜il)′) :=
((
ι−1(fj − fi)
)
(i,j)
,
(
ι−1(∇˜′ ◦ fi − fi ◦ ∇˜)
)
i
)
in ∏
(i,j)∈I2
Fil0End(V )I |Uij ×
∏
i∈I
(
Fil−1End(V )I ⊗ Ω
1
X/S(logD)
)
|Ui .
Lemma 3.6. Let (V˜ , ∇˜, F˜il) and (V˜ , ∇˜, F˜il)′ be two liftings of a filtered de Rham bundle (V,∇,Fil). Then
(1). the element b((V˜ , ∇˜, F˜il), (V˜ , ∇˜, F˜il)′) defined in (3.4) is a 1-cocycle in the Cech resolution of the
complex Fil0DR(End(V,∇))I with respect to the open covering {Ui}i∈I of X.
(2). The class [b((V˜ , ∇˜, F˜il), (V˜ , ∇˜, F˜il)′)] ∈ H1(Fil0DR(End(V,∇))I) does not depend on the choice of(
{Ui}i, {fi}i
)
.
Proof. To show b((V˜ , ∇˜, F˜il), (V˜ , ∇˜, F˜il)′) :=
((
ι−1(fj − fi)
)
(i,j)
,
(
ι−1(∇˜′ ◦ fi − fi ◦ ∇˜)
)
i
)
is a 1-cocycle, we
only need to check
0 = δ
((
ι−1(fj − fi)
)
(i,j)
)
∈ C2(U ,F0)
∇
End
((
ι−1(fj − fi)
)
(i,j)
)
= δ
((
ι−1(∇˜′ ◦ fi − fi ◦ ∇˜)
)
i
)
∈ C1(U ,F1)
∇
End
((
ι−1(∇˜′ ◦ fi − fi ◦ ∇˜)
)
i
)
= 0 ∈ C0(U ,F2)
This is equivalent to check
1a). (fk − fj) |Uijk −(fk − fi) |Uijk +(fj − fi) |Uijk= 0 for each (i, j, k) ∈ I
3.
1b). ∇(∇˜,∇˜′)(fj − fi) = (∇˜
′ ◦ fj − fj ◦ ∇˜) |Uij −(∇˜
′ ◦ fi − fi ◦ ∇˜) |Uij for each (i, j) ∈ I
2.
1c). ∇(∇˜,∇˜′)(∇˜
′ ◦ fi − fi ◦ ∇˜) = 0 for each i ∈ I.
1a) and 1b) are trivial. 1c) follows from the integrability of ∇˜′ and ∇˜.
Follow the same method as in the proof of (2) of Lemma 3.4, one gets the proof of (2). 
Lemma 3.7. Let (V˜ , ∇˜, F˜il) be a lifting of a filtered de Rham bundle (V,∇,Fil). Denote ι = ι(V˜ ,V˜ ).
(1). For any ǫ ∈ H0
(
Fil0DR(End(V,∇)I)
)
, idV˜ + ι(ǫ) is an automorphism of (V˜ , ∇˜, F˜il) which lifts idV .
(2). Let f be an automorphism of (V˜ , ∇˜, F˜il) which lifts idV . Then
ι−1(f − idV˜ ) ∈ H
0
(
Fil0DR(End(V,∇)I)
)
.
Proof. Note that
H
0
(
DR(End(V,∇)I)
)
=
{
ǫ ∈ Γ
(
X,Fil0End(V )I
)
| ∇
End
(ǫ) = 0.
}
=
{
ι(f − id) | f ∈ Γ(X,Fil0
(F˜il,F˜il)
End(V˜ )) with f ≡ id (mod I) and ∇(∇˜,∇˜)(f) = 0.
}
The Lemma follows that fact that for any f : V˜ → V˜ with f ≡ idV˜ (mod I)
• f preserves the filtration if and only if η ∈ Fil0
(F˜il,F˜il)
End(V˜ ) (Lemma 2.2);
• f is parallel if and only if ∇(∇˜,∇˜)(η) = 0. 
Proof of Proposition 3.1. According Lemma 3.4, Lemma 3.6 and Lemma 3.7 one only need to show that
(a) if the filtered de Rham bundle (V,∇,Fil) has a lifting (V˜ , ∇˜, F˜il), then [c(V,∇,Fil)] = 0;
(b) if [c(V,∇,Fil)] = 0, then the filtered de Rham bundle (V,∇,Fil) is liftable;
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(c) Let (V˜ , ∇˜, F˜il) be a lifting of the filtered de Rham bundle (V,∇,Fil). For any element ǫ inH1(Fil0DR(End(V,∇)I)),
there exists another lifting (V˜ , ∇˜, F˜il)′ such that ǫ = [b((V˜ , ∇˜, F˜il), (V˜ , ∇˜, F˜il)′)].
The proof of (a) is trivial: if we choose a system of local data
(
{Ui}i, {(V˜i, F˜ili)}i, {fij}ij , {∇˜i}i
)
such that
(V˜i, ∇˜i, F˜ili) = (V˜ , ∇˜, F˜il) |U˜i and fij = idV˜ |U˜ij
, then c(V,∇,Fil) = 0.
Proof of (b). Since c(V,∇,Fil) =
(
−
(
ι−1ik (fjk◦fij−fik)
)
(i,j,k)
,
(
ι−1ij ((∇˜j ◦fij−fij◦∇˜i)
)
(i,j)
,
(
ι−1ii (∇˜i◦∇˜i)
)
i
)
is a coboundary, there exists an element
((
ι−1ij (∆fij)
)
(i,j)
,
(
ι−1ii (∆ωi)
)
i
)
in∏
(i,j)∈I2
(
Fil0End(V )
)
I
|Uij ×
∏
i∈I
((
Fil−1End(V )
)
I
⊗ Ω1X/S(logD)
)
|Ui .
such that 
−
(
ι−1ik (fjk ◦ fij − fik)
)
(i,j,k)
= δ
((
ι−1ij (∆fij)
)
(i,j)
)
(
ι−1ij ((∇˜j ◦ fij − fij ◦ ∇˜i)
)
(i,j)
= −∇
End
((
ι−1ij (∆fij)
)
(i,j)
)
+ δ
((
ι−1ii (∆ωi)
)
i
)(
ι−1ii (∇˜i ◦ ∇˜i)
)
i
= ∇
End ((
ι−1ii (∆ωi)
)
i
)
This is equivalent to
fjk ◦ fij − fik + (∆fjk ◦ fij −∆fik + fjk ◦∆fij) = 0 for each (i, j, k) ∈ I
3
∇˜j ◦ fij − fij ◦ ∇˜i + (∇˜j ◦∆fij −∆fij ◦ ∇˜i)− (∆ωj ◦ fij − fij ◦∆ωi) = 0 for each (i, j) ∈ I
2
∇˜i ◦ ∇˜i − (∇˜i ◦∆ωi +∆ωi ◦ ∇˜i) = 0 for each i ∈ I
Denote ∇˜′i = ∇˜i −∆ωi and f
′
ij = fij +∆fij . Then it is equivalent to
f ′jk ◦ f
′
ij = f
′
ik for each (i, j, k) ∈ I
3
∇˜′j ◦ f
′
ij = f
′
ij ◦ ∇˜
′
i for each (i, j) ∈ I
2
∇˜′i ◦ ∇˜
′
i = 0 for each i ∈ I
This implies that local data (V˜i, ∇˜i)i can be glued via (f
′
ij)ij into a de Rham bundle (V˜ , ∇˜) over (X˜, D˜)/S˜.
Since fij ∈ F˜il
0
ijHom(V˜i, V˜j) and
∆fij ∈ Fil
0
End(V )I(Uij) ⊂ F˜il
0
ijHom(V˜i, V˜j),
f ′ij is also contained in F˜il
0
ijHom(V˜i, V˜j). By Lemma 2.2 f
′
ij ’s preserve local filtrations F˜ili’s. Thus local
filtrations (F˜ili)i can be glued into a filtration F˜il on V˜ . Since (∇˜i, F˜ili) satisfying Griffith transversality and
∆ωi ∈
(
Fil−1End(V )I ⊗ Ω
1
X/S(logD)
)
(Ui) ⊂ F˜il
−1
ii End(V˜i)⊗ Ω
1
X˜/S˜
(log D˜)(U˜i),
(∇˜′i, F˜ili) is also satisfying Griffith transversality by Lemma 2.5. In conclusion, we get a filtered de Rham
bundle (V˜ , ∇˜, F˜il) which lifts (V,∇,Fil).
Proof of (c). Denote ι = ι(V˜ ,V˜ ). Let
((
ι−1(∆fij)
)
(i,j)
,
(
ι−1(∆ωi)
)
i
)
be a representation of the 1-class ǫ
with respect to a covering {U˜i}i∈I of X˜ , where
∆fij ∈ I · Fil
0
(F˜il,F˜il)
End(V˜ ) and ∆ωi ∈ I · Fil
−1
(F˜il,F˜il)
End(V˜ )⊗ Ω1
X˜/S˜
(log D˜).
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Denote (V˜i, ∇˜i, F˜ili) := (V˜ , ∇˜, F˜il) |U˜i and fij = idV˜ |U˜ij
. Then
fjk ◦ fij − fik = 0 = ∆fjk ◦ fij −∆fik + fjk ◦∆fij , for each (i, j, k) ∈ I
3;
−(∇˜j ◦ fij − fij ◦ ∇˜i) = 0 = −(∇˜j ◦∆fij −∆fij ◦ ∇˜i) + (∆ωj ◦ fij − fij ◦∆ωi) for each (i, j) ∈ I
2;
−∇˜i ◦ ∇˜i = 0 = ∇˜i ◦∆ωi +∆ωi ◦ ∇˜i, for each i ∈ I.
Similar as in the proof of (b), denote ∇˜′i = ∇˜+∆ωi and f
′
ij = id−∆fij one glues (V˜i, ∇˜
′
i, F˜ili) via f
′
ij into a
filtered de Rham bundle (V˜ , ∇˜, F˜il)′ on X˜ . The similar method in the proof of (2) in Lemma 3.4 show that
up to isomorphism this filtered de Rham bundle does not depend on the choice of the representation of ǫ.
In the following we show that
b((V˜ , ∇˜, F˜il), (V˜ , ∇˜, F˜il)′) =
((
ι−1(∆fij)
)
(i,j)
,
(
ι−1(∆ωi)
)
i
)
.
Since (V˜ ′, ∇˜′) is glued from (V˜ |U˜i , ∇˜
′
i) via local isomorphism f
′
ij , there exists local isomoprhism fi : V˜U˜i →
V˜ ′
U˜i
which lifts idV |Ui such that fi = fj ◦ f
′
ij and ∇˜
′ ◦ fi = fi ◦ ∇˜
′
i.
V˜ |U˜ij
fi //
id
 ""
f ′ij
 ""
V˜ ′ |U˜ij
id

V˜i |U˜ij
fi //
∇˜

∇˜′i
 ))
V˜ ′i |U˜ij
∇˜′

V˜ |U˜ij
fj // V˜ ′ |U˜ij V˜i ⊗ Ω
1
X/S(logD) |U˜ij
fi // V˜ ′i ⊗ Ω
1
X/S(logD) |U˜ij
Then fj |U˜ij −fi |U˜ij= fj ◦ (id − f
′
ij) = fj ◦ ∆fij and ∇˜
′ ◦ fi − fi ◦ ∇˜ = fi ◦ (∇˜
′
i − ∇˜) = fi ◦ ∆ωi. Thus
b((V˜ , ∇˜, F˜il), (V˜ , ∇˜, F˜il)′) =
((
ι−1
(V˜ ,V˜ ′)
(fj ◦∆fij)
)
(i,j)
,
(
ι−1
(V˜ ,V˜ ′)
(fi◦∆ωi)
)
i
)
=
((
ι−1(∆fij)
)
(i,j)
,
(
ι−1(∆ωi)
)
i
)
.

Notation 3.8. For any lifting (V˜ , ∇˜, F˜il) and any element ε inH1(Fil0DR(End(V,∇)I)), denote the (V˜ , ∇˜, F˜il)
′
constructed in the proof of (c) by
(V˜ , ∇˜, F˜il) + ε.
By definition, one has
[b((V˜ , ∇˜, F˜il), (V˜ , ∇˜, F˜il) + ε)] = ε.
For any lifting (V˜ , ∇˜) and any element ε in H1(DR(End(V,∇)I)) one has similar notation (V˜ , ∇˜) + ε and
[b((V˜ , ∇˜), (V˜ , ∇˜) + ε)] = ε.
3.2. Deformation of the Hodge filtration
In this section we will study the deformation theory of the Hodge filtration. For a filtered de Rham bundle
over (X,D)/S, recall the complex C defined in (2.13) is
(3.5)
0→
(End(V ))I(
Fil0End(V )
)
I
∇
End
−→
(End(V ))I(
Fil−1End(V )
)
I
⊗ Ω1X/S(logD)
∇
End
−→
(End(V ))I(
Fil−2End(V )
)
I
⊗ Ω2X/S(logD)
∇
End
−→ · · ·
Theorem 3.9. Let (V,∇,Fil) be a filtered de Rham bundle over (X,D)/S. Let (V˜ , ∇˜) be lifting of the
underlying de Rham bundle (V,∇) over (X˜, D˜)/S˜. Then
1). the obstruction to lifting Fil to a Hodge filtration on (V˜ , ∇˜) lies in H1(C );
2). if Fil has a lifting, then the lifting set is an H0(C )-torsor;
In the rest of this subsection, we will always denote ι = ι(V˜ ,V˜ ).
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Lemma 3.10. Let (V,∇,Fil) be a filtered de Rham bundle over (X,D)/S. Let V˜ be lifting of vector bundle
V over (X˜, D˜)/S˜. Then
(1). there exists an affine open covering {Ui}i∈I such that Fil
ℓV (Ui) is free over OX(Ui) for all i ∈ I and
ℓ ∈ Z, and
(2). there exists local liftings (∇˜i, F˜ili) of (∇,Fil) over U˜i such that (∇˜i, F˜ili) satisfies Griffith transver-
sality for each i ∈ I, and
(3). there exists local liftings fij : (V˜ |U˜i , F˜ili) |U˜ij→ (V˜ |U˜j , F˜ilj) |U˜ij of id(V,Fil) over U˜ij.
Overloading notation, we call such a triple ({Ui}i, {(∇˜i, F˜ili)}i, {fij}ij), whose existence is guaranteed by the
lemma, a system of local data.
Remark. The connection ∇˜i needs not to be integrable.
Proof. The Lemma follows Lemma 2.1 and Lemma 2.13. 
Let (V,∇,Fil) be a filtered de Rham bundle over (X,D)/S. Let (V˜ , ∇˜) be lifting of the underlying de
Rham bundle (V,∇) over (X˜, D˜)/S˜. Let ({Ui}i, {(∇˜i, F˜ili)}i, {fij}ij) be a system of local data given as in
Lemma 3.10. Then one defines an element
(3.6) c˜(Fil) =
(
(id− fij)(i,j), (∇˜i − ∇˜)i
)
in ∏
(i,j)∈I2
 End(V˜ )
F˜il
0
ijEnd(V˜ )
 (U˜ij)×∏
i∈I
(
End(V˜ )
F˜il
−1
ii End(V˜ )
⊗ Ω1
X˜/S˜
(log D˜)
)
(U˜i).
Since c(Fil) ≡ 0 (mod I), one gets an element
(3.7) c(Fil) =
((
ι−1(id− fij)
)
(i,j)
,
(
ι−1(∇˜i − ∇˜)
)
i
)
in ∏
(i,j)∈I2
(
End(V )I
Fil0End(V )I
)
(Uij)×
∏
i∈I
(
End(V )I
Fil−1End(V )I
⊗ Ω1X/S(logD)
)
(Ui).
Lemma 3.11. Let (V,∇,Fil) be a filtered de Rham bundle with (V˜ , ∇˜) a lifting its underlying de Rham
bundle. Let ({Ui}i, {(∇˜i, F˜ili)}i, {fij}ij) be a system of local data given as in Lemma 3.10.
(1). The element c(Fil) defined in (3.7) is a 1-cocycle in the Cech resolution of the complex (2.13) with
respect to the open covering {Ui}i∈I of X.
(2). The class [c(Fil)] ∈ H1(C ) does not depend on the choice of ({Ui}i, {(∇˜i, F˜ili)}i, {fij}ij).
Proof. The proof of (2) follow the same method of proof of (2) in Lemma 3.4. For the (1), we denote
E
k
= End(V )I
Fil−kEnd(V )I
⊗ ΩkX/S(logD). Then the complex C may be rewritten as
0→ E
0 ∇
End
−−−→ E
1 ∇
End
−−−→ E
2 ∇
End
−−−→ E
3 ∇
End
−−−→ · · ·
for all k ≥ 0. For any τ = (i1, · · · , is) ∈ I
s, denote U(i1,··· ,is) = ∩
s
ℓ=1Uiℓ and
Cp(U , E
k
) =
∏
τ∈Ip+1
E
k
(Uτ ).
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Then the Cech resolution of the complex C with respect to the open covering U of X is the total complex
of the following double complex
(3.8) C0(U , E
0
)
δ

∇
End
// C0(U , E
1
)
δ

∇
End
// C0(U , E
2
)
δ

∇
End
// · · ·
C1(U , E
0
)
δ

∇
End
// C1(U , E
1
)
δ

∇
End
// C1(U , E
2
)
δ

∇
End
// · · ·
C2(U , E
0
)
δ
∇
End
// C2(U , E
1
)
δ
∇
End
// C2(U , E
2
)
δ
∇
End
// · · ·
...
...
...
To show that
c(Fil) =
((
ι−1(id− fij)
)
(i,j)
,
(
ι−1(∇˜i − ∇˜)
)
i
)
∈ C1(U , E
0
)× C0(U , E
1
)
forms a cocycle, one needs to check
0 = δ
((
ι−1(id− fij)
)
(i,j)
)
∈ C2(U , E
0
)
∇
End
((
ι−1(id− fij)
)
(i,j)
)
= δ
((
ι−1(∇˜i − ∇˜)
)
i
)
∈ C1(U , E
1
)
∇
End
((
ι−1(∇˜i − ∇˜)
)
i
)
= 0 ∈ C0(U , E
2
)
This is equivalent to checking
1a). (id− fjk)− (id− fik) + (id− fij) ≡ 0 (mod Fil
0
ikEnd(V˜ )(U˜ijk)) for each (i, j, k) ∈ I
3.
1b). ∇˜ij(id− fij) ≡ (∇˜j − ∇˜)− (∇˜i − ∇˜) (mod
(
Fil−1ij End(V˜ )⊗Ω
1
X˜/S˜
(log D˜)
)
(U˜ij)) for each (i, j) ∈ I
2,
1c). ∇˜ii(∇˜i − ∇˜) ≡ 0 (mod
(
Fil−2ii End(V˜ )⊗ Ω
2
X˜/S˜
(log D˜)
)
(U˜i)) for each i ∈ I.
Denote αij = idV˜ − fij . Then
fik − fjk ◦ fij = αjk − αik + αij − αjk ◦ αij .
Since αij ≡ 0 ≡ αjk (mod I) and I
2 = 0, αjk ◦αij = 0. By definition fij ∈ Fil
0
ijEnd(V˜ ), thus fik−fjk ◦fij ∈
Fil0ikEnd(V˜ ) by Lemma 2.2 and 1a) follows.
Note that
∇˜ij(id− fij) =∇˜j ◦ (id− fij)− (id− fij) ◦ ∇˜i
=(∇˜j − ∇˜)− (∇˜i − ∇˜)− (∇˜j ◦ fij − fij ◦ ∇˜i)
By lemma 2.2, (∇˜j ◦ fij − fij ◦ ∇˜i) ∈ Fil
−1
ij End(V˜ )⊗ Ω
1
X˜/S˜
(log D˜) and 1b) follows.
Note that
∇˜ii(∇˜i − ∇˜ |U˜i) =∇˜i ◦ (∇˜i − ∇˜ |U˜i) + (∇˜i − ∇˜ |U˜i) ◦ ∇˜i
=(∇˜i − ∇˜)
2 + ∇˜2i − ∇˜
2
Since both ∇˜i − ∇˜ ≡ 0 (mod I), (∇˜i − ∇˜)
2 = 0. Since ∇˜ is integrable, ∇˜2 = 0. Thus 1c) follows
Lemma 2.2. 
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Lemma 3.12. Let (V,∇,Fil) be a filtered de Rham bundle over (X,D)/S. Let (V˜ , ∇˜) be a lifting of the
underlying de Rham bundle (V,∇) over (X˜, D˜)/S˜. Suppose there are two Hodge filtrations F˜il and F˜il
′
on
(V˜ , ∇˜) which lift the Fil. Then
(1). there exists an open affine covering {Ui}i∈I such that F˜il
ℓ
V˜ (U˜i) and F˜il
′ℓ
V˜ (U˜i) are free over OX˜(U˜i)
for all i ∈ I and ℓ ∈ Z, and
(2). there exists a (local) isomorphism fi : (V˜ , F˜il) |U˜i→ (V˜ , F˜il
′
) |U˜i lifting the identity idV |Ui for each
i ∈ I.
Overloading notation, we call a pair ({Ui}i∈I , {fi}i), whose existence is guaranteed by the lemma, a system
of local data.
Proof. The lemma follows Lemma 2.1 and Lemma 2.13. 
Let (V,∇,Fil) be a filtered de Rham bundle over (X,D)/S. Let (V˜ , ∇˜) be lifting of the underlying de Rham
bundle (V,∇) over (X˜, D˜)/S˜. Suppose there are two Hodge filtrations F˜il and F˜il
′
on (V˜ , ∇˜) which lift the
Fil. Let ({Ui}i∈I , {fi}i) be a system of local data given as in Lemma 3.12. Then
(3.9) b˜(F˜il, F˜il
′
) =
(
id− fi
)
i
∈
∏
i∈I
 End(V˜ )
Fil0
(F˜il,F˜il
′
)
End(V˜ )
 (U˜i).
Since b˜(F˜il, F˜il
′
) ≡ 0 (mod I), one gets an element
(3.10) b(F˜il, F˜il
′
) =
(
ι−1(id− fi)
)
i
∈
∏
i∈I
(
End(V )
Fil0End(V )
)
(Ui).
where ι = ι(V˜ ,V˜ ).
Lemma 3.13. Let (V˜ , ∇˜) be a lifting of the underlying de Rham bundle of a filtered de Rham bundle
(V,∇,Fil). Let F˜il and F˜il
′
be two Hodge filtrations on (V˜ , ∇˜) which lift the Fil. Then
(1). The element b(F˜il, F˜il
′
) defined in (3.9) is a 0-cocycle in the Cech resolution of the complex (2.13)
with respect to the open covering {Ui}i∈I of X.
(2). The class [b(F˜il, F˜il
′
)] ∈ H0(C ) does not depend on the choice of ({Ui}i∈I , {fi}i).
Proof. The proof of (2) follows the same method of proof of (2) in Lemma 3.4. For (1), to proof
b(F˜il, F˜il
′
) =
(
ι−1(id− fi)
)
i
forms a 1-cocycle, we only need to check
δ
((
ι−1(id− fi)
)
i
)
= 0 ∈ C1(U , E
0
) and ∇
End
((
ι−1(id− fi)
)
i
)
= 0 ∈ C0(U , E
1
).
This is equivalent to check
1a). (id− fj)− (id− fi) ∈ Fil
0
(F˜il,F˜il
′
)
End(V˜ )(U˜ij).
1b). ∇˜i ◦ (id− fi)− (id− fi) ◦ ∇˜i ∈
(
Fil−1
(F˜il,F˜il
′
)
End(V˜ )⊗ Ω1
X˜/S˜
(log D˜)
)
(U˜i).
This follows Lemma 2.2. 
Proof of Theorem 3.9. According Lemma 3.11 and Lemma 3.13 one only need to show that
(a) if the Hodge filtration Fil has a lifting F˜il, then [c(Fil)] = 0;
(b) if [c(Fil)] = 0, then the Hodge filtration Fil is liftable;
DEFORMATION THEORY OF PERIODIC HIGGS-DE RHAM FLOWS 21
(c) Let F˜il be a lifting the Hodge filtration Fil. For any element ǫ in H0(C ), there exists another lifting
F˜il
′
such that ǫ = b(F˜il, F˜il
′
).
The proof of (a) is trivial: if we simply choose the system of local data
(
{Ui}i, {fi}i
)
with fi = idV˜ |
U˜i
, then
c(Fil) = 0.
Proof of (b). Since c(Fil) =
((
ι−1(id− fij)
)
(i,j)
,
(
ι−1(∇˜i − ∇˜)
)
i
)
is a coboundary, there exists an element
(
ι−1(∆fi)
)
i
∈
∏
i∈I
(
End(V )I
Fil0iiEnd(V )I
)
(Ui)
with ∆fi ∈ I · End(V˜ ) such that
(b1) id− fij ≡ ∆fj −∆fi mod
(
Fil0ijEnd(V˜ )
)
(U˜ij).
(b2) ∇˜i − ∇˜ ≡ ∇˜ ◦∆fi −∆fi ◦ ∇˜ mod
(
Fil−1ii End(V˜ )⊗ Ω
1
X˜/S˜
(log D˜)
)
(U˜i).
Consider the new F˜il
′
i = (idV˜ |
U˜i
−∆fi)
∗(F˜ ili) on V˜i. Then idV˜ |
U˜i
−∆fi ∈ Fil
0
Fil′i,Fili
End(V˜ )
(
V˜ |U˜ij , F˜il
′
i
)
fij+∆fj−∆fi
00
id ..
id−∆fi

(
V˜ |U˜ij , F˜il
′
j
)
id−∆fj
(
V˜ |U˜ij , F˜ili
)
fij //
(
V˜ |U˜ij , F˜ilj
)
Thus fij + ∆fj − ∆fi = (id − ∆fj)
−1 ◦ fij ◦ (id − ∆fi) ∈ Fil
0
Fil′i,Fil
′
j
End(V˜ ) by Lemma 2.2. Thus id ∈
Fil0Fil′i,Fil′jEnd(V˜ ) by (b1), and F˜il
′
i, F˜il
′
j coincide over U˜ij by Lemma 2.2. Hence one may glue local filtrations
{F˜il
′
i} into a filtration F˜il of V˜ .
Since (∇˜i, F˜ili) satisfies Griffith tranversality, ((idV˜ |
U˜i
− ∆fi)
∗∇˜i, F˜il
′
i) also satisfies Griffith transversality.
Since (idV˜ |
U˜i
− ∆fi)
∗∇˜i = ∇˜i − ∇˜ ◦ ∆fi + ∆fi ◦ ∇˜, (b2) implies that (∇˜ |U˜i , F˜il
′
i) also satisfies Griffith
transversality by Lemma 2.5. Thus (V˜ , ∇˜, F˜il) is a filtered de Rham bundle.
Proof of (c). Denote ι = ιV˜ ,V˜ , (∇˜i, F˜ili) = (∇˜, F˜il) |U˜i and fij = idV˜ |U˜ij
. Let
(
ι−1(∆fi)
)
i
∈
∏
i∈I
(
End(V )I
Fil0iiEnd(V )I
)
(Ui)
be a representation of ǫ with ∆fi ∈ I · End(V˜ ). Then
(c1) id− fij ≡ 0 ≡ ∆fj −∆fi mod
(
Fil0ijEnd(V˜ )
)
(U˜ij).
(c2) ∇˜i − ∇˜ ≡ 0 ≡ ∇˜ ◦∆fi −∆fi ◦ ∇˜ mod
(
Fil−1ii End(V˜ )⊗ Ω
1
X˜/S˜
(log D˜)
)
(U˜i).
By the proof of (b), one constructs a new filtration F˜il
′
such that (V˜ , ∇˜, F˜il
′
) forms a filtered de Rham bundle
with local isomorphisms
id−∆fi : (V˜ , F˜il
′
) |U˜i→ (V˜ , F˜il) |U˜i .
Thus b(Fil,Fil′) =
(
ι−1(id− (id−∆fi))
)
i
=
(
ι−1(∆fi)
)
i
. 
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4. Deformations of (graded) Higgs bundles
In this section we will study the deformation theory of graded Higgs bundles. The main result is Theorem 4.1.
Let S, S˜, a, X˜ , D˜, X , D and I be as in Setup 1. Let (E, θ) be a (logarithmic) Higgs bundle over (X,D)/S.
The pair End(E, θ) is naturally a (logarithmic) Higgs bundle. Thus one has the following Higgs complex
(4.1) DR(End(E, θ)) : 0→ End(E)
θEnd
−→ End(E)⊗ Ω1X/S(logD)
θEnd
−→ End(E)⊗ Ω2X/S(logD)
θEnd
−→ · · ·
Tensoring with the ideal sheaf I, one gets complex
(4.2) DR(End(E, θ))I : 0→ End(E)I
θEnd
−→ End(E)I⊗Ω
1
X/S(logD)
θEnd
−→ End(E)I⊗Ω
2
X/S(logD)
θEnd
−→ · · ·
Suppose (E, θ,Gr) is a graded Higgs bundle. Then Gr induces a grading structure on the complex DR(End(E, θ))⊗
I with
(4.3) GrℓDR(End(E, θ))I : 0→ Gr
ℓ
End(E)I
θEnd
−→ Grℓ−1End(E)I ⊗ Ω
1
X/S(logD)
θEnd
−→ · · ·
Theorem 4.1. Let (E, θ,Gr) be a graded Higgs bundle over (X,D)/S. Then
1). the obstruction to lifting (E, θ,Gr) to a graded Higgs bundle over (X˜, D˜)/S˜ lies in H2
(
Gr0DR(End(E, θ))I
)
;
2). if (E, θ,Gr) has a graded lifting (E˜, θ˜, G˜r), then the lifting set is an H1
(
Gr0DR(End(E, θ))I
)
-torsor;
3). the infinitesimal automorphism group of (E˜, θ˜, G˜r) over (E, θ,Gr) is H0
(
Gr0DR(End(E, θ))I
)
.
Proof of Theorem 4.1. The proof is almost the same as that of Theorem 3.1. One only needs to replace
connections with Higgs fields and filtrations with graded structures. We give an outline; the details are left
to readers.
First step. As in Lemma 3.3, one may find an open covering {Ui}i∈I , local liftings (E˜i, G˜ri) of the graded
vector bundle (E,Gr) |Ui , local liftings θ˜i (as an OX˜ -linear map) of θ |Ui with θ˜i(G˜r
ℓ
E˜) ⊂ G˜r
ℓ−1
E˜ ⊗
Ω1
X˜/S˜
(log D˜) and local isomorphisms fij : (E˜i, θ˜i, G˜ri) |U˜ij→ (E˜i, θ˜i, G˜ri) |U˜ij of graded vector bundles with
graded linear maps. Note that here θ˜i is only OX˜ -linear and NOT integrable. This is the system of local
data.
Second step. As in Lemma 3.4, one shows that
(4.4) c˜(E, θ,Gr) :=
(
− (fjk ◦ fij − fik), (θ˜j ◦ fij − fij ◦ θ˜i), (θ˜i ◦ θ˜i)
)
defines an element c(E, θ,Gr) in H2
(
Gr0DR(End(E, θ))I
)
, which does not depend on the choice of the system
of local data ({Ui}i∈I , {(E˜i, θ˜i, G˜ri)}i, {fij}ij}).
Third step. Let (E˜, θ˜, G˜r) and (E˜, θ˜, G˜r)′ be two liftings of the graded Higgs bundle (E, θ,Gr). As in
Lemma 3.5, one find open covering {Ui}i∈I and local isomorphisms fi : (E˜, G˜r) |U˜i→ (E˜, G˜r) |U˜i for each
i ∈ I.
Forth step. As in Lemma 3.6, one shows that
(4.5) b˜((E˜, θ˜, G˜r), (E˜, θ˜, G˜r)′) := ((fj − fi), (θ˜
′ ◦ fi − fi ◦ θ˜))
defines an element b((E˜, θ˜, G˜r), (E˜, θ˜, G˜r)′) in H1
(
Gr0DR(End(E, θ))I
)
, which does not depend on the choice
of the system of local data ({Ui}i∈I , {fi}i}).
Fifth step. Let (E˜, θ˜, G˜r) be a lifting of the graded Higgs bundle (E, θ,Gr). As in Lemma 3.7, one shows
that id + ǫ is an automorphism of (E˜, θ˜, G˜r) for any ǫ ∈ H0
(
Gr0DR(End(E, θ))I
)
and any automorphism of
(E˜, θ˜, G˜r) which lifts the identity map is of this form.
Sixth step. As in the proof of Theorem 3.1, one shows that
(a) if the graded Higgs bundle (E, θ,Gr) has a lifting (E˜, θ˜, G˜r), then [c(E, θ,Gr)] = 0;
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(b) if [c(E, θ,Gr)] = 0, then the graded Higgs bundle (E, θ,Gr) is liftable;
(c) Let (E˜, θ˜, G˜r) be a lifting of the graded Higgs bundle (E, θ,Gr). For any element ǫ inH1(Gr0DR(End(E, θ))⊗
I), there exists another lifting (E˜, θ˜, G˜r)′ such that ǫ = b((E˜, θ˜, G˜r), (E˜, θ˜, G˜r)′).

Ignore all graded structure and follow the similar method, one shows the following classical result.
Proposition 4.2. Let (E, θ) be a Higgs bundle over (X,D)/S. Then
1). the obstruction to lifting (E, θ) to a Higgs bundle over (X˜, D˜)/S˜ lies in H2
(
DR(End(E, θ))I
)
;
2). if (E, θ) has lifting (E˜, θ˜), then the lifting set is an H1
(
DR(End(E, θ))I
)
-torsor;
3). the infinitesimal automorphism group of (E˜, θ˜) over (E, θ) is H0
(
DR(End(E, θ))I
)
.
5. Uniqueness of Hodge filtration
Let S, S˜, a, X˜, D˜, X , D, I be as in Setup 1. In this section, the main result is Theorem 5.2.
Let (V,∇,Fil) be a logarithmic filtered de Rham bundle on (X,D)/S. Let (E, θ,Gr) be the associated graded,
which is a logarithmic graded Higgs bundle on (X,D)/S as in Example 2.7. Recall the hypercohomology
spectral sequence attached to a filtered complex in [Del71, 1.4.5]; one therefore has the following Hodge-de
Rham spectral sequence:
(5.1) Hp+q(GrpDR(End(E, θ)I))⇒ H
p+q(DR(End(V,∇)I)).
Recall the complex C defined in (2.13). One has a short exact sequence of complexes
0→ Fil0DR(End(V,∇)I)
ι
−→ DR(End(V,∇)I)
π
−→ C → 0,
which induces a long exact sequence
0→ H0
(
Fil0DR(End(V,∇)I)
)
ι
−→ H0
(
DR(End(V,∇)I)
)
π
−→ H0
(
C
)
δ
−→ H1
(
Fil0DR(End(V,∇)I)
)
ι
−→ H1
(
DR(End(V,∇)I)
)
π
−→ H1
(
C
)
δ
−→ H2
(
Fil0DR(End(V,∇)I)
)
ι
−→ H2
(
DR(End(V,∇)I)
)
π
−→ · · ·
(5.2)
Denote by Def(V,∇)(X˜, D˜) the set of deformations the of de Rham bundle to (X˜, D˜):
Def(V,∇)(X˜, D˜) :=
{
de Rham bundle (V˜ , ∇˜) over (X˜, D˜)/S˜ with (V˜ , ∇˜) |X= (V,∇)
}
/ ∼,
which is an H1(DR(End(V,∇)I))-torsor space if it is not empty. Thus for any element (V˜n+1, ∇˜n+1) ∈
Def(Vn,∇n)(Xn+1, Dn+1) and any element ε ∈ H
1(DR(End(V,∇)I)), there exists a unique element (V˜
′
n+1, ∇˜
′
n+1) ∈
Def(Vn,∇n)(Xn+1, Dn+1) such that
b((V˜n+1, ∇˜n+1), (V˜
′
n+1, ∇˜
′
n+1)) = ε
where b is defined in Lemma 3.6. We will simply denote
(5.3) (V˜n+1, ∇˜n+1) + ε := (V˜
′
n+1, ∇˜
′
n+1).
Similarly denote by Def(V,∇,Fil)(X˜, D˜) the set of deformations of the filtered de Rham bundle
Def(V,∇,Fil)(X˜, D˜) :=
{
filtered de Rham bundle (V˜ , ∇˜, F˜il)over (X˜, D˜)/S˜ with (V˜ , ∇˜, F˜il) |X= (V,∇,Fil)
}
/ ∼ .
One also has the notation (V˜n+1, ∇˜n+1, F˜iln+1) + ε for any (V˜n+1, ∇˜n+1,Fil) ∈ Def(V,∇,Fil)(X˜, D˜) and any
ε ∈ H1(Fil0DR(End(V,∇)I)).
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Lemma 5.1. Suppose that the Hodge-de Rham spectral sequence (5.1) degenerates at E1. Then the long
exact sequence 5.2 splits into short exact sequences
0→ Hk
(
Fil0DR(End(V,∇)I)
)
−→ Hk
(
DR(End(V,∇)I)
)
−→ Hk
(
C
)
→ 0.
Proof. By the definition of E1 degenaration, H
k
(
Fil0DR(End(V,∇)I)
)
→ Hk
(
DR(End(V,∇)I)
)
is an in-
jective map. Thus the lemma follows. 
Theorem 5.2. Suppose that the spectral sequence (5.1) degenerates at E1. Then
(1). If (V,∇) is liftable, then (V,∇,Fil) is also liftable.
(2). the map Def(V,∇,Fil)(X˜, D˜) → Def(V,∇)(X˜, D˜) is injective. In other words, if (V˜ , ∇˜) is a lifting of
the underlying de Rham bundle of (V,∇,Fil), then for two liftings F˜il and F˜il
′
of the Hodge filtration
Fil there exists an isomorphism
(V˜ , ∇˜, F˜il)
≃
−→ (V˜ , ∇˜, F˜il
′
)
lifting the identity over S.
Remark. (1) in Theorem 5.2 means that if (V,∇) has a lifting (V˜ , ∇˜) then (V,∇,Fil) has some lifting
(V˜ ′, ∇˜′, F˜il
′
). In general, the underlying de Rham bundle of (V˜ ′, ∇˜′, F˜il
′
) is not equal (V˜ , ∇˜) and there exists
obstruction to lift the Hodge filtration to (V˜ , ∇˜).
Lemma 5.3. Let (V,∇,Fil) be a filtered de Rham bundle. Then
(1). ι(c(V,∇,Fil)) = c(V,∇);
(3). Suppose c(V,∇,Fil) = 0. Let (V˜ , ∇˜, F˜il) and (V˜ , ∇˜, F˜il)′ be two liftings of the filtered de Rham bundle
(V,∇,Fil). Then
ι(b((V˜ , ∇˜, F˜il), (V˜ , ∇˜, F˜il)′)) = b((V˜ , ∇˜), (V˜ , ∇˜)′).
In other words, for any given lifting (V˜ , ∇˜, F˜il) ∈ Def(V,∇,Fil)(X˜, D˜) one has the following commu-
tative diagram
(5.4) Def(V,∇,Fil)(X˜, D˜) //
(V˜ ,∇˜,F˜il)′ 7→b((V˜ ,∇˜,F˜il),(V˜ ,∇˜,F˜il)′)

Def(V,∇)(X˜, D˜)
(V˜ ,∇˜)′ 7→b((V˜ ,∇˜),(V˜ ,∇˜)′)

H
1
(
Fil0DR(End(V,∇)I)
)
ι //
ǫ 7→(V˜ ,∇˜)+ǫ
WW
H
1
(
DR(End(V,∇)I)
)ǫ 7→(V˜ ,∇˜)+ǫ
GG
Proof. This follows the definition of c and b. 
Proof of Theorem 5.2. By Lemma 5.1, the ι’s are injective. Thus lemma follows Lemma 5.3. 
6. Lifting a Higgs-de Rham flow.
In this section we will study the deformation theory of a 1-periodic Higgs-de Rham flow. The main result is
Theorem 6.4.
Let k be a perfect field of odd characteristic p, and set Sm = Spec(Wm(k)) for all m ∈ N. In this section
we will fix an natural number n. Then Sn →֒ Sn+1 is square-zero thickening with ideal of definition an+1 =
pnWn+1(k). Let Xn+1 be a proper smooth Sn+1-scheme with relative flat normal crossing divisor Dn+1.
Denote Xn = Xn+1 ×Sn+1 Sn, Dn = Dn+1 ×Sn+1 Sn and the square-zero ideal sheaf In+1 := OXn+1 · an+1.
Thus
(S˜, S, X˜,X, D˜,D, a, I) := (Sn+1, Sn, Xn+1, Xn, Dn+1, Dn, an+1, In+1).
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is compatible with Setup 1. Denote X1 = Xn+1 ×Sn+1 S1 and D1 = Dn+1 ×Sn+1 S1. Since p · a = 0, I is an
OX1 -module. More precisely, one has an isomorphism I ≃ OX1 . Thus for any vector bundle F over X , one
has
(6.1) FI ≃ F |X1 .
In this section, we set
(6.2) (Vn,∇n,Filn)
Gr
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
(En, θn)
C−1
77♣♣♣♣♣♣♣♣♣♣♣
Gr(Vn,∇n,Filn)ϕll
to be a 1-periodic Higgs-de Rham flow over (Xn, Dn)/Sn where the inverse Cartier C
−1 is defined with
respect to the lift
(Xn, Dn)/Sn ⊂ (Xn+1, Dn+1)/Sn+1.
Denote
(V1,∇1,Fil1, E1, θ1, ϕ1) = (V,∇,Fil, E, θ, ϕ) |X1
By (6.1), the complex 2.11 may be rewritten as a complex of sheaves over X1
(6.3) 0→ End(V1)
∇End1−→ End(V1)⊗ Ω
1
X1/S1
(logD1)
∇End1−→ End(V1)⊗ Ω
2
X1/S1
(logD1)
∇End1−→ · · ·
which is just the de Rham complex of the de Rham bundle End(V1,∇1) over X1.
Similar the complexes 2.12 and 2.13 may be rewritten as
(6.4) FilℓDR(End(V1,∇1)) : 0→ Fil
ℓ
End(V1)
∇End1−→ Filℓ−1End(V1)⊗ Ω
1
X1/S1
(logD1)
∇End1−→ · · ·
and
(6.5) C =
DR(End(V1,∇1))
Fil0DR(End(V1,∇1))
: 0→
End(V1)
Fil0End(V1)
∇End1−→
End(V1)
Fil−1End(V1)
⊗ Ω1X/S(logD1)
∇End1−→ · · ·
Lemma 6.1. Setup as in the beginning of the subsection and suppose (En, θn) is a logarithmic Higgs bundle
on (Xn, Dn)/Sn that initiates a 1-periodic Higgs-de Rham flow as in Equation 6.2. Then the Hodge-de Rham
spectral sequence associated to the reduction modulo p:
Ep,q1 := H
p+q
(
GrpDR(End(E1, θ1))
)
⇒ Hp+q
(
DR(End(V1,∇1))
)
degenerates at E1.
Proof. First of all, the terms of E∞ are subquotients of that of E1; therefore one has
rankk
(
H
p+q(DR(End(E1, θ1)))
)
≥ rankk
(
H
p+q(DR(End(V1,∇1)))
)
,
and moreover the spectral sequence is degenerate at E1 if and only if equality holds. On the other hand, by
Ogus-Vologodsky, (V,∇) = C−1(E, θ) induces an isomorphism
σ∗Hp+q(DR(End(E1, θ1))) ≃ H
p+q(DR(End(V1,∇1))).
In particular, one has rankk
(
H
p+q
(
DR(End(E1, θ1))
))
= rankk
(
H
p+q(DR(End(V1,∇1)))
)
and E1 degener-
ation.

Theorem 6.2. Let (X,D)/W be a smooth pair with X/W projective. Let HDFXn be a periodic Higgs-de
Rham flow over (Xn, Dn). For a given lifting (E, θ)Xn+1 of the initial graded Higgs bundle over (Xn+1, Dn+1),
there is at most one Higgs-de Rham flow with initial term (E, θ)Xn+1 that lifts HDFXn up to isomorphism.
26 RAJU KRISHNAMOORTHY, JINBANG YANG, AND KANG ZUO
Proof. Suppose there exists a Higgs-de Rham flow lifting HDFXn with initial Higgs term (E, θ)n+1.
(
V,∇,Fil
)
n+1
Gr
❄
❄❄
❄❄
❄❄

(
V,∇,Fil
)
′
n+1
Gr
❄
❄❄
❄❄
❄❄

· · ·
Gr
❄
❄❄
❄❄
❄❄
❄❄

(E, θ)n+1
C
−1
n+1
??⑧⑧⑧⑧⑧⑧⑧
mod pn

(E, θ)′n+1
C
−1
n+1
??⑧⑧⑧⑧⑧⑧⑧

(E, θ)′′n+1
C
−1
n+1
??⑧⑧⑧⑧⑧⑧⑧⑧⑧

· · ·

(
V,∇,Fil
)(f−1)
n
Gr
❃
❃❃
❃❃
❃❃
❃
(
V,∇,Fil
)
n
Gr
❃
❃❃
❃❃
❃❃
· · ·
Gr
❃
❃❃
❃❃
❃❃
❃❃
(
V,∇,Fil
)(f−1)
n
Gr
❃
❃❃
❃❃
❃❃
(E, θ)n
C
−1
n
??        
(E, θ)′n
C
−1
n
??         
· · ·
C
−1
n
??        
(E, θ)
(f−1)
n
As we have fixed a lifting of the initial Higgs bundle, the freedom of choice of a lifting Higgs-de Rham flow
are the choices of the Hodge filtrations Filn+1,Fil
′
n+1,Fil
′′
n+1, · · · . Applying Theorem 5.2(2) together with
Lemma 6.1, the isomorphism class of this filtered de Rham bundle (Vn+1,∇n+1,Filn+1) does not depend on
the choice of Filn+1. We therefore see that the associated graded Higgs bundle
(En+1, θn+1)
′ := GrFiln+1(Vn+1,∇n+1)
also and does not depend on the choice of the Hodge filtration Filn+1. Inductively, it follows that each
term in the lifted Higgs-de Rham flow is uniquely determined by the initial Higgs-bundle. Thus the theorem
follows. 
Remark. Theorem 6.2 proves that there is at most one Higgs-de Rham flow lifting HDFXn after fixing the
initial graded Higgs term. However, we do not know that the lifted Higgs-de Rham flow is periodic; i.e., we
don’t know if the periodicity map is liftable. Even when the periodicity map is liftable, there may exist more
than one lift. Therefore Theorem 6.2 does not imply that there is at most one lift as a periodic Higgs-de
Rham flow. However, if the initial Higgs term is stable modulo p, then it easily follows that there is at most
one lift, up to isomorphism, of HDFXn as a periodic Higgs-de Rham flow.
6.1. The torsor map induced by the inverse Cartier transform
Recall that
Def(Vn,∇n)(Xn+1, Dn+1) =
{
de Rham bundle (V˜n+1, ∇˜n+1) over (Xn+1, Dn+1)/Sn+1
with (V˜n+1, ∇˜n+1) |Xn= (Vn,∇n)
}
/ ∼
and
Def(Vn,∇n,Filn)(Xn+1, Dn+1) =
{
filtered de Rham bundle (V˜n+1, ∇˜n+1, F˜iln+1) over (Xn+1, Dn+1)/Sn1
with (V˜n+1, ∇˜n+1, F˜iln+1) |Xn= (Vn,∇n,Filn)
}
/ ∼ .
Similarly, denote
Def(En,θn)(Xn+1, Dn+1) =
{
graded Higgs bundle (E˜n+1, θ˜n+1) over (Xn+1, Dn+1)/S˜n+1
with (E˜n+1, θ˜n+1) |Xn= (En, θn)
}
/ ∼
and
Def(Xn+1,Dn+1)(Sn+2) =
{
smooth log pair (Xn+2, Dn+2) over Sn+2
with (Xn+2, Dn+2)×Sn+2 Sn+1 = (Xn+1, Dn+1)
}
/ ∼ .
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By Theorem 4.1, Def(En,θn)(Xn+1, Dn+1) is an H
1
(
Gr0DR(End(E1, θ1))
)
-torsor if Def(En,θn)(Xn+1, Dn+1)
is not empty. By Theorem 3.2, Def(Vn,∇n)(Xn+1, Dn+1) is an H
1
(
DR(End(V1,∇1))
)
-torsor if Def(V,∇)(X˜, S˜)
is not empty. It is well-known that Def(Xn+1,Dn+1)(Sn+2) is an H
1(X1, T(X1,D1)/S1)-torsor if it is non-empty,
see[Kat89, Prop. 3.14 (iii)]. Here, T(X1,D1)/S1 refers to the logarithmic Tangent bundle.
The semilinear map α. Denote by FS1 : S1 → S1 the absolute Frobenius on S1. Denote (E
′
1, θ
′
1) be
the pull back Higgs bundle on X ′1 via the Frobenius map FS1 : X
′
1 → X1. Then (E
′
1, θ
′
1) is the image of
(V1,∇1) under the Cartier functor constructed in Ogus-Vodogodsky, since (V1,∇1) = C
−1
X1⊂X2
(E1, θ1). Thus
by [OV07, Corollary 2.27], one has an isomorphism
H
1
(
DR(End(E′1, θ
′
1))
)
→ H1
(
DR(End(V1,∇1))
)
.
Composing with the Frobenius map F ∗S1 : H
1
(
DR(End(E1, θ1))
)
→ H1
(
DR(End(E′1, θ
′
1)
)
, one gets a σ-
semilinear map
α : H1
(
DR(End(E1, θ1))
)
→ H1
(
DR(End(V1,∇1))
)
.
Since (E, θ) is a graded Higgs bundle, theH1
(
Gr0DR(End(E1, θ1)
)
is a direct summand ofH1
(
DR(End(E1, θ1)
)
.
By abuse of notation, we still denote by α the restriction of α on this direct summand.
The semilinear map β. Let’s recall the a map constructed in [LSYZ19, Section 5]. Write the Higgs field
θ1 of E1 in the following way
θ1 : (TX1/S1 , 0)→ End(E1, θ1).
Applying the inverse Cartier transform to θ1, one gets the corresponding morphism
C−1X1⊂X2(θ1) : (F
∗TX1/S1 ,∇can)→ End(V1,∇1).
Composing with the Frobenius map F ∗ : TX1/S1 → F
∗TX1/S1 and then taking cohomology groups, one gets
a map
β : H1(X1, TX1/S1) −→ H
1
(
DR(End(V1,∇1))
)
The construction of truncated inverse Cartier transform. Let (E˜n+1, θ˜n+1) be a graded Higgs bundle
over Xn+1 and (Vn,∇n,Filn) be a filtered de Rham bundle together with an isomorphism
ψ : GrFiln(Vn,∇n)→ (E˜n+1, θ˜n+1) |Xn
Then the inverse Cartier transform yields filtered de Rham bundle
C−1(Xn+1,Dn+1)⊆(Xn+2,Dn+2)
(
(E˜n+1, θ˜n+1), (Vn,∇n,Filn), ψ
)
over Xn+1 which is constructed as following. (See also [LSZ19, Theorem 4.1] and its proof.)
In small affine cases. Assume Xn+2 is small affine with coordinates t1, · · · , td and a Frobenius lifting
Φn+2 : Xn+2 → Xn+2. This means the following: Φn+2 preserves the divisor Dn+2 and lifts the the absolute
Frobenius on X1. We also assume all vector bundles appeared are free. By the freeness, there exists a
filtered vector bundle with connection (not necessarily integrable) (Vn+1,∇n+1,Filn+1) over Xn+1 which
lifts (Vn,∇n,Filn) and there exists an isomorphism which lifts ψ
GrFiln+1(Vn+1,∇n+1)
∼
−→ (E˜n+1, θ˜n+1).
Applying Faltings’ tilde functor on (Vn+1,∇n+1,Filn+1) [Fal89, Ch. 2] (see also the functor Gn on [LSZ19,
p. 25-26]) one gets a vector bundle H˜ over Xn+1 with a p-connection ∇˜. Let’s note that this vector bundle
with p-connection
(6.6) (H˜, ∇˜)
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does not depend on the choice of the lifting (Vn+1,∇n+1,Filn+1). Taking the Φn+2-pullback, one constructs
a de Rham bundle over Xn+1
C−1(Xn+1,Dn+1)⊆(Xn+2,Dn+2)
(
(E˜n+1, θ˜n+1), (Vn,∇n,Filn), ψ
)
:=
(
Φ∗n+1(H˜),
Φ∗n+2
p
(∇˜)
)
.
This de Rham bundle does not depend on the choice of the Frobenius lifting upto an canonical isomorphism.
i.e. For any other Frobenius lifting Ψn+2 on Xn+2, there is an canonical isomorphism
GΦn+2,Ψn+2 :
(
Φ∗n+1(H˜),
Φ∗n+2
p
(∇˜)
)
→
(
Ψ∗n+1(H˜),
Ψ∗n+2
p
(∇˜)
)
which is defined by a Taylor formula
m⊗Φ∗
n+1
1 7→
∑
I
∇˜n+1(∂)
I(m)⊗Ψ∗
n+1
(
Φ∗n+2(t)−Ψ
∗
n+2(t)
)I
I! · p|I|
For more details about this type of Taylor formula, see the formula in proof of Theorem 2.3 in [Fal89].
In general. There exists covering of small affine open subsets {Xn+2,i}i of Xn+2 together with Frobenius
liftings Φn+2,i on Xn+2,i for each i. By taking a fine enough covering, one may assume all vector bundles
appearing are free. According the construction in small affine cases, one gets a family local de Rham bundles
(Hi,∇i) = C
−1
(Xn+1,i,Dn+1,i)⊆(Xn+2,i,Dn+2,i)
(
(E˜n+1, θ˜n+1) |Xn+1,i , (Vn,∇n,Filn) |Xn,i
)
.
One obtains the de Rham bundle C−1(Xn+1,Dn+1)⊆(Xn+2,Dn+2)
(
(E˜n+1, θ˜n+1), (Vn,∇n,Filn), ψ
)
by gluing (Hi,∇i)
via the canonical isomorphisms Gij := GΦn+2,i,Φn+2,j .
Remark. The local vector bundles with p-connections over Xn+1,i as in (6.6) can be glued into a global
vector bundles with p-connection; Lan-Sheng-Zuo [LSZ19] denote it as
(6.7) Tn(E˜n+1, θ˜n+1, Vn,∇n,Filn, ψ).
Once one obtains this p-connection, one can use the method in Faltings [Fal89] to construct a de Rham
bundle C−1(Xn+1,Dn+1)⊆(Xn+2,Dn+2)
(
(E˜n+1, θ˜n+1), (Vn,∇n,Filn), ψ
)
. Locally pull back the p-connection with
local Frobenius maps and then glue via Taylor formula.
Following the explicit construction of the inverse Cartier functor over the truncated level, one has following
result.
Lemma 6.3. Fix an element (E˜n+1, θ˜n+1) ∈ Def(En,θn)(Xn+1, Dn+1) and (Xn+2, Dn+2) ∈ Def(Xn+1,Dn+1)(Sn+2).
For any ε ∈ H1
(
Gr0DR(End(E1, θ1))
)
and any η ∈ H1(X1, TX1/S1), one has an isomorphism of logarithmic
de Rham bundles on (Xn, Dn)/Sn:
C−1Xn+1⊂(Xn+2+η)
(
(E˜n+1, θ˜n+1) + ε
)
= C−1Xn+1⊂Xn+2(E˜n+1, θ˜n+1) + α(ε) + β(η).
Here, Xn+2+η is a lift of (Xn+1, Dn+1) over Sn+2, (E˜n+1, θ˜n+1)+ε is a lift of (En, θn) over (Xn+1, Dn+1),
and C−1Xn+1⊂Xn+2(E˜n+1, θ˜n+1) + α(ε) + β(η) is a lift of (Vn,∇n) over (Xn+1, Dn+1).
In other words, the following diagram commutes
(6.8) Def(En,θn)(Xn+1, Dn+1)×Def(Xn+1,Dn+1)(Sn+2)
1:1

IC // Def(Vn,∇n)(Xn+1, Dn+1)
1:1

H
1
(
Gr0DR(End(E1, θ1))
)
⊕H1(X1, TX1)
(α,β) // H1
(
DR(End(V1,∇1))
)
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where the top horizontal arrow is the (parametrized) inverse Cartier transform IC, the left vertical arrow is
given by the formula:
((E˜n+1, θ˜n+1)
′, (Xn+2, Dn+2)
′) 7→ (b((E˜n+1, θ˜n+1), (E˜n+1, θ˜n+1)
′), b((Xn+2, Dn+2), (Xn+2, Dn+2)
′)),
the right vertical arrow is given by the formula
(V˜n+1, ∇˜n+1)
′ 7→ b((V˜n+1, ∇˜n+1), (V˜n+1, ∇˜n+1)
′),
where
(V˜n+1, ∇˜n+1) = C
−1
(Xn+1,Dn+1)⊂(Xn+2,Dn+2)
(E˜n+1, θ˜n+1),
and
(V˜n+1, ∇˜n+1)
′ = C−1(Xn+1,Dn+1)⊂(Xn+2,Dn+2)′((E˜n+1, θ˜n+1)
′)
.
Proof. Set the following notation:
(H,∇) := C−1Xn+1⊂Xn+2(E˜n+1, θ˜n+1);
(H,∇)′ := C−1Xn+1⊂(Xn+2+η)
(
(E˜n+1, θ˜n+1)
)
;
(H,∇)′′ := C−1Xn+1⊂(Xn+2)
(
(E˜n+1, θ˜n+1) + ε
)
.
Then we need to show
(6.9) (H,∇)′ = (H,∇) + β(η),
and
(6.10) (H,∇)′′ = (H,∇) + α(ε).
By definition, (H,∇) is the de Rham bundle glued from local de Rham bundles
(Hi,∇i) =
(
Φ∗n+1,i(H˜),
Φ∗n+2,i
p
(∇˜)
)
via local isomorphisms Gij : (Hi,∇i)→ (Hj ,∇j) over Xn+1,i ∩Xn+1,j with
(6.11) Gij(m⊗Φ∗n+1,i 1) =
∑
I
∇˜n+1(∂)
I(m)⊗Φ∗n+1,j
(
Φ∗n+2,i(t)− Φ
∗
n+2,j(t)
)I
I! · p|I|
(6.9). . Let (ηij)ij be a 1-cocycle representing the class η. Then X
′
n+2 := Xn+2+η is the scheme constructed
by gluing the local schemes Xn+2,i via local isomorphisms gij : Xn+2,i ∩Xn+2,j → Xn+2,i ∩ Xn+2,j , which
are the unique isomorphism determined by
g∗ij(tk) = tk + p
n+1 · ηij(dtk)
where t1, · · · , td is a system local parameters on Xn+2,i∩Xn+2,j . Then (H,∇)
′ is the de Rham bundle glued
from (Hi,∇i) via local isomorphisms G
′
ij : (Hi,∇i)→ (Hj ,∇j) with
(6.12) G′ij(m⊗Φ∗n+1,i 1) =
∑
I
∇˜n+1(∂)
I(m)⊗Φ∗
n+1,j
[
Φ∗n+2,i(t)−Ψ
∗
n+2,j
(
(g−1ij )
∗(t)
)]I
I! · p|I|
By definition, b((V,∇), (V,∇)′) = ((G′ij − Gij)ij , (0)i). It is a representative of the class β(η) by explicit
computation. Thus (6.9) holds.
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(6.10). According the construction of T in 6.7, one has
(H˜, ∇˜)′′ = (H˜, ∇˜) + ε.
where
(H˜, ∇˜) = Tn+1
(
(E˜n+1, θ˜n+1), (Vn,∇n,Filn)
)
and (H˜, ∇˜)′′ = Tn+1
(
(E˜n+1, θ˜n+1) + ε, (Vn,∇n,Filn)
)
.
In particular, for any fix local isomorphisms fi : H˜i → H˜
′′
i ; then the class ε is represented by(
(fj − fi)ij , (∇˜
′′
i ◦ fi − fi ◦ ∇˜i)i
)
.
Taking the Frobenius pullback of fi, one gets local isomorphisms Φ
∗
n+1,ifi : Φ
∗
n+1,iH˜i → Φ
∗
n+1,iH˜
′′
i . Thus by
definition b((V,∇), (V,∇)′′) is represented by((
G′′ij ◦ Φ
∗
n+1,i(fi)− Φ
∗
n+1,j(fj) ◦Gij
)
,
(Φ∗n+2,i
p
(∇˜′′i ) ◦ Φ
∗
n+1,i(fi)− Φ
∗
n+1,j(fj) ◦
Φ∗n+2,i
p
(∇˜i)
))
Then by explicit computation, one shows that it is a represetation of the class α(ε). Thus
(V,∇)′′ = (V,∇) + α(ε). 
6.2. The condition of being ordinary
By Theorem 5.2 and Lemma 6.1, one has an injective map
Def(Vn,∇n,Filn)(Xn+1, Dn+1) →֒ Def(Vn,∇n)(Xn+1, Dn+1).
The image is the kernel of obFiln , by the definition of obFiln . Set
K = Kk = IC
−1(Def(Vn,∇n,Filn)(Xn+1, Dn+1)) = ker(obFiln ◦ IC).
In other words, K consists of pairs of a logarithmic Higgs bundle (E˜n+1, θ˜n+1) on (Xn+1, Dn+1)/Sn+1 lifting
(En, θn) and a lift (Xˆn+2, Dˆn+2)/Sn+2 of the smooth pair (Xn+1, Dn+1/Sn+1 such that the inverse Cartier
of (E˜n+1, θ˜n+1) with respect to the thickening (Xn+1, Dn+1) ⊂ (Xn+2, Dn+2) is isomorphic to a de Rham
bundle (Vn+1,∇n+1) on which Filn lifts. Also set
H = (α, β)−1(H1
(
Fil0DR(End(V1,∇1))
)
).
To aid the reader, we briefly recall what this is. Lemma 6.1, one has an short exact sequence
0→ H1
(
Fil0DR(End(V1,∇1))
)
ι
−→ H1
(
DR(End(V1,∇1))
)
π
−→ H1
(
C
)
→ 0.
Thus H is just the kernel of the σ-semilinear map π ◦ (α, β)
H = ker(π ◦ (α, β)).
In partcular, H is a k vector subspace of H1
(
Gr0DR(End(E1, θ1))
)
⊕H1(X1, TX1).
By lemma 6.3, if K is not empty then it is an H-torsor.
(6.13)
K _

IC // Def(Vn,∇n,Filn)(Xn+1, Dn+1) _

Gr // Def(En,θn)(Xn+1, Dn+1)
Def(En,θn)(Xn+1, Dn+1)×Def(Xn+1,Dn+1)(Sn+2)
IC // Def(Vn,∇n)(Xn+1, Dn+1)
obFiln

H
1(C )
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(6.14)
H _

(α,β) // H1
(
Fil0DR(End(V1,∇1))
)
 _
ι

Gr // H1
(
Gr0DR(End(E1, θ1))
)
H
1
(
Gr0DR(End(E1, θ1))
)
⊕H1(X1, TX1)
(α,β) // H1
(
DR(End(V1,∇1))
)
π

H
1(C )
Theorem 6.4. Suppose K is not empty and the projection H → H1
(
Gr0DR(End(E1, θ1))
)
is surjective.
Then there exists some finite extension k′/k and ((E˜n+1, θ˜n+1), (Xn+2, Dn+2)) ∈ Kk′ such that
Gr ◦ IC((E˜n+1, θ˜n+1), (Xn+2, Dn+2)) = (E˜n+1, θ˜n+1).
In other words, (E˜n+1, θ˜n+1) is a 1-periodic Higgs bundle under the lifting (Xn+1, Dn+1) ⊂ (Xn+2, Dn+2).
Proof. Since the projection H → H1
(
Gr0DR(End(E1, θ1))
)
is surjective, we may choose a linear section
(id, τ) : H1
(
Gr0DR(End(E1, θ1))
)
→ H ⊂ H1
(
Gr0DR(End(E1, θ1))
)
⊕H1(X1, TX1).
Choose any ((E˜n+1, θ˜n+1)
′, (Xn+2, Dn+2)
′) ∈ K. Denote (V˜n+1, ∇˜n+1, F˜iln+1)
′ = IC((E˜n+1, θ˜n+1)
′, (Xn+2, Dn+2)
′).
We identify (Em, θn) with Gr(Vn,∇n,Filn) via the periodicity map ϕ. Then (E˜n+1, θ˜n+1)
′ and Gr((V˜n+1, ∇˜n+1, F˜iln+1))
′
are both liftings of (En, θn). Let ∆ be the element in H
1
(
Gr0DR(End(E1, θ1)) such that
Gr(V˜n+1, ∇˜n+1, F˜iln+1)
′ = (E˜n+1, θ˜n+1)
′ +∆.
For ǫ ∈ H1
(
Gr0DR(End(E1, θ1)) denote (E˜n+1, θ˜n+1) = (E˜n+1, θ˜n+1)
′+ǫ and (Xn+2, Dn+2) = (Xn+2, Dn+2)
′+
τ(ǫ). By the choice of τ , ((E˜n+1, θ˜n+1), (Xn+2, Dn+2)) ∈ K. Denote (V˜n+1, ∇˜n+1, F˜iln+1) = IC((E˜n+1, θ˜n+1), (Xn+2, Dn+2)).
Then
Gr ◦ C−1(Xn+1,Dn+1)⊂(Xn+2,Dn+2)(E˜n+1, θ˜n+1) = Gr((V˜n+1, ∇˜n+1, F˜iln+1))
= Gr
(
(V˜n+1, ∇˜n+1, F˜iln+1)
′ + α(ǫ) + β(τ(ǫ))
)
= Gr
(
V˜n+1, ∇˜n+1, F˜iln+1
)′
+Gr ◦ α(ǫ) + Gr ◦ β ◦ τ(ǫ)
= (E˜n+1, θ˜n+1) + ∆− ǫ+Gr ◦ α(ǫ) + Gr ◦ β ◦ τ(ǫ)
(6.15)
Thus (E˜n+1, θ˜n+1) is periodic if and only if the following equation holds.
(6.16) ∆− ǫ+Gr ◦ α(ǫ) + Gr ◦ β ◦ τ(ǫ) = 0.
Since Gr and τ are linear and α, β are σ-semilinear the equation 6.16 is of Artin-Schreier type. Equation 6.16
is solvable after extending the base field k, and hence the theorem follows. 
Lemma 6.5. If π◦β : H1(X1, TX1/S1)→ H
1(C ) is surjective, then so is the projection H → H1
(
Gr0DR(End(E1, θ1))
)
.
Proof. For any ε ∈ H1
(
Gr0DR(End(E1, θ1))
)
, −π ◦ α(ε) ∈ H1(C ). Since π ◦ β is surjective, there exists
η ∈ H1(X1, TX1/S1) such that
−π ◦ α(ε) = π ◦ β(η).
Since H = (α, β)−1(H1
(
Fil0DR(End(V1,∇1))
)
) = ker(π ◦ (α, β)), one has (ε, η) ∈ H . By the arbitrary choice
of ε, the projection H → H1
(
Gr0DR(End(E1, θ1))
)
is surjective. 
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