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In supercritical water (SCW), reaction equilibrium constants may differ by 
several orders of magnitude from room temperature values due to changes in the 
solvent dielectric constant.  While these changes have been well characterized for 
ionic acid-base reactions, non-ionic polar reaction equilibria in SCW have 
received little attention.  Here, we have shown for several oxidation states of NOx 
species that polarity differences from reactants to products result in significant 
changes in equilibrium constants that scale with density.  In addition, linear 
extrapolation of these equilibrium constants to zero density results in values 
which are very close to independent gas phase values. 
 Nitrate reaction equilibria provide the framework for the synthesis of 
copper nanocrystals in SCW.  Aqueous copper nitrate (Cu(NO3)2) solutions when 
taken to supercritical conditions, hydrolyze to form large copper (II) oxide 
particles.  Because of the low dielectric environment, SCW is a suitable solvent to 
viii 
employ organic capping ligands to control and stabilize the synthesis of 
nanocrystals.  The presence of 1-hexanethiol results in reduction of copper (II) 
and produces copper nanocrystals approx. 7 nm in diameter.  A proposed 
mechanism for sterically stabilized nanocrystal growth in SCW describes 
competing pathways of hydrolysis to large oxidized copper particles versus ligand 
exchange and arrested growth by thiols to produce small monodisperse Cu 
nanoparticles.   
A new synthetic method was developed to produce organic-monolayer 
passivated silicon and germanium nanocrystals in solvents under supercritical 
conditions.  By thermally degrading organosilane or organogermane precursors at 
high temperatures and pressures, sterically-stabilized nanocrystals could be 
obtained using octanol as a capping ligand.  During the reaction, octanol binds to 
the nanocrystal surface through an alkoxide linkage to provide steric stabilization 
through the hydrocarbon chain.  The absorbance and luminescence spectra of the 
nanocrystals exhibit significant size-dependent blue shifts in optical properties 
from bulk luminescence due to quantum confinement effects.  High luminescence 
quantum yields are observed.  The smallest nanocrystals exhibit discrete optical 
transitions, characteristic of quantum confinement effects for crystalline 
nanocrystals with a narrow size distribution.   
ix 
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Chapter 1: Introduction 
 
1.1 Background 
The search for environmentally benign solvents 1 has raised the interest in 
supercritical fluids (SCFs) as replacements for hazardous organic solvents.  The 
two most frequently used SCFs are supercritical CO2 (sc-CO2) and supercritical 
water (SCW) due to their abundancy and relative non-flammability and non-
toxicity.  Sc-CO2 has the advantage that it has critical properties near ambient 
conditions (Tc = 31 °C, Pc = 72 bar) and can often be easily separated and 
recovered by depressurization, while SCW has the advantage of offering a wide 
range in dielectric constant leading to unique tunability of chemistry. 
The interest in understanding chemical phenomena in aqueous solutions at 
elevated temperatures and pressures has grown significantly during the last 
decade 1-4.  Practical applications include hydrothermal growth of crystals, 
spraying of ceramics, and hydrothermal synthesis reactions.  A promising 
application of supercritical water (Tc = 374 °C, Pc = 221 bar) is the treatment of 
organic wastes such as pulp and paper mill sludge, pharmaceutical biological 
wastes, and military wastes through oxidation (SCWO) 5.  SCWO converts 
organics primarily into CO2 and H2O.  SCW is of interest for oxidation because of 
the high destruction efficiency due to faster reaction rates at high temperature and 
the nearly complete solubility of organics and oxygen resulting in rapid diffusion 
6-8.  In addition, modest organic concentrations can make the process 
2 
economically appealing due to auto-thermal operation 4.  However, despite 
practical interest in SCWO, key aspects of the process are not fully understood.  
Although recently much effort has been made in understanding acid-base 
chemistry in SCW, a firm knowledge of this chemistry is not yet available.  These 
acid-base reactions play a central role in hydrothermal reactions such as oxidation 
and decomposition reactions, 7,9-11 and corrosion 12,13.  Significant efforts are 
also being made to understand hydrogen bonding 14-20 and the effects that 
solvation has on acid-base chemistry 21-25.  A firm knowledge of this solution 
chemistry will help yield the successful design and operation of SCWO reactors. 
In addition to SCWO, many researchers have concentrated their efforts 
into the partial oxidation of waste streams.  In this process, the waste stream is 
converted into useful products such as organic acids or can be used for the 
addition of oxygenated functional groups into hydrocarbons 4.  Examples include 
the conversion of methane to methanol 26-28 and cyclohexane to cyclohexanone 
29.  A full understanding of these methods, however, requires a detailed 
knowledge of the reaction equilibria, which is usually unavailable.   
The ability to control oxidation to obtain useful products has led to an 
increased perception that SCW can be used as a reaction medium.  By controlling 
the parameters of the reaction (i.e. temperature, pressure, oxygen concentration), 
chemists can selectively choose the desired products.  Furthermore, because of the 
tunability of this medium, the potential exists to eliminate by-products easing 
3 
separation costs.  For example, Korzenski and Kolis 30 have shown that the Diels-
Alder reaction of 2,3-dimethyl-1,3-butadiene with acrylonitrile yields the product 
3,4-dimethylcyclohex-3-enyl cyanide with a 100% yield.  In addition, due to the 
high temperature and high diffusivity within SCW reactions can achieve nearly 
complete conversion in short periods of time.  In the hydrolysis of ethyl acetate, 
nearly complete conversion to acetic acid and ethanol was achieved with 
residence times of 150 s 29. 
 
1.2 Properties of Supercritical Fluids 
At supercritical conditions, many of the properties of SCFs vary with 
density.  Because SCFs are highly compressible near the critical point, small 
changes in pressure or temperature (see Fig. 1.1) cause large changes in the 
density and, therefore, offer the opportunity to manipulate the reaction 
environment in a supercritical solvent.  In addition, many transport properties 
such as the viscosity and diffusivity as seen in Table 1.1 are typically between 
those of a liquid and a gas 4.  These differences allow reactions that are diffusion 
limited in the liquid phase to become much faster at supercritical conditions.  
Finally, SCFs have unique solubility properties.  Species that are often insoluble 
at ambient conditions can become very soluble at supercritical conditions and, 










































Table 1.1.  Properties of Supercritical Fluids 
 
 Diffusion (cm2/s) Viscosity (g/cm/s) 
Gases 10-1 10-4 
SCFs 10-3 10-3 
Liquids 10-5 10-2 
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1.21 Properties of Supercritical Water.  Upon heating to supercritical 
conditions, water undergoes dramatic changes in density and the dielectric 
constant.  These dramatic changes are what provide SCW with its interesting 
properties and advantages giving it both non-aqueous and aqueous characteristics.  
As mentioned for all supercritical fluids, small changes in temperature and 
pressure lead to large changes in the density.  In SCW, these changes in density 
strongly affect the dielectric constant (see Fig. 1.2) and, hence, the solubilities of 
salts and the presence of ionic species, which play a central role in solvent effects 
on chemical reaction rate and equilibrium constants, phase equilibria, and 
corrosion.  The dielectric constant is a measure of the ability of a solvent to 
separate charged species.  Fig. 1.2 shows the dielectric constant of water, ε, as a 
function of temperature and pressure.  At 250 bar, the dielectric constant drops 
from a room-temperature value of around 80, where it easily solubilizes salts, to 
values of 5-10 at near-critical temperatures and finally to 1-2 at 450 °C and above.  
Along the same isobar, the dissociation constant, Kw, falls from 10-14 at room 
temperature to 10-18 in the near-critical region and to 10-23 under supercritical 
conditions.  This change is due to the changing solvent environment.  Under 
supercritical conditions, the solvent is no longer able to solvate the charged 
species in reaction (1.1.) and is, hence, driven to the left causing a drop in the 
equilibrium constant Kw. 





































Fig. 1.2.  Effect of temperature on the dielectric constant and the dissociation 




Furthermore, Raman spectra of deuterated water in the supercritical region show 
only a small residual amount of hydrogen bonding 31.  As a result, SCW acts as a 
non-polar dense gas, and its solvation properties resemble those of a low polarity 
organic.  
Near the critical point, the solubility of organic compounds in water 
correlates strongly with density and is, thus, very pressure dependent in this 
region.  Benzene solubility in water is a good example 8,32.  At 25 °C, benzene is 
sparingly soluble in water (0.07%), however the solubility rises to 35-wt% at 295 
°C and 25 MPa, where the critical point of the benzene-water mixture is 
surpassed. 
Conversely, the solubility of inorganic salts in SCW is very low.  Many 
salts that have high solubilities in liquid water have extremely low solubilities in 
SCW.  For example, NaCl solubility is about 37% at 300 °C and about 120 ppm 
at 550 °C and 25 Mpa; 33 CaCl2 has a maximum solubility of 70-wt% at sub-
critical temperatures and drops to 3 ppm at 500 °C and 25 Mpa 34.  The fact that 
inorganics are practically insoluble is consistent with a low dielectric constant for 
water of about 2 and an extremely low dissociation constant, Kw, of less than 10-22 
at 500 °C and 25 MPa. 
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1.3 In-situ UV-vis for Measuring Reaction Equilibria 
The measurement of reaction equilibria within supercritical fluids requires 
sophisticated in-situ methods due to the high pressure and occasional high 
temperature.  Although there are some examples of pH electrodes 35 and 
conductivity electrodes 36-40 within supercritical fluids, spectroscopic methods 
have shown themselves to be the most versatile.  Unlike some other supercritical 
fluids (for example CO2), in which there have been many spectroscopic studies, 
41-43 only a limited number of spectroscopic studies have been reported for 
aqueous solutions at sub-critical and supercritical conditions due to the challenges 
of high temperatures and pressures.  Spectroscopic work in high temperature 
supercritical fluids is challenged not only by materials limitations, but also by 
features intrinsic to this unusual medium, particularly corrosion.  
Chen et al. 44 presented a review of the experimental methods for 
measuring the thermodynamic properties of dissociation reactions of aqueous 
solutions at high temperatures and pressures.  Current methods for studying 
reactions in SCW solutions include conductivity, potentiometry, and 
spectroscopy.  The research group at Oak Ridge National Laboratory has 
measured thermodynamic properties for simple inorganic reactions studied by 
potentiometry up to 300 °C 45-50 and by conductivity up to 800 °C 36-39.  Raman 
and IR spectroscopy have been used primarily to determine kinetics and structural 
characteristics 9,10,51-55.  The difficulty in using this spectroscopic method is that 
10 
the extinction coefficients are largely dependent on density and temperature 
9,10,51,52 making it difficult to determine the concentration of the absorbing 
species and, hence, equilibrium constants.   
UV-vis spectroscopy is ideal for the accurate determination of 
thermodynamic properties since extinction coefficients are only weakly dependent 
on temperature and pressure.  While some reactions may be studied directly by 
UV-vis spectroscopy, 56-58 several species of interest do not absorb in this region 
and indirect methods are required.  The traditional approach to characterizing 
these acid-base reactions is to measure the acidity of the solution.  Macdonald et 
al 35 developed hydrothermal pH sensors composed of ZrO2, Pd hydrides, and Ir 
oxides that could be used to characterize these reactions.  Another means of 
determining the pH of solution is through the use of an indicator, which allows 
accurate determination of equilibrium constants 59-67 and, in addition, these 
probes offer insight into the molecular level interactions occurring in the solution. 
1.31 Titrations using pH indicators.  Our group has investigated some 
organic indicators that have proven themselves to be successful in determining the 
pH of a supercritical solution and in accurately obtaining thermodynamic 
properties 61,68,69.  These indicators include β-naphthoic acid, acridine, s-
collidine, and β-naphthol.  These indicators cover a fairly broad pH range 
allowing many kinetic and equilibrium reactions to be studied in near critical and 
supercritical solutions. 
11 
To better understand the effects of SCW on chemical reactions at the 
molecular level, a spectroscopic approach is needed to investigate molecular 
interactions in the SCW phase, particularly by using organic probes.  Recently, 
Bennett and Johnston 20 reported spectral shifts in the π-π* band of 
benzophenone and the n-π* band of acetone.  This is the first time organic 
indicators have been used to study the solvation properties of SCW.  This study 
has provided insight into the solvent strength of water, the clustering of water 
about an organic solute, and hydrogen bonding. 
1.32 Equilibria Studies using Chromophores.  For systems with 
chromophores such as several metal ions, UV-vis spectroscopy may be used to 
study chemical equilibria directly without a pH indicator.  Seward and co-workers 
have measured high temperature thermodynamic properties of chloride 
complexation of lead(II), and maganese(II) to 300 °C, and iron(II) to 200 °C 56-
58.  Cr(VI) is of interest in hydrothermal oxidation because it is soluble and may 
be separated from high level nuclear wastes by hydrothermal oxidation of 
insoluble Cr(III) 70.  Also, oxidation of Cr2O3 is a reason why some stainless 
steels (e.g. SS 316) lose their corrosion resistance in oxidative hydrothermal 
environments 12. 
The dissociation constants of H2CrO4 (Ka1) and HCrO4- (Ka2) have been 
measured by UV-vis spectroscopy up to 420 °C 71.  The predominant species of 
Cr(VI) in alkaline (KOH) solutions at elevated temperatures were found to be 
12 
chromate (CrO42-), bichromate (HCrO4-), and, at temperatures above 260 °C, 
(K+)(CrO42-) ion pairs.  The molal concentration of HCrO4- initially increases with 
temperature as expected due to the decrease in acidity of Ka2, but decreases again 
in the vicinity of water's critical point where the density decreases substantially.  
The decrease in HCrO4- at high temperature and low density (dielectric constant) 
is counter-intuitive, but may be attributed to (K+)(CrO42-) ion pairs, which become 
very favorable even in weakly alkaline solutions and eventually leads to K2CrO4 
precipitation at 420 °C, where the Cr(VI) band becomes very small and noisy. 
 
1.4 Nanocrystal Materials Synthesis 
The study of reaction equilibria in high temperature aqueous solutions has 
resulted in an increased understanding of decomposition reactions, solubility, and 
solvation characteristics.  These factors are key components in the development of 
synthetic methods for nanomaterials within SCFs, which provide knowledge of 
the parameters that control the morphology, particle size, and size distribution of 
nanoparticles.  The effects of high temperature and density on reaction equilibria, 
solvation, and solubility may be expected to have a large effect on the properties 
and size of metals and semiconductors synthesized in SCFs.  Since SCFs should 
enable great chemical flexibility and synthetic tunability as described above, it is 
desirable to use SCFs for highly controlled solution-phase synthetic methods.  At 
low temperature, water-in-CO2 microemulsions have been successfully utilized as 
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‘micro reactors’ in the production of silver 72 and cadmium sulfide 73 
nanoparticles.  Studies of particle formation of inorganic materials in SCW have 
recently become prevalent in the literature and have been reviewed 74.  Metal 
oxides have been prepared in SCW by the use of metal salts via a two-stage 
decomposition mechanism involving a hydrolysis and dehydration step 75.  
However, these methods have had difficulties achieving nanoparticles that exhibit 
size-dependent properties due to agglomeration and coalescence. 
The field of high temperature synthesis in supercritical fluids is now 
starting to address the production of nanomaterials with size-dependent 
properties.  Dimensionality plays a central role in determining the physical 
properties of materials 76.  Electron interactions, for example, differ in three-
dimensional bulk solids from those in two-dimensional (2D) and one-dimensional 
(1D) systems 76.  These differences can often lead to new phenomena.  As 
technology rapidly shrinks toward the nanometer length-scale, understanding how 
dimensionality affects the electronic properties of semiconductors and metals has 
become technologically relevant.  Material dimensions will restrict electron 
interactions resulting in an overall loss of energy level degeneracy in the 
electronic structure.  These quantum confinement effects will lead to new 
electronic and optical properties, such as size-tunable excitation and luminescence 
energies.  These new material properties might be exploited in a variety of new 
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technologies including electronic, optical, medical, coatings, catalytic, memory, 
and sensor applications 77,78. 
 Nanoparticles exhibit properties different from that of a bulk material and 
these properties have been shown to be size dependent 78.  Particles of metals and 
semiconductors whose size is on the same order as the wavelength of the electron 
are of extraordinary interest since they behave electronically as zero-dimensional 
(0D) quantum dots 77.  Therefore, the classical laws of physics are no longer valid 
and have to be exchanged for quantum mechanics.  Because of the appearance of 
discrete energetic states similar to molecular orbitals, semiconductor clusters have 
been called ‘artificial atoms’, and provide the unique opportunity to study 
semiconductor properties as they evolve from atoms to small molecules to a bulk 
crystal (See Fig. 1.3).  Excellent examples of size-dependent discrete optical 
transitions exist for clusters of direct band gap semiconductors, such as CdSe 
78,79 and InAs 80.  Size-dependent discrete optical transitions of indirect band gap 
materials, however, have not been exhibited.  The phonon assistance required for 
an indirect transition (discussed below) reduces the probability of optical 
transitions.  In addition, the optical properties of these materials are highly 
susceptible to surface states and trapped states.  Therefore, it has been more 
difficult to obtain discrete bands in indirect band-gap materials. 
 The difficulty in achieving size-dependent optical properties for indirect 





























Fig. 1.3.  Schematic of band structures for metals and semiconductors.  (a) 
Standard depiction of the valence band and conduction band for metals and 
semiconductors. (b) Energy levels from a two atom model to a bulk 
semiconductor as N→ ∞.  Note the intermediate stage where the energy level 
degeneracy has not completely formed the bulk band structures.  This is 

















particle size.  The key ingredient to most successful methods for producing 
nanocrystals has been the use of capping ligands that bind to the particles surface 
and provide a steric barrier to aggregation as shown in Fig. 1.4.  The capping 
ligands tend to exhibit the properties of surfactants: one end binds strongly to the 
particle surface while the opposite end interacts with the solvating fluid.  In a 
good solvent, the ligands extend from the nanocrystal surface and provide steric 
stabilization, which typically limits size to the nanometer range and prevents 
unwanted agglomeration.  The highly successful wet chemical techniques used to 
synthesize the group II-VI and III-V semiconductors cannot be applied to silicon 
or germanium, which require temperatures much higher than the boiling point of 
capping solvents to degrade the necessary precursors.  Aerosol methods have 
produced silicon nanocrystals, however, the size distributions are broad and a 
thick oxide coating has been required to stabilize their structure.   
 Silicon and germanium are considered indirect band gap materials, which 
differ from direct band gap materials due to the energy bands that determine the 
valence band and the conduction band.  Direct band gap materials have energy 
bands that do not require momentum changes (k = 0) for electron-hole 
recombination as shown in Fig. 1.5A.  Indirect band gap materials shown in Fig. 
1.5B, however, require phonon assistance for recombination to occur from the 
lowest lying energy band.  In other words, momentum is not conserved (k ≠ 0) 





























Fig. 1.4.  Schematic of an organically-capped nanocrystal.  The organic ligands 
shown are alkanethiols, which are typical ligands used in nanocrystal synthesis.  





































































































Fig. 1.5.  Energy-band structures showing (a) direct optical transitions and (b) 
indirect optical transitions. 
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reducing the probability of recombination and subsequent luminescence.  
However, as dimensions are decreased to the nanometer level, the energy levels 
shift to higher energy due to quantum confinement and the probability of 
recombination resulting in luminescence may increase 78. 
 
1.5 Objectives 
 The work here will focus on both fundamental reaction equilibria in SCW 
and high temperature synthesis reactions to produce metals and semiconductors in 
SCW and supercritical hydrocarbons.  The in-situ spectroscopic studies will 
concentrate on reversible reactions in supercritical water and understanding the 
effects of solvation and dipole-dipole interactions on ionic acid-base and redox 
reactions.  These studies often required extensive modeling and calculations to 
analyze the data.  UV-vis spectroscopy was the primary tool used to study both 
the kinetics and the thermodynamic equilibria in these fundamental studies.  
Fundamental knowledge of the interactions of acids, bases, ions, and polar species 
within supercritical solvents helped guide the development of synthetic efforts to 
form nanoparticles.  These synthetic studies focused on the kinetics of reactions 
leading to particle formation.  These studies provide knowledge of the parameters 
that control the morphology, particle size, and size distribution of nanoparticles of 
great practical interest.  Furthermore, some of the particles may have potential 
uses in electronic devices.  The synthetic effort to produce copper nanocrystals in 
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SCW was greatly enhanced by the fundamental studies of chemical reaction 
equilibria, especially for nitrate species. 
 
1.6 Organization of Dissertation 
Reactions involving NOx species in the gas phase play a crucial role in 
nitric acid production, combustion, 81 and waste incineration.  More recently NOx 
chemistry has been studied in SCWO 2,5.  Thermodynamics and kinetics favor 
significantly less NOx at the relatively low temperatures in SCWO compared with 
incineration where temperatures are typically 1200 °C or more 82.  In 
collaboration with Jerzy Chlistunoff, UV-vis spectroscopy was utilized in the 
quantitative measurement of the decomposition of aqueous HNO3 solutions above 
300°C, in some cases with added NaOH, H2O2, and/or NaNO2, to form NO2, 
HNO2, NO, N2O and O2 in Chapter 2.  Individual bands corresponding to HNO2 
and NO2 were deconvoluted from the spectra up to 400 °C and changes in the 
spectra are discussed.  Although it was only possible to measure the absorbance of 
two of the twelve species by UV-vis spectroscopy, six equilibrium constants and 
two extinction coefficients could be optimized as discussed in Chapter 3.  Linear 
extrapolation of the log K versus density plots to zero density results in values 
that are very close to independent gas-phase values.  Furthermore, these reactions 
were shown to be dependent on the density (dielectric) of the solution with more 
polar species being favored at higher densities. 
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Chapter 3 discusses the optimization model developed to determine the 
equilibrium constants for dissociation, redox and disproportionation reactions 
involving nitric and nitrous acid, NO2, NO, N2O, and O2 in SCW at the conditions 
discussed in Chapter 2.  This constrained nonlinear programming (NLP) model is 
optimized using an implementation of the generalized reduced gradient (GRG) 
algorithm.  Equilibrium constants and extinction coefficients are obtained with a 
minimal amount of experimental data that agrees well with published values.  
Significant improvements of these values are obtained with a Jackknife Statistical 
implementation.  Computational difficulties are partially overcome by performing 
a logarithmic transformation of the constraining equations. 
 In Chapter 4, organic hydrocarbon capping ligands are used to stabilize the 
formation and quench the growth of copper nanocrystals in SCW.  The change in 
the dielectric constant of water from values of 80 at room temperature to values 
below 5 at supercritical conditions allows complete miscibility of the organic 
capping ligand in an aqueous environment.  Furthermore, the precursor has 
decreased solubility enhancing nucleation.  The stabilizing ligands, in this case 1-
hexanethiol, serve to quench the growth and also control the nanocrystal 
composition: copper oxide forms without ligands, while copper metal 
nanocrystals form in the presence of alkanethiol capping ligands.  Furthermore, 
the processing conditions (i.e. precursor, pH, capping ligand) significantly affect 
the morphology and size of the nanocrystals formed in SCW, which is due to 
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competing reaction pathways of hydrolysis and ligand exchange versus arrested 
growth. 
In Chapter 5, silicon nanocrystals are formed using a SCF process in 
collaboration with Justin Holmes.  Silicon nanocrystal synthesis with the narrow 
size distributions necessary to eliminate inhomogeneous broadening of the 
electronic properties has proven to be very difficult.  A new wet chemical 
approach for silicon nanocrystals that utilizes the advantages of each of these 
approaches is described.  The use of capping ligands for the precise control of 
particle size and the high temperatures of aerosol methods are combined in a 
supercritical method that successfully produces a wide distribution of particles 
sizes.  The absorbance and photoluminescence excitation (PLE) spectra of the 
nanocrystals exhibit a significant blue shift in optical properties from the bulk 
band gap energy of 1.2 eV due to quantum confinement effects.  The stable Si 
clusters show efficient blue (15 Å) or green (25-40 Å) band-edge photoemission 
with luminescence quantum yields up to 23 % at room temperature, and electronic 
structure characteristic of a predominantly indirect transition—despite the 
extremely small particle size.  The smallest nanocrystals, 15 Å in diameter, 
exhibit discrete optical transitions, characteristic of quantum confinement effects 
for crystalline nanocrystals with a narrow size distribution.   
Similar to the silicon nanocrystals produced in Chapter 5, germanium 
nanocrystals are produced by an arrested-growth method within supercritical 
octanol exhibiting size dependent properties and described in Chapter 6.  While 
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silicon was shown to have some size dependent features, germanium nanocrystals 
are expected to have more significant quantum confinement effects due to the 
smaller band gap.  Indeed, the nanocrystals produced in Chapter 6 do show 
significant changes in the optical properties with size.  The Ge crystals produced 
are size-polydisperse in nature; however, size-selectivity of these nanocrystals is 
obtained by the use of a chromatographic method.  Luminescence of the 
nanocrystals is shown to be dependent on the size resulting in a blue-shift of the 
PL energy consistent with quantum confinement of the band gap energy and 
resulting in high quantum yields.  UV-visible spectra are also size-dependent with 
smaller particles resulting in discrete optical features.  In addition, these features 
are shown to be size-dependent characteristic of the loss of energy level 
degeneracy due to quantum confinement.  At the smallest particle sizes, these 
features appear to behave similar to molecular absorbance with the density of the 
energy levels concentrated into just a few bands yielding high oscillator strengths 
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Chapter 2: Nitric/Nitrous Acid Equilibria  
in Supercritical Water † 
 
2.1 Introduction  
 Reactions involving NO, NO2, H2O, HNO3, HNO2 and O2 in the gas phase 
play a crucial role in nitric acid production, combustion 1, and waste incineration.  
These reactions have been studied extensively in both the gas phase and for a gas 
phase in contact with an aqueous phase, typically at temperatures below 100 °C 2-
5.  The amount of NOx in exhaust gases may be lowered by catalytic reduction 
with NH3 to form N2, or conversely, NOx may be used to oxidize ammonia wastes 
to N2 6-8.  
More recently NOx chemistry has been studied in hydrothermal oxidation 
(HO) (also called supercritical water oxidation (SCWO)). 9,10  In HO, an aqueous 
waste containing organics is oxidized by oxygen in supercritical water (SCW), 
i.e., at temperatures higher than 374 °C (typically around 500 °C and above 220 
bar).  Thermodynamics and kinetics favor significantly less NOx at the relatively 
low temperatures in HO compared with incineration where temperatures are 
typically 1200 °C or more 11.  Kinetic studies of oxidation reactions of organic 
compounds by nitrates suggested that the reactive species in SCW solutions of 
nitrates can be NO2 12.  Recently, it was suggested that nitrates present in certain  




high level and mixed nuclear wastes could be used as an oxidizing agent instead 
of oxygen in the HO pretreatment of these wastes 13-15.  It has been proposed that 
ammonium nitrate recovered from demilitarized rocket motors may be utilized as 
an oxidizing agent in HO 16.  NOx chemistry is also important in rapid hydrolysis 
of metal nitrates to form sub-micron metal oxide crystals 17,18.  
 Fundamental studies of nitrogen chemistry in SCW are relatively rare due 
to corrosion and the challenges from high pressures and temperatures.  Brill and 
coworkers studied kinetics and mechanisms for decomposition reactions of a 
variety of nitrogen containing compounds in SCW including thermal 
decomposition of hydroxylammonium nitrate 19, urea and guanidinium nitrate 20, 
and ethylenediammonium dinitrate 21 by using FTIR and Raman spectroscopy.  
Spohn and Brill 22 studied ion pair formation in concentrated aqueous solutions of 
zinc, cadmium, lithium, and sodium nitrates up to 450 °C by Raman 
spectroscopy, which is very sensitive to contact interactions.  The dissociation of 
nitric acid under hydrothermal conditions up to 250 °C was studied by Raman 
spectroscopy 23 and up to 319 °C from the heat of dilution of concentrated HNO3 
solutions 24.  Marshall and Slusher obtained HNO3 dissociation constants 
indirectly from solubilities of magnesium sulfate 25 (up to 370 °C) and calcium 
sulfate 26 (up to 350 °C).  However, Marshall and coworkers 26-28 found that 
nitric acid decomposes reversibly to nitrogen oxides and water at elevated 




 Chemical reaction equilibria may be measured quantitatively in 
hydrothermal solution by UV-Vis spectroscopy.  As demonstrated by Seward and 
coworkers 29-31 complex equilibria in hydrothermal solutions can be elucidated 
by spectral deconvolution techniques 29 and nonlinear regression procedures 
29,31.  Chemical equilibria involving H2CrO4 and HCrO4- were measured 
quantitatively up to 420 °C 32.  A series of relatively stable organic pH indicators 
has been developed to measure pH and monitor acid-base equilibria up to 420 °C 
33-37.  These studies demonstrate that UV-Vis spectroscopy is well suited for 
obtaining quantitative equilibrium constants in SCW. 
 The objective of this work was to characterize and quantify chemical 
reaction equilibria involving nitric acid and its decomposition products with UV-
Vis spectroscopy in SCW.  Because of the possibility for severe corrosion, a new 
apparatus was developed in which the solutions contacted only titanium, gold, 
and sapphire and could be flushed rapidly.  The results and discussion section 
begins with a description of changes in spectra resulting from adding NaOH, 
H2O2, NaNO2 or mixtures of these compounds to HNO3 solutions.  Here the goal 
is to determine qualitatively which decomposition products are present based on 
these changes in spectra.  Next, spectral deconvolution and peak assignment are 
discussed.  From the areas of the deconvoluted spectra, a Large-Scale Generalized 
Reduced Gradient (LSGRG2) optimization model 38 was utilized to determine 
optimal values of the extinction coefficients and equilibrium constants in 




effect on equilibrium constants is discussed as a function of changes in polarity 
upon reaction.  The equilibrium constants are also utilized to calculate speciation 
diagrams.  Quantitative knowledge of chemical reaction equilibria of nitrogen 
chemistry is highly relevant to understanding hydrolysis and oxidation reactions, 
corrosion, materials science and separation processes in hydrothermal solution. 
 
2.2 Experimental 
 The experimental apparatus was similar to one applied previously 32,39.  
Spectra were obtained in a titanium optical cell equipped with two sapphire 
windows with an aperture of 5 mm and a path length of 1 cm.  A modification 
was made to avoid pumping highly corrosive HNO3 solutions through the HPLC 
pump (Fig. 2.1). The solutions were added to the top of a 11/16" i.d. x 1" o.d. 6 
foot long stainless steel tube equipped with a stainless steel piston and 
polypropylene o-ring seals.  Pure deionized water was pumped with an HPLC 
pump into the tube below the piston to displace the solution through a titanium 
pre-heater (0.03" i.d., 2 foot length) into the titanium optical cell.  A bypass line 
was used to flush the cell with pure water.  The typical time required to exchange 
the solution in the cell was around 3 minutes.  After the cell was flushed with 
water or a fresh solution, the spectra were recorded.  The spectrum for pure water 
(baseline) was measured immediately after the temperature attained its steady 
























flushing of the cell with 1 mL of the solution and re-equilibrating the temperature.  
Typically four spectra were recorded at different pressures without flushing the 
cell between experiments.  The solution residence time, which did not exceed 6 
minutes, was usually sufficiently short to produce only minor corrosion as well as 
negligible changes in the spectra.   
 Carbon dioxide free, approximately 0.5 M stock NaOH (analytical grade, 
EM Science) solution was prepared and standardized using generally accepted 
procedures 40.  A stock solution (approximately 0.5 M) of HNO3 (70%, AR, 
Mallincrodt) was standardized by titration with the above NaOH standard 
solution.  Approximately 0.25 M NaNO2 solution was obtained by dissolving a 
sample of analytical grade NaNO2 (EM Science) in a known volume of deionized 
water.  Its concentration was determined by a classical Lunge method 41, i.e., by 
titration with a known volume of a standard KMnO4 solution.  This method is 
accurate to within 0.5 - 1 %.  The NaOH and NaNO2 stock solutions were 
prepared frequently, to reduce errors associated with absorption of CO2 or 
decomposition (NaNO2).  Hydrogen peroxide (30%, EM Science) concentration 
was determined before each experiment by titration with a standard KMnO4 
solution 41.   
 With a few exceptions, the feed solutions were thoroughly deoxygenated 
by purging with nitrogen.  The solutions containing H2O2 as well as mixtures of 
HNO3 and NaNO2 solutions were not deoxygenated, because of H2O2 




however, the solutions were prepared immediately before each experiment in 
freshly deoxygenated water.  After brief but thorough mixing, the solution was 
placed in the stainless steel tube and immediately isolated and pressurized.  The 
estimated concentration of oxygen in these feed solutions was around 4×10-5 mol 
kg-1 based on the partial pressure of oxygen in air and the solubility of O2 in 
water. Other details of experimental procedures can be found elsewhere 32. 
 
2.3 Results and Discussion 
2.31 Concentrated NaNO3 and HNO3 solutions from 20 to 400 °C.  The 
spectrum of nitrate ion in water is characterized by two principal bands as shown 
in Figure 2.2.  The short wavelength band (λ=200.3 nm at ambient conditions) is 
very strong (ε=9600). While the high ε of this band is beneficial, its λ is not, since 
a variety of other species also absorb strongly here, including other NOx species, 
OH- via charge transfer to solvent, and the sapphire windows. The long 
wavelength band, centered at around 300 nm, is very weak with an extinction 
coefficient on the order of 7, which is too small to be of use. 
 The effect of temperature on the spectra of 0.0928 mol kg-1 HNO3 and  
0.0928 mol kg-1 NaNO3 solutions is shown in Figure 2.2.  Within limits of 
experimental error, the spectra of these solutions at room temperature are 
identical (Fig. 2.2a), in accordance with the fact that nitric acid is completely 
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Fig. 2.2. Spectra of 0.0928 mol kg-1 HNO3 (filled symbols) and NaNO3 (open 





MPa leads to changes in HNO3 (open symbols) and NaNO3 (filled symbols).  
While changes in NaNO3 spectra up to 400 °C can be regarded as minor (Fig. 
2.2b), temperature exerts a significant effect on the HNO3 spectra.  A temperature 
increase from 20 to 200 °C leads to increased overlap of the 300 nm and 200 nm 
bands.  Since nitric acid becomes a weaker acid at elevated temperatures, these 
changes may reflect formation of molecular HNO3.   
At temperatures equal to or higher than 300 °C, an additional broad band 
centered around 370 nm, appears.  This band grows significantly with 
temperature.  While part of this increase is reversible and the nitrate band at 300 
nm can be restored after cooling down the cell, the measured absorbance does not 
drop back to zero at wavelengths longer than those corresponding to the nitrate 
band.  The reversible changes at temperatures greater than or equal to 300 °C 
represent reversible decomposition of nitric acid as previously suggested by 
Marshall and coworkers, based upon visual observation of HNO3 samples in silica 
capillary tubes 27.  The residual absorption is still observed even after the cell is 
flushed with pure deionized water, due to the presence of a uniform brown 
deposit on the windows.  The amount of the deposit increases with the nitric acid 
residence time in the cell. The brown deposit is believed to be titanium dioxide, 
which is formed when the hot solution containing Ti corrosion products contacts 
the cooler windows.  Indeed, extensive use of the cell with these concentrated 




contact with the gold seals.  The corrosion led to serious leaks and irreproducible 
results due to inaccurate correction of the spectra for the baseline.   
 The corrosion of the cell and deposition of TiO2 on the windows was 
curtailed by lowering the acid concentration to a level of 2-3×10-2 mol kg-1, which 
is also more suitable for equilibrium constant determinations.  However, the 
changes occurring to the weak 300 nm band could no longer be accurately 
measured in our 1 cm cell.  Fortunately, the light absorption by the HNO3 
decomposition products in the dilute HNO3 solutions was sufficiently high to be 
measured quantitatively at temperatures exceeding 360 °C.  Preliminary 
experiments revealed, however, that the spectra measured at 360 °C were not 
reproducible, because of either a relatively slow approach to equilibria or TiO2 
deposition.  At 420 °C, on the other hand, leaks constituted a serious problem.  At 
temperatures of 380 and 400 °C, equilibrium was achieved rapidly and leaks were 
minor, such that quantitative experiments could be performed.  
2.32 Spectra of nitric acid and its mixtures with sodium hydroxide, 
hydrogen peroxide and sodium nitrite at 380 and 400 °C.  The experiments were 
grouped in five distinct classes depending on the feed solution composition 
(Table 2.1). The various classes were designed to manipulate the relative 
equilibrium concentrations of the nitrogen species, especially the oxidation states, 





Table 2.1.  Compositions of the classes of solutions studied. 
 
Class HNO3 NaOH H2O2 NaNO2 
 mmol kg-1 mmol kg-1 mol kg-1 mmol kg-1 
I 7.736 - 38.68 0.0 0.0 0.0 
II 19.34 1.237 - 12.37 0.0 0.0 
III 23.20 0.0 0.182 – 0.931 0.0 
IV a) 0.0 - 16.28 0.0 0.0 4.52 - 20.8 
V 15.40 7.667 0.0 5.42 
 13.73 4.617 0.0 7.03 





class consisted of pure nitric acid solutions (class I).  In class II, these solutions 
were partially neutralized solutions with NaOH to form NO3-, which was shown 
above to be much more stable than HNO3.  Class III included H2O2  as an oxidant.  
Mixtures of HNO3 + NaNO2 were used in class IV to shift the oxidation states, 
while NaOH was added to this mixture in class V.   
Typical spectra for a class I experiment are shown in Figure 2.3.  In this 
class, spectra were time independent for times not exceeding 20 min.  The spectra 
were reversible with changes in temperature and pressure, suggesting that 
decomposition products revert back to the starting material.  The large 
asymmetric band at 385 nm decreases with an increase in density, especially at 
low densities.  The band position, shape and fine structure are all very similar to 
that observed for NO2 spectra in the gas phase 42-45.  However, these spectra do 
not correspond to NO2 only.  A distinct set of small peaks, whose relative 
contribution to the measured absorbance changes with temperature and pressure, 
can be seen on top of the large NO2 band.  The relative contribution from the set 
of small peaks decreases with increasing concentration (absorbance) of NO2 
resulting from decreasing solution density.  A similar but somewhat weaker effect 
was also seen at a constant temperature and pressure when the NO2 concentration 
increased due to an increase in the HNO3 feed concentration.  The fact that the 
relative contribution of the small peaks increases when the NO2 concentration 


































Fig. 2.3. Spectra of 3.868 × 10-2 mol kg-1 HNO3 solutions at two temperatures and 
four pressures.  Pressure (MPa): 27.6 (1); 31.0 (2); 34.5 (3); 41.3 (4).  The spectra 
are corrected for density of water. Note similarity of spectrum 1 at 380 °C and 
spectrum 4 at 400 °C, which were obtained at similar densities, i.e., 0.506 and 




NO2 dimer.  The dimerization reaction occurs to a limited extent at room 
temperature 3,42,46,47 in the gaseous phase, and the degree of dimerization 
decreases strongly with increasing temperature 46,47.  Thus dimerization is 
extremely unlikely at the high temperatures employed in this study.  In addition, 
N2O4 absorbs light at shorter wavelengths and the absorption band does not 
exhibit any fine structure 42. 
 The general behavior observed for partially neutralized HNO3 solutions 
(class II, Table 2.1) was very similar to that exhibited by pure nitric acid 
solutions.  Solutions with equal feed concentrations of H+ at ambient temperature, 
i.e., pure nitric acid solutions of concentration mo and partially neutralized HNO3 
solutions with an excess acid concentration equal to mo, had almost identical 
spectra in supercritical water.  This result is shown in Figure 2.4, where the 
integrated band areas in two wavelength ranges are plotted versus feed excess H+ 
concentration.  The band area, integrated over the wavelength range 450 - 600 
nm, is believed to correspond to a single species (NO2), because the ratios of 
absorbances measured at a given temperature and pressure for any two solutions 
were essentially independent of the wavelength in this range.  In contrast, the area 
integrated over the wavelength range 330 - 450 nm includes the contribution from 
the substance(s) giving rise to the set of small peaks.  As seen in Figure 2.4 and 
the associated spectra, this contribution, even though relatively small is similar 
for pure nitric acid solutions and partially neutralized HNO3 solutions with equal 
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Fig. 2.4.  The NO2 band area integrated over 450 to 600 nm (bottom line) and 330 
to 450 nm (top line) plotted against the concentration of nitric acid in pure nitric 
acid solutions (filled symbols) or excess of nitric acid in nitric acid/NaOH 




 Addition of an excess oxidant such as H2O2, which decomposes to oxygen 
and water 48,49, to a 0.0232 mol kg-1 HNO3 solution removes the set of small 
peaks centered around 370 nm as shown in curves 3 and 4 of Figure 2.5 (class III, 
Table 2.1).  The large NO2 band is not affected significantly by H2O2.  At 380 °C 
and all the pressures studied, the NO2 band initially decreases and then increases 
slightly as the oxygen content increases.  At 400 °C, the NO2 band decreases 
monotonically as the feed H2O2 concentration increases from 0.18-0.93 mol kg-1. 
The stability of NO2 versus the instability of the species represented by the 
set of small peaks in the presence of oxygen (curve 1 and 2 in Fig. 2.5) suggest 
that the yet unidentified species contains nitrogen in an oxidation state lower than 
+4.  Among known HyNOx (x,y≥0) species only NO2- and unstable HNO2 
(disproportionates to HNO3 and NO) absorb light in this range 50-54.  Their 
spectra were measured at ambient conditions (Fig.2.6) and agreed well with 
literature data 50-54.  The positions, intensities and shapes of the spectra shown in 
Figure 2.6 strongly suggest that the set of small bands on top of the NO2 band in 
hydrothermal HNO3 solutions corresponds to the HNO2/NO2- couple.   
 The differences in the influence of oxygen on the HNO2/NO2- and NO2 
bands can be explained qualitatively in a simple manner in terms of the following 
equilibrium: 

































Fig. 2.5.  Spectra of 2.320 × 10-2 mol kg-1 HNO3 with addition of hydrogen 
peroxide.  Temperature 380 °C.  Pressure 41.3 MPa.  Hydrogen peroxide 






























Fig. 2.6.  Room temperature spectra of nitrates, nitrites, and the corresponding 
acids and assignment of the bands.  (1) 2.26 × 10-2 mol dm-3 NaNO2; (2) 9.280 × 
10-2 mol dm-3 NaNO3; (3) 2.26 × 10-2 mol dm-3 NaNO2 + 9.280 × 10-2 mol dm-3 




Addition of oxygen shifts this equilibrium to the left and therefore explains the 
relative decrease of the HNO2/NO2- content versus that of NO2 in Figure 2.5.  
One should note, however, that this explanation does not include HNO3 as well as 
any nitrogen species with an oxidation state lower than +3, such as NO, which, as 
suggested by literature data 55, can also be present in our case.  A more 
quantitative explanation, which includes these species, is given in the speciation 
diagrams below.  
 Figure 2.7 shows the effect of nitrite on the spectra of HNO3 for a fixed 
total nitrogen concentration of 0.0208 mol kg-1 (class IV).  An increase in the 
NaNO2 concentration leads to a significant decrease in the NO2 band.  At the 
same time, the set of small bands at 370 nm does not seem to be affected strongly 
for a molar ratio of NaNO2 to HNO3 up to 1:1.  At higher NaNO2 to HNO3 ratios, 
the set of small bands (HNO2/NO2-) is gradually replaced by a single band (NO2-) 
at a wavelength similar to that measured in pure NaNO2 solution (curve 8).  As 
could be expected for a salt of a relatively weak acid, sodium nitrite solution was 
found to be a rather strong base in supercritical water, as manifested by 
significant corrosion of the sapphire windows 32. 
 The observed changes in the spectra resulting from addition of NaNO2 to 
nitric acid (Fig.2.7) further supports our assignment of the bands.  Because the 
total nitrogen content is fixed, the amount of HNO3 in the feed mixture decreases.  









































Fig. 2.7. Spectra of HNO3/NaNO2 mixtures with a total nitrogen content of 
0.0208 mol kg-1.  Temperature 380 °C.  Pressure 31.0 MPa. NaNO2 molar 
fraction:  0.218 (1); 0.260 (2); 0.385 (3); 0.442 (4); 0.549 (5); 0.635 (6); 0.778 




HNO2/NO2- decrease.  However, the total nitrite concentration (small bands) does 
not decrease since the loss in HNO2/NO2- is compensated for by the greater 
amount of nitrite introduced in the feed.   Alternatively, the same effects may be 
explained in terms of the net oxidation state of nitrogen in the mixture.  The 
decrease in the net oxidation state of nitrogen in the feed mixture leads to the 
relative increase of the lower oxidation state (HNO2/NO2-) versus that of the 
higher oxidation state (NO2).   
 For mixtures with a high NaNO2 to HNO3 ratio (spectra 6 and 7 in 
Fig.2.7) the concentration of NO2 is negligible. The composite HNO2/NO2- band 
is also much smaller than expected for pure NO2- or HNO2 solutions with 
identical total nitrogen content.  While part of the nitrogen in these solutions can 
be in the form of NO3-, which has a weak absorption band around 300 nm (see 
Fig.2.6 and Fig.2.7 curve 6), other nitrogen species may also be present such as 
NO or N2O which absorb below 280 nm 56. 
 Experiments for mixtures of nitric acid, sodium hydroxide and sodium 
nitrite (class V) were performed to further increase the ratio of HNO2/NO2- to 
NO2 over the values in class IV.  As shown by the reaction, 
 2 H+ + 2 NO3- Â 2 NO2 + H2O + 1/2 O2     (2.2) 
the addition of a base (NaOH) may be expected to lower the NO2, as was 




  2.33 Deconvolution of the spectra.  As shown in the preceding section, 
the only distinct bands in the measured spectra are those corresponding to NO2 
and HNO2/NO2-.  Among other species, which can absorb light in the visible and 
near-UV ranges are HNO3, NO3-, N2O4, and N2O3.  The steep increases in 
absorbance at wavelengths shorter than 280 nm cannot be used for analytical 
purposes, since so many nitrogen species absorb in this range.  Above, we have 
already eliminated the possibility of N2O4. 
 The HNO3 and NO3- low energy bands are very weak 57 (Figs. 2.2 & 2.6).  
The absorbance of a 0.02 mol kg-1 HNO3 solution at 300 nm resulting from the 
presence of HNO3 or NO3-  would not exceed 0.14 if there was no decomposition 
and assuming temperature independent extinction coefficients.  Because a 
significant amount of HNO3 decomposes, the remaining absorbance is too low to 
be determined accurately, especially after including effects due to the overlap 
with higher energy bands (Fig. 2.2), absorbance from decomposition products, 
and light scattering by the TiO2 deposit on the windows. Consequently, we 
decided to exclude NO3- and HNO3 bands from spectral deconvolution.  
 N2O3 has a weak band (ε≈20) centered around 620 nm 58 and absorbs 
strongly in the UV region.  The estimated extinction coefficient of N2O3 at 280 
nm is 290 59.  Since the measured absorbance at 280 nm did not exceed 0.4 in a 
2×10-2 mol kg-1 HNO3 solution, the maximum possible N2O3 concentration could 




nm.  Similar calculations for HNO3/NaNO2 mixtures reveal that the absorbance 
due to N2O3 at 620 nm is also insignificant.  In addition, gas phase data suggest 
that N2O3 should dissociate almost completely to NO and NO2 at our 
temperatures 6,47,60,61.  As was the case for nitrate, we think that the N2O3 band 
at 620 nm, if present, is too small to be accurately measured and deconvoluted 
from the spectra.   
 Another species that was considered was the solvent separated ion pair  
(H+)(NO2-) or, in solutions containing Na+, (Na+)(NO2-).  These species will now 
be shown to be much less stable than HNO2.  The dissociation constant of nitrous 
acid under our experimental conditions can be roughly estimated to be on the 
order of 10-8 or less at 380 °C and solution densities in the range 0.5-0.6 g cm-3 
based on low temperature data 62-64 and comparison with other acids of 
comparable strength in supercritical water 65,66.  Dissociation constants for 1:1 
alkali metal salts at densities from 0.5 to 0.6 g cm-3 are typically between 10-1 and 
10-2 at 380 °C 66,67.  Based on these equilibrium constants, comparable 
concentrations of HNO2 and (Na+)(NO2-) would exist for H+ to Na+ equilibrium 
concentration ratios lower than 10-6, i.e., H+ concentration on the order of 10-8 
mol kg-1, which is unlikely in acidic media.  For similar reasons the concentration 
of (H+)(NO2-) may be expected to be insignificant.  Therefore, we chose to 




Our final procedure was to deconvolute the spectra with only five 
Gaussian peaks, four of them representing HNO2 and one representing NO2.  
Fixed widths and positions were used for the HNO2 bands as determined from the 
spectra where HNO2 bands were the strongest (see above).  A wavenumber range 
of 3×104 - 5×104 cm-1 (333 - 500 nm) was used to achieve an accurate fit for the 
asymmetric NO2 peak.  The position and width of this peak was allowed to vary.  
Extensive calculations revealed that the NO2 peak position peak width varied 
randomly (Table 2.2), most likely because of the large peak width and the 
imperfect baseline correction.  Spectra obtained from class IV experiments with a 
NaNO2 to HNO3 ratio higher than approximately 1:1 (curves 6-8 in Fig. 2.7) were 
excluded, since these solutions obviously contained nitrites whose bands 
interfered with these of HNO2.  The parameters for the HNO2 bands were 
averages of the values obtained from deconvoluting individual spectra; typical 
results of deconvolution are quite accurate as shown in Figure 2.8.  As shown in 
Table 2.2, the ratio of each band to band 2 was relatively constant indicating only 
one species produced the fine structure and that the fits were quite accurate.  An 
exception is H2O2 class III experiments where nitrous acid peaks were extremely 
small (Fig.2.5) and the errors were correspondingly large (Table 2.2). 
 The rest of this section describes other deconvolution techniques that were 
unsuccessful and not adopted.  Because the NO2 band was extremely broad, it was 
attempted to fit the band with two Gaussian bands.  However, the changes in the 






































Fig. 2.8.  Peak fitting results for a 0.03480 mol kg-1 HNO3 solution at 27.6 MPa 
and 380 °C.  The individual bands obtained from the fitting are drawn with dotted 
lines.  Thick and thin full lines in the upper portion of the graph represent the 





spectra measured for NaNO2/HNO3 mixtures (see Fig.2.7), the content of NO2- in 
some of these solutions could potentially be significant.  Therefore, it was also 
attempted to fit the spectra with six Gaussian peaks representing a single NO2 
band, the four strongest HNO2 bands, and a single NO2- band (see Fig. 2.6).  
However, consistent peak positions and widths were obtained only for the four 
peaks representing HNO2 in spectra where the HNO2 bands were the strongest.  
Because the single NO2- band was not different enough from the NO2 band, it was 
not possible to deconvolute reliable values of NO2- over a wide pH range.  
Therefore, spectra were not deconvoluted in this study in solutions where the 
NaNO2 to HNO3 ratio in the feed was greater than 1.22:1. 
2.34 Determination of the equilibrium constants.  Among possible 
decomposition products of nitric acid, only NO2 and HNO2 could be observed in 
our spectra.  Their concentrations, however, could not be determined directly, 
since their extinction coefficients are unknown under hydrothermal conditions.  
The NO2 extinction coefficients in the gas phase have been determined accurately 
43-45,68-71 and are strongly dependent upon temperature 45,70.  The NO2 band fine 
structure is significantly reduced in SCW, especially at higher densities (see 
above).  Data are unavailable for nitrous acid extinction coefficients versus 
temperature, most likely due to the low stability of the acid at low temperatures.  
However, since measured absorbances are unique functions of extinction 
coefficients and all the equilibria in the system, both the extinction coefficients 




data 29,30.  While details of the numerical method are described in Chapter 3, the 
basic method and assumptions are presented here. 
 The equilibrium between most probable species may be represented by the 
following basic set of reactions: 
 HNO3 Â H+ + NO3-       (2.3) 
 2 HNO3 Â H2O + 2 NO2 + ½ O2     (2.4) 
 2 NO2 + H2O Â HNO3 + HNO2     (2.5) 
 2 HNO2 Â H2O + 2 NO + ½ O2     (2.6) 
 2 NO Â N2O + ½ O2       (2.7) 
 H2O Â OH- + H+       (2.8) 
 NaOH Â Na+ + OH-       (2.9) 
 (Na+)(NO3-) Â Na+ + NO3-      (2.10) 
Less important reactions are: 
 (Na+)(NO2-) Â Na+ + NO2-       (2.11) 
 2 NO2 Â N2O4       (2.12) 
 HNO2 Â H+ + NO2-       (2.13) 
 2 HNO2 Â N2O3 + H2O      (2.14) 
 N2O3 Â NO + NO2       (2.15) 
For reasons specified immediately below, these equilibria (Equations 2.11-2.15) 




(2.12) do not occur to a significant extent under our experimental conditions.  
Due to the low dissociation constant of nitrous acid, reaction (2.13) is shifted far 
to the left in all the acidic solutions.  At ambient conditions, reaction (2.14) 
occurs to a significant extent in strongly acidic dehydrating media 52,53,72 but it is 
not likely to generate significant quantities of N2O3 under our experimental 
conditions because of reaction (2.15) as discussed above.  The following set of 
equations defined the equilibrium constants in our model: 
 02
33
=− ±−+ γNOHHNOa mmmK       (2.16) 




5 =− HNOHNONO mmmK       (2.18) 
 02/1226 22 =− ONOHNO mmmK       (2.19) 
 02/127 22 =− OONNO mmmK       (2.20) 
 02 =− ±−+ γOHHw mmK       (2.21) 
 02 =− ±−+ γOHNaNaOHb mmmK       (2.22) 
 02,
33
=− ±−+ γNONaNaNOipd mmmK      (2.23) 
where Ka is the dissociation constant of nitric acid, Kw is the ion product of water 
73, Kb is the inverse of the sodium hydroxide association constant as determined 
by Ho and Palmer 74, and Kd,ip is the (Na+)(NO3-) ion pair dissociation constant.  
The subscripts defining the remaining equilibrium constants refer to the later part 




individual ionic activity coefficients are not sensitive to specific properties of ions 















IAϕγ     (2.24) 






1         (2.25) 
where mi and zi are the molalities and charges of all the ionic species in solution. 
 The model also included: 
a charge balance: 
 0
3
=−−+ −−++ OHNOHNa mmmm      (2.26) 





=−−−+ −++ NONaNaOHNaNaNONaOH mmmmm    (2.27) 














    (2.28) 







00 =−+−+−− ONNONOHNONaNOOHO mmmmmmm  (2.29) 
 The equilibrium constants and extinction coefficients were fitted through a 




To properly scale the equations to aid optimization, a logarithmic transformation 
was made for each equation as described in Chapter 3.  The optimization was 
carried out on eight data sets corresponding to the different temperatures and 
pressures.  Initially, all concentrations, extinction coefficients, and equilibrium 
constants were not bounded.  These values were further refined by reducing the 
bounds of the variables to achieve more linear behavior in the log of the 
equilibrium constants versus density.  Typically, the final values for the 
equilibrium constants were at least half an order of magnitude away from a 
bound.   
Integrated areas of NO2 and HNO2 bands from deconvolution of the 
spectra were used in the determination of the equilibrium constants.  The 
optimization was performed by using Equations (2.16)-(2.29) as constraints and 
the equilibrium constants, species concentrations, ionic strength, and activity 
coefficient as variables.  Each of the eight data sets (T,P) included 35-48 
experiments from classes I-IV (see Chapter 3).  This resulted in the simultaneous 
solution of 497-679 variables by using 490-672 equations as constraints.  The 
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where ε NO2 , and ε HNO2 are the integrated extinction coefficients.  The HNO2 
residuals were weighted so as to be the same order of magnitude as the NO2 
residuals; w1 and w2 were chosen to be 10 and 1000, respectively. This approach 
allowed the small integrated area of HNO2 to affect the final equilibrium values.  
Further improvements on the model were achieved by applying a statistical 
procedure called the jackknife.  Table 2.3 lists values of the equilibrium constants 
and molar absorptivities of NO2 and HNO2 obtained from this optimization.  For a 
discussion of local optima and estimates on the error associated with these values 
see Chapter 3. 
 Figure 2.9 shows dissociation constants for nitric acid and the  
(Na+)(NO3-) ion pair plotted against the water density.  Similarly to other strong 
acids, HNO3 becomes a much weaker acid at high temperatures in supercritical 
water.  Part of this effect is due to the exothermic character of HNO3 dissociation 
at moderate and high densities. The second part is due to the isobaric decrease of 
water density and dielectric constant, which favor the associated species, i.e., 
HNO3.  The nitric acid dissociation constants at 380 °C agree well with the data 
of Marshall and Slusher obtained from calcium and magnesium sulfate 
solubilities in nitric acid solutions 25,26 at densities down to 0.45 g cm-3 (See Fig 
2.9a).  However, this new spectroscopic technique offers a means to measure 
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Fig. 2.9.  Dissociation constants of HNO3 and the (Na+)(NO3-) ion pair at 380 °C 
(circles) and 400 °C (rectangles) plotted against solution density.  (a) Literature 
data 25 for dissociation of saturated HNO3 at 325 ( ), 350 ( ), 360 ( ), and 
370 °C ( ) are also presented.  (b) For comparison the literature data 76 for the 





 The dissociation constants for (Na+)(NO3-) ion pair are close to 
corresponding data for NaCl, KCl, KOH, NaOH 67,74,76.  The change in Kd,ip 
with a decrease in density (Fig.2.9b) reflects increased interionic interactions in 
low dielectric permittivity media.  
 Figures 2.10-2.13 show the equilibrium constants for reactions (2.4)-(2.7) 
plotted against the water density together with the gas phase values calculated 
from existing thermodynamic data 61.  Reactions (2.4)-(2.7) are non-ionic, and 
density effects on equilibrium constants are smaller than these observed for ionic 
reactions 77.  Linear extrapolation of the log K versus density plots to zero density 
results in values which are very close to the gas phase data, a result which 
supports our methodology.  Relatively linear plots of log K vs. ρ (in some cases 
log ρ) have been observed previously for equilibrium constants in hydrothermal 
solutions 73. 
 The hydration of neutral molecules in SCW is most likely limited to the 
first coordination shell and is relatively weak 39,78,79.  For polar molecules like 
HNO3 and NO2, the density effect is likely to be influenced more by the solvation 
energies resulting from dipole-dipole interactions than from partial molar volume 
changes 80.  The dipole moments for polar molecules in Equations (2.4)-(2.7) are 
2.17 (HNO3), 1.423 (cis- HNO2), 1.855 (trans- HNO2), 0.313 (NO2), 0.159 (NO), 
0.167 (N2O), and 1.854 (H2O) 81.  A net decrease of dipole moment is observed 




































Fig. 2.10.  Equilibrium constants for the reactions (2.4) in supercritical water at 
380 °C (circles) and 400 °C (rectangles) plotted against solution density.  For 
comparison, gas phase data 61 calculated from thermochemical data are also 















































Fig. 2.11.  Equilibrium constants for the reactions (2.5) in supercritical water at 
380 °C (circles) and 400 °C (rectangles) plotted against solution density.  For 
comparison, gas phase data 61 calculated from thermochemical data are also 















































Fig. 2.12.  Equilibrium constants for the reactions (2.6) in supercritical water at 
380 °C (circles) and 400 °C (rectangles) plotted against solution density.  For 
comparison, gas phase data 61 calculated from thermochemical data are also 
















































Fig. 2.13.  Equilibrium constants for the reactions (2.7) in supercritical water at 
380 °C (circles) and 400 °C (rectangles) plotted against solution density.  For 
comparison, gas phase data 61 calculated from thermochemical data are also 
















observed decrease of the equilibrium constants with increasing density (dielectric 
constant) for these three reactions is consistent with this decrease in polarity.  
Similarly, the observed increase of the equilibrium constant for the 
disproportionation reaction (2.5) is consistent with the net increase in polarity 
upon the reaction.   
2.35 Speciation diagrams based on the regressed equilibrium constants.  
The concentrations of the various species in equilibrium were calculated from 
Equations (2.16)-(2.29) on the basis of the feed concentrations and equilibrium 
constants regressed from the model.  The results obtained at 380 °C and 31 MPa 
for three classes (I, III, and IV) are presented in Figures 2.14-2.16, respectively.  
For pure nitric acid solutions (class I, Fig.2.14) the concentration of each species 
increases in approximately the same manner with an increase in the feed HNO3 
concentration.  This result is consistent with the relatively constant HNO2 to NO2 
molar ratio in Figure 2.4. 
 The addition of H2O2 reduces the decomposition of HNO3 modestly 
(Fig.2.15).  The relative decrease in the concentrations of the products follows the 
order N2O (from 10-6 to 10-10 mol kg-1, not shown) > NO > HNO2 > NO2, a result 
consistent with the oxidation states of nitrogen.  The weak decrease in NO2 
concentration shown in Figure 2.15 was not observed experimentally over the 
whole range of H2O2 concentrations.  A decrease followed by a small increase of 







































Fig. 2.14.  Speciation diagram of the major species in class I experiments at  

















































































Fig. 2.15.  Speciation diagram of the major species in class III experiments at  


















































































Fig. 2.16.  Speciation diagram of the major species in class IV experiments at  















































behavior may result in part from the error introduced in correcting the measured 
absorbances (Fig.2.5) for density when the actual solution density is 
approximated by the water density at the same T and P.  Electrolytes increase the 
density, and the actual concentration of ions increases upon addition of H2O2 
(Fig.2.15).  Therefore, the density corrected absorbances will be progressively 
overestimated as the H2O2 feed concentration increases.   
 Addition of NaNO2 to a HNO3 solution (Fig.2.16) leads to a significant 
increase in the N2O and NO concentrations, and to a substantial decrease in Fig. 
2.16.  Speciation diagram of the major species in class IV experiments at 380 °C 
and 31.0 MPa.  Total nitrogen concentration is 0.0208 mol kg-1.oxygen 
concentration. These changes may be understood easily.  Addition of an N(+3) 
species (NaNO2) to a solution of N(+5) species (HNO3) destabilizes products with 
an oxidation state higher than +3 (NO2, sum of nitrate ion and nitric acid) and 
stabilizes products with an oxidation state lower than +3 (N2O, NO).  A relatively 
constant concentration is observed for HNO2.  The small increase in NO3- 
concentration upon addition of NaNO2 is caused by an increase in OH- 
concentration (from 10-10 to 10-8 mol kg-1, not shown) resulting from the decrease 
in the HNO3 feed concentration and increase in NaNO2, which exhibits basic 
properties.   
 The quantitative predictions of our model (see above, Figs. 2.14-2.16) 
agree very well with the measured HNO2 and NO2 absorbance bands.  Examples 




by an increase in HNO3 concentration (Figs.2.4 and 2.14); the relative effect of 
oxygen on the NO2 and HNO2 bands (Figs.2.5 and 2.15); and the weak sensitivity 
of the HNO2 band in the HNO3 / NaNO2 mixtures to the solution composition 
(Figs.2.7 and 2.16).   
 The predictions of the model for the species whose absorbances were not 
measured directly also appear to be realistic.  Class IV (mixtures of HNO3 and 
NaNO2) experiments (Fig. 2.7) suggested that significant amounts of a species 
with a nitrogen oxidation state lower than +3 were formed.  Indeed, a significant 
contribution from NO is predicted by the model (Fig.2.16).  Concentration 
changes for other species including HNO3, NO3-, N2O, oxygen, and the ion pairs 
NaOH and (Na+)(NO3-) follow trends, which may be expected from the feed 
solution composition and/or oxidation state of nitrogen.   
 
2.4 Conclusions 
 Chemical equilibria in nitric acid solutions in SCW may be measured 
directly from the absorbance bands of NO2 and HNO2 from 380 °C to 400 °C by 
UV-Vis spectroscopy.  These absorbance bands are similar to those at ambient 
temperature, except the fine structure of NO2 is far less than in the gas phase.  All 
of the spectra appear to be nearly completely reversible upon cooling.  
Equilibrium constants for reactions (2.3)-(2.7), and (2.10) can be determined by 




Other important decomposition products that do not absorb in the wavelengths 
studied include O2, NO, and in mixtures of HNO3 and NaNO2, N2O. 
 The equilibrium constants for all the reactions change with water density 
in the direction expected, on the basis of the change in polarity.  In most cases, 
the measured equilibrium constants are in good agreement with the gas phase 
value when extrapolated to zero density.  While the behavior of ionic reactions 
(2.3) and (2.10) may be quantified in terms of a modified Born model, 33,36 non-
ionic reactions (2.4)-(2.7) require other types models to predict solvation effects 
78.  These models are useful for extrapolation of the equilibrium constants to even 
higher temperatures, which are also of interest in hydrothermal technology.   
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Chapter 3: Optimization Models for Determining 
Nitric Acid Equilibria in Supercritical Water † 
 
3.1 Introduction 
 Nitrogen chemistry involving HNO3, HNO2, NO2, and other NOx species 
has been studied extensively at low temperatures in the gas phase and in liquid 
phases 1-4.  This chemistry is important in the fields of combustion and pollution 
prevention due to the harmful nature of NOx compounds 5-8.  Hydrothermal 
oxidation (HO), or supercritical water oxidation (SCWO), 9,10 produces less NOx 
species than incineration due to thermodynamic and kinetic arguments 11.  
However, studies of nitrogen chemistry in SCW are rare due to high pressures, 
temperatures, and corrosion of reaction vessels.  The dissociation constant of 
HNO3 has been studied by Raman spectroscopy up to 250 °C 12, by heats of 
dilution up to 319 °C 13, and indirectly from solubilities of calcium sulfate up to 
350 °C 14 and magnesium sulfate up to 370 °C 15. 
 Chemical equilibria may be measured quantitatively in SCW by UV-Vis 
spectroscopy.  A series of relatively stable pH indicators has been developed to 
measure the pH in SCW and study acid-base chemistry 16-20.  However, in the 
presence of a strong oxidizer like HNO3, these indicators would be unstable.  In 
the case of Cr(VI), acid-base chemistry was studied by directly measuring HCrO4- 
and CrO42- bands 21. 
 † The contents of this chapter appear in Comput. Chem.  1999, 23, 421-434. 
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Optimization techniques have been widely used to estimate equilibrium 
concentrations, equilibrium constants, and extinction coefficients in chemical and 
phase equilibrium problems 22,23.  Several papers focus on accurately 
determining the equilibrium concentrations and ensuring convergence of chemical 
and phase equilibrium optimization problems 24-29.  Lingane and Hugus have 
determined extinction coefficients and formation constants of iron(II)—
iron(III)—chloride systems in DMSO as well as mercury(II)—iodide systems in 
DMSO 30.  Roman and Gonzalez have studied kinetics of triphenyltetrazolium 
chloride by absorption spectroscopy determining the extinction coefficients and 
concentrations to obtain the rate constant 31.  Garcia et al. used 
spectrophotometric data to determine extinction coefficients and protonation 
constants of p-nitroaniline, 4-(2-phyridylazo)-resorcinol and salycilic acid 32.  
D’Angelo and Collette have devised a method to determine the site-specific 
tautomeric and zwitterionic microspecies equilibrium constants 33. At high 
temperatures, Seward and coworkers have determined the equilibrium constants 
in the formation of lead(II) chloride complexes up to 300 °C 34, manganese(II) 
chloride complexes up to 300 °C 35, and iron(II) chloride complexes up to 200 °C 
36. 
 In Section 3.2 of this paper, we formulate an optimization model that 
describes the equilibrium of nitrogen chemistry in SCW, and show how it can be 
used to compute least squares estimates of unknown equilibrium constants and 
 81 
extinction coefficients by using UV-Vis spectroscopic measurements obtained in 
Chapter 2.  The present work focuses on the development and results of this 
optimization model, which was described only briefly in Chapter 2.  Section 3.3 
discusses the optimizer used, a generalized reduced gradient (GRG) algorithm 
that is capable of solving large problems, the FORTRAN implementation of the 
model, a statistical Jackknife implementation of the model, and implementation of 
the model in the algebraic modeling language GAMS 37.  GAMS and similar 
languages like AMPL 38 are readily available, and are convenient and powerful 
tools for solving such problems.  Section 3.4 describes algorithm performance and 
how some computational difficulties were overcome.  The results obtained from 
both the FORTRAN implementation and the Jackknife Statistical implementation 
are described in Section 3.5 with a discussion of the standard error of the 
equilibrium constants and extinction coefficients.  Section 3.6 applies a regression 
to allow extrapolation to other regimes in supercritical water. 
 
3.2 Model Formulation 
UV-Vis spectra were measured previously by using varying 
concentrations of nitric acid, sodium hydroxide, hydrogen peroxide, and sodium 
nitrate at 380 °C and 400 °C and various pressures as described in Chapter 2.  
They were then deconvoluted to yield the bands corresponding to NO2 and HNO2.  
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The absorbance of the NO2 and HNO2 bands at any given wavelength, λ, can be 
described by Beer’s Law: 
222
)()( NONONO mlA ⋅⋅= λελ      (3.1) 
222
)()( HNOHNOHNO mlA ⋅⋅= λελ      (3.2) 
where Ak is the absorbance of the band for species k, εk is the extinction 
coefficient for the band, l is the pathlength of absorbance, and km is the molal 
concentration of species k. 
The first step in preparing the model was to formulate a set of reactions 
that describe the spectroscopic results for the decomposition equilibria of nitric 
acid discussed in Chapter 2.  While certain species contained chromophores, 
several other species were transparent in the UV-Vis region.  In Chapter 2, we 
proposed the following reaction scheme: 
 HNO3 Â H+ + NO3-       (3.3) 
 2 HNO3 Â H2O + 2 NO2 + ½ O2     (3.4) 
 2 NO2 + H2O Â HNO3 + HNO2     (3.5) 
 2 HNO2 Â H2O + 2 NO + ½ O2     (3.6) 
 2 NO Â N2O + ½ O2       (3.7) 
 (Na+)(NO3-) Â Na+ + NO3-      (3.8) 
H2O Â H+ + OH-       (3.9) 
 NaOH Â Na+ + OH-       (3.10) 
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This set of equilibria is governed by the following equilibrium equations: 
0)()()()( 2
33
















=− imimimK OONNO      (3.15) 
0)()()( 2,
33
=− ±−+ γimimimK NONaNaNOipd     (3.16) 
0)()()( 2 =− ±−+ iimimK OHHw γ      (3.17) 
0)()()()( 2 =− ±−+ iimimimK OHNaNaOHb γ     (3.18) 
In the above, Kw is the ion product of water given by Marshall and Franck 39 and 
Kb is the dissociation constant of sodium hydroxide given by Ho and Palmer 40.  
All other K’s are to be determined by fitting the model to experimental data.  Ka is 
the dissociation constant of nitric acid, and Kd,ip is the ion pair (Na+)(NO3-) 
dissociation constant.  The index i represents the experiment number, mk (i) are 
the molal concentrations of species k in experiment i, and γ± (i) is the mean ionic 
activity coefficient in experiment i.  The subscripts for the equilibrium constants 
in Equations (3.11)-(3.16) correspond to Reactions (3.3)-(3.8). 
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=−−+ −−++ imimimim OHNOHNa    (3.19) 
a mass balance on sodium: 
0)()()()()(
32




NaOH    (3.20) 
where mko (i) is the initial molal concentration of species k in experiment i. 















   (3.21) 
and a stoichiometric redox balance on oxygen that can be derived 
straightforwardly from a stoichiometric table based on feed concentrations, 




















   (3.22) 
Note that the initial concentration of HNO2 is equivalent to the initial 
concentration of NaNO2 due to it’s weak acidity (pKa ≈ 8) and the fact that all the 
solutions are acidic due to high concentrations of HNO3.   
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In writing (3.11), and (3.16)-(3.18), we have assumed that individual ionic 
activity coefficients are not sensitive to specific properties of ions and can be 
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=+++− −−++ imimimimiI OHNOHNa   (3.24) 
In the equations above, the values of the equilibrium constants and 
concentrations mk (i) can span several orders of magnitude, with the smallest on 
the order of 10-10.  This poor scaling of the variables makes accurate solution of 
these equations and estimation of the unknown parameters numerically difficult.  
As noted by several authors 22,42, this situation is partially remedied by taking the 
logarithms of both sides of Equations (3.11)-(3.18), and using a new set of 
variables equal to the logs of the concentrations and equilibrium constants.  This 
eases the variable scaling problems, and (3.11)-(3.18) are linear in the new 
variables.  Defining 
xk (i) = log mk (i) if k is a chemical species 
  xe = log e  if e is an equilibrium constant, i.e. e = Ka 
  xγ± (i) = log γ± (i)  
as the logs of the equilibrium constants, concentrations, and mean ionic activity 
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0)(2)()(log =−−−
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0)(2)()()(log =−−−+
±
−+ ixixixixK OHNaNaOHb γ  (3.32) 
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OHNOHNaiI  (3.38) 
For the NO2 and HNO2 bands, integration of the absorption band (Eq.3.1 
and 3.2) for each species over the wavelengths 333-500 nm as described in 
Chapter 2 yields an integrated absorbance, Sk.  Rewriting the integrated 
absorbance in terms of the new variables x, the objective function was chosen to 











































where w1 and w2 are weighting factors to ensure that both the NO2 and HNO2 
band have equal importance in determining the optimum (w1 = 10 and w2 = 1000), 
and xEk are the logs of the integrated extinction coefficients.   
The goal of the optimization is to obtain values of the vector, θ, containing 
the eight variables Ka, K4, K5, K6, K7, Kd,ip , ENO2 , and EHNO2 which minimize the 
objective, φ.  However, to do so, the values for all the variables xk (i), xγ± (i), and 
I(i) must be determined.  If values are assigned to the above vector, the x and I 
variables may be determined independently for each experiment i by solving the 
square system of nonlinear equations (3.25)-(3.38) numerically.  The objective 
(3.39) may then be viewed as a function of the eight primary decision variables, 
and could be minimized using an unconstrained minimization procedure 34-36.  
However, the x and I values determined by this numerical approach would contain 
considerable numerical error, and would be computed to at best single precision 
accuracy (7 or 8 significant digits).  Virtually all unconstrained minimizers 
require the gradient of the objective, and this gradient will be approximated by 
finite differencing, since the objective is an implicit function of the eight primary 
variables.  Since the computed objective is only available to single precision, the 
gradient estimates will have only half this accuracy, which severely limits the 
attainable accuracy of the parameter estimates, as well as optimizer speed and 
reliability.   
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Thus we have chosen to treat this problem as one of constrained 
optimization, retaining (3.25)-(3.38) as constraints, rather than using them to 
eliminate variables.  This greatly increases problem size, but leaves it well within 
the capabilities of available NLP software, such as LSGRG2 43, CONOPT 44, and 
MINOS 45.  In this extended form, the problem has 14×N equality constraints and 
(14×N + 8) variables, where N is the number of experiments.  For 45 experiments, 
this is 630 constraints and 638 variables.  One can then compute analytic 
derivatives of the objective and constraints to full double precision accuracy, or 
have an algebraic modeling system like GAMS 37 or AMPL 38 compute them 
automatically.  In our experiments, the model was coded both in FORTRAN (with 
derivatives approximated by finite differencing) and in GAMS.  Upper and lower 
bounds were imposed on all variables, to restrict them to physically meaningful 
values during the iterations.  
 
3.3 Model Implementation  
The optimization was carried out on eight data sets (A-H) corresponding 
to optimizations performed at the different temperatures and pressures.  For 
example, the optimization at 380 °C and 276 bar will correspond to data set A as 
shown in Table 3.1.  Each data set (T, P) included 35-48 experiments with 





classes of experiments.  The first class consisted of pure HNO3 solutions (Class I).  
In Class II, these solutions were partially neutralized with NaOH to form NO3-, 
which was shown to be more stable than HNO3 in Chapter 2.  Class III included 
H2O2 as an oxidant.  Finally, mixtures of HNO3 and NaNO2 were used in Class IV 
to shift the oxidation states.  Due to the difficulty in experimentation, smaller data 
sets were obtained at higher temperatures and pressures.  As mentioned in 
Chapter 2, basic solutions could result in the presence of NO2-.  Therefore, only 
experiments that had pH from 2 to 6 were utilized in the optimization.  This 
resulted in optimizations with 497-679 variables and 490-672 constraints.  The 
number of nonzero elements in the Jacobian matrix varied between approximately 
1850-2600. 
 3.31 FORTRAN Model.  Our FORTRAN implementation uses a sparsity-
exploiting implementation of the GRG algorithm called LSGRG2, described in 
Smith and Lasdon 43.   The constraints and objective are coded in a user-provided 
subroutine, and the optimizer is called from a user-coded calling program.  This 
program reads the data on the initial concentrations mko (i) and the measured 
absorbances, computes the right hand sides of the equalities, sets bounds on the 
variables, sets optimizer tolerances and options, calls the optimizer, and writes 
output reports on the results.  In the function evaluation routine, we account for 
the fact that some of the experiments involve no initial sodium compounds, so 
reaction (3.10), NaOH Â Na+ + O −H  is excluded for these experiments, as is the 
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corresponding equilibrium constraint (3.32) and the sodium mass balance 
constraint (3.34).  The concentrations of Na+, NaOH, and (Na+)(NO3-) are also 
fixed to zero for these experiments. 
3.32 GAMS Model.  Although the numerical results of Section 3.51 are 
generated using the FORTRAN implementation, the model was also coded in the 
algebraic modeling language GAMS.  The additional effort required to do this 
was not large (3 to 4 man-days), and GAMS allowed us to check our FORTRAN 
results using two other NLP solvers, MINOS 45 and CONOPT2 44.  Since GAMS 
computes analytic derivatives of all problem functions, we hoped we might obtain 
more accurate results, but solutions obtained by the FORTRAN and GAMS 
systems on two of the eight data sets were quite similar. GAMS also provides a 
compact, precise, and understandable representation of the model, and it and 
similar languages, e.g. AMPL 38 are widely available.   
 3.33 Bootstrap and Jackknife Statistical Model.  As with any numerical 
procedure for model parameter estimation, it is important to have an 
understanding of the sensitivity of the parameter estimates to the experimental 
data used to determine their values.  Since this is a constrained nonlinear least 
squares model, the standard confidence intervals and significance tests associated 
with linear regression do not apply.  To estimate the variability in the parameter 
estimates, a statistical procedure called the Jackknife 46 was applied based on the 
FORTRAN implementation. 
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 The Jackknife is actually an approximation of the Bootstrap estimate of 
bias and the standard error.  Both the Bootstrap and the Jackknife are statistical 
procedures that resample the original data set and allow the determination of how 
this resampled data set changes the observed parameter estimates, θ, where θ is 
the vector of eight model parameters estimated as described above.  The Jackknife 
is a simple technique that takes the original data set and obtains a new sample by 
eliminating one observation at a time.  Let Y be the vector of all experimental 
data at a particular temperature and pressure, and define Y(i) as the vector of 
experimental data for all experiments except the ith: 
( )Nii yyyyyi ,...,,...,)( 1121 +−=Y      (3.40) 
resulting in N new samples.  Each of these defines an instance of the optimization 
model described in Section 3.2, and each was solved using the LSGRG2 
FORTRAN optimization routine described above in Section 3.31.  The optimal 
vector of eight parameters associated with the experimental data Y(i) is defined 
as )( ˆ iθ .  For example, data set A has 45 experiments as seen in Table 3.1.  The 
first Jackknife replication, )1( θ̂ , is the optimization solution to experiments 2-45; 
)2( θ̂ is the optimization solution to experiments 1, 3-45 and so on resulting in 45 
replications.  The Jackknife estimate of standard error for the jth element of 




























)(θ̂      j = 1,8  (3.42) 
 The Jackknife Statistical procedure was used on all eight data sets and 
showed the effect that a single experimental data point could have on the 
parameter estimates.  The final estimates obtained from the FORTRAN 
implementation optimizations described in Section 3.31 were used as warm 
starting points for the Jackknife approach.   
 
3.4 Numerical Difficulties and Algorithm Performance 
3.41 FORTRAN Implementation.  The balance constraints (3.33)-(3.36) 
and the ionic strength constraint (3.38) are badly scaled because the terms of the 
form 10x are numerically small (ranging from 10-2 to 10-10), as are their 
derivatives.  This causes numerical difficulties for any NLP algorithm (i.e. slow 
convergence, stopping at an infeasible point, or failure to determine an accurate 
solution), and also requires that these equations be satisfied to a very tight 
tolerance.  Hence all FORTRAN runs used the LSGRG2 scaling option, which 
determines row and column scale factors so that the Jacobian matrix at the initial 
point has nonzero elements, which are close to unity.  For example, runs using 
data set A and no scaling failed, stopping at a substantially infeasible point due to 
repeated failures of the LSGRG2 Newton sub-algorithm to converge. 
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Experiments showed that it was best to solve each problem with the 
default feasibility tolerance of 1×10-4, then re-solve it from that solution with a 
tolerance of 1×10-8.  This tactic required only one fourth the number of iterations 
as runs which used 1×10-8 throughout, and was also more reliable, eliminating 
several terminations due to small fractional changes in the objective function or 
failure by a line search to improve the objective.  
In most cases, the optimization stopped at points, which satisfied the 
Kuhn-Tucker conditions to within the optimality tolerance (default value 1×10-4) 
(see Table 3.2).  However, in some instances, a second run, starting from the final 
point of the previous run, made significant further progress.  Since all runs used 
scale factors computed at their starting point, the final solution of the previous run 
might not meet the Kuhn-Tucker conditions (to within the specified tolerances) 
for a scaled problem with sharply different scale factors.  To alleviate this 
problem, the Jacobian was re-scaled every 200 iterations. 
Table 3.2 shows LSGRG2 computational effort and reason for termination 
for 12 typical runs.  All calculations were performed on a Digital Semiconductor 
500 MHz workstation using the Digital Unix 4.06 Operating System and the Unix 
0.5.22 FORTRAN compiler.  In the “Experiment” column, “A”, “B”, etc. indicate 
which of the eight data sets (corresponding to different pressure-temperature 





A.1) indicates a run on data set “A” with a relatively poor starting point, while a 
“2” indicates that the starting point was the optimal solution of the previous data 
set, which is much closer to the final solution.  A “3” indicates a run started with 
the final solution of the “2” run of the same data set.  Cold starts (e.g. A.1) 
required several hundred iterations (> 679) and sometimes did not yield the 
optimum, stopping due to fractional changes in the objective, line searches which 
failed to improve the objective, or a Kuhn-Tucker point which later runs showed 
to be a local but not global optimum.  Warm starts (e.g. A.2), however, required 
significantly fewer iterations (< 171) and obtained an optimum near the previous 
one.  In a few cases, the optimum was determined through three or more 
optimizations, typically when the optimization terminated due to failed line 
searches or fractional changes in the objective.   Calculation times were under 10 
minutes. 
 For some data sets, runs using several different initial guesses terminated 
at points with different objective values, where the Kuhn-Tucker conditions were 
satisfied to within tight tolerances.  These are almost surely local optima, since 
Kuhn-Tucker points that are not local minima are not stable attractors of a GRG 
algorithm.  Typically, the objective values at these local optima differed by 
approximately 5-10% from the lowest value found.  The optimal values for Ka, 
K4, K5, K6, K7, Kd,ip , ENO2 , and EHNO2 , at most of these were “out of line” with the 
corresponding values for the other data sets, since they did not show a smooth and 
 98 
consistent variation with density.  Starting at the optimal solution of a “good” 
previous run mitigated this problem, and produced the results described below. 
 The optimal objective value was least sensitive to the equilibrium constant 
Kd,ip , and estimates of its optimal value varied widely from one data set to 
another. Because this equilibrium constant is determined without the direct 
spectral measurement of any of the species in the reaction, it is subject to larger 
errors.  Furthermore, the concentration of the ion pair only reaches significant 
values at very high concentrations of NaOH (Class II) or NaNO2 (Class IV).  The 
Class IV experiments had the largest errors, due to the large amount of 
decomposition products, and the large changes in chemistry that occur (See 
Chapter 2). 
3.42 Jackknife Statistical Implementation.  In addition to the problems 
mentioned above, we encountered further difficulties in obtaining the Jackknife 
results.  Most data sets required tuning of the weighting factors, w1 and w2, 
changing the optimality tolerance from 10-4 to 10-3, and altering the initial 
feasibility tolerance to 1×10-8.  In addition, the variable bounds were widened to 
allow the optimizer to return a wider range of estimates. Often the estimates 
obtained from the Jackknife had 1-5 vectors, )( ˆ iθ , that had one or more variables 
at a boundary.  These vectors were removed from the data before the standard 
error was determined if the values would significantly alter the average.  In data 
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sets at higher temperature or lower density (E-H), the warm start values of some 
equilibrium constants were also altered slightly to yield better replications. 
As might be expected, performing multiple optimizations required 
significant computation time but this was significantly reduced by using warm 
starts.  In addition, without the warm starts, this procedure would probably have 
failed due to reasons mentioned above (local optima, line search failures, and 
terminations due to small fractional changes in the objective). 
 
3.5 Model Solution 
3.51 FORTRAN Implementation.  The initial solutions of the data sets 
were used to observe general trends of the logs of the equilibrium constants with 
respect to density, which contained some numerical anomalies due to the presence 
of local optima.  Subsequent optimizations refined the boundaries to reflect the 
expected density trends observed for a majority of the data sets.  In cases where 
smooth trends were already observed, those equilibrium constants were fixed to 
allow the optimizer to concentrate on other constants.  In some cases, tighter 
bounds were also placed on certain species concentrations that varied significantly 
from the norm.  Typically, the final values for the equilibrium constants were at 
least half an order of magnitude away from a bound.  With the exception of Kd,ip, 
whose optimal value was difficult to determine accurately as described above, the 
differences in the log K were typically small. 
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Linear extrapolations of log K4 and log K5 to zero density agreed well with 
the gas phase data and did not require subsequent optimizations to improve the 
trend with density.  The same is true for Reactions (3.6) and (3.7) at 380 °C.  
However, the extrapolations were less satisfactory at 400 °C.  Reactions (3.4) and 
(3.5) include NO2 directly.  Due to the large concentration and large peak area of 
NO2, smooth plots for these reactions are observed, consistent with gas phase 
data.  Reaction (3.6) contains only one species that is directly measured (HNO2), 
but neither NO2 nor HNO2 appear in Reaction (3.7).  In addition, due to the 
reduction of nitrogen species, the concentration of HNO2 decreases with 
increasing temperature and decreasing density resulting in very small 
concentrations at 400 °C (not shown).  Because K6 appeared to be under-predicted 
and K7 appeared be over-predicted, we imposed tighter bounds on the 
concentration of NO at higher temperatures, but only achieved slight 
improvement. 
 The extinction coefficients versus wavelength for NO2 and HNO2 are 
plotted in Figures 3.1 and 3.2, respectively.  These extinction coefficients were 
determined by using the absorbance of the individual bands obtained from 
deconvolution and their concentrations determined by this optimization. The 
extinction coefficient for NO2 at 380 °C and 276 bar (data set A) resembles that at 


























Fig. 3.1.  Molal extinction coefficient for NO2 determined by using the results 


























Fig. 3.2.  Molal extinction coefficient for HNO2 determined by using the results 
from deconvolution and optimization at 380°C and 276 bar. 
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observed for the gas phase.  At the maximum peak height of 385 nm, the value for 
the extinction coefficient of approximately 73 kg mol-1 cm-1 is smaller than the 
room temperature gas phase value of 150-170 kg mol-1 cm-1 47-50.  A similar net 
decrease in this extinction coefficient of approximately 50% was previously 
observed in gas phase results by Mihalcea et al. from a temperature of 25 °C to 
250 °C 50.   
The extinction coefficient for HNO2 at 380 °C and 276 bar (data set A) 
also resembles that at room temperature 51-54, except that the weakest band was 
not observed in our deconvolution technique.  Due to the weak ε and low 
concentration of HNO2, it was difficult to estimate an integrated extinction 
coefficient for this species.  In nearly all cases, the optimization gave a value that 
rested on the chosen boundaries.  Only in data set A was the optimization able to 
obtain a value strictly within these bounds.  A desirable result was that attempts to 
optimize the data without the use of the HNO2 band offered solutions to the 
equilibria, but without consistent trends with density (not shown).  Also, the 
optimized molal extinction coefficient of HNO2 was approximately 15,000 kg 
mol-1 cm-1, a physically unrealistic result 51,54.  Clearly, the HNO2 band should be 
included and the extinction coefficient of data set A was chosen to be constant in 
data sets B-H.   
3.52 Jackknife Statistical Implementation.  The results of the Jackknife 
Statistical Optimization were dependent on reasonably accurate results of the 
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FORTRAN implementation in Section 3.51 and are given in Figures 3.3-3.9 and 
in Table 3.3.  An asymmetric confidence interval can be constructed using the 
bootstrap-t interval method with a 95% confidence interval 46.  As can be seen in 
Table 3.4, the Jackknife average is often close to the FORTRAN optimization.  
However, it can differ from the computed estimate, θ, significantly as in data sets 
E and F, where K6 changes by more than an order of magnitude.  The most 
prominent improvements from the Jackknife Statistical Optimization approach 
have been the increase in the number of data sets that follow consistent trends 
with density.  These changes can be seen for the logs of the equilibrium constants 
K6 and K7 in Figures 3.7-3.8 and in Table 3.4.  As mentioned in Section 3.51, K6 
and K7 at 400°C appeared to have been under-estimated and over-estimated, 
respectively.  The results from the Jackknife procedure seem to support this 
argument. 
Figures 3.3 and 3.4 show the effect of water density on the dissociation 
constant of nitric acid and the dissociation of the ion pair (Na+)(NO3-), 
respectively.  As expected for a strong acid, Ka decreases with decreasing density.  
This decrease is due to the exothermic character of the reaction as well as the 
isobaric decrease of the dielectric constant, which favors the associated species, 
HNO3.  It can be expected that the results for Ka will have more error associated 





















Density (g cm -3)
 
 
Fig. 3.3.  Jackknife Statistical Optimization estimates of the dissociation constant 
of nitric acid in supercritical water at 380 °C ( ) and 400 °C ( ).  The lines are 
regressed with Equation (3.43) at 380 °C and 400 °C.  Those data sets that were 
























Fig. 3.4.  Jackknife Statistical Optimization estimates of the dissociation constant 
of the solvent separated ion pair (Na+)(NO3-) in supercritical water at 380 °C ( ) 
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Fig. 3.5.  Jackknife Statistical Optimization estimates of the equilibrium constant 
of Reaction (3.4) in supercritical water at 380 °C ( ) and 400 °C ( ).  For 
comparison, gas phase data calculated from the JANAF Thermochemical Tables 
55 are also presented.  The lines are regressed with Equation (3.45) at 380 °C and 





















Density (g cm -3)
Fig. 3.6.  Jackknife Statistical Optimization estimates of the equilibrium constant 
of Reaction (3.5) in supercritical water at 380 °C ( ) and 400 °C ( ).  For 
comparison, gas phase data calculated from the JANAF Thermochemical Tables 
55 are also presented.  The lines are regressed with Equation (3.45) at 380 °C and 
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Fig. 3.7.  Jackknife Statistical Optimization estimates of the equilibrium constant 
of Reaction (3.6) in supercritical water at 380 °C ( ) and 400 °C ( ).  For 
comparison, gas phase data calculated from the JANAF Thermochemical Tables 
55 are also presented.  The lines are regressed with Equation (3.45) at 380 °C and 
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Fig. 3.8.  Jackknife Statistical Optimization estimates of the equilibrium constant 
of Reaction (3.7) in supercritical water at 380 °C ( ) and 400 °C ( ).  For 
comparison, gas phase data calculated from the JANAF Thermochemical Tables 
55 are also presented.  The lines are regressed with Equation (3.45) at 380 °C and 


































Fig. 3.9.  Effect of density on the integrated molal extinction coefficient of (a) 
NO2 between 333-500 nm and (b) HNO2 between 333-400 nm at 380 °C ( ) and 







HNO3, H+, and NO3- are not measured spectroscopically.  However, our results 
have been shown to agree well with the data of Marshall and Slusher 15 at 325 °C, 
350 °C, 360 °C, and 370 °C at saturated pressures (See Chapter 2).  Likewise, the 
decrease in Kd,ip with decreasing density represents the increased ion pairing 
expected in low dielectric media.  The data for this ion pair agree well with 
similar ion pairs in supercritical water, NaOH, NaCl, KOH, and KCl 40,56,57, as 
shown previously in Chapter 2. 
 Figures 3.5-3.8 represent non-ionic reactions that are expected to have 
smaller density effects than the ionic reactions discussed above.  The most 
important effect is likely due to the solvation of polar species like HNO3 and NO2 
(See Chapter 2).  By analysis of Figures 3.3-3.9, it can be seen that some values 
have significant error bars determined from the bootstrap-t interval method, 
whereas others have very little.  In addition, some of the error bars are asymmetric 
and heavily skewed in one direction, i.e. log Kd,ip for data set E (Fig.3.4).  Those 
values with large error bars are associated with an objective function for the data 
set that is relatively insensitive to the particular equilibrium constant.  In other 
words, large changes in this equilibrium constant have only a small effect on the 
objective function, because the other equilibrium constants hold more “weight” in 
this particular optimization.  The skewed values indicate that the deviations were 
in a particular direction, typically in a direction that corresponds to the trend 
shown by the other data sets.  It should be pointed out that this method does not 
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show all the error associated with the experimental and optimization procedures.  
For example, the error for log K5 in data set E appears to be significant with 
regards to the regression applied in Section 6 described below, but minimal error 
due to the optimization.  This does not necessarily imply that this is the correct 
value for the equilibrium constant but that it is the correct value determined by the 
optimization.   
 Figure 3.9 shows that the integrated extinction coefficients of (a) NO2 and 
(b) HNO2 decrease slightly with density.  This trend was not noticeable with the 
FORTRAN Optimization technique, since values were obtained for only one data 
set.  However, the Jackknife Statistical Optimization offered substantial 
improvement in that values could be optimized for all data sets. 
 
3.6 Regression of Equilibrium Constants 
 The equation of Marshall and Frank 39 has been used previously for fitting 
experimental dissociation constants 16,18,40,56,57: 
ρloglog 321 kdTcTbTaK ++++= −−−     (3.43) 
where 
21 −− ++= gTfTek        (3.44) 
Using the final solution sets obtained from the Jackknife estimates, and the data 
from Marshall and Slusher 15 at saturated conditions, the parameters for Ka, and 
Kd,ip, were obtained by nonlinear regression and are given in Table 3.5.  These 
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parameters were used to obtain the log K at various densities and are plotted in 
Figures 3.3 and 3.4 for the isotherms at 380 °C and 400 °C.  For Kd,ip, the 
temperature effect is very small, and a single regression fits both temperatures 
(Fig. 3.4). 
 For the non-ionic reactions given in Reactions (3.4)-(3.7), Equation (3.44) 
cannot be used due to the asymptote caused by log ρ at zero density.  Therefore, 
Equation (3.44) was modified to account for the apparent linearity observed for 
these reactions with density: 
ρkdTcTbTaK ++++= −−− 321log      (3.45) 
where k is given by Equation (3.45).  The solution sets determined through the 
Jackknife Statistical Optimization (with noted exceptions in Table 3.5) as well as 
the gas phase data at 300 °C, 350 °C, 380 °C, 400 °C, and 425 °C were used to 
determine the regression parameters for these equilibrium constants.  The 
isotherms at 380 °C and 400 °C are plotted in Figures 3.5-3.8 and agree 
excellently with the optimization values.  For the equilibrium constant K7, the 
values at 400 °C should have been lower than those at 380 °C based on the gas 
phase data, therefore, data sets E-H were removed.   
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Table 3.5.  Parameters a) for Equilibrium Constants in Equations (3.43) b) and 
(3.45) c). 
 
 log Kab) log Kd,ipb) log K4c) log K5 c) log K6 c) log K7 c) 
a -3.74 1.24 9.06 -5.53 6.75 -4.14 
b 1529.7  -4291.1 1412.8 -3691.0 5018.9 
e 25.07 9.24 1.69 -7.02 1.80 -9.66 





















 Nitrogen oxide chemical equilibria can be modeled in supercritical water 
through the use of general-purpose nonlinear programming algorithms.  Six 
equilibrium constants and two extinction coefficients were optimized accurately 
with direct spectroscopic measurement of only two of the twelve species.  The 
best results were obtained in cases where a species that appears directly in a given 
reaction had a significant absorbance, as in the case of the NO2 band and 
equilibrium constants K4 and K5.  However, the inclusion of a small absorbance of 
another species, HNO2, can offer additional valuable input for the determination 
of other equilibrium constants (K6, K7, Ka, Kd,ip). 
 The Jackknife Statistical method offers insight into the effect that a single 
data set has on the estimated parameter values.  In many cases, it resulted in an 
average log K that more closely resembled the expected values from the trends 
observed with water density.  As expected, those equilibrium constants that were 
directly tied to experimental absorbances had the smallest error bars.  This 
procedure also allowed determination of the integrated extinction coefficient of 
HNO2 for all data sets, which could not be determined accurately with the 
optimization based on the FORTRAN implementation.  However, the solutions to 
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Chapter 4: Synthesis of Organic  
Monolayer-Stabilized Copper  
Nanocrystals in Supercritical Water † 
 
4.1 Introduction 
At the nanometer length-scale, material dimensions lead to quantum 
confinement effects that give rise to unique electronic and optical properties 
useful for a variety of new technologies including, electronic, optical, medical, 
coatings, catalytic, memory and sensor applications 1.  A variety of wet chemical 
methods have been developed for nanocrystal synthesis.  The main issues are 
control over particle size and size distribution, surface passivation and core 
crystallinity.  Metal nanocrystals, such as silver and gold, can be synthesized at 
room temperature 2,3; whereas, semiconductor nanocrystals, such as CdSe 4 and 
InAs 5, must be grown at high temperatures in high boiling point solvents to 
achieve crystalline cores and well-defined shape.  The key ingredient in all of 
these methods is the use of capping ligands that bind to particle surfaces and 
provide a steric barrier to aggregation.  The capping ligands tend to exhibit the 
properties of surfactants: one end binds strongly to the particle surface while the 
opposite end interacts with the solvating fluid.  In a good solvent, the ligands 
extend from the nanocrystal surface and provide steric stabilization, which  
 




typically limits size to the nanometer range and prevents unwanted 
agglomeration.  
Supercritical fluids (SCFs) offer several processing advantages over 
conventional solvents, which has led to increased use in materials chemistry 6-9 
and more specifically, nanocrystal synthesis 8-16.  Supercritical CO2 and 
supercritical water (SCW), for example, are chemically stable and 
environmentally benign.  SCFs exhibit the combined characteristics of both gas 
and liquid solvents to provide a medium with densities characteristic of liquids, 
and gas-like viscosities and diffusivities.  Thus, mass transfer rates approach those 
in gases, while solvation properties resemble those of conventional liquid 
solvents.  Furthermore, supercritical fluids exhibit unique tunable solvation 
characteristics, as subtle changes in pressure and temperature in SCFs alter the 
solvent density.  This property might be utilized to improve many aspects of 
nanocrystal processing—such as size-selective separations, synthesis and self-
assembly.   
In water, the dielectric constant dramatically decreases (ε ≈ 5) when 
heated and pressurized above the critical point (Tc = 374 °C, Pc = 221 bar), which 
decreases the solubility of salts and increases the solubility of organics 17.  In 
certain applications, such as the supercritical water oxidation of organic wastes, 
the precipitation of salt particles is undesirable because it leads to reactor 
plugging and corrosion problems 17,18.  Recent efforts, however, have been made 
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to control particle formation in SCW to create useful materials such as ceramics, 
coatings, and catalysts, with a variety of particulate chemistries being produced 
by hydrolyzing metal nitrates or metal acetates in sub-critical 13,14,19 or 
supercritical water 8,15,16,20,21.  For example, metal oxides have been prepared in 
SCW using metal nitrate salts, which decompose via a two-step mechanism of 
hydrolysis and dehydration 20-23.  The high temperature of SCW promotes 
crystallization, which eliminates the need for post-process annealing. Different 
particle sizes and morphologies have been obtained with changes in reaction time, 
temperature, and pressure 22,24-29.  Additionally, the nature of the anion can 
affect the oxidation state of the metal, possibly as a result of oxidative 
mechanisms involving decomposition products of the precursor 22.  These results 
suggest that oxidants/reductants can be added to the reaction mixture to influence 
the product chemistry as has been recently shown by the addition of oxalic acid to 
copper hydroxycarbonate 16.  Nanometer particle size control (i.e. < 10 nm 
diameters), however, is difficult to achieve under these conditions due to 
agglomeration and coalescence and has only recently been demonstrated 14.   
Near ambient temperatures, many approaches have been developed to 
control nanocrystal size.  These rely on the use of either stabilizing ligands to bind 
nanocrystal surfaces or the use of compartmentalized heterogeneous media, such 
as micellar solutions, to control growth 30-36.   These ideas have recently been 
extended to SCFs with general success.  Water-in-sc-CO2 microemulsions have 
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been used as ‘micro reactors’ to produce cadmium sulfide 10 and silver 37 
nanocrystals, while copper nanocrystals have been prepared in water-in-sc-ethane 
and water-in-propane microemulsions 35,36.   Arrested precipitation methods have 
also recently been used in SCFs to produce sterically stabilized silicon 
nanocrystals (in sc-octanol and sc-hexane) 11 and silver, platinum, and iridium 
nanocrystals (in sc-CO2) 38.   The key to this work has been the identification of 
suitable capping ligands for the SCF environment.   
Here we report our finding that organic hydrocarbon capping ligands can 
be used to stabilize nanocrystal formation in SCW.  We also find that the 
stabilizing ligands, in this case 1-hexanethiol, control the nanocrystal 
composition: copper oxide forms without ligands, while copper metal 
nanocrystals form in the presence of alkanethiol capping ligands.  Furthermore, 
the processing conditions (i.e. precursor, pH, capping ligand) significantly affect 
the morphology and size of the nanocrystals formed in SCW, which is due to 
competing reaction pathways of hydrolysis and ligand exchange versus arrested 
growth.   
 
4.2 Experimental 
4.21 Nanocrystal synthesis.  Copper (II) nitrate hemipentahydrate 
(Aldrich), copper (II) acetate monohydrate (Acros), and 1-hexanethiol (95%, 
Aldrich) were used as received without further purification.  The experimental 
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apparatus consisted of a pumping system and a 7/8″ I.D. × 4″ long 316 stainless 
steel reaction cell (10 mL) described in Fig. 4.1.  For reactions without thiols, the 
cell was initially loaded at ambient conditions with 1.0 mL of pure water.  For 
reactions with thiols, 900 µL of pure water with 100 µL of 1-hexanethiol was 
used (initial water:thiol mole ratio ≈ 70:1).  The cell was sealed and heated to 400 
°C and ~173 bar using heating tape (Barnstead/Thermolyne) and an Omega 
temperature controller.  The cell temperature was measured with a K-type 
thermocouple (Omega).  A 0.02 M copper precursor solution was injected into the 
cell via 1/16″ I.D. stainless steel tubing by an HPLC pump (Beckman Model 
100A) at 4 mL/min until the operating pressure reached 413 bar.  The solution 
reacts immediately upon entering the reactor, as observed visually in a separate 
experiment with an optical cell 39,40.  The products precipitate upon cooling the 
reaction.  The nanocrystals were removed from the cell with either deionized 
water (uncapped particles) or chloroform (organic capped particles).  In the case 
of the thiol-capped nanocrystals, unreacted precursor was removed by extraction 
with water.  The nanoparticles were filtered (Fisher, qualitative P5) to remove 
large agglomerates of uncapped nanocrystals and dried using a rotary evaporator 
(Buchi).  The nanocrystals re-disperse in either deionized water (uncapped 
particles) or chloroform (organic capped particles).  
4.22 Phase behavior of supercritical water and 1-hexanethiol.  The water 








































equipped with sapphire windows.  Under the reaction conditions of 400 °C and  
~ 413 bar (50 µL 1-hexanethiol in 150 µL of water), water and 1-hexanethiol are 
miscible.  This miscibility is consistent with the phase diagram for n-alkanes in 
water (n-pentane and n-heptane 41).   
4.23 Characterization methods.  Gas chromatography (GC) 
measurements of hexanethiol were recorded with a Hewlett-Packard 5890A Gas 
Chromatograph.  Fourier-transform infrared (FTIR) spectroscopy measurements 
were performed using a Perkin-Elmer Spectrum 2000 spectrometer with the 
nanoparticles dispensed on PTFE cards.  Low resolution transmission electron 
microscopy (TEM) images were obtained on a JEOL 200CX transmission 
electron microscope operating with a 120 kV accelerating voltage, while high 
resolution transmission electron microscopy (HRTEM) images and selected area 
electron diffraction (SAED) patterns were obtained with a GATAN digital 
photography system on a JEOL 2010 transmission electron microscope with 1.7 Å 
point to point resolution operated with a 200 kV accelerating voltage.  All 
samples were prepared on Electron Microscope Sciences 200 mesh carbon coated 
aluminum grids by dispersing suspended nanoparticles onto the grid and 
evaporating the solvent.  The measured lattice separations were indexed against 
standards 42 for copper, Cu2O, and CuO.  UV-visible absorbance spectroscopy 
was performed using a Varian Cary 300 UV-vis spectrophotometer with the 
capped-nanoparticles dispersed in chloroform.  X-ray photoelectron spectroscopy 
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(XPS) was performed on a Physical Electronics XPS 5700, with a monochromatic 
Al x-ray source (Kα excitation at 1486.6 eV).  For XPS, the samples were 
deposited on a silicon wafer (cleaned with a 50:50 mixture of methanol: HCl), 
vacuum-dried at 25°C to remove all residual solvent, and stored under nitrogen. 
 
4.3 Results 
The nanocrystals synthesized in SCW were characterized using several 
techniques, including TEM, XPS, EDS, and SAED.  Several factors, including 
precursor concentration, solution pH, capping ligand, and the type of precursor, 
affect the crystal structure, size, morphology, and degree of agglomeration of the 
nanocrystals.  Tables 4.1 and 4.2 summarize all results. 
4.31 Copper and copper oxide particle formation in supercritical water 
(no capping ligands).  Fig. 4.2 shows TEM images of size-polydisperse particles 
formed using Cu(NO3)2.  Particle diameters range from 8 to 35 nm with an 
average diameter of 16.7 nm.  High-resolution TEM (HRTEM) (Fig. 4.2a) reveals 
relatively spherical and crystalline particles.  Although some individual particles 
can be seen on the TEM grid after deposition (Fig. 4.2b), a significant amount of 
aggregation has occurred (Fig. 4.2c).  SAED revealed that the particle cores are 
tenorite copper (II) oxide (CuO) (Fig. 4.7).  The lattice spacing in the HRTEM 
images (such as those in Fig. 4.2a) of 2.53 Å, are also consistent with the bulk 



















Fig. 4.2.  (a) High-resolution; and (b) and (c) Low-resolution TEM images CuO 




shown in Fig. 4.8a, further confirmed that particles formed using Cu(NO3)2 
without thiol were composed of CuO: the Cu 2p core level binding energy of 
933.7 eV is characteristic of CuII cations, and the satellite or shake-up regions for 
Cu2+ at 945 and 965 eV 43 result from electron transfer to the core hole to yield d9 
character 44.  All of these techniques indicate Cu(NO3)2 degradation in SCW 
yields CuO particles.   
When using Cu(CH3COO)2 as the precursor, particles form with a larger 
average diameter of 30.9 nm and a broader distribution ranging from 10 to 97 nm 
(Fig. 4.3) than those formed using Cu(NO3)2.  The particles exhibit an octahedral 
morphology (projected as cubic in Fig. 4.3a or as hexagonal in Fig. 4.3c) and a 
greater tendency to agglomerate (Fig. 4.3b and 4.3c).   SAED (Fig. 4.7) shows 
that the particles contain Cu cores.  Many HRTEM images of the Cu(CH3COO)2 
system (such as Fig. 4.5a), however, reveal both copper (I) oxide (Cu2O) (3.07 Å 
compared to 3.02 Å for the <110> lattice spacing) as well as copper metal 
nanocrystals.  XPS in Fig. 4.8 show Cu 2p core level binding energy characteristic 
of elemental copper or Cu2O.  Unfortunately, from XPS data alone it is difficult to 
distinguish the copper oxidation state between Cu0 and CuI due to the effects of 
crystal size and surface coverage on the binding energy 45.  However, it appears 
that Cu(CH3COO)2 degradation in SCW yields a mixture of Cu and Cu2O 





















Fig. 4.3.  (a) High-resolution; and (b) low-resolution TEM images of slightly 
agglomerated, uncapped Cu2O or elemental copper nanoparticles; and (c) TEM 
images of highly agglomerated, uncapped Cu2O or elemental copper nanoparticles 





4.32 Formation of ligand-stabilized copper nanocrystals in supercritical 
water.  1-hexanethiol was added to the reactor as a capping ligand to control 
particle growth in SCW.  Although alkanethiols do not dissolve in water at room 
temperature, 1-hexanethiol dissolves in supercritical water at the concentrations 
studied (see above) 41.  GC analysis of water/1-hexanethiol mixtures confirmed 
that the organic capping ligands were stable in SCW under the reaction conditions 
explored.  For residence times up to 30 min, 1-hexanethiol did not decompose.  
After 45 min, decomposition product concentrations could be detected on the 
order of 10 to 100 times smaller than the initial 1-hexanethiol concentration. 
Nanocrystals formed using Cu(NO3)2 in the presence of 1-hexanethiol 
with a starting solution pH of 3.4 have an average diameter of 7.0 nm with 
crystalline cores and spherical shape, as shown in Fig. 4.4.  The nanocrystal 
surfaces rarely touch in the TEM image due to the bulky capping ligand layer 
surrounding each particle (Fig. 4.4b).  The average size and the size distribution 
(3 to 15 nm) of these nanoparticles are smaller than those of the uncapped 
particles (16.7 nm) by a factor of more than two.  SAED of the nanocrystals (Fig. 
4.7) show that the nanocrystal cores are composed of elemental Cu.  The HRTEM 
images, such as Fig. 4.4a, reveal d-spacings of 1.87 Å (compared to 1.81 Å for the 
<200> lattice spacing) characteristic of copper.  Furthermore, the Cu 2p core level 



















Fig. 4.4.  (a) High-resolution; and (b) low-resolution TEM images of 1-
hexanethiol stabilized copper nanoparticles synthesized via Cu(NO3)2 in SCW.  





spherical nanocrystal shape is consistent with icosahedra formation, which is well 
known for copper nanocrystals smaller than about 7 nm 46-48.  Room temperature 
UV-visible absorbance spectra in Fig. 4.9 are characteristic of Cu nanocrystals, 
32,33 as the surface plasmon resonance for bulk copper metal (2.15 eV (560 nm) 
to 2.2 eV (580 nm)) is noticeably absent.  Based on Mie theory, the surface 
plasmon resonance for copper nanocrystals is expected to have strong broadening 
for particles smaller than 100 Å 33.  Increasing the reaction temperature to 425 °C 
and 450 °C resulted in an increase in the average particle diameter (7.8 nm and 
9.2 nm, respectively).   
TEM images of copper nanocrystals formed with Cu(CH3COO)2 precursor 
in the presence of 1-hexanethiol at a starting solution pH of 5.25 under identical 
pressure, temperature and concentration as the nitrate system above, are shown in 
Fig. 4.5.  The addition of the capping ligand has little effect on the average size 
(33.8 nm), size distribution, morphology, and oxidation state of the particles.  
Despite the apparent lack of an effect on size and morphology, the ligands are 
nonetheless bound to the particle surface.  FTIR spectra in Fig. 4.6 show the 
characteristic methyl and methylene stretches of the capping ligands after removal 
of all unbound ligands from the sample; however, these capping ligands 
apparently do not effectively prevent agglomeration or quench growth.  A longer 
capping ligand (1-dodecanethiol) helped stabilize a small amount of particles (not 
















Fig. 4.5.  (a) High-resolution; and (b) low-resolution TEM images of 1-
hexanethiol stabilized copper nanoparticles synthesized via Cu(CH3COO)2 in 
SCW.  Note that the particles are not stabilized and highly agglomerated despite 


























Fig. 4.6.  FTIR spectra of 1-hexanethiol capped nanoparticles synthesized via (a) 



























Fig. 4.7.  Electron diffraction images of nanoparticles synthesized via Cu(NO3)2 
and Cu(CH3COO)2 with and without the use of 1-hexanethiol as a capping-ligand 
in SCW. (a) Note that the electron diffraction image here yields rings and not the 
single crystal patterns observed for the other nanoparticles.  This is due to the 
small size of these nanoparticles (5 to 11 nm) and the inability to focus the 

























Fig. 4.8.  XPS of uncapped particles produced via (a) Cu(NO3)2 and (b) 
Cu(CH3COO)2; XPS scan of organically capped nanoparticles produced with (c) 
Cu(NO3)2 and (d) Cu(CH3COO)2.  All scans are offset for clarity.  Cu 2p core 
level binding energy for copper (II) at 934 eV and copper (0) at 932 eV. 
 

































Fig. 4.9.  Room temperature UV-visible spectra of organically capped copper 
nanoparticles synthesized via Cu(NO3)2 and 1-hexanethiol. 
 
 












Since the reaction mechanism may involve hydrated and hydroxylated 
complexes, pH differences could be the source of the significant variations in 
particle formation using the acetate and nitrate precursors.  For example, Baes and 
Mesmer 49 have shown at room temperature that CuII exists as hydrated Cu2+ at 
acidic conditions and as Cu2(OH)22+ under basic conditions (pH > 4).  Differences 
in hydration could be present at higher temperatures, although they have not been 
studied.  Particles formed using Cu(NO3)2 after raising the pH to 6.0 with NaOH 
appeared very similar to those produced with Cu(CH3COO)2 at a pH of 5.25, with 
45.0 nm average particle diameter and size distribution of 13 to 187 nm.  Cu 
nanocrystals synthesized using 2 mM Cu(NO3)2 with a starting pH of 4.59 were 
also large (40.8 nm) with a broad size distribution.  Experiments using 
Cu(CH3COO)2 after lowering the pH to 2.66 with HNO3, however, yielded large 
agglomerated particles with an average particle diameter of 47.4 nm and a size 
distribution of 11 to 133 nm.  Therefore, both pH and the nature of the anions 
affects nanocrystal formation.   
It is worth noting that mixing Cu(NO3)2 and 1-hexanethiol at room 
temperature produced a yellow precipitate likely due to the formation of a copper-
thiol complex.  When heated to 400 °C and ~ 413 bar, this mixture produced large 
spherical or ellipsoidal size-polydisperse particles 36.1 nm in diameter ranging 9 
to 80 nm (Fig. 4.10).  The particles exhibit little aggregation on the TEM grid 




















Fig. 4.10.  Low-resolution TEM images of stabilized copper particles synthesized 










4.33 Growth analysis of particle formation.  After nucleation, the 
particles may grow either by condensation (diffusion-limited growth) or by fusion 
of the metal cores (coagulation) 38,50-52.  Analysis of the moments of the size 
distribution provides insight into the growth mechanism.  The first moment, µ1 = 
r3/rh, and the third moment, µ3 = r1/r3, describe the polydispersity of the sample.  
The moments are functions of the arithmetic mean radius ∞∑= Nrr i1 , the 
cube-mean radius 3 33 ∞∑= Nrr i , and the harmonic mean radius 
∑∞= ih rNr 1 , where ∞N  is the total number of particles in the sample.  Values 
of µ1 > 1.25 and µ3 < 0.905 indicate that growth occurs by coagulation, whereas 
diffusion-limited growth occurs when µ1 and µ3 approach unity 38,50-52.  In the 
case of the experiments with Cu(NO3)2 at pH ~ 3, µ1 and µ3 approach unity 
(Tables 4.1 and 4.2 summarize the size distribution analysis of all the 
experiments), which suggests that growth occurs through a diffusion limited 
mechanism of Cu atom diffusion to nucleated particles.  In nearly all other 
experiments, growth occurs primarily through coagulation of metal cores and 
broad size distributions result.   
 
4.4 Discussion  
The precursors, Cu(NO3)2 and Cu(CH3COO)2, produce qualitatively 
different nanocrystals.  Without alkanethiol, the nitrate precursor yields spherical 
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CuO particles approximately 17 nm in diameter.  The acetate precursor gives 30 
to 40 nm diameter octahedral particles with mixed Cu and Cu2O composition.   In 
the presence of alkanethiol, Cu(NO3)2 gives 7 nm diameter spherical Cu 
nanocrystals; whereas, there is little change in the nanocrystal size and shape 
when using Cu(CH3COO)2.  Below, we describe the mechanistic factors that lead 
to these differences.  The mechanism can be viewed as a competition between 
hydrolysis to large oxidized copper particles versus ligand exchange and arrested 
growth by thiols to produce small monodisperse nanoparticles. 
Recently, Fulton et al. 53 used X-ray absorption fine structure (XAFS) to 
determine that ion-pairing and hydrolysis mechanisms for CuI and CuII in SCW 
are temperature dependent: 
 
[Cu(H2O)6]2+ + m(NO3-)  → °>>° C 100  T  C 350 [Cu(H2O)6-m(NO3-)m]2-m + mH2O (4.1) 
[Cu(H2O)6]2+ + m(NO3-)  → °> C 004  T  CuO + 2H+ + 5H2O + m(NO3-)  (4.2) 
 
Above 400 °C, hydrolysis results in CuO formation.  Adschiri et al. have also 
described metal oxide formation in SCW using metal nitrates 54,55 as a two-step 
hydrolysis and dehydration reaction 20,21.  Based on these studies, copper nitrate 
hydrolysis, in the absence of alkanethiol, may be described by pathway I in Fig. 















Fig. 4.11.  Proposed schematic representation of reaction mechanism for the 




In the presence of 1-hexanethiol, ligand exchange of thiol for anions and 
thiol-induced CuII reduction can lead to Cu particles by pathways II, III, and 
possibly IV shown in Fig. 4.11.  Pathways II and III compete with the 
hydrolysis/dehydration pathway.  This mechanism is consistent with the observed 
effects of anion, pH and thiol ligand on particle size, size distribution and 
oxidation state as discussed below.   
4.41 Ligand effects.  When alkanethiol is added to the Cu(NO3)2 solutions 
during nanocrystal formation, Cu nanocrystals result in lieu of CuO.  Although 
the nitrate ion serves as an oxidizing agent in SCW 54,55 to favor CuO, the thiol 
participates in CuII reduction to Cu0 during nanocrystal formation through either 
reaction pathway II, III, or IV in Fig. 4.11.  The steric stabilization provided by 
alkanethiol results in diameters half the size of those produced without capping 
ligands. 
Previous investigators have shown that during the self-assembly of 
alkanethiol monolayers on monolithic CuO surfaces, the alkanethiol reduces the 
oxide surface to copper metal before binding through the following mechanism 
56,57: 
2 HSCxH2x+1 + CuO → (SCxH2x+1)2 + Cu +H2O   (4.3) 
HSCxH2x+1 + Cu → CxH2x+1SCu + ½ H2    (4.4) 
If CuO particles, which are highly insoluble in SCW, nucleated and grew via 
reaction pathway I, the thiol would have limited ability to reduce the CuO in the 
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cores of the growing nanocrystals.  Cu nanocrystals may be produced through 
pathway IV only if reduction occurs before significant growth of CuO crystals 
takes place.  Because the nanocrystals formed from Cu(NO3)2 in the presence of 
thiol exhibit Cu crystalline cores with few lattice defects (as confirmed by 
HRTEM and XPS), it is unlikely that these cores came from previously grown 
CuO nuclei or small nanocrystals.  Furthermore, the Cu nanocrystal size 
distributions in experiments C-E are consistent with diffusion-limited growth by 
copper atom addition to growing Cu nanocrystals rather than the aggregation of 
uncapped CuO particles.  Therefore, CuII reduction likely occurs prior to 
nanocrystal growth via pathway II, or III.     
In sub-critical studies, alkanethiol has been found to reduce Cu2O to 
elemental copper through the reaction mechanism 56,57: 
2 HSCxH2x+1 + Cu2O → 2CxH2x+1SCu + H2O   (4.5)   
The alkanethiol, however, does not appear to readily aid the reduction of Cu2O to 
elemental copper when Cu(CH3COO)2 is used as the precursor for nanocrystal 
growth in SCW.  In addition, thiol does not appear to affect the size or 
morphology of the nanocrystals.  Nevertheless, FTIR spectra show that the thiol 
binds to the particle surface to stabilize the particles in organic solutions, whereas, 
uncapped particles precipitate within minutes.   It appears that the thiol binding 
rate cannot compete with the particle growth rate when Cu(CH3COO)2 is used as 
the precursor.     
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 4.42 pH and anion effects.  In the absence of thiol, Cu(CH3COO)2 
produces particles that consist of a mixture of copper metal and Cu2O, in contrast 
with CuO particles produced using Cu(NO3)2.   These results are consistent with 
Poliakoff et al. 8 whom have shown that the hydrolysis of metal-organic 
complexes, in contrast with metal salts, produces reduced metal oxides or metal 
particles.  Complexes of coinage metals, such as copper, are particularly 
susceptible to reduction 8. 
A key difference between the Cu(NO3)2 and Cu(CH3COO)2 solutions is 
the pH prior to nanocrystal formation.  Although the pH is unknown for these 
systems in SCW, the relative pH may follow approximate trends at ambient 
conditions, based on previous in situ measurements for related systems 39,40.  In 
sub-critical water, the Pourbaix diagram indicates that Cu is favored at low pH 
and oxidized copper species at higher pH due to reactions with OH ligands 58.    
Our results are consistent with this trend, in that Cu alone is formed only in the 
Cu(NO3)2 experiments with thiol at low pH, and oxidized species are present at 
higher pH values.  For example, when NaOH was added to raise the pH to 6.0, 
approximately 45 nm diameter octahedral Cu and Cu2O nanocrystals were 
produced.  Here, the thiol was less effective in reducing the copper and stabilizing 
the particles.  Both of these trends would be consistent with greater selectivity 
towards hydrolysis, due to an increase in pH, relative to pathway II.     
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The effects of pH and anion structure are further described in the 
experiment where HNO3 was added to Cu(CH3COO)2.  Despite having a pH 
similar to those in experiments with Cu(NO3)2 only, that yielded small 
nanocrystals, these crystals were quite large (47 nm in diameter) and included 
Cu2O.  Clearly, these changes are not due to pH alone.  Thus, it is likely that the 
complexation of acetate anion to copper inhibits ligand exchange reactions with 
thiol and the ability of thiol to reduce and stabilize the growing particles, relative 
to the case of the nitrate ion.  The possibility of a copper(II) acetate dimmer, 
which is known to be stable at ambient temperature, could also influence the 
hydrolysis and ligand capping reaction pathways.   
 
4.5 Conclusions 
Organic alkanethiol capping ligands can be used successfully to stabilize 
Cu nanocrystal formation in supercritical water.  The formation of the organically 
capped nanocrystals occurs in a miscible mixture of organic thiols and water at 
supercritical conditions.  Despite the highly destructive environment of 
supercritical water, the alkanethiol was relatively stable for the length of the 
reaction.  Competitive pathways are present between hydrolysis to large 
polydisperse oxidized particles and ligand exchange and arrested growth favoring 
smaller Cu nanocrystals.  Cu(NO3)2 was found to be a suitable precursor to 
produce 7 nm diameter Cu nanocrystals at low starting pH with alkanethiol.  
Higher pH increased particle sizes and led to Cu2O along with Cu.  The 
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alkanethiol plays a key role in stabilization and quenching particle growth.  The 
alkanethiol also controls the oxidation state of the nanocrystals by reducing CuII 
to Cu0; in the absence of thiol, the nitrate precursor yields CuO particles.  When 
Cu(CH3COO)2, was used as a precursor with or without alkanethiol, large 
particles, 10 to 30 nm in diameter, are produced with a mixture of Cu and Cu2O.   
In the proposed mechanism for nanocrystal synthesis, larger more oxidized 
particles are produced via a hydrolysis route, which are favored by higher pH, and 
less effective early ligand exchange by thiol.  The Cu(NO3)2 precursor at low pH 
favors early thiol ligand exchange and arrested growth, which competes with 
hydrolysis.  Analyses of the moments of the particle size distributions further 
support a competitive mechanism between hydrolysis to large polydisperse 
oxidized particles favored by aggregation, and arrested growth of low 
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Chapter 5: Highly Luminescent Silicon 
Nanocrystals With Discrete Optical Transitions † 
 
5.1 Introduction 
 Semiconductor cluster properties depend on size.  For example, quantum 
confinement effects lead to unique electronic and optical properties, such as size-
tunable excitation and luminescence energies with an overall loss of energy level 
degeneracy 1.  By studying the discrete energetic states that appear, these clusters 
can provide a test of our current understanding of quantum mechanics.  Examples 
of size-dependent discrete optical transitions exist for clusters of direct band gap 
semiconductors, such as CdSe 1,2 and InAs 3.  This loss of energy level 
degeneracy, however, has not previously been observed in the optical properties 
of Si nanocrystals 4-14.  Why is Si different?  Fig. 5.1 shows the Brillouin zone 
and band structure for bulk Si.  In Si, the lowest lying Γ→ X energetic transition 
violates conservation of momentum; therefore, light absorption requires phonon 
assistance, resulting in a very low transition probability 15.  Consequently, bulk Si 
photoluminescence is very weak.  Quantum confinement in Si nanocrystals 4-
14,16,17 and porous Si 18 leads to enhanced luminescence efficiencies with 
quantum yields that have reached as high as 5% at room temperature 4-7 and blue-
shifted "band gap" energies.  However, in sharp contrast to their direct  
























Fig. 5.1.  (A)  Brillouin zone for the diamond lattice.  (B)  Bulk band structure for 
Si.  The arrows indicate the energies of the direct Γ→ Γ (1) transition, and the 
indirect phonon-assisted Γ → L (3), Γ→ X (2) transitions.  Note that the direct 
transition at k=0 (the Γ → Γ transition) is a saddle point.  Ramakrishna and 
Friesner 19 predicted that the indirect transitions increase in energy with 
decreased quantum dot size, with a slight red-shift in the direct transition energy.  
This prediction arises from the qualitative difference between the parabolic 
conduction band structure of a direct semiconductor and the saddle-point 
conduction band structure of the indirect semiconductor. 
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semiconductor counterparts, Si nanocrystals have not displayed discrete electronic 
transitions in the absorbance and photoluminescence excitation (PLE) spectra 4-
14.  Without experimental evidence to the contrary, one might argue that even the 
smallest quantum dots of Si, with its indirect band gap, will not exhibit discrete 
electronic transitions at room temperature due to the phonon-assisted continuum 
occurring across the excitation spectra.  This would have important implications 
on the development of quantum electronic devices utilizing Si.   
Non-lithographic strategies are required to create Si quantum dots with the 
necessary dimensions (< 5 nm diameter) to exhibit quantum confinement effects 
at room temperature.  The highly successful wet chemical techniques used to 
synthesize Group II-VI and III-V semiconductors have not been readily applied to 
Si, largely due to the high temperatures required to degrade the necessary 
precursors, which exceed the boiling points of available capping solvents.  
Furthermore, the covalent bonding of Si requires temperatures higher than the II-
VI materials to achieve highly crystalline cores.  Moderate progress has been 
made using alternative solution-phase reduction of Si salts 8-14 and aerosol 4-7 
methods.  These methods, however, have produced nanocrystals with extremely 
broad size distributions, which would smear any discrete size-dependent optical 
features in the absorbance and PLE spectra.  Furthermore, the aerosol methods 
have required a thick oxide coating to stabilize their structure 4-7, which has been 
shown recently to significantly affect the photoluminescence (PL) energies of 
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porous Si 20.  Recently, we demonstrated that nanocrystal steric stabilization in a 
supercritical solvent is possible 21.  Here, we demonstrate that by using a Si 
surface-passivating solvent heated and pressurized above its critical point, the 
necessary temperatures can be reached to degrade the Si precursor while 
maintaining solvation of the capping ligand to arrest particle growth (Fig. 5.2); 
thus, combining the best assets of both the aerosol and wet chemical approaches.  
The high temperature of 500 °C promotes Si crystallization.  The additional 
advantage of using a supercritical (sc) solvent over a conventional solvent is the 
high diffusion coefficient, on the order of 10-3 to 10-4 cm2 s-1, 22 enabling the 
rapid reactant diffusion necessary to achieve diffusion-limited growth for the 
narrowest particle size distributions possible 23.  Using this method, relatively 
size-monodisperse, highly stable Si nanocrystals ranging from 15 Å to 40 Å in 
diameter are produced.   
This article presents the structural, chemical, and optical characterization 
of the Si nanocrystals produced using this method, with transmission electron 
microscopy (TEM), energy dispersive X-ray spectroscopy (EDS), Fourier 
transform infrared spectroscopy (FTIR), UV-visible absorbance and luminescence 
(both PL and PLE) spectroscopy data.  The Si nanocrystals consist of crystalline 
cores coated by hydrocarbon ligands bound through covalent alkoxide bonds with 























Fig. 5.2.  Illustration of sterically stabilized nanocrystals.  Flexible organic 
molecules, such as alkanes, provide repulsive interactions between other 
nanocrystals in solution; thus, preventing uncontrolled particle growth and 




the blue (15 Å diameter) to the green (25-40 Å diameter).  Discrete optical 
transitions also appear in the absorbance and PLE spectra of the 15 Å diameter 
nanocrystals, which is consistent with quantum confinement effects in 
semiconductors.   
 
5.2 Experimental Section 
Diphenylsilane and anhydrous 1-octanol and hexane, packaged under 
nitrogen, were obtained from Aldrich Chemical Company (St. Louis, MO) and 
stored in a nitrogen glove box.   
Organic-passivated Si nanocrystals were prepared by thermally degrading 
diphenylsilane in mixtures of octanol and hexane (octanol:Tc = 385 °C, Pc = 34.5 
bar; hexane: Tc = 235 °C, Pc = 30 bar) well above the critical point at 500 °C and 
345 bar in an inconnell high-pressure cell as shown in Fig. 5.3.  The presence of 
Si particles was observed by the formation of a yellow solution; no color change 
was observed in the absence of diphenylsilane.  When diphenylsilane was 
degraded in the presence of sc-ethanol rather than sc-octanol, the solution quickly 
turned from orange to brown and then clear as polydisperse micron-sized Si 
particles formed and settled on the walls of the reaction vessel 24.  This result 
suggests that, unlike ethanol, the bound octanol chains provide sufficient steric 
stabilization to prevent aggregation.  The sc-octanol quenches the reaction and 


































Fig. 5.3.  Schematic of the supercritical reaction apparatus used in the batch 












A typical preparation begins inside a glove box.  Diphenylsilane solution 
(250-500 mM in octanol) is loaded into an inconnell high-pressure cell (0.2 ml) 
and sealed under a nitrogen atmosphere.  After removing the cell from the glove 
box, it is attached via a three-way valve to a stainless steel high-pressure tube  
(~ 40 cm3) equipped with a stainless steel piston.  Deionized water is pumped into 
the back of the piston using an HPLC pump (Thermoquest) to inject oxygen-free 
octanol through an inlet heat exchanger and into the reaction cell to the desired 
pressure, between 140-345 bar.  The cell is covered with heating tape (2 ft) and 
heated to 500 °C (±0.2 °C) within 15-20 minutes using a platinum resistance 
thermometer and a temperature controller.  The reaction proceeds at these 
conditions for 2 hours.  Chloroform is used to extract the Si nanoparticles from 
the cell upon cooling and depressurization.  The nanocrystal dispersion is 
subsequently dried and the organic-stabilized Si nanocrystals are redispersed in 
hexane or chloroform.  The small 15 Å diameter particles also redisperse in 
ethanol.  The larger Si nanocrystals, with slightly broader size distributions are 
produced by increasing the Si:octanol mole ratio using hexane as a solvent; a 
typical Si:octanol mole ratio is 1000:1.  The reaction yield in percent conversion 
of Si precursor to Si incorporated in the nanocrystals varies from 0.5% to 5%.   
A JEOL 2010 transmission electron microscope with 1.7 Å point to point 
resolution operating with a 200 kV accelerating voltage with a GATAN digital 
photography system was used for transmission electron microscopy.  In situ 
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elemental analysis was performed on the nanocrystals using an Oxford energy 
dispersive spectrometer.  Electron diffraction images were obtained using the 
JEOL 2010 operating at 200 kV.  Absorbance spectra were recorded using a 
Varian Cary 500 UV-Vis-NIR spectrophotometer with Si nanocrystals dispersed 
in ethanol or hexane.  The extinction coefficients ε, were determined for the 
nanocrystals from the relationship between the measured absorbance (A=ε⋅c⋅l), the 
path length (l=10 cm), and the Si concentration determined from dry weights.  
The quantity ε⋅c, is the absorption coefficient, α.  Luminescence measurements 
were performed using a SPEX Fluorolog-3 spectrophotometer.  The PL and PLE 
spectra were corrected using quinine sulfate as a standard.  Quantum yields were 
calculated by comparison with 9,10-Diphenylanthracene.  FTIR measurements 
were obtained with a Perkin-Elmer Spectrum 2000 FTIR spectrometer.  FTIR 
spectra were acquired from dried films of silicon nanocrystals deposited on Zinc 
Selenide windows. 
 
5.3 Results and Discussion 
5.31 Synthesis and Characterization.  Fig. 5.4 shows a TEM image of an 
organic-monolayer stabilized 40 Å diameter Si nanocrystal.  The particle exhibits 






















Fig. 5.4. High resolution TEM image of a 40 Å diameter Si nanocrystal.  The 
lattice spacing of 3.1 Å is consistent with the (111) separation in the Si diamond-
like lattice.  The adsorbed organic capping layer is not visible in the TEM image.  
The faceted surface indicates that the nanocrystals were grown in a controlled 
environment.   
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Å, characteristic of the distance separating the (111) planes in diamond-like Si.  Si 
nanocrystal formation likely propagates through a radical mechanism as shown 
below 25: 
Ph( )2SiH2 → Ph( )2SiH •       (5.1) 
2 Ph( )2SiH• → H Ph( )2Si — Si Ph( )2 H   . (5.2) 
The benzene rings help stabilize the diphenyl silane radical intermediates by 
delocalizing the electron charge.  These free radicals can react to form Si-Si 
bonds.  The octanol molecules subsequently displace the phenyl groups and cap 
the Si particle surface.   
 Size-monodisperse 15 Å diameter Si nanocrystals were obtained by 
reacting diphenylsilane in pure octanol with subsequent redispersion in ethanol.  
A fraction of the sample is made up of larger Si nanocrystals that form during the 
reaction that do not resuspend in ethanol due to their hydrophobicity; whereas, the 
extreme surface curvature of the 15 Å diameter nanocrystals provides ethanol 
with “access” to the polar Si-O-C capping layer termination to enable the size-
selective dispersion of 15 Å diameter Si nanocrystals.  The 15 Å diameter 
nanocrystals are barely perceptible in TEM images obtained with samples 
dispersed on a carbon-coated TEM grid (Fig. 5.5).  In Fig. 5.5A, a low-resolution 
image of an aggregate of these 15 Å diameter nanocrystals also shows that the 


























Fig. 5.5.  TEM images of Si nanocrystals.   (A) Low resolution TEM image of an 
aggregate of 15 Å diameter Si nanocrystals extended out from the edge of a 
carbon film.  EDS of the aggregate (Fig. 5.6) confirmed that the nanocrystals were 
Si.  (B) High resolution TEM image of several 15 Å diameter Si nanocrystals.  
(C) and (D) High resolution images of 35 and 25 Å diameter sterically stabilized 
Si nanocrystals.  The lattice planes are visible in the 25 Å diameter nanocrystals.   
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larger Si nanocrystals with diameters ranging from 25 to 35 Å produced by 
performing the synthesis in sc-hexane with increased Si:octanol mole ratios 
clearly reveal highly crystalline cores and faceted surfaces.  Crystalline lattice 
planes are observed in nanocrystals as small as 25 Å.  Electron diffraction from 
these nanocrystals (Fig. 5.6) also confirms that the nanocrystals consist of 
crystalline Si cores with diamond lattice structure.   
A variety of other techniques were used to characterize the Si 
nanocrystals, including energy dispersive X-ray spectroscopy (EDS), X-ray 
photoelectron spectroscopy (XPS), Fourier transform infra-red spectroscopy 
(FTIR), UV-vis absorbance and PL and PLE spectroscopy.  In-situ EDS 
measurements shown in Fig. 5.7 of the nanocrystals imaged by TEM revealed Si 
in high abundance with the presence of oxygen and carbon as well.  A 
quantitative analysis of the elemental ratios was not possible since the supporting 
substrate was carbon containing a measurable amount of residual oxygen.  XPS, 
however, provides an elemental analysis of the particles, which gives an 
indication of how the nanocrystals are capped with the organic ligands. 
Fig. 5.8 shows XPS data for 15 Å diameter Si nanocrystals, which reveals 
that the sample contains a Si:C ratio of 0.70:1.  Using a shell approximation, 
dp = aSi 3NSi 4π( )
1 3 , where aSi  is the lattice constant (5.43 Å), the number of Si 


























Fig. 5.6.  Electron diffraction images and data for Si nanocrystals: (A) Diffraction 
pattern from a few Si nanocrystals with (200), (400), and (511) orientation; (B) 
Diffraction of many Si nanocrystals predominantly (111) and (311) oriented 
(Inset: measured d-spacings of 1.6 Å and 3.2 Å correspond to the (311) and (111) 










Fig. 5.7.  EDS data of the nanocrystals imaged by TEM in Fig. 5.4A.  The copper 

























Fig. 5.8.  XPS of the 15 Å diameter Si nanocrystals deposited on a graphite 
substrate: (A) Si 2p region in the spectra; modified area is 592.2 counts.  (B) C 1s 
region (______) and its deconvoluted peaks from the graphite substrate (__ __), and 
the capping ligand (__ . . . __).  The modified area of the C 1s curve due to the 
capping ligand is 850.5 counts.  The silicon to carbon ratio (Si:C) is 0.70:1.   
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have approximately 88 atoms.  The Si:C ratio determined from XPS can be used 
to calculate approximately the area occupied on the nanocrystal surface by each 
capping ligand.  With the Si:C ratio equal to 0.7, the 15 Å cluster with 88 core Si 
atoms has 125 C atoms surrounding it.  Each ligand has 8 carbons.  Therefore, 
each particle is surrounded by approximately 16 capping ligands.  Dividing the 
particle surface area by 16 indicates that each ligand occupies an average of 44 
Å2.  This value is about twice that expected for a close-packed monolayer of 
ligands surrounding the nanocrystals.  Therefore, XPS indicates that the ligands 
coat the nanocrystals with approximately 50% surface coverage.  An estimate of 
the surface coverage of the largest 20 Å diameter nanocrystals in the sample size 
distribution gives an area per molecule of 33 Å2, for approximately 70% surface 
coverage. 
FTIR spectra show that the nanocrystals are most likely terminated with a 
combination of hydrogen and hydrocarbon chains, bound through an alkoxide (Si-
O-C) linkage.  In Fig. 5.9, the four characteristic methylene and terminal methyl 
stretching modes ˜ ν a( CH2 ) = 2928 cm
-1 , ˜ ν s( CH2) = 2855 cm
-1 , ˜ ν a( CH3,ip) = 2954.5 cm
-1 , 
˜ ν s( CH3 ,FR) = 2871 cm
-1 , reveal that a hydrocarbon steric layer has indeed adsorbed to 
the particle surface.  The notable absence of the hydroxyl stretch 
( ˜ ν ( O−H) = 3300 cm
-1 ) and the presence of the strong doublet corresponding to the 
Si-O-CH2- stretching modes, ˜ ν ( Si-O-CH2 -) =1100-1070 cm







Fig. 5.9.   FTIR spectra of Si nanocrystals on a ZnSe window.  The spectra reveal 
that the sterically stabilizing hydrocarbon chains are covalently linked to the Si 
surface through alkoxide linkages.  These covalent linkages give rise to highly 
stable optical properties in the presence of ambient oxygen and water.   
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alkoxide bonding to the Si nanocrystal surface 26,27.   Siloxane Si-O-Si stretches 
typically occur at slightly lower wave number (1085 and 1020 cm-1); however, the 
presence of residual oxide on the nanocrystal surfaces cannot be completely 
excluded based on this data alone.  The absence of the very strong characteristic 
aryl-Si stretching mode, at ˜ ν ( Si-Ph) = 1125-1090 cm
-1 , confirms precursor 
degradation.  The lack of the strong ˜ ν ( Si-C-Si ) = 1080 -1040 cm
-1  stretching mode 
eliminates the possibility that the nanoparticles consist of a Si-C core, or that the 
alkane layer is directly adsorbed to the Si surface.  Strong Si TO (transverse 
optical) phonon bands occur between 450 and 520 cm-1, indicating that the 
particles are composed of Si only 28,29.  Strong peaks between 750 to 850 cm-1 
and subtle absorption peaks in the range 2100 to 2300 cm-1 can possibly be 
assigned to a variety of Si-H stretching modes 26,27.  There is also a possible 
carbonyl stretch at ˜ ν ≅1700 cm-1  which could result from octanol adsorption 
through a Si-C=O linkage if alcohol oxidation to the aldehyde occurs.  Based on 
the XPS and FTIR data, the nanocrystal surface is coated mostly by the 
hydrocarbon ligands.  However, the remaining 30% to 50% of the surface is 
coated with a combination of hydrogen, Si-C=O, and possibly a small portion of 
oxide.   
5.32 Optical Properties.  The Si nanocrystals photoluminesce as shown in 
Fig. 5.10 with overall quantum yields as high as 23% at room temperature.   
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Fig. 5.10.  Room temperature PL (solid lines, excitation energy denoted by solid 
arrows) and PLE (dashed lines, detection energy denoted by dashed arrows) 
spectra of Si nanocrystals.  The spectra of 15 Å diameter nanocrystals are 
compared with spectra of slightly larger particles with a broader size distribution.   
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Several closely spaced discrete features appear in the PLE spectra of the 15 Å 
diameter nanocrystals, which are mirrored by a few meV in the absorbance 
spectra in Fig. 5.11.  As shown in Fig. 5.10, the nanocrystals exhibit size-
dependent PL and PLE spectra, with the smaller nanocrystals (15 Å diameter) 
emitting in the near-UV and the larger nanocrystals (25 to 40 Å diameter) 
emitting green light (see Fig. 5.12).  For all sizes, the absorption coefficient α, 
was found to increase quadratically with incident energy, α ~ hν − Eg[ ]2 , near the 
absorption edge (Fig. 5.13)—characteristic of a predominantly indirect transition 
15.  Fig. 5.13 compares the extinction coefficients for bulk Si with those measured 
for the 15 Å diameter nanocrystals.  The indirect Γ→ X transition remains the 
lowest energy transition, increasing from 1.2 eV (bulk Si) to 1.9 eV due to 
quantum confinement.  It should be noted that it appears that the direct Γ→ Γ 
transition has red shifted to 3.2 eV from 3.4 eV and the L → L transition energy 
has blue-shifted from 4.4 eV to 4.7 eV, in quantitative agreement with empirical 
pseudopotential calculations by Ramakrishna and Friesner 19, although these 
assignments cannot be made conclusively.  Further comparison of the extinction 
coefficients measured for the nanocrystals with values for bulk Si reveals an 
overall lifting of the critical point degeneracies (direct transitions at k = 0 and 
away from k = 0), as predicted by both empirical pseudopotential 19 and tight-
binding 30,31 calculations, and an oscillator strength enhancement.  These results  
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Fig. 5.11.  Room temperature absorbance spectra of Si nanocrystals formed under 
supercritical conditions in the presence of octanol.  The absorbance spectra were 
insensitive to solvent polarity, indicating that the absorbance is due to an exciton 
state and not a charge-transfer transition between bound ligands.  Note the blue 
shift in the absorbance edge, and the appearance of discrete optical transitions in 
the spectra of the 15 Å diameter nanocrystals compared to the larger, more 
























Fig. 5.12.  Photographic image of the luminescent Si nanocrystals excited at 320 
nm in hexane: (A) 15 Å diameter Si nanocrystals; (B) 25-40 Å diameter 
nanocrystals.  The smaller nanocrystals emit in the near-UV and appear deep blue, 






Fig. 5.13.  Extinction coefficients plotted on a log scale for bulk Si and those 
measured for 15 Å Si nanocrystals formed by arrested precipitation in 
supercritical octanol.  The absorption edge corresponds to the indirect Γ→ X 
transition and the two peaks in the bulk Si spectra correspond to the Γ → Γ and 
L→ L critical points at 3.4 eV and 4.3 eV, respectively.  Note the apparent blue 
shift of the Γ → X and L → L transitions in the nanocrystals due to quantum 
confinement and the apparent red shift of the Γ → Γ transition, as predicted by 
Ramakrishna and Friesner 19.   
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contrast the spectra for slightly larger, more polydisperse Si nanocrystals, ranging 
in size from 25 to 40 Å in diameter in Fig. 5.11, which exhibit monotonically 
increasing featureless absorbance spectra.  A slight exciton peak, however, does 
seem to appear in the PLE spectra in Fig. 5.10 for the larger nanocrystals at 2.6 
eV (470 nm).  The Si nanocrystal PL was remarkably stable in the presence of 
atmospheric oxygen, especially when considering the sensitivity of the optical 
properties of porous-Si to surface chemistry, such as oxidation 20,32.  The sc-
technique provides Si nanocrystals with sufficiently robust surface passivation to 
prevent strong interactions between the Si cores and the surrounding solvent to 
enable efficient luminescence from Si.  Comparison between the PL and PLE 
spectra in Fig. 5.10 reveals a Stokes shift of approximately 100 meV with respect 
to the lowest energy peak in the PLE spectra.  The relatively broad PL peak has a 
characteristic lifetime of 2 nsec, indicates that various nonradiative processes are 
important in the nanocrystals.  It is worth noting that the low energy PL peak 
observed by Brus, et al. 4-7 for ~20 Å diameter oxide-coated Si nanocrystals at 
1.6 eV was not observed in any of these samples.   
The origin of the photoluminescence in Si nanocrystals is quite complex 
and remains actively debated.  The PL spectra in Fig. 5.10 is clearly size 
dependent, with the larger particles emitting lower energy light than the smaller 
particles, consistent with the general perception of quantum confinement effects 
in Si.  The PL from Si nanocrystals, however, has been shown to be highly 
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sensitive to surface chemistry, especially the presence of oxide on the nanocrystal 
surface 20,32.  Indeed, the PL spectra of the 15 Å diameter nanocrystals is 
complicated by the presence of two prominent peaks in the 15 Å nanocrystal 
spectra as shown in Fig. 5.10: one at 2.95 eV (419 nm) and one at 2.65 eV (467 
nm).  Furthermore, the PL was found to depend on the excitation wavelength, 
with 3.4 eV (363 nm) excitation yielding the highest quantum yield and the 
sharpest PL.  Increasing the excitation energy from 3.4 eV to 4.4 eV (281 nm) led 
to a decrease in the intensity of the highest energy feature with respect to the low 
energy "satellite" peak, and a decrease in the overall quantum yield.  Although we 
cannot assign these peaks conclusively at this time, we propose that the higher 
energy peak is intrinsic to quantum confinement in Si nanocrystals and the lower 
energy peak results from the presence of oxygen on the particle surface, as 
proposed for porous Si 20.  Wolkin, et al. 20 calculated that the PL energy due to 
intrinsic quantum confinement in Si can in some cases differ from the PL energy 
due to surface states, specifically Si=O.  For nanocrystals greater than 3 nm in 
diameter, the intrinsic and surface state emission energies are the same, with 
emission at 2 eV (620 nm) 20.  However, 15 Å diameter nanocrystals were 
predicted to give rise to intrinsic PL at 2.8 eV, and surface state PL resulting from 
the presence of oxygen at 2.3 eV (537 nm) 20.  The PL spectra of the Si 
nanocrystals shown in Fig. 5.10 are consistent with this interpretation.  It should 
be noted, however, that peak splitting due to separate direct and phonon-assisted 
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absorption and emission events, has been observed by Calcott et al. 33 for porous 
Si and may provide an alternative explanation. 
 
5.4 Conclusions 
Sc-octanol serves as an effective capping ligand for the synthesis of Si 
nanocrystals.  Significant quantities of stable, well-passivated nanocrystals can be 
produced in a simple batch reactor.  The smallest size-monodisperse 15 Å 
diameter Si nanocrystals exhibit previously unobserved discrete electronic 
absorption and luminescence transitions due to quantum confinement effects.  
This study also confirms that Si clusters as small as 15 Å in diameter still behave 
as indirect semiconductors.  This supercritical route for nanostructure formation 
might be applied to other materials, such as Si nanowires, 34 that require high 
temperatures for crystal formation and the solvation of capping ligands. 
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Chapter 6: Synthesis of Germanium 
Nanocrystals within a Supercritical Fluid 
Yielding Size-Dependent Properties † 
 
6.1 Introduction 
At the nanometer length-scale, material dimensions lead to quantum 
confinement effects that give rise to unique electronic and optical properties 
useful for a variety of new technologies including, electronic, optical, medical, 
coatings, catalytic, memory, and sensor applications 1.  A variety of wet chemical 
methods have been developed for nanocrystal synthesis.  The main issues are 
control over particle size and size distribution, surface passivation and core 
crystallinity.  Metal nanocrystals, such as silver and gold, can be synthesized at 
room temperature; 2,3 whereas, semiconductor nanocrystals, such as CdSe 4 and 
InAs 5, must be grown at high temperatures in high boiling point solvents to 
achieve crystalline cores and well-defined shape.   
 Recently, quantum confinement was observed in silicon nanocrystals 
produced in supercritical octanol 6.  The Si nanocrystals exhibited a loss of energy 
level degeneracy in their optical properties resulting from quantum confinement, 
which has not previously been observed in the optical properties of germanium 
nanocrystals.  Similar to silicon nanocrystals, the lowest lying Γ→ L energetic  
  
 † Portions of this chapter are being prepared for a manuscript. 
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transition violates conservation of momentum; therefore, light absorption requires 
phonon assistance, resulting in a very low transition probability (see Figure 6.1).  
Consequently, bulk silicon and germanium photoluminescence is very weak.  
Previous attempts to produce germanium nanocrystals inside SiO2 matrices 
exhibited photoluminescence 7-9 as well as a solution phase method 10,11.  
Several of these methods have exhibited changes in the photoluminescence 
dependent on size, but the source of this luminescence is highly debated and is 
often attributed to surface states and trapped states 9,12-14.  Furthermore, while 
silicon nanocrystals remained an indirect band gap semiconductor even at sizes 
near 15 Å 6, germanium nanocrystals may be more likely to undergo a transition 
to a direct band gap semiconductor since Ge is nearly a direct band gap 
semiconductor in the bulk, unlike Si in which Γ→X (1.2 eV) vs. Γ→Γ (3.1 eV) 
8,15-17 (see Figure 6.1). 
Supercritical fluids (SCFs) offer several processing advantages over 
conventional solvents, which have led to its increased use in materials chemistry 
18-21 and more specifically, for nanocrystal synthesis. 6,20-25  SCFs exhibit the 
combined characteristics of both gas and liquid solvents to provide a medium with 
densities characteristic of liquids, and gas-like viscosities and diffusivities.  Thus, 
mass transfer rates approach those in gases, while solvation properties resemble 
those of conventional liquid solvents.  Furthermore, supercritical fluids exhibit 































Fig. 6.1.  Energy-band structures of bulk silicon and germanium.  ( ) Holes in 
the valence band.  () Electrons in the conduction band. 
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temperature in SCFs alter the solvent density.  This property might be utilized to 
improve many aspects of nanocrystal processing—such as size-selective 
separations 26, synthesis 6,22-25, and self-assembly.   
Here we report our finding that germanium nanocrystals formed in an 
arrested-growth method within supercritical octanol exhibit size dependent optical 
properties.  These nanocrystals consist of highly crystalline cores with few 
defects, surrounded by an organic layer of C8 hydrocarbon chains bound through 
an alkoxide layer.  These chains serve as a steric stabilizer preventing unwanted 
agglomeration and also aid in quenching the growth of the crystals.  Transmission 
electron microscopy (TEM), energy dispersive X-ray spectroscopy (EDS), X-ray 
photoelectron spectroscopy (XPS), selected area electron diffraction (SAED), 
Fourier transform infrared spectroscopy (FTIR), UV-visible absorbance and 
photoluminescence were used to analyze the structural, chemical, and optical 
properties of these crystals.  The Ge crystals produced are size-polydisperse in 
nature; however, size-selectivity of these nanocrystals is obtained by the use of a 
chromatographic method.  Luminescence of the nanocrystals is shown to be 
dependent on the size with smaller particles resulting in a blue-shift of the PL 
energy consistent with quantum confinement of the band gap energy and resulting 
in high quantum yields.  UV-visible spectra are also size-dependent with smaller 
particles resulting in discrete optical features.  In addition, these features are 
shown to be size-dependent characteristic of the loss of energy level degeneracy 
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due to quantum confinement.  At the smallest particle sizes, these features appear 
to behave similar to molecular absorbance with the density of the energy levels 
concentrated into just a few bands yielding high oscillator strengths further 
suggesting the idea that nanocrystals may be considered as ‘artificial’ atoms 1. 
 
6.2 Experimental Section 
 6.21 Nanocrystal synthesis.  Tetraethyl germane was obtained from 
Aldrich Chemical Company (St. Louis, MO) and de-oxygenated by freeze-pump-
thaw, while anhydrous 1-octanol was packaged under nitrogen (Aldrich) and 
stored in a nitrogen glove box.  Organic-passivated germanium nanocrystals were 
prepared by thermally degrading tetraethyl germane in pure 1-octanol (Tc = 385 
°C; Pc = 34.5 bar) well above the critical point at 450 °C and above 482 bar.  
These reactions were performed in either a 1 mL 316 stainless steel or a 10 mL 
316 stainless steel reactor.  The 1 mL reactors can be seen in Figure 6.2 and 
consist of a batch cell with a standard LM6 HIP gland and plug (High Pressure 
Equipment, Erie, PA).  These reactors (7/32″ I.D and ¾″ O.D.) can then be placed 
inside a preheated brass block (8″ × 1 ½″ × 3″) heated by four cartridge heaters 
(Omega, Stamford, CT) and thermostated with a platinum resistance 
thermocouple (Omega) and a temperature controller (Omega).  An aluminum 


























Fig. 6.2.  Schematic of high-temperature batch reactors. 
 










temperature.  Once the reaction is complete, a pulley can be utilized to cause the 
batch cells to fall from the heating block into a water bath.  A polycarbonate 
barricade was placed in front of the apparatus for safety. 
The 10 mL reaction cell is based on a similar design.  It consists of a 
reactor (7/16″ I.D. and 1 ¾″ O.D.—hex shaped) purchased from HIP utilizing a 
reducer to 1/16″ tubing.  Due to the large volume, this reactor was attached to a 
Heise (Stratford, CT) digital pressure gauge and a rupture disc rated for 
approximately 10,000 psia.  The cell is covered with heating tape and heated to 
450 °C in approx. 30-45 minutes to within 5 °C using a platinum resistance 
thermometer inserted into the reactor wall and an Omega temperature controller.  
For safety, the reactor was mounted inside a 5-gallon solvent cabinet (Lab Safety 
Supply, Janesville, WI) and purged with nitrogen to remove oxygen and any 
combustible gases caused by potential leaks.  Once again, a polycarbonate shield 
was placed in front of the apparatus. 
A 250 mM tetraethyl germane in octanol precursor solution was loaded 
into either a 1 mL or 10 mL reactor to achieve a supercritical solvent density of 
approx. 0.5-0.8 g cm-3 and sealed under a nitrogen atmosphere.  After the cell is 
removed from the glove box it is heated by either the brass-heating block or 
mounted inside the solvent cabinet and heated by heating tape 
(Barnstead/Thermolyne) and insulated.  Once the reactor had achieved the desired 
reaction temperature, the reaction was allowed to proceed for 30 min.  Upon 
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cooling, chloroform was used to extract the germanium nanocrystals from the cell 
yielding a pale yellow to dark brown solution.  The particles were subsequently 
dried using a rotary evaporator (Buchi, Flawil, Switzerland) and vacuum oven 
(VWR, West Chester, PA) to remove excess octanol and re-dispersed in hexane, 
chloroform, or toluene.  Size-selectivity was performed using a chromatography 
column filled with Bio-Beads® (Bio-Rad Laboratories, Hercules, CA), typically 
resulting in 15-20 fractions. 
6.22 Bio-bead preparation.  Bio-Beads® (200-400 mesh, 8% crosslinked 
styrene divinylbenzene copolymer) were swollen by placing the beads in six times 
the resin weight in THF for a period of several hours.  The chromatography 
column was then filled with the resin slurry and the packing material was allowed 
to settle resulting in a bed volume of approximately 50 mL.  The eluent was then 
changed from THF to chloroform by flushing the column with a minimum of 
three bed volumes of chloroform.  A short segment of sand was added to the top 
of the column to prevent the packing material from floating in the eluent.  Size-
polydisperse Ge nanoparticles were then dispersed in a small volume of 
chloroform (~1 mL) and added to the top of the column.  The eluent flow rate 
through the column was enhanced by applying moderate air pressure to the top of 
the column, resulting in a flow rate of approximately 2 mL/min.  In accordance 
with size-exclusion chromatography, the smaller particles had a longer path to 
travel because of diffusion into the porous beads and consequently flowed 
through the column at a slower rate, while larger particles flow through the 
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column at faster rates.  This permitted the separation of the size-polydisperse 
sample into several fractions (15-20) of size-monodisperse nanoparticles.  
6.23 Characterization methods.  A JEOL 2010 transmission electron 
microscope with 1.7 Å point to point resolution operating with a 200 kV 
accelerating voltage with a GATAN digital photography system was used for 
transmission electron microscopy.  All samples were prepared on Electron 
Microscope Sciences 200 or 400-mesh carbon coated copper grids by dispersing 
suspended nanoparticles onto the grid and evaporating the solvent.  In-situ 
elemental analysis was performed on the nanocrystals using a LEO 1530 SEM 
operated at 10kV with an iXRF energy dispersive spectrometer.  Electron 
diffraction images were obtained using the JEOL 2010 operating at 200 kV.  
Absorbance spectra were recorded using a Varian Cary 500 UV-Vis-NIR 
spectrophotometer with germanium nanocrystals dispersed in chloroform.  
Luminescence measurements were performed using a Fluorolog fluorometer 
(Jobin Yvon SPEX division, Edison, NJ) with a cooled PMT (Products for 
Research, Inc, Danvers, MA) and a Xenon short arc lamp operated at 950V.  The 
quantum efficiencies of PL spectra were determined using quinine bisulfate as a 
standard.  FTIR measurements were obtained with a Perkin-Elmer Spectrum 2000 
FTIR spectrometer with the nanoparticles dispensed on PTFE cards.  X-ray 
photoelectron spectroscopy (XPS) was performed on a Physical Electronics XPS 
5700, with a monochromatic Al X-ray source (Kα excitation at 1486.6 eV).  For 
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XPS, the samples were deposited on a silicon wafer (cleaned with a 50:50 mixture 
of methanol: HCl), vacuum-dried at 25°C to remove all residual solvent, and 
stored under nitrogen.   
 
6.3 Results and Discussion 
6.31 Synthesis and characterization.  Figure 6.3 shows HRTEM images 
of octanol-capped germanium nanoparticles of various sizes.  As can be seen by 
the HRTEM images, the particles have a crystalline core and show no defects.  
The lattice spacing is shown to be 2.10 Å and 2.78 Å characteristic of the β-Sn 
tetragonal form of germanium for the <220> and <201> plane, respectively 
(compared to 2.11 Å and 2.73 Å 27).  Selected area electron diffraction (SAED) 
shown in Figure 6.3d confirms the presence of the tetragonal phase.  In addition, 
to the planes noted above, the <102> plane was visible at 3.02 Å compared to 
3.00 Å 27.  The presence of a tetragonal phase is consistent with the high pressure 
phase 27 of germanium crystals as well as the crystal formation witnessed for 
many germanium nanocrystals smaller than 4 nm 14,28,29 and has even been 
attributed to the source of photoluminescence in these germanium nanocrystals 14.   
The germanium nanocrystals are formed by thermally decomposing the 
precursor tetraethyl germane (TEG) within supercritical octanol at temperatures 
above 450°C and pressures above 482 bar (7000 psia).  The supercritical 






































Fig. 6.3.  HRTEM images of octanol-capped germanium nanocrystals of (a) 12 




solvent environment (ρ ~ 0.5 to 0.8 g cm-3) even at the high temperature required 
for precursor degradation in Group IV semiconductors.  The organic capping 
ligand, 1-octanol, then quenches the growth and stabilizes the formation of 
germanium nanocrystals by bonding to the surface through an alkoxide linkage 
with an extended hydrocarbon chain, as shown below, which interacts with the 
solvent making it soluble in common organic solvents. 
The nanocrystals produced were size-polydisperse with diameters ranging 
from 15 Å to 140 Å as can be seen in the histogram in Figure 6.3e.  The 
polydispersity is in contrast to previous results with silicon nanocrystals 6 that 
showed the formation of size-monodisperse samples of nanocrystals.  The cause 
of this-polydispersity may be attributed to several factors.  First, the strength of 
the alkoxide bond could affect the polydispersity.  Indeed, Si-O-C bonds are 
stronger bonds than Ge-O-C (~185 kcal/mol vs. ~155 kcal/mol), which could 
result in a decreased ability of the capping ligand to quench the growth for 
germanium nanocrystals 30,31.  In addition, the kinetics and growth mechanisms 
may be vastly different.  While little is known about the kinetics of organosilanes 
and organogermanes at high temperatures, previous work in other SCFs has 
shown that the growth mechanism may be by coagulation or condensation 24,25.  
Coagulation mechanisms tend to achieve more size polydisperse particles while 
condensation mechanisms achieve monodisperse size distributions.  It was also 
shown in the synthesis of copper nanocrystals in supercritical water that changes 
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in pH could alter the mechanism of growth 25 and it is plausible that other factors 
such as temperature and density may also affect these mechanisms.  Furthermore, 
the densities applied in the synthesis described here are more liquid-like than 
those previously used, which may affect reaction kinetics as well as the 
stabilization of the nanocrystals produced.  While kinetics and growth 
mechanisms will control the size distribution of crystals produced, changes in 
density can have significant effects on the size of nanocrystals that can be 
stabilized within a supercritical fluid 26.  Finally, Wu and Yang 32 have shown 
that the melting point of germanium nanowires is significantly depressed from the 
bulk value (930°C) for diameters between 20 to 50 nm (as low as 450°C), which 
may have effects on the sizes of nanoparticles produced. 
 A variety of other techniques were used to characterize the Ge 
nanocrystals, including energy dispersive X-ray spectroscopy (EDS), X-ray 
photoelectron spectroscopy (XPS), Fourier transform infra-red spectroscopy 
(FTIR), UV-vis absorbance, and PL and PLE spectroscopy.  In-situ EDS 
measurements of the nanocrystals shown in Figure 6.4 revealed germanium in 
high abundance with the presence of oxygen and carbon as well.  XPS data shown 
in Figure 6.5 for monodisperse Ge nanocrystals approx. 2 nm in diameter 
confirms the EDS results.  The corrected XPS area of the germanium (2p3/2) peak 
compared to the area of the carbon peak results in a Ge:C ratio of approx. 0.3:1.   
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Fig. 6.5.  XPS data for 2 nm germanium nanocrystals on a silicon substrate.  Inset 
shows the 3d orbital of germanium.  Note that the high oxygen count is likely due 
















, where aGe and cGe are the lattice 
constants of tetragonal Ge (5.93 Å and 6.98 Å, respectively), the number of Ge 
atoms, NGe, in a nanocrystal can be estimated.  Particles 20 Å in diameter (dp ) 
have approximately 137 atoms.  The Ge:C ratio determined from XPS can be used 
to calculate the approximate area occupied on the nanocrystal surface by each 
capping ligand.  With the Ge:C ratio equal to 0.3, a 20 Å cluster with 137 core Ge 
atoms has 455 C atoms surrounding it.  Since each octanol ligand has 8 carbons, 
approximately 57 capping ligands surround each particle.  Dividing the particle 
surface area by 57 indicates that each ligand occupies an average of 22 Å2, which 
approaches 100% coverage for a close-packed monolayer of ligands surrounding 
the nanocrystals.   
The data for the 3d orbital of pure germanium is expected to be approx. 
29-30 keV.  As seen in the inset of Figure 6.5, the energy is nearly 34-35 keV.  If 
an oxide were present, the energy would be expected to shift nearly 2 keV.  
Therefore, it is apparent that there is another cause of the shift.  Based on other 
peaks present, such as silicon (substrate), it is apparent that there is charging on 
the surface.  This charging results in the shifting of the binding energy by as much 
as 8-10 keV in some cases.  Further complications arise from the effects of small 
nanocrystals and surface coverage.  Carley et al. 33 have shown that binding 
energies can be shifted by nearly 1 keV based on surface coverage alone.  The 
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effects of nanocrystal size on binding energy are less understood.  Due to the 
small size of the nanocrystals (approx. 2 nm), there are a significant amount of 
surface atoms.  As stated above, the ligand coverage approaches 100%; therefore, 
many of the surface atoms will be bound to oxygen through the alkoxide linkage 
to the capping ligand (~35-50% of all atoms).  These bonds would be expected to 
cause shifts in the binding energy of a significant portion of the germanium atoms 
present.  Therefore, it is difficult to obtain the exact oxidation state of the 
germanium from XPS data alone. 
FTIR spectra in Figure 6.6 show that the nanocrystals are most likely 
terminated with hydrocarbon chains, bound through an alkoxide (Ge-O-C) 
linkage.  The spectra show the characteristic methyl and methylene stretches 
(2800 to 3000 cm-1) of the capping ligands after removal of all unbound ligands 
from the sample.  The notable absence of the hydroxyl stretch for octanol (~3300 
cm-1), and the presence of the peaks at 1155 cm-1, 1210 cm-1, and 640 cm-1 
corresponding to the Ge-O-C- stretching modes 34, suggests covalent alkoxide 
bonding to the Ge nanocrystal surface.  Germanium oxide stretches are expected 
to occur at 770 to 910 cm-1 11,34-36. Although the presence of an oxide cannot be 
excluded based on the FTIR data alone, it appears that if an oxide is present that 
its concentration would be small as these oxide stretches are expected to have 































Fig. 6.6.  FTIR spectra of octanol-capped germanium nanocrystals. The relative 
intensities of the peaks were varied between samples; however, this is likely due 










































Fig. 6.7.  Room temperature UV-Vis-NIR spectra of octanol-capped germanium 




Precursor degradation is confirmed by the absorbance spectra in the near-
IR range.  As seen in Figure 6.7, pure TEG in chloroform (0.75M) is seen to have 
strong absorbance peaks at approximately 1200 and 1400 nm.  However, the Ge 
nanocrystals formed have no absorbance in the near-IR.  In addition, the fine 
structure apparent in the UV-visible absorbance for smaller nanocrystals 
(discussed below) cannot be due to the precursor. 
6.32 Optical properties.  By using the chromatography method described 
above, several fractions were obtained from a size polydisperse sample.  The 
fractions obtained have noticeable changes in color with the larger particles 
appearing to be a deep gold while smaller particles appear pale yellow.  All 
fractions of germanium obtained were shown to photoluminesce with quantum 
yields as high as 5% for the smallest nanocrystals shown in Figure 6.8.  While 
changes in the peak position are not noticed, the intensity of the luminescence 
(quantum yield) is shown to increase as the particles approach smaller sizes.  
Discrete features can be seen in the PLE shown in Figure 6.9 which mirror the 
features witnessed in the absorbance spectra shown in Figure 6.10 within a few 
meV. 
As can be seen in Figure 6.8, there is a significant blue shift of the PL of 
nanocrystals from the bulk values of ~1200 nm to values of ~400 nm.  In addition, 
as the size of the nanocrystals get smaller, the PL quantum yield increases and the 
PL sharpens to a narrow band eventually resulting in distinct features in the 
spectra.  The spectra exhibit three distinct peaks located at approx. 3.25 eV, 3.10 
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eV, and 2.95 eV.  This separation of approx. 0.15 eV is equivalent to an IR stretch 
of approx. 1210 cm-1, which corresponds to the alkoxide stretch for Ge-O-C as 
noted above.   
 UV-visible absorption spectra of these solutions show size-dependent 
features as well.  In Figure 6.10, the UV-visible absorbance of several fractions is 
compared.  For the nanocrystals larger than 66 Å, the absorption shows no distinct 
features and has an absorption edge at lower energies (high wavelength) as 
expected.  Despite the fact that these particles are quite large (12.7 nm), they still 
exhibit some quantum confinement effects as witnessed in the PL and UV-vis 
spectra, which is consistent with the Bohr radius for germanium nanocrystals of 
11.5 nm 37.  However, as the size of the nanocrystals decreases to values below 
66 Å, the absorption edge of the UV-vis spectra is blue-shifted.  In addition, there 
are distinct features that become apparent in the spectra similar to features 
observed for silicon nanocrystals 6.  Further decreases in size result in a blue-shift 
of these distinct features consistent with quantum confinement and a loss of 
degeneracy of the energy levels.  Furthermore, at the smallest sizes, these features 
appear to look like spectra of molecules as witnessed by the growth of the feature 
at ~340 nm relative to the other features, which is likely due to the convergence of 































Fig. 6.8.  Size-dependent room temperature PL of germanium nanocrystals 
excited at 338 nm. 
 





















































Fig. 6.9.  Size-dependent room temperature PLE of germanium nanocrystals with 
emission at 380 nm 
 
 














































Fig. 6.10.  Size-dependent room temperature UV-visible absorbance of 
germanium nanocrystals.  Note the appearance of distinct features for the smallest 
nanocrystals and the peak shifts to higher energies.  All spectra are offset such 





























Germanium nanocrystals are produced by an arrested-growth method 
within supercritical octanol exhibiting size dependent properties.  Due to the high 
pressure associated with this arrested-growth method, the germanium 
nanocrystals form a tetragonal lattice structure, which has been arguably 
attributed to the PL in germanium nanocrystals 14.  The Ge crystals produced are 
size-polydisperse in nature; however, size-selectivity of these nanocrystals is 
obtained by the use of a chromatographic method.  While silicon was shown to 
have some size dependent features, germanium nanocrystals are shown to have 
more significant quantum confinement effects due to the smaller band gap as 
witnessed in the optical properties.  Luminescence of the nanocrystals is shown to 
be size-dependent resulting in a blue-shift of the PL energy consistent with 
quantum confinement of the band gap energy and resulting in quantum yields of 
5%.  UV-visible spectra are also size-dependent with smaller particles resulting in 
discrete optical features.  In addition, these features are shown to be size-
dependent characteristic of the loss of energy level degeneracy due to quantum 
confinement.  At the smallest particle sizes, these features appear to behave 
similar to molecular absorbance with the density of the energy levels concentrated 
into just a few bands yielding high oscillator strengths further suggesting the idea 
that nanocrystals may be considered as ‘artificial’ atoms. 
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Chapter 7:  Conclusions and Recommendations 
 
7.1 Conclusions 
7.11 Polar reactions in supercritical water.   In Chapter 2, the equilibrium 
study of several polar reactions involving nitrogen-containing species in SCW 
was presented.  Similar to the case for reactions of ionic species, these reactions 
are effected by the density (dielectric constant) of SCW.  The equilibrium 
constants for these polar reactions changed between 1-3 orders of magnitude over 
a density range of 0.25-0.6 g cm-3.  Whereas these changes are smaller than for 
ionic reactions, they are significant.  As observed for ionic reactions, where 
reactions shift to associated species due to the low dielectric medium, the polar 
reactions involving nitrogen oxides were shown to shift to less polar species.  
Interestingly, independent gas phase values determined from thermochemical data 
1 may help in the prediction of equilibrium constants in SCW.  It was shown that 
extrapolation of the equilibrium constants to zero density results in values very 
close to gas phase values.  Furthermore, it was shown that nitrogen chemistry 
could be controlled in SCW to yield significantly less NOx species than 
conventional incineration methods.   
7.12 Optimization model for study of complex reaction equilibria.  A 
number of previously studied reactions in SCW focused on equilibrium studies of 
ionic dissociation reactions 2,3 or kinetic studies of decomposition reactions 4.  
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This is due to the difficulty in obtaining in-situ measurements at high 
temperatures where corrosion becomes significant.  Typically, equilibrium studies 
have been limited to pH studies of ionic reactions 5,6 or studies of reactions 
involving chromophores 7,8.  The study of reaction equilibria of nitrogen oxides 
within SCW described in Chapter 2 was made possible by the development of an 
optimization model.  Despite measuring the concentration of only two species 
directly, six equilibrium constants and two extinction coefficients were obtained.  
This model was based on the Non-linear Optimization model developed by 
Lasdon et al. 9 called GRG2.  The study of nitrogen decomposition reactions 
within SCW was complicated by the fact that multiple reactions were coupled, 
requiring the simultaneous solution of nearly 400-600 equations and 400-600 
variables.  Further complications exist due to the wide variance of the values of 
the variables; molal concentrations were on the order of 10-4 or smaller, while 
equilibrium constants could be 105 to 10-5.  To alleviate these problems, all 
equations and variables were transformed to a logarithmic scale easing the scaling 
problem and making some of the restraint equations linear in nature.  The 
procedures outlined in Chapter 3, make the study of complex reaction systems 
within supercritical fluids or other media possible. 
7.13 Synthesis of organic-capped nanocrystals within supercritical 
water.  The use of SCW as a solvent for particle synthesis has several benefits.  
Besides being environmentally friendly, the solvent can be easily controlled 
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through changes in density (dielectric) allowing reaction rates, diffusion, and ion-
pairing reactions to be manipulated for the desired morphology or size of 
nanocrystals.  Furthermore, the high temperature enhances crystallization and the 
solvent does not degrade like some common organic solvents at these 
temperatures.  In addition, because organics become miscible at supercritical 
conditions, organic capping ligands can be used to quench and stabilize growth.  
These nanocrystals are then soluble in common organic solvents at room 
temperature, where they can easily be manipulated for deposition onto surfaces.  
In Chapter 4, SCW was utilized for the synthesis of copper nanocrystals capped 
with 1-hexanethiol.  This alkanethiol was shown to stabilize particles and quench 
particle growth in a narrow size distribution between 3 and 15 nm through a 
diffusion limited growth mechanism.  Furthermore, a competing reaction 
mechanism between hydrolysis and ligand exchange reactions allows factors such 
as the pH, and precursor to have substantial effects on the particle size and 
morphology. 
7.14 Synthesis of nanocrystals exhibiting quantum confinement effects.  
Although the synthesis of nanocrystals exhibiting size dependent optical 
properties due to quantum confinement have previously been reported 10-12, these 
size dependent changes have not been witnessed in two of the most 
technologically important semiconductorssilicon and germanium.  In Chapter 5 
and Chapter 6, size dependent properties for silicon and germanium nanocrystals 
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are outlined.  These nanocrystals are formed in an arrested-growth method within 
supercritical octanol at temperatures exceeding 450 °C, which is required for 
precursor degradation.  The high temperatures required for these semiconductors 
makes them ideal for supercritical fluids as conventional liquid methods are 
difficult at these temperatures. Other methods such as laser ablation often lead to 
thick oxide layers.  The optical properties of these nanocrystals show a significant 
blue shift of the photoluminescence from the bulk as might be expected for 
quantum confined nanocrystals of silicon and germanium 13 and are dependent on 
the size of the nanocrystals.  Furthermore, the quantum yield obtained with these 
nanocrystals is high. 
 
7.2 Recommendations for further study 
7.21 Study of complex reaction equilibria.  The successful application of 
optimization methods in the study of complex nitrate equilibria in Chapter 2 and 
Chapter 3 has expanded the field of reaction equilibria in SCW for further studies 
of similar species of interest.  Several other species involved in oxidation type 
equilibria such as perchlorates and sulfates are of interest in the destruction of 
waste streams and sludges.  Further study of non-ionic polar reactions should also 
verify that equilibrium constants appear to be linearly dependent on the solvent 
density and that they may be extrapolated to independent gas-phase equilibrium 
values.  
219 
7.22 Stabilize organic-capped particles within supercritical water.  
Because the stabilization of nanocrystals within SCW is an important step in their 
formation, key aspects of this mechanism should be further studied.  While the 
synthesis of copper nanocrystals within SCW discussed in Chapter 4 suggests that 
these nanocrystals are soluble in supercritical water, the time scale of the 
stabilization and the effect of density have yet to be determined.  These factors 
can play significant roles in the growth of nanocrystals, agglomeration, and yield.  
In addition, this knowledge may be applicable in the size selective precipitation of 
nanocrystals.  Because the solvent conditions can be easily manipulated from a 
water-like solvent to an organic-like solvent with changes in the dielectric 
(density), the pressure can be tuned to allow the selective solubilization of various 
sizes of nanocrystals.  Finally, this study would help to answer more fundamental 
questions about the stability of colloids in supercritical fluids and the factors that 
control them. 
7.23 Synthesis of core-shell nanocrystals within supercritical fluids.  The 
synthesis of layered materials at nano-scale dimensions will be useful for future 
devices.  By passivating a quantum dot with a higher band-gap material, further 
control over the particle optoelectronic properties are made possible.  Although 
Yang and Kauzlarich have demonstrated the ability to form germanium 
(core)/silicon (shell) nanocrystals 14, these nanocrystals were only passivated with 
a short alkyl chain resulting in significant agglomeration and the effect of particle 
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size was not studied.  Furthermore, studies of core-shell structures are 
complicated by the ability to characterize these systems.  However, the 
Transmission Electron Microscope being built for the Texas Materials Institute 
will have the ability to perform holography, which is a valuable tool in identifying 
phase shifts related to the materials present.  Therefore, from these holographic 
images the core and shell structure becomes easily visible 14 allowing the 
potential to study size effects of core/shell germanium/silicon nanoparticles. 
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Appendix A: Nitrate Optimization Program 
 
This FORTRAN subroutine was written to determine the equilibrium 
constants involved in the decomposition equilibria of nitric acid in supercritical 
water and the extinction coefficients of NO2 and HNO2.  It is implemented within 
a Non-linear programming Model called GRG (Smith and Lasdon, 1992).  All 
equilibria equations, mass balances, and charge balances are written as constraints 
on the optimization.  The objective is defined as the difference between the 
calculated absorbance and the measured absorbance of NO2 and HNO2. 
 
c     last updated: 6/15/98 
 
C     SET PROBLEM SIZE AND OBJECTIVE 
      IMPLICIT  DOUBLE PRECISION(A-H,O-Z),INTEGER(I,J,L,M,N) 
      INTEGER DATA 
C *   DATA -- NUMBER OF DATA POINTS TO BE FITTED                    * 
      PARAMETER (DATA = 45) 
      PARAMETER (NCORE = 750000) 
c     NCORE PREVIOSLY = 250000 small scale 
      PARAMETER (NNVARS = 16*DATA + 10) 
      PARAMETER (NFUN   = 16*DATA + 1) 
      PARAMETER (NNOBJ = 16*DATA + 1) 
      PARAMETER (MAXBAS = NFUN) 
      PARAMETER (MAXHES = NNVARS) 
 
      COMMON /DBUG/ DEBUG 
      LOGICAL DEBUG 
      COMMON /IOUNIT/ IOIN, IOOUT, IODUMP, IOERR, IOTERM 
      COMMON /MYSTUF/H,Ab1,Ab2,m0hno3,m0base,m0nano2,m0h2o2,Na 
      COMMON /MYSTUF2/DATAPTS 
      COMMON /MYSTUF3/kw,kbase,t,rho,A,conf1,conf2 
 
      INTEGER*4 LVARS(NNVARS) 
      CHARACTER*8 RAMCON, RAMVAR 
      LOGICAL INPRNT,OTPRNT 
      DIMENSION BLVAR(NNVARS),BUVAR(NNVARS),BLCON(NFUN),BUCON(NFUN) 
      DIMENSION XX(NNVARS),FCNS(NFUN),RMULTS(NFUN),IIBV(NFUN) 
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      DIMENSION RAMCON(NFUN),RAMVAR(NNVARS),INBIND(NFUN),IIUB(NFUN) 
      DIMENSION NONBAS(NNVARS),REDGR(NNVARS),DEFAUL(41),Z(NCORE) 
      CHARACTER*76 ATITLE 
      DOUBLE PRECISION H(150),Ab1(75),Ab2(75),m0hno3(75) 
      DOUBLE PRECISION m0nano2(75),m0h2o2(75),m0base(75),Na(75) 
      INTEGER DATAPTS,SET 
      DOUBLE PRECISION kw,kbase,t,rho,A,eps,conf1(75),conf2(75) 
      CHARACTER*10 FILE 
 
      DATA ATITLE/'NITRATE EQUILIBRIA FITTING PROCEDURE'/ 
      DATA RAMCON/NFUN*'        '/ 
      DATA RAMVAR/NNVARS*'        '/ 
      DATA BIG/1.D31/ 
 
      DATAPTS=DATA 
 
      write (*,*) "Data Set > " 
      read (*,*) SET 
 
C     SET LOGICAL I/O UNITS 
 
      IOIN =  1 
      IOOUT = 2 
      IOERR = 2 
      IOTERM = 8 
 
C ******************************************************************* 
C  SET INTIAL VALUES 
 
      open (99,file='xinit.dat') 
      open (98,file='data.dat') 
      open (97,file='conf1.dat') 
      open (96,file='conf2.dat') 
 
      write (*,*) "Reading initialization file" 
      do i=1,NNVARS 
         read (99,20) XX(i) 
 20      format(f21.16) 
c         write (*,*) xx(i),i 
      enddo 
 
      do i=1,DATAPTS 
c     set Na(i) = 1 for true at each data point 
         Na(i)=1.0 
      enddo 
 
      k=0 
c     find those data points that do not contain sodium 
      do i=1,DATAPTS 
         if(XX(1+k).lt.-45.0) then 
            Na(i) = 0.0 
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c            write (*,*) "Na ",i,Na(i) 
         endif 
         k=k+16 
      enddo 
 
      write (*,*) "Reading data file" 
      do i=1,DATAPTS 
         read (98,35) m0hno3(i), m0base(i), m0h2o2(i), m0nano2(i), 
     &        Ab1(i), Ab2(i) 
c         read (97,36) conf1(i) 
c         read (96,36) conf2(i) 
         conf1(i)=1.0 
         conf2(i)=1.0 
 35      format (f9.6,f10.7,f8.5,f10.7,2f12.9) 
 36      format (f3.1) 
c         write (*,*) i,m0hno3(i),m0base(i),m0h2o2(i),m0nano2(i), 
c     &        Ab1(i),Ab2(i) 
c     this corrects for the fact that the data is in O2 and the model 
c     accounts for H2O2 
         m0h2o2(i)=2*m0h2o2(i) 
      enddo 
 
      close (99) 
      close (98) 
 
c     set temperature and density 
      if (SET.eq.1) then 
         t=380+273.15 
         rho=0.506380 
      endif 
      if (SET.eq.2) then 
         t=380+273.15 
         rho=0.542991 
      endif 
      if (SET.eq.3) then 
         t=380+273.15 
         rho=0.567060 
      endif 
      if (SET.eq.4) then 
         t=380+273.15 
         rho=0.600454 
      endif 
 
      if (SET.eq.5) then 
         t=400+273.15 
         rho=0.242580 
      endif 
      if (SET.eq.6) then 
         t=400+273.15 
         rho=0.395498 
      endif 
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      if (SET.eq.7) then 
         t=400+273.15 
         rho=0.467696 
      endif 
      if (SET.eq.8) then 
         t=400+273.15 
         rho=0.533327 
      endif 
 
      write (*,*) "Temp (K)",t 
      write (*,*) "Density (g/cm^3)",rho 
      write (*,*) "Determining Constants" 
c     determine Kb and Kw 
      call kwater(t,rho,kw) 
      call epsilon(t,rho,eps) 
      call kb(t,kbase) 
      call Debye(t,rho,eps,A) 
 
      write (*,*) "     Kw",kw 
      write (*,*) "     Kb",kbase 




CC  OTHER STUFF 
 
      INPRNT = .TRUE. 
      OTPRNT = .TRUE. 
      DEBUG =  .FALSE. 
 
      LVARS(1) = 0 
 
      DO 10 I=1,41 
10    DEFAUL(I) = 1.0D0 
 
c      DEFAUL(9) = 0.0D0 
c      IIPR = 1 
 
c     tuned parameters 
 
      DEFAUL(1) = 0.0 
      FPNEWT=1d-8 
      DEFAUL(2) = 0.0 
      FPINIT=1d-4 
      DEFAUL(3) = 0.0 
      FPSTOP=1d-4 
      DEFAUL(6) = 0.0 
      NNSTOP=15 
c      DEFAUL(8) = 0.0 
c      LLMSER=200 
c      DEFAUL(14) = 0.0 
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c      PPSTEP=1e-13 
      DEFAUL(15) = 0.0 
      IIQUAD=1 
      DEFAUL(18) = 0.0 
c      DEFAUL(28) = 0.0 
c      IISCAL=1 
c      DEFAUL(29) = 0.0 
c      IISCLG=200 
      DEFAUL(19) = 1.0D0 
c     Hard bounds held 
      DEFAUL(34) = 0.0 
      DEFAUL(38) = 0.0 
 
C 
C   THIS NEXT STATEMENT IS CONVENIENT FOR PC'S. 
C   YOU MAY WISH TO DELETE IT FOR MAINFRAMES,AND 
C   LINK LOGICAL AND ACTUAL FILENAMES OUTSIDE THE LSGRG2 
C   SYSTEM. 
C 
 




      write (*,*) "Assigning Upper & Lower Bounds on Variables" 
c     all concentrations 
      do i=1,(16*DATA) 
         BLVAR(i) = -50 
         BUVAR(i) = -0.00000001 
      enddo 
 
c     reset values for ionic strength 
      k=0 
      do i=1,DATA 
         BLVAR(15+k) = 0.0 
         BUVAR(15+k) = 0.1 
         k=k+16 
      enddo 
 
c     set tighter bounds on NO since it seems to be screwing up 
      k=0 
      do i=1,12 
c         BLVAR(11+k) = -3.1 
c         BLVAR(12+k) = -2.74 
         k=k+16 
      enddo 
      do i=13,28 
c         BLVAR(11+k) = -3.13 
c         BLVAR(12+k) = -2.73 
         k=k+16 
      enddo 
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      do i=29,36 
c         BLVAR(11+k) = -3.26 
c         BLVAR(12+k) = -4.07 
         k=k+16 
      enddo 
      do i=37,43 
c         BLVAR(11+k) = -2.95 
c         BLVAR(12+k) = -3.47 
         k=k+16 
      enddo 
 
 
c     remove NO2- from model 
      k=0 
      do i=1,DATA 
         BLVAR(4+k) = -50 
         BUVAR(4+k) = -50 
         k=k+16 
      enddo 
 
c     remove N2O3 from model 
      k=0 
      do i=1,DATA 
         BLVAR(13+k) = -50 
         BUVAR(13+k) = -50 
         k=k+16 
      enddo 
 
      j=0 
      do i=1,DATA 
         if (Na(i).eq.0.0) then 
            BUVAR(1+j) = -50 
            BUVAR(8+j) = -50 
            BUVAR(14+j) = -50 
         endif 
         j=j+16 
      enddo 
 
c     Ka1 
      BLVAR(16*DATA + 1) = -4.0 
      BUVAR(16*DATA + 1) = -2.0 
c     Ka2 
      BLVAR(16*DATA + 2) = -50.0 
      BUVAR(16*DATA + 2) = -50.0 
c     K1 
      BLVAR(16*DATA + 3) = -2.0 
      BUVAR(16*DATA + 3) = 2.0 
c     K2 
      BLVAR(16*DATA + 4) = -3.0 
      BUVAR(16*DATA + 4) = -0.0 
c     K3 
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      BLVAR(16*DATA + 5) = -3.0 
      BUVAR(16*DATA + 5) = -0.0 
c     K4 
      BLVAR(16*DATA + 6) = -50.0 
      BUVAR(16*DATA + 6) = -50.0 
c     K5 
      BLVAR(16*DATA + 7) = -3.0 
      BUVAR(16*DATA + 7) = -0.0 
c     K6 
      BLVAR(16*DATA + 8) = -4.0 
      BUVAR(16*DATA + 8) = -0.0 
c     E1 
      BLVAR(16*DATA + 9) = -1.5 
      BUVAR(16*DATA + 9) = -1.0 
C     E2 
      BLVAR(16*DATA + 10) = -2.0 
      BUVAR(16*DATA + 10) = -1.0 
 
 
      j=0 
      do i=1,DATA 
         RAMVAR(1+j) = 'Na+ ' 
         RAMVAR(2+j) = 'H+ ' 
         RAMVAR(3+j) = 'NO3- ' 
         RAMVAR(4+j) = 'NO2- ' 
         RAMVAR(5+j) = 'OH- ' 
         RAMVAR(6+j) = 'HNO3 ' 
         RAMVAR(7+j) = 'HNO2 ' 
         RAMVAR(8+j) = 'NaOH ' 
         RAMVAR(9+j) = 'NO2 ' 
         RAMVAR(10+j) = 'O2 ' 
         RAMVAR(11+j) = 'NO ' 
         RAMVAR(12+j) = 'N2O ' 
         RAMVAR(13+j) = 'N2O3 ' 
         RAMVAR(14+j) = 'NaNO3' 
         RAMVAR(15+j) = 'I ' 
         RAMVAR(16+j) = 'G+- ' 
         j=j+16 
      enddo 
 
      RAMVAR(16*DATA + 1) = 'Ka1 ' 
      RAMVAR(16*DATA + 2) = 'Ka2 ' 
      RAMVAR(16*DATA + 3) = 'K1 ' 
      RAMVAR(16*DATA + 4) = 'K2 ' 
      RAMVAR(16*DATA + 5) = 'K3 ' 
      RAMVAR(16*DATA + 6) = 'K4 ' 
      RAMVAR(16*DATA + 7) = 'K5 ' 
      RAMVAR(16*DATA + 8) = 'K6 ' 
      RAMVAR(16*DATA + 9) = 'E1 ' 





C *   SET FUNCTION LOWER AND UPPER BOUNDS AND NAMES FOR FUNCTIONS   * 
C *   BLCON  -- Bound Lower CONstraints                             * 
C *   BUCON  -- Bound Upper CONstraints                             * 
C *   FUNNAME - UP TO EIGHT CHARACTERS                       * 
C * 
 
      write (*,*) "Assigning Upper & Lower Bounds on Constraints" 
      do i=1,(16*DATA) 
         BLCON(i) = 0.0 
         BUCON(i) = 0.0 
      enddo 
 
c     reset the constraints on log Kb,and log kw 
      j=0 
      do i=1,DATA 
         BLCON(5+j) = log10(kw) 
         BUCON(5+j) = log10(kw) 
c     need to account for Na(i) 
         if (Na(i).eq.1) then 
            BLCON(6+j) = log10(kbase) 
            BUCON(6+j) = log10(kbase) 
         endif 
         j=j+16 
      enddo 
 
      BLCON(16*DATA + 1) = -BIG 
      BUCON(16*DATA + 1) = BIG 
 
      j=0 
      do i=1,DATA 
         RAMCON(1+j) = 'CHARGE BAL' 
         RAMCON(2+j) = 'MB N' 
         RAMCON(3+j) = 'STOICH BAL' 
         RAMCON(4+j) = 'MB Na' 
         RAMCON(5+j) = 'Kw CONSTR' 
         RAMCON(6+j) = 'Kb CONSTR' 
  RAMCON(7+j) = 'Ka1 CONSTR' 
  RAMCON(8+j) = 'Ka2 CONSTR' 
  RAMCON(9+j) = 'K1 CONSTR' 
  RAMCON(10+j)= 'K2 CONSTR' 
         RAMCON(11+j)= 'K3 CONSTR' 
         RAMCON(12+j)= 'K4 CONSTR' 
         RAMCON(13+j)= 'K5 CONSTR' 
         RAMCON(14+j)= 'K6 CONSTR' 
         RAMCON(15+j)= 'IONIC ST' 
         RAMCON(16+j)= 'ACTIVITY' 
         j=j+16 
      enddo 
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C     WRITE(6,*) 'CALLING GRGSUB' 
      CALL GRGSUB(INPRNT,OTPRNT,NCORE,NNVARS,NFUN,MAXBAS, 
     1 
MAXHES,NNOBJ,ATITLE,LVARS,BLVAR,BUVAR,BLCON,BUCON,DEFAUL,FPNEWT, 
     2 FPINIT,FPSTOP,FPSPIV,PPH1EP,NNSTOP,IITLIM,LLMSER,IIPR,IIPN4, 
     3 IIPN5,IIPN6,IIPER,PPSTEP,IIQUAD,LDERIV,MMODCG, 
     4 RAMCON,RAMVAR,AIJTOL,PIVPCT,MXTABU,FFUNPR,CONDTL,IDEGLM, 
     5 FPBOUN,FPDEG,IISCAL,IISCLG,IMEMCG,IIBVBL,XX,IIBV,FCNS, 
     6 INBIND,RMULTS,NONBAS,REDGR,IIUB,NBIND,NNONB,INFORM,Z) 
C     WRITE(6,*) 'EXITING GRGSUB' 
      STOP 





C *******************************************************************  * 
 
      SUBROUTINE GCOMP(G,X) 
 
c     x=DATA*mi + sum(ki,E) 
c     G=DATA*CONSTRAINT EQUATIONS + OBJECTIVE 
c     H=2*DATA 
 
      COMMON /MYSTUF/H,Ab1,Ab2,m0hno3,m0base,m0nano2,m0h2o2,Na 
      COMMON /MYSTUF2/DATAPTS 
      COMMON /MYSTUF3/kw,kbase,t,rho,A,conf1,conf2 
 
      INTEGER j,k,m,DATAPTS 
 
      DOUBLE PRECISION G(*),x(*),H(150),t,rho,kw,kbase,eps,A,b 
c     all arrays below are x(DATA) 
      DOUBLE PRECISION m0base(75),m0hno3(75),m0nano2(75),m0h2o2(75) 
      DOUBLE PRECISION Na(75),mtotal(75),Ab1(75),Ab2(75),conf1(75) 
      DOUBLE PRECISION conf2(75),W(5) 
 
      b=1.2 
 
c      write (*,*) "In GCOMP()" 
c      write (*,*) "m0hno3",m0hno3 
c      write (*,*) "m0base",m0base 
c      write (*,*) "m0h2o2",m0h2o2 
c      write (*,*) "m0nano2",m0nano2 
c      write (*,*) "Ab1",Ab1 
c      write (*,*) "Ab2",Ab2 
 
c      do i=1,684 
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c         write (*,*) x(i),i 
c      enddo 
 
c     determine total concentration 
      do m=1,DATAPTS 
         mtotal(m)=m0hno3(m)+m0base(m)+m0nano2(m)+m0h2o2(m) 
      enddo 
 
      j=0 
      k=0 
      do m=1,DATAPTS 
c     charge bal 
         G(1+j)=(10**x(1+k)+10**x(2+k)-10**x(3+k)-10**x(4+k) 
     &        -10**x(5+k))/mtotal(m) 
c     mass bal N 
         G(2+j)=(m0hno3(m)+m0nano2(m)-10**x(3+k)-10**x(4+k)-10**x(6+k) 
     &        -10**x(7+k)-10**x(9+k)-10**x(11+k)-2*10**x(12+k) 
     &        -2*10**x(13+k)-10**x(14+k))/mtotal(m) 
c     redox bal 
         G(3+j)=(4.*(10**x(10+k)-10**x(13+k))-10**x(9+k)-3.*10**x(11+k) 
     &        -2.*(m0h2o2(m)+10**x(7+k)+10**x(4+k)-m0nano2(m)) 
     &        -8.*10**x(12+k))/mtotal(m) 
c     mass bal Na 
         G(4+j)=(m0base(m)+m0nano2(m)-10**x(1+k)-10**x(8+k)- 
     &        10**x(14+k))*Na(m)/mtotal(m) 
c     kw rxn 
         G(5+j)=(x(2+k)+x(5+k)+2.*x(16+k)) 
c     kb rxn 
         G(6+j)=(-x(8+k)+x(1+k)+x(5+k)+2.*x(16+k))*Na(m) 
c     ka1 rxn 
         G(7+j)=x(16*DATAPTS+1)-x(2+k)-x(3+k)-2.*x(16+k)+x(6+k) 
c     ka2 rxn 
         G(8+j)=(x(16*DATAPTS+2)-x(2+k)-x(4+k)-2.*x(16+k)+x(7+k))*0.0 
c     k1 rxn 
         G(9+j)=x(16*DATAPTS+3)-2.*x(9+k)-0.5*x(10+k)+2.*x(6+k) 
c     k2 rxn 
         G(10+j)=x(16*DATAPTS+4)-x(6+k)-x(7+k)+2.*x(9+k) 
c     k3 rxn 
         G(11+j)=x(16*DATAPTS+5)-2.*x(11+k)-0.5*x(10+k)+2.*x(7+k) 
c     k4 rxn 
         G(12+j)=(x(16*DATAPTS+6)+2.*x(7+k)-x(13+k))*0.0 
c     k5 rxn 
         G(13+j)=x(16*DATAPTS+7)+2.*x(11+k)-x(12+k)-0.5*x(10+k) 
c     k6 rxn 
         G(14+j)=(x(16*DATAPTS+8)+x(14+k)-x(1+k)-x(3+k)-2.*x(16+k))* 
     &        Na(m)*1.0 
c     ionic strength 
         G(15+j)=x(15+k)-0.5*(10**x(1+k)+10**x(2+k)+10**x(3+k) 
     &        + 10**x(4+k)+10**x(5+k)) 
c     activity coef 
         G(16+j)=x(16+k)+A/2.303*(sqrt(x(15+k))/(1.+b*sqrt(x(15+k))) 
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     &        + 2./b*log(1.+1.2*sqrt(x(15+k)))) 
         k=k+16 
         j=j+16 
      enddo 
 
c      write (*,*) "out of eq" 
c      do i=1,16*DATAPTS 
c         write (*,*) "G(",i,")",G(i) 
c      enddo 
c      STOP 
 
      k=0 
      j=0 
 
c     all the parts of the objective function 
c     weights on specific parts of objective function 
      W(1)=10000 
      W(2)=100000 
 
c     construct parts of objective function 
      do m=1,DATAPTS 
         H(1+j)=W(1)*abs((Ab1(m)-10**(x(16*DATAPTS+9)+x(9+k)))) 
         H(2+j)=W(2)*abs((Ab2(m)-10**(x(16*DATAPTS+10)+x(7+k)))) 
         j=j+2 
         k=k+16 
      enddo 
       
      G(16*DATAPTS+1)=0 
c     objective function 
      do j=1,2*DATAPTS 
         G(16*DATAPTS+1)=G(16*DATAPTS+1)+H(j) 
      enddo 
 
      return 
      end 
 
c     *************************************************************** 
      subroutine kb(t,k) 
c     valid from 250 to 325 C 
c     naoh 
      double precision t,k 
 
      k=10**(91651.5/t - 1646.989 - 0.251228*t + 597.461*log10(t) - 
     &      5610500/t**2) 
 
      return 
      end 
 
c     ************************************************************** 
      subroutine Debye(t,p,e,A) 
c     this subroutine calculates the Debye-Huckel slope from the Pitzer Eq. 
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      double precision t,p,e,A 
 
c     use scaling for Debye-Huckel slope 
c     A=0.3910 at t=25 C // Pitzer Thermo of Electrolytes (1977) 
      A=0.3910*sqrt(p/1)*(298.15/t)**1.5*(78.71351/e)**1.5 
      return 
      end 
 
c     ************************************************************* 
      subroutine epsilon(t,p,e) 
c     this subroutine uses the Uematsu and Franck dielectric constant model 
 
      double precision tr,t,p,e,A(10) 
 
      A(1)=7.62571 
      A(2)=244.003 
      A(3)=-140.569 
      A(4)=27.7841 
      A(5)=-96.2805 
      A(6)=41.7909 
      A(7)=-10.2099 
      A(8)=-45.2059 
      A(9)=84.6395 
      A(10)=-35.8644 
 
      tr=t/298.15 
      e=1. + A(1)*p/tr + p**2*(A(2)/tr + A(3) + A(4)*tr) 
     &     + p**3*(A(5)/tr + A(6)*tr + A(7)*tr**2) 
     &     + p**4*(A(8)/tr**2 + A(9)/tr + A(10)) 
 
      return 
      end 
 
c     ************************************************************ 
      subroutine kwater(t,p,k) 
c     this subroutine uses the Franck and Marshall Kw model 
 
      double precision t,p,k 
 
      k=10**(-4.098 - 3245.2/t + 2.2362e5/t**2 - 3.984e7/t**3 + 
     &    log10(p)*(13.957 - 1262.3/t + 8.5641e5/t**2)) 
      return 
      end 
 








This FORTRAN subroutine was an adaptation to the Nitrate Opimization 
Program described in Appendix A.  It takes the data used to determine the 
equilibria constants and extinction coefficients and determines the error 
associated with the calculation of these values.  This is only a measure of the error 
of the model in determining the correct parameter and not a measure of the 
experimental error associated in obtaining the data points.  This program works 
by taking the data set to calculate the parameters at a given temperature and 
pressure, and removing one data point at a time to determine the effect it has on 
the optimization solution.  Therefore, if 45 data points were do be used, the 
program in Appendix A was implemented 45 times using only 44 of the data 
points.  The variance in the optimization solutions, therefore, gives statistical 
information on the reliability of the solution set. 
  
 
c     last updated: 6/15/98 
 
C   SET PROBLEM SIZE AND OBJECTIVE 
      IMPLICIT  DOUBLE PRECISION(A-H,O-Z),INTEGER(I,J,L,M,N) 
      INTEGER DATA 
C   *DATA -- NUMBER OF DATA POINTS TO BE FITTED                    * 
      PARAMETER (DATA = 45) 
      PARAMETER (NCORE = 750000) 
c     NCORE PREVIOSLY = 250000 small scale 
      PARAMETER (NNVARS = 16*DATA + 10) 
      PARAMETER (NFUN   = 16*DATA + 1) 
      PARAMETER (NNOBJ = 16*DATA + 1) 
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      PARAMETER (MAXBAS = NFUN) 
      PARAMETER (MAXHES = NNVARS) 
 
      COMMON /DBUG/ DEBUG 
      LOGICAL DEBUG 
      COMMON /IOUNIT/ IOIN, IOOUT, IODUMP, IOERR, IOTERM 
      COMMON /MYSTUF/H,Ab1,Ab2,m0hno3,m0base,m0nano2,m0h2o2,Na 
      COMMON /MYSTUF2/DATAPTS 
      COMMON /MYSTUF3/kw,kbase,t,rho,A,conf1,conf2 
 
      INTEGER*4 LVARS(NNVARS) 
      CHARACTER*8 RAMCON, RAMVAR 
      LOGICAL INPRNT,OTPRNT 
      DIMENSION BLVAR(NNVARS),BUVAR(NNVARS),BLCON(NFUN),BUCON(NFUN) 
      DIMENSION XX(NNVARS),FCNS(NFUN),RMULTS(NFUN),IIBV(NFUN) 
      DIMENSION RAMCON(NFUN),RAMVAR(NNVARS),INBIND(NFUN),IIUB(NFUN) 
      DIMENSION NONBAS(NNVARS),REDGR(NNVARS),DEFAUL(41),Z(NCORE) 
      CHARACTER*76 ATITLE 
      DOUBLE PRECISION H(150),Ab1(75),Ab2(75),m0hno3(75) 
      DOUBLE PRECISION m0nano2(75),m0h2o2(75),m0base(75),Na(75) 
      INTEGER DATAPTS,SET 
      DOUBLE PRECISION kw,kbase,t,rho,A,eps,conf1(75),conf2(75) 
      CHARACTER*10 FILE 
 
      DATA ATITLE/'NITRATE EQUILIBRIA FITTING PROCEDURE'/ 
      DATA RAMCON/NFUN*'        '/ 
      DATA RAMVAR/NNVARS*'        '/ 
      DATA BIG/1.D31/ 
 
      DATAPTS=DATA 
 
      write (*,*) "Data Set > " 
      read (*,*) SET 
 
C     SET LOGICAL I/O UNITS 
 
      IOIN =  1 
      IOOUT = 2 
      IOERR = 2 
      IOTERM = 8 
 
C ******************************************************************* 
C  SET INTIAL VALUES 
 
      open (99,file='xinit.dat') 
      open (98,file='data.dat') 
      open (97,file='conf1.dat') 
      open (96,file='conf2.dat') 
 
      write (*,*) "Reading initialization file" 
      do i=1,NNVARS 
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         read (99,20) XX(i) 
 20      format(f21.16) 
c         write (*,*) xx(i),i 
      enddo 
 
      do i=1,DATAPTS 
c     set Na(i) = 1 for true at each data point 
         Na(i)=1.0 
      enddo 
 
      k=0 
c     find those data points that do not contain sodium 
      do i=1,DATAPTS 
         if(XX(1+k).lt.-45.0) then 
            Na(i) = 0.0 
c            write (*,*) "Na ",i,Na(i) 
         endif 
         k=k+16 
      enddo 
 
      write (*,*) "Reading data file" 
      do i=1,DATAPTS 
         read (98,35) m0hno3(i), m0base(i), m0h2o2(i), m0nano2(i), 
     &        Ab1(i), Ab2(i) 
c         read (97,36) conf1(i) 
c         read (96,36) conf2(i) 
         conf1(i)=1.0 
         conf2(i)=1.0 
 35      format (f9.6,f10.7,f8.5,f10.7,2f12.9) 
 36      format (f3.1) 
c         write (*,*) i,m0hno3(i),m0base(i),m0h2o2(i),m0nano2(i), 
c     &        Ab1(i),Ab2(i) 
c     this corrects for the fact that the data is in O2 and the model 
c     accounts for H2O2 
         m0h2o2(i)=2*m0h2o2(i) 
      enddo 
 
      close (99) 
      close (98) 
 
c     set temperature and density 
      if (SET.eq.1) then 
         t=380+273.15 
         rho=0.506380 
      endif 
      if (SET.eq.2) then 
         t=380+273.15 
         rho=0.542991 
      endif 
      if (SET.eq.3) then 
         t=380+273.15 
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         rho=0.567060 
      endif 
      if (SET.eq.4) then 
         t=380+273.15 
         rho=0.600454 
      endif 
 
      if (SET.eq.5) then 
         t=400+273.15 
         rho=0.242580 
      endif 
      if (SET.eq.6) then 
         t=400+273.15 
         rho=0.395498 
      endif 
      if (SET.eq.7) then 
         t=400+273.15 
         rho=0.467696 
      endif 
      if (SET.eq.8) then 
         t=400+273.15 
         rho=0.533327 
      endif 
 
      write (*,*) "Temp (K)",t 
      write (*,*) "Density (g/cm^3)",rho 
      write (*,*) "Determining Constants" 
c     determine Kb and Kw 
      call kwater(t,rho,kw) 
      call epsilon(t,rho,eps) 
      call kb(t,kbase) 
      call Debye(t,rho,eps,A) 
 
      write (*,*) "     Kw",kw 
      write (*,*) "     Kb",kbase 




CC  OTHER STUFF 
 
      INPRNT = .TRUE. 
      OTPRNT = .TRUE. 
      DEBUG =  .FALSE. 
 
      LVARS(1) = 0 
 
      DO 10 I=1,41 
10    DEFAUL(I) = 1.0D0 
 
c      DEFAUL(9) = 0.0D0 
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c      IIPR = 1 
 
c     tuned parameters 
 
      DEFAUL(1) = 0.0 
      FPNEWT=1d-8 
      DEFAUL(2) = 0.0 
      FPINIT=1d-4 
      DEFAUL(3) = 0.0 
      FPSTOP=1d-4 
      DEFAUL(6) = 0.0 
      NNSTOP=15 
c      DEFAUL(8) = 0.0 
c      LLMSER=200 
c      DEFAUL(14) = 0.0 
c      PPSTEP=1e-13 
      DEFAUL(15) = 0.0 
      IIQUAD=1 
      DEFAUL(18) = 0.0 
c      DEFAUL(28) = 0.0 
c      IISCAL=1 
c      DEFAUL(29) = 0.0 
c      IISCLG=200 
      DEFAUL(19) = 1.0D0 
c     Hard bounds held 
      DEFAUL(34) = 0.0 
      DEFAUL(38) = 0.0 
 
C 
C   THIS NEXT STATEMENT IS CONVENIENT FOR PC'S. 
C   YOU MAY WISH TO DELETE IT FOR MAINFRAMES,AND 
C   LINK LOGICAL AND ACTUAL FILENAMES OUTSIDE THE LSGRG2 
C   SYSTEM. 
C 
 




      write (*,*) "Assigning Upper & Lower Bounds on Variables" 
c     all concentrations 
      do i=1,(16*DATA) 
         BLVAR(i) = -50 
         BUVAR(i) = -0.00000001 
      enddo 
 
c     reset values for ionic strength 
      k=0 
      do i=1,DATA 
         BLVAR(15+k) = 0.0 
         BUVAR(15+k) = 0.1 
240 
         k=k+16 
      enddo 
 
c     set tighter bounds on NO since it seems to be screwing up 
      k=0 
      do i=1,12 
c         BLVAR(11+k) = -3.1 
c         BLVAR(12+k) = -2.74 
         k=k+16 
      enddo 
      do i=13,28 
c         BLVAR(11+k) = -3.13 
c         BLVAR(12+k) = -2.73 
         k=k+16 
      enddo 
      do i=29,36 
c         BLVAR(11+k) = -3.26 
c         BLVAR(12+k) = -4.07 
         k=k+16 
      enddo 
      do i=37,43 
c         BLVAR(11+k) = -2.95 
c         BLVAR(12+k) = -3.47 
         k=k+16 
      enddo 
 
 
c     remove NO2- from model 
      k=0 
      do i=1,DATA 
         BLVAR(4+k) = -50 
         BUVAR(4+k) = -50 
         k=k+16 
      enddo 
 
c     remove N2O3 from model 
      k=0 
      do i=1,DATA 
         BLVAR(13+k) = -50 
         BUVAR(13+k) = -50 
         k=k+16 
      enddo 
 
      j=0 
      do i=1,DATA 
         if (Na(i).eq.0.0) then 
            BUVAR(1+j) = -50 
            BUVAR(8+j) = -50 
            BUVAR(14+j) = -50 
         endif 
         j=j+16 
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      enddo 
 
c     Ka1 
      BLVAR(16*DATA + 1) = -4.0 
      BUVAR(16*DATA + 1) = -2.0 
c     Ka2 
      BLVAR(16*DATA + 2) = -50.0 
      BUVAR(16*DATA + 2) = -50.0 
c     K1 
      BLVAR(16*DATA + 3) = -2.0 
      BUVAR(16*DATA + 3) = 2.0 
c     K2 
      BLVAR(16*DATA + 4) = -3.0 
      BUVAR(16*DATA + 4) = -0.0 
c     K3 
      BLVAR(16*DATA + 5) = -3.0 
      BUVAR(16*DATA + 5) = -0.0 
c     K4 
      BLVAR(16*DATA + 6) = -50.0 
      BUVAR(16*DATA + 6) = -50.0 
c     K5 
      BLVAR(16*DATA + 7) = -3.0 
      BUVAR(16*DATA + 7) = -0.0 
c     K6 
      BLVAR(16*DATA + 8) = -4.0 
      BUVAR(16*DATA + 8) = -0.0 
c     E1 
      BLVAR(16*DATA + 9) = -1.5 
      BUVAR(16*DATA + 9) = -1.0 
C     E2 
      BLVAR(16*DATA + 10) = -2.0 
      BUVAR(16*DATA + 10) = -1.0 
 
 
      j=0 
      do i=1,DATA 
         RAMVAR(1+j) = 'Na+ ' 
         RAMVAR(2+j) = 'H+ ' 
         RAMVAR(3+j) = 'NO3- ' 
         RAMVAR(4+j) = 'NO2- ' 
         RAMVAR(5+j) = 'OH- ' 
         RAMVAR(6+j) = 'HNO3 ' 
         RAMVAR(7+j) = 'HNO2 ' 
         RAMVAR(8+j) = 'NaOH ' 
         RAMVAR(9+j) = 'NO2 ' 
         RAMVAR(10+j) = 'O2 ' 
         RAMVAR(11+j) = 'NO ' 
         RAMVAR(12+j) = 'N2O ' 
         RAMVAR(13+j) = 'N2O3 ' 
         RAMVAR(14+j) = 'NaNO3' 
         RAMVAR(15+j) = 'I ' 
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         RAMVAR(16+j) = 'G+- ' 
         j=j+16 
      enddo 
 
      RAMVAR(16*DATA + 1) = 'Ka1 ' 
      RAMVAR(16*DATA + 2) = 'Ka2 ' 
      RAMVAR(16*DATA + 3) = 'K1 ' 
      RAMVAR(16*DATA + 4) = 'K2 ' 
      RAMVAR(16*DATA + 5) = 'K3 ' 
      RAMVAR(16*DATA + 6) = 'K4 ' 
      RAMVAR(16*DATA + 7) = 'K5 ' 
      RAMVAR(16*DATA + 8) = 'K6 ' 
      RAMVAR(16*DATA + 9) = 'E1 ' 




C *   SET FUNCTION LOWER AND UPPER BOUNDS AND NAMES FOR FUNCTIONS   * 
C *   BLCON  -- Bound Lower CONstraints                             * 
C *   BUCON  -- Bound Upper CONstraints                             * 
C *   FUNNAME - UP TO EIGHT CHARACTERS                       * 
C * 
 
      write (*,*) "Assigning Upper & Lower Bounds on Constraints" 
      do i=1,(16*DATA) 
         BLCON(i) = 0.0 
         BUCON(i) = 0.0 
      enddo 
 
c     reset the constraints on log Kb,and log kw 
      j=0 
      do i=1,DATA 
         BLCON(5+j) = log10(kw) 
         BUCON(5+j) = log10(kw) 
c     need to account for Na(i) 
         if (Na(i).eq.1) then 
            BLCON(6+j) = log10(kbase) 
            BUCON(6+j) = log10(kbase) 
         endif 
         j=j+16 
      enddo 
 
      BLCON(16*DATA + 1) = -BIG 
      BUCON(16*DATA + 1) = BIG 
 
      j=0 
      do i=1,DATA 
         RAMCON(1+j) = 'CHARGE BAL' 
         RAMCON(2+j) = 'MB N' 
         RAMCON(3+j) = 'STOICH BAL' 
         RAMCON(4+j) = 'MB Na' 
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         RAMCON(5+j) = 'Kw CONSTR' 
         RAMCON(6+j) = 'Kb CONSTR' 
  RAMCON(7+j) = 'Ka1 CONSTR' 
  RAMCON(8+j) = 'Ka2 CONSTR' 
  RAMCON(9+j) = 'K1 CONSTR' 
  RAMCON(10+j)= 'K2 CONSTR' 
         RAMCON(11+j)= 'K3 CONSTR' 
         RAMCON(12+j)= 'K4 CONSTR' 
         RAMCON(13+j)= 'K5 CONSTR' 
         RAMCON(14+j)= 'K6 CONSTR' 
         RAMCON(15+j)= 'IONIC ST' 
         RAMCON(16+j)= 'ACTIVITY' 
         j=j+16 
      enddo 
 




C     WRITE(6,*) 'CALLING GRGSUB' 
      CALL GRGSUB(INPRNT,OTPRNT,NCORE,NNVARS,NFUN,MAXBAS, 
     1 
MAXHES,NNOBJ,ATITLE,LVARS,BLVAR,BUVAR,BLCON,BUCON,DEFAUL,FPNEWT, 
     2 FPINIT,FPSTOP,FPSPIV,PPH1EP,NNSTOP,IITLIM,LLMSER,IIPR,IIPN4, 
     3 IIPN5,IIPN6,IIPER,PPSTEP,IIQUAD,LDERIV,MMODCG, 
     4 RAMCON,RAMVAR,AIJTOL,PIVPCT,MXTABU,FFUNPR,CONDTL,IDEGLM, 
     5 FPBOUN,FPDEG,IISCAL,IISCLG,IMEMCG,IIBVBL,XX,IIBV,FCNS, 
     6 INBIND,RMULTS,NONBAS,REDGR,IIUB,NBIND,NNONB,INFORM,Z) 
C     WRITE(6,*) 'EXITING GRGSUB' 
      STOP 





C *******************************************************************  * 
 
      SUBROUTINE GCOMP(G,X) 
 
c     x=DATA*mi + sum(ki,E) 
c     G=DATA*CONSTRAINT EQUATIONS + OBJECTIVE 
c     H=2*DATA 
 
      COMMON /MYSTUF/H,Ab1,Ab2,m0hno3,m0base,m0nano2,m0h2o2,Na 
      COMMON /MYSTUF2/DATAPTS 
      COMMON /MYSTUF3/kw,kbase,t,rho,A,conf1,conf2 
 
      INTEGER j,k,m,DATAPTS 
 
      DOUBLE PRECISION G(*),x(*),H(150),t,rho,kw,kbase,eps,A,b 
c     all arrays below are x(DATA) 
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      DOUBLE PRECISION m0base(75),m0hno3(75),m0nano2(75),m0h2o2(75) 
      DOUBLE PRECISION Na(75),mtotal(75),Ab1(75),Ab2(75),conf1(75) 
      DOUBLE PRECISION conf2(75),W(5) 
 
      b=1.2 
 
c      write (*,*) "In GCOMP()" 
c      write (*,*) "m0hno3",m0hno3 
c      write (*,*) "m0base",m0base 
c      write (*,*) "m0h2o2",m0h2o2 
c      write (*,*) "m0nano2",m0nano2 
c      write (*,*) "Ab1",Ab1 
c      write (*,*) "Ab2",Ab2 
 
c      do i=1,684 
c         write (*,*) x(i),i 
c      enddo 
 
c     determine total concentration 
      do m=1,DATAPTS 
         mtotal(m)=m0hno3(m)+m0base(m)+m0nano2(m)+m0h2o2(m) 
      enddo 
 
      j=0 
      k=0 
      do m=1,DATAPTS 
c     charge bal 
         G(1+j)=(10**x(1+k)+10**x(2+k)-10**x(3+k)-10**x(4+k) 
     &        -10**x(5+k))/mtotal(m) 
c     mass bal N 
         G(2+j)=(m0hno3(m)+m0nano2(m)-10**x(3+k)-10**x(4+k)-10**x(6+k) 
     &        -10**x(7+k)-10**x(9+k)-10**x(11+k)-2*10**x(12+k) 
     &        -2*10**x(13+k)-10**x(14+k))/mtotal(m) 
c     redox bal 
         G(3+j)=(4.*(10**x(10+k)-10**x(13+k))-10**x(9+k)-3.*10**x(11+k) 
     &        -2.*(m0h2o2(m)+10**x(7+k)+10**x(4+k)-m0nano2(m)) 
     &        -8.*10**x(12+k))/mtotal(m) 
c     mass bal Na 
         G(4+j)=(m0base(m)+m0nano2(m)-10**x(1+k)-10**x(8+k)- 
     &        10**x(14+k))*Na(m)/mtotal(m) 
c     kw rxn 
         G(5+j)=(x(2+k)+x(5+k)+2.*x(16+k)) 
c     kb rxn 
         G(6+j)=(-x(8+k)+x(1+k)+x(5+k)+2.*x(16+k))*Na(m) 
c     ka1 rxn 
         G(7+j)=x(16*DATAPTS+1)-x(2+k)-x(3+k)-2.*x(16+k)+x(6+k) 
c     ka2 rxn 
         G(8+j)=(x(16*DATAPTS+2)-x(2+k)-x(4+k)-2.*x(16+k)+x(7+k))*0.0 
c     k1 rxn 
         G(9+j)=x(16*DATAPTS+3)-2.*x(9+k)-0.5*x(10+k)+2.*x(6+k) 
c     k2 rxn 
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         G(10+j)=x(16*DATAPTS+4)-x(6+k)-x(7+k)+2.*x(9+k) 
c     k3 rxn 
         G(11+j)=x(16*DATAPTS+5)-2.*x(11+k)-0.5*x(10+k)+2.*x(7+k) 
c     k4 rxn 
         G(12+j)=(x(16*DATAPTS+6)+2.*x(7+k)-x(13+k))*0.0 
c     k5 rxn 
         G(13+j)=x(16*DATAPTS+7)+2.*x(11+k)-x(12+k)-0.5*x(10+k) 
c     k6 rxn 
         G(14+j)=(x(16*DATAPTS+8)+x(14+k)-x(1+k)-x(3+k)-2.*x(16+k))* 
     &        Na(m)*1.0 
c     ionic strength 
         G(15+j)=x(15+k)-0.5*(10**x(1+k)+10**x(2+k)+10**x(3+k) 
     &        + 10**x(4+k)+10**x(5+k)) 
c     activity coef 
         G(16+j)=x(16+k)+A/2.303*(sqrt(x(15+k))/(1.+b*sqrt(x(15+k))) 
     &        + 2./b*log(1.+1.2*sqrt(x(15+k)))) 
         k=k+16 
         j=j+16 
      enddo 
 
c      write (*,*) "out of eq" 
c      do i=1,16*DATAPTS 
c         write (*,*) "G(",i,")",G(i) 
c      enddo 
c      STOP 
 
      k=0 
      j=0 
 
c     all the parts of the objective function 
c     weights on specific parts of objective function 
      W(1)=10000 
      W(2)=100000 
 
c     construct parts of objective function 
      do m=1,DATAPTS 
         H(1+j)=W(1)*abs((Ab1(m)-10**(x(16*DATAPTS+9)+x(9+k)))) 
         H(2+j)=W(2)*abs((Ab2(m)-10**(x(16*DATAPTS+10)+x(7+k)))) 
         j=j+2 
         k=k+16 
      enddo 
       
      G(16*DATAPTS+1)=0 
c     objective function 
      do j=1,2*DATAPTS 
         G(16*DATAPTS+1)=G(16*DATAPTS+1)+H(j) 
      enddo 
 
      return 
      end 
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c     *************************************************************** 
      subroutine kb(t,k) 
c     valid from 250 to 325 C 
c     naoh 
      double precision t,k 
 
      k=10**(91651.5/t - 1646.989 - 0.251228*t + 597.461*log10(t) - 
     &      5610500/t**2) 
 
      return 
      end 
 
c     ************************************************************** 
      subroutine Debye(t,p,e,A) 
c     this subroutine calculates the Debye-Huckel slope from the Pitzer Eq. 
 
      double precision t,p,e,A 
 
c     use scaling for Debye-Huckel slope 
c     A=0.3910 at t=25 C // Pitzer Thermo of Electrolytes (1977) 
      A=0.3910*sqrt(p/1)*(298.15/t)**1.5*(78.71351/e)**1.5 
      return 
      end 
 
c     ************************************************************* 
      subroutine epsilon(t,p,e) 
c     this subroutine uses the Uematsu and Franck dielectric constant model 
 
      double precision tr,t,p,e,A(10) 
 
      A(1)=7.62571 
      A(2)=244.003 
      A(3)=-140.569 
      A(4)=27.7841 
      A(5)=-96.2805 
      A(6)=41.7909 
      A(7)=-10.2099 
      A(8)=-45.2059 
      A(9)=84.6395 
      A(10)=-35.8644 
 
      tr=t/298.15 
      e=1. + A(1)*p/tr + p**2*(A(2)/tr + A(3) + A(4)*tr) 
     &     + p**3*(A(5)/tr + A(6)*tr + A(7)*tr**2) 
     &     + p**4*(A(8)/tr**2 + A(9)/tr + A(10)) 
 
      return 
      end 
 
c     ************************************************************ 
      subroutine kwater(t,p,k) 
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c     this subroutine uses the Franck and Marshall Kw model 
 
      double precision t,p,k 
 
      k=10**(-4.098 - 3245.2/t + 2.2362e5/t**2 - 3.984e7/t**3 + 
     &    log10(p)*(13.957 - 1262.3/t + 8.5641e5/t**2)) 
      return 
      end 
 




Appendix C: Jackknife Program 
 
 
This FORTRAN subroutine was written to take the equilibrium constants 
and extinction coefficients determined from the Nitrate Bootstrap Optimization 
Program described in Appendix B and perform statistical manipulations to 
determine the error bars associated with the solution set obtained.    
 
 
      double precision ka(75),k1(75),k2(75),k3(75),k5(75),k6(75) 
      double precision E1(75),E2(75) 
      double precision Kaavg,Kasd,SUMa 
      double precision K1avg,K1sd,SUM1 
      double precision K2avg,K2sd,SUM2 
      double precision K3avg,K3sd,SUM3 
      double precision K5avg,K5sd,SUM5 
      double precision K6avg,K6sd,SUM6 
      double precision E1avg,E1sd,SUME1 
      double precision E2avg,E2sd,SUME2 
      character*16 NAME 
      double precision DATAPTS,temp 
      double precision Za(75),Z1(75),Z2(75),Z3(75),Z4(75) 
      double precision Z5(75),Z6(75),ZE1(75),ZE2(75) 
      double precision Zatop,Zabot,Z1top,Z1bot,Z2top,Z2bot 
      double precision Z3top,Z3bot,Z5top,Z5bot,Z6top,Z6bot 
      double precision Ze1top,Ze1bot,Ze2top,Ze2bot 
      double precision katop,kabot,k1top,k1bot,k2top,k2bot 
      double precision k3top,k3bot,k5top,k5bot,k6top,k6bot 
      double precision e1top,e1bot,e2top,e2bot 
      integer top,bottom 
 
      Kaavg=0.0 
      K1avg=0.0 
      K2avg=0.0 
      K3avg=0.0 
      K5avg=0.0 
      K6avg=0.0 
      E1avg=0.0 
      E2avg=0.0 
 
c     determine which file to use 
      write (*,*) "Enter file name> " 
      read (*,*) NAME 
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c      write (*,*) NAME 
 
c     determine number of jackknifes 
      write (*,*) "Number of data points> " 
      read (*,*) DATAPTS 
 
c     read in jackknifes 
      open(15,file=NAME) 
      read (15,*) 
      do i=1,DATAPTS 
         read (15,15) ka(i),k1(i),k2(i),k3(i),k5(i),k6(i),E1(i),E2(i) 
c         write (*,15) ka(i),k1(i),k2(i),k3(i),k5(i),k6(i) 
      enddo 
 15   format (8f7.3) 
      open(16,file='knife.dat') 
 
c     determine average 
      do i=1,DATAPTS 
         Kaavg=Kaavg+ka(i) 
         K1avg=K1avg+k1(i) 
         K2avg=K2avg+k2(i) 
         K3avg=K3avg+k3(i) 
         K5avg=K5avg+k5(i) 
         K6avg=K6avg+k6(i) 
  E1avg=E1avg+E1(i) 
  E2avg=E2avg+E2(i) 
      enddo 
 
      Kaavg=Kaavg/DATAPTS 
      K1avg=K1avg/DATAPTS 
      K2avg=K2avg/DATAPTS 
      K3avg=K3avg/DATAPTS 
      K5avg=K5avg/DATAPTS 
      K6avg=K6avg/DATAPTS 
      E1avg=E1avg/DATAPTS 
      E2avg=E2avg/DATAPTS 
 
c      write (*,*) "Kaavg",Kaavg 
c      write (*,*) "K1avg",K1avg 
c      write (*,*) "K2avg",K2avg 
c      write (*,*) K3avg 
c      write (*,*) K5avg 
c      write (*,*) K6avg 
 
c     determine standard deviation 
      do i=1,DATAPTS 
         SUMa=(ka(i)-Kaavg)**2 
         SUM1=(k1(i)-K1avg)**2 
         SUM2=(k2(i)-K2avg)**2 
         SUM3=(k3(i)-K3avg)**2 
         SUM5=(k5(i)-K5avg)**2 
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         SUM6=(k6(i)-K6avg)**2 
  SUME1=(E1(i)-E1avg)**2 
  SUME2=(E2(i)-E2avg)**2 
      enddo 
 
      Kasd=sqrt((DATAPTS-1)/DATAPTS*SUMa) 
      K1sd=sqrt((DATAPTS-1)/DATAPTS*SUM1) 
      K2sd=sqrt((DATAPTS-1)/DATAPTS*SUM2) 
      K3sd=sqrt((DATAPTS-1)/DATAPTS*SUM3) 
      K5sd=sqrt((DATAPTS-1)/DATAPTS*SUM5) 
      K6sd=sqrt((DATAPTS-1)/DATAPTS*SUM6) 
      E1sd=sqrt((DATAPTS-1)/DATAPTS*SUME1) 
      E2sd=sqrt((DATAPTS-1)/DATAPTS*SUME2) 
 
c      write (*,*) "sd",kasd 
c      write (*,*) k1sd 
c      write (*,*) k2sd 
c      write (*,*) k3sd 
c      write (*,*) k5sd 
c      write (*,*) k6sd 
 
      do i=1,DATAPTS 
         Za(i)=(ka(i)-kaavg)/kasd 
         Z1(i)=(k1(i)-k1avg)/k1sd 
         Z2(i)=(k2(i)-k2avg)/k2sd 
         Z3(i)=(k3(i)-k3avg)/k3sd 
         Z5(i)=(k5(i)-k5avg)/k5sd 
         Z6(i)=(k6(i)-k6avg)/k6sd 
         ZE1(i)=(E1(i)-e1avg)/e1sd 
         ZE2(i)=(E2(i)-e2avg)/e2sd 
      enddo 
 
      top=DATAPTS*0.05 
      bottom=DATAPTS*0.95 
 
c     sort out Z's 
      i=1 
      do while (i.lt.DATAPTS)  
         j=DATAPTS 
         do while (j.gt.i)  
            if (Za(j-1).lt.Za(j)) then 
               temp=Za(j-1) 
               Za(j-1)=Za(j) 
               Za(j)=temp 
            endif 
            if (Z1(j-1).lt.Z1(j)) then 
               temp=Z1(j-1) 
               Z1(j-1)=Z1(j) 
               Z1(j)=temp 
            endif 
            if (Z2(j-1).lt.Z2(j)) then 
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               temp=Z2(j-1) 
               Z2(j-1)=Z2(j) 
               Z2(j)=temp 
            endif 
            if (Z3(j-1).lt.Z3(j)) then 
               temp=Z3(j-1) 
               Z3(j-1)=Z3(j) 
               Z3(j)=temp 
            endif 
            if (Z5(j-1).lt.Z5(j)) then 
               temp=Z5(j-1) 
               Z5(j-1)=Z5(j) 
               Z5(j)=temp 
            endif 
            if (Z6(j-1).lt.Z6(j)) then 
               temp=Z6(j-1) 
               Z6(j-1)=Z6(j) 
               Z6(j)=temp 
            endif 
            if (ZE1(j-1).lt.ZE1(j)) then 
               temp=ZE1(j-1) 
               ZE1(j-1)=ZE1(j) 
               ZE1(j)=temp 
            endif 
            if (ZE2(j-1).lt.ZE2(j)) then 
               temp=ZE2(j-1) 
               ZE2(j-1)=ZE2(j) 
               ZE2(j)=temp 
            endif 
            j=j-1 
         enddo 
         i=i+1 
      enddo 
 
      i=1 
c      do while (i.lt.DATAPTS+1) 
c         write (16,*) Z1(i) 
c         i=i+1 
c      enddo 
 
      Zatop=Za(top) 
      Zabot=Za(bottom) 
      katop=kaavg-Zatop*kasd 
      kabot=kaavg-Zabot*kasd 
 
      Z1top=Z1(top) 
      Z1bot=Z1(bottom) 
      k1top=k1avg-Z1top*k1sd 
      k1bot=k1avg-Z1bot*k1sd 
 
      Z2top=Z2(top) 
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      Z2bot=Z2(bottom) 
      k2top=k2avg-Z2top*k2sd 
      k2bot=k2avg-Z2bot*k2sd 
 
      Z3top=Z3(top) 
      Z3bot=Z3(bottom) 
      k3top=k3avg-Z3top*k3sd 
      k3bot=k3avg-Z3bot*k3sd 
 
      Z5top=Z5(top) 
      Z5bot=Z5(bottom) 
      k5top=k5avg-Z5top*k5sd 
      k5bot=k5avg-Z5bot*k5sd 
 
      Z6top=Z6(top) 
      Z6bot=Z6(bottom) 
      k6top=k6avg-Z6top*k6sd 
      k6bot=k6avg-Z6bot*k6sd 
 
      Ze1top=ZE1(top) 
      Ze1bot=ZE1(bottom) 
      e1top=e1avg-Ze1top*e1sd 
      e1bot=e1avg-Ze1bot*e1sd 
 
      Ze2top=ZE2(top) 
      Ze2bot=ZE2(bottom) 
      e2top=e2avg-Ze2top*e2sd 
      e2bot=e2avg-Ze2bot*e2sd 
 
      write (16,*) 
 
      write (16,*) "Averages" 
      write (16,16) Kaavg,K1avg,K2avg,K3avg,K5avg,K6avg,E1avg,E2avg 
      write (16,*) "Standard Errors" 
      write (16,16) Kasd,K1sd,K2sd,K3sd,K5sd,K6sd,E1sd,E2sd 
      write (16,*) " " 
      write (16,16) katop,k1top,k2top,k3top,k5top,k6top,e1top,e2top 
      write (16,16) kabot,k1bot,k2bot,k3bot,k5bot,k6bot,e1bot,e2bot 
      write (16,*) " " 
      write (16,16) Zatop,Z1top,Z2top,Z3top,Z5top,Z6top,Ze1top,Ze2top 
      write (16,16) Zabot,Z1bot,Z2bot,Z3bot,Z5bot,Z6bot,ZE1bot,ZE2bot 
 16   format (8f9.4) 
 
      close(15) 
      close(16) 
      end 
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Appendix D: Reaction Cells and Equipment 
The development of experimental apparatuses to handle the harsh 
conditions of high temperature supercritical fluids has been enhanced.  The use of 
a piston delivery system allows highly corrosive solutions to be delivered with 
minimal contact to key components as shown in Chapter 2 or solutions that need 
to be maintained under pressure to eliminate exposure to the atmosphere as shown 
in Chapter 4.  However, despite the added benefit of removing the contact with 
corrosive solutions or oxygen, the use of this system does make experimentation 
more difficult.  The frequency of broken windows due to thermal shock is 
significantly increased.  Therefore, great care should be taken to ensure that the 
flow rate is set to 2 mL/min or slower when operating at temperatures above 
350°C. 
The development of new reaction cells has aided in the development of 
nanocrystals synthesized within high temperature supercritical fluids.  In the first 
study of nanocrystal synthesis of silicon, a titanium grade 2 reactor was used that 
had a volume of 200 µL.  It quickly became apparent, that larger volumes were 
required to perform the analysis of these particles.  Techniques such as X-ray 
diffraction (XRD), X-ray photoelectron spectroscopy (XPS), and size selective 
precipitation require substantial masses of crystalline material.  Furthermore, 
these small reactors have increased sealing difficulties and failures due to the use 
of sapphire windows.  Therefore, two new types of reactors were developed to 
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allow quick exploratory reactions (1 mL volume) and obtain large quantities (10 
mL volume).  Both of these reactors are outlined in Chapter 6 and are based upon 
a similar design, which consists of a batch-type reactor sealed with a standard HIP 
(High Pressure Equipment, Erie, PA) connection.  In addition, these cells are 
durable, easily machined, and use standard fittings. 
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Appendix E: Quantum Yield Calculations 
 The determination of quantum yield is important in determining the 
intensity output of a luminescent species.  It is defined as the number of photons 
emitted divided by the number of photons absorbed yielding an upper limit of  
ϕf = 1.  The difficulty in determining the quantum yield is created by the difficulty 
in obtaining the correct fluorescence intensity, which is a function of the intensity 
of the lamp.  Since the intensity of the lamp is typically a function of the 
wavelength, difficulties arise in comparing the fluorescence of one substance 
measured at a different excitation wavelength than another.  For example, the 
intensity of a xenon lamp will give nearly 8 times more intense light at 475 nm 
compared to 250 nm.  Therefore, any fluorescence spectra should be corrected for 
differences in the intensity of the excitation source.  In addition, the emission 
spectra have to be corrected for the difference in the response that the 
photomultiplier tube has at different wavelengths.  Therefore, the use of a 
corrected fluorometer is essential in the determination of quantum yields. 
 To determine the quantum yield of an unknown species, a standard of 
known efficiency is chosen.  While there are several potential standards, care has 
to be taken that correct conditions are applied.  Factors such as the amount of 
oxygen, concentration, excitation wavelength, etc. may all affect the emission 
spectra for the standard.  Here, quinine bisulfate has been chosen to be the 
quantum yield standard with a known efficiency of ϕf = 0.57 in 0.1 N sulfuric 
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acid.  Using Equation A1, the quantum yield may be determined for an unknown 










ϕϕ =      (A1) 
where, F is the fluorescence emission area; A is the absorbance at the excitation 
wavelength λEx; and d is the dilution of the sample (if any) between absorbance 
and fluorescence. 
 To ensure that the fluorometer used in determining the quantum yield of 
the germanium nanoparticles described in Chapter 6 was being corrected 
properly, the quantum yield was determined for β-naphthol.  Because any error 
associated with the absorbance of the species is correlated directly into error 
associated with the quantum yield, a concentration was chosen such that the 
absorbance was at least 0.1 at the excitation wavelength.  Likewise, the standard 
was chosen to have sufficient absorbance so that the error could be minimized.  
Because the concentration of the solutions was too high for accurate fluorescence 
measurements, each solution was diluted to 1/100 of the concentration.  Using 
these solutions, the fluorescence was measured and the area of the emission 
spectra is determined shown in Figure A1.  The area determined for the  


















Fig. A1.  PL spectra of quinine bisulfate and β-naphthol solutions for 
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