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Bayesian Nonparametric Inference of decreasing
densities
S. Khazaei & J. Rousseau
CEREMADE, Universite´ Paris Dauphine et CREST-ENSAE
Dans ce papier nous e´tudions la consistence de la distribution a posteriori dans certains
cas ou´ la condition dite de Kullback-Leibler n’est pas ve´rifie´e. Cette condition s’e´crit
de la manie`re suivante: pour tous ǫ > 0, la probabilite´ a priori d’ensembles de la forme
{f ;KL(f0, f) ≤ ǫ} ou` KL(f0, f) de´signe la divergence de Kullback-Leibler entre la vraie
densite´ des observations, f0, et la densite´ f , est positive. Cette condition est requise dans
la quasi totalite´ cas pour prouver la consistence faible de la distribution a posteriori, et
a fortiori pour prouver la consistence forte.Toutfois cette condition n’est pas ne´cessaire.
Nous pre´sentons une nouvelle condition impliquant la convergence faible de la loi a pos-
teriori, qui s’ave`re eˆtre particulie`rement utile dans l’e´tude de la consistence de lois a
posteriori adapte´es a` l’estimation de densite´s de´croissantes. Nous de´terminons de plus le
taux de concentration de la loi a posteriori pour certaines lois a priori lorsque la densie´
est suppose´e de´croissante, sans autre condition de re´gularite´ et nous prouvons que, a` un
log n pre`s la vitesse minimaxe n−1/3 est atteinte.
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