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Abstract. The main goal of this paper is to give a necessary
and sufficient condition of global optimality for unconstrained op-
timization problems, when the objective function is not necessarily
convex. We use Gaˆteaux differentiability of the objective function
and its bidual (the latter is known from convex analysis).
1. Introduction
One of the main topics of optimization theory, and probably one of
the most important one at the same time, is to give first and second or-
der sufficient conditions for optimality (see e.g.. [IofTih79], [BonSha00]
and the references therein). Usually this is carried out via some kind
of first- and second order derivatives.
In general a typical second order sufficient condition uses second
order differentiability, and first order sufficient condition is only avail-
able beside some kind of additional convexity assumption on the ob-
jective function. Here we would like to give a different approach which
is strongly influenced by the following theorem of Hiriart-Urruty (see
[Hir86]).
Theorem 1 (Hiriart-Urruty). Let f : Rn → R be a differentiable func-
tion. Then x¯ ∈ Rn is a global minimizer of f on Rn if and only if
(i) ∇f(x¯) = 0 and
(ii) f ∗∗(x¯) = f(x¯).
In such case f ∗∗ is differentiable at x¯ and ∇f ∗∗(x¯) = 0.
At first we extend this result to infinite dimensional spaces, where a
more careful analysis is needed in the proof. After that we characterize
the points where the objective function coincides with its bidual and
show through an example how we can avoid the so called two-norm
discrepancy. At last we characterize the points where the bidual is
strictly less than the original function. A possible application of this is
to filter out local minimizers.
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2. Needed concepts
We work in a real Banach space X, X∗ denotes its dual namely, the
Banach space of all continuous linear functionals defined on X, and
〈x∗, x〉 is the canonical pairing between X and X∗.
Let f : X → R be an arbitrary function (not necessarily convex),
then we define its polar (conjugate, Fenchel conjugate) in the following
way:
f ∗(x∗) := sup
x∈X
{〈x∗, x〉 − f(x)}, x∗ ∈ X∗.
If we repeat this process we get the so-called bipolar (second conjugate,
bidual) of f :
f ∗∗(x) := sup
x∗∈X∗
{〈x∗, x〉 − f ∗(x∗)}, x ∈ X.
Both f ∗ and f ∗∗ are convex and extended real valued (see e.g. [Roc70]
,[EkeTem76]).
As in the convex case we define the subdifferential at x¯ of a not
necessarily convex function in the following way.
∂f(x¯) := {x∗ ∈ X∗|〈x∗, x− x¯〉 ≤ f(x)− f(x¯),∀x ∈ X}
This set is possibly empty, however if f is convex then the subdifferen-
tial is nonempty at x¯ if f is continuous and finite at x¯ (see e.g. [Roc70]
or [Eke79]).
An easy consequence of the previous definitions is the inequality
(1) f ∗∗ ≤ f.
Let f : X → R be a given functional. If the following limit exists then
we call it the directional derivative of f at the point x¯ in the direction
h
lim
t↓0
f(x¯ + th)− f(x¯)
t
=: f ′(x¯, h).
As usual f is said to be Gaˆteaux differentiable at x¯ if the previous limit
exists for all h and there is an element of the dual space f ′G(x¯) such
that
lim
t↓0
f(x¯ + th)− f(x¯)
t
= 〈f ′G(x¯), h〉, for all h ∈ X.
A point x¯ is a stationary point of f if f is Gaˆteaux differentiable at x¯
and 〈fG(x¯), h〉 = 0 for all h.
At last f is Fre´chet differentiable at x¯ if there is an element of the
dual space f ′(x¯) such that
lim
‖h‖→0
f(x¯ + h)− f(x¯)− 〈f ′(x¯), h〉
‖h‖ = 0.
It is well-known that Fre´chet differentiability implies Gaˆteaux differ-
entiability, but the reverse is not true. Also there is a connection be-
tween the subdifferential and the Gaˆteaux derivative. If f is convex and
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Gaˆteaux differentiable at x¯ then ∂f(x¯) contains only a single element
f ′G(x¯). Clearly it is true with Fre´chet differentiability too. Conversely,
if f is continuous and finite at x¯ and ∂f(x¯) has only one element then
it must be the Gaˆteaux derivative of f at x¯ and of course f is Gaˆteaux
differentiable at x¯ in this case (see e.g. [EkeTem76]).
3. Main results
The main theorem of this paper runs as follows.
Theorem 2. Let X be a Banach space and f : X → R be a function.
Assume that f is Gateaux differentiable and continuous at x¯ ∈ X.
Then x¯ is a global minimum of f if and only if x¯ is a stationary point
of f and f coincides with its bipolar at x¯.
Proof. The necessity part is easy. Indeed, if x¯ is a global minimizer
then f(x¯) ≤ f(x) for all x so, 0 = 〈0, x − x¯〉 ≤ f(x) − f(x¯) for all x
that is, 0 ∈ ∂f(x¯). From this we have that 0 + f(x¯) is an exact affine
minorant of f at x¯ and this means that f is equal to its bipolar at
x¯. On the other hand, Gaˆteaux differentiability of f at x¯ entails that
f ′G(x¯) = 0. Consequently x¯ is a stationary point.
Now assume that x¯ is such a stationary point where the bipolar is
equal to the original function. Using (1) and the second assumption
the following estimate is valid for all positive real t
(2)
f ∗∗(x¯ + tv)− f ∗∗(x¯)
t
≤ f(x¯ + tv)− f(x¯)
t
.
We intend to take the limits of both sides of the previous inequality as
t tends to zero monotone decreasingly.
The limit of the right hand side exists by the assumed Gateaux
differentiability at x¯.
In regard to the left hand side we should prove that f ∗∗ is a “nice”
convex function. The convexity comes from the definition of the bipo-
lar. On the other hand the continuity of f at x¯ entails its local bound-
edness from above at the same point. Together with (1) this means that
f ∗∗ is also locally bounded from above at x¯. On the other hand f ∗∗ is
also lower semicontinuous. So, it is nowhere equal to −∞ otherwise it
would be equal to −∞ everywhere (see e.g. [EkeTem76]) which would
contradict to the fact that f ∗∗ is finite at x¯. From this we get that
f ∗∗ is locally Lipschitz at every point, so directionally differentiable at
every point in all directions (see e.g. [Cla83]).
Now we can take the limits of both sides of (2).
±(f ∗∗)′(x¯, v) ≤ (f ∗∗)′(x¯,±v) ≤ 〈f ′G(x¯),±v〉 = 0.
Here we utilized that x¯ is a stationary point of f and the elemen-
tary properties of the directional derivative. All in all we get that
(f ∗∗)′(x¯, v) = 0 for every direction v, that is
(f ∗∗)′(x¯,±v) = 〈0, v〉.
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This means that 0 ∈ ∂(f ∗∗)(x¯), so 0 ≤ f ∗∗(x)− f ∗∗(x¯) = f ∗∗(x)− f(x¯)
for all x. Using (1) again we get f(x¯) ≤ f(x) for every x. 
The tune of the proof is similar to the original proof of Hiriart-
Urruty, however in the sufficiency part we need more care and more
tools because the space X is not necessarily finite dimensional.
From the second part of the proof we get the next corollary imme-
diately.
Corollary 1. Assume that x¯ is a stationary point of f and f coincides
with its bipolar at x¯ then f ∗∗ is also Gaˆteaux differentiable at x¯ and
(f ∗∗)′G(x¯) = 0.
If the objective function is Fre´chet differentiable we can skip the
continuity assumption.
Corollary 2. Let X be a Banach space and f : X → R be a function.
Assume that f is Freche´t differentiable at x¯ ∈ X. Then x¯ is a global
minimum of f if and only if x¯ is a stationary point of f and f coincides
with its bipolar at x¯.
Proof. Freche´t differentiability at a point implies continuity and Gateaux
differentiability at the same point. So, the corollary is an immediate
consequence of the previous theorem. 
According to the theorem sufficiency can be ensured in such cases
when the function is continuous at the point in question. The con-
tinuity assumption is essential because Gaˆteaux differentiability does
not imply continuity even in the finite dimensional case, a standard
counterexample can be found e.g. in [IofTih79]. The next example
(see [Hir86]) shows that a weaker differentiability, say Clarke- or other
type directional differentiability, is not enough instead of Gateaux dif-
ferentiability even in the simplest case when X = R.
Example 1. The within defined function f is locally (actually globally)
Lipschitz, so it possesses Clarke directional derivative at every point.
f(x) =
 |x| if −1 ≤ x ≤ 1;|x + 32 |+ 12 if x < −1;|x− 3
2
|+ 1
2
if x > 1.
0 ∈ ∂◦f (−3
2
)
= [−1, 1]
f ∗∗(x) =
{
f(x) if |x| > 3
2
;
|x
3
| if |x| ≤ 3
2
.
, 0 6∈ ∂f ∗∗ (−3
2
)
= [−1,−1
3
],
f
(−3
2
)
= f ∗∗
(−3
2
)
.
Here
∂◦f(x¯) := { x∗ ∈ X∗ | 〈x∗, v〉 ≤ f ◦(x¯, v) for all v ∈ X }
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denotes the subgradient of f at the point x¯ in the sense of Clarke, where
f ◦(x¯, v) := lim sup
x→x¯, t↓0
f(x + tv)− f(x)
t
is the Clarke directional derivative of f at the point x¯ in the direction
v (for more information about these concept see [Cla83]).
It is important to notice that the condition f ∗∗(x¯) = f(x¯) holds
necessarily when x¯ is a global minimizer as the next theorem shows.
This condition is clearly not sufficient because lower semi-continuous
convex functions are equal to their bidual everywhere.
Proposition 1. Let X be a Banach space and f : X → R be a function.
A necessary condition of a point being a global minimizer of f is that
the function itself is equal to its bidual at this point.
Proof. Assume that x¯ ∈ X is a global minimizer of f , then
− sup
x∈X
{〈x∗, x〉 − f(x)} ≥ − sup
x∈X
{〈x∗, x〉 − f(x¯)} for all x∗ ∈ X∗,
so
f ∗∗(x¯) = sup
x∗∈X∗
{
〈x∗, x¯〉 − sup
x∈X
{〈x∗, x〉 − f(x)}
}
≥
sup
x∗∈X∗
{
〈x∗, x¯〉 − sup
x∈X
{〈x∗, x〉 − f(x¯)}
}
=
f(x¯) + sup
x∗∈X∗
{
〈x∗, x¯〉 − sup
x∈X
{〈x∗, x〉)}
}
≥
f(x¯) + sup
x∗∈X∗
{
〈0, x¯〉 − sup
x∈X
{〈0, x〉)}
}
= f(x¯).

4. Characterization of points where a function is equal
to its bipolar
In the light of Theorem 2 it is rewarding to give a sort of description
of such points where the objective function coincides with its bipolar.
Assume that f(x¯) = f ∗∗(x¯), that is
f(x¯) = f ∗∗(x¯) = sup
x∗∈X∗
{
〈x∗, x¯〉 − sup
x∈X
{〈x∗, x〉 − f(x)}
}
,
i.e. for all positive ε there exists a nonempty subset X∗ε of the dual
space, such that
f(x¯) ≤ 〈x∗, x¯− x〉+ f(x) + ε,
for every x ∈ X and for every x∗ ∈ X∗ε . Here we utilized that f is real
valued.
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For an arbitrary positive ε and for an arbitrary (not necessarily con-
vex) function f : X → R define the ε-subdifferential of f at x¯ (or
approximate subdifferential of f at x¯) in the following way:
∂εf(x¯) := {x∗ ∈ X∗|〈x∗, x− x¯〉 ≤ f(x)− f(x¯) + ε, for every x ∈ X}.
The geometric meaning of the approximate subdifferential of f at x¯ is
the collection of all the almost exact affine minorants of f at x¯, where
“almost” is measured by ε. If ε = 0 we get the subdifferential ∂0f(x¯) =
∂f(x¯). This concept was introduced in [BroRoc65] by Brønsted and
Rockafellar.
It is clear that the set (possibly empty) ∂εf(x¯) is convex and weak*-
closed. Moreover the map ε 7→ ∂εf(x¯) is monotone increasing in the
following sense, if ε ≤ ε′, then ∂εf(x¯) ⊂ ∂ε′f(x¯).
Theorem 3. Assume that a function f (not necessarily convex) is lo-
cally Lipschitz at a point. Then f is equal to its bidual at the same
point, if and only if for all positive ε the corresponding approximate
subdifferential of f at the point in question is not empty for every pos-
itive ε.
Proof. Taking into account the previous the necessity part of the state-
ment comes immediately, furthermore this part is also true without the
locally Lipschitz assumption on f at x¯.
Assume that f is locally Lipschitz at x¯ with Lipschitz modulus L,
and ∂εf(x¯) is nonempty for all positive ε. Then for an arbitrary element
x∗ ∈ ∂εf(x¯) we get the following estimate:
〈x∗, x− x¯〉 ≤ f(x)− f(x¯) + ε ≤ |f(x)− f(x¯) + ε| ≤ L‖x− x¯‖+ ε
and interchanging x with x¯ we get
|〈x∗, x− x¯〉| ≤ L‖x− x¯‖+ ε
if x is sufficiently close to x¯. From this we have that the set ∂εf(x¯) is
bounded in X∗.
So, we get that the previous intersection of the nested family of
these weak*-closed, bounded, convex sets is also nonempty, that is⋂
ε>0 ∂εf(x¯) = ∂0f(x¯) = ∂f(x¯) has at least one element. This means
that f has at least one exact affine minorant at x¯ and this entails that
f coincides its bidual at x¯. 
It is worthy to note that good analytic properties do not imply the
nonemptiness of the approximate subdifferential, good examples for
this are f(x) = x3 and g(x) = (x2 − 1)2, x¯ = 1
2
, where ε is small.
At first sight the previous theorem can seem to be useless. The point
is that as ε is increasing the set ∂εf(x¯) can get large at once. A typical
situation is that ∂0f(x¯) has only one element and ∂εf(x¯) for positive
ε has infinitely many elements, so in this case it is easier to check the
nonemptiness of the set ∂εf(x¯).
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Proposition 2. The set ∂εf(x¯) is either empty or it has exactly one
element or it has infinitely many elements.
Proof. It is enough to prove that if ∂εf(x¯) has two different elements,
then it has infinitely many elements, but this is a direct consequence
of the convexity of ∂εf(x¯). 
4.1. Avoiding two-norm discrepancy. It is a known problem in
optimization theory that in some particular cases we can not derive
the desired optimality condition, because the objective functional is
not (continuously) Fre´chet differentiable in the required order in that
space where the problem is posed (for further information on two-norm
discrepancy see e.g. [Iof79] and [Tro¨11]). A possible way out was
discovered by Ioffe (see [Iof79]).
This inconvenience can be avoided by using Theorem 2. We show
this through an example which comes from [Tro¨11].
Example 2. Let us consider the following optimization problem.
min
u∈L2[0,1]
f(u) := −
∫ 1
0
cos(u(x))dx
Here the objective functional is not twice continuously Fre´chet differen-
tiable in L2[0, 1], so the second order optimality condition is not avail-
able. On the other hand everything is nice in L∞[0, 1]. It is clear that
Gaˆteaux differentiability and continuity of f stand on the whole space.
A straightforward calculation shows that 〈(DGf)(u), v〉 = 〈sin(u), v〉.
So, we can apply Theorem 2. From 〈sin(u), v〉 = 0 (v ∈ L2[0, 1]) we get
that u ≡ 0 is a good candidate (of course not the only one) for being a
minimizer because:
(DGf)(0) = 0 and u
∗ ≡ 0 ∈ ∂εf(0).
Indeed
0 =
∫ 1
0
0u(x)dx ≤ −
∫ 1
0
cos(u(x))dx + 1 + ε for all u ∈ L2[0, 1].
According to Theorem 2. u ≡ 0 is really a global minimizer of the
previous optimization problem.
4.2. Characterization of points where a function is not equal
to its bipolar. It seems to be useful to investigate a possible charac-
terization of such points where a function is distinct from its bipolar
for the following reason. This kind of characterization with Theorem
2 allows us to filter out local minimizers.
If f ∗∗(x¯) 6= f(x¯) then according to (1) f ∗∗(x¯) < f(x¯), which means
sup
x∗∈X∗
{〈x∗, x¯〉−f ∗(x∗)} < f(x¯) ⇒ 〈x∗, x¯〉−sup
x∈X
{〈x∗, x〉−f(x)} < f(x¯)
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for all x∗ ∈ X∗. That is, for every x∗ ∈ X∗ there exists Xx∗ a nonempty
subset of X, such that
f(x) < 〈x∗, x− x¯〉+ f(x¯) for all x ∈ Xx∗ .
On the other hand if there is a positive ε such that
〈x∗, x¯〉 − sup
x∈X
{〈x∗, x〉 − f(x)} < f(x¯)− ε
for all x∗ ∈ X∗, then
sup
x∗∈X∗
{〈x∗, x¯〉 − f ∗(x∗)} < f(x¯).
That is, for every x∗ ∈ X∗ there exists Xx∗ a nonempty subset of X,
such that
f(x) < 〈x∗, x− x¯〉+ f(x¯)− ε for all x ∈ Xx∗ .
Let us define the following object.for all nonnegative ε and for all
x∗ ∈ X∗
ðx∗,εf(x¯) := { x ∈ X | 〈x∗, x¯− x〉 < f(x¯)− f(x)− ε }.
Taking into account the previous we have the following proposition.
Proposition 3. If a function f is not equal to its bipolar at the point
x¯, then ðx∗,0f(x¯) is nonempty for every x∗ ∈ X∗. Conversely, if there
exists a positive ε such that ðx∗,εf(x¯) is nonempty for every x∗ ∈ X∗,
then the function is not equal to its bipolar at this point.
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