Nonparametric Estimation of the Dependence Function in Bivariate Extreme Value Distributions  by Jiménez, Javier Rojo et al.
Journal of Multivariate Analysis 76, 159191 (2001)
Nonparametric Estimation of the Dependence Function in
Bivariate Extreme Value Distributions
Javier Rojo Jime nez
University of Texas
E-mail: jrojonahuatl.utep.edu
Enrique Villa-Diharce
Centro de Investigacio n en Matema ticas A.C., Guanajuato, Me xico
and
Miguel Flores
National Park Service
Received November 17, 1997; published online December 21, 2000
The paper considers the problem of estimating the dependence function of a
bivariate extreme survival function with standard exponential marginals. Non-
parametric estimators for the dependence function are proposed and their strong
uniform convergence under suitable conditions is demonstrated. Comparisons of
the proposed estimators with other estimators are made in terms of bias and mean
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1. INTRODUCTION
Bivariate extreme value distributions are common in environmental
studies, survival analysis, and reliability research (see, e.g., Esary and
Marshall (1970, 1974), Tawn (1988)). While for the univariate extreme
value distributions there exists a natural finite-dimensional parametric
family, in the bivariate case the parametric family is infinite-dimensional.
There are several possible forms of the bivariate extreme value distribution
depending on the chosen marginals (Galambos (1978), de Hann and
Resnick (1977), Joe (1993), Deheuvels (1983), and Resnick (1987)). In this
paper attention is focused on bivariate extreme value distributions with
standard exponential marginal distributions. This is the case considered by
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Pickands (1981), Deheuvels (1983), Tawn (1988), and Joe (1994). Namely,
let (X, Y) be a random vector with standard exponential marginal distribu-
tions and joint survival function S(x, y)=Pr(X>x, Y>Y). Pickands
(1981) shows that (X, Y) follows a bivariate extreme value distribution if
and only if S can be written as
S(x, y)=exp {&(x+ y) A \ yx+ y+= , x>0, y>0, (1.1)
where
A(w)=|
1
0
max[(1&w) q, w(1&q)] dH(q), (1.2)
and H is a positive finite measure on [0, 1] such that
|
1
0
q dH(q)=|
1
0
(1&q) dH(q)=1. (1.3)
An important property of the dependence function A(|) is that it is
convex and satisfies the following inequalities,
max(w, 1&w)A(w)1, 0w1.
The model (1.1) is differentiable if and only if the derivative of H, say h,
exists on (0, 1), and therefore h(w)=A"(w) (Smith (1985)).
Assuming that the marginal distributions are standard exponentials,
estimation of the bivariate extreme value distribution is reduced to the
estimation of the dependence function A(w) or the characteristic distribu-
tion H(q), or, equivalently, the characteristic density h(q) in the case of a
differentiable model.
Several authors have considered the estimation of the dependence func-
tion A from independent identically distributed vector random variables
(X1 , Y1), (X2 , Y2), ..., (Xn , Yn) with distribution function given by (1.1).
On the nonparametric side, Pickands (1981) proposed the estimator
A n(w)=n { :
n
i=1
min[(1&w)&1 X i , w&1Yi]=
&1
, 0w1, (1.4)
which is point-wise strongly consistent but is not convex. In fact, with
probability one, the function A n(w) is almost nowhere convex. Pickands
(1981), Smith (1985), and Tiago de Oliveira (1989, 1992) suggest modifica-
tions of this estimator to ensure that A n(w) is convex. For example,
Pickands (1981) proposes the greatest convex minorant of A n as the
estimator for A. Yuen (1988) (see also Smith et al. (1990)) proposed kernel
methods for smoothing A n before differentiating. On the other hand, Tawn
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(1988) and Joe (1994) deal with maximum likelihood estimators of some
proposed differentiable parametric models for A. Tiago de Oliveira (1992)
proposed a nonparametric estimator of the dependence function given by
A (w)=1&min {min(w, 1&w), 11+log(n) :
n
i=1
min \ 1&w1+nXi ,
w
1+nYi+= .
(1.5)
This estimator is convex and converges in quadratic mean to A(w),
although the convergence is slow (of order (log n)&2). Recently Cape raa et
al. (1997) proposed a nonparametric estimator. This estimator will be con-
sidered in more detail further below.
We explore some other ways of estimating A(w). In this paper attention
is focused on the bivariate extreme value distribution defined through (1.1).
A nonparametric estimator based on a representation of A(w) in terms of
the cumulative distribution function of the quotient W=Y(X+Y) is
proposed. Although ad hoc, the estimator has good asymptotic properties
and it is shown to perform well.
In Section 2 the proposed estimators are defined and some of their
properties are presented. Section 3 demonstrates the strong uniform con-
vergence of some of the estimators under suitable assumptions. As the
estimators proposed in Sections 2 and 3 may have some drawbacks for
finite samples, Section 4 proposes an estimator which avoids such draw-
backs by splicing together, in a suitable way, the estimators proposed in
Sections 2 and 3. Section 5 examines more closely the Cape raa et al. (1997)
estimator. Besides not being convex between order statistics, this estimator
is ‘‘globally’’ nonconvex. It turns out, however, that asymptotically it is - n
equivalent to the estimator proposed here. Section 6 reports the results of
computer simulations comparing the behavior of the new estimator with
the estimators of Pickands (1981), Deheuvels (1991), and Cape raa et al.
(1997) in terms of bias and mean squared error. The results of the simula-
tion study demonstrate that the new estimator behaves better than the
estimators of Pickands (1981), Deheuvels (1991), and Cape raa et al. (1997)
in terms of bias and mean squared error for many examples of dependence
functions. As the Cape raa et al. (1997), Deheuvels (1991), and Pickands
(1981) estimators are not convex, we also study the behavior of their
greatest convex minorants (gcm). It turns out that the gcm of the Pickands
(1981) estimator is shown to behave poorly when compared to the new
estimator proposed here and to the gcm of the Cape raa and Deheuvels
estimators. The examples used in the simulation include dependence func-
tions representing strong, median, and weak levels of dependence. Sym-
metric and asymmetric dependence functions are considered. Of special
interest are dependence functions which are flat in a subinterval of (0, 1),
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thus indicating a region in the plane where the joint survival function can
be factored into the product of the marginal survival functions (a region of
‘‘local independence’’). In the latter case, the new estimator proposed here
seems to behave better than existing estimators.
Section 7 applies the estimator to several data sets from various applica-
tions.
2. NONPARAMETRIC ESTIMATORS FOR
THE DEPENDENCE FUNCTION
Under the model (1.1), Tiago de Oliveira (1989) argues that
P \ YX+Yt+=t+t(1&t) A$(t)A(t), (2.1)
and as a consequence,
F(w)&w
w(1&w)
=
d
dw
ln A(w), (2.2)
where F ( } ) denotes the cumulative distribution function of the quotient
W=Y(X+Y). As an immediate consequence of (2.2), it follows that
A(w)=exp {|
w
0
F(t)&t
t(1&t)
dt= . (2.3)
Note that the distribution function F belongs to a class of distribution
functions constrained by the conditions inherited from the dependence
function A(w).
Let Fn(s) denote the empirical distribution function of the quotients
W1 , ..., Wn , where Wi=Yi (Xi+Yi), i=1, ..., n. Motivated by (2.3) it is
tempting to replace F by the empirical Fn in (2.3) and use the resulting
expression as the estimator for A. The resulting estimator has, indeed, good
asymptotic properties, but has the drawback of not being convex. In fact,
the estimator is concave between order statistics. This estimator has been
considered by Cape raa et al. (1997) in a paper that appeared just as this
one was being submitted for review. A more detailed comparison of their
estimator and the one proposed here will be presented later in this paper.
An estimator of the dependence function, which exploits (2.3) and satisfies
the convexity constraint, is now defined:
A 1(w)=exp {|
w
0
sup
us _
Fn(u)&u
u(1&u) & ds= . (2.4)
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Similarly, since A(1)=1 implies that w0 (F(t)&t)(t(1&t))dt=&
1
w (F(t)&t)
(t(1&t)) dt, another candidate as an estimator for A( } ) is obtained by
replacing sup by inf in (2.4) and integrating over the right end of the
interval (0, 1),
A 2(w)=exp {&|
1
w
inf
us _
Fn(u)&u
u(1&u) & ds= . (2.5)
It is not difficult to derive explicit formulas for A 1 and A 2 . Let W(i) ,
i=1, ..., n, denote the order statistics of the quotients Wj=Yj (Xj+Yj)
j=0, 1, ..., n, and let W(0)=0 and W(n+1)=1. Suppose that W(i)x<
W(i+1) , for some i=0, 1, ..., n. Then,
A 1(x)=exp { :
i&1
j=0
|
W( j+1)
W( j)
sup
us \
Fn(u)&u
u(1&u) + ds+|
x
W(i)
sup
yt \
Fn( y)& y
y(1& y) + dt=
=exp { :
i&1
j=0
(W( j+1)&W( j)) max {&1, max1k j {
kn&W(k)
W(k)(1&W(k))==
+(x&W(i)) max {&1, max1ki {
kn&W(k)
W(k)(1&W(k))=== .
Similarly,
A 2(x)=exp {& :
n
j=i+1
(W( j+1)&W( j))
_min {1, minjkn&1 {
kn&W(k+1)
W(k+1)(1&W(k+1))==
&(W(i+1)&x) min {1, minikn&1 {
kn&W(k+1)
W(k+1)(1&W(k+1))=== .
These estimators are convex as will be demonstrated below. However,
their behavior is different on neighborhoods of zero and one. The first
estimator has good behavior in a neighborhood of zero while the second
estimator behaves well in a neighborhood of one. These remarks will be
made precise in Section 3. First, however, properties of the estimators A 1
and A 2 are discussed next.
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3. PROPERTIES OF THE ESTIMATORS
The dependence function A( } ) is convex on (0, 1), and therefore it is
desirable that any strongly uniformly consistent estimator of A reflects this
property. Otherwise, by Marshall’s lemma (see, e.g., Marshall (1970),
Wang (1986), or Robertson et al. (1988)), the greatest convex minorant A n
of the nonconvex estimator An will have the property that sup0<x<1
|A n&A|sup0<x<1 |An&A|. Thus, from a decision theoretic point of
view, An is inadmissible for a large class of loss functions defined by
L($, A)=v(sup0<x<1 |$(x)&A(x)| ), where v(0)=0 and v( } ) is increasing
on x, for x>0.
It is not immediately clear that the estimators A 1 and A 2 defined through
(2.4) and (2.5) are convex. This section examines some of the properties of
A 1 and A 2 . The convexity of A 1 and A 2 is the topic of the following result.
Theorem 3.1. The estimators A 1 and A 2 defined by (2.4) and (2.5),
respectively, are convex on (0, 1).
Proof. It will be shown that A $1(x) and A $2(x) are increasing which
implies that A 1(x) and A 2(x) are convex. Let 0<w<x<1 and =>0 such
that x+=<1.
Consider first A 1 . Define Hn( y)=(Fn( y)& y)( y(1& y)). Then
A $1(x+=)&A $1(x)= sup
yx+=
(Hn( y)) exp {|
x+=
0
sup
yt
(Hn( y)) dt=
&sup
yx
(Hn( y)) exp {|
x
0
sup
yt
(Hn( y)) dt=
=exp {|
x
0
sup
yt
(Hn( y)) dt={&supyx(Hn( y))
+exp {|
x+=
x
sup
yt
(Hn( y)) dt=\ supyx+=(Hn( y))+= .
Now, if x+=x supyt (Hn( y)) dt0, then = supyx+=(Hn( y))
x+=
x
supyt (Hn( y)) dt0. It follows that A $1(x+=)&A $1(x)0 since then
sup
yx+=
(Hn( y)) exp {|
x+=
x
sup
yt
(Hn( y)) dt= supyx+=(Hn( y))supyx(Hn( y)).
On the other hand, if x+=x supyt (Hn( y)) dt0, then 0
x+=
x
supyt (Hn( y)) dtx+=x supyx(Hn( y)) dt== supyx(Hn( y)).
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Therefore, supyx(Hn( y))0, and hence,
A $1(x+=)&A $1(x)
=exp \|
x+=
0
sup
yt
(Hn( y)) dt+{ supyx+=(Hn( y))
&sup
yx
(Hn( y)) exp \&|
x+=
x
sup
yt
(Hn( y)) dt+=
=exp \|
x+=
0
sup
yt
(Hn( y)) dt+_{max[supyx(Hn( y)), supx yx+=(Hn( y))]
&sup
yx
(Hn( y)) exp \&|
x+=
x
sup
yt
(Hn( y)) dt+=
exp \|
x+=
0
sup
yt
(Hn( y)) dt+
_[max[sup
yx
(Hn( y)), sup
x yx+=
(Hn( y))]&sup
yx
(Hn( y))]
=exp \|
x+=
0
sup
yt
(Hn( y)) dt+
_max[0, sup
x yx+=
(Hn( y))&sup
yx
(Hn( y))]0.
Therefore, A $1(x+=)&A $1(x) for all =>0, with 0<x<x+=<1.
Now consider the derivative A $2 of A 2 given by
inf
yx
(Hn( y)) exp {&|
1
x
inf
yt
(Hn( y)) dt= .
As in the case of A $1 it is shown that for every x in (0, 1) and every =>0,
with x+=1, A $2(x+=)&A $2(x)0. Suppose first that x+=x infyt (Hn( y))
dt0. Since this last integral is at least as large as = infyx Hn( y), then this
last expression must also be nonpositive. Therefore, we write
A $2(x+=)&A $2(x)
=exp \&|
1
x+=
inf
yt
(Hn( y)) dt+{ infyx+=(Hn( y))
& inf
yx
(Hn( y)) exp \&|
x+=
x
inf
yt
(Hn( y)) dt+=
exp \&|
1
x+=
inf
yt
(Hn( y)) dt+ [ infyx+=(Hn( y))& infyx(Hn( y))]0.
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On the other hand, if x+=x infyt (Hn( y)) dt0, then, since this integral is
smaller than or equal to = infyx+= Hn( y), it follows that this last expres-
sion must be nonnegative. Writing
A $2(x+=)&A $2(x)
=exp \&|
1
x
inf
yt
(Hn( y)) dt+_{& infyx(Hn( y))
+exp \|
x+=
x
inf
yx
(Hn( y)) dt+ infyx+=(Hn( y))=
exp \&|
1
x
inf
yt
(Hn( y)) dt+ _[ infyx+=(Hn( y))& infyx(Hn( y))]
0. K
The function A, besides being convex, is tied down at the points (0, 0)
and (1, 1) and is restricted to lie in the upper triangle defined by the
diagonals of the unit square.
Therefore, it is of interest to determine whether similar properties hold
for the estimators A 1 and A 2 . The following theorem focuses on these
properties for the estimators A 1 and A 2 .
Theorem 3.2. Let A 1 and A 2 be defined by (2.4) and (2.5), respectively.
Then,
(i) A 1(0)=A 2(1)=1.
(ii) A 1(x)<1, for x<W(1) , and A 2<1 for xW(n) .
(iii) A 1(x)1&x for x<12, and A 2(x)x for 12x1.
Proof. To see (i) note that for x<W(1) ,
|
x
0
sup
yt _
Fn( y)& y
y(1& y) & dt=|
x
0
sup
yt _
&1
1& y& dt=&x. (3.1)
Therefore, limx  0 A 1(x)=1. Similarly, for xW(n) ,
|
1
x
inf
yt \
Fn( y)& y
y(1& y) + dt=1&x. (3.2)
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Therefore, limx  1 A 2(x)=1. Note that (ii) follows immediately from
(3.1) and (3.2), and (iii) follows from (i) and the convexity of A 1 and
A 2 . K
The requirements that the estimators A 1 and A 2 satisfy the condition
that xA 1(x)1 for 12x1 and 1&xA 2(x)1 for 0x12,
however, are not satisfied as illustrated by the following arguments.
Only the estimator A 1 will be examined here. Similar arguments hold
for the estimator A 2 . Set Hn( y)=(Fn( y)& y)( y(1& y)), and write, for
x>W(1) ,
|
x
0
sup
yt \
Fn( y)& y
y(1& y) + dt=|
W(1)
0
sup
yt \
&1
1& y+ dt+|
x
W(1)
sup
yt
(Hn( y)) dt
=&W(1)+|
x
W(1)
sup
yt
(Hn( y)) dt.
But
|
x
W(1)
sup
yt
(Hn( y)) dt=|
x
W(1)
max[ sup
yW(1)
Hn( y), sup
W(1) yt
Hn( y)] dt
=|
x
W(1)
max[&1, sup
W(1) yt
Hn( y)] dt
|
x
W(1)
max {&1, supW(1) yt
1
y= dt
=|
x
W(1)
max {&1, 1W(1)= dt=
x
W(1)
&1.
Therefore,
|
x
0
sup
yt
(Hn( y)) dt &W(1)&1+
x
W(1)
. (3.3)
When x=1 in the above expression, it is clear that the right side of (3.3)
is less than zero with positive probability and therefore A 1(1)<1 with
positive probability. Also, note that
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|
1
0
sup
yt
Hn( y) dt=|
W(1)
0
sup
yt
Hn( y) dt+|
W(n)
W(1)
sup
yt
Hn( y) dt
+|
1
W(n)
sup
yt
Hn( y) dt
|
W(1)
0 \
&1
1&t+ dt+|
W(n)
W(1)
1n&W(1)
W(1)(1&W (1))
dt
+|
1
W(n)
sup
W(n) yt \
Fn( y)& y
y(1& y) + dt
ln(1&W(1))+
(1n&W(1))(W(n)&W(1))
W(1)(1&W(1))
&ln(W(n)).
The estimator of Cape raa et al. (1997) has a similar drawback. This can
be seen as follows: Note that A1n(
1
2)12, and when X(1)<
1
2<X(2) ,
A0n(
1
2)=
1
2(X(1) (1&X(1)))
&1n so that the value of the estimator at t=12 is
An( 12)=(A
1
n(
1
2) A
0
n(
1
2))
12 12(X(1) (1&X (1)))
&12n, and hence, with positive
probability An( 12) exceeds the value of one, when t=12. This drawback
disappears when the greatest convex minorant of the estimator An(t) is
constructed.
Despite the possible drawbacks that A 1(1)>1 and A 1(1)<1 with
positive probability, it can be shown that under suitable assumptions the
estimators A 1 and A 2 are consistent on suitable subintervals of [0, 1] when
log A(x) is convex. For example, using Theorem 1.3, part (iii) of Cso rgo
and Horva th (1993, p. 266), the weak uniform consistency of the estimators
on suitable intervals [an , 1&bn] can be shown, where an  0, bn  0,
nan  , and nbn  . Nevertheless, a closer examination of the tail
behavior (at 0 and 1) of the distribution function F guarantees strong
uniform convergence on [0, 1]. This is the content of the following
theorem.
Theorem 3.3. Let the dependence function A(x) be log convex, and sup-
pose that the left and right tails of F behave like the tails of a beta distribu-
tion with parameters 1+$ and 1+$*, respectively. That is, F( y)ty1+$ as
y  0 and 1&F( y)t(1& y)1+$* as y  1, for some $, $*>0. Then,
sup
0<x<1
|A 1(x)&A(x)|  0 and sup
0<x<1
|A 2(x)&A(x)|  0
as n  , with probability one.
Proof. Only the case for A 1 is considered. The proof of strong uniform
consistency for A 2 is similar.
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Since sup0<x<1 |A 1(x)&A(x)|sup0<x<1 |A 1(x)A(x)&1|, it is enough
to show that sup0<x<1 |exp[x0 sup0 yt((Fn( y)& y)( y(1& y))) dt&
x0 sup0 yt((F( y)& y)( y(1& y))) dt]&1| converges to zero with prob-
ability one, and therefore it is enough to show that
sup
0<x<1 } |
x
0
sup
0 yt
Fn( y)& y
y(1& y)
dt&|
x
0
sup
0 yt
F( y)& y
y(1& y)
dt } 0
as n   with probability one. But,
} |
x
0
sup
0 yt
Fn( y)& y
y(1& y)
dt&|
x
0
sup
0 yt
F( y)& y
y(1& y)
dt }
|
x
0
sup
0 yt
|Fn( y)&F( y)|
y(1& y)
dt,
where the last inequality follows from Lemma 1 in Rojo (1998). The last
integral is in turn smaller than sup0 y1 |Fn( y)&F( y)|y(1& y). As in
Cape raa et al. (1997), we use a result of Lai (1974) as follows: Write for
max( 11+$ ,
1
1+$*)<:<1,
sup
0 y1
|Fn( y)&F( y)|
y(1& y)
= sup
0 y1
|Fn( y)&F( y)|
(F( y)(1&F( y))):
}
(F( y)(1&F( y))):
y(1& y)
 sup
0 y1
|Fn( y)&F( y)|
(F( y)(1&F( y))):
_ sup
0 y1
(F( y)): ((1&F( y))):
y(1& y)
.
Since F( y)ty1+$ as y  0 and 1&F( y)t(1& y)1+$*, then (F( y)):
((1&F( y))):y(1& y) is bounded in neighborhoods of zero and one, and
since sup0 y1 |Fn( y)&F( y)|(F( y)(1&F( y))): converges to zero with
probability one (Lai (1974)), the result follows. K
Since F is the distribution of YX+Y where X and Y have exponential
marginal distributions, and F( y)< y in a neighborhood of zero (A$( y)<0
for y in a neighborhood of zero), while F( y)> y in a neighborhood of one,
the requirements that F( y)ty1+$ and 1&F( y)t(1& y)1+$*, as y  0 for
some $, $*>0 are rather mild. In terms of the dependence function A( y),
the beta-like tail conditions of F will be satisfied when, for example,
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A$( y)t( y1+$&1)(1& y) in a neighborhood of zero. Equivalently A(x)=
exp[x0 ( y
1+$&1)(1& y) dy] for x in a neighborhood of zero. In terms of
the right tail, the conditions of a beta-like tail for F will be satisfied when
A$( y)t(1&(1& y)1+$*)y in a neighborhood of one. Discussion of the
condition of log convexity of A(x) will be deferred until after Theorem 3.4.
Although, as demonstrated by Theorem 3.3, A 1 and A 2 are strongly
uniformly consistent on [0, 1], we opt for considering instead a slight
modification of A 1 and A 2 . By directly correcting for the behavior of A 1
and A 2 in neighborhoods of zero and one, it is possible to demonstrate
strong uniform convergence on (0, 1) without the assumption of beta-like
tails. This is the main motivation for the following estimators which are
slight modifications of A 1 and A 2 . Let an  0 at a rate to be specified later,
and define
A 3(x)={
1&x,
(1&an) exp {|
x
an
sup
an yt \
Fn( y)& y
y(1& y) + dt= ,
x<an
xan
(3.4)
and
A 4(x)={(1&an) exp {&|
1&an
x
inf
t y1&an \
Fn( y)& y
y(1& y) + dt= ,
x,
x<1&an
x1&an .
(3.5)
Note that A 3 and A 4 are continuous. Also, for xan ,
A $3(x)= sup
an yx \
Fn( y)& y
y(1& y) + exp {|
x
an
sup
an yt \
Fn( y)& y
y(1& y) + dt= (1&an).
Therefore,
lim
x a an
A $3(x)=\Fn(an)&anan(1&an) + (1&an)&1.
A similar argument yields the result that limx A 1&an A $4(x)1. Therefore,
to prove the convexity of A 3 and A 4 , it is enough to show that A $3 and A $4
are increasing on (an , 1) and (0, 1&an), respectively. This is done using an
argument similar to the one used to prove the convexity of A 1 and A 2 and
will not be repeated here. The strong uniform convergence of A 3 and A 4 is
also stated in the following theorem.
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Theorem 3.4. Let A 3 and A 4 be defined by (3.4) and (3.5), respectively,
and suppose that log A(x) is convex. Suppose an  0 with - n an(log log n)
  as n   and  n a1:n < for some 0<:<1. Then,
sup
0x1
|A 3(x)&A(x)|  0 and sup
0x1
|A 4(x)&A(x)|  0
as n  , with probability one.
Proof. Note that
sup
0xan
|A 3(x)&A(x)|= sup
0xan
|1&x&A(x)|
=|1&an&A(an)|  0 as n  .
Therefore it is enough to consider the case xan . Now, for xan ,
|A 3(x)&A(x)|
(1&an) } |
x
an
sup
an yt \
Fn( y)& y
y(1& y) + dt&|
x
0 \
F(t)&t
t(1&t)+ dt } exp(!)
+an exp {|
x
0 \
F(t)&t
t(1&t)+ dt= , (3.6)
where ! lies between xan supan yt((Fn( y)& y)( y(1& y))) dt and
x0 ((F(t)&t)(t(1&t))) dt.
Since an  0 and exp[x0 (F( y)& y)( y(1& y)) dy]=A(x), with 0A(x)
1 for every x, it follows that the last term in (3.6) converges uniformly
to 0. Also, since ! lies between xan supan yt((Fn( y)& y)( y(1& y))) dt and
x0 ((F( y)& y)( y(1& y))) dt, to show the strong uniform convergence of
A 3 on (0, 1&an), it suffices to show that
sup
anx1&an } |
x
an
sup
an yt \
Fn( y)& y
y(1& y) + dt&|
x
0 \
F( y)& y
y(1& y)+ dy } 0
with probability one as n  , and hence, it is enough to show that
sup
anx1&an } |
x
an
sup
an yt \
Fn( y)& y
y(1& y) + dt&|
x
an \
F( y)& y
y(1& y)+ dy } 0 (3.7)
with probability one as n  , since an0 ((F( y)& y)y(1& y)) dy=
log A(an)  0.
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Since log A(x) is convex, then ((F( y)& y)y(1& y)) is increasing and
hence ((F( y)& y)y(1& y))=supanx y ((F(x)&x)x(1&x)). Therefore,
sup
anx1&an } |
x
an
sup
an yt \
Fn( y)& y
y(1& y) + dt&|
x
an \
F( y)& y
y(1& y) + dy }
= sup
anx1&an } |
x
an
sup
an yt \
Fn( y)& y
y(1& y) + dt
&|
x
an
sup
an yt \
F( y)& y
y(1& y) + dt }
 sup
anx1&an
|
x
an } supan yt
Fn( y)& y
y(1& y)
& sup
an yt
F( y)& y
y(1& y) } dt
 sup
anx1&an
|
x
an
sup
an yt }
Fn( y)&F( y)
y(1& y) } dt
O(n&12 log log n) sup
an y1&an
|
x
an
sup
an yt \
1
y(1& y)+ dt, (3.8)
where the last inequality holds with probability one. But,
sup
anx1&an
|
x
an
sup
an yt \
1
y(1& y)+ dt
|
1&an
an
sup
an y1&an \
1
y(1& y)+ dt
(1&2an) max \ 1an(1&an) ,
1
an(1&an)+ .
Since O(n&12 log log n) an  0, it is seen that (3.7) holds. It remains to
show that sup1&anx1 |A 3(x)&A(x)|  0 as n   with probability one.
For that purpose, it is enough to show that
sup
1&anx1 } |
x
an
sup
an yt \
Fn( y)& y
y(1& y) + dt&|
x
0
F( y)& y
y(1& y)
dy } (3.9)
converges to zero with probability one. Proceeding as before it is easy to
see that (3.9) is bounded above by
sup
1&anx1 } |
x
an
sup
an yt
Hn( y) dt&|
x
an
H( y) dy }+|ln A(an)|, (3.10)
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where Hn( y)=(Fn( y)& y)( y(1& y)) and H( y)=(F( y)& y)( y(1& y)).
Since log A(an)  0, it is enough to show that the first term in (3.10) goes
to zero with probability one. Now, note that the first term in (3.10), is
bounded above by
sup
1&anx1 } |
1&an
an
sup
an yt
Hn( y) dt&|
1&an
an
H( y) dy }
+ sup
1&anx1 } |
x
1&an
sup
an yt
Hn( y) dt&|

1&an
H( y) dy }
 } |
1&an
an
sup
an yt
Hn( y) dt&|
1&an
an
H( y) dy }
+ sup
1&anx1
|
x
1&an
sup
an yt
|Fn( y)&F( y)|
y(1& y)
dt. (3.11)
Note that the first term in the right side of (3.11) is bounded by
|
1&an
an
sup
an yt
|Fn( y)&F( y)|
y(1& y)
dt
O(n&12 log log n) |
1&an
an
sup
an yt
1
y(1& y)
dt.
Using an argument similar to the one that followed (3.8), this last term is
seen to converge to zero with probability one. The second term on the right
side of (3.11) is bounded above by
|
1
1&an
sup
an yt
|Fn( y)&F( y)|
y(1& y)
dt|
1
1&an
max { supan y1&an
|Fn( y)&F( y)|
y(1& y)
,
sup
1&an yW(n)
|Fn( y)&F( y)|
y(1& y)
I[W(n)1&an] , sup
W(n) yt
|Fn( y)&F( y)|
y(1& y) = dt
an max { supan y1&an
|Fn( y)&F( y)|
y(1& y)
,
sup
1&an yW(n)
|Fn( y)&F( y)|
y(1& y)
I[W(n)1&an] , sup
W(n) y1 \
1
y
&
A$( y)
A( y) += .
173BIVARIATE EXTREME VALUE DISTRIBUTIONS
Since supW(n) y1(
1
y&
A$( y)
A( y) ) converges with probability one to 1&A$(1),
while an  0, it is enough to concentrate on the first two arguments of the
max( } ) function. The first argument is easily handled by an argument
similar to the one that followed after (3.8). Now consider, for 0<:<1, and
such that  n a1:n <,
sup
1&an yW(n)
|Fn( y)&F( y)|
y(1& y)
 sup
1&an yW(n)
|Fn( y)&F( y)|
(F( y)(1&F( y)))1&:
_ sup
1&an yW(n)
(F( y)(1&F( y)))1&:
( y(1& y))1&:
_ sup
1&an yW(n)
1
( y(1& y)):
. (3.12)
The first factor on the right side of (3.12) converges to zero with prob-
ability one (Lai (1974)). Also, since
F( y)(1&F( y))
y(1& y)
=\1+(1& y) A$( y)A( y) +\1& y
A$( y)
A( y) + ,
as observed by Cape raa et al. (1997), the second argument of max( } )
remains bounded while an  0. It remains to examine the last term on the
right side of (3.12). For sufficiently large n, and when W(n)(1&an) (if
W(n)<1&an the term drops out), since an  0, and W(n) converges with
probability one to one, an sup1&an yW(n) 1( y(1& y))
:=an(W(n)(1&W(n))):.
We now show that this last expression converges to zero with probability
one.
Consider, for =>0,
P \ a
1:
n
W(n)(1&W(n))
>=+=P \a
1:
n
=
>W(n)(1&W(n))+
=P \W(n)>1& a
1:
n
2=( 14&!)
12+
for some ! # \0, a
1:
n
= + .
This last probability is bounded above, for sufficiently large n, by P(W(n)>
1&2a1:n =)=1&(F(1&an*))
n, where an*=2a1:n =.
Now, F(1 & an*) = (1 & an*)(1 + an*(A$(1 & an*)A(1 & an*))). Therefore,
(F(1&an*))n=(1&an*(1&(A$(1&an*)A(1&an*))(1&an*)))n(1&an*)n for
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sufficiently large n, since 0<limx  1 A$(x)A(x)<1. Therefore for suffi-
ciently large n, 1&(F(1&an*))n1&(1&an*)n=an*(Rn+n) where Rn  0
as an*  0. It follows that
:

n=k
P \ a
1:
n
W(n)(1&W(n))
>=+ :

n=k
an*(n+Rn)2 :

n=k
nan*
for sufficiently large k. Now select : small enough so that  n a1:n < and
the result follows. K
The condition that an  0, - n an log log n  , while  n a1:n < for
some 0<:<1 is satisfied, for example, by taking an=(log n);- n with
;>0 and 0<:<14.
A similar argument may be used to prove that sup0x1 |A 4(x)&
A(x)|  0 with probability one, as n  .
Both Theorems 3.3 and 3.4 make the assumption that A( } ) is log convex.
We now examine this assumption in some detail. Examples of dependence
functions which are log-convex include the following: A(x)=(x&12)2+
34, A(x)=|x&12| 3+78, A(x)=(x&12)4+1516. More generally,
A(x)=|x&12| p+(1&(12) p), for p>1. Other examples can be obtained
from the family of dependence functions considered by Tawn (1988):
A(w)=[%r(1&w)r+,r|r]1r+(%&,) |+(1&%),
0%, ,1, r1.
In particular, setting ,=%=1, A(|) is log-convex for 1r2. Choosing
%=,<1 yields A(|) log-convex for some values of r>2. These examples of
dependence functions cover a wide range of strengths of dependence.
It is also easy to see that there is a one-to-one relationship between the
collection of convex dependence functions and the collection of log convex
dependence functions. To see this, note that if A(x) is convex, then the
dependence function eA(x)&1 is log convex. The preceding argument also
demonstrates that any dependence function may be interpreted as a one-
term Taylor expansion of a log convex dependence function. Thus,
although it is not possible to ‘‘fill’’ the upper triangle of the unit square by
log convex dependence functions, (dependence functions representing
‘‘almost total dependence’’ cannot be log convex), the above arguments
provide reassurance that the restriction of log convexity is rather mild.
4. SPLICING THE ESTIMATORS
The estimators A 3 and A 4 defined through (3.4) and (3.5), respectively,
are improvements over the estimators A 1 and A 2 in the sense that strong
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uniform convergence holds over the interval [0, 1] while maintaining the
property of convexity and without making assumptions about the tails of F.
Nevertheless, A 3 and A 4 inherit some drawbacks from A 1 and A 2 . For
example, it is still true that A 3(1)>1 or A 3(1)<1 with positive probability.
It is easy to modify A 3 so that A 3(1)1 by taking the maximum of A 3
and x over the interval (12, 1). Note that by necessity A 3(x)1&x for
0<x<12. This will maintain the convexity of the resulting estimator.
However, there is no simple way of modifying A 3 to satisfy the requirement
that it must be less than or equal to one while maintaining convexity. This
motivates the idea of splicing A 3 and A 4 in a suitable way to obtain an
estimator A 5 which is convex and satisfies the following requirements
max(x, 1&x)A 5(x)1, for 0<x<1.
Moreover, the resulting estimator should prove to be strongly uniformly
consistent on (0, 1). This idea of splicing the two estimators, borrowing the
best from each, to obtain a better estimator is akin to the idea in Rojo and
Samaniego (1994) in the context of the estimation of an IFRA distribution
function.
In the present context, A 3 and A 4 are spliced at 12 and then A 5 is
defined as the greatest convex minorant of the spliced estimator. More
specifically, A 5 is the greatest convex minorant of the function g(x) defined
as follows:
g(x)={A 3(x),A 4(x),
x<12
x12.
It is not difficult to compute A 5 once A 3 and A 4 are available. Let x3 and
x4 be the points at which A 3 and A 4 achieve their minimum value. If
A 3(x3)<A 4(x4), then A 5(x)=A 3(x) for xx3 . Now let x0 be the unique
point where A $4(x0) equals the slope of the line that joins the points
(x3 , A 3(x3)) and (x0 , A 4(x0)). Then, for x3<xx0 , A 5(x) is the linear
segment joining the points (x3 , A 3(x3)) and (x0 , A 4(x0)). For x>x0 ,
A 5(x)=A 4(x). On the other hand, if A 3(x3)>A 4(x4), then A 5 (x)=A 4(x)
for xx4 , while A 5(x) is the line joining the points (x1 , A 3(x1)) and
(x4 , A 4(x4)) where x1 is the unique value with the property that A $3(x1)
equals the slope of the line joining the points (x1 , A 3(x1)) and (x4(A 4(x4)).
It is clear that A 5 now satisfies all the necessary and sufficient conditions
to be a dependence function. It is convex, A 5(0)=A 5(1)=1, and
max(1, 1&x)A 5(x)1, for 0x1.
Moreover, as a direct consequence of the definition of A 5 and
Theorem 3.3, it follows that, with probability one,
sup
0x1
|A 5(x)&A(x)|  0, as n  .
176 ROJO, VILLA-DIHARCE, AND FLORES
An algorithm to compute A 5 and an S-plus implementation of the
algorithm may be obtained from the first author.
5. ASYMPTOTIC BEHAVIOR OF THE ESTIMATORS A 1 AND A 2
This section compares the estimators proposed here with the estimator of
Cape raa et al. (1997). The first result shows that asymptotically, when A(x)
is log convex,
sup
x
- n } |
x
0
sup
0 yt
Fn( y)& y
y(1& y)
dt&|
x
0
Fn( y)& y
y(1& y)
dy } wP 0, (5.1)
and
sup
x
- n }&|
1
x
inf
yt
Fn( y)& y
y(1& y)
dt+|
1
x
Fn( y)& y
y(1& y)
dy } wP 0. (5.2)
As a consequence, and using Proposition 3.1 in Cape raa et al. (1997),
log A 1 and log A 2 are asymptotically Gaussian with zero mean and
covariance matrix as given in Cape raa et al. (1997). The following theorem
shows (5.1). The proof of (5.2) is similar and will be omitted.
Theorem 5.1. Suppose that F( y)ty1+$ and (1&F( y))t(1& y)1+$*
where min($, $*)>1. Consider the estimators A 1 and A 2 defined by
(2.4) and (2.5), and let A0n represent the estimator of A defined by
exp[t0 ((Fn( y)& y)( y(1& y))) dy] and A
1
n(t)=exp[&
1
t ((Fn( y)& y)
( y(1& y))) dy]. Let A(x) be log convex. Then,
sup
x
- n |ln A 1(x)&ln A0n(x)| w
P 0
and
sup
n
- n |ln A 2(x)&ln A1n(x)| w
P 0.
As a consequence, the processes [A 1(x), 0<x<1] and [A 2(x), 0<x<1],
when suitably normalized, converge weakly to Gaussian processes as
described in Cape raa et al. (1997).
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Proof. Write,
ln A 1(x)&ln A 0n(x)=|
x
0
sup
0 yt
Fn( y)& y
y(1& y)
dt&|
x
0
Fn( y)& y
y(1& y)
dy
=|
x
0
sup
0 yt {
Fn( y)& y
y(1& y)
&
(Fn( y)&t)
t(1&t) = dt.
Now, for $n>0, $n  0, and (x)+=max(0, x),
sup
0 yt {
Fn( y)& y
y(1& y)
&
(Fn(t)&t)
t(1&t) =
=max{ sup0 y(t&$n)+ \
Fn( y)& y
y(1& y)
&
(Fn(t)&t)
t(1&t) + ,
sup
(t&$n)+  yt \
Fn( y)& y
y(1& y)
&
(Fn(t)&t)
t(1&t) += . (5.3)
Consider first,
sup
0 y(t&$n)+
- n \Fn( y)& yy(1& y) &
(Fn(t)&t)
t(1&t) +
= sup
0 y(t&$n)+
- n {Fn( y)&F( y)y(1&t) +
F(t)&Fn(t)
t(1&t)
+\F( y)& yy(1& y) &
(F(t)&t)
t(1&t) +=
 sup
0 y(t&$n)+
- n {Fn( y)&F( y)y(1& y) +
F(t)&Fn(t)
t(1&t) =
+ sup
0 y(t&$n)+
- n {F( y)& yy(1& y) &
(F(t)&t)
t(1&t) = . (5.4)
As in Rojo (1998) now select :n  0 with - n :n  , and let $n be defined
by
sup
0<t<1
sup
0 y(t&$n)+ {
F( y)& y
y(1& y)
&
(F(t)&t)
t(1&t) ==&:n .
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Note that since A(x) is log convex, $n is defined, alternatively, as the
solution of the equation
sup
0<t<1 {
F(t&$n)&(t&$n)
(t&$n)(1&t+$n)
&
(F(t)&t)
t(1&t) ==&:n .
Clearly, the second term on the right side of (5.4) goes to & with
probability one. Considering the first term on the right side of (5.4),
sup
0 y(t&$)+
- n }Fn( y)&F( y)y(1& y) +
F(t)&Fn(t)
t(1&t) }
2 sup
0< y<1
- n } Fn( y)&F( y)(F( y)(1&F( y))): } sup0< y<1
(F( y)(1&F( y))):
y(1& y)
,
for 0<:<12.
Note that sup0< y<1(F( y)(1&F( y))):y(1& y) is finite for max( 11+$ ,
1
1+$*):<12, because of the assumptions on the tails of F. Also by
Corollary 3.2 of Cso rgo and Horva th ((1993), p. 216), there is a sequence
of Brownian bridges [Bn(t), 0t1] such that
sup
0< y<1 }
- n(Fn( y)&F( y))
(F( y)(1&F( y))):
&
Bn(F( y))
(F( y)(1&F( y))): }=Op(n:&12).
Therefore,
sup
0< y<1
- n } Fn( y)&F( y)(F( y)(1&F( y))): }Op(n:&12)+ sup0< y<1 }
Bn( y)
( y(1& y)): }.
Since 120 dy( y(1& y))
2:<, it follows that sup0< y<1 |Bn( y)( y(1& y)):|
is bounded in probability and therefore, eventually, and with probability
one,
- n sup
0 yt {
Fn( y)& y
y(1& y)
&
(Fn(t)&t)
t(1&t) =
= sup
(t&$n)+  yt
- n {Fn( y)& yy(1& y) &
(Fn(t)&t)
t(1&t) = .
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Now write,
0 sup
(t&$n)+  yt
- n {Fn( y)& yy(1& y) &
(Fn(t)&t)
t(1&t) =
= sup
(t&$n)+  yt
- n {Fn( y)&F( y)y(1& y) &
(Fn(t)&F(t))
t(1&t)
+\F( y)& yy(1& y) &
(F(t)&t)
t(1&t) +=
 sup
(t&$n)+  yt
- n {Fn( y)&F( y)y(1& y) &
(Fn(t)&F(t))
t(1&t) = ,
where the last inequality follows since ln A(x) is convex. Therefore,
it is enough to show that sup0<t<1 sup(t&$n)+ yt - n[(Fn( y)&F( y))
( y(1& y))&((Fn(t)&F(t)))(t(1&t))] converges in probability to zero.
For that purpose, write
} sup(t&$n)+  yt - n {
Fn( y)&F( y)
y(1& y)
&
(Fn(t)&F(t))
t(1&t) =}
= } sup(t&$n)+ yt {\
Bn(F( y))
(F( y)(1&F( y))):
+Op(n:&12)+
_
(F( y)(1&F( y))):
y(1& y)
&\ Bn(F(t))(F(t)(1&F(t))):+Op(n:&12)+
(F(t)(1&F(t))):
t(1&t) =} (5.5)
for some sequence of Brownian bridges [Bn(t), 0<t<1], where max[ 11+$ ,
1
1+$*):<12. Since (F( y)(1&F( y)))
:( y(1& y)) is uniformly bounded
for these choices of :, sup0< y<1 Bn( y)( y(1& y)): is bounded in prob-
ability, and since $n  0 as n  , it follows that
sup
0<t<1
sup
(t&$n)+ yt
- n {Fn( y)&F( y)y(1& y) &
(Fn(t)&F(t))
t(1&t) =
converges to zero in probability. K
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6. COMPARISON WITH OTHER ESTIMATORS
IN SMALL SAMPLES
A simulation study was conducted to compare, in terms of bias and
mean-squared error, the nonparametric estimator A 5 for the dependence
function with the nonparametric estimators of Deheuvels (1983) and
Cape raa et al. (1997). As the estimators of Cape raa et al. (1997) and
Deheuvels (1991) are not convex, we also consider their greatest convex
minorants. As it turns out, and as suggested by Marshall’s lemma, the
greatest convex minorants provide a substantial uniform reduction in mean
squared error over their nonconvex counterparts. The estimators of
Pickands (1981) and Tiago de Oliveira (1989) were also considered but all
the simulations showed them to be inferior in mean squared error and,
therefore, were not included in the results. Examples of dependence func-
tions used in the simulation included the asymmetric logistic family
A(w)=[%r(1&w)r+,rwr]1r+(%&,) w+1&%,
0%, ,1, r1 (6.1)
discussed by Tawn (1988). This model is known to be flexible enough to
cover a wide range of dependence functions for bivariate extremes.
Experiments were run for three symmetric cases of low, medium, and
strong dependence and three cases corresponding to asymmetric
dependence. The simulations were run using Splus in a DecStation 3100.
Sample sizes of 10, 25, and 50 were used and 10,000 replications were run.
Table I presents the values of the parameters used for the model (6.1). The
examples in Table I represent symmetric dependence functions. Table II
presents examples of asymmetric dependence functions used for the simula-
tions. In all cases, except when using model (6.1) with ,=1, r=5, and
%=1, and ,=1.0, r=10, and %=0.75 the dependence function is log
convex, i.e., log A(x) is convex.
TABLE I
Parameter Values of Model (6.1) Used in Simulation
% , r
Symmetric low dependence 1 1 1.33 log convex
Symmetric medium dependence 1 1 2 log convex
Symmetric high dependence 1 1 5 not log convex
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TABLE II
Parameter Values for Asymmetric Dependence Functions
% , r
Assymmetric low dependence 0.382 1 2 log convex
Assymmetric medium dependence 0.61 1 4 log convex
Assymmetric high dependence 0.75 1 10 not log convex
The dependence functions given in Table III in terms of the measure H
of definition (1.2) may be of some special interest as they contain a flat
region in the ‘‘middle’’ part of the interval (0, 1), thus producing examples
of bivariate extreme distributions with what may be termed ‘‘local inde-
pendence’’ in the region of the plane mapped into the ‘‘middle’’ part of the
interval. The measures H given in Table III were generated by taking
mixtures of beta distributions as follows,
H(x)=c1B(x, v1 , v&v1)+c2 B(x, v2 , v&v2), (6.2)
where B(x, v1 , v&v1) represents a beta distribution function with
parameters v1 and v&v1 . As a consequence of the restrictions satisfied by
H, it turns out that there are only three parameters in the expression (6.2),
say v1 , v2 , and v; c1 and c2 being defined in terms of v1 , v2 , and v by the
expressions c1=(v&2v2)(v1&v2) and c2=(v&2v1)(v2&v1). Table III
gives the values of the parameters v1 , v2 , and v that were used for the
simulation.
To conserve space, only a few of the plots are presented here. The chosen
examples are representative of the simulations results, and they are
included in Figs. 13. Complete results of the simulation experiments are
available from the first author via e-mail. Next, we summarize the results
of the simulations. One striking but expected feature of the simulation
TABLE III
Parameter Values for the Model for H Given by (6.2) and Used in the Simulation
v1 v2 v
Low dependence 20 180 200
Medium dependence 50 150 200
High dependence 75 150 200
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FIG. 1. Bias and mean squared error for the various estimators for the case of high
symmetric dependence (%=1, ,=1, r=5).
results is the substantial and uniform reduction in mean squared error
obtained by the greatest convex minorants of the Cape raa et al. (1997) and
Deheuvels (1991) estimators, when compared to their nonconvex counter-
parts. This uniform dominance in mean squared error holds regardless of
the sample size, the strength of the dependence, and the shape of the
dependence function. Thus, attention was restricted to the greatest convex
minorants of Cape raa et al. (1997) and Deheuvels (1991) estimators and
the new estimators proposed here. Considering the cases of log convex
dependence functions, the choice of which estimator to use for the
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FIG. 2. Bias and mean squared error for the various estimators for the case of medium
asymmetric dependence (%=0.61, ,=1, r=4).
dependence function is not clear. In the case that the dependence function
is defined through the measure H defined by (6.2), the estimator A 5 is the
best choice except on an interval centered at 12; the length of this interval
seems to depend on the strength of the dependence, becoming smaller as
the strength of the dependence increases. In the case of symmetric
dependence functions, the gcm of Cape raa and Deheuvels estimators do
better than the new estimators except in neighborhoods of zero and one,
with the size of the neighborhoods increasing with increasing strength of
dependence to the point where, even when the dependence function is not
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FIG. 3. Bias and mean squared error for the various estimators for the case of medium
dependence using the model (6.2) for the measure H (&1=50, &2=150, &=200).
log convex, the new estimator looks like a good choice. In the case of
asymmetric dependence functions, the new estimator does well for median-
strength dependence but is dominated by the gcms of Cape raa ’s and
Deheuvels’ estimators for weak dependences, except for small sample sizes
where the new estimator presented here provides smaller mean squared
error, almost uniformly, over the other estimators. Finally, it must be
pointed out that since the Cape raa and Deheuvels estimators, with positive
probability, do not stay above the diagonals of the unit square, their gcm’s
do not satisfy the conditions to be dependence functions either.
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7. ESTIMATION OF THE DEPENDENCE FUNCTION
FOR VARIOUS APPLICATIONS
This section illustrates the estimators of Pickands (1981), Deheuvels
(1991), and Cape raa et al. (1997) and the estimator A 5 by applying them
to two data sets. Since the estimators of Pickands (1981), Deheuvels
(1991), and Cape raa et al. (1997) are not convex, we have constructed their
FIG. 4. Maximum annual discharge at two stations on the Ocmulgee river. (a) Scatterplot
of data transformed to exponential marginals, (b) Isoprobability plots, (c) Three convex
estimators of the dependence function, (d) The estimators of Cape raa and Deheuvels.
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greatest convex minorants. The data sets constitute a selection of examples
with varying degrees of dependence. The first data set consists of the pair
of measurements of the floods of the Ocmulgee River in Georgia. The
floods were measured at two different stations: upstream at Hawkinsville
and downstream at Macon. Measurements constitute the maximum annual
discharge for the years 19101948 according to the Geological Survey
(Carter (1951)).
Example 1. Maximum annual discharge of the Ocmulgee river. The
data consist of maximum annual discharge for the years 19101948 for the
Ocmulgee river in Georgia measured at two different stations: Hawkinsville
and Macon. Gumbel distributions were fitted with location and scale
parameters given, respectively, by (18.01, 26.76) for Macon and (15.05,
23.85) for Hawkinsville. Subsequently, the data were transformed to
standard exponentials. These transformed data are presented in the scatter
plot Fig. 4a. The high level of dependence observed in the scatter plot is
also present in the estimator of the dependence function shown in Fig. 4c,
as demonstrated by the estimators being quite close to the diagonals of the
unit square.
In the context of the present example, and following Tawn (1988), it is
of interest to estimate the following probabilities for given threshold values,
u and v, which may represent flood levels. In what follows U and V
represent, respectively, the maximum annual discharge at Hawkinsville and
Macon. Of interest are the following quantities:
p1 =P(U>u), p2=P(V>v)
p
*
=1&P(U<u, V<u)
=1&[(1& p1)(1& p2)]A(log(1& p1)(log(1& p1)+log(1& p2)))
p*=probability of exceeding the threshold at both locations
=P(U>u, V>v)= p1+ p2& p*
p12=conditional probability of exceeding threshold at Hawkinsville,
given that the threshold was exceeded at Macon= p*p1
p12c=conditional probability of exceeding threshold at Hawkinsville
given that there is no excess of threshold at Macon
=( p1& p*)(1& p2).
Table IV shows the above probabilities for the threshold values of u=
v=120 for the nonparametric estimators discussed in this work. All
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TABLE IV
New Pickands Deheuvels Cape raa Independence
A(w) 0.6749 0.65 0.6501 0.6557 1.0
p1 0.0218
p2 0.0122
p
*
0.0229 0.0221 0.0221 0.0223 0.0338
p* 0.0111 0.0119 0.0119 0.0117 0.0002
p12 0.5090 0.5473 0.5471 0.5385 0.0122
p12c 0.0011 0.0002 0.0002 0.0004 0.0122
probabilities are calculated at A(wo) where wo=log(1& p2)(log(1& p1)+
log(1& p2))=0.3571.
As it can be seen from Table IV, the estimators of Pickands and
Deheuvels are, for all practical purposes, the same as expected from the
closeness of the two estimated dependence functions. It can also be seen
that the new estimator presented here detects a somewhat weaker
dependence than the other estimators as evidenced by the plots of the
estimated dependence functions, and this is reflected in the smaller
estimated values for the probabilities p* and p12 . Note that making
assumptions of independence when in fact there is a strong dependence can
lead to substantial errors in the estimation of the probabilities of interest.
It must also be pointed out that the probabilities are being calculated using
an argument of w=0.3571 for the dependence function in contrast with the
case where w=12 is used, which corresponds to the case of equal values
of the marginals. Figure 4b shows the isoprobability contours for the event
of threshold exceedence at both locations for the threshold values of
u=v=120. Note also that in this case, both Cape raa and Deheuvels
estimators are convex as illustrated in Fig. 4d. This is in sharp contrast
with the next example.
Example 2.1. Ozone levels at two monitoring stations at Sequoia
Kings Canyon in California. The data on ozone levels come from the U.S.
National Park Service and consists of annual maxima measured at two
monitoring stations: Lower Kaweah at an altitude of 1890 meters and
coordinates 36.34.02 N and 118.46.41 W, and Ash Mountain at an altitude
of 610 meters and coordinates 36.29.37 N and 118.49.43 W, for 13 years
(19841996).
Gumbel distributions were fitted to the data with location and scale
parameters given as follows:
Lower Kaweah: location 117.54 and scale 5.18
Ash Mountain: location 124.29 and scale 6.15.
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FIG. 5. Maximum annual levels of ozone at two stations in California. (a) Scatterplot of
data transformed to exponential marginals, (b) Isoprobability plots, (c) Three convex
estimators of the dependence function, (d) The nonconvex estimators of Cape raa and
Deheuvels.
The original data were then transformed to standard exponentials and
the nonparametric estimators for the dependence function were computed.
As illustrated by the plots of the dependence functions (and the calculations
of Kendall’s tau Ghoudi et al. (1998)) the level of dependence is low and
asymmetric. This low dependence is also manifested in the joint survival
level curves. In Fig. 5d, we also provide the nonconvex estimators provided
by Deheuvels and Cape raa et al.. As can be seen from this figure, these
estimators can be far from being convex, especially when the dependence is low.
189BIVARIATE EXTREME VALUE DISTRIBUTIONS
TABLE V
New Deheuvels Cape raa Independence
A(w) 0.8185 0.8061 0.8101 1.0
p1 0.4636
p2 0.8658
p
*
0.8840 0.8801 0.8814 0.9280
p* 0.4454 0.4493 0.4480 0.4014
p12 0.9608 0.9691 0.9664 0.8658
p12c 0.7837 0.7765 0.7789 0.8658
t 0.283 0.342 0.348
For the threshold value, we take the values used by EPA (120 ppb) to
denote unhealthy levels of ozone and calculate the probabilities, both
marginal and joint of exceeding this threshold. These probabilities are
calculated using all three convex nonparametric estimators of the
dependence function, and we also compute the probabilities under the
erroneous assumption of independence. It is clear from the tabulated
values (Table V) that the calculated probabilities are very similar for the three
non parametric estimators. This is a direct consequence of the fact that for
the selected threshold values, w*=log(1& p2)(log(1& p1)+log(1& p2))
=0.7633 and all three estimators give very similar values for A(w*).
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