Abstract. In this work we study rough differential equations driven by a fractional Brownian motion with Hurst parameter H > 1 4 and establish Varadhan's small time estimates for the density of solutions of such equations. under Hörmander's type conditions
Introduction
Let B = (B 1 , ..., B d ) be a d-dimensional fractional Brownian motion with Hurst parameter H > 1 4 , that is, B is a R d -valued centered Gaussian process with covariance
A straightforward application of the Kolmogorov continuity theorem shows that the Hurst parameter H controls the path regularity of B: the sample paths of B are almost surely locally γ-Hölder continuous for all γ < H. When H = , B is a standard Brownian motion.
We are interested here in the following family of stochastic differential equations driven by B:
where V 1 , . . . , V d are C ∞ -bounded vector fields on R n . When H > 1 2 , the above equation is understood in the sense of Young's integration. In that case, existence and uniqueness of solutions are well-established, for instance, in [23] and [25] . When 1 4 < H ≤ 1 2 , equation (1) is interpreted in the framework of rough path theory (see [10, 20] ). Existence and uniqueness of solutions in this case can be found, for example, in [20] . In particular, when H = 1 2 , this notion of solution coincides with the solution of the corresponding Stratonovitch stochastic differential equation.
Once equation (1) is properly interpreted and solved with a unique solution, a natural question to address and most relevant to our purpose is the existence of a (smooth) density function of the random variable X ε t . In the regular case H > 1 2 , the authors proved (see [1] ) that under the classical Hörmander's condition on the vector fields, the law of X ε t admits a smooth density with respect to the Lebesgue measure. The existence and smoothness of density function is more involved in the rough case. Still under Hörmander condition, the existence of a density function for 1 4 < H < 1 2 is due to [7] . The smoothness of this density is proved in [12] for H > 1 3 , conditioned on the integrability of the Jacobian of the system which is established later in [9] . Finally, smoothness of the density for all H > 1 4 is proved in [8] .
With the existence of the density in hands, the next step is to study some of its basic properties. Small time asymptotics in the regular case H > 1/2 have been studied in [2] . Gaussian or sub-Gaussian upper bounds have been established in [3] and [4] . The positivity of the density is proved in [4] . In this work, we are interested in Varadhan type estimates for this density.
Throughout our discussion, we will assume some uniform hypoellipticity condition inspired by Kusuoka [17] (see Hypothesis 3.4 for details). The main problem we are interested in is to establish a version of Varadhan's estimates for the density of X 
Our main result is the following. 
In the classical case when B is a standard Brownian motion, these results were studied by numerous authors, including Léandre [18] , Ben Arous and Léandre [6] and Léandre and Russo [19] . Our result is obviously an extension of the classical result to the fractional Brownian motion case, in which many recent developments in rough paths theory are employed. In particular, we would like to mention the recent breakthrough [9] in the integrality of the Jacobian of equation (1) . This result leads to the integrability of the Malliavin derivative DX ε 1 and inverse Malliavin matrix γ X ε 1 of X ε 1 . One of the main technical difficulties of this work is to show that under the uniform hypoelliptic condition, for any fixed r > 0 γ
for some constant c r depending on r and constant l depending on the structure of vector fields V i 's which is given in Hypothesis 3.4. Finally, let us mention that some small-time asysmptotics of density function results have already been studied in the smooth case H > 1 2 for elliptic systems in [2] and [15] . These results clearly imply the Varadhan's asymptotics stated in Theorem 1.1. In the rough case 1 4 < H < 1 2 , the Laplace approximation is obtain by Inahama [14] , which is along the same line of research as the current paper.
The paper is organized as follows. In section 2, we give the necessary background on rough path and Malliavin calculus that will be needed throughout the paper. We state and prove our main result in Section 3.
Preliminary material
For some fixed H > 1 4 , we consider (Ω, F , P) the canonical probability space associated with the fractional Brownian motion (in short fBm) with Hurst parameter H. That is, Ω = C 0 ([0, 1]) is the Banach space of continuous functions vanishing at 0 equipped with the supremum norm, F is the Borel sigma-algebra and P is the unique probability measure on Ω such that the canonical process B = {B t = (B 1 t , . . . , B d t ), t ∈ [0, 1]} is a fractional Brownian motion with Hurst parameter H. In this context, let us recall that B is a d-dimensional centered Gaussian process, whose covariance structure is induced by
In particular it can be shown, by a standard application of Kolmogorov's criterion, that B admits a continuous version whose paths are γ-Hölder continuous for any γ < H.
Rough path.
For N ∈ N, recall that the truncated algebra
is equipped with a straightforward vector space structure, plus an operation ⊗ defined by
where π m designates the projection on the mth tensor level.
is called a multiplicative functional if for s < u < t one has x s,t = x s,u ⊗ x u,t . An important example arises from considering paths x with finite variation: for 0 < s < t we set
where {e 1 , . . . , e d } denotes the canonical basis of R d , and then define the truncated signature of x as
The function S N (x) for a smooth function x will be our typical example of multiplicative functional. Let us stress the fact that those elements take values in the strict subset
given by the group-like elements
where
is the linear span of all elements that can be written as a commutator of the type
This set is called free nilpotent group of step N, and is equipped with the classical Carnot-Caratheodory norm which we simply denote by | · |. For a path
, the p-variation norm of x is defined to be
where the supremum is taken over all subdivisions Π of [0, 1]. With these notions in hand, let us briefly define what we mean by geometric rough path (we refer to [10, 20] for a complete overview):
is said to be a geometric rough path if it is the p-var limit of a sequence S ⌊p⌋ (x m ) of lifts of smooth functions x m . In particular, it is an element of the space
Let x be a geometric p-rough path with its approximating sequence x m , that is, x m is a sequence of smooth functions such that
One can define the translation of x by h, denoted by T h (x) by
It can be shown that
Moreover, one has the following continuity property.
)the translation of x by h. We have (1) There is some constant C depending only on p and q,
(2) The rough path translation (x, h) → T h (x) as a map from
is uniformly continuous on bounded sets.
Remark 2.2. A typical situation of the above translation of x by h in the present paper is when x = B, the fractional Brownian motion lifted as a rough path, and h is a CameronMartin element of B. In this case, we simply denote T h (B) = B + h.
According to the considerations above, in order to prove that a lift of a d-dimensional fBm as a geometric rough path exists it is sufficient to build enough iterated integrals of B by a limiting procedure. Towards this aim, a lot of the information concerning B is encoded in the rectangular increments of the covariance function R (defined by (2)), which are given by R 
Malliavin Calculus.
We introduce the basic framework of Malliavin calculus in this subsection. The reader is invited to read the corresponding chapters in [21] for further details. Let E be the space of R d -valued step functions on [0, 1], and H the closure of E for the scalar product:
⊂ H, and when
We remark that H is the reproducing kernel Hilbert space for B. Let H be the Cameron-Martin space of B, one proves that the operator R := R H : H → H given by . Then one has H ⊂ C ρ−var for ρ > (H + 1/2) −1 . Furthermore, the following quantitative bound holds:
Remark 2.5. The above proposition shows that for fBm we have H ⊂ C ρ−var for ρ > (H + 1/2) −1 . Hence an integral of the form h dB can be interpreted in the Young sense by means of p-variation techniques.
A F -measurable real valued random variable F is then said to be cylindrical if it can be written, for a given n ≥ 1, as
where φ i ∈ H and f : R n → R is a C ∞ bounded function with bounded derivatives. The set of cylindrical random variables is denoted S.
The Malliavin derivative is defined as follows: for F ∈ S, the derivative of
More generally, we can introduce iterated derivatives. If F ∈ S, we set
For any p ≥ 1, it can be checked that the operator D k is closable from S into L p (Ω; H ⊗k ). We denote by D k,p the closure of the class of cylindrical random variables with respect to the norm
, and
Definition 2.6. Let F = (F 1 , . . . , F n ) be a random vector whose components are in D ∞ . Define the Malliavin matrix of F by
It is a classical result that the law of a non-degenerate random vector F = (F 1 , . . . , F n ) admits a smooth density with respect to the Lebesgue measure on R n . Furthermore, the following integration by parts formula allows to get more quantitative estimates:
.., F n ) be a non-degenerate random vector whose components are in D ∞ , and γ F the Malliavin matrix of F . Let G ∈ D ∞ and ϕ be a function in the space
Moreover, the elements H α are recursively given by
and for 1 ≤ p < q < ∞ we have
, where
Remark 2.8. By the estimates for H α above, one can conclude that there exist constants β, γ > 1 and integers m, r such that
In what follows, we use H α (F, G) to emphasize its dependence on F and G. . Fix a small parameter ε ∈ (0, 1], and consider the solution X ε t to the stochastic differential equation
where the vector fields V 1 , . . . , V d are C ∞ -bounded vector fields on R n . Proposition 2.3 ensures the existence of a lift of B as a geometrical rough path. The general rough paths theory (see e.g. [10, 11] ) allows thus to state the following proposition: Proposition 2.10. Consider equation (5) driven by a d-dimensional fBm B with Hurst parameter H > 1 4 , and assume that the vector fields V i s are C ∞ -bounded. Then (ii) For any λ > 0 and δ < 1 p
we have
Once equation (5) is solved, the vector X ε t is a typical example of random variable which can be differentiated in the Malliavin sense. We shall express this Malliavin derivative in terms of the Jacobian J ε of the equation, which is defined by the relation
t . Setting DV j for the Jacobian of V j seen as a function from R n to R n , let us recall that J ε is the unique solution to the linear equation
and that the following results hold true (see [7] and [24] for further details):
Proposition 2.11. Let X ε be the solution to equation (5) and suppose the V i 's are C ∞ -bounded. Then for every i = 1, . . . , n, t > 0, and x ∈ R n , we have X
Let us now quote the recent result [9] , which gives a useful estimate for moments of the Jacobian of rough differential equations driven by Gaussian processes. 
such that for every j ∈ {1, .., n} we have
for some functions f 
for every ℓ = 1, . . . , k + 1, every m ∈ K (i 1 ,...,i k ) and every (i 1 , . . . , i k ) ∈ {1, . . . , d} k , where we have set 
n ) be given by solving the ordinary diferential equation
Following Proposition 2.4, Proposition 2.13 and Remark 2.14, we have Proposition 2.15. For each h ∈ H , one has
in the topology of D ∞ .
Proof. We need to show that the convergence stated in the proposition takes place in · k,r for any k ≥ 0 and r ≥ 1. First note that Y ε t := Φ t (εB + h) satisfies equation
When H > t is also differentiable with respect to the norm E · H ⊗k follows from the fact that · H ⊗k is controlled by the sup-norm and the integrability of the system. Next, we focus on the case H < 1 2 , and divide the proof into three steps. Step 2:
, the Jacobean of Y ε t . We have for any
, the integrand in the above integral. It can be shown that f ε,1 t is smooth with respect to ε in C p−var ([0, 1]; R n ). In particular, we have
This implies that the convergence
is uniform in h 1 ∈ H . Hence
dε ε=0 in H almost surely. The fact that the convergence is also in · 1,r follows from the uniform L r (P) integrability of
Step 3: Now we proof for general k ≥ 1. Note that for h 1 , . . . , h k ∈ H , the directional derivative
. Moreover, by Proposition 2.13 (with a slight modification) there exists a collection of finite indexing sets
for some functions f Finally, we close the discussion of this section by the following large deviation principle that will be needed later. Theorem 2.16. Let Φ be given in (11) , which is a differentiable mapping from H to C([0, 1], R n ). Denote by γ Φ 1 (h) the deterministic Malliavin matrix of Φ 1 (h), i.e., γ ij Φ 1 (h) = DΦ i 1 (h), DΦ j 1 (h) H , and introduce the following functions on R n and R n × R, respectively I(y) = inf
, and I R (y, a) = inf
Recall that X . It is known (see [10] ) that B as a G ⌊p⌋ (R d )-valued rough path satisfies a large deviation principle in p-variation topology with good rate function given by 
. Now note that X ε 1 = Φ 1 (εB) and (X ε 1 , γ X ε 1 ) = (Φ(εB), γ Φ 1 (εB) ), the claimed result follows from the contraction principle.
Varadhan Estimates
Recall that we are interested in a family of stochastic differential equations driven by fractional Brownian motions B (with Hurst parameter H > 1 4 ) of the following form
We have defined the map Φ : H → C[0, 1] by solving the ordinary deferential equation
Clearly, we have X ε t = Φ t (εB). Introduce the following functions on R n , which depends on Φ d 2 (y) = I(y) = inf
Assume Hypothesis 3.2 or Hypothesis 3.4 below, our main result is the following. 
and
A key ingredient in proving Theorem 3.1 is an estimate for the Malliavin derivative DX (5) is uniformly elliptic, that is
where we have set V = (V i j ) i=1,...,n;j=1,...d and where λ designates a positive constant.
Our main technical result in this subsection is the following. Proof. We follow the idea in [4] . First recall that the Malliavin derivative
, where J ε is the Jacobian process defined by J , it is clear that (see [13] , for example)
In the following we prove the desired bounds for the Malliavin matrix. Let
Our bound for the Malliavin matrix γ X ε 1 is now reduced to prove that
for a given random variable M ε whose inverse admits moments of any order uniformly in ε ∈ [0, 1]. To this aim, notice first that
Furthermore, thanks to the interpolation inequality of [1, Lemma 4.4] applied to γ > H− 1 2 , we have
where f γ is the γ-Hölder norm of f on the interval [0, 1]. As a consequence, since the ellipticity condition |V (x)y| 2 ≥ λ|y| 2 holds true, it is readily checked that
Plugging these relations into (20) we deduce that for every y ∈ R n ,
from which the desired result follows easily. Next, we prove for the case
. We first prove claim (1) for the Malliavin derivatives. Thanks to Proposition 2.13 and Proposition 2.4 we have, for q > (H + and h 1 , . . . , h k ∈ H : 
Next we prove the estimate for γ X ε
. We can deduce that for any v ∈ R n ,
In the above, the inequality is obtained by the fact that
Let us now derive a suitable bound for M ε : recall that the Malliavin derivative
, where J ε is the Jacobian process defined by
Hence by the uniform integrability of J ε and (J ε ) −1 in ε ∈ [0, 1], and the uniform ellipticity of the vector fields V i 's, we easily bound
Now we can conclude, by [21, Lemma 2.3] , that γ
This yields the claimed result.
3.2. Hypoelliptic case. In this subsection, we extend the results in the above under a weaker assumption on the vector fields V 1 , · · · , V d . We first introduce some notations. Let A = {∅} ∪ ∞ k=1 {1, 2, · · · , n} k and A 1 = A \ {∅}. We say that I ∈ A is a word of length k if I = (i 1 , · · · , i k ) and we write |I| = k. If I = ∅, then we denote |I| = 0. For any integer l ≥ 1, we denote by A(l) the set {I ∈ A; |I| ≤ l} and by A 1 (l) the set {I ∈ A 1 ; |I| ≤ l} . We also define an operation * on A by I * J = (i 1 , · · · , i k , j 1 , · · · , j l ) for I = (i 1 , · · · , i k ) and J = (j 1 , · · · , j l ) in A. We define vector fields V [I] inductively by
Now we introduce the following uniform hypoelliptic condition, which is in force through out the rest of the section. 
and they form a uniform hypoelliptic system in the sense that there exist an integer l and a constant λ > 0 such that Under the Hypothesis 3.4 above, for any I ∈ A 1 , we can find functions ω
holds for any x ∈ R n We consider a family of SDEs indexed by ǫ ∈ (0, 1]:
where the rescaled vector fields
where ω J,ǫ
It is known that for any ǫ ∈ (0, 1] and any t > 0, the map x → X ǫ t : R n → R n is a flow of C ∞ diffeomorphisms (see [10] ). We denote the Jacobian by
As being mentioned earlier, J ε t and (J ε t ) −1 satisfies the following linear equations:
and its inverse (J ǫ t ) −1 satisfy the linear equation:
Let us introduce a linear system β J,ǫ I (t, x) that satisfies the following linear equations:
(26) Lemma 3.8. Fix ǫ ∈ (0, 1]. For any I ∈ A 1 (l), we have:
Proof. To simpify the notation, let us denote
Clearly by definition, we have a
. Next, we show that a ǫ I (t, x) and b ǫ (t, x) satisfy the same differential equation. Indeed, by change of variable formula, we have:
On the other hand, by the definition of β J,ǫ I (t, x), we have:
The result follows by the uniqueness of the differential equation.
Let us introduce the following notation: for any I, J ∈ A 1 (l), we define
In what follows, we will only consider the case t = 1 and write M 
11. It follows from the above lemma that for any r ≥ 1
for some constant c r depending on r.
Proof. First note that:
1 H . Hence we have the following expression for γ X ǫ 1 :
Now pick u ∈ R n , we have: and it completes the proof.
3.3. Proof of Theorem 3.1. Now we are in position to prove the main result of this paper.
Proof of (15) Fix y ∈ R n . We only need to show for d Eχ(εB(h))f (Φ 1 (εB + h)).
Hence, we obtain ε 2 log p ε (y) ≥ −( 1 2 h 2 H + 2η) + ε 2 log E χ(εB(h))δ y (Φ 1 (εB + h)) .
On the other hand, we have E χ(εB(h))δ y (Φ 1 (εB + h)) = ε −n E χ(εB(h))δ 0 Φ 1 (εB + h) − Φ 1 (h) ε .
Note that Z 1 (h) = lim ε↓0 Φ 1 (εB + h) − Φ 1 (h) ε is a n-dimensional random vector in the first Wiener chaos with variance γ Φ 1 (h) > 0. Hence Z 1 (h) is non-degenerate and by Proposition 2.15, we obtain
Therefore, lim ε↓0 ε 2 log E χ(εB(h))δ y (Φ 1 (εB + h)) = 0.
Letting ε ↓ 0 in (27) we obtain Since η > 0 is arbitrary, this completes the proof. As a direct consequence of the above proof, we have the following lower bound for the density function for small ε ∈ (0, 1). which concludes the proof.
Proof of (17) . Fix a point y ∈ R n and suppose that γ := inf
Let χ ∈ C ∞ 0 (R n ), 0 ≤ χ ≤ 1 be a function such that χ is equal to one in a neighborhood of y, and g ∈ C ∞ (R), 0 ≤ g ≤ 1, such that g(u) = 1 if |u| < In what follows, we estimate I 1 and I 2 respectively.
Estimate of I 1 : Let {φ n , n ≥ 1} be an orthonormal basis for H. Let 
