In this paper, we discuss the necessary and sufficient conditions for the equivalence of the dynamics of nonholonomic mechanics and variational nonholonomic (vakonomic) dynamics for certain initial conditions. We derive a priori results for identifying equivalence and, specializing to Abelian Chaplygin systems, prove that equivalence results if and only if the constrained nonholonomic equations are Lagrangian. We eliminate the need to solve the variational nonholonomic problem when checking equivalence by obtaining explicit formulae for the system's multipliers, and then derive conditions under which the multiplier free Lagrangian gives equivalence of the dynamics. We consider nonholonomic systems possessing invariant measures, showing when equivalence and Hamiltonization are the same. We also derive conditions under which measure-preserving systems exhibit equivalence. We apply the results to many of the known nonholonomic systems.
Introduction
The dynamics of nonholonomic systems is derivable from the Lagrange-D'Alembert (LD) principle, and is in general not Lagrangian, meaning that the resulting equations of motion are not the Euler-Lagrange equations of any Lagrangian [3] . That this is so can be attributed to the effects of the nonintegrable constraints, and how they are treated under the LD principle. However, instead of applying the LD principle, one may use Lagrange's multiplier theorem to incorporate the nonholonomic constraints. Such an application generally leads to different dynamics, resulting in what is called variational nonholonomic (also vakonomic) dynamics [16] . Although the LD principle gives the correct (physical) equations of motion, some authors have incorrectly claimed that the variational nonholonomic treatment gives the physical dynamics (see [23] and references therein).
In a sense, the theory of variational nonholonomic dynamics may be viewed as an attempt to 'Hamiltonize' nonholonomic mechanics, so that the equations of motion can be derived from Hamilton's principle. There have been many such attempts, approaching the question from different angles, and we only discuss a few of them here.
The most direct attempt is through comparison of the two methods themselves. The distinction between variational nonholonomic dynamics and nonholonomic mechanics is perhaps best described by Hertz's terminology which describes the former as equations of 'shortest' curves, and the latter as equations of 'straightest' curves (see [7] and references therein). Geometrically, this is because variational dynamics are equivalent to optimal control problems under certain regularity conditions [3, 26] , and as such its equations of motion are geodesics of a Levi-Civita connection. The nonholonomic equations of motion, on the other hand, are geodesics of a projected connection which is in general not metrizable (hence eliminating the possibility of viewing them as curves of minimum length). In fact, it is known that the resulting equations of motion are independent of the method used (Lagrange-D'Alembert or variational dynamics) if and only if the constraints are integrable [3, 7] . As a result, many authors have studied the similarities and differences between nonholonomic mechanics and variational nonholonomic dynamics (see [4, 11, 13, 17, 28] ) in an effort to gain insight into the nonintegrable case.
In a slightly different direction, there has been much work done which casts nonholonomic systems into Hamiltonian form via classical Hamiltonization (in the sense of Chaplygin's reducing multiplier), among which we mention [6] and [15] . The idea here is to reparametrize time with the aid of an invariant measure for the nonholonomic system such that in the new time variable the system is Hamiltonian.
Yet another direction is the almost Poisson route, where the authors, (see, e.g. [2, 20, 27, 29] ) have written the nonholonomic equations of motion in Hamiltonian form with respect to an almost Poisson bracket.
Last, we mention the work of [18] , where the authors construct canonical equations for nonholonomic systems by identification with Birkhoff mechanics. Unfortunately, as the authors themselves point out, the construction no longer preserves the original physical meaning of the nonholonomic system.
Clearly, these different directions have a common aim: to 'Hamiltonize' nonholonomic systems. As such, they will also have common points of intersection and can each benefit from results in the other. It is the aim of the paper to explore some of these interrelationships and draw some connections amongst the different approaches.
We begin in sections 1 and 2 with a review of the relevant dynamics of nonholonomic and variational nonholonomic systems, respectively. In section 3 we discuss the notions of conditionally variational nonholonomic systems (in short, the notion that there may exist certain initial conditions for the Lagrange multipliers of the variational problem for which all of the nonholonomic trajectories are solutions to the variational nonholonomic problem, and vice versa), and of partially conditionally variational (systems for which only some but not all nonholonomic trajectories can be viewed as variational nonholonomic trajectories). We geometrize the necessary and sufficient conditions originally presented in [28] and derive results that show a priori that certain systems cannot be conditionally variational. Then, because many nonholonomic systems are of Chaplygin type, we specialize to these and prove that Abelian Chaplygin systems are conditionally variational if and only if the reduced nonholonomic equations are Lagrangian, in addition to providing an explicit formula for the variational nonholonomic multipliers (which eliminates the need to first completely solve the variational nonholonomic problem in order to check the conditions of section 3). We also show how to eliminate the multipliers in certain cases and provide the conditions under which the multiplier-free Lagrangian makes the nonholonomic system conditionally variational. Section 4 then considers nonholonomic systems which possess an invariant measure. There we prove a theorem relating Hamiltonization [6] to the idea of conditionally variational systems, and elaborate on some computational simplifications in searching for conditionally variational systems in proposition 6.
Finally, we conclude in sections 5 and 6 by applying the results to many of the common nonholonomic systems, showing which systems are conditionally variational, and which are only partially conditionally variational.
Nonholonomic mechanics
For our purposes, we shall consider a nonholonomic system on a configuration manifold Q to be a pair (L, D), where L : T Q → R is a regular Lagrangian of mechanical type L = T − V , where T : T Q → R is the kinetic energy corresponding to a Riemannian metric g on Q, and V : Q → R is the potential energy, and D is the vector subbundle of T Q defined by the null space of k independent constraint one-forms ω a [3, 10] . In a neighborhood of each point, one can choose a local coordinate chart such that ω a and D take the form
respectively, where q = (r, s) ∈ Q, and for the remainder of the paper a, b = 1, . . . , k, α, β = k + 1, . . . , n, where n = dim Q. We will also call n − k the degrees of freedom of the nonholonomic system. It follows that the horizontal space H q := ker A q = D, and that T Q = V q ⊕ H q , so that we can project a tangent vector onto its vertical and horizontal parts using the connection. In coordinates, the horizontal projection hor X q of a vector
, where the Jacobi-Lie bracket of vector fields on the right-hand side is obtained by extending the vectors X and Y on Q to vector fields. Moreover, the curvature can be shown to be independent of the extension of the vector fields [3] , and in this form it becomes apparent that the curvature exactly measures the failure of the horizontal distribution D to be integrable (in the Frobenius sense). Now, using an identity 1 for the exterior derivative of a one-form, we can express the curvature as B(X, Y ) = dω a (hor X, hor Y )∂ s a , so that the local expression for the curvature is given by: 
Note that the first term on the right-hand side of (1.6) is the only instance where theṡ b occur. We can eliminate this through the constraints (1.7), and we shall henceforth denote with a subscript c any expression for which we have eliminated the fiber dependency by using (1.7).
Equations (1.6) 
Variational nonholonomic dynamics
Consider now the spaceQ = Q × M, where dim Q = n as before, and dim M = k, and where locally we denote the extra coordinates ofQ by µ 1 (t), . . . , µ k (t). We shall call the µ a (t) the multipliers, and form the augmented Lagrangian L V : TQ → R: These along with the constraint equations (1.7) form the equations of motion for the variational nonholonomic system, and a simple comparison of (2.6) and (1.6) reveals the extra term µ, B(q, δq) , from which our analysis of the conditions under which the two equations of motion coincide will be based. We should also point out that one can equivalently express the dynamics of variational nonholonomic systems directly in terms of the constrained Lagrangian L c , without considering the Lagrangian equations on the full spaceQ as we have done in (2.3)-(2.4) (see [11] ). However, we shall see in section 3.3 that equation (2.4) will lead to an a priori determination of the multipliers µ a (t).
Conditionally variational nonholonomic systems
In order to specify a unique solution to the variational nonholonomic problem, one must not only specify the initial values (q 0 ,q 0 ), but also the initial values of the multipliers µ 0 . However, as we shall see, for certain initial values of the multipliers the trajectories obtained by solving (1.6) and (2.6) will coincide. In some cases, only some of the nonholonomic trajectories will coincide with variational trajectories, and in other cases all the nonholonomic trajectories will coincide with variational ones. To make these ideas more precise, we make the following definition. Remark 3.0.1: A nonholonomic system which is conditionally variational can thus be seen as a variational nonholonomic system with Lagrangian (2.1) and initial condition µ 0 . We shall say more about the specifics of how to choose µ 0 in proposition 3 below.
The equivalence conditions
As we have seen, variational nonholonomic systems arise from Hamilton's principle of stationary action. Moreover, we have also noted that nonholonomic mechanics cannot be derived from such a principle, which has led us to introduce the idea of the system being conditionally variational. The actual conditions under which the nonholonomic system would be conditionally variational were originally stated in [28] . There the author shows that the necessary and sufficient conditions for the equivalence between the two formalisms, in the notation adopted here, are
These conditions are stated more in the language of analytical mechanics, and for our purposes we wish to have a more geometric and global view of them. The equivalent geometric condition we shall come to has already been hinted at near the end of section 2, where we observed the difference in the two formalisms to depend on the multipliers and the curvature.
To that end, we can geometrize these conditions by first using the constraints (1.7) to relate (3.1) to the curvature (1.4) of the Ehresmann connection A
Moreover, contracting with the vector δq J ∂ q J and pre-multiplying by µ a gives:
Comparing the right-hand side of the preceding with the vertical-vector-valued-two-form definition of curvature given in (1.4), we arrive at the geometric necessary and sufficient conditions for a nonholonomic system to be conditionally variational (see also [13] ).
Proposition 2. The nonholonomic system (1.6), (1.7) is conditionally variational with Lagrangian (2.1) if and only if
Remark 3.1.1: Since the curvature is vertical-vector-valued, proposition 2 intuitively says that a nonholonomic system is conditionally variational whenever the one-form µ = µ a ds a is annihilated by B(q, δq). In the two degree of freedom case (n − k = 2) with k constraints, (3.4) reads µ a B a n−1,nq 2 = −µ a B a n−1,nq 1 = 0, and in this special case these two conditions are satisfied if and only if := µ a B a n−1,n = 0. We shall call the conditions (3.4) the equivalence conditions, as originally named in [28] . Proposition 2 then confirms that the extra term in (2.6) must vanish in order for the nonholonomic system (1.6) to be conditionally variational. Moreover, the computations above show how to obtain the conditions starting from the analytical mechanics viewpoint of [28] , where the equivalence conditions first appeared.
Verifying (3.4) is often impractical though, since the conditions depend on the variational nonholonomic multipliers which are a priori unknown, thus requiring one to solve the variational dynamics explicitly. Our contributions remove this need in special cases, in addition to showing how to verify equivalence simply by inspection of the nonholonomic system.
Chaplygin systems
We now specialize to the so-called Chaplygin nonholonomic systems, partly motivated by the fact that most of the known physical examples of nonholonomic systems can be cast [3] as Chaplygin systems (for example, the vertical rolling disc, the Chaplygin sleigh and the bowling ball), but also because these types of systems possess many interesting properties which will simplify our investigations.
Geometrically, a Chaplygin nonholonomic system [3, 10] is a triple (L, D, G) where L : T Q → R is a G-invariant regular Lagrangian with respect to the lifted action on T Q, and the nonholonomic constraints are determined by the horizontal distribution D of a principal connection A on the principal G-bundle π : Q → Q/G associated with a free and proper action of G on Q. Such a definition is referred to by Koiller [19] as a non-Abelian Chaplygin system. The Abelian Chaplygin case we shall take to be when the configuration space Q is a product of copies of S 1 and R, with the connection coefficients in (1.7) depending only on the r variables, and the Lagrangian L of section 1 being cyclic in the s variables. As we shall see below these additional simplifications will allow us to re-interpret the conditions (3.4) in a much more natural way.
Abelian Chaplygin systems
Suppose now that we are considering an Abelian Chaplygin nonholonomic system. The curvature (1.4) then simplifies to just the difference of the first two terms, and the last term on the right-hand side of (1.6) also vanishes. Thus, the equations of motion (1.6) reduce to the simpler form (3.4) reduces to the following conditions:
Consider now a general nonholonomic system (not necessarily Chaplygin) For (2), the reduced equations (3.5) are Lagrangian when the right-hand side vanishes, which happens when αβṙ β = 0 ∀ α. These are precisely the conditions (3.4) after taking into account (3.6). Conversely, suppose that the system is conditionally variational. Then by (3.4) the constrained equations (3.5) are Lagrangian.
For (3), simply note that if the added potential V is independent ofq, then the multipliers µ a from part (1) of the proposition are unchanged, and so is condition (3.4). Thus, the system remains conditionally variational provided it was originally conditionally variational.
For (4), using (2) the system is conditionally variational when the right-hand side of (3.5) vanishes. Since the F γβα are only functions of r α , and F αββ = 0 ∀ α, β, these together imply that the coefficients of the productsṙ γṙ β must vanish as stated. For (5), by way of contradiction suppose it is conditionally variational. Then this means that (3.4) reads µB n−1,n = 0 (taking into account remark 3.1.1). By assumption, the system is nonholonomic, meaning that it is not variational, so that µ is nonzero. Thus, the condition reduces to B n−1,n = 0, which means that the system must actually be holonomic, in contradiction.
Remarks:
(1) Part (5) applies in the Chaplygin case as well. As such, it prevents some common nonholonomic systems from being conditionally variational simply by inspection: the knife edge, the Chaplygin sleigh, the Heisenberg free particle, and the Euler-PoincareSuslov system on SO(3) (for details see [3] ) to name a few. (2) Part (1) of the proposition allows one to determine the variational nonholonomic multipliers explicitly without having to solve the variational problem first. However as we noted in our definition of conditionally variational, these multipliers require initial conditions to be specified uniquely. To obtain the most general choice of the initial conditions on the µ a that maintain the conditionally variational property we substitute (3.6) into (3.4) . We see at once that one needs Proposition 3 is the first main result which, for Abelian Chaplygin systems, completely characterizes when such systems are conditionally variational. We shall make use of the proposition in section 5 to identify some conditionally equivalent systems by example, but also use the proposition as the backbone in section 4 for the analysis of what relationship exists between the nonholonomic system's invariant measure (if it has one) and its being conditionally variational.
Non-Abelian Chaplygin systems
In the non-Abelian Chaplygin case, the structure constants of the Lie algebra of G are no longer all zero. They enter into the curvature, now regarded as a Lie algebra valued two-form, as described in [3, 10] . The Lagrangian L induces the reduced lagrangian l : T Q/G → R, which after substitution of the constraints (1.7) gives us the constrained reduced Lagrangian l c . By choosing a local trivialization Q = Q/G × G with coordinates (r α , g a ) the equations of motion and constraints are [3] 
where ξ = g −1ġ , with g ∈ G, and A is the unique principal connection whose horizontal space is the distribution D with curvature B. Now, to derive the analog of proposition 4 we need the reduced constrained variational equations. As in the Abelian Chaplygin case, we define the variational nonholonomic reduced
a . Then the Euler-Lagrange equations are [8, 24] d dt
along with (3.10).
We can now compare these equations with (2.6) and write the results of proposition 3 in this context. However, due to the non-Abelian character of the system, some aspects of proposition 3 no longer hold.
Corollary 4. Suppose that we have a non-Abelian Chaplygin system given by (3.9)-(3.10)
for which the right-hand side of (3.9) vanishes. Then a solution to (3.9) , (3.10) with initial condition (q 0 , ξ 0 ) is also a solution to the variational nonholonomic system (3.11) with Proof. Suppose that the right-hand side of (3.9) vanishes, and consider a solution to the non-Abelian system (3.9), (3.10) with initial condition (q 0 , ξ 0 ). Then the condition (3.4) with µ b chosen as above, taking into account remark 2 of section 3.3, is satisfied. Thus, the solution to (3.9) is also a solution to (3.11) with µ as in (3.12) and µ 0 and C b subject to remark 2 of section 3.3. Moreover, the last part of the corollary follows by again observing that (3.4) is independent of the potential so long as the potential is independent of ξ .
Clearly non-Abelian Chaplygin systems are more complicated than their Abelian counterparts. For example, part (1) of proposition 3 no longer applies, and here the variational multipliers are not given by the fiber derivative a priori. However, corollary 4 provides one with an alternative to solving the variational nonholonomic non-Abelian problem to check for equivalence. The corollary shows that if one can find a non-Abelian Chaplygin system whose constrained reduced Euler-Lagrange equations are Lagrangian, then we can view its nonholonomic solutions with initial conditions (q 0 , ξ 0 ) as variational solutions to (3.11) with initial conditions (q 0 , ξ 0 , µ 0 ), taking into account remark 1 of section 3.3 and (3.12).
Eliminating the multipliers
We have defined and explored the idea of a nonholonomic system being conditionally variational in the preceding sections, but in the process have sacrificed the regularity of the new Lagrangian L V , as we pointed out in section 2. Thus, so far the variational system with Lagrangian L V fails to describe the nonholonomic system via a regular Lagrangian, even though it describes it in terms of the dynamics both formalisms produce for certain initial data. However, we shall see below that this regularity can be regained in the Abelian Chaplygin case by using a Lagrangian which is only a function of (q,q) by eliminating the multipliers through part (1) of proposition 3.
Suppose then that we again have an Abelian Chaplygin nonholonomic system with regular mechanical Lagrangian, as in section 1, and consider the variational Lagrangian (2.1)
Computing the Euler-Lagrange equations for the r and s variables gives:
where we remind the reader that all lower case Roman indices range from 1 through k, all Greek indices range from k + 1 through n, and all capital Roman indices range from 1 through n, and where g I J is the inverse of the assumed Riemannian metric g on Q from section 1. We now see that if the constraints are satisfied initially (as they must be), and g ab is invertible as a sub-matrix of g, then the constraints φ a are satisfied for all subsequent times. If in addition we know that the right-hand side of (3.14) vanishes, then the constrained EulerLagrange equations are Lagrangian, and by proposition 3, part (2) we would then know that the Abelian nonholonomic Chaplygin system under consideration is actually conditionally variational with Lagrangian given by (3.13). Moreover, we can easily compute the Hessian of L V to be the matrix
which is not automatically singular, as was the case for the L(q,q, µ; t) Lagrangian (2.1). We can thus summarize the preceding to give:
Proposition 5. Suppose that an Abelian Chaplygin nonholonomic system with regular Lagrangian is known to be conditionally variational, and that in addition the sub-matrix g ab is invertible. Then the nonholonomic mechanics can be derived from Hamilton's principle by using the Lagrangian (3.13) and with the initial data satisfying the constraints (1.7). Moreover, (3.13) will be regular if and only if (3.16) is invertible.
Before discussing proposition 5, we should mention that its origins are rooted in momentum conservation. Assuming the Hessian (3.16) is invertible we can effect the Legendre transform and define H : T * Q → R as usual
We can then examine the momenta conjugate to the s variables 18) and from here it is clear that (3.15) is nothing but a statement of the conservation of momenta. However, proposition 5 shows us that additional conditions are required to translate this conservation of momentum into a statement about the preservation of the constraints throughout the motion. The main accomplishment of this proposition is to enable the description of conditionally variational nonholonomic systems without the use of the variational multipliers, hence possibly regaining regularity in the instances in which (3.16) is invertible. In fact, one such instance where (3.16) is nonsingular is the vertical rolling disc (see section 6).
The proposition also allows one to re-interpret conditionally variational systems as Hamiltonian systems restricted to certain subsets of phase space. This is because whenever the hypotheses of the proposition are satisfied, (3.18) shows that enforcing the constraints is the same as setting p a to zero. Thus, in these cases we can compute the Hamiltonian mechanics based on (3.17) and restrict to the submanifolds of T * Q defined by p a = 0 to recover the nonholonomic mechanics. In fact, this exactly turns out to be the case for the vertical disc (see, section 6.1), and is also true for some other systems, though by a different method (see [14] ).
Conditionally variational systems, Hamiltonization and invariant measures
Two main differences between nonholonomic and variational nonholonomic systems are their derivability from stationary action principles, and the question of existence of invariant measures. Nonholonomic systems are in general not derivable from a stationary action principle, and also do not, in general, possess invariant measures. Variational nonholonomic dynamics, on the other hand, can be derived from Hamilton's principle using the augmented Lagrangian (2.1) as we have done. Moreover, because the resulting system is Hamiltonian, it naturally preserves any nonzero constant multiple of the associated standard measure. However, intuitively nonholonomic systems which do possess invariant measures are in some sense closer to Hamiltonian systems (for which we have Liouville's theorem), and thus we expect them to be closer in structure to variational systems. Indeed we shall see below that in certain cases, having an invariant measure will render a nonholonomic system conditionally variational, and also Hamiltonize (in the sense defined below) the nonholonomic system.
Abelian Chaplygin systems with invariant measures
Consider the nonholonomic system (L, D) from section 1 and assume it is of Abelian Chaplygin type. We will need the corresponding constrained Hamilton equations in what follows so we will review them here [3] .
By assumption L is regular, so we may pass to the cotangent bundle T * Q via the Legendre transform. One can then write down the constrained Hamilton equations on the constrained 1)-(4.2) are the Hamiltonian analog of (3.5), and (4.3) represents the constraints (1.7) .
We now consider the case when the nonholonomic system possesses an invariant measure. The conditions for the existence of this invariant measure are well studied [10, 22, 30 ], but we shall just assume here that the system already has an invariant measure. If we denote by X the vector field which solves (4.1)-(4.2) and further assume that the system has an invariant measure N(r) dr α ∧ dp α = N(r)ω α , where α = k + 1, . . . , n, and we denote the standard measure on M by ω α , then by definition L X (Nω k ) = 0, where L denotes the Lie derivative. From this, we have and from (4.4) we see explicitly that 's depend linearly on the momenta, so that the quantities in parentheses in (4.6) depend only on the coordinates. Thus, the only way (4.6) vanishes is if the parenthetical terms vanish identically
Equations (4.8) and (4.4) describe explicitly how the measure density, metric and curvature arising from the nonholonomic constraints interact. More importantly though, it gives an explicit relationship between the invariant measure density N and αβ , which are directly related to the property of being conditionally variational (see remark 3 of section 3.3).
Conditionally variational systems and invariant measures
Recall that remark 3 from section 3.3 tells us when a system is conditionally variational, and it is clear from that remark and (4.7) that only nonholonomic systems with constant measure densities can hope to be conditionally variational. Although this restricts the set of possible systems, the vertical rolling disc [3, 22, 30] possesses a constant density invariant measure, and we shall make use of this in section 5.1 below.
We now wish to rephrase remark 3 from section 3.3 by instead asking under what conditions the nonholonomic Abelian Chaplygin system is conditionally variational if it is known to possess an invariant measure N with coordinate-only dependence? The answer is simple for two-degree of freedom systems, but becomes increasingly complicated with the number of degrees of freedom, and is given in the following proposition: However, a straightforward computation using (4.4) shows that in general, αβ = ∂ αβ ∂p γp γ . Applying this here, we see at once that 13) where the last line follows by (4.12). By assumption of constant N (4.13) then shows that vanishes, which by remark 1 of section 3.3 implies that the system is conditionally variational. For part (b), note that there are n − k equations in (4.11), and
Thus, for n − k = 3 (the three degree of freedom case) these two give the same number of equations, and we can write out (4.11) by using the symmetry ofg
14)
The parenthetical quantities are precisely (3.8) for the three degree of freedom case, and vanish precisely under the assumptions (4.10), by using F γ αβ = −F γβα . Moreover, it is clear that for each K γ α in (4.14)-(4.16) which is zero, we must add the extra conditions as stated in part (b).
Remark 4.2.1:
A similar result to part (b) holds for the greater than three degree of freedom case, and also for the k > 2 case, by using the same argument starting from (4.11), but is not very computationally useful.
Hamiltonization and conditionally variational systems
Another method which has been used with great success to find an almost-Hamiltonian structure for nonholonomic systems is called Hamiltonization, and dates back to Chaplygin [9] . This procedure historically grew out of Chaplygin's reducing multiplier theorem [6] , which defines a new time parameterization τ by dτ = N(r) dt, where N(r) is the density of the assumed existent invariant measure of the Abelian Chaplygin nonholonomic system, and states that for two degree of freedom systems, the constrained mechanics (1.6) become Lagrangian in τ -time (see [6] and [12] for more details).
Having quantified the exact relationship between conditionally variational systems and their invariant measures in the previous section, we are now in a position to relate conditionally variational systems to the process of Hamiltonization. Abelian Chaplygin nonholonomic system (1.6) , (1.7) has two degrees of freedom. Then if the system is conditionally variational, it is also Hamiltonizable. Also, if the system is Hamiltonizable with constant measure density, then it is also conditionally variational.
Proposition 7. Suppose that the constrained
Proof. This follows directly from Chaplygin's reducibility theorem (see theorem 1.2 in [15] ) and part (a) of proposition 6. Remark 4.3.1: proposition 7 gives a relationship between two as yet unrelated avenues that both attempt to recover nonholonomic mechanics in Hamiltonian form. The main advantage is contained in its second statement, for there are numerous examples of Abelian Chaplygin systems which are Hamiltonizable [6] and whose invariant measure densities are explicitly known. By considering particular values of the system parameters (i.e. moment of inertia, mass, etc.) we can then extract the constant measure density cases, and in the two degree of freedom case then express the nonholonomic system as a conditionally variational one thanks to proposition 7.
Examples: Conditionally variational nonholonomic systems

The vertical rolling disk
Consider the nonholonomic vertical rolling disc (see [3] ) pictured in figure 1 below with configuration space Q = R 2 × S 1 × S 1 and parameterized by the coordinates (x, y, θ, ϕ), where (x, y) is the position of the center of mass of the disc, θ is the angle that a point fixed on the disc makes with respect to the vertical, and ϕ is measured from the positive x-axis. This system has Lagrangian and constraints given by
where m is the mass of the disc, R is its radius, and I, J are the moments of inertia about the axis perpendicular to the plane of the disc, and about the axis in the plane of the disc, respectively. This is an Abelian Chaplygin system with s
= (x, y, θ, ϕ) and as such proposition 3 gives
and by remark 3.1.1 this shows that the system is conditionally variational. Moreover, the variational nonholonomic Lagrangian (3.13) is given by
The results of proposition 5 apply here, and thus one could apply the Euler-Lagrange equations to L V , and by imposing the constraints (5.1) only initially, recover the full nonholonomic dynamics. It is also worth noting that a straightforward computation of (3.16) shows that L V is regular, unlike in the variational approach wherein we have the extra µ variables, and there the Lagrangian is automatically singular.
Thus, we have regained regularity and may now pass to the Hamiltonian picture with momenta defined through the Legendre transform as in (3.18) p x = −mẋ + mR cos ϕθ, p y = −mẏ + mR sin ϕθ,
With these momenta, the constraints (5.1) are simply p x = p y = 0, and the Hamiltonian becomes
5) where β = a 2 + I m, and a = mR. Indeed, we see at once that since H is independent of x, y and θ , the corresponding momenta are conserved. Moreover, after computing the associated canonical Hamilton equations and imposing on these the constraints p x = p y = 0, a straightforward verification shows that the resulting equations of motion reproduce the nonholonomic second-order equations of motion.
The mobile robot with fixed orientation and the two-wheeled carriage
These two examples are variations of the vertical disc. First, consider a mobile robot whose body maintains a fixed orientation with respect to its environment [10] . It has three wheels which roll without slipping, with the position of the center of mass at (x, y), the steering angle θ , and the rotation angle ψ of the wheels. The system's Lagrangian and constraints are given by
Rψ =ẋ cos θ +ẏ sin θ.
where again R denotes the common radius of the three wheels. However, after rewriting the constraints asẋ
we see that this system is Abelian Chaplygin, and equivalent to the vertical rolling disc under the identification J → 3J w . The calculation showing that condition (3.4) is satisfied is in this case then identical to (5.2). Another similar example found in the literature [13, 19] is the two-wheeled carriage. This system consists of a body with two wheels which roll without slipping. The position of the center of mass of the ensemble is again denoted (x, y) , and the rotation angles of the two wheels are denoted by φ 1 and φ 2 , with distance between the two wheels denoted by 2w. Moreover, denote by m the total mass of the system (where we assume both wheels have equal mass), I the axial moment of inertia of both wheels, J the moment of inertia about a diameter of both wheels, and R the common radius of both wheels. The system's Lagrangian and constraints can be written as [13, 19] where we have adopted the definitions
Comparing the system with (5.6), we can view (5.8) as an extension of (5.6) to one more degree of freedom (with the associated constraint (5.9)). Moreover since (5.9) is actually a holonomic constraint, remark 6 from section 3.3 applies and this system is therefore conditionally variational as well.
Veselova's system
Veselova's system describes [6] the motion of a rigid body with a fixed point subject to the nonholonomic constraint (ω, γ ) = 0, where ω and γ are the body's angular velocity vector and unit vector of the space-fixed axis in the frame of reference fixed to the body, respectively. By using Euler angles, we can write these vectors as ω = (ψ sin θ sin ϕ +θ cos ϕ,ψ sin θ cos ϕ −θ sin ϕ,ψ cos θ +φ), (5.10) γ = (sin θ sin ϕ, sin θ cos ϕ, cos θ), (5.11) and the equation of constraint is φ 1 =ψ + cos θφ = 0. (5.12) It is shown in [6] that this system possesses an invariant measure with density N = (γ , Iγ ) −1/2 , where I is the moment of inertia matrix. We may now use remark 4.3.1 to restrict to a case when the system might be conditionally variational. To that end, restrict to the case where the moments of inertia are all equal, so that the measure density reduces to a constant
3 ), and the system is Abelian Chaplygin. Hence the variational nonholonomic multiplier is given by proposition 3
13) and clearly by using the constraint (5.12) we see that µ = 0, which is a special case of the condition (3.4) .
Note that in this case the system was conditionally variational with vanishing variational multiplier, which in turn occurs because the nonholonomic constraint (5.12) in the equal moment of inertia case is actually an integral of the motion.
Examples: partially conditionally variational systems
Having introduced the idea of conditionally variational nonholonomic systems, we have now seen that such a situation is rare, owing to the restriction (3.4) places on such systems. The more common case which is still of interest is when only some (and not all) nonholonomic trajectories can be seen as variational ones. We present several of these examples here.
The nonholonomic free particle
The nonholonomic free particle is a prime example of a nonholonomic Chaplygin system which, although it has an invariant measure, is not conditionally variational (which is most immediately seen from part (5) of proposition 3). However, we may still view some of the nonholonomic solutions as variational ones.
The system consists of a free particle of mass m in R 3 with position (x, y, z) subject to a nonholonomic constraint. The Lagrangian and constraint are given by [3] 
As it stands the system is Abelian Chaplygin with only one constraint, and we may apply the results of proposition 3 to see that the variational multiplier is given by µ = mż, choosing C = 0 (see remark 2 of section 3.3). Since this is not identically zero, the system is not conditionally variational. However, in this case we have, by remark 3.1.1, that = −mż, and hence the constrained two degree of freedom system (1.6) has the invariant measure density N = 1 √ 1+x 2 , as can be verified directly through (4.12) . This again verifies that the system is not conditionally variational, since N is non-constant.
Since the system is not conditionally variational, not all nonholonomic solutions can be seen as variational ones. However, the solutions (ẋ 0 t + x 0 , y 0 , z 0 ) for whichż = 0 can be seen as variational ones (for in this case = 0 from above).
The Chaplygin sphere
The Chaplygin sphere is a sphere rolling without slipping on a horizontal plane (see [3] ) whose center of mass is at the geometric center, but the principal moments of inertia are distinct. In Euler angles (θ, ψ, ϕ) the Lagrangian and constraints are
where I i are the moments of inertia about the q i axes, and the ball is assumed to have mass m. Now, since q = (x, y, θ, ψ, ϕ), and the constraints and Lagrangian are independent of x, y, we have an Abelian Chaplygin system. The system also has an invariant measure whose density is in general non-constant (see [6] ). However, the density is constant for the homogeneous sphere case (in which I 1 = I 2 = I 3 = I ). Thus, the system might be conditionally variational if it satisfies (4.10). However, a quick computation shows that F ψθψ = sin θ cos θ , which fails to satisfy (4.10).
There are still nonholonomic solutions that can be seen as variational ones though. In this case, the only nonzero components of the Ehresmann connection are Now, for I 1 = I 2 = I 3 (6.5) expresses the conservation lawφ +ψ cos θ = C, and so for the homogeneous sphere all the nonholonomic trajectories chosen such that C = 0 initially will annihilate (6.4). Thus all nonholonomic trajectories which satisfy C = 0 initially can be seen as variational ones. Moreover, since in this case we cannot view all of the nonholonomic trajectories as variational ones (only those which have C = 0), then system is not conditionally variational. Summarizing, we have thus seen that nonholonomic trajectories can be viewed as variational trajectories in many very different ways. For the trivial cases, the constraints may in fact be dynamic nonholonomic constraints [3] (i.e. constants of motion), as in the case of Veselova's system restricted to the case of constant measure density. For kinematic nonholonomic constraints one may only be able to realize some of the nonholonomic trajectories as variational ones, as in the case of the homogeneous Chaplygin sphere, and the nonholonomic free particle. Lastly, for kinematic constraints satisfying (3.4) one can actually view all of the nonholonomic trajectories as variational ones, and the system is then conditionally variational, as is the case for the vertical rolling disc.
Conclusion
As we have seen, the dynamics of the variational nonholonomic formalism in most cases differs from the mechanics of nonholonomic systems. Variational nonholonomic systems are by definition Hamiltonian, and carry along with them natural properties (such as measure preservation) which nonholonomic systems generally fail to satisfy. This is not to say that there are no instances when the two dynamics coincide (which has largely been the subject of this paper). However, attempting to directly verify the equivalence conditions of [28] leads to time consuming calculations of little geometric meaning. Thus, our study into instances when the two coincide has stressed geometric ideas, as well as simple computational tools to verify conditions (3.4) . Although most of the results are contained in proposition 3, which only holds for Abelian Chaplygin systems, corollary 4 equally addresses the non-Abelian Chaplygin case, and in both cases we have stressed the notion that to a certain extent it is the structure of the constrained equations which qualifies a system to be conditionally variational.
We originally approached the idea of a system being conditionally variational by examining the associated variational nonholonomic system onQ in section 2. However, we showed in section 3.5 that in some cases one can eliminate the multipliers altogether and still regain the nonholonomic mechanics by restricting to certain initial data. Indeed, we showed this to be the case for the vertical rolling disc in section 5.1, and a similar situation is satisfied by other nonholonomic systems which are actually not conditionally variational (see [14] for more details).
Our final main development was the quantification of how nonholonomic systems possessing an invariant measure are closer to being Hamiltonian. We showed in proposition 6 under what circumstances the existence of a constant density invariant measure for a given nonholonomic system gives rise to the system being conditionally variational. Moreover, in the two degree of freedom case we related this to the procedure of Hamiltonization.
Along the way we have also highlighted the vast array of possibilities for which nonholonomic and variational nonholonomic systems can have identical trajectories. From the conditionally variational vertical disc to the zero set of the momentum map for the Chaplygin sphere, we can see that identical trajectories vary considerably depending on the geometric properties of the system. In doing so we have hopefully quantified the difference (and similarity) of nonholonomic and variational nonholonomic dynamics which has sometimes been a point of confusion [16] .
