Abstract. This note proves that if A, B are C ∞ real vector fields in an open set Ω ⊂ R 3 such that A, B and [A, B] are linearly independent then, given any C ∞ real vector field C in Ω and any function ϕ ∈ C ∞ (Ω), the second order operator L = AB +C +ϕ is locally solvable at every point of Ω. The result can be extended to first-order real pseudodifferential operators with simple real characteristics.
In the statement H −1 (U x • ) denotes the standard Sobolev space. We indicate in the second section of this note how right-inverses of L acting from the Sobolev space H s (U x • ) to itself can be found, for each s ∈ R (after some contraction of U x • about x • ). The proof will also make clear under which hypotheses one can get right-inverses acting from H s (U x • ) to H s+1 (U x • ) (cf. Corollary 1). Theorem 1 answers a question of Louis Nirenberg originating in joint work, currently in progress, with I. Ekeland. At the microlocal level Theorem 1 is closely related to the works [Ha1] , [Ha2] .
Below we use systematically the notation · and (·, ·) for the L 2 norm and the L 2 inner product, respectively; but we shall use the notation · s for the norm in the Sobolev space H s , s = 0. The letters K, K 1 , ... will denote various constants that depend solely on the (pseudo)differential operators being considered.
∈ Ω be arbitrary; actually we take it to be the origin in the coordinates x i , i = 1, 2, 3. We select a number δ > 0 such that the closure of the ball B δ = x ∈ R 3 ; |x| < δ is contained in Ω. By our hypothesis we can write 
Proof. Below, given two quadratic functionals Q 1 (u) and Q 2 (u), we shall write
. Since the origin is not a critical point of the vector fields A and B the following is true:
We have
We use the fact that
We claim that
Putting (1.6) into (1.5) yields
and therefore
Combining (1.7) and (1.8) yields
The hypothesis γ (0) = − 1 2 is equivalent to
We can find θ and δ > 0 such that
and therefore such that
Combining this with (1.4) and possibly further reducing δ yields (1.2).
Since A, B, C are linearly independent we see that (1.2) has the following consequence
where · 1 is the norm in the Sobolev space H 1 (B δ ). We may state: 
It remains to prove Theorem 1 when γ (0) = − 1 2 . To simplify notation it is convenient to assume A = −A * ; to achieve this it suffices to choose the local
Let D be any first-order linear differential operator in Ω with smooth coefficients and let D * denote its formal adjoint. We derive from the preceding inequality: 
whose norm does not exceed ε and which is such that (AL +
At this juncture we assume γ (0) = − 1 2 . We form
and we apply Corollary 2 with L = AB − [A, B] + C + ϕ and D
This is permitted since, at the origin,
Corollary 2 states that if δ > 0 is sufficiently small then 
The subprincipal symbol of L is
Using the notation {, } for the Poisson bracket we see that 
The pseudodifferential case and solvability in H
s . It remains to prove the local solvability of Lu = f in the sense of the Sobolev space H s for an arbitrary real number s. We shall do this through the extension of Theorem 1 to classical pseudodifferential operators of principal type in Ω ⊂ R n (n ≥ 2 arbitrary). Inspection of the proof of Theorem 1 shows that the extension is valid:
Theorem 2. If P 1 and P 2 are two first-order classical pseudodifferential operators of principal type in Ω ⊂ R n , with real principal symbols and such that 
The proof duplicates that of Theorem 1 replacing A by
and C by √ −1Q. Its "pivot" is the analogue of Estimate (1.10), valid when the subprincipal symbol of L does not vanish on the double characteristics of L:
where now D is an arbitrary first-order pseudodifferential operator with real principal symbol (the positive constant K 2 depends on L and D but not on δ nor, of course, on u).
Now let E be a properly supported, classical, elliptic, self-adjoint pseudodifferential operator in Ω of order s ∈ R. If we write L = L 2 + L 1 modulo pseudodifferential operators of order zero and use the notation σ (·) for the principal symbol, the subprincipal symbol of
But {σ (L) , σ (E)} ≡ 0 on the double characteristics of L. This allows us to apply (2.1) with E −1 LE in the place of L: From (2.3) we proceed as we did in the proof of Theorem 1 starting from Corollary 2. When the subprincipal symbol of L vanishes on the double characteristics of L we obtain an inequality of the following kind (after a redefinition
