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1. By a compact operator on the Banach algebra B we mean a continuous 
function K: B - B which maps bounded sets onto sets whose closures are 
compact. In this article we prove existence theorems for equations of the form 
x = X” + XKX (1) 
where K: B -+ B is a compact operator and x,, is a given element of B. 
Our results arose from a study of integral equations of the form 
where 52 is usually a compact subset of R n. Such equations occur in physical 
problems and have been studied by several authors (see, e.g., [l-3, 6-81). How- 
ever, methods established thus far for handling (2) are applicable only in very 
special situations. Here we prove quite general existence results for Eq. (2) 
via considerations of the abstract operator equation (1). In particular, we 
establish a Schauder-type fixed point theorem for the noncompact operators 
TX = x,, + XKX on the Banach algebra B, where K is as in (1). 
Our abstract theorems are applied to the Chandrasekhar H-equation 
H(t) = 1 + H(t) L1 + 46) H(s) A. 
We also consider the nonlinear equation 
which was first studied in [7]. 
2. Let M be a metric space and let A be a bounded subset of M. 
Following Kuratowski [5], we define ~~(‘4) (or simply y(A)), the measure of 
noncompactness of A, to be inf{d > 0 j A can be covered by a finite number of 
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sets of diameter less than or equal to d}. If A is relatively compact, then clearly 
r(A) = 0; and it is easy to show that if M is complete, then only the relatively 
compact sets in M have zero measure of noncompactness. 
Suppose f maps M continuously into a metric space N, and suppose f takes 
bounded sets to bounded sets. We say that f is a k-set-contraction if there exists 
k E [0, co) such that, given any bounded set A in M, YN( f (A)) < ky,(A). If f 
is a k-set-contraction for some k < 1, we call f a strict set-contraction. Note that 
if K is a compact operator on the Banach algebra B, then K is a O-set-contrac- 
tion. 
In our first result we show that the noncompact maps TX = x,, + XKX 
mentioned in Section 1 are in some cases strict set-contractions. 
THEOREM 1. Let A be a subset of the Banach algebra B, and suppose T: A --+ B 
is of the form TX = x0 + (Lx) (Kx) where 
(i) x,-,rzB; 
(ii) L:A-+Bsatisfiesl~Lx-Ly~~<ol~jx-y~~forsomeol>OandalZ 
x,yEA; and 
(iii) K: A + B is compact. 
Suppose /3 z supZGA 11 Kx 11 < CXI. If $2 < 1, then T is a strict set-contraction. 
Proof. Clearly it suffices to treat the case in which x0 is the zero element of B. 
Let C be a bounded subset of A, let E > 0 be fixed and set S = sup,,c 11 Lx I/ . 
We may assume (Y > 0, j3 > 0, and S > 0 (otherwise we are through). Since 
K(C) is relatively compact, there exist finitely many sets D, , D, ,..., D, in B 
such that diam Di < (26)-l F, i = 1,2,..., m, and K(C) = UE, Di . Choose 
sets C, , C, ,..., C, such that diam Ci < y(C) + (249-l E and C = Uy-, Ci . 
Define sets & , i = l,..., n, j = l,..., m, by 
Si,j = L(C,) Dj = {xy / x E L(C,), y E 03, 
Then T(C) C ui,j Si,j . If w, z E S,,j, there exist u, v E Ci and x, y E Dj such 
that w = (Lu) x and z = (Lv) y. Then 
We have proved that diam Si,j < @y(C) + E, which implies that y(T(C)) Q 
$+(C), that is, T is a strict set-contraction. 
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We now apply Theorem 1 to establish the existence of solutions of (1) for a 
large class of operators K. 
THEOREM 2. Suppose that K is a compact operator on the Banach algebra B, 
and suppose x,, E B. If there exists a closed, bounded, convex set C in B such that 
SUP,,~ 11 Kx 11 < 1 and such that x0 + XKX E C for each x E C, then the equation 
x = x0 + xKx 
has a solution x 6 C. 
Proof. Define T: C---f C by TX = x0 + XKX. By Theorem 1 (if we let L 
be the identity map on C) T is a strict set-contraction. According to a theorem of 
Darbo [4], if a strict set-contraction Tr leaves invariant a closed, bounded, convex 
subset C, of a Banach space, then Tl has a fixed point in C, . It follows that T 
has a fixed point x in C; hence x = x0 + xKx, and the theorem is proved. 
We emphasize that the maps T considered in Theorem 2 are generally not 
compact. For example, let B be the real Banach algebra CIO, 11, the continuous, 
real-valued functions on the closed interval [0, I], and suppose B is normed 
with the usual sup-norm. Define K on B by (Kx) (t) = 4 for each x E B 
and each t E [0, I], and let x0 be the zero element of B. Then the map 
T: C = {x E CIO, 1] 1 0 < x(t) < 1, t E [0, I]} + C defined by TX = x0 + xKx 
= +x clearly is not compact. 
We also point out that the solution whose existence is established by Theorem 
2 need not be unique. For example, define T on C[O, l] by 
TX(t) = 8 + x(t) .F,l [x(s) - $1” ds. 
Here x0 = 2, Lx = x, and Kx(t) = si [x(s) - &I2 ds. K is clearly compact since 
it has one-dimensional range. T leaves invariant the closed, bounded, convex 
set C = {x E C[O, l] j 0 < x(t) -< 1, t E [0, 1]}, and supeec /j Kx I/ = t. Finally, 
x1 , xa defined by xl(t) = 1, x2(t) = 31/2/2 are fixed points of T in C. 
In the remainder of this paper we restrict our attention to the real Banach 
algebra C(Q), the space of real-valued continuous functions on the compact set 
Q in [w”. We denote by C+(Q) the cone of nonnegative functions in C(Q), and 
for xi , xa E C(Q), we will say xi < xa (or xa > x1) provided xa - x1 E C+(Q). 
A map f: C(Q) - C(Q) will be called isotone if x1 < x2 implies f (xi) < f(xa). 
THEOREM 3. Suppose K is a compact, isotone map of C+(Q) into itself. For a 
j;,ed x,, in C+(Q), define a sequence {x~}~=“=, by 
X n+l = xo + x,&z 7 n = 0, 1, 2, 3, . . . . 
If 01 = supn 11 Kx, /I < 1, then the sequence {x,} converges in C(Q) to a solution x 
of the equation 
.x = x0 + xKx. 
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Proof. Define an operator T on C,(Q) by TX = X~ A .aXx. Then TX, = 
t^  n+1 , n = 0, 1, z..., so that T maps the set A = {x0, x1 , xe ,...I into itself. 
Now A is bounded, for the inequality 
implies that 11 X, // < (1 - a)-’ I/ x,, Ij . Furthermore, A = {x0} u T(A), so that 
r(T(A)), the measure of noncompactness of T(A), is just y(A). But by Theorem 1 
there exists k < 1 for which y(T(A)) < kr(A). Hence r(A) = 0, that is, A is 
relatively compact, and there is some subsequence (x~,},“=, which converges to a 
point x in C+(Q). Since {x~>:=,, is a nondecreasing sequence, the whole sequence 
converges to x. Therefore TX, (= x,+J converges to both x and TX, so that 
TX = x. This completes the proof. 
We now apply Theorem 3 to the equation 
fw) = 1 + H(t) (,’ &#(s) H(s) ds. (3) 
Here 4 is a nonnegative, bounded, measurable function on [0, 11. This equation 
arises in the study of radiative transfer in a semi-infinite atmosphere and was 
first studied by Chandrasekhar (see [2]), although the first rigorous proof of 
existence of a solution of (3) was given by Crum [3]. Here we give a new, con- 
structive, relatively brief proof of existence of a solution H of (3) in CJO, I]. 
THEOREM 4. Let 4 be a nonnegative, bounded, measurable function on [0, l] 
satisfying 0 < si 4(t) dt < &. Define h, in C+[O, I] by h,(t) = 1 and h, , 
n = 1, 2, 3 ,..., in CJO, I] by 
ha(t) = 1 + hn-1(t) j-“l& $(s) L(s) ds, t E [O, 11. 
Then the imzreasing sequetzce (h,)~SO converges in CJO, I] to a solution H of (3). 
Proof. Define K: C+[O, I] + C+[O, I] by 
(Z-h)(t) = L1& #(s) x(s) ds, .~ E C+[O, 11, t E [O, 11. 
Clearly K is isotone, and a standard proof using the Arzela-Ascoli theorem 
shows that K is compact. We will show that supn 1) Kh, Jj < 1, and the theorem 
will follow directIy from Theorem 3. 
Set p = 1 - [I - 2 ji t)(t) dt]1/2 and note that fi h,,(t) 4(t) dt = Ji 4(t) dt < 
p < 1. Suppose that for some n, $ h,(t) c)(t) dt < p. Then 
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so that 
After adding the two preceding equations, we obtain the inequality 
2 I,' h,+,(t) W) dt = 2 j,' #(t) dt + [ 5,' VW Ut) dt]' 
< 2 jol a)(t) dt + 11 - [ 1 - 2 js’ #(t) dt]“‘/’ 
= 2 11 - [I - 2 s,l 4(t) dt]1’2/ = 2p. 
It follows that the sequence {Kh,}~=s is bounded above by p. Now if p < 1, we 
are through. Therefore we may assume supn 11 Kh, I/ = p = 1. Clearly each 
Kh, is a nondecreasing function, so that p = sup% 1 Kh,(l)/ . Choose 6 in (0, 1) 
so that $ #(t) dt > 0, and let j3 = sup* jt IL(s) h,(s) ds. Then t?I > 0, and 
since supn ji #(t) h,(t) dt = p and {h,}~So is nondecreasing, supn si 4(t) h,(t) dt = 
p - /?. Therefore 
sip II Kh, I/ = s;p I KW)l 
= sup n s o1 & #b) h,(s) ds 
= sup n [S o’ j& VW h&) ds + j8’ & W h,(s) ds] 
< sup n [S o* & W h,(s) ds + & B] 
This completes the proof. 
We next consider Eq. (1) in the form x0 = x + XKX, where x0 E C+(Q) and 
K is a compact operator mapping C+(Q) into itself. (Recall that D is a compact 
subset of EP.) Our next theorem applies directly to the special equation 
1 = x(t) + x(t) 6 #X(S) ds (4) 
and extends the results in [7], where (4) was first studied. 
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THEOREM 5. Suppose K: C+(Q) + C+(Q) is compact. If x0 E C+(Q), then the 
equation 
x,=x+xKx (5) 
has a solution x in C+(Q) with x(t) < x,(t), t E L?. Furthermore, if x,, is invertible 
and if K is linear, then x is the unique solution of (5) in C+(Q). 
Proof. Define X: C+(Q) -+ C+(Q) by 
Xx = (1 + Kx)-l x,, . 
Then x in C+(Q) is a fixed point of X if and only if x satisfies (5). Now if y  E A = 
(x E C+(Q) 1 x(t) < x,(t), t E Q}, then 
0 < (T’.) (4 = I,1 + (KY) WI-’ x,(t) < x,(t), tef2. 
Therefore X leaves invariant the closed, bounded, convex set A. Since X is 
compact on A, it follows from the Schauder fixed point theorem that there 
exists x E A for which TX = x. This proves the first part of the theorem. 
Now assume that K is linear and that x,, is invertible. Then a solution x of 
(5) is also invertible, and y-l is a solution of (5) if and only if y  satisfies the 
equation y  = xi1 + x;‘Ky-1. Assume that x;r and xi1 are distinct solutions 
of (5). Since Q is compact, there exist largest positive numbers, 01, /3 such that 
xr - 01xa and x2 - /3x1 are in C+(Q). W e may assume a! > /3. Also, a < 1, for 
otherwise x1 3 xa and x1 - xa = x;‘(Kx;’ - Kx;l) = -x;‘(Kx;’ - Kx;‘) = 
-x;‘K(x;l - x;r), and since K(x;’ - x;l) is in C+(Q), this equality would 
imply that x1 < x2 and hence that x1 = x2 . Now 
x2 - flxl >, x2 - ax1 = xi1 + x;‘Kxil - cix;’ - ax,‘Kx;’ 
> ~,~K(owc;‘) - CLX;‘KX;’ + (x,’ - 01x0~) 
-1 -1 =x, - ccc0 . 
But since x;’ - LYX;’ is invertible, this inequality implies that we can choose 
/3, > /I for which x2 - /$x1 E C+(Q). This contradicts the maximality of /3 and 
proves the theorem. 
To apply Theorem 5 to Eq. (4) *t r suffices to have that the linear map 
S: C(f2) -+ C(Q) defined by 
Sx(t) = Jo1 # x(s) ds 
(for suitable Ii) is compact and R(t, s)/(t2 - s2) > 0, t # s. In case 
R(t, s)/(t2 - s2) is not nonnegative, it is sometimes possible to use Theorem 2 
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to establish the existence of a positive solution of (4), as the following simple 
example illustrates. 
EXAMPLE. Suppose that K: C(Q) -+ C(Q) is a compact linear operator for 
which there exists (y. E (0, 1) with 11 K jj < a/(1 + a)“. If 
XEA=(yEC+(S2)Il -a<y(t)<l +a,tEn), 
then 
and 
1 - x(t) KY(f) < 1 + (1 + a) & = 1 + Ly, tEQ, 
1 - x(t) KX(l) 3 1 - (1 + a) & = 1 - CL, tEQ. 
Hence 1 - XKX E A whenever x E A. Since supzEA 11 KX /I < Ij K (/ (1 + a) = 
a/(1 + a) < 1, it f 11 o ows from Theorem 2 that there exists x E A with 
1 =x+xKX. 
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