Abstract. In this work, we present a system for the automated classification of seabed substrates in underwater video. Classification of seabed substrates traditionally requires manual analysis by a marine biologist, according to an established classification system. Accurate, consistent and robust classification is difficult in underwater video due to varying lighting conditions, turbidity and method of original recording. We have developed a system that uses ground truth data from marine biologists to train and test per-frame classifiers. In this paper we present preliminary results of this using various feature representations (histograms, Gabor wavelets) and classifiers (SVC, kNN) on both full-frame and patchedbased analysis, achieving up to 93% accuracy . . .
Introduction
Marine habitat monitoring and study has been a subject of interest for research as technology has permitted new approaches to this historically manuallyperformed task [5, 3, 7] . It directly relates to ongoing ecological surveillance methods, the monitoring of climate change and the management of fisheries. Gaining useful information on subaquatic environments has historically been difficult [7] . Direct-contact monitoring via marine biologists, either via vehicle or diving, is expensive both in money and time. When considering even specific regions of interest, the sheer scale and area to cover makes this an unfeasible task to accomplish.
Cardigan Bay is the largest oceanic bay in Wales, located on the western coast with Bardsey Island in the north, and Strumble Head in the west. A local organisation, Friends of Cardigan Bay (FoCB), engage in monitoring the bay's habitat and ecology. We target our approach to this marine habitat, working directly with the organisation. As with a number of coastal inlets, the subaquatic region at Cardigan Bay has gone relatively unexplored, save for specific mandates. We investigate the use of computer vision and machine learning techniques in order to automatically classify seabed ecology. Building upon work in the areas of texture modelling, understanding and representation [5] , we evaluate their application to underwater video analysis.
Numerous factors affect the utility of the resultant video and images, both natural and mechanical. The physical properties of sea-water mean that obtaining uniform illumination is difficult, specifically when the depth of the sea increases. Considering a camera sensor capturing data, attenuation of RGB signal components occurs independently, and with varying severity depending upon water depth. Research in this domain has measured the levels of attenuation and provided corrective models. Camera lens artefacts also contribute to the input video capture. Organic particles can obscure frame clarity, and add unwanted motion to a scene which can be difficult to disregard. Colour information varies both within and between videos due to differences in lighting at different depths. Visibility can be substantially affected given the turbidity (the cloudiness of a liquid given particles within it) present in the field of view. Finally, limitations of the recording hardware itself, such as low resolution or low frame-rate capture can also adversely affect any attempts to manually and automatically analyse the video content.
Existing work in this area has investigated the improvement of capturing, cataloging and understanding video data. Most prominently, MBARI's AVED system deals with recognition and classification of different fish species, by identifying regions of interest in a frame through the use of visual saliency, before submitting this area of interest for further analysis [11] . A similar example is the Fish4Knowledge project, which focused on information extraction from video based on user queries, and conducting research into automated classification of multiple fish species [10, 9] . This paper looks at building a more efficient way of selecting regions of video which are known by marine biologists to have a higher probability of containing the sought-after marine species.
Methods
The Countryside Council for Wales (CCW) produced a catalogue of classifications for marine habitats present in the seas around Wales [2] . Of the 31 distinct classes available, marine biologists have isolated 13 of relevance to this study. From this subset, a simplified schema is constructed based on similar visual appearance. These are noted in Table 1 .
Two video sets are used in this research, collected via distinct methods. It is not possible to use every video as many have the same substrate throughout, so here we select videos containing multiple substrate changes to gain quantitative data for analysis.
Sled with GoPro attached (1280 x 720, 60fps): launched from a boat and attached via tether, the sled trawls the seabed collecting video data from a GoPro camera, equipped with 2 stationary lights. These videos were generously offered by Bangor University [3] . We evaluate videos from sites 2, 3 & 10. Due to the nature of the sled method, seabed disturbance occurs upon the trawler's impact. Figure 1b demonstrates this, with a trawler maintaining its position on the seabed long enough for the debris to settle. During the marking up phase, these frames are omitted. Pebbled seabed with occasional rocks IV 14
Predominately large-boulders V 17, 22, 23, 27 Coral & rich in organic life CCTV pin camera (320 x 240, 25fps): a commercial DVD PAL recorder system is used with a pin-camera dropped over the boat's edge. This is a directional sensor attached via cable, monitored on the boat's deck, and is lowered and raised manually by the operator. The video is pre-processed to remove interlacing before use.
There exist other datasets available for free use in research, such as Fish4Knowledge and TRIDENT. The selection of the data used in this paper was made based on those deemed most appropriate for our target domain, as research that specifically aimed at Cardigan Bay, Wales and those which were available at the time. Frame Processing We evaluate the effect of two algorithms in the pre-processing of video frames on the classification results: RGB and greyscale histograms were generated on entire frames, for both input video frames and for colour corrected frames. Colour correction is performed using histogram equalisation and the Retinex [4] algorithm.
Separate experiments were conducted using the base video sources, and those subjected to colour correction. In the case of colour histograms, RGB sub-channel histograms were horizontally-concatenated into a feature vector of the form R 768×1 . This representation loses all colour channel correlation, but all colour information for each channel is preserved in this form.
Wavelet Decomposition Our second approach to the problem is the use of textural image descriptors. This involves the use of a number of Gabor filters defined at a number of different orientations. It has been shown that Gabor filters in this way approximate the cell receptors of the mammalian visual system [6] .
The filter g(x, y, λ, θ, ψ, σ, γ) is derived, where λ represents wavelength and θ represents the orientation. In this example, we consider a combined, complexnumber approach, not separately filtering the imaginary and real parts. This is defined in equation 1 where x = x cos(θ) + y sin(θ) and y = x sin(θ) + y cos(θ).
We use parameters θ ∈ [0, 45, 90, 135], σ = 5, ψ = 90, λ = 50 and a kernel size of 21. These values were decided upon through testing the impulse response given by Equation 1 against viable frames with different parameters until a wholetexture pattern was obtained. A single-scale approach with Gabor filters was used as we are concerned with the full-frame and texture patch data of seabed substrates, whereas fauna recognition typically involves multi-scale approaches for object recognition [9] .
Sub-band histograms taken of the impulse responses at each rotation are used as a feature vector of the target training frame. Using the four responses together, Local Binary Patterns (LBP) [5, 8] are used to model local texture information on the final texture representation. Initially, three sets of values for radius r and points p were evaluated: (r = 1, p = 8), (r = 2, p = 12) & (r = 3, p = 16). In the case of full-frame analysis, experimentation showed that no significant difference was present in the varying LBP parameters (see Section 3), as such only (r = 1, p = 8) was evaluated.
Patched-Based Approach Devised after the full-frame analysis, a more interactive method of finding textural information is developed through the decomposition of a video frame into x patches of m × n pixels. To reduce auxiliary and irrelevant textural information from being considered, we apply a viability metric to ascertain the mean illumination of the patch to satisfy the following condition, creating a set of patches A = {x : P (x)} where
The values i M IN & i M AX are calculated as the median of the intensity range m ± i where 1 ≤ i ≤ (m − 1), we select i = 70 to approximate the interquartile range for 256 levels of intensity. Any patches that do not satisfy this condition are discarded, as the illumination extremes masked necessary texture information. In determining an appropriate window size, experiments were run on shorter and less visually distinct videos from the FoCB dataset. Values of m, n ∈ [30, 35, . . . , 60] were considered. In these tests, values decrementing < 45 suffered deterioration in classifier generality, whereas for those values > 45, the improvement was nominal. Values of m = 50, n = 50 were chosen based on these observations. Colour information is discarded in the patch-based approach.
Classification Support Vector Machines (SVM) are binary classifiers, but can be used to classify multiple classes; in order to achieve this, a cluster of SVMs are trained to form a SVC (Support Vector Classifier), using the one-versusmany approach. These are trained using both linear (SVCLIN) and radial basis function (SVCRBF) kernels, using our selected features. These are compared with kNN classifiers using the ball tree algorithm with k = 5 [1] .
A testing & training strategy of 10:90 n-fold cross validation was used, where 10% of a given class' frames from within a video were selected randomly over the set of all viable frames (those which have associated classes noted in the ground truth) and used as its training data. This method provides well-distributed samples from the data to avoid training on consecutive frames. The dataset is separated into Training, Testing and Other, which is for any frames of class 0 which have been recorded as not containing relevant information.
Obtaining satisfactory performance from the chosen classifiers requires testing and configuration of the input parameters that will dictate their tolerances. SVM parameter C is the penalty of the error term, representing the compromise of training error versus generality. Parameter γ is used in SVCRBF only in these experiments, and is the RBF kernel coefficient. For the preliminary nature of this research, testing was performed on short video sequences and values C = 1.0, γ = 0.0 were selected.
Results
Reviewing the results in Table 2 , kNN classifiers perform with greater accuracy than SVCs. Using the same features and the same video, SVCLIN outperforms SVCRBF by up to 79% success rate. These findings demonstrate that the problem responds well to a clearly linear and isolated classification system, which remains constant irrespective of the feature being trained.
Colour correction pre-processing does not show a clear advantage. Features which are dependent on texture result in successful classification on par, or below, the statistical frame histogram metrics. LBPs do not follow a clear correlation of effectiveness based on the radius and number of points used, and sub-band histograms perform better than LBP where comparable data is present. This may be accountable to the illumination texture present in all substrates, rather than the seabed texture itself.
The Bangor dataset responds to the techniques used more favourably than the FoCB dataset. This fact is more apparent in the simplified schema than the CCW. As noted in Sections 1 & 2, a number of constraints are present in both datasets, although the videos belonging to a particular dataset which may have common issues, may not share them with the other. Reviewing the Bangor footage (see Figure 1c) it is clear that the illumination pattern cast on the seabed is providing a constant filter response which is influencing the feature vector uniqueness per frame. Within the chosen videos of the Bangor dataset, the aesthetic difference between those classes recorded were not sufficiently different to generate the desired results. The simplified schema was created to specifically address the difficulties inherent to underwater video processing, however the results have shown that where the captured video lacks sufficient class diversity, it results in a gross over-simplification. This is true for the FoCB set to a lesser degree than that of Bangor's, although with results frequently greater than even 90%, the utility of this schema must also be questioned. The CCW results are more congruent to those originally expected. The variance of the results, per video and per classifier, appears to be less due to the metric but more closely related to the classifier configuration used. The trends noted suggest that, even using a full-frame as the basis of a feature vector, there is enough visible difference in the textures of distinct CCW classes to achieve satisfactory results. This fact calls into question the necessity of formulating simpler schema, at least for the data considered.
Due to the preliminary nature of the patch-based results, drawing meaningful conclusions is difficult. They are, however, aligning with expectation that using the CCW schema on the Bangor videos, a higher success-rate is achieved. FoCB 1 performs badly under patch-based classification, due to its extremely low fidelity and resolution. As there is limited variety in the Bangor dataset, there is evidence of classifier overfitting due to the lack of generality in the source material. In the FoCB dataset, whose content is more varied, this issue is not as prominent, though still easily observed across all combinations. For the purposes of these experiments, the FoCB results represent a more real-world and varied result expectation than Bangor's. Across the experiments combinations, SVCRBF performed the worst consistently. This contradicts the generally accepted notion of the RBF kernel, where its use in SVCs has performed well. An explanation for this is the phenomena of incorrect kernel configuration, whereby the C and γ parameter tuning of the SVC was not optimised for problem space correctly.
Conclusion
We have evaluated several machine learning and computer vision techniques as preliminary steps in understanding underwater environments. The training and testing of these systems has confirmed that even the more complex, biology-based CCW schema provides a realistic target for automated classification. We have shown that it is possible to use existing methods to achieve suitable classifiers on underwater video. The results validate the use of these methods to build a more generic underwater substrate classification system but do not yet give concrete values of its ultimate achievable accuracy could be. The use of different image descriptors and evaluation of different texture extraction methods (and parameters thereof) could provide more successful classification; the most prominent direction for continued research is the automatic isolation of regions-of-interest (suitable illumination, accurately masking any visible recording equipment present in frames) on further refined metrics. More widely sourced data will be evaluated under this system, from both similar projects and our own collection. The project also aims to investigate the use of ROVs, as the collection of meta-data including depth, water temperature and GPS will enable more detailed environmental descriptors for marine biologists.
