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Abstract - Graphene Integrated Metamaterial Devices for
Terahertz Modulation - Stephen Kindness
Terahertz (THz) research has experienced impressive progress in recent decades, with
unique applications emerging in fields such as spectroscopy, communications, and imaging,
all of which require fast and accurate control of the THz radiation properties. To unlock
the full potential of THz radiation, it is essential to develop a catalogue of high speed,
electrically controllable modular THz devices, which can be implemented with standardised
sources to build versatile THz systems. Due to THz frequencies lying outside of the typical
operation range for the mature microwave and photonic technologies, alternative approaches
are required to solve the unique engineering problems associated with operating in this
frequency regime. This thesis will look to design and develop novel device architectures
using metamaterial arrays to strongly couple with THz radiation, whilst implementing
electrically tunable graphene to modify the strength and nature of this interaction, leading to
active control of the amplitude, phase, polarisation and frequency of THz radiation.
Chapter 1 discusses two THz sources: THz time-domain spectroscopy (THz-TDS) and
THz quantum cascade lasers (THz-QCLs). A range of THz modulator architectures will
then be discussed, focusing on the methods which involve converting passive metamaterial
arrays into actively tunable devices, including the implementation of microelectromechanical
systems (MEMS), photoactive semiconductors, and electrostatically tunable graphene.
Chapter 2 outlines the basic device design principles for the graphene integrated metama-
terial devices shown in this thesis. The steps to build a basic split ring resonator (SRR) and
graphene amplitude modulator device are discussed, starting with the design process using
finite element electromagnetic simulation, before outlining the fabrication steps required
to build the device, and finally performing the experimental procedure to test the device
performance in a THz-TDS system. The SRR/graphene device discussed in this chapter
demonstrates amplitude modulation depths in the region of 12%, achieved by electrostatically
tuning the graphene conductivity using a voltage range of 30 V.
Chapter 3 investigates more sophisticated graphene integrated metamaterial devices
which involve lithographically selecting targeted areas of the metamaterial structure to be
actively tuned by graphene. More interesting modulation effects, such as resonant frequency
tuning, are achieved by integrating a coupled resonator metamaterial array with targeted
graphene damping. A continuous tuning of the resonant frequency over a 60 GHz range,
and binary tuning of over 200 GHz are achieved. Due to the highly dispersive nature of
the coupled resonator array, dramatic phase and group delay modulation effects are also
demonstrated.
Chapter 4 builds on the work from chapter 3, converting the coupled resonator and
graphene devices into polarisation modulators by adding an intrinsic chirality into the
metamaterial design. Two different devices are designed and fabricated, both achieving
electrical control over the polarisation angle and ellipticity of the transmitted radiation.
Polarisation tuning of up to 30 degrees is experimentally confirmed, with linear radiation
successfully converted into perfectly circular radiation, achieving an ellipticity tuning range
from 0.6 to 1.0.
Chapter 5 discusses the implementation of the active devices described in the previous
chapters with quantum cascade lasers, for the conversion of a standard THz source into a
highly versatile amplitude, polarisation and frequency controllable modular THz system.
MHz modulation speeds of QCLs are achieved by directing a QCL output through the
polarisation devices, with the polarisation angle actively tuned by up to 9 degrees. Dramatic
modulation effects are achieved by externally coupling radiation back into a QCL using the
devices as electrically tunable mirrors in an external cavity configuration. 100 % amplitude
modulation of the QCL is achieved using this method, and the frequency of THz output is
also successfully manipulated, with 20 GHz binary tuning of the laser output achieved.
Chapter 6 discusses future methods which could be used to enhance the modulation
depths of the devices described in this thesis. A modified reflection modulation scheme is
proposed and theoretically described which could greatly enhance the tuning range of the
modulators. Preliminary TDS experiments are performed showing near 100 % amplitude
modulation depths by employing this modulation scheme. Further to this, a continuous π/2
phase tuning range is achieved, corresponding to a 10 times improvement compared to the
standard transmission and reflection modulation schemes. A modified QCL feedback scheme
is also described which could utilize this enhanced phase modulation to achieve continuous
tuning of the QCL output over 10s of GHz. A similar scheme is simulated to produce greatly
enhanced polarization modulation depths with nearly 90 degrees polarization angle tuning,
and near linear to perfectly circular polarisation modulation predicted. A potential modular
TDS set-up is also proposed which involves implementing the polarisation modulators into
the standard set-up, for fast material birefringence characterisation.
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Terahertz (THz) radiation is defined by electromagnetic waves in the frequency band between
the microwave and far infrared regions (1-10 THz; 300-30 µm; 4-40 meV). The exact
definition of this frequency range has altered over time, depending on the interpretation
of the author [1–3], however in this thesis, the frequency range between 1 and 4 THz will
be focused on. THz radiation has applications in many different research areas and shows
much promise for a range of industrial applications [4]. One of the standout applications
for THz radiation is in material characterization, with low energy THz photons suitable for
probing electronic excitations and vibrational modes in solids, as well as vibrational and
rotational transitions in molecules [5]. Other applications involve the use of THz radiation in
gas spectroscopy [6, 7], for the characterization of fundamental semiconductor physics [8, 9],
and for the monitoring of industrial processes such as the manufacture of pharmaceuticals
[10, 11] or the characterization of thin film paint thicknesses [12]. Due to the non-ionizing
nature of THz radiation, there is significant interest in THz medical imaging [13, 14]. Also,
due to the frequency being much higher than standard microwave carrier frequencies, there
are exciting opportunities to exploit the unused sub-THz [15] and THz frequency bands to
shape the future of wireless communication [16–18]. All of these applications require THz
sources and detectors, and there has been significant progress in developing such devices
in recent years [16, 19, 20]. However, there is still a shortage of modular optoelectronic
components to be used as the building blocks for THz systems [21]. This thesis will focus on
investigating and demonstrating novel modulator device architectures, capable of electrically
controlling the amplitude, polarization, phase and frequency of THz radiation.
2 Introduction
1.2 Terahertz instrumentation
One of the main challenges of developing THz instrumentation, is that the frequency range
falls between the normal operating limits of typical electrical and optical based components,
resulting in the so called THz Gap [22, 23]. Standard electrical microwave sources are limited
by the carrier mobility of the oscillating semiconductor charges when increasing operation
frequency [24], whereas for standard optical sources, there are significant challenges as the
frequency is reduced into the THz region, particularly due to the lack of sufficiently small
band-gap materials, as well as thermal considerations [25]. There has, however, been a
significant move towards filling this THz gap in recent years with significant breakthroughs
in developing THz sources from the low frequency electrical side, as well as from the high
frequency optical side [26, 27]. There are a number of solid state voltage controlled diode
oscillators, based on microwave technology, which are capable of operating above 1 THz
[28], such as the impact ionization avalanche transit-time (IMPATT) diode [29], resonant
tunnelling diode [30], and Gunn diode [31]. However, as the frequency of operation increases,
there is a sharp drop off in the output power [32], with power levels above the mW level
difficult to achieve in the THz region [2].
The most powerful demonstrated THz source is the free electron laser, capable of pro-
ducing 100s of Watts of output power. However, these lasers are bulky, requiring the use of
a linear accelerator as well as strong magnetic fields, and have a high power consumption
which makes them impractical for most applications [33]. Another electron beam based
source is the backward wave oscillator, achieving mW’s of power [34]. A solid state high
power source, operating in the high frequency THz region, is the quantum cascade laser
(QCL) [2, 35] which utilizes the inter sub-band transition of quantum well heterostructure,
demonstrating peak output powers > 1 W [36]. These lasers require cryogenic cooling,
however, QCL sources which operate by exploiting difference frequency generation using
two infrared (IR) active regions, are a potential way forward for realizing high temperature
operation of THz QCLs [37].
Other source designs involve the use of a physical medium to convert optical laser power
into emitted THz power. Optical parametric down-conversion can be achieved using a non-
linear crystal to produce THz radiation from a single incident source [38]. Alternatively, two
far-infrared pump lasers can be used to produced THz radiation via heterodyne mixing [39].
Photoconductive antennas (PCA) which consist of a metal antenna design on a photocon-
ductive substrate, can be used to effectively produce CW THz generation by photo-mixing
two frequency offset incident pump lasers [40, 41]. These antennas can also be used for
THz pulse generation using a single femtosecond laser [19, 42] as well as for THz detection,
forming the building blocks of the important THz time domain spectroscopy (TDS) system.
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The following section will document the range of THz components used in this thesis to
characterize and test the fabricated devices, which include a THz TDS system and THz
QCLs.
1.2.1 Time domain spectroscopy set-up
One of the most versatile and promising THz instruments, particularly for material char-
acterisation in science and industry, is the THz time domain spectroscopy (TDS) system.
This set-up uses photoconductive antennas which are excited by a femtosecond pulsed IR
laser to produce and detect THz radiation in a fully integrated room temperature system.
Pulse bandwidths of up to 20 THz [43, 44], are achievable depending on the emitter and
detector used [45], and average emitted power in the 10s of µWs are possible [46]. The
highly repeatable nature of the pulse generation enables the averaging of a large number of
pulses, allowing for an accurate retrieval of the pulse shape on a sub-picosecond timescale
with a signal to noise ratio (SNR) 100 dB despite the low average power. TDS systems
are the most widely used THz systems in science and industry, being central to many of the
applications already mentioned, including pharmaceutical quality control [47–55, 10, 11],
material characterisation [56–64], layer thickness measurements [65–69], and also explosives
detection [70–75]. The TDS system is important for the work in this thesis as it is vital for
characterising the broadband transmission through fabricated active devices. Crucially, it
allows for the complex transmitted electric field to be measured, enabling the characterisa-
tion of the phase and polarization of transmitted radiation through devices, as well as the
amplitude.
The TDS system used for the measurements in this thesis is a Menlo K15 operated in
transmission mode, with the set-up described in figure (1.1). A mode-locked femtosecond
pulsed IR laser with a wavelength of 1560 nm, operating with a repetition rate of 100 MHz,
is used to excite charge carriers in the photoconductive antennas for THz pulse emission
and detection. Each optical pulse has a duration of ∼90 fs with an energy of ∼2.0 nJ.
This pulse is split into two paths using a beam splitter, labelled A and B in figure (1.1).
Path B is fibre coupled to the emitter which is an InGaAs/InAlAs strip line antenna. A
THz pulse is generated when the electron-hole pairs in the antenna substrate are excited
by the impinging optical pulse, before being accelerated in a DC bias applied across the
antenna arms. The accelerating charges produce a short pulse of electromagnetic radiation,
emitting as a broadband THz pulse which has a bandwidth determined by factors such as
the electron-hole lifetime and electron mobility, as well as the antenna geometry [76–78].
The emitted broadband THz pulse is then collimated and focused onto a sample using plastic
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Fig. 1.1 Schematic of the Menlo K15 THz TDS system in transmission
lenses. An identical lens arrangement is used after the sample for collimition and focusing
the transmitted THz pulse on to the detector antenna.
Path A passes through an optical delay line before being fibre coupled with the PCA
detector which is a low temperature (LT) InGaAs/InAlAs dipole detector antenna. As with the
emitter PCA, when the femtosecond laser optical pulse is incident on the detector, electron-
hole pairs are optically excited. The incident THz radiation from the emitter accelerates these
excited charge carriers across the dipole antenna, producing a photocurrent between the two
electrodes. The current is measured after passing through a low noise amplifier, giving a
direct indication of the average electric field from the THz pulse accelerating the carriers
over their lifetime. The detector is only sensitive to the electric field from the THz pulse
when the laser optical pulse is incident, and hence a snapshot of the electric field in the THz
pulse is detected. To build up the full time domain pulse, the delay line in path A is varied by
up to 100 ps using a sub-picosecond step size, with the THz pulse electric field measured
as a function of delay time. There will be a convolution between the sensitivity time of the
detector and the incident pulse electric field, and hence short, sub-picosecond, electron-hole
recombination times are the primary material requirement for the detector semiconductor
[76, 79].
Using the method described, THz pulses are generated by optical excitation with a 100
MHz repetition rate, and with the pulse shape being fully mapped out several times a second.
The SNR can be improved dramatically by averaging over many measured pulses, with
this process performed in the electrical post processing unit, typically over the course of 5
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minutes for a high SNR up to 3 THz. The TDS system is resilient to variation in pump pulse
timing caused by random jitter, as this effect is cancelled out due to the delay being identical
for path A and B. However, if there is a relative drift in temperature between path A and
path B, the measured pulse will be smeared out, adding a drift to the amplitude and phase
of the spectral measurement. To mitigate against this, measurements taken in this thesis are
typically not averaged for over 5 minutes, unless it is essential to improve the noise floor in
the spectral region above 3 THz.
1.2.2 Time domain spectroscopy analysis
One characteristic of this technique which makes it so versatile, is the phase sensitive
detection of the electric field due to the detection of the polarity of the induced photocurrent
as well as the amplitude. This extra information, which is not available for optical power
detection schemes, is crucial for quantifying complex material parameters such as the
permittivity, refractive index and conductivity. It does however, make the data analysis
more complicated than a CW frequency domain system, as the time domain signal must be
converted into the frequency domain using a Fourier transformation.
Fig. 1.2 (a) Time domain detector current measurement of THz pulse. (b) Spectral power
content of pulse determined by performing a Fourier transform. The black and red lines
indicate measurements with and without nitrogen purging respectively.
A standard time domain pulse shape through air is shown in the red curve in figure (1.2
(a)), constructed by moving the delay line over a range of 80 ps, and averaging for 5 minutes.
To extract the spectral power content of the pulse from the time domain data, Matlab is used
in post processing to perform a fast Fourier transform (FFT) on the measured time domain
data before squaring the result to convert from electric field to power. The resultant power
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spectrum of the pulse measured by the photodetector is shown by the red curve in figure (1.2
(b)). When inputting the time domain data into the Matlab FFT function, a frequency domain
result is produced with equal length as the input time domain signal given, and the absolute
value of frequency must be added later. The value for the minimum frequency step is given
by the inverse of the time domain window length, t, which is 80 ps, giving a frequency step
of 12.5 GHz. This is sufficient to observe strong absorption dips in the transmitted power due
to water absorption in the atmosphere. Conversely, the maximum frequency is proportional
to the inverse of the minimum time step. To counter these absorption lines, the set-up is
enclosed in a plastic bag for nitrogen purging, with the humidity dropping from around 30%
for this example to a value of <10 % after 30 minutes of continuous nitrogen flow. The time
domain and frequency domain results performed after nitrogen purging are shown by the
black curves in figures (1.2 (a) and (b)) respectively. The time domain signal for the nitrogen
purged path is very smooth beyond the initial peak, and the sharp transmission dips between
1 and 4 THz are almost completely removed from the frequency domain graph. There is
a smooth logarithmic decrease in the measured power as a function of frequency, with the
noise floor of the set-up typically washing out the signal at frequencies above 3.75 THz when
using an integration time of 5 minutes.
When a sample is placed in the beam path for characterisation, there are complications
which arise from multiple reflections of the pulse from the back and front facets of the
substrate. These reflections result in secondary peaks being detected in the time domain
measurement, resulting in a Fabry Perot interference effect in the power spectrum. The time
domain signal through a standard 500 µm p-doped silicon substrate with a 300 nm SiO2
insulating layer is shown in figure (1.3 (a)), using a nitrogen purged setup, and compared to
the TDS signal measured with no sample. For many applications it is desirable to remove
the effect that the substrate has on the measurement, as the substrate is only used to hold a
material of interest, and the Fabry Perot effect of the substrate can make normalization of the
transmitted power highly complex. To counter this, a post processing window function can
be multiplied with the raw data to filter the first peak of the time domain data, negating any
of the internal reflection peaks, and using this single peak to build the frequency domain data.
However, the generated power spectrum will now be a convolution of the Fourier transform
of the TDS data with the Fourier transform of the window function, and therefore one must
carefully choose the window function shape to minimise perturbations to the end result.
A simple and effective window is the Hann function [80], which is essentially one period
of a cosine function oscillating from 0 to 1, as shown in figure (1.3 (a)). The power spectrum
generated by using the time domain data passing through the substrate, including all the
peaks is shown by the red curve in figure (1.3 (b)). The Fabry Perot effect can be clearly
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Fig. 1.3 (a) Time domain data from nitrogen reference and through silicon substrate with
Hann window function shown to isolate the first peak. (b) Power spectrum for the nitrogen
reference (dotted black line), full silicon substrate signal containing all reflected pulses (red
line), and from the silicon substrate data multiplied by the window function (black line). (c)
Power spectrum normalised to transmission through air using full data through substrate (All
pulses) and data through substrate multiplied by Hann window (First pulse).
observed due to the regular interference fringes as a function of frequency, however, if the
time domain data is first filtered, isolating only the first pulse, the regular interference fringes
disappear leading to a smooth line illustrated by the black curve in figure (1.3 (b)). To
characterize the percentage of transmitted power through the substrate, the power is divided
by the power through nitrogen, with the resultant normalized transmission shown in figure
(1.3 (c)), with a broadband transmission of around 40 percent through the substrate when
windowing the first pulse. The windowing function is effective at removing the Fabry Perot
perturbations, however, it is important to note that sharp features in the spectrum may no
longer be resolvable as our time domain data length has reduced from 80 ps to 20 ps, reducing
the theoretical frequency resolution of the spectral measurement from 12.5 GHz to 50 GHz.
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Zero padding of the time domain signal can be used to smooth the spectral measurement,
however, no extra resolution can be achieved using this method as there is no additional data
being added.
1.2.3 Quantum cascade laser principles
The THz-TDS system is a powerful tool for the characterisation of the devices fabricated in
this thesis, however, for applications such as THz communications, high power, coherent, sin-
gle frequency sources are required. To demonstrate the applicability of the devices designed
and fabricated in this thesis, THz-QCLs are used in proof of principle experiments. QCLs
are high power solid state lasers which utilise quantum well confinement in semiconductor
heterostructures, enabling energy transitions in the conduction band, sidestepping the require-
ment for a semiconductor with a direct narrow THz bandgap. Electrons are injected into the
carefully designed quantum well superlattice structure, emitting radiation through stimulated
emission as the electron cascades through repeated active region periods. The conduction
band energy levels are tuned by the spatial quantum confinement of the heterostructure layers,
rather than the bandgap of the semiconductor itself, allowing for the emission frequency to be
chosen via the growth thicknesses. The curvature of the band diagram for the different energy
levels are similar as they are all in the conduction band, and therefore the energy gap remains
more consistent with changes in the electron momentum. This leads to QCLs being more
resilient to thermal noise than standard interband transition semiconductor lasers, solving
one of the fundamental challenges with realizing a THz semiconductor laser. Maximum
THz-QCL outputs of >1 W [36] in pulsed mode, and 0.23 W [81] in CW mode have been
demonstrated in current state of the art devices. These lasers are typically operated with
cryogenic cooling, however, operation is proven to be possible up to 200 K [82].
The standard operating principle of a QCL is diagrammatically described in figure (1.4),
showing an electron cascading through different active regions when a bias is applied across
the structure. QCL active regions can typically be characterised as 3 level laser systems with
the electrons tunnelling from the injector region into the top energy level 3. The electron then
decays to energy level 2 due to stimulated emission, emitting a further THz photon before
rapidly decaying into energy level 1. This electron can now tunnel into the relaxation/injection
region with a lifetime determined by the barrier height and thickness, and if the bands are
correctly aligned from the external electric field, the electron can then subsequently tunnel
into level 3 of the next period. This defines a single active region period. This process
is repeated through 100 to 200 repeat active region periods until the electron reaches the
electrode attached to the final active region period. To achieve population inversion in
the active region the scattering times are configured such that τ32 > τ2 by controlling the
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Fig. 1.4 Quantum Cascade Laser illustrated quantum well structure showing three repeated
periods.
thicknesses of the quantum wells in the heterostructure [83]. The laser cavity can then be
completed by providing optical feedback due to the Fresnel reflection from the cleaved ends
of the waveguide, leading to lasing when the active region gain is sufficient to compensate
for round trip losses. To support the laser mode, a single plasmon (SP) waveguide design can
be used which supports an optical mode bound between the top metallic contact, and a highly
doped layer on the substrate. An alternative waveguide method is the double metal design
which involves sandwiching the mode between a top and bottom metal contact on either side
of the QCL ridge. The SP design has some advantages over the double metal design including
ease of processing, and the improved quality and higher power of the quasi-Gaussian output
beam profile. These waveguide designs are also easier to couple back into using external
cavity configurations, which will be relevant for the external cavity modulation experiments
discussed in chapter 5.
There are different active region designs, most notably the resonant phonon [84, 85] and
bound to continuum (BTC) designs [86, 87], employed to generate the required active region
energy levels whilst providing efficient relaxation of the electrons from level 2 to enable
population inversion. The lasers discussed in this thesis use various (BTC) active region
designs. The working principle of this design is to bring active regions which employ a
large number of quantum wells (>10) in close proximity, causing the lower energy states to
couple together, forming a miniband of energy levels separated by small energy gaps. After
an electron radiatively decays from state 3 to state 2, there is a fast non-radiative decay due
to electron-electron scattering between the many states in this miniband, with the electron
thermalising quickly to the bottom energy state before tunnelling into the next injector region.
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A standard BTC design, taken from Ref. [86] is shown in figure (1.5 (a)), with one of the
periods shown.
Fig. 1.5 (a) Band diagram of one period of BTC QCL taken from Ref. [86]. (b) QCL single
plasmon waveguide structure illustration taken from Ref. [2].
The THz-QCLs used in this thesis have been fabricated in the semiconductor physics
group, using the molecular beam epitaxy (MBE) facility and standard clean room methods,
following a process which is outlined in detail in Ref. [88]. MBE is required to produce
precise alternating semiconductor layers [89], typically GaAs/AlGaAs. The different band
gap energies of these layers provides the quantum well confinement, with heavily doped
regions to provide enough carriers to avoid depletion and space-charge formation. The QCL
active region is grown onto a host substrate, GaAs(100), and can be etched into various
waveguide designs. The lasers in this thesis all have a single plasmon (SP) [35] waveguide
design, which is illustrated in figure (1.5 (b)). This design supports an optical mode bound
between the top metallic contact, which is created by the deposition of gold on the active
region ridge with a length of 2-3 mm and width of 250 µm, and a highly doped layer on the
substrate between the active region and the semi-insulating GaAs substrate. This doped layer
is optically thin in the THz, hence the optical mode penetrates >100 µm into the substrate,
with minimum ohmic losses in the doped layer.
1.2.4 Quantum cascade laser operation
The QCLs used in this thesis have optimal <50 K operating temperatures, therefore cryo-
genic cooling with liquid helium is used. Also, to maximise output power a pulsed QCL
arrangement, illustrated in figure (1.6) is applied. A 10 kHz rectangular voltage pulse is
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applied to the QCL, with the duty cycle (DC) set between 2% and 10% depending on the
desired average output power. Typically a 14 Hz gating signal is multiplied to the original 10
kHz modulation, and this frequency is used for Lock-in detection along with a Golay cell to
detect the output power. The Golay cell has a time constant in the order of milliseconds and
therefore the 14 Hz gated signal is detected, and the 10 kHz modulation is averaged as a DC
power.
Fig. 1.6 Typical QCL biasing set-up and detection scheme to characterise the output power
using a Golay cell.
To characterise the output power and electrical properties of the QCL, a light-output,
current, voltage (LIV) measurement is performed which involves sweeping the voltage across
the device, and measuring the current drawn from the voltage source, as well as the optical
output power. A standard LIV of one of the lasers used is shown in figure (1.7 (a)). As
the current is increased from zero the laser remains off until it reaches a current value of
0.6 A, which is referred to as the threshold current, ITh. At this current, the gain from the
injected electrons is great enough due to band alignment to match the round trip loss, and the
laser begins lasing. As the current is increased further, the output power increases relatively
linearly, which is expected due to the greater population inversion achievable. The power
reaches a maximum value with a peak power output at 0.9 A, and beyond this current the
power starts to drop again. This is due to the bands becoming increasingly misaligned with a
sharp drop off in laser power at 1.0 A with lasing ceasing. The voltage current relationship
is non linear near 0 V due to the Schottky barrier created between the metal electrodes and
doped semiconductor. The voltage current ratio drops slightly as the laser starts to lase, due
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to the artificial increase in charge carriers, and there is a sharp increase in voltage when the
bands become misaligned at 1 A, due to the destruction of the electron cascade process.
Fig. 1.7 (a) Example LIV of BTC laser. (b) Example FTIR spectrum measurement of the
laser output for different operating currents. FTIR resolution 0.25 cm−1. 10 kHz pulsed QCL
operation with 5% duty cycle 14 Hz gating for Golay detection.
To characterise the spectral output of the laser, the Golay cell in figure (1.6 is replaces
with a Fourier transform infrared interferometer (FTIR), which uses a SiGe 4K bolometer as
a detector. This operates using a standard Michelson interferometer architecture to determine
the spectrum from the laser. A standard spectral measurement of the laser at different
operating currents is shown in figure (1.7 (b)). This laser is operating in one mode throughout
the dynamic range, however, due to the Fabry Perot cavity created by the SP waveguide, with
a ridge length of between 1 and 4 mm, there are typically many possible laser modes for
QCLs spaced by the free spectral range (FSR) of the cavity. QCL mode selection mechanism
will be discussed in more detail in chapter 5.
1.3 Comsol simulation
For the purposes of designing the electromagnetic response of active modulator devices
presented in this thesis, the RF module of Comsol Multiphysics® v 5.3a is used, which is
a commercial finite element method (FEM) based multiphysics software. This simulation
tool was used to model the THz optical response of different metamaterial device architec-
tures as a function of incoming plane wave frequency, for the purpose of designing novel
metamaterial/graphene devices. This section will look to describe the theoretical framework
of the FEM simulation, while also going through the basic method for building a Comsol
simulation model.
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The Comsol simulation frequency domain model assumes that the fields vary sinusoidally
in time at a known angular frequency, and that all material properties respond linearly with
respect to field strength. The time varying electric field and magnetic field vectors can be
expressed as a function of space and time as follows.
E(x,y,z, t) = E(x,y,z)e jωt (1.1)
H(x,y,z, t) = H(x,y,z)e jωt (1.2)
To derive the wave equation which is used to determine the electromagnetic response in
the simulation, Maxwell-Ampère’s and Faraday’s laws can be combined, shown in equations
(1.3) and (1.4) respectively.
∇ × H = J + ∂D
∂ t
(1.3)
∇ × E = −∂B
∂ t
(1.4)
The constituent relations for linear materials, D = ε0εrE and B = µ0µrH as well as the
Drude model for electrical conductivity J = σE, are used to express these equations as a
function of E and H. As the electric field is oscillating sinusoidally, the time varying electric
field can be described as, ∂E
∂ t = jωE. Using this relations, equations (1.3) and (1.4) can now
be combined to create the governing wave equation for the Comsol simulation, shown in
equation (1.5).






) E = 0 (1.5)
This equation is used to determine the electric field, E, throughout the structure for
different excitation angular frequencies ω . c0 and ε0 are the speed of light in a vacuum and
the vacuum permittivity, respectively. To describe the electromagnetic response of materials
in the simulation, the permeability µr, permittivity εr, and conductivity σ , are determined
throughout the 3D structure. These are all complex values, and the imaginary part of the
permittivity and real part of the conductivity have qualitatively equivalent effects in equation
(1.5) for a given ω . Conductivity typically refers to current induced by free charges in a
material, and imaginary permittivity refers to bound current caused by exciting bound charges
with an AC electric field. These two types of current are essentially equivalent to each other
in the simulation and therefore it is important not to double count the induced current in the
material by defining both an imaginary permittivity and real conductivity when describing a
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material. Therefore in this thesis, the permittivity is set to be completely real, and induced
currents are fully contained in the value chosen for the conductivity.
To describe the spatial configuration of the materials in a simulated device, three dimen-
sional material regions are determined, with an example unit cell for the standard silicon/SiO2
substrate used throughout this thesis shown in figure (1.8 (a)). For this simulation, the per-
mittivity and permeability for air are set to 1, with the conductivity set to 0. The SiO2 layer
is assumed to be a perfect dielectric, and therefore the material parameters are the same as
air, apart from the permittivity which is set to 3.76. The silicon substrate has a standard
permittivity of 11.56, however it is p-doped, resulting in a non-zero conductivity which can
be described via the frequency dependent Drude model as follows.
σAC( f ) =
σDC
1+ j2π f τ
(1.6)
σDC is taken from the resistivity of the substrate which is 100 Ωcm, and the Drude
scattering time, τ , is 10 ps. In this simulation, the electric field at port 1, as illustrated in
figure (1.8), is configured to transmit incident radiation with a given angular frequency, ω ,
and a nominal power of 1 W, with the electric field polarized in the y direction. The measured
electric field amplitude in the y direction at port 2 is used to determine the transmitted power
through the sample. The area above port 1 and below port 2 are defined as perfectly matched
layers (PML), which are used to minimise any reflections from this surface. Floquet, periodic
boundary conditions are defined in the x and y directions, simulating an infinite repeating
structure in these dimensions. This method is suitable for the simulation of the metamaterial
arrays used in this thesis which have 100s of repeating unit cells, allowing for the optical
response of these relatively large structures to be simulated efficiently and accurately from a
single unit cell.
To determine the electric field throughout the structure, equation (1.5) is solved via the
finite element method (FEM) [90]. For this purpose, the continuous structure is split up into
discrete domains containing the material parameters, as shown in figure (1.8 (b)). The partial
differential equation (1.5) is then discretised to solve the electric field value for the nodes, at
the corners of every domain, in relation to the surrounding nodes. The denser the domains,
the more accurate the finite approximation of the electric field is. The domains should be
roughly no larger than 1/10th of the wavelength, and can be designed to be finer where
the electric field gradient is expected to be largest. All other quantities, such as magnetic
fields, currents, and power flow, can be derived from the complex electric field, including the
S-parameters for the two port configuration. The ratio of transmitted power between port 1
and port 2, |S21|2, and the ratio of reflected power back into port 1, |S11|2, are determined for
different incident frequencies, with the results shown in figure (1.8 (c)). The transmission and
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Fig. 1.8 (a) Illustration of 3D simulation model, showing Air, silicon, and SiO2 regions,
and the position of Port 1 and Port 2. (b) Picture of typical meshing of the 3D structure,
discretised into separate domain elements. (c) Transmitted power measured by Port 1 and
reflected power measured by Port 2 normalised to incident power as a function of frequency.
reflection ratios are flat at around 0.7 and 0.3 respectively, and the loss ratio 1−|S11|2−|S21|2
is negligible due to the low carrier concentration in the substrate. It will be relevant however,
to consider the loss when metal resonators and graphene are introduced, due to high ohmic
losses.
1.4 External terahertz modulators
Thus far, different THz sources have been discussed which have played a significant role
in filling the THz gap, opening many potential research and industrial THz applications.
However, it is also essential to have a wide range of THz modular components, capable of
electrically controlling the amplitude, frequency, polarization and phase of THz radiation.
One can directly modulate the amplitude of a QCL for example [91–93], however, this can
lead to frequency chirping, and modulation speeds are ultimately limited by the RC constant
of the laser. It is therefore advantageous to use external optoelectronic modular components
to modulate the THz radiation externally to the source. Also, due to the complexity involved
in building tunable THz sources, it would be ideal to integrate standard sources with a range
of external THz modulators to build a tunable THz system. External modulators suffer
from a similar THz gap as sources with the radiation frequency being too high for standard
microwave modulation devices such as Schottky diodes, and field effect transistors (FET),
due to the RC time constant falling off well below the THz region. The photon energy is
also too low for the semiconductor bandgap of photonic modulation devices such as band
edge absorbers [94]. Novel techniques are therefore required to realise a broad scope of
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THz components, and this section will look to describe a range of different fundamental
techniques for building such devices.
1.4.1 Photoconductive semiconductor
An effective technique for realizing a THz modulation system is to focus the output radiation
from a standard source onto a material which can have its THz transmission and reflection
properties varied. Photo-active semiconductors such as silicon can have electron and holes
photo-induced to various densities depending on the power of an external incident pump beam,
causing a modulation of the THz optical properties of the material [95]. If optically pumped
above the bandgap of the material, a dielectric semiconductor material can be converted
into a semi-metallic, highly doped semiconductor, drastically altering its optical properties
in the THz frequency region. The frequency dependant permittivity of the semiconductor
in the THz region, εr( f ), can now be expressed as a function of the frequency dependant
conductivity caused by the photo-excited charge carriers, σ( f ), which itself can be estimated
to follow a Drude like response as already shown in equation (1.6).




εr(∞) is the high frequency relative permittivity, with ω and ε0 being the angular fre-
quency of the incident radiation and the permittivity of free space, respectively. The conduc-
tivity is typically proportional to the charge carrier density, which for intrinsic semiconductors
is very low, resulting in a purely real permittivity, leading to a dielectric response. When
optical excitation above the bandgap is applied, the number of free charge carriers can be
increased by many orders of magnitude, leading to the permittivity changing to a highly
negative and imaginary value. This results in a metallic response for incident frequencies up
to the bandgap of the material [95]. This process is illustrated in figure (1.9).
This metallic nature of the material can be controlled by varying the excitation pump
power impinging on the substrate, leading to transmission modulation depths of up 100 %
[95–97]. A powerful additional tool is the integration of a spatial light modulator (SLM) with
the pump beam to selectively switch the material into a metallic form in determined shapes,
adding spatially dependent metallic resonant components which can be actively defined [98–
101]. The modulation speed of such devices is fundamentally limited by the semiconductor
recombination time, which varies drastically between different semiconductors, however,
recombination times <400 fs [102] are observed for low temperature GaAs (LT-GaAs) which
corresponds to maximum modulation speeds in the THz region. A drawback of this technique
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Fig. 1.9 (a) Illustration of typical frequency dependant transmission and reflection parameters
in the THz region of standard doped silicon with no photo-induced carriers. (b) Illustration of
transmission and reflection parameters of doped silicon with IR optical pump beam exciting
electron and hole charge carriers.
is the requirement for an extra optical set-up and ideally a device working purely by electrical
modulation with no optical components would be desirable.
1.4.2 Graphene modulators
Graphene is a material which has attracted a large degree of interest for the realization of
electrically modulated THz devices [103] due to its unique, tunable electrical properties.
Charge carriers in graphene can be optically excited in a similar way as discussed for
photo-active silicon [104–109], however, the material characteristics can also be electrically
modulated [110] with the concentration of charge carriers in graphene modulated over a large
tuning range, with concentrations > 1×1012 cm−2 achievable [111, 112]. To achieve this
electrical modulation, electrostatic gating between a doped substrate and the graphene layer,
separated with a dielectric, is used to vary the charge carrier concentration in the graphene
layer. For devices operating in the THz region, a Drude model, similar to the one used in
equation (1.6) can be used to estimate the frequency dependence of the graphene conductivity
[113, 110, 114–118]. The transmission and reflection parameters of the graphene layer can
be modulated using this technique, giving broadband modulation [110, 119–124, 109] with
an example device architecture shown in figure (1.10).
The optical modulation depth of the graphene layer itself is limited as it is optically thin
for incoming THz radiation. Typical modulation depths are therefore in the order of a few %
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Fig. 1.10 (a) Illustration of intraband absorption of incident THz radiation in a graphene
layer for different Fermi levels, with interband absorption prohibited for THz radiation due
to the photon energy being too low. (b) Illustration of THz modulator device using graphene
backgate electrical conductivity tuning. Figure modified from Ref. [110].
unless the graphene layer is integrated with some other feature. The absorption in graphene
can be significantly enhanced by carefully selecting the substrate thickness to include an
interference effect [125, 126], and this effect can be employed to enhance the modulation
depth of graphene modulator devices [127–129]. Electrically tunable graphene can also be
implemented with standard metamaterial structures, to provide versatile, frequency selective
modulation effects, greatly enhancing the modulation potential of graphene.
1.4.3 Metamaterial modulators
The term metamaterial refers to a class of artificially produced structures which have electrical
and magnetic properties which are not found in naturally occurring bulk materials [130].
Exotic properties such as negative refractive index can be engineered by manipulating the
effective permittivity and permeability of the material [131]. This is typically achieved
by building sub-wavelength metal arrays of resonator elements, which can be thought of
as typical Lorentzian oscillators enabled by the spatial confinement of electrons in the
metal array producing an artificial restoring force. This results in the metamaterial layer
exhibiting dramatic, highly frequency dependant, optical properties not typically observed in
the bulk material. One of the strengths of metamaterials, is that the frequency dependency
of the optical response is entirely controllable by lithographically scaling the structure
size. Countless metamaterial resonant structures have been demonstrated in the microwave,
through to the IR and optical frequencies [132–134].
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Fig. 1.11 (a) Image of metamaterial device using photoactive silicon forming the capacitor
for modulation, taken from Ref. [135] (b) Design of tunable Mems metamaterial device,
taken from Ref. [136]
To build a modulator device out of these metamaterial structures, an active component
must be built into the metamaterial design to modulate the resonance effect, and hence alter
the optical response of the material. One method involves the integration of a photoactive
material, such as silicon, discussed in the previous section. The silicon acts as an optically
activated switch for current paths in the structure by the variable excitation of a pump beam.
Such a device structure is shown in figure (1.11 (a)) which involves a capacitor region in the
centre of the unit cell which becomes conductive when the silicon is photo activated, causing
a dramatic shift in the resonance frequency of the resonator array. This figure is adapted
from Ref. [135], and there are many other examples of similar active metamaterial designs
which use photoactive semiconductor materials [137–141]. This is a powerful modulation
technique with large modulation depths achievable, but as discussed before, an additional
optical set-up is required to use photoactive silicon.
Another effective method for metamaterial modulation is to physically manipulate the
shape of the metal structure, using micro mechanical electrical systems (MEMS). An example
device is shown in figure (1.11 (b)), which is modified from Ref. [136]. This involves metal
cantilevers which change shape when electrostatically charged. When a bias is applied across
the backgate of the device in figure (1.11 (b)), the metal cantilever arms are electrostatically
attracted to the substrate, and hence move downwards. This dramatically alters the capacitive
gap in the center of the metamaterial structure, once again producing a dramatic modification
of the metamaterial resonance, resulting in a modulation of the THz optical response of the
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device. There are many similar device structures [142–146], however these devices have
limitations due to fabrication constraints, and the limited modulation speeds around the kHz
region which arise from physically moving components.
Fig. 1.12 (a) Illustration of device which uses electrical modulation of a Schottky barrier
to tune the charge carrier concentration in the local substrate around a resonator array. (b)
Side view of substrate and metamaterial. (c) Illustration of THz optical response modulation.
Taken from Ref. [147].
The metamaterial structure in a device can also be modulated by varying the conductivity
of the surrounding substrate, for example, by making use of the tunable Schottky barrier
created between the metal resonators and a doped device substrate [147–151]. The device
illustrated in figure (1.12) modulates the size of the depletion region formed due to the
Schottky barrier, reducing in size when a forward bias is applied. This increases the charge
concentration of the n doped substrate in close proximity to the metamaterial and results in
an increased damping of the resonator structure [147]. Conversely, under reverse bias, the
depletion region increases and hence the damping is reduced. This Schottky barrier tuning
provides a method of electrically tuning the THz optical response of the metamaterial array.
Reasonable modulation depths, in the region of 50 % can be achieved [147], however the
modulation speed is limited by the RC constant of the Schottky contact with modulation
speeds typically limited to a few MHz. A high electron mobility transistor (HEMT) utilizing
a tunable two dimensional electron gas (2DEG) can also be used to build electrically tunable
THz modulators [152]. In Ref. [1] an amplitude modulation depth of around 33 % was
achieved using this technique, and higher modulation speeds are achievable due to the
improved mobility of the two dimension electron gas region [153, 154]. However, one
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disadvantage of this modulation method is the high fabrication complexity required to build
these devices.
In this thesis, Graphene is used as the active tuning element in metamaterial structures.
The electrical tuning characteristics of graphene have been discussed, however, graphene
is also very easy to integrate with the metamaterial fabrication process, making this ma-
terial ideal for the electrical tuning of metamaterial structures. There are many demon-
strated graphene/metamaterial devices [155–160], with amplitude modulation depths of 60
% achieved [157], and modulation speeds of up to 100 MHz demonstrated [156]. This
thesis will look to design novel graphene/metamaterial device architectures using different
metamaterial approaches to demonstrate comprehensive electrical control over the amplitude,




2.1 Terahertz amplitude modulation overview
Active control over the amplitude of THz radiation is a crucial requirement for any THz
device technology, hence the motivation for this chapter is to demonstrate how to design
and build a standard high speed graphene/metamaterial amplitude modulator device, whilst
laying the groundwork for the more complex devices discussed in later chapters. For
THz communication purposes, narrow bandwidth sources are used, and hence the sharp
resonant features typical to metamaterial arrays are suitable for engineering a strong tunable
THz optical response. Various methods for actively modulating the optical response of
metamaterials were discussed in the previous chapter including photoactive semiconductor
materials, MEMS systems, and also Schottky and HEMT electrical techniques. Graphene
was described as an ideal metamaterial modulation material, as it can be used effectively at
room temperature, and due to its large charge carrier concentration tuning range which can
be modulated via electrostatic back gating.
There have been a range of graphene integrated metamaterial modulators designed to
operate in the far infrared regime [161–163] as well as in the THz region [155, 156, 158,
157, 159, 160]. Modulation speeds in the region of 100 MHz were demonstrated by Jessop et
al. in Ref. [156]. The device reported in this reference works by electrically shunting metal
dipole antennas in a resonator array using electrically tunable rectangular graphene patches
as shown in figure (2.1 (a)). The graphene is electrically contacted through the sharp metal
bow tie resonators, which are connected to a source and drain through horizontal biasing
lines. Figure (2.1 (b)) illustrates the device performance, which achieves a modulation of
the reflected THz power at the metamaterial resonance frequency by applying an electrical
modulation across the backgate of the device.
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Fig. 2.1 (a) SEM image of full amplitude modulator device and close up of individual
graphene loaded bow ties. (b) Illustration of device working principle. Figures taken from
Ref. [156]
The work described in this thesis looks to build on this device demonstration by using
more complex metamaterial architectures to achieve not only modulation of the THz power,
but also modulation of the transmitted polarization and phase, as well as active control
of the metamaterial resonance frequency. This chapter will look to outline and describe
the method used for designing, fabricating and testing such metamaterial and graphene
modulators. An amplitude modulator device will be realized which successfully achieves
electrical modulation of the THz transmission amplitude by around 20 %.
2.2 Dipole resonator Array
To introduce the concept of a metamaterial array as well as the Comsol simulation method
for designing these structures, a simple metal dipole resonator array is first considered. When
excited with incident radiation normal to the surface, which has an electric field polarized
along the individual dipole lengths, free charges in the metal will be accelerated in the
direction of the incident electric field, leading to an induced current in the antenna. With the
resonator length being shorter than the wavelength of incident radiation, a restoring force
is created due to the build up of charges at either end of the resonator. This electrostatic
restoring force is analogous to the mechanical restoring force on a mass attached to a spring,
and hence the oscillation of charges in each dipole antenna can be mathematical described
using a simple Lorentz oscillator model [164].
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2.2.1 Lorentz oscillator
When the resonators are excited on resonance by the electric field of incident THz radiation,
free charge carriers are accelerated in the field. The resultant charge carrier concentration
at the ends of each resonator gives an induced electric dipole moment which leads to
the metamaterial structure displaying abnormally high polarizability values. This can be
mathematically described using the polarization vector, P⃗ which is dependant on the incident
electric field E⃗, and the electrical susceptibility of the resonator array, χ̃ according to the
following equation.
P⃗ = ε0χ̃E⃗ (2.1)
The susceptibility, χ̃ , and resultant induced polarization in the resonator, P⃗ will be
strongly frequency dependant, and can be derived from the time dependant polarizability










The driving force comes from the incident electric field polarized in the y direction, Ey,
for the example resonator in figure (2.2). A damping term γ describes the ohmic and radiative
loss of the metal resonator. ω0 is the resonance frequency of the dipole antennas, and N
describes the free charge carrier density in the metal, with m and q describing the mass and
charge of an electron. This equation can be solved for a sinusoidally varying excitation
source to determine the complex polarization amplitude as a function of frequency, P̃y(ω),





When the angular frequency of the driving electric field matches the resonance frequency
of the resonator, ω0, the induced polarization in the antenna is at a maximum, and completely
imaginary, with the amplitude dependant on the damping term. This corresponds to the
current in the antenna being completely in phase with the incident driving force, leading to
these oscillating dipoles re-radiating electromagnetic waves which destructively interfere
with the incident driving THz field, thus resulting in a minimum in transmission and a
maximum in reflection. These extreme susceptibility characteristics can be used to build
dipole metamaterial arrays, as described in (2.2 (a)), which possess exotic optical properties
which can be lithographically tailored to resonate at essentially any required frequency.
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Fig. 2.2 (a) Illustration of dipole resonator metamaterial array on a p-doped silicon substrate
with a 300 nm SiO2 spacer layer. (b) Unit cell used to simulate the dipole resonator array,
showing the two ports and different material regions.
2.2.2 Comsol simulation
To simulate the optical properties of the array such as the one illustrated in figure (2.2), a
FEM Comsol simulation can be performed, using the base unit cell shown in figure (2.2
(b)). This simulation is identical to the Silicon/SiO2 substrate simulation shown in chapter 1,
however, now there is a gold dipole on top of the SiO2. The gold thickness is 100 nm, its
width is 1.5 µm, and four different dipole lengths, LDipole, are simulated between 23 and 32
µm. By using repeating boundaries in the x and y dimensions, a quasi-infinite metamaterial
array can be simulated from the base unit cell. To ensure there is minimal electromagnetic
coupling between the dipoles in the array, a large surrounding area of substrate is used, with
a total width of 1.2×LDipole, and a length of 2.2×LDipole. To describe the electromagnetic
material properties of the gold, the permittivity and permeability material parameters are set
to 1. The frequency dependent conductivity σAu,AC is described using a similar Drude model
expression as is used for the p-doped silicon, discussed in chapter 1.
σ̃Au,AC( f ) =
σAu,DC
1+ j2π f τAu
(2.4)
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A gold scattering time, τAu, of 200 f s is used [165] and the DC conductivity, σAu,DC, of
4.4×107S/m is used [166]. Incident radiation is defined at port 1 with a nominal power of
1 W, travelling towards the sample with the electric field polarized in the y direction. The
charge carrier concentration induced in the resonators (LDipole = 32µm), when excited on
resonance ( f = 1.85 THz), is shown in figure (2.3 (a)). To probe the induced charge carrier
polarity and concentration on the surface of the metal, the electric field in the z direction 20
nm above the gold is probed. The electric field at resonance is plotted at the phase where the
dipole polarization is maximal, and hence is π/2 out of phase with the driving electric field.
Fig. 2.3 (a) Charge carrier concentration in the dipole resonators probed by measuring the
electric field in the z direction 20 nm above the metal. (b) Reflected power, (c) Transmitted
power and (d) power loss as a function of frequency for the four different dipole resonator
lengths, normalised to the incident power.
The resultant steady state electric field amplitude in the y direction is probed at port 1
and port 2, and compared with the incident electric field to determine the S-parameters for
the sample. The reflection from the sample can be probed by measuring the total electric
field at port 1, and removing the excitation electric field term. The S-parameter for reflection,
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S11, can now be determined by comparing the ratio between the excitation electric field and
the reflected electric field. A plot of the reflected power ratio, |S11|2, is shown in figure
(2.3 (b)) for 4 different values of LDipole, and for excitation frequencies between 1.25 and
3.25 THz. At 1.25 THz, none of these resonators are strongly excited, and the reflection is
similar to the background substrate reflection ratio of 0.3 in figure (1.8), shown in chapter 1.
As the frequency of excitation is increased towards the resonance frequency of the dipole
resonators, the induced current and resultant polarizability of the resonator array increases.
The metal dipoles in the array act as a radiating dipole antennas, and hence, a larger power is
re-radiated in the backwards direction, increasing the |S11|2 term. For the LDipole = 32 µm,
the resonance frequency is at around 1.85 THz, corresponding to a reflectivity peak of 0.52.
As the excitation frequency is shifted above or below this point, the reflection decreases due to
the dipole radiation from the resonator array decreasing in intensity. Crucially, this resonance
frequency can be controlled by tuning the length of the dipole antennas, as illustrated by the
different dipole lengths in figure (2.3 (b)) . As the dipole length is decreased, the resonance
frequency increases, and the resonance wavelength scales essentially linearly with the length
of the dipoles.
The transmission power through the sample |S21|2 is probed by measuring the electric
field at port 2. At low frequencies, the transmission is close to the value of 0.7 predicted
for the substrate in figure (1.8). As the frequency is increased towards the resonance
frequency, the transmission decreases, with a minimum value of 0.3 measured at 1.85 THz for
LDipole = 32 µm as shown in figure ((2.3 (c)). The dip in transmission is due to the radiating
electric field from the dipole array being π out of phase with the transmitted component of the
incident radiation. As a result, these two terms destructively interfere with each other causing
a transmission dip at the same frequency as the reflection peak. The proportional loss due
to the resonator array can be determined by measuring 1−|S21|2 −|S11|2, and the result is
shown in figure (2.3 (d)). The loss is primarily due to ohmic loss in the gold resonator which
is proportional to the induced current in the resonator squared, starting at zero away from
resonance at 1.25 THz, and increasing to a peak of around 0.2 at the resonance frequency.
The radiation efficiency of the antenna can be determined from the proportion between the
power lost due to re-radiation and the power dissipated due to ohmic loss in the metal. This
efficiency, as well as resonance amplitude and Q factor, can be controlled by changing the
resonator shape, and this will be discussed in more detail later on.
2.2.3 Equivalent circuit model
To describe the dipole resonance condition, it is convenient to build an equivalent LCR circuit
model [164, 167] as shown in figure (2.4(a)). The dipole has a self capacitance, C, due to
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Fig. 2.4 (a) Illustration of equivalent circuit model for the dipole resonator array. (b) Absolute
value of the electric field around the dipole antenna at resonance. (c) Magnetic field strength
around the dipole antenna at resonance.
the build up of charges at either end of the resonator, with energy stored in the electric field
around the dipole as shown in figure (2.4 (b)). The self inductance, L, is due to the magnetic
field around the resonator, which stores energy as the current flows, shown in figure (2.4 (c)).
The resonator periodically cycles energy stored between the electric field and the magnetic
field, with the resistor value R describing the energy lost per cycle from emitting radiation
and from ohmic losses in the metal. The voltage source in figure (2.4 (a)) describes the
electromotive force of the incident electric field on the electrons, with the induced current,
I = VZ from this driving voltage determined by considering the overall impedance of the





For the given circuit model, the resonance condition is met at the angular frequency, ω ,
where the impedance of the inductor and capacitor cancel out, leading to the complex circuit
impedance having a completely real value. The resonant frequency, ω0, can be determined
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The Q factor of this resonance is defined as the ratio between the energy stored in the
reactive components in the circuit and the energy dissipated by the resistive components.








The Q factor determines sharpness of the resonance in the frequency domain, and can
also be determined by dividing the resonant angular frequency ω0 with the width at half





To determine the self capacitance value, C, for the dipole antennas, the charges collected
in the upper half of the resonator, q, is probed in the Comsol simulation shown in figure
(2.3(a)), and compared to the voltage between each end of the resonator, with the capacitance
estimated using the equation C = qV . To determine the self inductance, the average current
distribution in the antenna, I is probed in the Comsol simulation, and the magnetic flux, Φ
is measured by integrating the magnetic field in the z direction across the right half of the
unit cell. The resultant inductance is estimated using the following equation, L = ΦI . To
determine the resistive loss for the circuit model, the Q factor of the circuit is first determined,
by probing the current squared in the resonator as function of frequency in the Comsol
simulation. The Q factor value is first determined using equation (2.8), with resistance
estimated using equation (2.7), including the predetermined inductance and capacitance
values. To compare the circuit model with the simulated results, the complex impedance as a
function of frequency, Z, is determined using equation (2.6), to describe the induced current
as a function of voltage. The time averaged power drawn from the voltage source, PDrawn
can then be determined using equation (2.9).
PDrawn = 1/2 Re(V I∗) (2.9)
This quantity is important, as the ratio of the power drawn and the incident power, PDrawnPInc ,
is equal to |1−|S21|2| [168]. This assumes that when no power is drawn, the transmission
power ratio |S21|2 is equal to 1, however, due to the inclusion of a substrate we know that
this term should be relatively flat at |S21|2Sub = 0.7, according to figure (1.8) in chapter 1, and
therefore the equation is modified as follows.
PDrawn
PInc
= |S21|2Sub −|S21|2 (2.10)
2.2 Dipole resonator Array 31
To determine the ratio of the power drawn compared to the incident power, the driving
voltage across the dipole resonator is adjusted so the peak current drawn in the circuit matches
the Comsol simulation value. This voltage is used to scale the power drawn in equation (2.9)
according to the nominal 1 W excitation power used in the Comsol simulation. To convert
the power drawn value into a ratio, it is therefore divided by 1 W, and the transmitted power
through the sample, |S21|2, can now be determined by rearranging equation (2.10) as follows.




Fig. 2.5 (a) Equivalent circuit simulation results for ratio for power drawn vs incident power.
(b) Comparison of equivalent circuit model simulated transmission vs Comsol results.
LDipole (µm) L × 10−11 (H) C × 10−16 (F) R (Ω)
32 2.24 3.30 77
29 2.08 2.90 78
26 1.85 2.65 81
23 1.56 2.45 80
Table 2.1 Derived equivalent circuit model values for four different dipole lengths.
This equation is now used to plot the transmission through the sample predicted from this
circuit model representation. Table (2.1) shows the derived circuit parameters for 4 different
dipole lengths, with the capacitance and inductance increasing with length due to the greater
number of charges which can be held for a given voltage, and the larger total magnetic field
produced for a given current. Figure (2.5 (a)) shows the circuit model derived value for PDrawnPInc
as a function of frequency using the derived circuit parameters for the 4 different dipole
lengths. The transmission determined from the circuit model is now compared with the
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simulated S parameters from the Comsol equation in figure (2.5 (b)). The capacitance values
have been adjusted by a few percent compared to the initial estimated values to match the
resonance frequency position with the Comsol simulation data. The main difference between
the Comsol and circuit model simulations is that when the frequency is increased above
the resonant frequency, the Comsol simulation does not increase back to 0.7 and the circuit
model simulation does. This is most probably due to high order resonance modes which are
not considered in the simple circuit model simulation.
2.3 Split ring resonator
To alter optical properties such as the Q factor of the metamaterial resonance condition,
an endless range of resonator types can be used in the metamaterial unit cell. A popular
resonator design is the electrically excited split ring resonator, e-SRR. Typical split ring
resonators consist of circular of metal resonator with a gap in the middle, and are excited by
the magnetic field of incident radiation. The electrically excited SRR is a modified version
of this with two SRRs connected back to back, allowing for the resonators to be excited via
the electric field in the Ey direction, and can therefore be excited by radiation propagating
parallel to the substrate norm.
Fig. 2.6 (a) Illustration of SRR metamaterial array. (b) Comsol unit cell for SRR array excited
by radiation propagating normal to the surface with electric field polarized in the z direction.
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2.3.1 Comsol simulation
An example SRR array which is excited by the electric field of incident radiation is illustrated
in figure (2.6 (a)), and the equivalent simulation unit cell is shown in figure (2.6 (b)). This
simulation is set up in the same way as was done for figure (2.2), with incident radiation
propagating normal to the surface and with the electric field polarized in the y direction. The
unit cell dimensions used for the simulation are shown in figure (2.7 (a)), initially using a
’Scale’ value of 0.72. The resultant charge carrier distribution is shown in figure (2.7 (b))
when excited with a resonant frequency of 2.85 THz. This is an LC resonance, with charges
excited in the outside arms and circulating around the resonator before concentrating across
the capacitive gap. This resonance frequency is dependent on the capacitive gap size, the
width of the metal lines, and the length of the current path from one side of the capacitor to
the other.
Fig. 2.7 (a) Dimensions of SRR unit cell. Illustration of charge carrier concentration in the
SRR when excited at the (b) LC resonance frequency and (c) dipole resonance frequency.
There is a higher order resonance at 6.35 THz, shown in figure (2.7 (c)). This is essentially
a dipole resonance, with charges collecting at the top and bottom of the resonator. The dipole
resonance wavelength is therefore dependant on the length of the side of the resonator which
leads to a resonance frequency which is more than double the LC resonance. The resultant
S parameters for 4 different scale sizes are shown in figure (2.8). According to the |S11|2
graph, there is a clear resonance, corresponding to a maximum in reflection at 2.85 THz
for a scale value of 0.72. As the scale is reduced to 0.54 the resonance frequency increases
to 3.85 THz. This effect is mirrored in the transmission graph in figure (2.8 (b)), with the
transmission going to zero at the resonance frequency. There is also a peak in the loss at
resonance, shown in figure (2.8 (c)). The dipole resonance is observed in these figures as the
much broader peak above 4 THz. The LC resonance is much sharper due to the radiating
dipole moment being smaller, leading to a greater Q factor. Due to this higher Q factor
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and greater lithographic tuning control, the SRR LC resonance will be considered for the
purposes of amplitude modulation.
Fig. 2.8 (a) Simulated reflection (b) transmission (c) and loss, from SRR array as a function
of frequency for 4 different scale values.
2.3.2 Equivalent circuit model
To understand this resonance condition further, an effective equivalent circuit model can be
built as illustrated in figure (2.9 (a)). The impedance of the circuit can be described in a
























Fig. 2.9 (a) Equivalent circuit model for SRR metamaterial. (b) Comsol simulation of
electric field at resonance in the plane of the SRR. (c) Comsol simulation of magnetic field at
resonance.
As with the dipole resonator case, the Comsol simulation is used to estimate the self
inductance, L, capacitance, C, and resistance, R. The capacitance is estimated by plotting
the electric field in the capacitive gap, as shown in figure (2.9 (b)) and comparing this to
the charge carrier distribution determined from figure (2.7 (b)). To estimate the inductance,
L, the average current flowing in one of the resonator loops is determined and compared to
the magnetic flux through as simulated in figure (2.9 (c)). The Q factor can be determined
from the power lost as a function of frequency graph shown in figure (2.8 (c)), along with
equation (2.8). The value for resistance is then determined from equation (2.14). With
the parameters determined for each scale value, the resonance frequency is checked using
equation (2.13), and the estimated value for capacitance is adjusted accordingly to ensure the
resonant frequency matches. The resultant values are shown in table (2.2). The power drawn
from the circuit voltage source as a function of input power is simulated using the same
method used for the dipole resonator array. As with the dipole resonator array, this value
can then be used to predict the resultant transmission as a function of frequency. The circuit
model simulated power drawn and transmission for the SRR array are shown in figures (2.10
(a) and (b)). The Comsol transmission results are included for comparison.
The Comsol and circuit model simulations match up well, as shown in figure (2.10 (b)).
The shape of the Comsol simulated transmission for each scale around the resonance peak
is slightly different however. This is because the higher order dipole resonance conditions
are not contained in the simple circuit model, therefore effecting the circuit model simulated
transmission shape, especially at higher frequencies. The low frequency disagreement
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Fig. 2.10 (a) Circuit model simulated power drawn as a function incident power for SRR
array. (b) Circuit model simulated and Comsol simulated transmission as a function of
frequency and scale.
Scale L ×10−12 (H) C × 10−16 (F) R (Ω)
0.72 6.5 9.60 7.2
0.66 6.3 8.10 7.5
0.6 5.7 7.49 7.2
0.54 4.8 7.31 7.5
Table 2.2 Derived equivalent circuit model values for four different SRR scales.
could be due to the frequency dependent material parameters which are not included in the
equivalent circuit model.
2.3.3 Fabrication
With the principles behind the SRR array structure understood, a device is now fabricated
using the same lithographic tuning parameters which were simulated using Comsol and the
equivalent circuit model. As discussed in the introductory section, 500 µm thick p-doped
silicon substrates with an insulating 300 nm SiO2 layer on top is used to fabricate these
devices. The boron doped silicon has a conductivity of 100 Ωm and is cleaved into 2x2 cm
areas, and a layer of double layer PMMA e-beam resist is deposited onto the substrate via spin
coating. The SRR patterns are designed in a 2D cad file, which is used to write the E-beam
pattern. The exposed resist is removed using a developer which consists of MBIK:MEK:IPA
with ratios of 1:5:15. The metal resonator structure is then deposited through the resist gaps
using a thermal evaporator, with a 10 nm Ti adhesive layer first deposited, and then 80 nm of
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Au on top. The sample is then soaked in acetone overnight to remove the resist. This process
is illustrated in figure (2.11 (a)), and an SEM of the resultant structure is shown in figure
(2.11 (b)).
Fig. 2.11 Illustration of Procedure for fabricating metal resonator arrays and SEM of fabri-
cated SRRs.
2.3.4 Time domain spectroscopy results
To test the frequency dependant transmission through the fabricated device the Menlo K15
TDS set-up is used. The operation and working principle for the TDS set-up is described
in detail in chapter 1, with the experimental set-up described in figure (1.1). The sample
is placed in the beam path at the focus which has a beam width of around 1 mm for low
frequencies and a width of around 200 µm for frequencies above 2 THz. An x/y stage is used
to scan the sample in the focus using 100 µm steps. The device cad design, showing the four
SRR areas is shown in figure (2.12 (a)) and a corresponding TDS image is shown in figure
(2.12 (b)). For the TDS plot, the maximum electric field is plotted, after a post processing
filter is applied to remove frequency components below 2 THz. This reduces the spot size
from 1 mm to 200 µm allowing for the four 1 mm2 areas to be resolved. The four areas, and
the scale associated with each area, are shown. The transmission through the SRR areas are
less than the surrounding substrate, and the transmission is minimal over the metal bond pad
areas, which are used for when graphene is included in devices such as this.
With the position of the four areas determined in the 2D scan, a long integration time TDS
measurement is performed for each of the four areas. An example of the time domain signal
measured when passing through a SRR area is shown in figure (2.13 (a)) and is compared
with the time domain signal when no device is present. The time domain signal through the
sample contains repeat pulses with a detector current peaking at 0.4, 12 ps after the initial
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Fig. 2.12 (a) 2D cad of the 4 SRR arrays. (b) TDS x/y scan through the metamaterial array.
pulse. A further repeat pulse, with a detector current peak of 0.1, is present 24 ps after
the initial pulse. These extra pulses are due to internal reflections in the substrate, which
is around 500 µm thick. The increased effective path length through the silicon for the
internal reflections leads to the 12 ps and 24 ps time delay for the second and third pulses
respectively. If these peaks are contained in the Fourier Transform conversion from the time
domain to the frequency domain, the Fabry Perot effect of the substrate will be shown. To
isolate the transmissive properties of the metamaterial, and to negate the Fabry Perot effect
of the substrate, a cosine filter is multiplied to the signal, as shown in figure (2.13 (a)). The
resultant transmitted power as a function of frequency through the four different SRR scale
areas is shown in figure (2.13 (b)), and compared with the reference power when no sample
is present.
To determine the S-parameters for transmitted power, |S21|2, the power through the
SRR areas is divided by the reference power. The resultant transmitted power ratio as a
function of frequency for the four scale areas is shown in figure (2.14) and compared with
the equivalent Comsol simulations. For all of the areas, the TDS measured transmission ratio
is around 0.5 at 2 THz which corresponds well to the simulated transmission through the
whole substrate, without including the Fabry Perot effect. As the frequency is increased, the
resonance features of the SRRs begin to reduce the transmitted power causing a minimum at
the resonance frequency for each area. The resonant frequency for scale 0.72 is 2.95 THz,
which is 100 GHz higher than expected in the Comsol simulation. As the scale is decreased
to 0.54, the resonant frequency of the TDS results is measured at around 3.95 THz, compared
to the simulated resonance frequency of 3.8 THz. This shows that the resonant frequency is
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Fig. 2.13 (a) Time domain data of THz pulse passing through the 0.72 scale SRR area
compared to passing through nitrogen. The cosine filter is also shown. (b) Frequency domain
data for the pulse after passing through 4 different SRR areas, and compared to the data when
no sample is present.
consistently off by less than 4 percent, and is most likely due to inconsistencies in substrate
permittivity and gold conductivity between the simulation and real sample. The 10 nm
titanium layer is not included in the simulation, and therefore this could also explain the
frequency offset. A further reason for this discrepancy could be the fact that the simulation
uses plane waves, however the TDS uses a focused beam.
Fig. 2.14 TDS transmission data normalised to transmission through nitrogen for four
different scale values. TDS data is compared to Comsol simulation data.
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Another difference between the simulation and result is the absolute value of transmission
at the resonance frequency. The minimum transmission measured in the TDS data is around
0.2 for all four areas, compared to the simulation which predicts transmission values of
less than 0.05 at the resonance frequency. One reason for this could be the spot size in
the TDS set-up is larger than expected, allowing power to be transmitted around the 1mm2
areas. Although 200 µm features can be defined using the 2D scan, a dummy sample with
identically shaped 1mm2 areas of thick opaque gold is used to test how much of the incident
pulse power leaked around the area. Using this dummy sample, around 10 percent of the
incident spot is transmitted when the spot is aligned to the centre of the opaque gold square.
This would account for some of the discrepancies between the minimum transmitted power
between the simulation and results. An additional reason for this could be that the full sample
area is not completely pristine, with some areas not being lifted off correctly, and there could
also be discrepancies in the thickness of gold between simulation and result. Apart from
these discrepancies, the functional form and trend with changing scale show remarkable
agreement between the fabricated sample results and simulation, and the known frequency
shift can be accounted for when performing simulations for further devices.
2.4 Electrostatic gating of graphene
The devices discussed thus far have been made up of gold resonator arrays deposited onto
a substrate, which display strong lithographically tunable resonance features in the THz
region. The next step is to include an electrical tunable material into the device structure
to manipulate this resonance condition in a controllable way. For this purpose, graphene is
integrated into the resonator array due to its unique, tunable electrical properties which were
discussed in chapter 1.
2.4.1 Graphene CVD fabrication
The graphene integrated into the metamaterial devices described in this thesis is grown using
chemical vapour deposition (CVD). The graphene is grown by Phillip Braeuninger-Weimer
in Stephan Hofmann’s group, based in the electrical engineering division at Cambridge, who
specializes in this technique [169]. This process uses a methane gas flow which passes by a
heated copper catalyst where the graphene flakes self assemble. The copper is then etched
away in HCL leaving a graphene film which is transferred onto the Si/SiO2 substrate used to
build the metamaterial array. To convert this static sheet of graphene on the substrate into an
electrically tunable medium, the fabrication method described in figure (2.15) is used.
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Fig. 2.15 Illustration of fabrication process to create a graphene patch which can be electro-
static backgated.
1813 Shipley Photoresist is first used to define the desired shape for the electrically
tunable graphene patch. The resist is spin coated and baked at 120 degrees before a a photo-
mask is used to excite the regions where graphene is not required. After developing using
MF-319, the unwanted graphene is left exposed, and is removed using an O2 plasma asher for
1 minute. The rest of the resist is then washed off using acetone, leaving the desired graphene
patch. A second photo-resist procedure is performed to define the metal bond pads. This time
a photomask is used which exposes the shape for the gold bond pads. After development,
the metal pads are formed using the thermal evaporator giving a 10 nm titanium adhesion
layer, followed by a 100 nm gold layer. The device is then mounted on a chip carrier with a
gold back, using silver paste for physical and electrical contact between the carrier and the
p-doped substrate. The gold source and drain bond pads are then independently electrically
contacted on different pins of the chip carrier. By mounting the substrate in the chip carrier
in this way, it is now possible to apply different electrical biases on the two bond pads as
well as to the p-doped substrate.
2.4.2 Electrical properties
The device is now configured to electrically tune the graphene conductivity. This is performed
by applying a voltage between the metal bond pads and the back p-doped substrate, as the
graphene and p-doped silicon are essentially a capacitor, with the 300 nm SiO2 layer acting
as a dielectric spacer. The induced surface charge carrier concentration in the graphene,
n, from an applied backgate voltage, Vg, can be estimated using the standard parallel plate
capacitor equation.





ε0, εrVg, t, and e represent the permittivity of free space, the relative permittivity of
the SiO2 (3.9), the thickness of the SiO2 layer (300 nm) and the fundamental charge of an
electron respectively. This shows that the extra surface charge induced in the graphene layer
is proportional to the backgate voltage, with a proportionality constant defined as α . If the
graphene is initially doped however, there will be an excess of free charge carries already
present in the graphene sheet before backgate biasing, and therefore the free charge carrier
concentration equation can be adjusted using an offset voltage term, VDirac.
n = α(Vg − VDirac) (2.16)
VDirac is the voltage where the doping charge carriers are cancelled out by the induced
charge carriers from Vg, and hence indicate the voltage where the free charge carrier concen-
tration, and hence conductivity of the graphene sheet is minimal. The Drude model can be
used to describe the sheet conductivity of the graphene as a function of free charge carrier
concentration using the following equation.
σ(Vg) = n(Vg)eµ (2.17)
µ is the mobility of the charges which can be determined from the average scattering





EF and vF are used instead of the effective mass, as this value is poorly defined near the





Due to the typical graphene Dirac cone dispersion relation, the Fermi velocity of the
carriers is relatively constant for energies close to the Dirac Fermi energy. If the scattering
time remains constant as the Fermi energy increases, the mobility will reduce according to
equation 2.18. However, depending on the dominant scattering effect, τ can also be strongly
dependent on EF . If the main scattering mechanism is from stationary charged impurities, as
the number of free charge carriers increases there will more effectively screening from these
impurities, causing an increase in τ with respect to EF . In this case, the mobility can remain
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relatively constant as the Fermi energy is increased, leading to a linear increase in graphene
conductivity with backgate voltage. Conversely, scattering from non-charged impurities
should not be dependent on EF , and this scattering effect would become more dominant
for large EF values. This can lead to the increase in conductivity becoming non-linear and
leveling off as the backgate voltage is increased far away from the Dirac point.
To test the conductivity of a graphene sheet as a function of backgate voltage, the
resistance between the source and drain is determined by measuring the voltage required to
maintain a 5 mA current across the graphene patch. This resistance is measured as a function
of DC voltage across the backgate, applied between the p-doped silicon substrate and the
drain, with the drain connected to ground. The sheet conductivity is then inferred from this
value, taking into account the dimensions of the graphene patch. The resultant DC sheet
conductivity as a function of backgate voltage for a standard graphene sample is shown in
figure (2.16).
Fig. 2.16 Graphene sheet conductivity measurement as a function of backgate voltage.
The graphene used in this experiment appears to be n-doped, as the Dirac point is at -25
V. At this voltage the excess negative charge carriers doping the graphene have been removed,
leaving the sheet positively charged but with minimal free charge carriers. As the voltage is
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decreased below -25 V, further electrons are removed from the graphene leaving positively
charged holes. In the Dirac cone illustration, the Fermi energy reduced from the Dirac point
making room for free holes in the valence band. This causes the conductivity to increase
towards 0.9 mS, with the gradient of this increase reducing further from the Dirac point, due
to a reduction in mobility as the Fermi energy moves further from the Dirac point. There is
also an increase in conductivity as the backgate voltage is increased from -25 V to +50 V
with free electrons being drawn into the graphene as Fermi energy increasing above the Dirac
point. The gradient near the of the conductivity increase is similar when compared to the
p-doping regime near the Dirac point, indicating a similar mobility for the electron and hole
carriers. As the voltage is increased towards +50 V, the mobility reduces more dramatically
than for the hole case however, with a maximum sheet conductivity of 0.8 mS measured at
+50 V.
2.4.3 Comsol simulation
Now that a successful demonstration of electrical tuning of graphene has been established,
the Comsol simulation is modified to include graphene in the model. A single layer of
graphene would be too thin to include in the FEM simulation, therefore a layer with nominal
thickness of 14 nm is used, and the bulk conductivity is scaled appropriately to give the
same value for sheet conductivity. This layer is still optically thin, and therefore, despite
being several orders of magnitude thicker than the single layer of graphene, the effect on the
incident electromagnetic radiation should be the same. The standard Drude model is used to
describe the AC conductivity of the graphene as a function of the measured DC conductivity
value. The Drude approximation breaks down in the infrared where interband absorption
is observed, however, it is only intraband absorption which needs to be considered in the
THz region, and hence a Drude approximation based on free charge carriers in the valence or
conduction band is valid. The frequency dependant bulk complex conductivity for graphene,





1+ i2π f τ
(2.20)
The DC sheet conductivity, σ(Sheet, DC), is described using equation (2.17), with the
conductivity range experimentally measured as shown in figure (2.16). tGrap is the nominal
thickness of the graphene layer used in the simulation, with a value of 14 nm typically chosen.
f is the frequency of the THz radiation, and τ is the scattering time for the graphene, which
is assumed to be constant for all conductivity values for simplicity. The graphene layer is
included in the simulation as shown in figure (2.17 (a)).
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Fig. 2.17 (a) Unit cell of substrate for Comsol simulation including graphene layer. (b)
Optical conductivity divided by DC conductivity as a function of frequency for three different
scattering times for graphene using equation (2.20). (c) Comsol simulation of transmit-
ted power, reflected power and power lost as a function of frequency and graphene DC
conductivity using a graphene scattering time of 50 fs.
The real and imaginary parts of the bulk conductivity as a function of frequency, taken
from equation (2.20), are shown in figure (2.17 (b)). Three different scattering times are
shown to illustrate the effect the scattering time has on the conductivity. Very high mobility
graphene will have high scattering times, illustrated by the τ = 200 f s trace, leading to a
dominant imaginary conductivity above 1.5 THz. Very low mobility graphene will have
a mainly real conductivity term, as shown by the trace for τ = 15 f s. The graphene used
in this thesis, has been shown to have a scattering time values of up to 50 fs, shown by
the green trace, resulting in a mainly real conductivity below 3 THz. This graphene can
therefore be used to variably damp the metal resonant features, rather than sustain surface
plasmons on the graphene itself. The transmission through, and reflection from the graphene
sample is simulated for different DC sheet conductivities, using τ = 50 f s, as shown in
figure (2.17 (c)). As the graphene conductivity increases, the transmission reduces, and the
reflection increases, as expected. However, the graphene is more metallic at low frequencies,
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and therefore, as the frequency increases, the transmission and reflectance parameters will
converge to the base substrate values of 0.7 and 0.3. This optical effect, caused by tuning
the graphene conductivity, must be taken into account when using large areas of graphene to
variably damp the metal resonator structures, as this will add a perturbation to the optical
response of the device.
A graphene sample, fabricated according to figure (2.15), is now placed in the TDS set-up
to test the transmission as a function of frequency and gating voltage. A 5 mm hole is drilled
into the back of the sample holder to allow for transmission measurements, and the p-doped
substrate is contacted with silver paste, around the edges of the hole. The TDS transmission
results are shown in figure (2.18).
Fig. 2.18 TDS transmission result through graphene patch on p-doped silicon and silicon
dioxide substrate as a function of frequency and backgate voltage. Measurement normalised
to transmission through nitrogen.
There is a clear increase in transmission as the frequency increases from 1 to 2.5 THz,
which we would expect based on the simulation results in figure (2.17 (c)) using a graphene
scattering time of 50 fs. There is a clear decrease in the transmission value as the back gate
voltage is decreased from the Dirac voltage, modulating the DC sheet conductivity of the
graphene from around 0.3 to 1.1 mS. For comparison, at 1.6 THz, the TDS transmission
power decreases from 0.59 to 0.55 as the voltage is decreased from VDirac by -160 V. The
transmission simulated values at 1.6 THz change from 0.66 to 0.6 when the graphene DC
conductivity is changed from 0.3 mS to 1.1 mS. The proportional difference for the TDS
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results matches simulation values, and the DC offset can be due to the difficulties faced when
trying to normalise TDS data to gain absolute values of transmitted power.
2.4.4 Graphene encapsulation
One problem with the way the graphene is fabricated in figure (2.15), is that it is left exposed
to the atmosphere. Charged impurities can collect on the graphene causing it to become more
n or p-doped with time. To compensate for this extra doping, the Dirac point will drift away
from 0 V over time. To keep the Dirac point as close to 0 V as possible, and to stabilize it
over time, a graphene encapsulation can be performed, acting as a physical barrier against
contaminants. A uniform Al2O3 layer can be deposited using Atomic layer deposition (ALD)
giving thicknesses of up to 100 nm. This deposition is performed over the full graphene
device before bonding, and a photo-lithography step is used to open up gaps over the bond
pads, using MF319 to etch away the ALD layer. The devices are now bonded and mounted
as usual. The encapsulation also reduces the hysteresis in the charge carrier concentration as
the voltage is ramped up and down [170]. An example of two graphene device conductivities
as a function of backgate voltage are shown in figure (2.19), illustrating the difference in
hysteresis between encapsulated and un-encapsulated graphene.
Fig. 2.19 (a) Sheet conductivity of ALD encapsulated graphene as a function of backgate
voltage as the voltage is swept from -100 V to 100 V and back again. (b) Sheet conductivity
of graphene with no encapsulation as a function of backgate voltage as the voltage is swept
from -125 V to 125 V and back again.
Figure (2.19 (a)) shows the sheet conductivity measured for a graphene patch with 100 nm
ALD of AL2O3 on top as a function of backgate voltage. The voltage starts at -100 V and is
increased towards 100 V, showing a Dirac point at -30 V. The voltage is then swept backwards
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from 100 V to -100 V, and the resultant conductivity is very similar, showing the Dirac point
at - 25 V. The case is somewhat different for the device with no ALD encapsulation shown
in figure (2.19 (b)). There is a large difference in the Dirac point when the voltage is swept
in both directions. When increasing the voltage, the Dirac point is measured to be at 25
V, showing a n-doped graphene sample which seems to have a higher hole mobility than
electron mobility. As the voltage is decreased from 125 V, however, the Dirac point seems to
have shifted to 100 V. This is due to charge trapping sites in the graphene, stopping charges
from being able to be freely removed from the graphene. The ALD encapsulation reduces the
charge trapping problem, whilst also stabilizing the Dirac point over a long period of time.
2.5 Split ring resonators and graphene amplitude modula-
tors
In this chapter thus far, static metal resonator arrays have been shown to exhibit strong
interaction with THz radiation at a lithographically tunable resonance frequency. Further
to this, electrically tunable graphene devices have been realized which have a conductivity
determined by the voltage applied to the backgate voltage. To build devices to modulate
the optical properties of THz radiation, these two principles are combined, using the metal
resonators to exhibit a strong THz response, whilst using graphene to variably damp the
strength of this response.
2.5.1 Fabrication
The fabrication process for such a device involves a combination of the processes shown in
figure (2.11 and 2.15). This process is illustrated in figure (2.20). The fabrication starts with
the processed graphene, configured for electrical back gating. The next three steps lay out the
optional graphene encapsulation using ALD of Al2O3 discussed in the previous section. Once
step four is completed the resonator structure is added, using the same methods described
in figure (2.11), however, instead of depositing the SRRs onto a blank SiO2 substrate, the
SRRs are deposited onto the electrically tunable graphene area. Once the metal SRRs are
deposited, the device is bonded and mounted onto a chip holder, in the same way as the
graphene device, leaving a hole in the back for transmission TDS characterization.
A device for amplitude modulation is fabricated using this technique, with an SEM
image of the fabricated SRR areas shown in figure (2.21 (a)). This contains horizontal SRR
electrical biasing lines as well as the SRR array. The dark background is a continuous sheet
of graphene with the graphene domain edges are noticeable, and the grey substrate visible in
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Fig. 2.20 Illustration of Fabrication procedure to build SRR and graphene amplitude modula-
tor device.
places. However, the uniformity of the graphene is sufficient to be used for variable resonator
damping purposes. An electrical measurement of the graphene conductivity as a function of
backgate is performed using the same source-Drain backgate measurement which was used
for figure (2.16) with the result shown in figure (2.21).
Fig. 2.21 (a) SEM of SRR resonator structure on graphene layer for amplitude modulator
device. (b) Electrical measurement of graphene sheet conductivity as a function of backgate
voltage as well as leakage current through the backgate.
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Ideally we would like the backgate current leakage to be as little as possible as the voltage
is swept, and in this case less than 1 µA is leaking as shown in figure (2.21). This leakage is
not high enough to affect the device performance, however, if it is > 1 nA, it tends to increase
over time as the device is used due to the current irreversibly tunnelling through the dielectric
barrier in a concentrated position. In practice, backgate leakage was the main failure mode in
this device fabrication process. Two separate substrates producing 4 separate devices each
were fabricated, and the gate leakage for 7 out of 8 of those devices was unacceptably high
at 100s of µA when 10’s of volts were applied. These devices had an asymmetrical Schottky
like conduction pattern due to the doped substrate, metal contact. Device performance begins
to break down when the leakage is above 1 µA, and hence there was a fabrication yield of
12.5 % for this device design. The reason for this leakage was determined to be primarily
due to pin holes in the SiO2 layer as when the device area was decreased, the yield increased,
with the chance of a pinhole being located in a critical area being linked to the area. In future
chapters this yield is improved by reducing the device area, whilst also increasing the number
of devices per sample.
2.5.2 Comsol simulation
To simulate the damping effect of the graphene on the metal resonator array, a Comsol
simulation is performed using the unit cell shown in figure (2.22 (a)). A 14 nm graphene
layer is added above the silicon dioxide, with the AC conductivity value governed by equation
(2.20). On top of this, the 100 nm Al2O3 layer is added which is given a relative permittivity
value of 9.1 as taken from literature [171]. The gold features on top of the Al2O3 are
described using the same method used in figure (2.6). In this case, however, there are
horizontal lines added in the SRR structure, which can be used to electrically bias the SRRs
themselves if connected to bond pads on the edge of the device. Due to the 100 nm Al2O3
layer, the SRRs and graphene layer act as two capacitor plates, providing an alternative ’top’
gate to change the conductivity of the graphene. As the extra lines are perpendicular to the
incoming radiation electric field polarized in the y direction, their is negligible interaction
with the incident radiation. Therefore, the resonant features shown in figure (2.7) should not
be perturbed by the presence of these horizontal lines.
The charge carrier concentration in the SRRs is shown at the LC resonant frequency for
two different graphene DC conductivities in figure (2.22 (a) and (b)). When the graphene
DC sheet conductivity is increased from 0.1 mS to 1.9 mS, the magnitude of the charge build
up reduces. This is because the near field coupling between the SRRs and the graphene
layer causes current to be driven in the graphene, dissipating power in the process. This
effect is shown in figure (2.22 (c)) with the electric field from the SRR shown penetrating
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Fig. 2.22 (a) Lithographic tuning parameters for unit cell of SRR device and electric field
strength for a graphene DC conductivity value of 0.1 mS (b) Electric field strength for
graphene DC conductivity value of 1.9 mS. (c) Side on view of electric field strength
penetrating graphene layer for conductivity of (c) 0.1 mS and (d) 1.9 mS.
the graphene layer. The electric field in the capacitive gap has a large component parallel to
the graphene plane, and therefore this is where the majority of the energy is dissipated in
the graphene. As the graphene conductivity is increased, the dissipation of energy increases,
and the electric field strength in the graphene is decreased, as shown in figure (2.22 (d)). As
the thickness of the Al2O3 is reduced, dissipation in the graphene increases, as the overlap
with the SRR electric field increases. The controllable dissipation in graphene will have an
effect on the resonance condition, acting as a variable damping. The resultant effect on the S
parameters of the devices is shown in figure (2.23).
As the conductivity increases, the energy dissipation in the graphene increases and the Q
factor of the SRR resonance decreases. As a result, the reflection magnitude at resonance
will reduce as shown in figure (2.23 (a)), and the transmission will increase as shown in
figure (2.23 (b)). These devices can therefore be used as amplitude modulators for a radiation
source which matches the resonance frequency. Modulation depths in the region of 15%
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Fig. 2.23 Comsol simulation of (a) transmission and (b) reflection from SRR and graphene
modulator device as a function of frequency and graphene DC conductivity.
are predicted to be achievable for graphene conductivities between 0.3 and 1.3 mS when in
reflection mode, with modulation depths of 20 % achievable in transmission mode.
2.5.3 Equivalent circuit model
To further understand the graphene damping mechanism, the equivalent circuit shown in
figure (2.10) is modified to include a variable resistor in series to compensate for the additional
loss introduced by the graphene layer. The resultant equivalent circuit model is shown in
figure (2.24 (a)). To describe the power dissipation in the graphene, PDiss, as a function of
graphene sheet conductivity σGrap, and the time averaged electric field in the SRR capacitive
gap, ||EGap||, the following equation can be used.
PDiss ∝ σGrap||EGap||2 (2.21)
For simplicity, only the real component of the graphene conductivity is included, as its
inductive component is small in the THz range due to the low 50 fs graphene scattering time.
The important point to take from this equation is that the dissipated power scales linearly
with the graphene conductivity for a given electric field strength. Also the graphene will have
a strong damping effect where there are strongly concentrated electric fields parallel to the
graphene surface, and therefore despite having a sheet of graphene over the whole device area,
it is the graphene in the capacitive gap which is having the most relevant damping effect. A
device with patches of graphene just in the SRR gaps would therefore have a similar damping
effect. The Q factor of the resonant structure is defined as the energy stored divided by the
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Fig. 2.24 (a) Illustration for equivalent circuit model of SRR resonator array with graphene
damping. (b) Equivalent circuit model simulation of transmission through 13 µm SRR array
as a function of graphene conductivity using values of L = 8.75x10−12 H , C = 8.56x10−16
F and RGold = 12 Ω
energy dissipated per cycle, and therefore, as the conductivity of the graphene increases, the
Q factor reduces. The equivalent in series resistor, RGraphene, used to describe this reduction
in Q factor can be determined for various sheet conductivity values by probing the Q factor
of the resonance in the Comsol simulation as the graphene conductivity is changed. We
first used this method to determine the equivalent resistor describing the total loss in the
gold resonators, RGold , with no graphene present in the simulation. The graphene layer is
added, and the change in Q factor is measured for different graphene conductivity values.
The following equation can be used to determine the in series graphene resistance, RGraphene,








The absolute value of this resistor is dependant on geometric factors such as the thickness
of the Si2O3 layer, and the size of the SRR capacitor cap, and therefore the damping range of
the graphene can be lithographically modified. The inductance and capacitor values, L and
C, in figure (2.24 (a)) are defined using the Comsol model shown in figure (2.22), using the
same technique as described for figure (2.10). The transmission as a function of frequency
is then derived from using equation (2.11) with the results shown in figure (2.24 (b)). This
device displays a resonance at 2.6 THz causing a transmission dip. The amplitude of this
dip can be modified as the effective graphene resistor value is changed. When compared to
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the Comsol model, at low frequencies, the graphene reflectivity will start to influence the
transmission spectrum, an effect which is not contained in the circuit model. Also at higher
frequencies, the higher order resonances will start to influence the transmission, with this
effect not included in the equivalent circuit model. However, this circuit model simulation
matches the Comsol simulations well particularly around the resonance frequency with the
fundamental graphene damping mechanism captured using this simple equivalent circuit
model representation.
2.5.4 Time domain spectroscopy results
With the graphene damping mechanism and amplitude modulator operating principle ex-
plored, the device described in figure (2.22) is now fabricated. The process described in
figure (2.20) is used for this fabrication and the graphene conductivity is first characterized
before being placed in the TDS transmission set-up with the transmission spectrum mea-
sured for different backgate voltage. The transmission power, normalized to air, is shown
in figure (2.25 (a) and (b)) comparing Comsol simulation results with TDS transmission
measurements.
Fig. 2.25 (a) Comsol simulation of transmission through SRR and graphene device as a
function of graphene DC sheet conductivity. (b) TDS measured transmission through SRR
and graphene device as a function of backgate voltage.
The usual frequency shift of around 3 % between simulation and results is once again
observed. The fact that this offset is consistent between different samples shows that this
can be accounted for when designing new devices. Crucially, as the backgate voltage is
decreased from VDirac to VDirac − 30 V , the Q factor of the resonance reduces, causing an
increase in transmission at the resonant frequency of around 12 %, and showing strong
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correlation between the simulation and results. These devices could therefore be used as
electrically controllable amplitude modulators for a THz source operating at around 2.7 THz.
The different ways of integrating these devices with THz sources, as well as the potential
modulation speed of such a device will be discussed in chapter 5.
2.6 Chapter conclusion
This chapter has described the working process for simulating, fabricating and testing THz
optoelectronic modulators by integrating standard metamaterial structures with electrically
controllable graphene. A simple amplitude modulator device using graphene to variably
damp the metamaterial resonance is demonstrated, giving amplitude modulation depths in
the region of 12%, achieved by varying the backgate voltage by 30 V. Further to this device
demonstration, this chapter has laid the theoretical and practical groundwork for the more




Resonant frequency tuning devices
3.1 Terahertz frequency tuning review
This chapter will look to design and experimentally demonstrate ways of building metama-
terial and graphene devices with electrically tunable resonance frequencies. The previous
chapter focused on a method for variably damping the Lorentz resonance of a metamaterial
array, by using graphene as a variably damping medium. This method produced metamaterial
devices displaying resonances with electrically tunable Q factors, which could be imple-
mented as THz amplitude modulators. It is advantageous, however, to be able to change the
resonance frequency of the metamaterial, rather than just damping the resonance. This can
potentially lead to much higher modulation depths, but can also have dramatic effects on the
phase of the transmission and reflected THz components [172], whilst also being applicable
as an electrically controllable band pass/reject filter. Large resonance frequency modulation
has been achievable using photo active silicon [137, 139–141] and MEMS devices [143],
however a purely electrical scheme with no moving parts is ideal.
A range of theoretical and experimental approaches have been explored in order to
achieve THz tunability based on purely graphene resonant features without the use of metal
metamaterial components [173, 174, 104]. There are huge challenges in realising high
Q-factor resonant features in graphene resonators for schemes not based on optical pumping,
where very high quality graphene is required to produce significant modulation of the optical
response. Graphene resonant features have been hybridized with metallic features in a range
of theoretical demonstrations [168], with a few experimental demonstrations such as that
described in reference [175], achieving transmission peak tuning from around 6 THz to 4
THz, but with achievable Q factors below 1. Another such design is shown in figure (3.1
(a)), taken from reference [157], which hybridises a graphene localised surface plasmon
with an inverted metallic split ring resonator structure achieving a tuning range between 8
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Fig. 3.1 (a) Frequency modulator device based on the hybridisation between a Graphene
surface plasmon and SRR plasmonic resonance, modified from reference ([157]) (b) Infrared
modulator device which uses the electrically tunable inductance of graphene to modify the
resonance frequency of metal resonator elements, modified from reference ([162])
THz and 10 THz, however, with achievable Q factors <2. To sustain a surface plasmon on
graphene with a reasonable Q-factor, a very high scattering time and mobility is required,
and this is difficult to realise for large area graphene samples. Therefore, based on current
graphene fabrication constraints, the frequency tuning capability of this method has limited
applicability for real THz devices. In the previous section we have considered only the
real part of the graphene conductivity which acts to damp the resonance Q factor. This is
because the graphene conductivity is dominated by the real part in the THz region when
the graphene scattering time is less than 50 fs. There are graphene modulation schemes
working in the infrared region, which are able to utilise the tunable imaginary part of the
graphene conductivity, achieving tuning ranges of 46-41 THz and 50-40 THz in references
[161] and [162] respectively with Q factors of around 4 achievable. This means the graphene
can act as a variable inductor in an equivalent circuit model instead of a variable resistor
(ie. lossy element). The device design for reference [162] is illustrated in figure (3.1 (b)),
which is able to tune the resonant frequency of the metal resonator elements by altering
the effective inductance of the graphene shunting the resonator gaps via electrostatic back
gating. Such a scheme would be achievable around 3 THz, however, graphene with much
longer scattering times (>ps) would be required to allow the imaginary conductivity part to
sufficiently dominate. In this chapter, different methods to produce a frequency controllable
resonance device with high Q factor are demonstrated using more complex metallic resonant
features, which only rely on variable damping of the graphene layer, and do not require high
mobility graphene to operate efficiently.
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3.2 Double split ring resonator device
Intuitively, the simplest way of building a metal resonator array with a tunable resonant
frequency response is to build two different sized metamaterial arrays contained in the
same device which can be independently variably damped using graphene. If these two
differently scaled areas are spatially distributed in an arrangement which is much smaller in
scale than the incident THz spot size, the net optical response will be a summation of the
different resonant areas. If one of these areas, with a lower resonant frequency, is effectively
switched off by a large graphene damping, the resultant resonant frequency of the device will
be dominated by the higher frequency resonant area. Conversely, if the higher frequency
resonant area damping is higher, the lower frequency resonant elements dominate, causing
a net reduction in the resonant frequency. To test this theory, the SRR/graphene device
described in chapter 2 is modified, with a metamaterial structure built by spatially alternating
two differently scaled SRRs. Each of these individual SRRs has a small patch of graphene
positioned in the capacitive gap, instead of a large patch of graphene damping the whole
array. To variably bias differently sized SRRs, horizontal biasing lines are used as before,
however the biasing lines for the larger SRRs (SRR1) are connected to a bond pad on the left
of the sample, and the lines for the smaller SRRs (SRR2) are connected to a bond pad on
the right side of the sample. This allows for the graphene damping the larger SRRs to be
electrically disconnected from the graphene damping the smaller SRRs. This device design
is illustrated in figure (3.2) along with the lithographic tuning for each individual resonator
element, showing which parameters are included in the linear scaling term, ’Scale’. The
double SRR array is built using individual lithographically defined SRRs shown in figure (3.2
(b)), however, two different ’Scale’ values are used, stacked in an alternating array according
to figure ((3.2 (a)), with each SRR contained within a 22.75 by 26.25 µm area.
3.2.1 Comsol simulation
A Comsol simulation of this device is now performed to determine how the frequency
dependant transmission changes as the graphene conductivity in the SRR1 and SRR2 areas is
varied independently. The simulation process is identical to the one for the single SRR device
used in chapter 2, however two independent graphene patches with different conductivities
are used to variably damp the two SRR areas. The lithographic scaling parameter ’scale’
for the SRR1 resonators and the SRR2 resonators is 1.15 and 0.98 respectively with the
simulation unit cell shown in figure (3.3 (a)). These scale values are chosen so the two
resonators will exhibit resonances at different frequencies, however, these resonances will not
be so far away as to be completely distinct. We would like to simulate the interplay between
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Fig. 3.2 (a)Illustration of 2 SRR metamaterial structure with two alternating SRR sizes
connected to different bond pads. (b) Dimensions for individual SRRs in double SRR array,
with parameters scaled using the value ’Scale’.
these two resonances conditions as they are independently damped, and to determine if such
a device configuration can produce continuous resonance frequency tuning of the net device
response.
The simulated transmission through the metamaterial array as a function of frequency for
various graphene conductivities, is plotted in figure (3.3 (b)). This figure shows an effective
switching between the 2.35 THz low frequency SRR1 resonance and the 2.85 THz high
frequency SRR2 resonance when each resonator is progressively damped independently.
When both resonators have graphene conductivity values of 0.3 mS, the resonance condition
is not well defined, due to the linear superposition of the individual Lorentz resonances.
Hence, this device is not predicted to produce a continuous resonance frequency peak tuning
between 2.35 THz and 2.85 THz, but more of a binary tuning between the two Lorentz
resonance conditions.
To further understand this resonance tuning, the resultant simulated electric field distri-
bution in the resonators at both resonance frequencies for different graphene conductivity
configurations is shown in figure (3.4). When the SRR2 resonators are heavily damped by
the graphene square with a conductivity of 1 mS, and the SRR1 resonators graphene conduc-
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Fig. 3.3 (a) Double SRR unit cell using scale values of 1.15 and 0.98 for SRR1 and SRR2.
(b) Corresponding Comsol transmission simulation for different graphene conductivities.
Fig. 3.4 Electric field concentration in double SRR resonator gap when graphene conductivity
is (a) 0.3 mS / 1 mS ( f =2.35 THz) and (b) 1.0 ms / 0.3 mS ( f =2.8 THz) for SRR1 and SRR2
respectively
tivity is kept at 0.3 mS, the resonance of the SRR2 resonator at 2.35 THz dominates. This
corresponds to a strong SRR1 electric field concentration observed in figure (3.4 (a)) when
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compared to the SRR2 resonator leading to the transmission dip simulated in figure (3.3).
Figure (3.4 (b)) illustrates the opposite effect, with the SRR1 resonator being damped heavily
by graphene, with the SRR1 resonator graphene conductivity set to 0.3 mS. The smaller
resonator now dominates with a resonance frequency of 2.8 THz, once again illustrating why
there is a transmission dip at this frequency in figure (3.3).
Fig. 3.5 (a) Double SRR unit cell using scale values of 1.13 and 1.0 for SRR1 and SRR2. (b)
Corresponding Comsol transmission simulation for different graphene conductivities.
For a more continuous resonance frequency tuning, the linear superposition when both
resonators are on must have a clear defined transmission dip. To achieve this, the resonators
need to be more closely matched in size and to test this theory a simulation is performed,
as shown in figure (3.5), using scale values of 1.13 and 1 for SRR1 and SRR2 respectively.
When the graphene conductivity is set to 0.3 mS for both the larger and smaller SRR, there is
a clear minimum transmission frequency at 2.65 THz. As the resonators are more closely
matched, the resultant transmission peak is much sharper than the equivalent black curve
in figure (3.3 (b)). As the SRR1 resonators are progressively damped by increasing the
graphene conductivity, the resonance frequency of the metamaterial array is continually
shifted towards the 2.45 THz SRR1 resonator resonance, with the Q factor of the resonance
condition increasing. The same effect, in the opposite direction happens when the SRR1
resonators are progressively damped instead. The maximum net continuous resonance
frequency modulation range of 2.45 to 2.8 THz is achieved in this simulation. A larger tuning
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range was achieved for the device simulated in figure (3.3), from 2.35 THz to 2.85 THz,
however, a continuous tuning of the transmission peak was not achieved in this case, and
therefore there is a trade-off between the total tuning range and how continuous the tuning is.
Both of these lithographic tuning conditions will now be fabricated into devices to test the
simulated designs in practice.
3.2.2 Fabrication
As these devices require two independently addressable SRR areas, the fabrication is some-
what more complicated than the single SRR device. The single SRR design used a sheet of
graphene which was etched into a large square using photolithography, and an oxygen plasma
ash, before being electrically contacted on either side by thermal evaporation of source and
drain contacts. For the double SRR devices, the graphene needs to be etched into squares
which have a side length of 3.5 µm which required e-beam lithography. The new graphene
etching process is illustrated in figure (3.6)
Fig. 3.6 Illustration of graphene etching process for double SRR device.
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For this process a negative e-beam resist, MaN-2410 is used, which gives a 1µm thick
layer when spun on at a rate of 7000 RPM. It is possible to use photolithography for feature
sizes down to a few microns, however this becomes increasingly difficult due to the fringing
fields around the optical mask. The alignment of the graphene squares with SRR features
is also critical, and therefore e-beam lithography was used instead. The negative e-beam
resist is exposed over the required graphene patches, and then it is developed for around 1
minute in MaN developer, leaving the required patch areas covered with resit and the rest
of the graphene sheet exposed. The plasma asher is used to remove the unwanted graphene
areas, and acetone is used to wash away the resist leaving the required graphene squares.
With graphene patches defined, the e-beam step for the SRR arrays is then performed with
the graphene electrically contacted to the left or right bond pad through the individual Ti/Au
SRR structure. Sometimes all the graphene can be removed during the graphene etching
process due to the resit not sufficiently protecting the required areas, particularly when the
e-beam layer is too thin. To counter this the MaN-2410 resist was used instead of the 10
times thinner MaN-2401 variant. During the first processing batch, graphene was lost during
the SRR metallization fabrication stage, particularly during the metal liftoff process. An
alternative approach is to define the SRR array first before the CVD grown graphene layer is
deposited on top. The procedure laid out in figure (3.6) can then be performed as normal,
resulting in the graphene squares sitting on top of the SRR metal features instead of being
sandwiched between the substrate and SRRs. This technique actually has some advantages,
as the metal liftoff process can be more thoroughly performed when there is no chance of
accidentally removing the graphene.
An SEM image of an example SRR structure which has had liftoff problems is shown in
figure (3.7). When doing an electrical test of the fabricated 2 SRR devices, it was found that
the SRR1 and SRR2 areas were shorted for all 8 fabricated devices so could not be measured.
Each device area is around 2 mm by 2 mm, and it is essential that there is no stray metal area
which has not lifted off properly electrically contacting the different SRR areas. Each device
is made up of around 80 distinct SRR rows, and if any of the consecutive rows of SRRs are
electrically connected, the full area will be shorted. Unfortunately, the central part of the
SRR structure is difficult to lift-off as demonstrated in figure (3.7 (a)), and there are a few
areas where this residual gold ends up shorting consecutive SRRs. Further to this, figure (3.7
(b)) shows an example stray graphene area which has not been correctly etched away. If the
graphene patches have not been etched completely, stray graphene could provide a current
path between the two SRR arrays. Over such a large sample area, it is statistically difficult
to ensure that there is not one stray graphene strand, or failed metal liftoff area shorting the
arrays of small and large SRRs.
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Fig. 3.7 (a) Image showing metal liftoff problems leaving loose metal which could short the
arrays. (b) SEM showing graphene etching failure. (Highlighting failure areas in red box)
To solve this fabrication issue, the double SRR metamaterial design is adjusted with a
new fabricated design shown in figure (3.8 (a)). The overall sample size has reduced from 2
mm × 2 mm to 1 mm × 1.2 mm, hence reducing the area to nearly a quarter of its original
size. This reduces the chance of stray un-etched graphene path or a metal liftoff strand
shorting the two electrically distinct arrays. This also reduces the chance of shorting through
the backgate due to the SiO2 pinhole problem discussed in chapter 2. In this new, more robust
design, the two SRR arrays are grouped together in sets of 4 rows (41 SRRs in each row),
with a 26.25 µm gap separating these areas. As illustrated in figure (3.8 (a)), this means that
there is now only 8 gaps which must have no electrical short across the whole sample for the
two arrays to be electrically isolated, greatly enhancing the yield. A few devices areas were
electrically shorted through graphene with leakage currents in the order of 100s of µA when
10 V was applied, however, after a large voltage in excess of 50 V was applied between the
two SRR areas, the leakage current suddenly dropped to 100s of nA. It seems that the short
was coming from a thin un-etched graphene line, which after a large amount of current was
applied, was etched away. This is an effective last resort to save devices which are initially
electrically shorted.
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Fig. 3.8 (a) Layout of 2 SRR design for greater robustness. (b) Image of resulting 2 SRR
device section.
3.2.3 TDS results
Two different SRR1 and SRR2 designs are now fabricated using the more robust fabrication
process outlined. The first device, labelled Device A, is designed with SRR1 and SRR2
scales of 0.93 and 0.77 respectively. This device was designed to produce a similar binary
frequency tuning response as the simulated device in (3.3). The scale for these devices was
adjusted to produce a resonance tuning range around 2.9 THz to match the output frequency
of a QCL, whilst also being measurable by the TDS system. This device was now tested
in the transmission TDS system for different backgate voltages applied to the SRR1 and
SRR2 areas. For this device design, it is not possible to do a direct electrical measurement
of the graphene in the metamaterial array to determine the Dirac point voltage which was
around + 30 V for this device. Therefore, a 1 mm × 1 mm graphene patch is etched and
connected with a source and drain as described in chapter 2, on the same substrate as the
device. This etched area comes from the same original CVD grown graphene layer, and
is processed in parallel with the device. The electrical characteristics of this patch should
therefore be representative of the graphene in the SRR area. The only difference could come
from the metal doping from the Ti/Au playing a more significant role, however, the base
Dirac point characteristics should be preserved [176]. For Device A, the SRR2 section has
a minor short through the backgate and therefore couldn’t be biased too far from the Dirac
point at 30 V. Therefore, the voltage across the SRR2 section was kept at VDirac and the
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voltage across the SRR1 section was progressively reduced away from the Dirac point, with
the resultant transmission change shown in figure (3.8 (a)). A binary shift in the resonance
frequency from 2.75 THz to over 3.5 THz is observed as the SRR1 voltage is changed. The
TDS results above 3.5 THz are close to the noise floor of the TDS measurement, however,
so there is some doubt in the transmission shape at these frequencies. The corresponding
Comsol simulation shown in figure (3.8 (b)) a similar tuning response, shifted to a lower
frequency due to the difference in material properties between simulation and results.
Fig. 3.9 (a) Comsol simulation of transmission for Device A as the conductivity for the SRR1
graphene is changed. (b) Corresponding TDS measured transmission for Device A as the
backgate voltage for SRR1 graphene is moved away from VDirac (30 V).
Another device area, labelled Device B, is now tested which has scale values of 0.96 and
0.88 for SRR1 and SRR2 respectively. This device was fabricated on the same substrate
as Device A, and hence uses the same Dirac point approximation at 30 V. This device was
also designed to operate around 2.9 THz, however, unlike Device A, a continuous resonance
frequency should be possible due to the more similar scale values, as demonstrated in figure
(3.5). The transmission through Device B is shown in figure (3.10 (b)) and compared to the
equivalent simulation results in (3.10 (a)). This result shows more of a continuous frequency
tuning as the damping is switched between SRR1 and SRR2. When both graphene regions
are biased at the Dirac point, there is a resonance visible at 2.62 THz. When the SRR1
section is increasingly damped, applying VDirac - 100 V across the backgate, the resonance
frequency increases to around 2.7 THz. If the SRR2 section is damped instead, the resonance
frequency is reduced to 2.58 THz.
When comparing the simulation for closely packed, consecutive large and small res-
onators, shown in figure (3.4) and the more robust, double SRR design with 26.25 µm gaps
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Fig. 3.10 (a) Comsol simulation of transmission for Device B as the conductivity of both
SRR1 and SRR2 graphene is changed. (b) Corresponding TDS measured transmission for
Device B as the backgate voltage for SRR1 and SRR2 graphene is moved away from VDirac
(30 V).
between grouped SRR1 and SRR2 sections, shown in figure (3.9 (a) and 3.10 (a)), there
is a trade off between the Q factor of the tunable resonance, and fabrication yield. The
TDS measurements for the device shown in figure (3.9) displays a continuous tuning range
of the resonance frequency from around 2.58 THz to 2.7 THz, however, the Q factor is
very poor, and hence it is not easy to conclusively quantify the resonance frequency. The
Comsol simulation results are sharper, which may be due to the TDS spot not equally being
effected by both areas, or due to liftoff problems with many of the SRR arrays not being
correctly formed. The fabrication yield of 2 substrates containing 4 devices areas was 1 fully
working device, and 1 device with 1 SRR area shorted with the other operating normally.
This fabrication yield of less then 25 % is still more favourable than the 0 % fabrication yield
achieved for 8 areas of the original 2 mm x 2 mm double SRR design. Despite the weak
Q factor of these devices, this is a successful experimental demonstration of the capability
to build a spatially addressable graphene/metamaterial array. Such an architecture could
have applications for THz wavefront engineering, including applications such as electrically
tunable THz flat lenses [177].
3.3 Coupled resonators
To build a metamaterial and graphene frequency tunable device with an improved Q factor,
a different method is attempted which involves using two resonators in the unit cell which
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are capacitively coupled together, leading to resonances with much higher Q factors. The
working principle of this device involves bringing two resonators, which individually possess
Lorentz resonance peaks at similar frequencies, into close proximity. These two resonators
will destructively interfere at their original resonance frequency, causing a splitting of the
single Lorentz resonance into two different resonances, a lower frequency resonance named
the out-of-phase bonding resonance, and a higher resonance resonance named the in-phase
anti-bonding resonance. The region in between these two resonances has a transmission
maximum due to this destructive interference. For active modulation of the resonance
condition, graphene is then used to variably damp one of these resonators. When the
resonator is strongly damped, the destructive interference effect will be reduced, and the
coupled resonator system can be modified into a single resonator system. The two splitting
resonances will convert into a single resonance at the original Lorentz resonance frequency
as one of the resonators is progressively damped. This will lead to a dramatic change in the
resonance frequency condition, and if tuned correctly, should lead to a continuous tuning of
the resonance frequency of the metamaterial.
3.3.1 Overview
The transmission peak created via the destructive interference between two resonators
which would normally have a transmission dip at this frequency, can be described as an
electromagnetically induced transparency (EIT) analogue. EIT traditionally refers to quantum
destructive interference between excitation states in atomic systems, leading to a narrow
transmission window, however, classical analogs of this effect have been demonstrated using
coupled bright and dark plasmonic resonators [178–184]. Other than for resonant frequency
tuning, these metamaterial structures are of interest as EIT produces an extreme modification
of the dispersion properties of the metamaterial, and this has many interesting applications for
slow light, [185–188] enhanced nonlinear effects, [189, 190] and ultra-sensitive biosensing
[191, 192]. The coupled resonator device described in this chapter uses a modification of a
basic coupled resonator shape which has previously been reported in reference [182]. The
static coupled resonator unit cell described in this paper is shown in figure (3.11). This unit
cell comprises a radiant C-shaped resonator which couples strongly with incident radiation,
and a sub-radiant O shaped resonator which does not couple as strongly with the incident
radiation, but is more strongly excited via capacitive coupling with the C-shaped radiant
resonator. This unit cell is pictorially described in figure (3.11 (a)), and the resultant simulated
transmission as a function of frequency for the metamaterial array built from this unit cell
is shown in figure (3.11 (b)). Two transmission dips are visible, labelled the bonding and
70 Resonant frequency tuning devices
anti-bonding mode, and the induced current for these two resonance conditions are shown in
figure (3.11 (c) and (d)).
Fig. 3.11 (a) Pictorial representation of static coupled resonator array unit cell. (b) Transmis-
sion spectrum of metamaterial array built from coupled resonators. Current in resonators for
the (c) bonding mode and (d) anti-bonding mode. Adapted from reference ([182])
It is clear that this coupled resonator design provides very sharp resonance features,
making this a promising starting point for building a frequency tunable modulator device.
To convert a static coupled resonator array such as the one described in figure (3.11) into
an active, electrically tunable device, chemical vapor deposition (CVD) grown graphene
is implemented into the structure to variably damp one of the resonators. An advantage
of this technique is that it does not require high graphene mobilities to be effective as it
is only using graphene to damp metal resonances, unlike the other metal/graphene hybrid
designs already discussed, [175, 193] which sustain plasmons on the graphene itself. Similar
coupled resonator techniques have been used in the gigahertz region (5 GHz), where one of
the coupled resonators exhibiting an EIT analog is electrically modified, resulting in a tuning
of the resonance frequency of the coupled resonators [194, 195]. In the THz region, there is
demonstrated tunable EIT device employing photoactive silicon with impressive modulation
effects [141], however, as already discussed, an all electrical tuning method is desirable.
This device also does not allow for continuous tuning of the resonance frequency, with a
binary tuning of the resonance condition demonstrated. This section will look to demonstrate
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a lithographic tuning method for designing coupled resonators which display continuous
resonance frequency tuning by integrating with electrically tunable graphene.
3.3.2 Comsol simulation design
Before building a full device containing graphene, simulations and TDS measurements for
static coupled resonator designs are first performed, to build up an understanding of the
underlying coupled resonator principle. The basic coupled resonator array design is shown
in figure (3.12 (a)) and the basic unit cell for the Comsol simulation is shown in figure (3.12
(b)). The lithographic tuning parameters of the unit cell are shown in figure (3.12 (b)). There
are 3 variable parameters in this unit cell, ‘L’, the length of the sub-radiant resonator, ‘G’,
the gap between the the resonators, and ‘scale’, which applies a linear scaling factor to all
parameters.
Fig. 3.12 (a) Illustration of static coupled resonator array. (b) Comsol simulation unit cell
of static coupled resonator. (c) Unit cell lithographic tuning showing key parameters to be
varied (G, L, Scale).
Before simulating the coupled resonators together, it is important to first simulate the two
resonators in the unit cell in isolation, to build up an understanding of the resonance coupling.
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For the resonators to destructively interfere with each other, they must have an overlapping
Lorentz resonance. These resonators cannot be identical in shape however, otherwise they
will both be driven equally by the incident electric field, and hence due to symmetry it would
be impossible to have current flowing parallel to the incident electric field in one resonator,
and anti-parallel in the other. One of the resonators is designed to strongly couple to the
external field and is shaped like a large C which has a large parallel metal component in the
y direction. An O shaped resonator is used which has a much smaller component parallel
to the incident electric field, and hence will be excited less strongly. This means that for
the bonding mode resonance, the O shaped resonator can have a dipole configuration which
is oppositely polarized to the incident driving electric field, as it is strongly excited via
capacitive coupling with the C shaped resonator. These resonators are labelled radiant and
sub-radiant respectively, as the C shaped resonator will re-emit radiation more efficiently at
resonance, acting as a much larger oscillating dipole antenna than the O shaped, sub-radiant
resonator. Both of these resonators are initially simulated independently to lithographically
tune the sizes to match up the resonant frequency. This simulation is shown in figure (3.13),
using Scale = 1 and varying the parameter L.
Figure (3.13 (a)) shows the charge carrier distribution in the radiant resonator at its
individual dipole resonance frequency of 1.55 THz, by probing the electric field in the z
direction 20 nm above the resonator. Figure (3.13 (b)) shows the charge carrier distribution in
the sub-radiant resonator at resonance using a resonator side length of 19.5 µm. The induced
z dipole moment is much smaller when compared to the radiant resonator, thus illustrating
why it does not re-radiate as strongly. The S-parameters for the radiant resonator are shown
in figure (3.13 (c)), with a broad resonance shown at 1.55 THz, possessing a Q factor of
around 5. Figure (3.13 (d)) shows the frequency dependent transmission for the sub-radiant
resonator of different side lengths, ‘L’, keeping all other parameters constant. This figure
illustrates how to lithographically tune the resonant elements so they strongly interfere, with
side lengths, L, of 17, 19.5 and 22 µm showing standard Lorentz resonance peaks around the
resonance frequency of the radiant resonator. These resonances are weaker than the radiant
resonator, with the transmission only being reduced to a minimum value of 0.1 at resonance
compared to 0. The Q factor of these resonances is much higher, with a value of around
15 measured. Both resonators can be described in a circuit model with an in series ohmic
loss and radiation loss resistor, defining the achievable Q factor along with the inductive and
capacitive components. The sub-radiant resonators re-emit much less energy than the radiant
resonators, and therefore the overall loss is lower, resulting in the measured higher Q factor.
This highlights one of the fundamental strengths of coupled resonator designs, providing the
opportunity to use highly radiant resonators to strongly couple with incoming radiation, while
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Fig. 3.13 (a) Comsol simulation of charge distribution in radiant resonator at individual
resonance. (b) Comsol simulation of charge distribution in sub-radiant resonator at resonance.
S parameters Comsol simulation for (c) radiant resonator and (d) different sub-radiant
resonator lithographic tuning sizes. (Scale=1)
creating sharp resonance features by coupling this resonator with a high Q-factor sub-radiant
resonator. Better still, a completely dark resonance condition, which does not re-radiate,
could also be used to couple with the radiant, for example, a quadruple resonance condition
[196]. The two resonators are now simulated together setting the variable parameters as
Scale = 1, G = 4 µm, and the the sub-radiant resonator length L = 19.5 µm (1.5 THz), with
the results shown in figure (3.14).
Two resonances are now observed, on either side of where the single radiant resonator
resonance of 1.55 THz was. The 1.35 THz bonding resonance charge carrier distribution is
shown in figure (3.14 (a)), showing induced currents in each resonator rotating around their
centre with the same handedness. This causes an opposite polarity build-up of charges across
the capacitive gap between the C shaped and O shaped resonators, effectively reducing the
electron restoring force in each of the resonators, and hence resulting in a lower frequency res-
onance condition. The higher frequency 1.7 THz anti-bonding resonance charge distribution
is shown in figure (3.14 (b)), with current now oscillating with different handedness in both
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Fig. 3.14 Charge carrier distribution for (a) Bonding resonance and (b) anti-bonding reso-
nance. (c) Simulated S parameters as a function of frequency showing the two resonance
peaks. (Scale=1, G=4 µm, L=19.5 µm)
resonators. There is now an electrostatic repulsion caused by the capacitive gap between the
resonators, effectively increasing the restoring force in each resonator, resulting in a higher
resonance frequency than the original 1.55 THz individual resonator Lorentz resonance. The
Comsol simulated frequency dependent S-parameters are shown in figure (3.14 (c)), with a
very sharp bonding resonance peak observed at 1.35 THz which has a Q factor greater than
20. A broader resonance peak is observed at 1.7 THz due to the anti-bonding resonance. This
peak has a similar shape to the individual radiant resonator response, shifted by 200 GHz, and
with a slight Q factor improvement. The metamaterial now displays a transparency around
1.4 THz due to the EIT effect, caused by the destructive interference between the coupled
resonators around their original resonance frequencies. From this graph, the interesting
region for designing a frequency tunable filter for example, is the incredibly sharp bonding
resonance peak at 1.35 THz. To understand how detuning the individual Lorentz resonance
frequency of the radiant and sub-radiant resonators effects the resultant bonding resonance
condition, a Comsol sweep using different sub-radiant resonator lengths (17, 19.5 and 22
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µm), keeping all other parameters constant, with G = 4 µm and Scale = 1, was performed
and the results are shown in figure (3.15).
Fig. 3.15 (a) Illustration of the Comsol unit cell for the coupled resonator metamaterial array,
highlighting the tuning parameter, L. (b) Transmission through coupled metamaterial array
for different sub-radiant lengths, shown alongside the transmission when only the radiant
resonator is present in the unit cell. (c) Table of resonance frequency positions. (Scale=1)
From these simulation results, it is clear that the position of the bonding and anti-bonding
resonances in frequency can be lithographically tuned around the radiant Lorentz resonance
frequency as the resonator detuning is varied. When the length of THz sub-radiant resonator
is 19.5 µm, its own Lorentz resonance frequency of 1.5 THz closely matches the radiant
resonance frequency of 1.55 THz. This causes the splitting resonance frequencies to be
reasonably symmetrical around the radiant resonance. The bonding resonance frequency is
lower by around 180 GHz, and the anti-bonding resonance is greater by around 180 GHz.
When the length of the sub-radiant resonator is increased to 22 µm, its own Lorentz resonance
frequency is decreased to 1.38 THz, and as a result, the resonance splitting is red shifted
accordingly. The bonding resonance is now at the lower frequency of 1.28 THz, and the
anti-bonding resonance peak is now at 1.64 THz and very close to the original radiant Lorentz
resonator resonance (1.55 THz). If the length of the sub-radiant resonator was increased
further, the anti-bonding resonance would continue to be red shifted until it transformed
into the original radiant Lorentz. The amplitude of the bonding peak would continue to
decrease to zero as the length is increased before a new Lorentz peak would start to appear
with coupling breaking down. This bonding peak will first disappear completely at a specific
length, before it reappears with increasing amplitude as the length is increased further with
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the two resonators not interacting with each other, and the overall response given by a simple
sum of the two Lorentz resonance conditions. The opposite effect is observed as the length
of the sub-radiant resonator is decreased to 17 µm. The Lorentz resonance of the sub-radiant
resonator is blue shifted to 1.7 THz causing the bonding resonance to blue shift towards the
radiant Lorentz resonance frequency (1.41 THz), and the anti-bonding resonance to blue shift
away (1.85 THz). If the resonator was decreased in length further, the bonding resonance
would transform into the radiant resonance, with the anti-bonding resonance transforming
in to the higher frequency Lorentz resonance of the short sub-radiant resonator. There is no
decrease in the amplitude during this process, however as the two effects require the same
current circulation direction in the sub-radiant resonator, they therefore do not counter act
each other.
Fig. 3.16 (a) Illustration of the Comsol unit cell for the coupled resonator highlighting tuning
of coupling distance. (b) Transmission through coupled metamaterial array for different
coupling strengths. (c) Table of resonance frequency positions. Scale=1
The strength of the splitting can also be tuned by varying the proximity of the two
resonators using the variable, G. This is illustrated in figure (3.16 (a)), varying G, whilst
keeping all other parameters constant, with L = 19.5 µm and Scale = 1, with the resultant
transmission spectrum shown in figure (3.16 (b)). In this figure, the length of the sub-radiant
resonator was chosen to be 16 µm as it matches up well with the radiant resonant frequency.
When the two resonators are separated from each other with a value of 14 µm for G, only a
single resonance peak is observed. This is essentially the summation of the two resonator
peaks, however, as they are both at the same frequency, this is very similar to the standard
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Lorentz resonance of the radiant resonator. As the resonators are brought closer together,
with G being 10 µm, the standard resonance starts to split. This initially looks like the
standard radiant resonance, with a sharp transmission peak in the centre which looks like an
inversion of the sub-radiant resonance. This effect can be roughly described as the radiant
resonator acting normally, until the frequency approaches the resonant frequency of the
sub-radiant resonator, at which point it strongly destructively interferes with the radiant
resonator, leading to a transmission peak, described as an EIT analogue. As the distance
between the resonators is increased, this transmission peak increases in amplitude, and the
radiant resonance properly splits into two distinct coupled resonance conditions. The splitting
distance in frequency increases progressively as the capacitive coupling is increased as shown
in figure (3.16 (b)) with the peak frequencies tabulated in figure (3.16 (c)). When G = 10
µm, the difference between the bonding and anti-bonding resonances is 0.18 THz with this
progressively increasing to 0.45 THz when G = 2 µm.
Fig. 3.17 (a) Illustration of the Comsol unit cell for the coupled resonator highlighting tuning
of Scale value. (b) Transmission through coupled metamaterial array for different values of
Scale. (c) Table of resonance frequency positions. G=4 µm and L=17 µm
The final parameter to test in simulation is the overall linear tuning factor, Scale. As was
shown in chapter 2, linearly increasing all the lithographic tuning dimensions of a device
should decrease the resonance frequency of the device with a roughly inverse correlation.
With the coupling regime determined by tuning G and L, the absolute value of the bonding
and anti-bonding peaks can be shifted by tuning the value ’scale’. This is illustrated in figure
(3.17 (a)) with the transmission TDS result shown in figure (3.17 (b)) for 4 different ’Scale’
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values. The resonance features are shown to red shift as the Scale value is increased from 0.71
to 0.81. According to the table of resonance values shown in figure (3.17 (c)), the percentage
difference in frequency between the bonding and anti-bonding resonance remains constant
for each scale value, and hence the coupling condition has not been altered by tuning the
’Scale’ value. This tuning parameter can therefore be used to precisely choose the resonance
frequencies of the device to match a required QCL for example.
3.3.3 Time domain spectroscopy results
With various coupling regimes, and lithographic tuning methods simulated using Comsol,
before going any further with the integration of graphene into these designs, a static resonator
device is now fabricated using a standard e-beam lithography mask and thermal evaporation
of Ti/Au as described in chapter 2. Four different 1 mm × 1 mm static metamaterial areas
with identical lithographic parameters to the devices simulated in figure (3.17), are fabricated
on a single silicon substrate, with an SEM image of the device shown in figure (3.18).
Fig. 3.18 SEM image of static coupled resonator array.
The four different areas, using scale values of 0.71, 0.74, 0.78 and 0.81, are now tested in
the transmission TDS system using the same method described in chapter 2. Figure (3.19
(a)) shows the time domain transmitted pulses for four different scaling factors, and the
frequency dependant transmission coefficients normalized to transmission through nitrogen
are shown in figure (3.19 (b)). For comparison, the equivalent Comsol simulation is shown
in figure (3.17 (b)). The TDS results show two resonant peaks per sample area, and there
is a predicable blue shift in the resonance condition as the scaling factor is decreased from
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0.81 to 0.71 which is shown by the tabulated resonance frequency in figure (3.19 (c)). When
comparing the TDS results to the equivalent Comsol simulation, there is once again a blue
shift of around 100 GHz at around 2.5 THz for the anti-bonding peak, however the bonding
resonance peak is not shifted by the same percentage. This may be because any offset in
the refractive index of the surrounding medium will effect the two resonance conditions
differently, as the electric field of the resonant modes will have a different spatial distribution,
and hence a different mode overlap with the substrate. The largest difference is the high
Q factors for the bonding resonance peak shown in the Comsol simulation which are not
replicated in the TDS results. This is most likely due to the limited frequency resolution of
the TDS procedure, which used a Hann window function with a width of around 15 ps, as
described in chapter 2. This results in a convolution of the window function in the frequency
domain with the real data, which causes an artificial broadening of spectral features. The
anti-bonding peaks are captured more accurately in the TDS measurement when compared
to the Comsol simulation as the Q factor is now sufficiently low meaning the broadening of
the window function convolution has less effect. The transmission does not go to zero, as
predicted by the simulation, which was also observed for the static SRR devices in chapter 2.
These areas are reasonably small, (1 mm × 1 mm) and therefore a portion of the incident
spot which may not be perfectly aligned to the active area can leak around the resonator
structure. This effect is more pronounced for the lower frequency bonding resonance, which
could be due to the spot size increasing as the frequency decreases, as well as due to the
frequency broadening already discussed.
3.4 Coupled resonator with graphene
With the static coupled resonator array investigated, the Comsol simulation is now modified
to include a graphene square across the sub-radiant resonator capacitive gap. Figure (3.16)
showed that the destructive interference effect of the sub-radiant resonator on the radiant
resonator could be tuned by physically tuning the displacement of the two resonators. By
varying the interaction strength between the resonators, the metamaterial array could be tuned
between a coupled resonator regime and a single resonator regime, resulting in a dramatic,
and continuous tuning of the resonant frequencies of the metamaterial array. The next step is
to try and demonstrate a similar resonance tuning effect using graphene to variably damp the
sub-radiant resonator. The goal is to effectively turn the frequency splitting effect on and off
by varying the graphene conductivity, and as a result, demonstrating a continuous electrical
tuning of the resonance frequency of the metamaterial.
80 Resonant frequency tuning devices
Fig. 3.19 (a)TDS transmission result, time domain for coupled resonator arrays with 4
different scaling factors. Results have DC offset for clarity. (b) TDS transmission results,
frequency domain, normalized to air. (c) Table of resonance frequency positions for the
different ’Scale’ values.
3.4.1 Comsol simulation design
The Comsol simulations previously discussed are now modified to include a square of
graphene shunting the capacitive gap of the sub-radiant resonator. To actively tune the
graphene via electrical backgating, there must be a way of electrically contacting the graphene
so charges can be added and removed by the application of a backgate voltage. Metal biasing
lines are therefore introduced into the resonator structure, somewhat like the ones included
in the 2 SRR device, shown at the start of this chapter. The design to include electrical
biasing of graphene is shown in figure (3.20). The biasing scheme uses standard 1 µm thick
biasing lines which are connected to bond pads at either side of the array. There is a short
line parallel to the y direction which is used to connect just the sub-radiant resonators with
the horizontal biasing lines. The graphene, which was directly transferred on top of the
metamaterial structure, and then etched using the method described in figure (3.6), is then
electrically contacted throughout the sub-radiant resonator. The backgating method described
in figure (3.20 (b)) is then used, with the device fabricated on the usual p-doped silicon
substrate with a 300 nm SiO2 insulating layer. Due to the added complexity of these devices,
the graphene encapsulation process was not included, to simplify the fabrication process.
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Fig. 3.20 (a) Illustration of coupled resonator unit cell integrated with graphene. (b) Illus-
tration of full metamaterial device with electrostatic backgating. (c) Lithographic unit cell
parameters and current density when excited at 0.75 THz. (d) Simulated transmission through
metamaterial array with graphene conductivity set to 0 mS.
The lithographic design of the unit cell is the same as shown in figure (3.12 (c)) using
G = 4 µm, L=17 µm and Scale = 1, with the biasing lines and graphene patch sizes shown
in figure (3.20 (c)). This design is essentially a scaled up version of the previous measured
static devices with results shown in 3.19, allowing for it to be easily measured using the TDS
system (both resonances below 2 THz). It is important that the extra parallel biasing line
section connected with the sub-radiant resonator does not have any resonance features in the
frequency region of interest, and also that it does not change the coupling condition between
the radiant and sub-radiant resonators. Figure (3.20 (c)) shows the current density in the
biasing lines when the metamaterial is excited at 0.75 THz, leading to a strong dipole like
resonance. The full frequency dependant S-parameter simulation in figure (3.20 (d)) shows
the bonding and anti-bonding resonances are present around 1.4 and 1.85 THz, and hence
very weakly interact with the added resonance from the biasing lines at 0.75 THz. Also, the
biasing lines are carefully positioned to contact the sub-radiant resonator where there is no
expected charge carrier build up for the coupling resonance, to not disrupt the bonding and
anti-bonding resonances.
The simulation is now modified by varying the graphene DC sheet conductivity value
between 0.3 and 1.6 mS, with the resulting transmission simulation shown in figure (3.21).
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Fig. 3.21 (a) Comsol simulation of transmission through graphene integrated coupled res-
onator device as a function of frequency with different graphene conductivities. Charge
carrier concentration in resonators at (b) bonding resonance (0.3 mS) (c) anti-bonding
resonance (0.3 mS) and (d) Lorentz resonance under strong graphene damping (1.6 mS).
In this figure, the standard Lorentz resonance frequencies for the radiant and sub-radiant
resonators are indicated, with values of 1.44 THz and 1.68 THz respectively. The charge
carrier concentrations at the bonding resonance and anti-bonding resonance conditions with
the graphene conductivity set to 0.3 mS are shown in figures (3.21 (b) and (c)) respectively.
From these figures it is clear that there is no charge carrier accumulation in the biasing lines,
and hence the coupled resonances appear unaffected by its necessary inclusion. Figure (3.21
(d)) shows the charge carrier distribution at 1.44 THz when the graphene conductivity is set
to 1.6 mS. There is very little charge carrier accumulation in the sub-radiant resonator, and
hence this confirms that the radiant resonator is acting as a single Lorentz oscillator with
little influence from the sub-radiant resonator. This confirms that the metamaterial array can
be successfully converted from a coupled resonator regime to a single resonator regime by
variably damping the sub-radiant resonators with electrostatically tunable graphene. The
resonance frequencies are plotted as a function of graphene conductivity in figure (3.22).
As the graphene conductivity increases and the coupling regime shifts to a single resonator
regime, the anti-bonding resonance Q-factor is reduced, while the bonding resonance is blue
shifted towards the radiant resonator Lorentz resonance frequency resulting in a continuous
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Fig. 3.22 Bonding and anti-bonding resonance frequency for device simulated in figure (3.21).
The bonding resonance tuning is highlighted in the inset.
frequency tuning of 70 GHz. In this tuning process the Q factor of the bonding resonance
remains around 10, demonstrating effective continuous tuning.
3.4.2 Equivalent circuit model
To further investigate the resonance condition of the coupled resonators as a function of
frequency and graphene damping, an equivalent lumped element circuit model is used. As
with the resonator array described in chapter 2, the individual resonators in isolation can be
described as antennas which have a frequency-dependent impedance described by a LCR
electrical circuit. The difference is that these individual LCR circuits are now coupled
together via a parallel coupling capacitor. The full, modified circuit is shown in figure (3.23).
The AC voltage sources labelled V1 and V2 describe the electromotive force from the incident
THz radiation driving current in the radiant and sub-radiant resonators, respectively. To
account for the smaller coupling with the incident field for the sub-radiant resonator, V2 is
scaled to be 3 times smaller than V1. The induced current in the Comsol simulations was
extracted at resonance frequency when in isolation to determine this voltage ratio.
The individual capacitance values, C1 and C2, inductance values, L1 and L2, and resistive
values, R1 and R2, are determined using the same method described in chapter 2, using
Comsol simulations containing the isolated individual components. To account for the known
50 GHz offset around 1.5 THz between Comsol simulation and TDS results, the capacitance
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Fig. 3.23 (a) Circuit model illustration for the radiant and sub-radiant resonators. (b) Equiva-
lent circuit model including the capacitive coupling between resonators.
value is scaled accordingly to compensate for this. The extra induced loss by the graphene
patch in the dark resonator is once again described by an added variable resistor in series,
RDamp. The graphene patch will dissipate power and hence damp the dark resonator as shown
in chapter 2. As previously discussed, the inductive qualities of graphene are negligible
around 1.5 THz compared to the resonator inductance values and therefore it is sufficient to
only consider the resistive loss of the graphene in the circuit model.
With both the individual resonator equivalent circuits determined, the electrostatic, ca-
pacitive coupling between the resonators when in close proximity is described as a parallel
capacitive coupling, CC. This capacitor term is used as a free fitting parameter, and is
determined using the Comsol simulation when both resonators are included. The power
drawn from the two voltage sources can be described according to voltage and corresponding
current drawn described in equation (2.9) in chapter 2. With the total power drawn from both





In this equation, i1∗ and i2∗ describe the complex conjugate of the current induced in the
radiant and sub-radiant resonators, respectively. Equation (2.11) in chapter 2 can then be
used to determine the transmission through the device based on the power drawn, compared
to the power incident on the sample. To calculate the current drawn from each current source,
a more complex impedance array is required as described in the following equations.

























Fig. 3.24 (a) Circuit model simulation of power drawn as a function of frequency and graphene
conductivity compared to incident power for Device 1, L2 = 17 µm. (b) Corresponding
resonance frequency as a function of graphene conductivity.
This circuit model analysis is performed using the lithographic design scheme simulated
in figure (3.21), with this device labelled Device 1. Circuit model analysis for Device 1
is performed with the resultant power drawn from the circuit as a function of frequency
and graphene conductivity shown in figure (3.24 (a)). The circuit model values used in this
equivalent circuit simulation are listed in table (3.1). The conversion from a coupled regime
to a single resonator regime is clearly captured using this simple circuit analysis. Looking
at figure (3.24 (b)), which shows the bonding and anti-bonding resonance frequencies as a
function of graphene conductivity, a continuous tuning range of around 80 GHz is achieved.
This continuous tuning is achieved due to the detuning of the sub-radiant and radiant Lorentz
resonance frequencies by 250 GHz, as illustrated in figure (3.24 (a)). To achieve a greater
tuning range, a second device labelled Device 2 is designed which uses the same lithographic
parameters as Device 1 apart from the sub-radiant resonator length, L, which is increased
from 17 µm to 18 µm. Device 1 was lithographically designed to ensure the bonding
resonance was close enough to the radiant Lorentz resonance to allow for a continuous tuning
as the coupled resonance condition turns into a single resonator condition. With Device 2, we
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Fig. 3.25 (a) Circuit model simulation of power drawn as a function of frequency and graphene
conductivity compared to incident power for Device 2 L2 = 18 µm. (b) Corresponding
resonance frequency as a function of graphene conductivity.






R1 10 Ω 10 Ω
R2 5 Ω 5 Ω
Table 3.1 Derived circuit model parameters for Device 1 and Device 2
are looking to test the limit of this continuous tuning by increasing the frequency difference
between these resonances. According to figure (3.15), increasing the length of the sub-radiant
resonator will decrease the bonding resonance frequency, and hence the tuning range should
be increased when this value is increased between Device 1 and Device 2.
The circuit model simulation result for Device 2 is shown in figure (3.25 (a)). This figure
shows that by reducing the detuning of the individual resonator sizes, the coupling regime is
more symmetrical around the radiant resonance peak. In this case, the individual resonator
Lorentz resonances are only detuned by 175 GHz, resulting in a 120 GHz tuning of the
bonding peak towards the radiant peak as shown in figure (3.25 (b)). The amplitude of the
peak is reduced more in the intermediate damping case, leading to more of a binary tuning.
This shows that there is a trade off between the total tuning range of the metamaterial device,
and the conservation of the resonance Q factor.
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3.4.3 Time domain spectroscopy results
Device 1 and Device 2 are now fabricated using the lithographic parameters discussed in
the previous section. The same fabrication method was used as described for the double
SRR device, with graphene transferred on top of device after the metal resonator arrays were
first deposited. An SEM image of one of these devices is shown in figure (3.26 (a)). The
zoomed in image of the capacitive gap of the sub-radiant resonator is shown clearly showing
the etched graphene patch on top of the metal. Like with the double SRR device, the small
graphene patches in the device cannot be directly electrically tested, therefore a 1 mm × 1.2
mm patch of graphene is etched on the same substrate, and electrically connect with a source
and drain as discussed in chapter 2. An electrical resistance measurement is performed on
this large patch as the backgate voltage is swept to inform the conductivity of the graphene
in the device, with the resultant values for Device 1 and Device 2 shown in figure (3.26 (b)).
The Dirac point for Device 1 and Device 2 were determined to be around +60 and +100 V
respectively. The graphene is not encapsulated, hence this level of p-doping and variation
between samples is to be expected. The measured DC sheet conductivity ranges are 1.5 to 0.6
mS and 1.4 to 0.4 mS for Device 1 and Device 2, respectively. This difference in available
graphene conductivities is expected due to the difficulty in predicting precisely a priori the
tuning range for the graphene due to small inconsistencies in preparation and fabrication.
Fig. 3.26 (a) SEM image of Device 2 showing graphene patch shorting sub-radiant resonator
capacitive gap. (b) Electrical measurement of graphene conductivity as a function of backgate
voltage.
With the graphene conductivity characterised, the frequency-dependent transmission
through both devices is now measured using the TDS Menlo K15 system using the methods
described in chapter 1. The whole setup is nitrogen purged to remove potential losses due
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to water absorption and is normalized with respect to transmission through free space. A
20 ps wide Hann window is applied to select the first transmitted peak and to remove the
Fabry–Perot effect arising from multiple reflections from the substrate. Figure (3.27 (a))
shows the measured transmission curves through Device 1 for different backgate voltages.
When the graphene is the most conductive, strongly damping the sub-radiant resonator,
the radiant Lorentz resonance frequency at 1.48 THz dominates. As the backgate voltage
is increased towards the Dirac point, the conductivity reduces and the bonding resonance
now becomes more pronounced, shifting the peak resonance frequency to around 1.42 THz.
Throughout this transition, the Q-factor remains above 7 with a total continuous frequency
shift of around 60 GHz. This experimental data is in good agreement with the Comsol
simulation data shown in figure (3.21) which uses the same lithographic tuning parameters.
A 50 GHz blue shift is once again observed when comparing the simulation to TDS data
due to imperfect material parameters. The Q factor of the Comsol simulation peaks are also
higher, which is to be expected due to the frequency resolution constraints of the TDS system,
as well as some of the spot power potentially leaking around the active area of the sample.
Fig. 3.27 (a) Device 1 TDS transmission as a function of frequency and backgate voltage for
L1=17 µm. (b) Predicted bonding resonance frequency from the equivalent circuit model as
a function of backgate voltage compared to TDS results.
The TDS measured bonding resonance frequency as a function of backgate voltage, is
plotted in figure (3.27 (b)), alongside the predicted values from the corresponding circuit
models shown in figure (3.24). The electrical conductivity measurements are also shown for
comparison. Despite the simplicity of the circuit model, the TDS data lines up very well.
The TDS transmission measurement is now performed on Device 2 with the result shown
in figure (3.28). The longer sub-radiant resonator supports a lower Lorentz resonance than
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Fig. 3.28 (a)Device 2 TDS transmission as a function of frequency and backgate voltage for
L2=18 µm. (b) Predicted bonding resonance frequency from the equivalent circuit model as
a function of backgate voltage compared to TDS results.
the sub-radiant resonator in device 1, 1.675 THz instead of 1.74 THz, according to simulation.
As discussed in the previous section, this leads to a more symmetric coupling between the
radiant and sub-radiant resonators, leading to a greater tuning range of the bonding resonance
frequency. The resonance frequency tuning range for Device 2 is around 120 GHz, double
the tuning range of Device 1. The transmission through the device shows the resonance peak
shifting from around 1.38 to 1.5 THz as the voltage is swept from +100 to -125 V. This greater
tuning range does not translate into a continuous frequency shift of the resonance, with the
Q-factor changing much more than for Device 1. The bonding resonance dip becomes very
poorly defined when the backgate voltage is -25 V, and the tuning range is therefore more of
a binary tuning between the coupled resonances and the single radiant Lorentz resonance.
The frequency tuning as a function of backgate voltage is once again plotted alongside the
circuit model predicted values in figure (3.28 (b)) giving reasonable correlation, despite the
poorly defined resonance peak.
3.4.4 Phase modulation
The coupled resonator modulation technique appears to be much more versatile than the single
SRR resonator design, whilst also achieving a much more dramatic resonance modulation.
These devices would work very well as amplitude modulators, with the transmitted power
dropped by over 50 % at 1.8 THz for Device 2 as the backgate voltage is modulated. The EIT
phenomena for these coupled resonator designs is accompanied by an extreme modification of
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the dispersion properties which could be utilised for a range of applications. The modulation
of the resonance frequency has already been discussed in detail, however, the modulation in
the transmitted phase through the device can also be dramatically modified, making these
devices ideal for use as phase modulators. The TDS measured phase of the transmitted
radiation through Device 1 is shown in figure(3.29 (a)), and compared to simulated values
determined by the Comsol simulation in figure (3.29 (b)). Sharp modifications of the phase
are present in the TDS measurement in the region between 1.4 and 1.5 THz, as well as the
region between 1.6 and 1.9 THz. The phase at the resonance should be zero, according to
basic Lorentz oscillator, and radiating dipole treatment. There is a sharp change in transmitted
phase on either side of this resonance peak with the phase increasing in a positive direction for
frequencies greater than the resonance frequency, and in a negative direction for frequencies
below the resonance frequency. As the phase changes dramatically around the resonance, a
large phase shift can therefore be engineered at 1.45 THz for example, as this frequency is on
the right of the bonding resonance peak for low graphene conductivities, and it is on the left
of the radiant Lorentz resonance when the graphene damping is increased. This is also the
case for the region between 1.6 and 1.9 THz, with a large modulation in the phase observed
due to switching from being on the low frequency side of the anti-bonding peak, to the high
frequency side of the radiant Lorentz peak. Modulation depths of around 0.15 radians are
demonstrated in the TDS results, which is similar to the simulated modulation depth of
around 0.2 radians, when considering the available graphene tuning range. Any incident
radiation leaking around the active area will wash out the phase modulation, and hence this
could be why the TDS measurement modulation depth is slightly less than predicted by the
Comsol simulation.
As well as a simple modulation in the transmitted phase, the tunable dispersion properties
of the coupled resonator device can also have applications involving the slow light effect
[187, 188]. This is achieved by causing an alteration in the group velocity of radiation
transmitted through the device. The ability to actively control slow light through a device
could have implications for fundamental scientific research as well as the implementation of
optical techniques such as slow light buffers [197]. To quantify this phenomenon, the group
delay time, ∆tg, described as the time delay of a THz wave packet through the metamaterial






The phase of the transmission through the device is given by Φ, and ω is the angular
frequency of the transmitted radiation. To determine the group delay time, the TDS measured
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Fig. 3.29 (a) TDS measurement of phase transmitted through Device 1 as a function of
frequency and backgate voltage. (b) Corresponding Comsol simulation of transmitted phase
as a function of graphene conductivity.
and Comsol simulated transmitted phase is differentiated with respect to the angular frequency
for the different backgate and graphene conductivity values. The results are shown in figure
(3.30)
Fig. 3.30 (a) TDS measurement of group delay time as a function of frequency and backgate
voltage for Device 1. (b) Simulation of group delay time as a function of frequency and
graphene conductivity.
The experimental data using device 1 is accompanied by data using an identical device
with no graphene present to determine the group delay when there is no graphene damping.
When compared with the Comsol simulated group delay time, there are consistent features
with a maximum negative group delay at around 1.4 and 1.85 THz, corresponding to values
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of 1.35 and 1.8 THz in the Comsol data. The region of interest for slow light is in between
these frequencies when the group delay is positive, corresponding to a positive delay of the
transmitted pulse, characterised by the slow light effect. The maximum positive group delay
when no graphene damping is present is 0.7 ps at 1.45 THz according to simulation. The
TDS measurement gives a maximum value of 0.2 ps, with this discrepancy due, in part, to the
limited frequency resolution (50 GHz) of the TDS phase measurement when the TDS time
window is only 20 ps. As a result, the phase features measured are artificially broadened and
hence the group delay values are underestimated. The overall shape, however, of the group
delay is consistent between experiment and simulation with the positive group delay reducing
as the graphene damping increases. Despite this device being configured for resonance
frequency tuning, it is also effective as a slow light modulator, and could be lithographically
optimized to increase the group delay modulation range.
3.5 Chapter conclusion
In this chapter, more sophisticated graphene integrated metamaterial devices have been
demonstrated involving lithographically selecting which parts of the metamaterial structure
are to be damped. More interesting modulation effects, such as resonant frequency tuning
have been demonstrated when compared to devices employing a homogeneous sheet of
graphene. The double SRR device demonstrated the ability to address different metamaterial
areas independently, leading to a frequency tunable device. The Q factor of the device
resonance was very weak, however, this proof of principle could be a precursor to an
addressable graphene/metamaterial array device, analogous to a liquid crystal array for
example, leading to potential applications such as THz wavefront engineering. To build a
high Q factor frequency tunable device, radiant and sub-radiant coupled resonators were
investigated. By only damping one of the resonators in the unit cell with graphene, devices
were demonstrated which can continuously tune the resonant frequency over 60 GHz with
high Q factors, whilst also producing interesting phase and group delay modulation effects.
Chapter 4
Polarisation modulation devices
4.1 Terahertz polarisation overview
In this chapter, electrical polarisation modulation of THz radiation will be investigated. The
motivation for this lies in the myriad of current and potential applications where active
polarisation control of THz radiation is essential. As discussed in chapter 1, THz commu-
nications is one of the more exciting applications for THz science, with polarisation shift
keying [199] and polarisation division multiplexing [200] an important part of this picture.
The speed of modulation is key for these applications, so fast electrical control over the
polarisation condition of the THz radiation is critical. There are also many THz applications
in material characterisation where control over the polarisation is required. One pure physics
application involves probing and characterizing the surface states of topological insulators
such as Bi2Se3 by varying the polarisation condition of incident THz radiation [201, 202].
There are many material science and pharmaceutical applications involving probing the
birefringence of materials [203] such as pharmaceutical tablets to gain insight into the pill
compression process [10, 11]. Also, due to the inherently chiral nature of biological materials,
being able to control the ellipticity and handedness of THz radiation could be instrumental in
characterizing materials such as DNA and amino acids with THz polarisation spectroscopy
[204, 205].Despite these motivations, there is a distinct shortage of available modular devices
to control THz polarisation electrically.
There has been work focused on producing unique THz and sub-THz sources which
have the ability to emit with different polarisation conditions, for example, polarization
tunable photo-conductive antennas [206]. However, due to the technological challenges with
building THz sources, integrating an external polarisation modulator with a standardized THz
source, such as a QCL or a standard TDS photo-conductive antenna, would arguably have
more technological relevance. Static polarisation components such as waveplates and grid
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polarisers are available to purchase in the THz range, however the goal of this project is to
advance the technology of electrically tunable polarisation devices analogous to the Pockels
cell and liquid crystal devices which are so vital for photonics technologies. This chapter
will look to demonstrate how to combine chiral metamaterials, which act on the polarisation
of transmitted radiation, with the electrical modulation of graphene to build modular devices
for all electrical polarisation control of THz radiation.
4.2 Chiral metamaterials
In this chapter, devices which look to act on the angle and ellipticity of transmitted THz
radiation are described. For this purpose a new type of metamaterial resonator structure is
introduced. The designs discussed in the previous chapters all have mirror symmetry along
the y and/or the x axis (excluding any electrical biasing lines) and therefore, when excited by
THz radiation polarised in the y direction, Ey, the resonating dipoles induced in the resonators
will have no net component in the x direction and hence no Ex radiation is emitted. To act
on the polarisation of the incident radiation, a chiral/bianisotropic resonator array which
contains no lines of mirror symmetry can be employed.
Fig. 4.1 Left side shows a filter displaying optical activity, rotating the angle of transmitted
radiation by θ . Right side shows a filter displaying circular dichroism, converting linear
radiation to circular polarised radiation.
4.2.1 Chirality and polarisation overview
Chiral metamaterials are of interest in science and technology as they can be used to exhibit
exotic optical properties such as optical activity and circular dichroism, as well as being
exploitable for producing negative refractive index materials [207]. Optical activity simply
refers to a material which rotates the angle of plane polarised radiation as it passes through.
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A material exhibiting circular dichroism has a different absorption for left handed circular
polarised radiation (Lhd) and right handed circular polarised radiation (Rhd), and hence the
transmission of these components is non equal. These mechanisms are described pictorially
in figure (4.1)
To describe the electric field vector, E⃗, of any given polarisation condition, the electric
field is broken down into two orthogonally polarised components, for example Ey and Ex. In
this chapter these components are described as traveling plane waves propagating in the z
direction, shown in their complex form in the following equations.
E⃗ = Ex î+Ey ĵ (4.1)
Ex = Ex0e j(ωt−kxz+φx) (4.2)
Ey = Ey0e j(ωt−kyz+φy) (4.3)
Ey0 and Ex0 describe the electric field amplitude of both components. The angular fre-
quency, ω , is the same for both components and the wavenumber for the x and y polarisations,
kx,y, is dependent on the effective refractive index of the medium for each component. Any
DC offset in the phase between the two propagating components is contained in the φx,y
terms. For a given position in z, as time t passes through a full period, the real part of E⃗ will
trace out an elliptical path on a polar plot as shown in figure (4.2).
Fig. 4.2 Polar plot representation of an ellipse traced by the real part of the electric field
vector at a fixed z point for general elliptical polarisation. The propagation direction of the
radiation is in the z direction.
96 Polarisation modulation devices
The polarisation can be described generally as elliptical polarisation with a degree of
ellipticity, ε , given by the ratio between the semi-major axis, A, and the semi-minor axis, B,





The cases of perfectly linearly and circular polarised radiation are characterised by the
extremes of ellipticity corresponding to values of 0 and 1 respectively. The angle of the
semi-major axis, θ , is particularly relevant for optical activity devices as this describes the
polarisation angle, and becomes more relevant the closer to linear polarisation the radiation
becomes. To complete the picture, we must determine with which handedness the electric
field is tracing the ellipse in the polar plot with time. For this, the linear polarisation
basis containing Ex and Ey can be replaced instead with a circular polarisation basis with







(ĵ− j î) (4.5)
The time and spatial varying eignevalues for the circular polarisation basis can be derived
from the previous eigenvalues, Ey and Ex as follows.
Rhd = (Ey + jEx) (4.6)
Lhd = (Ey − jEx) (4.7)
If we wish to transfer back to the Cartesian basis from the circular polarisation basis, Ey
and Ex are found as follows.
Ey = 1/2(Lhd +Rhd) (4.8)
Ex = i/2(Lhd −Rhd) (4.9)
From equations 4.8 and 4.9 it is clear that an incident plane polarised wave is equivalent
to an equal combination of left handed and right handed circular polarised radiation. It is
convenient to use this circular polarisation basis when dealing with chiral materials with ε
and θ easily determined from the transmitted Lhd and Rhd components.
θ = 1/2(arg(Rhd)−arg(Lhd)) (4.10)





θ describes the angle between the semi-major axis and the Ey axis, with positive and
negative values corresponding to clockwise and anti-clockwise rotated angles respectively.
According to equation 4.11, the value of ε is positive if abs(Rhd)> abs(Lhd) and negative
if abs(Lhd)> abs(Rhd). For any given elliptical polarisation, the magnitude of ε describes
the shape of the ellipse and the sign of ε determines the handedness with which E⃗ traces
out the ellipse. If ε is positive, the angle of E⃗ will be rotating in a clockwise direction with
time, as is the case in figure (4.2), and alternatively if ε is negative, the angle will rotate in a
counter clockwise direction.
Describing elliptical polarisation in a circular polarisation basis, rather than in a linear
basis, is convenient when dealing with chiral structures which display an inherent handedness
in their physical structure. Therefore, the transmission coefficient through these materials
will be strongly dependent on the handedness of incident radiation. For a material displaying
circular dichroism, the magnitude of the transmitted Lhd and Rhd components will be
different and hence this material will convert linear polarisation to elliptical polarisation, or
ideally circular polarisation if one of these components is zero.
For a material displaying optical activity, it is the phase difference between the transmitted
Rhd and Lhd components which causes the polarisation change. In the ideal case, the absolute
value of these terms will remain unchanged, resulting in no change to the ellipticity of the
transmitted radiation, however the transmitted polarisation angle, θ , will be rotated. For
incident Ey radiation, which by definition has a polarisation angle θ = 0, the phase difference
between Rhd and Lhd is zero. After passing through the chiral material, a phase difference is
introduced between Rhd and Lhd which results in a non zero value of θ , and a rotation of the
polarisation angle. To rotate the polarisation completely from Ey to Ex, a phase difference of
π/2 is required between the transmitted Rhd and Lhd components.
4.2.2 Review of metamaterial polarisers
There has been a wealth of static chiral metamaterial structures designed to exhibit the
optical properties discussed in the previous section [208–213]. These involve fully 3D spiral
structures, as illustrated in (4.3 (a)). However, for the ease of fabrication, 3D chirality can be
artificially produced by overlaying rotated metamaterial layers, with the most simple example
illustrated in figure (4.3 (b)). It is also possible to manipulate the transmitted polarisation
using a 2D bianisotropic layer, using a structure similar to the one shown in figure (4.3 (c)),
ensuring there are no lines of mirror symmetry along the surface.
98 Polarisation modulation devices
Fig. 4.3 (a) Example of structure which possesses 3D chirality. (b) Example of stacked 2D
layers to produce 3D chirality. (c) Example of 2D bianisotropic structure with no lines of
mirror symmetry. Figure adapted from reference [213]
For this chapter however, it is the active control of the polarisation condition of THz
radiation which is of interest. One way of actively controlling the optical response of these
chiral/bianisotropic resonator structures is to integrate photo-active materials such as silicon
within the metal resonator structures. As discussed in Chapter 1, silicon can be converted
from a dielectric to a conductor when excited with a near-infrared pump beam, creating
new conductive channels within the resonator structure or damping the structure as a whole.
Zhang et al. [139] demonstrated a 3D chiral pillar structure with silicon integrated within the
metal structure acting as conductive channels which can short sections of the metamaterial
circuit when photo-excited. This structure is shown in figure (4.4).
When the silicon is resistive, the 3D structure displays chiral dichroism, leading to
incident linear polarisation being converted into highly elliptical polarisation. When the
silicon is photo-excited, the handedness of the resonator structure flips, and therefore the
handedness of the transmitted radiation can be modulated. Also, as reported in figure (4.4
(e)) the polarisation angle of the transmitted radiation is shown to be modulated by around 10
degrees at 1 THz, and up to 20 degrees at 1.1 THz. Photo-active silicon has also been used
in double layer, 3D chiral devices achieving polarisation angle rotation of up to 45 degrees
[140], as well as in single layer, 2D bianisotropic devices [138], achieving successful tuning
of the polarisation handedness.
As discussed in Chapter 1, MEMS is another powerful tool to manipulate metamaterial
properties. Kan et al. [145] demonstrated a tuning method which involves the enantiomeric
switching of MEMS spirals to rotate the polarisation of incident radiation. The device
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Fig. 4.4 (a) and (b) SEM images of 3D pillar structure device taken from reference [139].
The green sections in (b) are the photoactive silicon sections. (c) The measured transmission
spectra of LHD (solid) and RHD (dashed) circular polarisations, without (black) and with
(red) photo excitation. (d) Circular dichroism and (e) polarisation angle without (black) and
with (red) photo excitation.
structure is illustrated in figure (4.5). The deformable MEMS spirals can be pushed inwards
or outwards by applying a pressure differential between the two sides of the film. Spirals
have an inherent 3D chirality due to the fundamental handedness of the structure, and by
inverting the spiral in the MEMS device, the handedness of the spiral can be flipped. As
shown in figure (4.5 (c)), this device displays smooth plane polarisation angle tuning from
+30 degrees to -30 degrees as the displacement of the spiral from the surface is controlled.
The active metamaterial devices discussed thus far either use photoactive silicon or incor-
porate a MEMS scheme to tune the polarisation of transmitted radiation. These modulation
techniques have the capacity for large modulation depths, however, an electronic modulation
scheme is preferable for many reasons, not least due to the ease of implementation out of the
lab, as well as the potential high modulation speeds. The novel devices, presented in this
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Fig. 4.5 (a) and (b) illustrations of spiral MEMS device operation, taken from reference [145].
Modulation of result for the (c) polarisation angle and (d) polarisation ellipticity.
chapter, will therefore look to incorporate static chiral/bianisotropic metamaterial designs
with electrically biasable graphene for active tuning. The goal is to produce devices which
display electrically tunable optical activity and circular dichroism for polarisation control of
THz radiation.
4.3 Polarisation time domain spectroscopy set-up
To analyze the frequency dependent polarisation properties of transmitted radiation through
a polarisation modulation device, the TDS set-up described in Chapter 1 is modified to be
capable of detecting relative transmission powers for orthogonal polarisations. The emitter
and detector are typically designed to emit maximum power and have maximum detection
efficiency respectively along their defined polarisation axis. However, the transmitted ra-
diation from the emitter antenna is not purely linear and therefore a grid polariser is first
used to clean up the Ey linear polarisation impinging on the device. These grid polarisers
are purchased from ‘Purewave’ and are made up 5 µm thick tungsten wire, spaced apart by
12.5 µm, and are designed to maximally transmit along their polarisation axis, with ideally
zero transmission orthogonal to this axis. To use this set-up to characterise the polarisation
conversion effect a given device has on incident Ey radiation, at least two measurements
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are required to determine the relative amplitude and phase of Ey and Ex for the transmitted
radiation through the device. The alignment of the emitter and detector is very important
for relative amplitudes, and hence rotating the detector mid measurement was found to add
a large degree of variability, with the detector becoming misaligned as it was rotated. To
solve this problem, the detector was aligned and kept fixed at 45 degrees where it has equal
sensitivity for the transmitted Ey and Ex components. An identical polariser was then placed
between the device and the detector, and rotated to selectively transmit either the Ey or Ex
component. This was done using a motorized stage to have as little effect on the alignment as
possible whilst allowing the measurement to be performed in a nitrogen purged environment.
The new polarisation sensitive TDS set-up is illustrated in figure (4.6).
Fig. 4.6 set-up for polarisation sensitive TDS measurement with added grid polariser before
and after the device.
To understand the electric field measured by the detector as a function of the relative
angles of all the TDS components, a matrix multiplication method was performed. Firstly,
to describe the polarisers transmission, including the unwanted orthogonal transmission





(P∥−P⊥)(cos(θP)sin(θP)) P∥ sin2(θP)+P⊥ cos2(θP)
]
(4.12)
The terms P∥ and P⊥ describe the transmission components parallel to the polariser axis
and orthogonal to the polariser axis respectively and for an ideal polariser, P∥ would be 1 and
P⊥ would be zero. In reality, these are complex numbers due to the phase difference between
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the two transmitted components which comes from the highly birefringent nature of the
polarisers. It is assumed that the parameters for both polarisers, with identical specifications
and origin, are the same. θp is the angle between the polariser transmission axis and the
incident electric field polarization, which is in the y direction in this case as illustrated in
figure (4.6). The following matrices, Emit and Detect, describe the polarisation condition













E∥ and E⊥ are the complex emitted electric field components along the standard emission
axis and orthogonal to this axis respectively, with θE describing the angle of the emitter axis
relative to y as the emitted is always aligned in this direction. Similarly, for the detector,
D∥ and D⊥, describe the sensitivity parallel to and orthogonal to the typical detection axis
respectively, with θD describing angle between the incident polarization and detector axis.
Finally, to determine a value for the electric field detected, the following Jones matrix
multiplication is performed, giving a single complex number, EField. This describes the
amplitude and phase of the transmitted electric field, normalised to the electric field which
would be measured using ideal components all aligned to their maximum power transmission
axis. When no device is present, the device matrix, Device, is represented by a 2x2 identity
matrix and therefore has no effect on the result.
EField = Detect⊺×Pol2 ×Device×Pol1 ×Emit (4.14)
To test this theoretical framework, as well as to derive the relative physical parameters
for the components in the set-up, three sets of measurements were completed with no device
present. In these experiments, the photo-response of the detector was measured for different
analyser angles as it was swept through 180 degrees. Three different sweeps were performed,
with the detector fixed at 0 and 90 degrees respectively. The measured amplitude and phase
of the transmitted electric field with the detector fixed at 0 degrees is shown in figure (4.7).
These results are normalised with respect to the electric field measured in the standard
TDS configuration with no polarisers present. Two different frequencies are shown to high-
light the frequency dependent nature of the polarisation efficiency as well as the orthogonal
detector and emitter responses. As illustrated in figure (4.7), we can use this measurement
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Fig. 4.7 Measured and simulated values for electric field amplitude and phase as the analyser
is rotated through 180 degrees with the the detector set to 0 degrees.
to determine values for the transmission through the polariser for radiation polarised on
axis (P∥), and the transmission for orthogonally polarised radiation (P⊥), by measuring the
amplitude and phase at analyser angles 0 and 90 degrees respectively. To determine the values
E⊥ and D⊥ this experiment was repeated with the detector rotated by 90 degrees with respect
to the emitter. This result is shown in figure (4.8). To characterize the detector sensitivity to
the orthogonal polarisation axis, D⊥, the amplitude and phase of the electric field was probed
when the analyser angle was set to 0 degrees. This ensures only Ey polarised radiation is
impinging on the detector, which is rotated 90 degrees, and hence the orthogonal sensitivity
component can be isolated. To measure the electric field emitted from the emitter in the
orthogonal polarisation, E⊥, the measurement result with both the analyser and polariser set
to 90 degrees is probed. As the detector is orders of magnitude more sensitive on its detection
axis, it can be estimated that it is only the Ex polarized component transmitting through the
polarizer and analyser which is being detected, allowing for the emitter orthogonal emission
term to be characterised.
These scatter graphs describing the measured electric field as a function of analyser angle
are accompanied by simulation curves created from equation 4.3. The fitting parameters for
these simulations are determined for 0.5 and 2.5 THz using the data as discussed, and shown
alongside a simulated curve using ideal parameter values (values of 1 for all on axis terms
and values of 0 for all orthogonal terms). The extracted simulation fitting parameters are
shown in table (4.1) alongside values extracted in a similar manner for 0.75, 1.5 and 2 THz.
E∥ and D∥ are normalised to 1 for all frequencies and hence are not shown.
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Fig. 4.8 Measured and simulated values for electric field amplitude and phase as the analyser
is rotated through 180 degrees with the the detector set to 90 degrees.
Param 0.5 THz 0.75 THz 1.5 THz 2.0 THz 2.5 THz
P∥ 0.96 0.96 0.95 0.95 0.95
P⊥ 0.011 + 0.018j 0.016 + 0.025j 0.014 + 0.037j 0.012 + 0.069j 0.001 + 0.1j
E⊥ +0.03j +0.01j +0.04j +0.06j 0.06j
D⊥ -0.03j -0.03j -0.03j -0.04j -0.06j
Table 4.1 Table of simulation fitting parameters extracted for 5 different frequencies
As the frequency of radiation passing through the polariser increases from 0.5 to 2.5
THz, the parallel transmission decreases slightly from 0.96 to 0.95. However, the orthogonal
transmission magnitude increases from 0.02 to 0.1 with the polarisers becoming less effective
at isolating linear polarisation. Also the phase difference between the orthogonal polarisations
becomes more severe as the frequency increases, which is to be expected from a birefringent
material, with the slow axis time delay having a larger effect on the phase as the wavelength
decreases. E⊥ and D⊥ are completely imaginary, which is required by symmetry otherwise
the defined polarisation axis for the antennas would change.
As described in figure (4.6), the polarisation set-up to test devices requires the detector
to be at a 45 degree angle to the emitter. If all the components were perfect, the measured
electric field ratio between the analyser set to 0 degrees and 90 degrees should be equal to
the ratio between the emitted Ey and Ex components from the device. Due to the non-zero
orthogonal polarisation terms for the components in the set-up, a characterisation of the
set-up is performed before each measurement to measure the crosstalk between the Ey and
Ex. The crosstalk due to imperfections in components is illustrated well in figure (4.9). When
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Fig. 4.9 Measured and simulated values for electric field amplitude and phase as the analyser
is rotated through 180 degrees with the the detector set to 45 degrees.
the analyser is set to 90 degrees to probe Ex, there should be no signal, as the emitter is
set to transmit Ey. There is however a non zero, false positive signal measured and this
crosstalk needs to be accounted for in the final measurement. A normalisation measurement
is first performed to quantify the amplitude and phase of this crosstalk term as a function of
frequency. Two measurements are performed with no device in the beam path. For the first
measurement, the analyser is set to 0 degrees to measure the Ey component, EyMeas, and
for the second measurement the analyser is rotated to 90 degrees to measure the transmitted
Ex component, ExMeas . These two terms, containing an amplitude and phase component,
are now compared to determine the crosstalk term, C( f ), using the following simultaneous
equations.
Ey( f ) =
EyMeas( f )
P∥
−Ex( f )×C( f ) (4.15)
Ex( f ) =
ExMeas( f )
P∥
−Ey( f )×C( f ) (4.16)
Ex( f ) and Ey( f ) are the actual electric field components impinging on the analyser, which
we are trying to determine from the measured values, ExMeas and EyMeas. To simplify
these equations, Ex is set to zero, resulting in the ExMeas component coming purely from
the crosstalk with the Ey component. This is a reasonable assumption to make as both the
emitter and polariser are set to transmit Ey radiation and hence the Ex component will be
negligible. C( f ) is therefore attributed solely to the imperfect polarisation isolation coming
from the analyser. With this simplification in place, EyMeas( f ) is now equal to Ey, and
106 Polarisation modulation devices
equation (4.15) and (4.16) can be combined to give the crosstalk term, C( f ) = ExMeas( f )EyMeas( f ) . An
example measured crosstalk dependence is shown in figure (4.10).
Fig. 4.10 Typical characterisation of the TDS polarisation set-up crosstalk amplitude and
phase as a function of frequency
The crosstalk dependence C( f ) is first measured before a device is placed in the beam
path. Once the device is added, EyMeas( f ) and ExMeas( f ) are measured as before. Now
the simultaneous equations, equation (4.15) and (4.16) can be rearranged to determine the
actual Ex and Ey signals by including C( f ) as shown in equation (4.17) and (4.18).
Ex( f ) =
ExMeas( f )−EyMeas( f )×C( f )
P∥(1−C( f )2)
(4.17)
Ey( f ) =
EyMeas( f )−ExMeas( f )×C( f )
P∥(1−C( f )2)
(4.18)
Using this method, the amplitude and phase of the transmitted Ex and Ey components
can be used to fully characterise how a chiral/bianisotropic device changes the polarisation
condition of incident Ey radiation.
4.4 Static bianisotropic metamaterial arrays
Before building active metamaterial devices for polarisation modulation, single layer passive
metamaterial arrays were fabricated to compare simulation results with TDS measurements
from the new polarisation set-up. These static arrays are configured to exhibit 2D anisotropy
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and are designed to be excited with Ey plane polarised radiation. Typically, when a metama-
terial is excited at the resonance frequency, a resonating dipole is induced in the array with
a net component in the y direction. This causes a maximum in reflection and a minimum
in transmission due to destructive interference with the incident radiation. Unlike previous
devices however, there is no mirror symmetry in these designs, and therefore it is possible for
the incident Ey radiation to excite a resonating dipole which has a net non-zero x component.
A proportion of the re-emitted power will be polarised in the Ex direction which will be
transmitted in the forward and backwards directions as there is no external Ex fields to
interfere with. Hence, when excited at resonance with incident Ey radiation, there will be
a minimum in transmitted Ey radiation due to destructive interference, and a maximum in
emitted Ex radiation in the transmission direction. This causes the polarisation condition of
the transmitted radiation through the device to change, and can be determined by the linear
combination of the transmitted Ey and Ex terms.
4.4.1 Passive single layer design
Three different single layer designs are fabricated with the array designs shown in figures
(4.11, 4.13 and 4.15). The fabrication process for these devices was the same as described
in Chapter 2. These devices were fabricated on the same Si/SiO2 substrate, and photo-
lithography was used for alignment marks before an e-beam lithography step for the metal
arrays was performed. As these are static devices with no graphene present, the bond pad and
graphene shaping steps are not required. The first device described is a standard L shaped
resonator array with figure (4.11 (a) describing the Autocad design used for the e-beam
lithography step, and figure (4.11 (b)) showing an SEM image of the resultant resonator
arrays for each device, deposited by thermal evaporation of Ti/Au (10/100 nm) through the
the e-beam lithography masks.
Fig. 4.11 (a) Autocad diagram for the first static 2D bianisotropic resonator array. (b) SEM
image of resultant device surface corresponding to Autocad designs after e-beam lithography
and Ti/Au deposition. (c) Comsol simulation of Ez 20 nm above the gold indicating the peak
charge carrier concentration at different resonance conditions.
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Fig. 4.12 First static bianisotropic device simulation and TDS results for Ey, Ex, and the
phase difference between them, as a function of frequency with Ey incident.
A Comsol simulation of the unit cell for this device is shown in figure (4.11 (c)). This
figure describes Ez, 20 nm above the resonator at resonance, showing the charge carrier
distribution across the resonator when excited by incident Ey radiation at 2.8 THz. This is
the second order dipole resonance with a build up of positive charges in the middle of the
resonator, and a negative charge build up at the top and right most edge. If this resonator
array was symmetrical along the y axis there would be no net electric field induced in the x
direction. However, due to the asymmetrical nature of the L shape, when current is induced
in the resonator, this includes a net current along the x direction. As a result, there is a net
electric dipole moment induced in the x direction due to the build up of charges, despite
there being no incident Ex component. This results in an oscillating dipole emitting radiation
polarised in the Ex direction which will be in phase with the transmitted Ey component at
resonance. The transmitted Ey and re-emitted Ex component as well as the phase difference
between them is simulated as a function of frequency in figure (4.12 (a)). A clear resonance
frequency is present around 2.7 THz corresponding to a minimum in |Ey| and a maximum
in |Ex|. The phase difference between Ey and Ex is zero at the resonance corresponding to
transmitted linear polarisation. The transmitted polarisation angle is calculated from these
electric field values and a polarisation angle of 60 degrees is simulated at the resonance. This
device is therefore simulated to rotate the angle of incident Ey radiation by 60 degrees at 2.7
THz.
To test this prediction, this device was now used in the polarisation set-up to determine
the proportion of Ey and Ex transmitted when Ey is incident as a function of frequency. The
crosstalk for the set-up, C( f ), was first characterised using the same method as discussed
for figure (4.10). ExMeas, EyMeas and C( f ) are then used in equations (4.17) and (4.18)
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to determine Ey and Ex. These results are presented in figure (4.12 (b)). The TDS result
predicts an angle rotation of 64 degrees at 2.7 THz which is within 10 % of the simulation
value, showing a good agreement between experiment and theory.
The second device architecture, shown in figure (4.13), consists of two dipole resonators
of similar size placed orthogonally to each other. This metamaterial was designed to emit
radiation in the Ex direction which was π/2 out of phase with the transmitted Ey radiation at
resonance to produce circular polarisation. When the dipole resonator which is parallel to the
y direction is excited by the incident Ey radiation, it drives the resonance in the orthogonal
resonator due to the near field coupling in the gap. A Comsol simulation of the charge
carrier concentration in the parallel and orthogonal resonators is shown in figure (4.13 (c)).
The capacitive coupling is very weak and therefore there is no bonding and anti-bonding
resonance, unlike the strongly capacitively coupled devices described in Chapter 3. Instead,
at the standard dipole resonance frequency, current is induced in the orthogonal resonator
which is in phase with the near field coupling driving force, as it is acting as a Lorentz
oscillator. Consequently the currents in the parallel and the orthogonal resonators are π/2
out of phase at resonance, and therefore the radiated component in the Ex direction will be
π/2 out of phase with the transmitted component in the Ey direction, resulting in highly
elliptical polarised radiation.
Fig. 4.13 (a) Autocad diagram of second static 2D bianisotropic resonator arrays. (b) SEM
image of resultant device surface corresponding to Autocad designs after e-beam lithography
and Ti/Au deposition. (c) Comsol simulation of Ez 20 nm above the gold indicating the peak
charge carrier concentration at resonance.
The frequency dependent simulation in (4.14 (a)) confirms that there is a clear resonance
around 2.7 THz, with the corresponding TDS results in figure (4.14(b)) predicting a resonance
at 2.8 THz. This 100 GHz shift is consistent with all the TDS measurements when compared
to simulation, throughout Chapter 2 and 3. The phase difference at resonance is -π/2 leading
to nearly circular polarised radiation for both the simulation and the results. The simulated
ellipticity at resonance is 0.8 and the corresponding measured ellipticity at resonance is
0.75, once again showing excellent correlation between simulation and results. This device
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Fig. 4.14 Second static bianisotropic device simulation and TDS results for Ey, Ex, and the
phase difference between them, as a function of frequency with Ey incident.
architecture is therefore shown to successfully convert linear Ey radiation into highly elliptical
radiation around 2.8 THz.
The third design, shown in figure (4.15), is a more complicated coupled resonator
design. This device was designed to take advantage of the sharp coupled resonator features
demonstrated in Chapter 3, whilst adding an intrinsic bianisotropy to the design to make it
suitable for polarisation modification. The design is very similar to the frequency modulation
device presented in Chapter 3, however in this case the bright resonator is the dipole resonator
in the middle, which is strongly capacitively coupled with the two dark split ring resonators
on either side. The LCR resonance for the split rings is similar in frequency to the dipole
resonance of the bright resonator, therefore a splitting of the dipole resonance occurs into
a low frequency bonding mode and a high frequency anti-bonding mode. However, unlike
the coupled resonator devices presented in chapter 3, due to the added bianisotropy, the dark
resonators produce an oscillating electric dipole in the x direction instead of the y direction.
Figure (4.15 (c)) shows the simulated charge carrier build up at the bonding resonance
(2.65 THz) and anti-bonding resonance (3.5 THz). For the bonding resonance, opposite
polarity charges accumulate on either side of the capacitive gap between the bright and
dark resonators, leading to both dark resonators exhibiting an electric dipole moment in
the x direction. For the anti-bonding mode however, charge carriers with the same polarity
accumulate on either side of the capacitive gap, and therefore the induced dipole in the dark
resonators is now in the -x direction. The bonding and anti-bonding resonances re-emit Ex
components which are either in phase with the transmitted Ey component or 180 degrees
out of phase, leading to a clockwise or anti-clockwise rotation of the transmitted plane
polarisation angle.
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Fig. 4.15 (a) Autocad diagram of the third static 2D bianisotropic resonator arrays. (b) SEM
image of resultant device surface corresponding to Autocad designs after e-beam lithography
and Ti/Au deposition. (c) Comsol simulation of Ez 20 nm above the gold indicating the peak
charge carrier concentration at bonding and anti-bonding resonance conditions.
Fig. 4.16 Third static bianisotropic device simulation and TDS results for Ey, Ex, and the
phase difference between them, as a function of frequency with Ey incident.
For the third device, the simulated resonance frequencies are 2.6 THz and 3.5 THz,
corresponding to |Ey| dips as shown in figure (4.16 (a)). The simulated phase difference at
these resonances is π and 0, resulting in transmitted linear polarisation which is rotated in
a clockwise and anti-clockwise direction respectively. These opposite rotation directions
are predicted by figure (4.15 (c)) which shows the Ex dipole polarity flipping between the
bonding and anti-bonding resonances. For the TDS measurement shown in figure (4.16 (b))
the low frequency bonding |Ey| dip at 2.7 THz is well defined, however, as the frequency
approaches 3.5 THz, the signal to noise ratio (SNR) of the TDS system becomes too low
for reliable measurements, and anything above 3.75 THz is unreliable. A second |Ey| dip is
visible around 3.5 THz, as predicted, however it is not properly formed due to the noise levels.
The |Ex| term increases in the expected fashion from 1 THz towards the first resonance peak at
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2.7 THz, being equal in magnitude to |Ey| at 2.75 THz, with the simulation predicting this to
happen at 2.6 THz. At this bonding resonance frequency, the phase difference between Ey and
Ex is equal to π for both the simulation and for the TDS results. As a result, the polarisation
angle is predicted and measured to be around -45 degrees at this bonding resonance, with an
ellipticity close to zero.
From these results, it is clear that the 2D bianisotropic metamaterial designs, with
lithographic tunings shown in table (4.2), have a diverse tuning capability, displaying both
optical activity and circular dichroism. These results were taken using an integration time
of 200 seconds in the TDS system, however, going forward it was decided to increase this
integration time to 500 seconds to increase the stability of the measurements, particularly
when considering the phase component. Further to this, the phase is very sensitive to the
nitrogen purging process, especially at higher frequencies, so instead of waiting for 20
minutes to take measurements after starting nitrogen purging this time was increased to 1
hour to allow the humidity level to drop below 5 % and to stabilize. For the second iteration of
devices, it was also decided to lithographically define their resonances to be below 2.5 THz to
increase the SNR of the TDS measurement. In the next section, graphene will be introduced
into the device design to produce an active metamaterial array, capable of electrically tuning
the polarisation of the transmitted THz radiation.
Device A B C D E F Gap O-Gap IO-Gap
First 17.4 11.83 20.184 17.4 2.4 - - - -
Second 21.6 22.68 25.92 29.484 1.944 - 0.6048 - -
Third 23.4 6.24 27.3 17.55 1.17 7.8 - 0.78 0.39
Table 4.2 Lithographic tuning parameters describing the device designs shown in figure (4.11,
4.13 and 4.15). Sizes in µm.
4.5 Active single layer device
The approach taken in this chapter to create an active polarisation modulator, involved a
2D bianisotropic metamaterial structure incorporated with electrostatically gated graphene
to variably damp the resonance condition, and hence modify the transmitted polarisation
through the device. Any of the static devices discussed in the previous section could be
converted into active devices by the inclusion of graphene. However, as was shown by the
frequency modulator device in chapter 3, using a coupled resonator scheme and only variably
damping one of the resonators with graphene, instead of damping the whole resonator array,
results in much higher Q-factor resonances, and greater modulation depths. Therefore, the
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third static resonator device design was chosen to be converted into an active polarisation
modulator. The base metamaterial structure for the active device is therefore similar to the
third static 2D device shown in figure (4.15), with added biasing lines to electrically contact
the dark resonators, which have variable graphene damping included.
4.5.1 Active single layer design
The active device structure is illustrated in figure (4.17 (a)) along with an SEM image in
figure (4.17 (b)), showing the bright dipole resonator which is in the middle and two C-shaped
dark resonators on either side, with graphene patches covering the capacitive gaps. These
dark resonators are connected to bond pads on the right and left side of the device via the thin
metal biasing lines. As with the frequency modulator device in Chapter 3, these biasing lines
are designed to exhibit optical resonance features at a much lower frequency (< 1THz) than
the relevant frequency for the device. Fabrication for this device follows the same process
as the frequency modulator device, using a different E-beam mask to define the new metal
resonator array. As with the previous devices, a 1.2 mm × 1 mm graphene patch with a
source and drain is fabricated on the same sample for electrical characterisation.
When the graphene conductivity is low, near the Dirac point, the device will act in a
similar manner as the static device shown in figure (4.16), causing a rotation in the trans-
mitted polarisation angle at the bonding and anti-bonding resonance frequencies. When the
graphene conductivity is increased by inducing carriers via back gating, the dark resonators
will essentially be switched off, leaving a standard dipole array, which is not bianisotropic
and hence will transmit Ey radiation with little polarisation rotation. This operating principle
is diagrammatically illustrated in figure (4.17 (c)). Incident Ey THz radiation is rotated
by an angle, θ , after passing through the device which is dependent on the graphene con-
ductivity controlled by the backgate voltage. A Comsol simulation of the transmitted Ey
and Ex components when Ey radiation is incident, with very low (0.1 mS) and very high
(1.9 mS) graphene conductivities is shown in figure (4.18 (a) and (b)). By observing the
transmitted Ey component in these figures, it is clear that the metamaterial array is in a
coupled resonator regime when the graphene conductivity is at 0.1 ms, with transmission
dips at 1.65 THz (bonding resonance), and 2.07 THz (anti-bonding resonance). When the
graphene conductivity is increased to 1.9 mS, the coupled resonator regime is transformed
into a single resonator regime with a single Lorentz resonance visible around 1.75 THz.
Crucially, for polarization modulation, at the bonding and anti-bonding resonances, the
transmitted Ey/Ex ratio is increased as the conductivity is increased from 0.1 mS to 1.9 mS,
causing a modification of the transmitted polarisation condition. The corresponding charge
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Fig. 4.17 (a) Inventor diagram of single layer polarisation modulator. (b) SEM of device
surface, with the white areas indicating gold, and the dark patches showing the graphene in
the C-shaped resonator gap. (c) Illustration of device operation.
carrier distribution in the resonators at the anti-bonding and bonding resonances for the two
conductivities is shown in figure (4.18 (c)-(f)).
At low graphene conductivity, current in the dark resonators is induced via coupling with
the bright dipole resonator when it is excited with Ey radiation at the bonding resonance
frequency. The x component of the induced dipole moments in the dark resonators construc-
tively interfere, resulting in a non-zero propagating component polarized in the Ex direction.
As the graphene conductivity is increased, loss in the dark resonators is increased, resulting
in a damping of the coupling resonance and a smaller charge carrier build up, leading to a
reduction in the strength of the net dipole in the Ex direction. As well as this, a reduction in
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Fig. 4.18 Transmitted Ey and Ex amplitude when Ey is incident for graphene conductivities
of (a) 0.1 mS and (b) 1.9 mS. (c)-(f) Simulation of Ez measured 20 nm above the resonators
showing charge build up when the graphene conductivity is 0.1 mS and 1.9 mS at the bonding
and anti-bonding resonance frequencies. Lithographic tuning parameters shown in figure
(4.19)
the bright resonator dipole strength is also observed leading to a larger transmission com-
ponent of the incident Ey radiation. With the transmitted Ey component increasing, and the
re-emitted Ex component decreasing as the graphene conductivity increases, the transmitted
polarisation angle is modulated, rotating back towards the incident Ey direction.
4.5.2 Equivalent circuit model
To more easily understand the working principle of this design, an LCR equivalent circuit
model, similar to the one shown in the Chapter 3, can be developed. The circuit model
considers the coupled resonators as two capacitively coupled LCR circuits. The power drawn
by the circuit as a function of incident power, which is proportional to |1−T |, is determined
to ascertain the change in Ey transmission though the device as a function of frequency and
graphene conductivity. In this case however, to determine the re-emitted Ex component, in
comparison to Ey, we need to probe the radiation which is radiated in the forward direction
from the dark resonators. To do this, the in series resistance must be split into three individual
resistors, one which describes ohmic losses in the resonator, ROhmic, one which describes the
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power re-radiated in the reverse direction, RRev, and one to describe the power re-radiated
in the forward direction, RFwd . As with the circuit model in Chapter 3, the added graphene
loss in the dark resonator can be described by an extra variable resistor in series, Rgraph. The
equivalent circuit model is shown in figure (4.19 (b)).
Fig. 4.19 (a) Unit cell SEM image of single layer bianisotropic device. (b) Equivalent Circuit
model for single layer bianisotropic device.
Param A B C D E F G H I J O-Gap IO-Gap
Size (µm) 35 11 45 35 3 14 1 4.5 6 4 2 2.5
Table 4.3 Lithographic tuning parameters for active single layer device.
The Comsol simulation using the parameters shown in table (4.3), was first performed for
each of the resonators in isolation to determine the individual inductance, capacitance and
resistance values. As discussed in Chapter 2, the magnetic field flux as a function of current
was used to determine the inductance, and the electric field strength as a function of charge
carrier concentration was used to determine the capacitance. Finally, the Q factor of the
resonances was used to determine the total in series resistance values. A new process is used
to determine the individual resistor ratios in the dark resonators. The ratio between RFwd
and RRev is identical to the ratio of the power radiated in the forward direction compared
to the power radiated in the reverse direction, and from the Comsol simulation, this ratio is
determined to be 3.4. This is also given by the ratio between the refractive index of the silicon
on the transmission side of the resonator, and the refractive index of the air, on the reverse
side of the resonator. The ratio between ROhmic and RRev is equal to the ratio of loss given by
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1−S21 −S11 and the reflection S11 found by considering the S-parameters including the dark
resonator excited with plane waves polarised in the Ex direction. The value for capacitive
coupling was a free fitting parameter which in this case was 1.5×10−17 F. The model values
determined from the Comsol simulation and used for the graph in figure (4.20 (b)) are given
in table (4.4) .
Resonator RRev RFwd ROhmic RTotal C L
Dark 12Ω 40Ω 100Ω 152Ω 3.5×10−17F 2.0×10−10H
Bright - - - 100Ω 3.7×10−17F 2.1×10−10H
Table 4.4 Equivalent circuit model values for the design base unit cell shown in figure (4.19
(a))
To determine the graphene conductivity range to be simulated, an electrical measurement
was performed on the 1.2 mm × 1.0 mm graphene patch fabricated on the device substrate,
using the conductivity measurement technique described in Chapter 2. The measured
conductivity as a function of backgate voltage is shown in figure (4.20 (a)) with the Dirac
point visible around +30 V and an asymmetric increase in the graphene conductivity on
either side of this point, due to the differing carrier effective masses. To convert the sheet
conductivity values into Rgraph values, the Q factor damping of the graphene on the dark
resonator as a function of graphene conductivity was simulated in Comsol, when excited in
isolation, and converted into the in series damping resistance term. The overall tuning range
is from around 0.3 to 1.3 mS and therefore a simulation range was chosen to include these
values, with added values at the extremities of this range.
Fig. 4.20 (a) Electrical characterization of graphene DC sheet conductivity as a function of
backgate voltage. (b) |Ey| and |Ex| simulated from circuit model.
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From figure (4.20 (b)) it is clear that when the graphene conductivity is set to 0.1 mS,
the shape of Ey and Ex fit well with the simulation for the third static device in figure (4.16)
as well as the Comsol simulation results in figure (4.18 (a)). This device is scaled up in
size compared to the static device, resulting in the bonding resonance at 1.65 THz. As the
graphene conductivity begins to increase, the bonding and anti-bonding resonances start
to disappear. The resonator structure is switching from the coupled resonator regime to
a standard dipole resonator regime, with a new resonance at 1.8 THz corresponding to
a dip in Ey. This is based on the same mechanism which is discussed in detail for the
coupled resonator device in Chapter 3. For this device, however, we are interested in how the
proportion between the transmitted Ey and Ex components change as the resonator regime is
electrically modified. We are most interested in the bonding resonance at 1.65 THz, where
the transmitted Ey component increases with graphene conductivity, and the Ex component
decreases. At this operating frequency, the angle of the transmitted radiation is therefore
continuously rotated as the graphene conductivity is changed.
4.5.3 Time domain spectroscopy results
With the operating principle of the device understood, it is now tested in the polarisation TDS
set-up. Measurements were performed on the device for different backgate voltages, using
the same method that was used for the static bianisotropic devices. Once the crosstalk (C( f ))
for the TDS set-up was determined, the device was placed in the beam path with time domain
data EyMeas(t) and ExMeas(t) taken for different backgate voltages. When considering
the transmission through the device, it may be important, depending on the application, to
consider the Fabry-Perot effect caused by the silicon substrate. This will cause a separation
of the incident pulse into different path lengths for transmission through the sample, due to a
proportion of the pulse being reflected at the silicon/air back facet.
Due to the the multiple reflections in the substrate, the time domain measurements as
shown in figure (4.21 (a) and (b)) contain multiple measured pulses with different time
delays, reducing in magnitude. Initially, we will just consider the first transmitted pulse,
corresponding to the pulse component which passed through the device with no internal
reflections. To probe the frequency dependent nature of EyMeas( f ) and ExMeas( f ) from
this pulse alone, a cosine filter centered at -25 ps, (E max), with a width of 20 ps is applied,
using the technique described in Chapter 1. This measurement has relevance for real world
applications for this device as a parylene coating could be implemented to create an anti-
reflection coating [214] on the back facet of this device, minimizing the internal reflection
peaks. Alternatively, the device could simply be excited at an angle, separating out the
transmitted pulses in space.
4.5 Active single layer device 119
Fig. 4.21 Time domain data passing through single layer device, biased at different backgate
voltages for (a)EyMeas (b)ExMeas.
Single pulse
Ey( f ) and Ex( f ) are now determined from the TDS data using equations (4.17) and (4.18)
and these values are normalised to Ey( f ) when no device is present. These results are
compared with Comsol simulation results using the same which is used to probe the predicted
transmitted electric field components as a function of frequency and graphene conductivity,
negating reflection from the back facet. These measured and simulated Ey( f ) and Ex( f )
values are shown together in figure (4.22) for comparison.
These values are complex terms and therefore the amplitude and phase components are
shown in separate graphs. In figure (4.22 (a)) the measured amplitude of the Ex and Ey
components are shown as a function of frequency and backgate voltage. Looking at the
amplitude of Ex( f ) initially, we can see that across the full frequency range, the amplitude
is maximum when the backgate voltage is at the Dirac point, +25 V, with this amplitude
reducing as the voltage is decreased towards -100 V. This is due to the level of damping in
the dark resonators increasing as the voltage is decreased from the Dirac point, leading to a
reduction in the induced charge build up in the dark resonators and a subsequent reduction in
the re-emitted radiation amplitude. The amplitude of Ey( f ) follows a very similar pattern to
the frequency modulator device in Chapter 3. Both of these designs are based on a single
bright resonator coupled to either one or two dark resonators. For this design, the coupled
resonator bonding and anti-bonding resonances are clearly at +25 V with transmission dips at
1.75 THz and 2.2 THz respectively. For -100 V there is only one visible resonance given by a
transmission dip at around 1.85 THz as the metamaterial switches from a coupled resonator
to a single resonator regime. The pertinent consequence of this is that the amplitude of Ey at
1.72 THz increases by around 60%. At the same frequency, the amplitude of Ex reduces by
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Fig. 4.22 Comparison between TDS measurements and simulation for single layer device
with the amplitude and phase plotted for the Ey and Ex components.
around 40 % leading to a change in the ratio of |Ey|/|Ex| from 1.2 to 2.3, and resulting in a
modified transmitted polarisation condition. By comparing the TDS results in figure (4.22
(a)) with the simulation results shown in figure (4.22 (b)) there is a very good agreement
in terms of the functional form both for the Ey( f ) and the Ex( f ) components. This is also
the case when we compare these results with the circuit model representation shown in
figure (4.20). The resonance frequencies of the TDS results are blue shifted by around 75
GHz when compared to simulation, however this is consistent with the results for the other
devices shown in Chapter 2 and 3. There is a larger Comsol simulated tuning range for the
amplitude of Ey and Ex, with a change of |Ey|/|Ex| from 1.1 to 3. This is due to the fact that a
graphene conductivity tuning range from 0.1 to 1.9 mS is used in the simulation compared to
a measured device range from 0.3 to 1.1 mS. This larger range was used to gain more insight
into the tuning capabilities for the device if graphene with a different conductivity range was
used. When the measured device tuning ranges are used in this simulation instead, the ratio
|Ey|/|Ex| is shown to change from 1.2 to 2.5, which is within 10 % of the TDS measured
values.
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To understand the resultant polarisation condition, the phase of the Ey and Ex components
has to be taken into account. When the phase difference between the two components is an
integer multiple of π , the polarisation is completely linear, corresponding to an ellipticity
of 0, described in equation (4.11). For this device to be an effective polarisation rotator, the
ellipticity should be as close to zero as possible as the amplitude ratio between Ey and Ex is
changed. When looking at the measured phase components in figure (4.22 (c)), the phase of
Ex and Ey are equal at a point between 1.7 and 1.8 THz, depending on the backgate voltage.
Linear polarisation rotation is also observed at the anti-bonding resonance at around 2.2
THz, with the phase difference approaching π , meaning the angle is rotated in the opposite
direction. These two regions would be suitable for polarisation rotation, however, we will
focus on the region between 1.7 and 1.8 THz as the |Ey|/|Ex| change is more severe.
In this region, the zero phase difference point increases in frequency as the voltage
is decreased from the Dirac point. This frequency is 1.74 THz at +25 V, and increases
to 1.79 THz as the voltage is reduced to -100 V. The corresponding simulated cross over
frequencies shown in figure (4.22) are 1.67 THz at 0.3 mS and 1.72 THz for 1.1 mS which is
commensurate with a frequency shift between the simulated and measured results of 70 GHz.
The next step is to plot the polarisation angle and ellipticity as a function of frequency and
backgate voltage. To do this, the complex Ey( f ) and Ex( f ) measured and simulated terms
are converted into the Rhd and Lhd basis using equations (4.6) and (4.7). Then the values
of polarisation angle, θ , and ellipticity, ε , are determined from equations (4.10) and (4.11),
with the results plotted in figure (4.23).
From figure (4.23 (a)) the angle starts off positive at the lower frequencies, peaking at
around 40 degrees at 1.72 THz for the +25 V case. This corresponds to the position in
figure (4.22 (c)) where the phase difference between Ey and Ex is zero and the polarisation
is completely linear. As the frequency increases, the polarisation angle reduces until it
crosses zero at 2.0 THz, which corresponds to a phase difference of π/2. In this case the
polarisation is highly elliptical, with the semi-major axis of the ellipse parallel to the Ey
axis. As the frequency increases further, the polarisation angle turns negative, peaking at 2.2
THz corresponding to a phase difference of π , and once again the polarisation is completely
linear, and is now flipped to the other side of the Ey axis. From this graph, the frequency
where the angle modulation is at its maximum for this device is 1.75 THz. As the backgate
voltage is decreased from +25 V to - 125 V, the polarisation angle changes from 39 degrees
to 19 degrees. These results are confirmed by the simulation angle results shown in figure
(4.23 (b)) showing a remarkably similar functional form with the same frequency offset as
discussed for figure (4.22).
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Fig. 4.23 TDS measurement and Comsol simulation of polarisation angle and ellipticity of
emitted radiation through single layer device for different backgate voltages, and graphene
conductivity values respectively.
The measured and simulated ellipticity values are shown in figures (4.23 (c) and (d))
respectively. At the lower frequencies the ellipticity is negative, corresponding to the
polarisation angle rotating in a clockwise direction with time, according to the illustration
in figure (4.2). When the ellipticity is zero the polarisation is linear, corresponding to
a frequency between 1.7 and 1.8 THz for the TDS results, depending on the backgate
voltage. As the conductivity is increased, the frequency for zero ellipticity increases, which
is commensurate with the Ey and Ex phase cross over points shown in figure (4.22 (c) and
(d)). Beyond this cross over region, the ellipticity is positive, corresponding to elliptically
polarised radiation with anti-clockwise procession, peaking at around 0.5 and 0.45 for TDS
and simulation respectively. The ellipticity once again becomes zero at the anti-bonding
resonance frequency when the phase difference between Ey and Ex, as already discussed, is
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Fig. 4.24 Transmitted radiation angle as a function of backgate voltage at 1.75 THz. Graphene
conductivity as a function of backgate voltage is also plotted.
equal to π . The angle as a function of backgate voltage at 1.75 THz is shown in figure (4.24)
alongside the graphene conductivity.
When considering the graphs for angle and ellipticity, as the backgate voltage is increased,
there are three different frequencies worth highlighting which lead to interesting polarisation
modulation effects. These frequencies are 1.75, 1.76, and 1.79 THz, illustrated by the vertical
lines in figure (4.23). To visually describe the polarisation condition at these frequencies, the
polarisation condition is described by the ellipse traced out over one period by the real value
of the electric field, similar to the drawing in figure (4.2). The commensurate polar plots are
shown in figure (4.25) for these three frequencies.
These plots are traced out using the real part of the linear combination of Ey and Ex
over a time period using a general quadratic equation for an ellipse centered at the origin.
The plot can be generated by inserting the absolute values, |Ey| and |Ex| and the phase
difference between the Ey and Ex components, φ = arg(Ey)− arg(Ex), and solving the


















The polarisation condition at 1.75 THz is interesting, as this corresponds to the frequency
for maximum polarisation angle change, with the angle rotated by 20 degrees and the
ellipticity remaining close to zero. Figure (4.25 (a)) transmitted radiation with a polarisation
angle of 39 degrees when the backgate voltage is +25 V with an ellipticity value of zero,
124 Polarisation modulation devices
Fig. 4.25 Polar plots to represent measured polarisation condition through single layer devices
for different backgate voltages when Ey radiation is incident with a frequency of (a) 1.75
THz, (b) 1.76 THz and (c) 1.79 THz.
corresponding to a straight line in the polar plot. As the voltage is decreased away from the
Dirac point, the angle rotates to 19 degrees at -125 V with the ellipticity decreasing from 0 to
-0.09. This results in the ellipse width broadening slightly as the angle is rotated.
The ellipse at 1.76 THz, illustrated in figure (4.25 (b)) is interesting as the ellipticity is
switched from a positive value to a negative value as the backgate voltage is increased. The
ellipticity at +25 V is 0.08 and this value decreases as the voltage is decreased, crossing 0 at
around -25 V. As the voltage is decreased further to -125 V the ellipticity decreases to -0.08.
The physical manifestation of the change in ellipticity sign, is a switch in the handedness of
the elliptical polarisation. The arrows in figure (4.25 (b)) demonstrate the change in direction
of the rotating electric field which traces out the ellipse. These values are still very close to
zero, however, if these values could be increased towards 1 and -1 respectively, there would
be many important applications in chiral THz spectroscopy.
Finally 1.79 THz is an interesting frequency as the ellipticity can be modulated from 0 at
-125 V to 0.3 at +25 V. Figure (4.2 (c)) shows the ellipse approaching a straight line at -125
4.5 Active single layer device 125
V, and can be continuously broadened as the voltage is increased towards +25 V. For this
modulation condition it would be ideal to modulate the ellipticity from 0 to 1. Despite the
limited modulation depth of this device, this is a promising first result, showing a diverse
range of polarisation modulation effects.
All peaks
The previous results considered the first transmission pulse through the sample only, negating
the Fabry-Perot effect of the substrate. If this device is to be used with a CW source, and with
no anti-reflection coating on the back, it is necessary to include the Fabry-Perot effect of the
substrate when calculating the polarisation rotation of the device. The standard Fabry-Perot
effect of a medium, with a refractive index, n, and thickness, t, introduces interference
fringes with transmission peaks when the frequency is an integer multiple of c/nt, assuming
the surrounding medium has a refractive index of 1 (c is the speed of light in a vacuum).
When a metamaterial is deposited onto one of the surfaces of the substrate however, the
situation becomes more complicated. As discussed in Chapter 3, the metamaterial adds
a highly dispersive component to the transmission and reflection coefficients. The phase
modification caused by the metamaterial will change the interference pattern and hence
the positions of transmission and reflection peaks. Also, as we have seen in this chapter,
the phase components for Ey and Ex are different, which means they will have different
interference patterns. It is the case that at certain frequencies, the Ey component can have a
Fabry-Perot transmission interference dip while the Ex component has a transmission peak,
which would lead to a larger rotation of the transmitted polarisation. This effect is illustrated
in figure (4.26).
A Comsol simulation is performed to measure the reflection coefficient from the single
layer bianisotropic metamaterial device surface, for radiation originating from the bottom of
the unit cell, inside the substrate. The phase of the internal reflected component for incident Ey
and Ex is shown in figure (4.26 (a)) with the graphene conductivity set to 0 mS for simplicity.
The Ex reflection phase does not change much when compared to reflection inside a standard
substrate, this is because the resonators are only weakly excited by incident Ex radiation and
therefore the reflection phase is dominated by the Fresnel reflection component from the bare
substrate. For the Ey reflection, the case is similar to the phase modulator device described in
Chapter 3. At resonance frequency, the phase shift caused by the metamaterial resonance
itself is π , however the phase of the Fresnel reflection component from the substrate/Air
interface is 0. The phase from the total reflection is therefore dependent on which of these
components is larger in amplitude, and in this case the metamaterial reflection for Ey is
stronger, causing a phase difference of π between the reflected Ey and Ex components. The
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Fig. 4.26 Illustration of Fabry-Perot effect for Ex and Ey components transmitted through
sample. (a) Phase of internal reflection from metamaterial surface for Ey and Ex. (b)
Illustration of internal reflection phase perturbations at 1.65 THz for Ey and Ex. (c) Comsol
simulation of transmitted Ey and Ex components including back facet reflection with incident
Ey.
effect on the Fabry-Perot transmission interference for Ex and Ey is illustrated in figure (4.26
(b)). For Ex the effect of the two reflections on the total round trip phase is 0 and therefore
a transmission peak will occur when the frequency, f , satisfies the equation f = mc2nt , with
m being an integer number greater than zero. For Ey, conversely, the phase shift caused
by reflections after one round trip is π , and therefore the transmission peaks for Ex will
correspond to transmission dips for Ey. A Comsol simulation of the device transmission
components, including the Fabry-Perot effect, caused by incident Ey radiation is shown in
figure (4.26 (c)).
The substrate thickness is 500± 50µm and therefore it is impossible to predetermine
where the Fabry-Perot peaks are going to be. However, it is possible to rotate the sample
with respect to the incident radiation, changing the effective substrate thickness, resulting in
a change in the Fabry-Perot interference. The resultant interference pattern as a function of
angle for a standard silicon/SiO2 substrate, excited at different angles in the TDS set-up is
shown in figure (4.27).
When the silicon substrate is in the normal 0 degrees configuration, constructive interfer-
ence peaks are shown at 1.50 and 1.58 THz in figure (4.27 (b)). As the angle of the substrate
is rotated, these interference peaks start to blue shift. By the time the angle has rotated to 50
degrees, the interference peak has shifted to 1.54 THz, completely inverting the interference
fringes. This adds another layer of flexibility to the polarisation control for these devices.
The TDS measurement including all the time domain pulses, as shown in figure (4.21), is
performed to determine the amplitude and phase of the transmitted Ey and Ex components as
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Fig. 4.27 (a) Representation of exciting sample at angle θ . (b) TDS transmission through
substrate as a function of angle (degrees) and frequency.
a function of frequency and backgate voltage. These TDS results are plotted alongside the
Comsol simulation which includes the Fabry-Perot effect in figure (4.28). These figures are
zoomed in to the frequency region between 1.5 and 2.0 THz for more clarity.
These results are determined using the same method that was used for the single pulse
case in the previous section. EyMeas( f ) and ExMeas( f ) are determined from the time
domain data, now containing all pulses, and the crosstalk value, C( f ), which was determined
in the previous section, is used in equations (4.17) and (4.18) to determine Ey( f ) and Ex( f ).
The spacing of the Ex interference peaks in figure (4.28 (a)) is 0.085 THz and therefore
the substrate thickness is determined to be around 520 µm. This is used to inform the
simulation results shown in figure (4.28 (b)) which are determined using an input port above
the metamaterial, as with the previous section, however now the silicon substrate is set to be
520 µm thick. An extra air domain containing the second port is placed behind this to include
the reflection effect of the second substrate/air interface. The TDS results and simulation
share the same functional form, with the peaks being slightly shallower for the TDS results
which is most likely due to the substrate back face being unpolished, and therefore reducing
the finesse of the Fabry-Perot cavity. The peaks are not perfectly aligned between the TDS
and simulation results due to the slight difference in cavity length, which is to be expected as
it only takes a small change in cavity length to shift the interference condition dramatically,
as shown in figure (4.27).
In figure (4.28 (a)) there is a dip in |Ey| and a corresponding peak in |Ex| at around 1.75
THz, which is similar to the single pulse measurement, however now these components are
more pronounced due to the Fabry-Perot effect and the Ex component is now greater than the
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Fig. 4.28 (a) and (c) display the measured |Ey|, |Ex| and phase difference between Ey and Ex
as a function of frequency and backgate voltage, using all TDS peaks. (b) and (d) shows the
equivalent simulated values using a Comsol simulation which includes the reflection from
the back of the substrate.
Ey component when the backgate voltage is +25 V. The phase difference between Ey and Ex
determined from the TDS experiment and Comsol simulation is shown in figure (4.28 (c)
and (d)). The underlying trend for these results is similar to the results for the single pulse
measurement, with a high frequency perturbation overlaid on top, caused by the interference
fringes. For the TDS measurements, the Ex and Ey phases are once again equal at frequencies
roughly between 1.7 and 1.8 THz. The same functional form is shown in the simulation
results, with a slightly larger perturbation of 1.5 radians peak-to-peak, compared to the TDS
measured perturbation of 1 radians peak-to-peak. This is once again due to the higher finesse
of the simulated cavity, assuming a completely flat back facet. Now the polarisation angle and
ellipticity for the TDS measurement and simulation are determined using the same method as
the previous section using equations (4.10) and (4.11). The results are plotted in figure (4.29)
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Fig. 4.29 (a) TDS measured transmission polarisation angle as a function of frequency
and backgate voltage using all TDS peaks with Ey incident. (b) Corresponding measured
ellipticity. (c) and (d) are the same graphs only including the region between 1.7 and 1.8
THz.
The maximum change in angle as the backgate voltage increases is now 32 degrees at
1.73 THz, with the angle changing from 44 degrees to 12 degrees for backgate voltages
of +25 V and -125 V respectively. The ellipticity shown in figures (4.29 (b)) has changed
dramatically due to the introduction of the Fabry-Perot interference, reflected in the 1 radian
ripple in the phase difference results shown in figure (4.28 (c)). The ellipticity follows the
same base shape as the single peak example in figure (4.23 (c)), however now there is a
dramatic oscillation overlaid on top of this, with the ellipticity changing from around 0 to 1
every 0.04 THz between 1.8 and 2.1 THz. This variation of the angle and ellipticity is not
convenient if a uniform broadband polarisation response is required, however these extreme
polarisation responses could be useful for modulating a single frequency source such as a
quantum cascade laser.
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Polar plots for three frequencies, 1.73, 1.75 and 1.77 THz, are shown in figure (4.30).
These plots are created using the same method discussed for figure (4.25) and similar
frequencies have been chosen to illustrate the effect that including the Fabry-Perot effect has
on the polarisation modulation.
Fig. 4.30 Polar plots of transmission through IO device at different backgate voltages,
including all TDS peaks for 3 different frequencies, (a) 1.73 THz, (b) 1.75 THz and (c) 1.77
THz.
The polarisation condition at 1.73 THz was chosen as this frequency corresponds to
the maximum change in polarisation angle of 32 degrees. The angle rotates by an extra 12
degrees compared to the equivalent single peak example in figure (4.25 (a)), however the
ellipticity is now around 0.4, resulting in thicker ellipses which can be seen in figure (4.30).
The ellipse for 1.75 THz, has ellipticity values much closer to 0, as shown in figure (4.30(b)).
In this case the angle rotates by 20 degrees, however, the ellipticity handedness also changes
as the backgate voltage is changed, in the same way as is observed in figure (4.25 (b)). Now
the ellipticity can be modulated from 0.15 to -0.15, which is a larger tuning range than was
achievable in the equivalent single peak case, with a tuning range of 0.08 to -0.08 found.
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The polar plot at 1.77 THz in figure (4.30 (c)) illustrates how the Fabry-Perot resonance
greatly enhances the potential ellipticity tuning, due to the dramatic modification of the phase
difference. In this plot, the ellipticity is modified from 0.7 at +25 V to 0.2 at -125 V, providing
a much larger tuning range than the single peak equivalent in figure (4.25 (c)), which shows
an ellipticity tuning range of 0 to 0.2. It is interesting that such ellipticity modulation is
possible for these devices which were initially designed for polarisation rotation. It shows the
diverse range of polarisation modulation that these devices are capable of when combining
electrically tunable, highly dispersive coupled resonator metamaterials with the Fabry-Perot
effect.
4.6 Active double layer device
A new device design for converting linear into circular polarisation is now considered as
an alternative to the single layer active device already discussed. This design exploits a
two layer 3D chiral array built from a unit cell containing two circular split ring resonators
overlaid on top of each other, separated by a 1 µm polyimide spacer layer. The working
principle of the device is similar to the static devices described in reference [139], displaying
circular dichrosim at certain frequencies, thus converting incident linear polarised radiation
into elliptically polarised radiation. To make these devices electrically tunable, graphene is
integrated with one of the split ring resonator layers, and the backgate can be variably biased
to modulate the ellipticity of the transmitted polarisation, illustrated in (4.31).
4.6.1 Comsol simulation
An illustration of this device architecture is shown in an inventor diagram shown in figure
(4.32 (a)). This device consists of a bottom layer of gold split ring resonators, with a similar
top layer, rotated by 90 degrees and separated with a polyimide spacer layer. The overlaid
split rings are shown in an optical microscope image taken through the developed photoresist
for the top layer, shown in figure (4.32 (b)).
Before any fabrication was undertaken, a Comsol simulation was performed using the
physical parameters for the unit cell shown in figure (4.32 (c) and (d)) to probe the transmitted
Ey and Ex components when Ey radiation is incident. The same material parameters as
described in Chapter 2 were used, with the added 1µm polyimide spacer layer described as
having a constant effective permittivity of 2.9. To convert linear polarisation into elliptical
polarisation, the double layer metamaterial needs to convert a proportion of the incoming
Ey radiation into re-emitted Ex polarised radiation, which is π/2 out of phase with the
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Fig. 4.31 Representation of incident linearly polarised radiation converted to ellipticity
polarised radiation, with the ellipticity modulated by varying the backgate voltage.
transmitted Ey component. This is achieved by inducing oppositely circulating currents in
the top and bottom resonators when excited at 2 THz.
The split rings are strongly inductively coupled together due to their vertical stacking
arrangement. At resonance, the incoming Ey radiation drives a circulating current in the
bottom resonator with a net component parallel to the incident electric field. Due to the
coupling between the resonators, a circulating current is induced in the top resonator, with
the opposite rotation direction. In figure (4.32 (c) and (d)), the induced current at the bottom
of each resonator is moving in opposite directions. As the resonators are separated in the
z direction, there is a net circulating current, leading to a magnetic dipole moment with a
component in the y direction. This oscillating dipole moment will consequently radiate an
electric field with non zero Ex component.
For the transmitted polarisation to be elliptical, the resonators are lithographically tuned
so that at the required incident frequency the transmitted Ex component is π/2 out of phase
with the Ey component. To modulate the ellipticity of the transmitted polarisation, the bottom
resonator array is variably damped by a graphene layer underneath, separated by 100 nm
of aluminum oxide. The graphene conductivity can be varied by applying a bias across the
backgate between the p-doped silicon and the graphene layer, as illustrated in figure (4.33 (a)).
The simulated effect of the graphene conductivity on the induced current is demonstrated in
figure (4.33 (b) and (c)), showing the charge carrier concentration for the DC conductivity
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extremes of 0.2 and 2.6 mS respectively. The specific device parameters used for this device
are contained in table (4.5).
Layer A B C D Gap
Top (µm) 11.11 4.04 3.434 40.4 4.04
Bottom (µm) 11.11 4.04 3.434 40.4 4.848
Table 4.5 Lithographic parameters for double layer device
As the conductivity is increased, induced current in the resonators is damped, leading
to a lower Ex transmission and a higher Ey transmission amplitude, ultimately resulting
in the ellipticity decreasing. The frequency dependent amplitude and phase difference of
the transmitted Ey and Ex components are shown in figure (4.34 (a) and (b)) for a range of
Fig. 4.32 (a) Inventor diagram representing two layer device structure. (b) Optical microscope
image of device structure during e-beam lithography step. Comsol simulation of current
density in the (c) top and (d) bottom resonators when excited at resonance.
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Fig. 4.33 (a) Representation of device cross section and backgate biasing technique. Charge
carrier concentration in the bottom resonator for graphene conductivity of (c) 0.2 mS and (d)
2.6 mS determined by probing Ez 20 nm from the metal surface.
graphene conductivities. There is a transmission peak of |Ex| and dip of |Ey| at around 2.05
THz with |Ex|> |Ey| for graphene conductivity of 0 mS. As the conductivity is increase to 0.2
mS, the gap between |Ex| and |Ey| decreases until they are equal. Beyond this conductivity,
|Ey|> |Ex|, which is to be expected as the induced current is reducing and hence less power
is being transferred from the incoming Ey radiation to re-emitted Ex radiation. The phase
difference between Ey and Ex, shown in figure (4.34 (b)), is equal to π/2 radians at 2.05 THz
for graphene conductivities of 0 mS, with this frequency staying relatively fixed for all of the
conductivities, only moving by a maximum of 0.04 THz as the conductivity is increased to
2.6 mS.
The polarisation angle and ellipticity simulations are shown in figure (4.34 (c) and (d)). At
2.04 THz the angle remains around 0 and the ellipticity is modulated from -1, corresponding
to perfect Rhd circular polarisation, to -0.2, corresponding to nearly linear polarisation. This
device can also work as a linear polarisation rotator, with the angle changing from -30 to -10
degrees at 1.9 THz. However, the ellipticity in this region does not remain constant, changing
from 0 to 0.2 as the conductivity is changed.
When |Ex| = |Ey| and the phase difference, arg(Ey)−arg(Ex), is π/2, the transmitted
polarisation condition will be perfectly circular leading to an ellipticity of 1. According
to equation (4.6), the output Lhd polarisation will be zero, as Ex = jEy. Equation (4.7)
shows, however, that the Rhd polarisation will be non zero, and hence perfect Rhd circular
polarisation is transmitted for this condition. The magnitude of the transmitted power
components, |Rhd|2 and |Lhd|2, are plotted in figure (4.35 (a)) and the ratio between these
two components, |Rhd|2/|Lhd|2, is shown in figure (4.35 (b)). When this quantity is 1,
the transmitted polarisation is perfectly linear. When it is over 1000 or under -1000 the
polarisation is effectively circularly polarised in the Rhd and Lhd directions respectively. The
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Fig. 4.34 Comsol simulations of double layer device transmission parameters as a function
of frequency and DC graphene conductivity. Incoming radiation polarised in Ey direction
with nominal power of 1 W.
minimum |Rhd|2 transmission is shown to be at 2.04 THz when the graphene conductivity is
at 0.2 mS, corresponding to a power ratio of 10000 illustrated in figure (4.35 (b)). When the
graphene conductivity is lower, the magnitude of the Ex increases relative to Ey at 2.04 THz,
resulting in |Ex|> |Ey|. Conversely, when the graphene conductivity is higher, the magnitude
of Ex decreases with respect to Ey resulting in |Ex|< |Ey|, also resulting in imperfect circular
polarisation. This is a useful device design tool, as the lithography can be modified to change
the graphene conductivity where the device transmits perfect circular polarisation, to fit with
the conductivity range of the graphene.
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Fig. 4.35 Comsol simulation for double layer device. (a) Transmitted power in the Rhd and
Lhd directions (a.u.). (b) Proportion between the transmitted Rhd and Lhd components.
4.6.2 Fabrication
The fabrication of this device follows similar steps to all the other devices, however, as this
is a two layer device, a polyimide spacer layer is added into the fabrication process. These
steps are illustrated in figure (4.36). The first 4 steps are identical to the process for the
SRR device in Chapter 2 with a 3 mm by 3 mm CVD grown graphene patch encapsulated
with 100 nm of aluminum oxide, deposited with ALD. E-beam lithography was then used
to define the bottom split rings and 10/80 nm of Ti/Au was evaporated through the mask
to form the resonators. The next step was to deposit the polyimide layer on top of the
bottom resonator array. The polyimide solution consisting of 1 part polyimide, and 3 parts
N-Methyl-2-pyrrolidone was mixed for 30 minutes. The solution was then applied using spin
coating at 7500 RPM for 60 seconds in a nitrogen purged environment with a humidity RH <
50 % .
In step 7 the polyimide covering the bond pads was removed before curing. The polyimide
works as a negative photoresist, and therefore an optical mask was fabricated to cover only
the bond pads before illuminating. First the sample was baked at 60 ◦C for 2 minutes and
then 90 ◦C for 3 minutes. The sample was then aligned with everything but the bond pads
exposed with UV light for 70 seconds. After 5 minutes the sample was again baked at 80 ◦C
for 1 minute. The polyimide was then developed for 40 seconds in PA401D and rinsed in
PA400R leaving the bond pads uncovered. Finally, the resist was set using a tube furnace,
heating the sample to 300 oC for 1 hour, and ramping down the temperature for a further 6
hours, resulting in a hardened polyimide layer with a thickness of 1 µm.
In step 8, another e-beam lithography process was used to define the split ring resonators
for the top layer, and once again 10/80 nm of Ti/Au was deposited using thermal evaporation
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Fig. 4.36 Fabrication process of double layer Chiral resonator device.
to form the resonators. The chip was then mounted and bonded on a sample holder with a
5mm diameter hole in the back for transmission measurements, in the same way as all the
previous devices.
4.6.3 Time domain spectroscopy results
Before performing a TDS measurement on the device, an electrical measurement was
performed on the sheet of graphene to determine the conductivity as a function of backgate
voltage, using the technique described in Chapter 2. The resultant conductivity as a function
of backgate voltage is shown in figure (4.37).
As discussed in detail in Chapter 2, ALD of aluminum oxide used to encapsulate the
graphene ensures the Dirac point will also remain close to 0 V, in this case around -30 V, and
won’t drift with time due to exposure with contaminants in the air, or from the polyimide
processing. The graphene conductivity can be tuned from 0.4 mS at -30 V to around 0.9
mS for ±100 V. As with the single layer device, the mobility for the holes and electrons is
different, leading to an asymmetrical Dirac curve.
The double layer device was placed in the polarisation sensitive TDS set-up described in
figure (4.6) using the same procedure as the single layer devices to determine the transmitted
Ey and Ex components when Ey is incident. The time domain graphs for Ey(t) and Ex(t) for
backgate values of -35 V and +100 V are shown in figure (4.38).
As with the single layer device, there are many pulses separated in time due to internal
reflections, as both of these devices are fabricated on 500 µm/300 nm thick Si/SiO2 substrate.
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Fig. 4.37 Measurement of the graphene conductivity in the double layer device as a function
of backgate voltage.
Fig. 4.38 Time domain data through double layer device for Ey and Ex at +100 V and -35 V.
The picture is more complicated in this case however due to the added polyimide layer and
the double layer metamaterial. As was done for the single layer device, the primary pulse
through the sample is considered first to determine the transmission negating any internal
reflection effects. A 15 ps cosine window to select the first pulse was applied and a Fourier
transform was performed to determine the frequency dependent components of EyMeas and
ExMeas.
First pulse
To determine the correct values for Ex( f ) and Ey( f ), the crosstalk term C( f ) was first
characterised, using the same method described for the static bianisotropic resonator array,
with a similar result as the crosstalk shown in figure (4.10). The measured values, ExMeas
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and EyMeas, are then used in equations (4.17) and (4.18) along with C( f ) to characterise the
corrected values for the amplitude and phase of Ex and Ey shown in figure (4.39).
Fig. 4.39 (a) TDS Measurement of |Ey| and |Ex| components transmitted through double
layer device for different backgate voltages. (b) Corresponding Phase difference between Ey
and Ex.
By comparing the TDS results with the Comsol simulation values in figure (4.34), there
is a notable 100 GHz blue shift at 2 THz for the TDS measured values which is consistent
with the difference between real and simulated values for all of the other devices. The TDS
measured transmitted |Ey| and |Ex| components are shown in figure (4.39 (a)), with a peak
in |Ex| and a corresponding dip in |Ey| at around 2.15 THz. The ratio between these values,
|Ey|/|Ex|, which would ideally be 1 for perfect circular polarisation, is tuned from 1.2 to
2.2 as the backgate voltage is swept from -35 V to 100 V. The equivalent ratio, |Ey|/|Ex|,
determined from the Comsol simulation in figure (4.34 (a)) at 2.04 THz are 1.2 and 2.5 for
graphene conductivities of 0.4 and 1.0 mS respectively. This shows very close agreement
between the simulation and results.
The measured phase difference components between Ey and Ex are shown in figure (4.39
(b)). The frequency where the phase difference is π/2 is 2.15 THz for a backgate voltage
of -35 V, with this frequency only moving by 0.01 THz as the backgate voltage is increased
towards 100 V. This trend is similar to the simulation results in figure (4.34 (b)), with the
phase difference being π/2 at 2.05 THz. The resulting value for ellipticity and polarisation
angle as function of frequency are determined using equations (4.11) and (4.10), inputting
Ey and Ex values from the TDS results shown in figures (4.39 (a) and (b)). Graphs for the
ellipticity and polarisation angle for different backgate voltages are plotted in figure (4.40 (a)
and (b)) respectively. The polarisation condition is described on a polar plot in figure (4.40
(c)), showing the amplitude of the electric field for different angles, using the same method
described for the graphs shown in figure (4.25).
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Fig. 4.40 (a) Transmitted ellipticity and (b) angle through double layer device as a function
of backgate voltage and frequency. (c) Polar plot representation of transmitted polarisation
condition at 2.15 THz for different backgate voltages
The ellipticity of the transmitted radiation at 2.15 THz is modulated from -0.47 to -0.78
as the backgate voltage is increased from -35 to 100 V. At this frequency, the angle is rotated
from 0 degrees to -10 degrees. Looking at the polar plot, at -35 V the ellipse is closer to a full
circle than is the case for 100 V, with the ellipse closing towards a linear radiation condition.
Ideally this device would be able to modulate the radiation from completely linear to circular
polarisation, however, due to the limited graphene conductivity range, modulation of the
ellipticity is achieved within a reduced range.
All pulses
The next step is to include all the TDS pulses in the device analysis to better understand the
transmitted polarisation condition when a CW source is incident. The previous TDS analysis
is now repeated including all of the time domain pulses in Ey(t) and Ex(t) instead of just the
first one. This includes the Fabry-Perot effect of the 500 µm thick sample causing a similar
effect as discussed for the single layer device in figure (4.26). The results for Ey( f ) and
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Ex( f ) are determined by applying a Fourier transform to all of the time domain peaks are
shown in figure (4.41), showing the results for different backgate voltages.
Fig. 4.41 (a) Transmitted |Ex| and |Ey| components when using all time domain peaks. (b)
Corresponding phase difference between the Ey and Ex components.
The measured amplitude of Ey and Ex, as well as the phase difference between these
values, is shown in figure (4.41 (a) and (b)). The same ripple due to the Fabry-Perot effect
of the sample is observed, in a similar fashion to the single layer device. As a result of this,
at a backgate voltage of -35 V there is a large decrease in |Ey| from to 0.22 to 0.1 as the
frequency is increased from 2.08 to 2.12 THz, with the |Ex| component remaining relatively
unchanged at 0.1. This results in a new tuning range of |Ey|/|Ex| from 1 to 1.9 as the voltage
is swept from -35 to 100 V. For -35 V, |Ey|/|Ex| is almost exactly 1, and as a result, the
output elliptical polarisation is nearly perfectly circular. A similar effect is observed on the
measured and simulated Ex and Ey phase graphs as shown in figure (4.41 (c) and (d)). Once
again the phase for Ex is shifted by π/2 so the overlap between Ex and Ey corresponds to the
correct condition for circular polarisation. The overlap frequencies are very similar to those
determined for the single pulse as shown in figures (4.32 (c) and (d)) however there is an
added ripple.
The resultant ellipticity and angle values are determined from the TDS data, using the
same method that was used for the single pulse data, and the results are shown in figure
(4.42). The frequency of maximum ellipticity change is observed to be at 2.13 THz now,
and the ellipticity tuning range is -0.55 to -0.98. The angle changes a significant amount,
however when the ellipticity is close to 1, this angle is essentially irrelevant. The ellipse
plot in figure (4.42 (c)) demonstrates the improved ellipticity at -35 V with the ellipse nearly
filling out the whole circle. As with the single layer device, including the Fabry-Perot effect
can actually improve the performance of the device, and can act as an extra tuning tool.
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Fig. 4.42 (a) Ellipticity and (b) angle of double layer device using all time domain peaks. (c)
Polar plot at 2.13 THz of polarisation condition for different backgate voltages.
4.7 Conclusion
In this chapter a range of metamaterial chiral/bianisotropic device architectures have been
explored, demonstrating polarisation control over incident Ey polarized radiation. Three
static devices were fabricated, successfully rotating incident radiation by around 60 degrees
in one case, and converting linear radiation to highly elliptical (ε = 0.8) radiation in an other,
proving the versatility of chiral/bianisotropic metamaterials for polarisation modulator design.
Due to the success of the coupled resonator device described in chapter 3, a similar design
with bianisotropy built in was employed to build an active polarisation modulator device.
This device successfully demonstrated continuous polarisation angle tuning of around 20
degrees when the substrate internal reflections were discounted. When the internal reflections
were included in the TDS measurement, the polarisation angle tuning range was increased
to around 30 degrees at one frequency whilst successfully tuning the ellipticity from 0.2
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to 0.7 at another. A double layer chiral device was also fabricated which converted linear
polarisation into nearly perfect circular polarisation, with an ellipticity tuning range from 0.6
to 1.0. Such a device could be used in a myriad of applications, allowing for standard linear
polarised sources such as QCLs to be converted into polarisation controllable sources by the
inclusion of these modular devices. These devices are limited however, to inherently low
insertion losses, therefore a scheme which works in reflection mode could be more suitable
for the next iteration of these devices.

Chapter 5
Quantum cascade laser active control
In the previous chapters, we developed devices to actively tune the amplitude, frequency,
phase and polarisation of THz radiation. One of the key advantages of these devices is they
can be used as modular optoelectronic components to be implemented with any standard
THz source or detector. These devices were characterised using a TDS system, however, in
this chapter, these devices are implemented with THz QCL sources in various ways to show
the flexibility and effectiveness of these THz modulators. THz QCLs have been fabricated in
a range of ways to enhance the tunability of the THz system. Two examples are shown in
Fig. 5.1 (a) Surface emitting QCL integrated with graphene design and output power as a
function of graphene backgate voltage modified from reference [215]. (b) Coupled cavity
QCL for frequency tuning and simulation of the vernier tuning effect between the two cavities
leading to output frequency tuning, modified from reference [216].
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figure (5.26). The design shown in figure (5.26 (a)) is from reference [215] which involves
integrating graphene into a surface emitting QCL design. This produces a 100 % amplitude
tuning range by varying the backgate voltage of the graphene, without modifying the laser
current. The QCL described in figure (5.26) is reported in reference [216] and uses coupled
laser cavities to alter the frequency output of the laser utilizing a vernier tuning effect between
the two cavities. The output frequency of a laser can be blue shifted or red shifted in the
order of 10’s of GHz by tuning the current applied to one of the laser ridge sections. Both
of these laser designs are highly complex, and we would therefore like to achieve a similar
modulation mechanism using a basic QCL which can be externally coupled with the devices
described in this thesis, building an easily modifiable modular THz system.
5.1 Polarization control of quantum cascade laser
The simplest way of using these devices for QCL modulation is in transmission mode,
effectively replacing the TDS source in previous measurements with a THz QCL, and using
a Golay detector to measure the transmitted QCL power through the device as a function
of backgate voltage. In this section the polarisation modulators which were presented in
Chapter 4 are implemented to show polarisation modulation of two different QCLs. These
devices will convert a portion of the incident Ey polarised radiation from the QCL into Ex
polarised radiation, causing a modulation of the QCL output polarisation condition. A set-up
to control the QCL polarization using these devices, whilst also testing the validity of the
TDS characterization is described in figure (5.2)
Fig. 5.2 Laser output polarisation tuning set-up.
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This experimental set-up takes the output of a QCL, contained in a liquid helium cooled
4K cryostat, through a high density polyethylene window which is then collected by the
first parabolic mirror. This mirror has a focal length of 7cm, and is set at this distance from
the laser to collimate the beam from the QCL. A second mirror is then used to focus the
collimated beam through the polariser and onto the active region of the device, through a 1
mm diameter pinhole. This is used to ensure the incoming polarization is highly linear in
the Ey direction. After passing through the sample, the THz radiation passes through the
Analyzer, which is again mounted on an active rotation stage, to probe the power transmitted
through the device at various polarization angles. The transmitted radiation is then collected
by the second set of collimating parabolic mirrors, focusing the beam into a Golay cell which
is used to detect the power. A second Golay cell, not shown in the diagram, is used to collect
the power from the back facet of the QCL to ensure the power remains normalised throughout
the measurement. The laser is run using the method described in Chapter 1, modulated at 10
KHz with a duty cycle of 5 %, and an additional 5 Hz gated square wave used to measure the
Golay signal in the lock-in.
5.1.1 Single layer polarisation modulation device
The single layer polarisation device described in section (4.5.1) is first incorporated with
a single mode QCL emitting at 2.24 THz. This laser was fabricated in the group using
wafer number V208 which is a BTC active region design, fabricated into a single plasmon
waveguide as discussed in chapter 1, with a length of 3 mm. This laser was chosen as there
are no QCL’s operating below 1.94 THz fabricated in the group, and therefore the bonding
resonance peak of the device at 1.75 THz could not be tested. The anti-bonding resonance
at around 2.15 THz was tested instead, and the laser at 2.24 THz was the closest single
mode laser available. A LIV measurement for this QCL was performed using the method
described in chapter 1, and a spectrum of the laser output when operating at peak power was
measured using the FTIR spectrometer, using the method also described in chapter 1. These
measurements are shown in figure (5.3).
Before measuring the polarisation modification of the device, the power from the QCL
transmitted through the system with no device present is first measured. The measured
electric field passing through the analyzer as a function of angle is determined by taking
the square root of the power measured by the Golay. With the laser emitting Ey polarised
radiation, if there is no crosstalk term, C( f ), the electric field amplitude should be a modular
sign wave as a function of analyzer angle. The resultant electric field as a function of the
analyzer angle is shown by the normalised black curve in figure (5.4), with the crosstalk
term removed using the method discussed in section (4.3). The device was now placed in
148 Quantum cascade laser active control
Fig. 5.3 (a) LIV measurement for QCL operating at 2.24 THz (b) FTIR measurement of 2.24
THz QCL with operating current of 0.7 A (JPeak). FTIR resolution is 0.25cm−1
the beam path, with the analyzer rotation measurement taken again with device backgate
voltages of 25 V and -100 V, also shown in figure (5.4)
Fig. 5.4 Normalised electric field magnitude transmitted through single layer device as a
function of analyzer angle for different backgate voltages, using 2.24 THz laser. Compared
to measurement with no device present (Black curve). Crosstalk terms have been removed.
The angle where the electric field amplitude is at a maximum, corresponds to the polari-
sation angle of the transmitted polarization. With the device backgate at -100 V, the angle
rotation is around -9 degrees, with this angle decreasing to around -16 degrees when the
backgate voltage is changed to 25 V, corresponding to the Dirac point of the device. The
ellipticity of the transmitted radiation increases when the device is placed in the beam, with
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the signal only reducing to a minimum value of 0.03 for 25 V and 0.11 for -100 V. These
normalized values are equal to the magnitude of the ellipticity of the radiation transmitted
through the device. This is commensurate with the TDS measurements at 2.24 THz, with
the ellipticity increasing from around 0 to 0.1 in figure (4.29 (b)) as the back gate voltage is
changed from 25 V to -100 V.
Fig. 5.5 (a) |Ey| and |Ex| transmitted values as a function of backgate voltage, with crosstalk
terms removed. (b) Polarization angle as a function of backgate voltage, alongside conductiv-
ity measurement.
Now two backgate voltage sweeps are performed, one with the analyzer at 0 degrees to
probe |Ey|, and one with the analyzer at 90 degrees to probe |Ex|. These measurements are
shown in figure (5.5 (a)), with the crosstalk terms removed. This graph shows an effective
amplitude modulation of the |Ey| and |Ex| transmission terms from 1 to 0.91, and 0.255 to
0.17 respectively. The modulation depth can be defined as the maximum percentage reduction
from the peak value, leading to values of 9 % and 25 % for |Ey| and |Ex| respectively. This
can be converted into a modulation depth of the transmitted power by taking into account the
squared proportionality between electric field and power. The resultant modulation depths
for transmitted power polarised in the y and x directions are 18 % and 43 % respectively.
From these values, the polarisation angle of transmitted radiation through the device is
determined as a function of backgate voltage, taking into account an estimated ellipticity
taken from figure (4.29 (b)). This result is plotted alongside the graphene conductivity
measurement in figure (5.5 (b)). When the graphene conductivity is minimum at -30 V, the
polarisation angle is maximum to an accuracy of around ±10 V , which is a standard Dirac
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point variation for graphene. Further to this, the polarisation angle follows the conductivity
trend as the voltage is changed, with high graphene conductivities corresponding to low
polarisation rotation angles, as predicted in simulations and in the TDS measurements in
Chapter 4. The angle is modulated from around -9 degrees at -100 V to just under -16 degrees
at 20 V. By comparing this result to the TDS angle plot in figure (4.29 (a)), the rotation
angle is less than expected, with a TDS predicted rotation from -20 to -28 degrees as the
backgate voltage is increased from -100 V to 25 V. One of the reasons why the polarisation
rotation of the QCL output is less than expected could be that the laser is not as well aligned
to the sample. This could result in power leaking around the active area, causing a DC
reduction in the polarisation rotation. Also, if the spot size is larger than in the TDS set-up,
the Fabry-Perot amplitude may be less, as the back surface of the silicon is very rough. The
transmitted polarisation was very sensitive to small rotations and translations of the device,
and hence varying thicknesses, in the order of 10 µm across the un-polished back facet could
be causing these perturbations. In any case, electrical modulation of a QCL polarisation
angle has been successfully demonstrated, representing an excellent starting point for further
device improvement.
5.1.2 Double layer polarisation modulator device
The double layer device was also tested in the QCL set-up, however this time a single mode
laser at 1.94 THz was used. For maximum ellipticity modulation, ideally a laser at 2.13
THz would be used, however there were no single mode laser available at this frequency.
Instead, the device should rotate the polarisation angle with the ellipticity remaining near 0.1
at 1.94 THz, and hence this laser was chosen. The QCL was fabricated in the group using
the V305 wafer, which is also a BTC design, in a 3 mm single plasmon waveguide. An LIV
measurement and a FTIR spectrum at peak power are shown in figure (5.6).
Using the same method used for the single layer device in figure (5.4), the electric field
magnitude as a function of analyzer angle is plotted in figure (5.7). The values of |Ey| and
|Ex| as a function of backgate voltage are measured once again and plotted in figure (5.8 (a)).
The resultant angle and graphene conductivity as a function of backgate voltage, are shown
in figure (5.8 (b)).
The ellipticity of the radiation stays very close to zero, as shown in figure (5.7), which
is commensurate with the ellipticity TDS measurements shown in figure (4.42 (a)), with
the ellipticity amplitude shown to be around 0.1 at 1.94 THz. The value for |Ey| in figure
(5.8 (a)) remains relatively unchanged as the backgate voltage is modified, however, |Ex|
is modulated between 0.825 to 0.55, corresponding to a 33 % modulation depth. When
converted back into power, the modulation depth of transmitted power polarised in the x
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Fig. 5.6 (a) LIV measurement for QCL operating at 1.94 THz (b) FTIR measurement of 1.94
THz QCL with operating current of 0.8 A (JPeak). FTIR resolution is 0.25 cm−1
Fig. 5.7 Normalised electric field magnitude transmitted through double layer device as a
function of analyzer angle for different backgate voltages, using 1.94 THz laser. Compared
to measurement with no device present (Black curve). Crosstalk terms have been removed.
direction is measured to be 56 %. Figure (5.8 (b)) shows that this results in a polarisation
angle modulation between -12.5 and -21.5 degrees as the backgate voltage is swept, and as
with the single layer device, the polarisation angle follows the graphene conductivity trend
well. According to the TDS measurement of the angle, shown in figure (4.42 (a)), the angle
is predicted to rotate from around -18 degrees to -28 degrees at 1.94 THz. Once again the
QCL result rotation angle is less than the TDS predicted values, due to the same reasons
discussed for the single layer device, however the modulation depth and dependence with
backgate voltage are commensurate.
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Fig. 5.8 (a) |Ey| and |Ex| transmitted values as a function of backgate voltage through double
layer device using 1.94 THz QCL, with crosstalk terms removed. (b) Polarization angle as a
function of backgate voltage, alongside conductivity measurement.
5.1.3 Modulation speed measurement
One of the motivations for building polarization modulators based on electrical modulation,
was the potentially high modulation (>100 MHz [156]) speeds when compared to mechan-
ically moving devices, and optically excited charge carrier schemes. These devices can
essentially be described using an in series RC circuit, with the voltage across the capacitor,
and hence the modulation depth, reducing as the AC voltage frequency is increased. This
will have a 3 dB roll off at a given frequency determined by the resistor and capacitor values,
given by f3dB = 12πRC . We require the backgate capacitor to charge as quickly as possible,
and therefore it is desirable for the in series resistor value and the total device capacitance
to be as small as possible. To estimate the capacitance of the backgate, the parallel plate
capacitor model can be used, inputting the surface area of the device, which is around 1 µm2
for the single layer device, and the thickness and dielectric constant of the silicon dioxide
which is 300 nm and 3.9 respectively. The capacitance for the single layer device is therefore
estimated to be 110 pF. The p-doped silicon substrate produces the main in series resistance
component, and has a bulk resistivity quoted to be 100 Ωm, with a thickness of 500 µm.
As there is a 5 mm diameter hole in sample holder for transmission measurements, the
total in series resistance from the sample holder to the backgate of the device is difficult to
approximate. An LCR meter was therefore used to probe both the capacitance and resistance
5.1 Polarization control of quantum cascade laser 153
values of the effective circuit, giving values of 140 pF and 350 Ω. The capacitance is per-
haps larger than expected as the electronics used to bias the device will add some parasitic
capacitance, however the measured value is remarkably close to the simple estimated parallel
plate capacitor value. The resistance value is indicative of longer current paths through the
substrate, which is to be expected due to the hole in sample holder. The order of magnitude,
however, is commensurate with the quoted substrate resistivity values.
Fig. 5.9 Illustration of modulation depth measurement.
To determine the potential modulation speed of the single layer device, an indirect
measurement is performed, which is similar to the method used in reference ([156]). To
measure the modulation depth of the device as a function of backgate modulation frequency, a
waveform generator is used to modulate the backgate voltage by 10 V peak-to-peak, centered
at 0 V, at a range of frequencies up to 30 MHz. The experimental set-up shown in figure
(5.2) is used, setting the analyzer to transmit Ey radiation. The laser is now operated in a
quasi CW mode, with a speed of 100 Hz, and the 5 Hz gated signal is still used to measure
the Golay lock-in signal. The Golay cell can only measure power changes in the order of a
few times a second, so it is used to measure the average power transmitted over the device
modulation cycle. As the power transmitted through the device does not scale linearly with
the change in backgate voltage at 0 V, the DC value measured by the Golay will be different
when the backgate voltage is stationary at 0 V and when it is oscillating from -5 to 5 V.
This is illustrated pictorially in figure (5.9). The difference in power measured by the Golay
when the modulation is ‘on’ versus when it is ‘off’ is used to probe the modulation depth for
different modulation frequencies, with the results shown in figure (5.10). A standard RC low
pass filter simulation is used to accompany the data, using the resistance and capacitance
values measured using the LCR monitor.
The modulation depth remains reasonably flat at low frequencies, and it starts to decrease
beyond 1 MHz in a similar way as the standard RC low pass filter. The modulation speed is
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Fig. 5.10 Modulation depth measurement of single layer device. Standard RC simulation is
included using values of C=140 pF and R=350 Ω. 10 samples per frequency used to produce
error bars.
measured to reduce by half at 5±1 MHz. This lines up well with the RC circuit simulation
which shows the voltage across the capacitor reducing to half the DC value at 6 MHz.
To increase the modulation speed, we would want this capacitance and resistance through
the p-doped substrate to be as small as possible, taking less time to charge up the graphene.
We are limited, however, by the optical alignment with the sample, and is difficult to test
these devices if the active surface area is smaller than the single layer device. The spot
size at 3 THz can theoretically be reduced below 100 µm, and devices of this size would
have a 100 fold reduction in capacitance value. Alternatively, to improve the modulation
speed the p-doping in the substrate could be increased, however, this would lead to lower
THz transmission through the sample, and hence there is a trade off between speed and
optical transmission which needs to be considered. Alternatively, if the device was to work
in reflection mode, the large hole in the sample holder would not be necessary which would
reduce the resistance to the backgate. Metallic substrates could even be used with resistance
values in the order of ohms, increasing the modulation speed by a factor of 100. Reflection
mode modulation speeds >100 MHz were demonstrated in reference [156], using a similar
graphene/metamaterial device configuration.
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5.2 External feedback from mirror
The previous QCL modulation scheme used the laser as a fixed CW source, with the
graphene/metamaterial device essentially used as a tunable filter, demonstrating modulation
of the amplitude and polarisation of the transmitted THz radiation. The next modulation
technique involves influencing the lasing condition of the QCL by using the device to reflect
THz radiation back into the laser. This is achieved using an external cavity configuration
with one of the metamaterial/graphene devices employed as a tunable external cavity mirror.
Before going into the specifics of this modulation scheme, the standard theory behind an
external cavity QCL is theoretically discussed and experimentally tested using a standard
gold mirror as the external cavity mirror.
5.2.1 Three mirror model theory
A three mirror model theoretical treatment can be used to describe the inclusion of the
external cavity mirror feeding back power into the laser cavity. Firstly a two mirror model is
used to describe the electric field propagating within the laser cavity. Radiation travelling
in the laser cavity can be described using a standard time and spatially dependent plane
wave, propagating in the z direction. The time dependant component is not necessary for this
consideration however, so for simplicity, only the spatial dependence of the plane wave is
considered, as shown in the following equation.





This equation includes the loss per meter, α and gain per meter g in the active medium,
and the relative phase as a function of wavenumber k and propagation distance z. The electric
field amplitude and phase through the cavity is illustrated in figure (5.11).
After one round trip the time independent electric field strength, E, in the cavity can be
described using the following equation.





The amplitude is dependent on the portion of radiation reflected from mirror 1 and mirror
2, given by r1 and r2 respectively. The phase after one round trip is determined by the
wavevector, k, and the length of cavity, L. For constructive laser feedback, and for a standing
wave to be produced in the cavity, the phase of E after one round trip must be an integer
multiple, m, of 2π . As a result, the round trip electric field can be simplified, with the
following conditions met.
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Fig. 5.11 Two mirror model illustration.
e( j2kL) = 1 if 2kL = mπ (5.3)
For a laser in steady state operation, the electric field in the cavity must be constant after
one round trip with the gain component compensating for the reduction in electric field due
to loss, and transmission through the mirrors. Considering equation (5.2), the condition,







This can be re-arranged to describe the minimum gain in the active medium for lasing to
occur, gth, as a function of α , r1, and r2.









This equation is significant, because the gain threshold of the QCL is approximately
proportional to the current threshold, gth ∝ Jth, with the population inversion and current
being proportional below the laser threshold condition [217]. This equation describes the
gain threshold of the laser, based on the the length of the laser, loss in the laser, and crucially
the reflectivity of the laser facets. To manipulate the lasing condition of the laser, the effective
reflectivity of one of the laser facets can be manipulated by creating an external cavity, and
varying the feedback strength into the laser. The threshold gain equation now needs to be
re-assessed using a three mirror model as illustrated in figure (5.12). The laser gain, g and
loss, α , components are removed in this illustration for simplicity.
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Fig. 5.12 (a) Full three mirror model layout. (b) Equivalent two mirror model with modified
effective reflectivity from r2.
When the propagating radiation in the laser cavity reaches mirror 2, a proportion of the
radiation is reflected, given by r2, and a proportion is transmitted, given by 1− r2. The
proportion transmitted can then be reflected by the external mirror, and fed back through
mirror 2 into the cavity. Any secondary reflections in the external cavity are initially not
considered, which is a reasonable approximation assuming the electric field in the external
cavity is small compared to the electric field in the laser cavity. The linear combination of
these two terms can be used to convert the three mirror model to a two mirror model with
the reflectivity from mirror 2 given by reff2 as shown in figure (5.12 (b)), and in the following
equation.
reff2 = r2 +(1− r2)2rExt e( j2kExtLExt) (5.6)
This is only valid for when rExtr2 << 1 with a single round trip in the external cavity
being a reasonable approximation. When the feedback is high, multiple round trips in the
external cavity must be taken into account. The steady state electric field circulating in the
external cavity can then be determined by considering the electric field entering the external
cavity through mirror 2, E0e jkL(1− r2) and the electric field after one full round trip in the
external cavity, given by the following equation.





The electric field injected back into the internal cavity is then given by Ecirce( j2kExtLExt)×
(1− r2) with the new equation for the reff2 given below.
reff2 = r2 +
(1− r2)2rExt e( j2kExtLExt)
1− r2rExte( j2kExtLExt)
(5.8)
In this effective two mirror model consideration, the effective reflectivity of mirror two
now has an amplitude, |reff2 |, and phase change, ∆φreff2 , associated with it which are both
dependent on the magnitude of the reflection from the external mirror, rExt , and the length of
the external cavity, LExt .
reff2 = |reff2 |e( j∆φr
eff
2 ) (5.9)
The relative amplitude and phase of the electric field after one round trip of the cavity,
E1RT, can now be described in a similar way as equation (5.2), however r2 is replaced with
reff2 .




The condition for a standing wave in the cavity has changed as reff2 has a phase mod-
ification term ∆φreff2 associated with it due to the coupling with the external cavity. This
therefore needs to be added to the standard round trip phase given by 2kL, giving the modified
condition for a standing wave.
e j(2kL+∆φr
eff
2 ) = 1 if 2kl +∆φreff2 = m2π (5.11)
With this condition met for a given allowed frequency, the threshold gain equation is now
modified as follows.









This equation shows that the threshold gain for a given permitted frequency can be
modified by altering the value of |reff2 |. This term can be modified by changing the magnitude
of the external reflected mirror, rExt , or by changing the length of the external cavity, LExt .
As gth ∝ Jth, the proportional change in the threshold current when external feedback is
included compared to the bare laser case can be shown using the following equation.












This equation illustrates how the laser threshold current can be modified by altering the
feedback condition into the laser. If the laser current is below threshold, and the feedback
strength from the mirror is increased, the laser can be switched from a non-lasing state to a
lasing state essentially giving a 100 % modulation of the output power, thus, illustrating the
strength of this modulation method. The threshold current ratio taken from equation (5.13),
is plotted in figure (5.13 (a)), as the external feedback mirror strength rExt is modulated.
For this graph, the external cavity is set to an integer wavelength, of a mode allowed in the
internal cavity, with the laser frequency nominally set to 2 THz. The internal laser cavity
length, L, is 3 mm, with a GaAs refractive index of 3.9. r1 and r2 are set to 0.56, simulating
the Fresnel reflection from the GaAs/Air interface. As |rExt |2 is increased from 0 to 1, |reff|
2
2
is increased from 0.32, with the sole reflection coming from r2, to 1, with all radiation being
fed back into the laser cavity. As the external cavity is an integer number of the lasing
wavelength, as rExt increases, there is no change in the lasing frequency, and the power fed
back constructively interferes with the radiation circulating in the laser cavity. As a result,




, from 1, with no feedback, to 0.825, with maximum
feedback.
Fig. 5.13 (a) reff2 and
J WithFBth
J NoFBth





as a function of external cavity length for rExt = 0.14.
The length of the external cavity LExt is critical to the feedback condition as this de-
termines the phase of the feedback term. When the feedback destructively interferes with
the electric field circulating in the laser cavity, the threshold current condition will actually
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increase, with the feedback being detrimental to the lasing condition. To illustrate this,
J WithFBth
J NoFBth
is plotted as a function of LExt in figure (5.13 (b)). The same laser parameters are
used, with rExt set to 0.14 to simulate very weak feedback. According to equation (5.6),
if r2 >> (1− r2)2rExt the phase change, ∆Φreff2 , caused by changing LExt is minimal, and
hence the magnitude of reff2 for allowed lasing frequencies varies sinusoidally with LExt .




will also vary roughly sinusoidally, however, with a peak
in reff2 corresponding to a dip in
J WithFBth
J NoFBth
, as is the case in figure (5.13). If larger values of
rExt are used such that r2 >> (1− r2)2rExt no longer holds, the assumption that the phase
∆Φreff2 is not changed as the external cavity mirror is moved is no longer valid, leading to a
non-sinusoidal response. As a result, the allowed frequencies in the three mirror system will
change according to equation (5.11).
To gain insight into the change in lasing frequency due to various feedback conditions,
the total round trip phase in the 3 mirror model, given by equation (5.11), is plotted as a
function of frequency in figures (5.14 (a) and (b)). These graphs describe the round trip phase
for different values of |rExt |2 and LExt respectively, and the phase values are wrapped with the
integer multiples of 2π removed. The allowed frequencies are given by the intersect points
between the round trip phase and the horizontal zero phase line, Φ = 0. When there is no
feedback, a linear relationship between round trip phase and frequency is observed, with the
allowed frequencies spaced by the free spectral range of the internal cavity which is around
15 GHz. When |rExt |2 is increased to 0.3, with LExt set to 30 cm, there is a perturbation on
the standard phase lines, with a oscillation frequency given by the free spectral range (FSPR)
of the external cavity which is around 5 GHz, causing a shift in the allowed frequencies. As
the feedback becomes more severe, the number of allowed frequencies increases, with 8
allowed frequencies when |rExt |2 is set to 0.6 compared to 4 when no feedback is present.
In figure (5.14 (b)), rExt is set to 0.4, and the two values for LExt are used, 30 cm and 30
cm + 30 µm. This causes the perturbation to shift in frequency, allowing the laser output
frequency to be continuously tuned.
These graphs, however, only show part of the picture. They determine the frequencies
where the round trip phase is an integer multiple of 2π , however, they say nothing about
the interference condition between the internal and external cavities, and how the threshold
condition will be influenced at these allowed frequencies. To expand on this, the value of
J WithFBth
J NoFBth
is plotted in figure (5.14 (c) and (d)) with the allowed modes and corresponding
threshold values illustrated by the dots. In figure (5.14 (c)) when the feedback is zero, the
threshold ratio is 1 for the 4 allowed frequencies, illustrated by the black dots. The frequency
dependant gain and loss of the laser will then determine which modes will lase. As the
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Fig. 5.14 Measuring phase of 1 round trip of 3 mirror cavity by varying (a) rExt and (b) LExt .




. 3 mirror model parameters: r1=0.56,
r2=0.56, L=3 mm, and n=3.9.
feedback strength increases to 0.4, the threshold current drops, however, not at the same
rate for each of the allowed frequencies, illustrated by the red dots. There is also a small
continuous tuning of the allowed frequency, due to the phase modification, illustrated by the
fact the frequency of red dots is shifted slightly compared to the corresponding black dots.
The threshold condition for the mode near 2.28 remains reasonably unchanged, however the
threshold ratio for the modes near 2.27 THz and 2.295 THz are reduced to below 0.95. In
this feedback condition, these modes will preferentially lase, excluding any other factors.
As rExt is increased further to 0.7, the perturbation on the phase causes 8 allowed modes
(orange dots), however three of these have a significantly increased threshold current due
to the feedback radiation destructively interfering with the circulating radiation in the laser
cavity. The modes at 2.27 THz and 2.295 THz are enhanced further, due to constructive
interference, with their threshold current ratio reducing to below 0.9. This illustrates how
different operating laser modes can be preferentially enhanced or suppressed by applying a
varying feedback amplitude.
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To actively tune the lasing frequency of the QCL, the length of the external cavity has a
strong effect, as illustrated in figure (5.14 (d)). The mode around 2.255 THz is continuously
tuned as LExt is increased by 30 µm, and the threshold current ratio stays relatively constant
at 0.96. The two modes around 2.28 and 2.295 THz switch from a constructive interference
regime to a destructive interference for the two different external cavity lengths. This has a
dramatic effect on the threshold current for these modes, causing the laser to controllably
mode hop between these frequencies as the external cavity length is changed.
5.2.2 Experimental set-up
To experimentally verify this theory, an external cavity laser set-up was constructed, using a
movable external cavity mirror. As was shown in the previous section, the external cavity has
more influence on the laser when rExt is maximum. Further to this, by looking at equation
(5.8), the smaller r2 is relative to rExt , the more effect rExt and LExt has on the value reff2 . To
enhance the feedback influence on the laser, r2 is reduced in practice by adding a silicon lens,
with an anti-reflection coating. The lens also aids the coupling back into the laser, which
increases rExt as this value in reality has a scaling factor according to coupling loss, and is
not purely the reflectivity of the mirror used. The experimental set-up is illustrated in figure
(5.15 (a)).
Fig. 5.15 (a) Diagram of external cavity QCL using a gold mirror on a motorized stage with
LExt= 30 cm.
The silicon and GaAs have very similar refractive index value of 3.4 and 3.5 respectively,
and hence the reflection from this interface is negated. The refractive index value used for
parylene is 1.64, taken from literature [218]. To minimize the the value of the reflection r2
at 2.9 THz, a parylene coating thickness of 15.5 µm is used. For a perfect anti-reflection
coating, the parylene coating refractive index would be 1.84, determined using the following
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The parylene coating can therefore not completely cancel the reflection, however, r2
can still theoretically be reduced to a value of 3 % at 2.9 THz [219]. For this experiment,
two different lasers are used with different active regions. These lasers use V557 and V427
wafers, and are both single plasmon wave-guide designs with ridge lengths of 2 and 3 mm
respectively. They are both BTC active region designs, and the LIV and spectrum at different
current values of these lasers with no lens attached are shown in figure (5.16)
Fig. 5.16 LIV of two pristine QCLs using (a) V427 and (b) V557 wafers. Lasers operated in
10 kHz pulsed mode (5% DC), with 15 Hz gating. (c) and (d) are the corresponding output
spectrum measured using an FTIR at different laser current values. FTIR resolution is 7.5
GHz.
These lasers have a silicon lens with an anti-reflection coating attached, and the output
power as a function of laser current are shown with and without using a mirror to feedback
into the laser cavity, to determine how the dynamic range of the laser changes. The results
for V427, shown in figure (5.17 (a)), show that lasing is completely suppressed when no
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feedback mirror is used due to the reduction in r2 leading to the current threshold being
too high for lasing to occur. The red, orange and brown curves show the output power as a
function of current for three different mirror positions. The red curve indicates the alignment
of the mirror such that the threshold current was minimal, giving maximum constructive
interference into the laser. The orange and brown curves show intermediate feedback strength
mirror positions. It is not possible to measure the absolute distance from the mirror to the
QCL with sub micron accuracy, which would be required to predict the feedback regime
for different lasing modes. It is possible however, to infer from the power spectrum, and
FTIR results, the effect of the external cavity mirror. The orange curve looks to have a much
smaller dynamic range than the red one, and the threshold current is increased from 0.7 to
0.75. This is because the mirror was moved to a unfavourable feedback position, leading
to a smaller effective rExt , and smaller resultant value of reff2 . The brown curve is more
complicated to explain, with the threshold current once again increasing, however, the output
power is greater beyond 0.85 A. As is shown in figure (5.16), this laser mode hops to a
higher frequency around this current. The feedback condition for position 3 may be more
favourable to this new frequency. However, it could also be the case that there is a strong
water absorption line around this new frequency, and minor changes in the frequency from
different feedback conditions could cause drastic changes in power as the frequency scans
across the absorption line.
Fig. 5.17 Output power from QCL with anti-reflection coated lens attached as a function
of current with and without mirror feedback for (a) V427 laser and (b) V557 laser. Lasers
operated in 10 kHz pulsed mode (5% DC), with 15 Hz gating.
Figure (5.17 (b)) shows the output power for the V557 laser, with and without mirror
feedback. In this case however, the laser is still lasing when there is no feedback applied. This
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highlights the difficulty in aligning the silicon lens to completely suppress lasing. The lens is
attached using PMMA to reduce the chance of any air gap between the GaAs waveguide and
silicon lens, however, this is not always achieved, and the real value of r2 can be higher than
the theoretically predicted value of around 3%. The lack of full suppression could also be due
to the large dynamic range of this laser, and the relatively narrow, ∼100 GHz, suppression
range of the anti-reflection coating. When an external cavity mirror is used to feedback into
the lens, the power output increases by an order of magnitude, and the threshold current
moves, however, by not as much as the other laser. Once again, the dynamic range for a
maximally aligned external cavity mirror is compared to an intermediate configuration, where
the external cavity mirror position is sub-optimal.
5.2.3 Amplitude modulation results
To measure the effect of LExt on the output power of the laser, the stage controlling the
position of the mirror is now moved in 1µm increments, and the output power of laser
measured. Two different starting positions of the mirror are used, one in the focus of the
parabolic mirror, for high level of laser feedback, and one far from the focus, for a low level
of laser feedback. This was done to test how the laser output power changes when in different
feedback strength regimes. The V557 laser was used, operating near IT h with a current of
1.26 A. The results are shown in figure (5.18).
Fig. 5.18 Output power from external cavity V557 laser as a function of external mirror
distance for (a) Low feedback and (b) High feedback. Laser operation near threshold (1.26
A), 10 kHz 5% DC, gated at 15 Hz.
For the low feedback strength regime, shown in figure (5.18 (a)), the response with
external cavity length is roughly sinusoidal, as the frequency of laser remains unchanged as
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the amplitude of reff2 changes, with the total round-trip phase remaining relative constant. For
the stronger feedback regime, the change in output power is no longer sinusoidal due to the
increased effect of reff2 on total round-trip phase, altering the lasing frequency. This feedback
modulation scheme, not only provides strong amplitude modulation of the laser, but it can
also modify the laser frequency.
5.2.4 Frequency modulation results
To understand the frequency tuning mechanism, FTIR measurements were performed on the
external cavity laser for different mirror positions. Firstly, the frequency output of the laser
was characterised as a function of current, keeping the external cavity mirror stationary, in
the stronger feedback position. Figure (5.19) shows the frequency of the laser, which mode
hops between three different modes, as the current is increased from 1.2 to 1.8 A.
Fig. 5.19 (a) Normalised V557 Laser output spectrum for different operation currents for the
external cavity QCL. 10 kHz pulsed (5% DC), gated at 15 Hz.
The transition between the mode at 2.83 THz and 2.85 THz is investigated by biasing the
laser with a current of 1.6 A, and changing the length of the external cavity by 1µm steps,
with the forced mode hopping shown in figure (5.20 (a)). As the mirror moves, the phase
of the feedback changes, and therefore the mode receiving most constructive feedback is
changed, which causes this mode hopping effect. Further to this, the frequency of the laser is
also continuously tuned by a very small amount. This was predicted in figure (5.14 (b)), and
is due to a sort of vernier tuning effect between the cavities. The switching in power between
the two modes is illustrated in figure (5.20 (b)), which plots the peak power of the two modes
as the mirror is moved.
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Fig. 5.20 (a) Spectrum of V557 laser output as the external cavity is moved in 1 micron steps
with the laser current kept at 1.6 A. 10 kHz pulsed (5% DC), gated at 15 Hz. (b) Relative
peak amplitude between two laser modes.
5.3 Active device external cavity feedback
With successful amplitude and frequency control of a QCL demonstrated using a moveable
external cavity mirror, the next step is to achieve similar laser modulation using an active
device as the feedback element, modifying the laser condition by applying a bias across the
devices instead of changing LExt . This provides the advantage that there are no moving parts
required, which is ideal for high speed modulation. Also the distance of mechanical moving
parts is difficult to determine with the required nm accuracy, and therefore keeping fixed
external cavity components is ideal.
5.3.1 Feedback modulation with split ring resonator device
The SRR/graphene device described in chapter 2 is first used to modulate the V427 laser.
The experimental set-up is shown in figure (5.21), which is similar to the moveable mirror
set-up shown in (5.15) however no parabolic mirrors are used, to simplify the set-up whilst
also allowing for a shorter external cavity of around 1 cm.
Unlike the moving mirror experiment, the SRR/graphene device can change the feedback
condition by modifying its reflectivity. The Comsol simulation shown in Chapter 2 is
modified to show the reflectivity from the device surface as a function of frequency and
graphene conductivity, shown in figure (5.21 (b)). The graphene conductivity as a function
of backgate voltage is shown in figure (5.21 (c)), with the Dirac point visible at 25 V. It is
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Fig. 5.21 (a) Illustration of external cavity with SRR/graphene device set-up. (b) Comsol
simulation of reflectivity from SRR/Graphene device as a function of frequency and graphene
conductivity. (c) Backgate graphene conductivity measurement for SRR/Graphene device.
important to note that these simulation results have been shifted by 150 GHz to compensate
for the offset between TDS measurement and Comsol simulation observed in chapter 2.
The device is aligned to give a maximum change in output power around the threshold
current as the backgate voltage is modulated. To achieve alignment with the active device
area, a 5 Hz 10 V peak to peak square wave modulation is applied to the device around 0 V,
and the laser is operated with a continuous 10 KHz square wave with 5 % duty cycle, with no
gating applied. The signal from the Golay cell is then measured using the lock-in amplifier
and the 5 Hz device modulation signal is used as a reference. With the device aligned for a
maximum differential signal, a preliminary LIV and FTIR spectrum at different currents is
taken with the backgate voltage set to 0 V. These results are shown in figure (5.22).
To determine the proportion of radiation fed back into the QCL, rExt , from the device, the
change in threshold between the bare laser LIV shown in figure (5.16 (a)), and the current
threshold shown in figure (5.22 (a)) is used. The threshold condition moves from 0.65 A to
0.77 A, and this proportion is used in equation (5.13) to determine reff2 compared to r2 with
no lens, which will be 0.56. reff2 is determined to be around 0.39, giving an rExt value of 0.37
using equation (5.8), assuming complete constructive interference.
5.3 Active device external cavity feedback 169
Fig. 5.22 (a) LIV and (b) output spectrum as function of operation current for the V427
external cavity QCL with SRR/graphene device backgate set to 0 V. 10 kHz pulsed (5% DC),
gated at 15 Hz.
The backgate of the device is now changed, with separate LIV measurements taken for
different values to see how the threshold current and dynamic range changed as the feedback
condition is modulated. These results are shown in figure (5.23 (a)). The threshold of the
laser is modulated from around 0.785 A when the back gate voltage is 40 V below the Dirac
point, to 0.77A at the Dirac point. Using equations (5.13) and (5.8), this change in threshold
current corresponds to a 5 % reduction of rExt as the voltage is decreased by 40 V below the
Dirac point, assuming complete constructive interference with the external cavity. This is
less than the predicted change in reflectivity shown in figure (5.21 (b)), which is most likely
due to the feedback not being completely constructive, and also not all of the feedback power
coming from the active device array, hence reducing the modulation depth. The LIV above
0.85 follows an unexpected trend, with the power increasing as the voltage is moved away
from the Dirac point. This is most probably due to the laser mode-hopping being influenced
by the external cavity feedback, with the feedback condition changing drastically for different
modes. This will be investigated in more detail in figure (5.24), where the spectrum of the
laser in this region is inspected.
The laser was now operated at three different currents with the output power measured as
the backgate voltage was changed. The orange curve in figure (5.23 (b)) shows the normalised
output power at 830 mA, as a function of the backgate voltage, and there is a 30 % reduction
in output power when the backgate voltage is changed from VDirac to VDirac −50V . This is a
significant improvement of the modulation depth if the laser was reflected from the device,
without being fed back into the cavity, with the simulated change in reflected power reducing
by 10 % according to figure (5.21 (b)). This modulation depth is improved further when the
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Fig. 5.23 (a) External cavity V427 Laser output power as a function of current for different
SRR/graphene backgate values. (b) Output power from laser as a function device backgate
for 3 operating currents. 10 kHz pulsed (5% DC), gated at 15 Hz.
laser is operating near threshold, at 785 mA. The red curve in figure (5.23 (b)), shows the
laser being completely switched off for voltages below VDirac −40V with the laser threshold
increase above 785 mA. The laser is switched from a lasing to a non-lasing state by altering
the voltage across the device, effectively resulting in a laser power modulation of 100%
in this current region. When the current was set to 870 mA, the power reduces by 40 %
at VDirac compared to VDirac −50V with the power modulation inverted, most likely due to
mode-hopping, as already discussed. To investigate this region, an FTIR measurement is
performed with the laser current set to 880 mA, for different backgate voltage values. The
results are shown in figure (5.24 (a)).
When the backgate voltage is set to VDirac-50 V, the mode at 2.95 THz is dominant. As
the voltage is increased to VDirac, the mode at 2.99 THz increases slightly, and the power in
the 2.95 THz mode decreases. The increased feedback at the Dirac point essentially causes
the laser to mode hop. The power in the 2.99 THz mode is very small compared to the
power in the 2.95 THz mode, which could be influenced by an absorption line. The FTIR
involves a path length of over 1 m, and there are very strong, and thin, absorption lines
around 3 THz. This would explain why the power drops so dramatically in the 880 mA
region as the voltage across the backgate is increased towards VDirac. This mode hopping is
very dependant on the length of the external cavity as this determines if the individual modes
receive constructive or destructive interference as illustrated in figure (5.14). To demonstrate
this experimentally, the external cavity SRR/device was moved a few millimeters further
from the lens to ’Position 2’, and the FTIR measurement at 880 mA was repeated. The result
is shown in figure (5.14 (b)), with the mode hopping still present as the backgate voltage is
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Fig. 5.24 (a) and (b) shown the output spectrum from the V427 laser for different back gate
voltages with the laser current set to 880 mA with the device in two different positions. 10
kHz pulsed (5% DC), gated at 15 Hz. (c) and (d) show corresponding peak power values for
the two laser modes as a function of backgate voltage.
increase towards VDirac, however, the mode hopping is now in the opposite direction. The
mode at 2.95 THz increases at VDirac, with the mode at 2.99 THz decreasing. There is also a
slight continuous tuning of the 2.99 THz mode, however, the resolution of the FTIR is not
sufficient to conclusively determine the frequency shift. This experiment demonstrates how a
simple amplitude modulator, with a small modulation depth of around 10 % can be used to
modulate a QCL with modulation depths in the region of 100%, whilst also having a degree
of control over the spectral mode composition.
5.3.2 Feedback modulation with coupled resonator device
From figure (5.14) we can see that changing the length of the external cavity has more of a
drastic change in the lasing frequency than changing the feedback amplitude. Therefore, a
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similar QCL tuning effect could be achieved by using a device which modulates the phase of
reflection instead of the amplitude. As was shown in chapter 3, the coupled resonator devices
have a strong influence on the phase of the transmission around the resonance condition,
and this is also true for the reflected component. Tuning the phase fed back into the QCL
should have an identical mode hopping effect as mechanically changing LExt as shown in
figure (5.19) as we are modulating the effective external cavity length when we change the
phase of reflection. To test this principle, a similar coupled resonator device, lithographically
scaled down to operate around 3 THz is now used in an external cavity QCL configuration.
The experimental set-up is the same as illustrated in figure (5.21 (a)), however a parabolic
mirror was used as the active area for this device is 1 mm × 1 mm, which is smaller than
the SRR/graphene device. The introduction of the parabolic mirrors should also improve the
feedback efficiency, and replicates the mirror feedback measurement set-up used to produce
figure (5.19 (b)) also using the same V557 laser with the partially suppressed lens.
Fig. 5.25 Simulated reflectivity (a) amplitude and (b) phase for couple resonator device used
for external cavity QCL feedback.
A Comsol simulation was performed for this device which is identical to device 1
described in chapter 3 with all the parameters scaled to 0.48 of the original size. The
simulated reflectivity amplitude and phase are shown in figure (5.15 (a) and (b)) respectively.
The mode hopping around 2.85 THz, observed due to the moving mirror in figure (5.19), is
now attempted by modulating the backgate voltage across the device instead of moving a
mirror distance. According to the Comsol simulation, the reflection amplitude should remain
relatively constant around 0.65, and the phase should be modulated by around 0.1 radians
for graphene conductivity ranges from 0.3 to 1.3 mS. The free space wavelength of 3 THz
is 100 µm, and a change of 0.1 radian corresponds to an effective change in the external
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cavity length in the order of 1 µm. According to figure (5.19 (b)), it should be possible to
partially hop between modes by modulating the phase to this degree, if LExt is carefully
selected. To this end, the laser is operated around 1.6 A, where this mode hopping occurs,
and the external cavity power measurement is performed to find a cavity length where the
laser power is changing drastically. With an unstable region found, the backgate voltage is
modulated, and the spectrum of the laser measured.
Fig. 5.26 (a) Output spectra of V557 QCL as a function of external cavity device backgate
voltage using coupled resonator device with the laser current set to 1.6 A. 10 kHz pulsed
(5% DC), gated at 15 Hz. Graphene conductivity measurement contained in the inset. (b)
Corresponding mode amplitudes as a function of backgate voltage.
The output spectrum from the QCL as the backgate voltage is changed from - 100 V to 60
V is shown in figure (5.26 (a)) with an electrical characterisation of the graphene conductivity
as a function of backgate voltage shown in the inset. In this case, 60 V corresponds to
the Dirac point, such that the graphene conductivity can be modulated from 1.3 mS to 0.6
mS by the backgate from -100 V to 60 V. A successful forced mode hopping of the laser
from 2.81 THz to 2.83 THz is observed as the backgate voltage, and reflection phase is
modulated, further illustrated in figure (5.26 (b)). It is difficult to conclusively say this mode
hopping comes from the phase alone, as a change in the amplitude will also have an effect,
as determined by the results for the SRR/graphene device. This result does, however, bear
a strong resemblance to the results shown in figure (5.20), demonstrating a similar mode
hopping which was engineered by moving an external cavity mirror, and hence modulating
the phase of the feedback. This therefore supports the case that phase modulation is the
dominant tuning mechanism causing the mode hopping in figure (5.26). The external cavity
regime is very complicated, as the operating mode of the laser is dependant on many factors,
as discussed, as well as many factors beyond the scope of this thesis, including the frequency
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dependant gain of the laser, and temperature considerations. These results do however show
that by incorporating a metamaterial/graphene device with a THz QCL in an external cavity
configuration, we can produce a highly tunable THz source.
5.4 Conclusion
In this section, several tunable THz source configurations have been demonstrated by im-
plementing graphene/metamaterial devices with THz QCLs. MHz polarisation modulation
speeds of THz QCLs were demonstrated by passing the laser output through the polarization
modulation devices discussed in chapter 4. Being able to electrically tune the polarisation
of THz sources could have strong applications for THz communications. Being able to
electrically control the polarisation of standard THz sources could also have many potential
uses in material characterisation. 100 % amplitude modulation of a QCL was achieved by
tuning the feedback into an external cavity QCL. By exploiting this QCL feedback method,
the frequency of the output could also be manipulated, providing much greater modulation
depths than the devices could achieve in a transmission regime. This incredibly diverse
set-up could have applications in gas spectroscopy, with the potential ability to produce a
continuously frequency tunable THz QCL. This application was further demonstrated by the
large amplitude modulation shown in figure (5.23), which was most likely due to tuning the
laser frequency so that it coincided with an absorption line.
Chapter 6
Conclusion and further work
6.1 Conclusion
In this thesis, various graphene integrated metamaterial devices have been demonstrated for
the purposes of electrical control of THz radiation. These devices have proven to be highly
versatile, demonstrating control of the amplitude, phase, frequency and polarisation. This
was achieved by employing an electrostatic graphene modulation scheme capable of high
modulation speeds (>100 MHz [156]) due to the lack of mechanical moving parts. These
proof of principle devices could therefore be used as modular components in a range of THz
systems with potential applications in communications, spectroscopy and imaging.
Chapter 1 discussed the basic theory of THz time-domain spectroscopy (THz-TDS) and
THz quantum cascade lasers (THz-QCLs). A range of THz modulator architectures were then
discussed which convert passive metamaterial arrays into actively tunable devices, including
the implementation of microelectromechanical systems, photoactive semiconductors, and
electrostatically tunable graphene.
In chapter 2 the basic theory behind the operation of the devices in this thesis was
investigated, based on metamaterial damping using graphene. Both finite element modeling,
and equivalent circuit model representation techniques were used to describe the device
modulation scheme. The fabrication process required to produce such devices was also
laid out. Finally, a functioning THz amplitude modulator was demonstrated and tested in
a THz-TDS system, with an amplitude modulation depth of around 12 % achieved for the
transmission of 2.7 THz radiation.
Chapter 3 further developed the device design by demonstrating a metamaterial modula-
tion device with two independently tunable resonances. The tuning range was limited for this
device, however, this demonstration of a spatially addressable graphene and metamaterial
device should open opportunities for applications such as THz wavefront engineering. Next, a
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device for demonstrating a much more dramatic tuning range was developed by employing a
coupled resonator metamaterial scheme, only variably damping one of the resonant elements
in the unit cell. This modulation scheme demonstrated continuous tuning of the resonance
frequency over a 60 GHz range [220], whilst also achieving a binary resonance frequency
tuning of over 300 GHz. Further to this result, this highly dispersive device was shown to
operate as an effective phase modulator, whilst also demonstrating modulation of the slow
light effect.
With the coupled resonator modulation scheme demonstrating such versatile tuning, a
similar design was developed in Chapter 4 to produce a device capable of actively tuning
the polarisation of THz radiation. The coupled metamaterial array was specifically designed
with an inbuilt lithographically defined 2D chirality, displaying optical activity and circular
dichroism as a result. Polarisation modulation was successfully demonstrated with linear
polarisation rotation of up to 20 degrees achieved [221]. A double layer coupled device was
then developed, successfully converting incident linear radiation to circular radiation, with
an electrically controllable ellipticity.
In chapter 5, the devices discussed in the previous chapters were then integrated with
THz QCLs in various configurations, demonstrating how these devices could be externally
coupled with a THz source to realise a versatile, tunable THz system. The polarisation
modulation devices, working in transmission, are used to successfully rotate the transmitted
polarisation from a QCL by up to 9 degrees [221]. To enhance the tuning range of the
amplitude modulator device, an external cavity QCL configuration was formed, using the
modulator implemented as a variably reflectivity external mirror. Near 100 % amplitude
modulation is achieved due to the nonlinear feedback mechanism, drastically enhancing the
modulation depth of the device [214]. The external cavity set-up was also used to manipulate
the lasing frequency of the laser, with a laser controllably mode hopping between two single
mode frequencies achieved by using the coupled resonator device to electrically tune the
phase of the radiation in the cavity.
A table of the devices described in this thesis is shown on the following page, with
the performance for amplitude modulation, resonant frequency tuning and polarization
modulation compared to devices found in literature. The devices described in this thesis are
shown in bold.
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Type Scheme Freq (THz) Mod depth Speed Year Ref
Amp Meta/2DEG 0.72 50 % >kHz 2006 [147]
Amp Meta/2DEG 0.81 80 % >2 MHz 2009 [181]
Amp Graph Broad 15.2% 20 kHz 2012 [110]
Amp Graph 0.62 64% 4 kHz 2012 [129]
Amp Meta/Graph 2 20 % 110 MHz 2016 [156]
Amp Meta/Graph Broad 11.5 % - 2013 [158]
Amp Meta/Graph 4.7 60 % 40 MHz 2015 [157]
Amp Meta/Graph 0.8 47 % 12 MHz 2012 [159]
Amp Optical graph <1 94 % 200 kHz 2014 [109]
Amp Meta/Graph 2.7 12 % 5-100 MHz Page 54
Amp Meta/Graph 1.9 56 % 5-100 MHz Page 152
Amp EC-QCL 2.9 100 % 5-100 MHz Page 170
Res freq Meta/Graph 43 5 THz - 2013 [161]
Res freq Meta/Graph 55 10 THz - 2014 [162]
Res freq Meta/Graph 9 1 THz - 2015 [157]
Res freq Meta/Graph 6 2 THz - 2015 [175]
Res freq MEMS 0.6 0.3 THz - 2014 [143]
Res freq MEMS 0.5 0.1 THz - 2013 [142]
Res freq Meta/Silicon 1 0.3 THz - 2008 [135]
Res freq Meta/Graph 1.5 60 GHz Cont 5-100 MHz Page 88
Res freq Meta/Graph 1.8 300 GHz 5-100 MHz Page 89
Pol Meta/Silicon 1 θ =30 deg - 2012 [139]
Pol Meta/Silicon 1 θ =45 deg - 2012 [140]
Pol Meta/Silicon 0.9 ε = 0.2-0.85 1 GHz 2018 [138]
Pol MEMS 1 θ = 60 deg - 2015 [145]
Pol Meta/Graph 1.73 θ =30 deg 5-100 MHz Page 130
Pol Meta/Graph 2.1 ε = 0.6-1.0 5-100 MHz Page 140
Table 6.1 Table of devices from literature compared to devices described in this thesis (Bold).
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6.2 Further work
6.2.1 Reflection phase modulator device
The coupled resonator devices discussed in chapter 3 showed promise for use as active phase
modulators and were used to tune the phase fed back into an external cavity QCL in chapter 5.
According to simulation, a maximum reflected phase modulation of around 0.1 radians was
achievable in the graphene conductivity tuning range between 0.5 and 1.5 mS. For a more
versatile phase modulator device, which could be used in real world applications, we would
like to increase the potential tuning range to a value in the order of π radians. The reflection
from the air to metamaterial/substrate interface can be described as a linear combination
between the metamaterial reflected component and the Fresnel reflection component due to
the substrate refractive index. The Fresnel reflection component has a π phase shift as it is
going from a low to a high refractive index. The metamaterial reflection also goes through a
π phase shift at the resonance frequency with the phase changing away from the resonance
in a Lorentz oscillator fashion. The DC offset due to the Fresnel reflection therefore washes
out the phase modulation of the metamaterial reflection, reducing the net tuning range of
the reflected phase. If the reflection from the other side of this interface, going from Silicon
to air is used instead, the Fresnel reflection will no longer have a phase shift, however, the
metamaterial resonance will have the same π phase shift as before. In this scenario, the
two reflected components are now destructively interfering with each other near resonance,
leading to a highly unstable phase regime allowing for much larger tuning ranges. This
destructive interference tuning is illustrated in figure (6.1 (a)).
Fig. 6.1 (a) Illustration of phase from Fresnel and metamaterial reflection components at
resonance with opposing phase contributions. (b) Illustration of unstable phase tuning regime
due to linear combination of phase components.
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In this figure the input radiation is impinging on the metamaterial interface from inside
the silicon. The reflected component is a linear sum of the metamaterial and Fresnel reflection
components which are described by the yellow and red arrows respectively. Figure (6.1 (b))
illustrates the dramatic phase tuning which is achievable by modulating the metamaterial
amplitude by only a small amount, if the two reflection components are carefully balanced. A
π phase modulation should therefore be achievable for only modest metamaterial amplitude
tuning ranges. One can think of this as tuning the effective refractive index of the metamaterial
from just below 3.4 (refractive index of silicon) to just above 3.4, flipping the reflection phase
from the interface.
To illustrate the greatly increased tuning range achievable by using this interface, the
transmission TDS results shown in figure 3 are modified to probe this reflection. Instead
of measuring the spectrum of the first transmitted peak, the second internally reflected
peak is probed. This measurement is not, however, normalised to the transmission pulse
through nitrogen as before, it is now normalised with respect to the first transmission peak.
Assuming there is a flat phase reflection from the back silicon/nitrogen interface, any phase
perturbation between the first and second peak, other than a basic linear offset, is produced
by the reflection from the internal metamaterial interface. The TDS measured results for the
transmitted electric field amplitude and phase are shown in figure (6.2 (a) and (b)).
Fig. 6.2 (a) Electric field amplitude determined by gating the second transmitted TDS peak
and normalising to the first peak. (b) Phase difference between the first and second peak as a
function of frequency and backgate voltage.
The amplitude measurement shows a near 100 % modulation range at the anti-bonding
resonance, just over 1.8 THz. This is because the reflection amplitude from the metamaterial
component is very close to the component from the Fresnel reflection, and hence, as the
metamaterial reflection amplitude is maximal at 100 V (Dirac point), these components
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are close to completely destructively interfering, leading to a resultant reflection amplitude
close to 0. Due to this unstable phase regime, there is now a maximum phase modulation
of >1.5 radians near the resonance, a 15 times improvement compared to reflection from
the front facet. If a laser at 1.72 THz is used with this device, the amplitude of reflection
remains constant with only a 5 % deviation as the voltage is changed, however, a phase
tuning range of 1.2 radians is demonstrated. This device was not designed to work in this
refection regime, and therefore, much greater tuning ranges should be achievable by small
lithographic alterations to the metamaterial spacing for example. This tuning mechanism
also negated any reflection from the back facet, and therefore, the device could be excited at
an angle with this component spatially separated, or a parylene anti-reflection coating could
be used to negate this reflection. To confirm this result, a reflection TDS measurement should
be performed and compared to the indirect transmission first peak normalised to first peak
method shown here.
6.2.2 Continuous tuning of terahertz quantum cascade laser improve-
ments
A pertinent application for this phase modulator with an increased tuning range could be in
an external cavity feedback configuration similar to the one discussed in chapter 5. However,
to be able to tune the frequency of the QCL in a continuous and controllable way, the 3
mirror model could be reduced to a phase tunable 2 mirror model by directly attaching the
phase tuning device to the back facet of the QCL in the configuration shown in figure (6.3).
Fig. 6.3 Illustration of continuously tunable THz QCL design.
In this configuration, the total phase of the QCL round trip should be directly tunable by
altering the phase of the internal metamaterial interface reflection, and hence the allowed
Fabry-Perot lasing frequency should be continuously tunable. This would require the device
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to be in the cold finger cryogenic environment along side the QCL, which would require a
new electrical biasing scheme. Mechanically fixing the metamaterial/graphene device to the
QCL ridge would also be a challenging engineering problem, however silicon lenses have
been physically attached (PMMA) successfully before, and therefore, a similar technique
could be used for the device. The graphene could have different mobility properties at
low temperature, depending on the dominate scattering mechanisms, and therefore would
have to be first characterised at a cryogenic temperature. Despite these challenges, such a
configuration could achieve continuous electrical single mode tuning of a QCL which would
have countless application opportunities in fields such as gas spectroscopy.
6.2.3 Reflection polarisation modulator device
Chapter 4 demonstrated devices which can electrically modulate the polarisation angle of
transmitted radiation by up to 30 degrees, and a second device which can modulate the
ellipticity of transmitted polarisation from around 0.55 to 1 at a given frequency. These
devices have successfully demonstrated polarisation modulation of a THz QCL with potential
speeds of 10’s of MHz. For the next iteration of these devices, it is necessary to enhance the
polarisation modulation depth, getting close to the three ideal scenarios; 90 degree angle
modulation, complete linear to circular modulation and complete handedness modulation of
circular polarisation.
To achieve this goal using graphene as a tuning mechanism, a different approach is
required. As discussed in this chapter it was discovered that the phase of reflection from
the metamaterial, when excited from the back, could be drastically changed by tuning the
graphene conductivity due to the destructive interference between the Fresnel reflection
from the substrate and the metamaterial reflection. As these components are very similar in
amplitude, the metamaterial reflected component only needs to be changed by a few percent
to cause a complete π phase change in the combined reflected Ey component. If the phase of
the Ex component remains unchanged throughout this process, the angle of the polarisation
radiation can be dramatically changed.
To test this, a Comsol simulation is performed on the single layer device, exciting with
Ey from inside the silicon substrate, and measuring the angle of the reflected component.
These simulations are shown in figure (6.4)
Figure (6.4 (a)) shows an example device layout to take advantage of this internal
reflection. The reflection from the back air/silicon interface needs to be removed, and
therefore an anti-reflection parylene coated lens could be attached to the back of the sample,
using the same technique developed for attaching the lenses to QCLs for feedback in chapter
5. The resultant amplitude of Ey and Ex as a function of graphene conductivity is shown in
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Fig. 6.4 (a) Potential polarisation reflection modulator set-up. (b) Comsol simulation of
reflected Ey and Ex amplitude when a nominal power of 1 W is incident, polarised in Ey
direction. (c) Simulated phase difference between reflected Ey and Ex.
figure (6.4 (b)) with the phase difference between these components shown in (6.4 (c)). |Ex|
follows a similar pattern as was measured in the transmission configuration in (4.22 (b)),
however, the |Ey| component changes dramatically at around 1.97 THz due to the destructive
interference with the Fresnel reflection component. This results in a near 100 % amplitude
modulation of Ey as the graphene conductivity is changed. The phase difference between
Ey and Ex is difficult to interpret, however, under 2 THz it is close to 0, which is ideal for
linear polarized radiation. Above 2 THz, however, the phase is modulated from 0.5 to 2 as
the conductivity is changed, meaning this could cause a powerful ellipticity modulation. The
resultant angle and ellipticity results are shown in figure (6.4)
Figure (6.5 (a) and (b)) show the angle and ellipticity as a function of graphene conduc-
tivity and frequency. At 1.975 THz the angle is modulated by around 75 degrees with the
resultant polar plot extremes shown in figure (6.5 (c)). This is a huge improvement on the
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Fig. 6.5 (a)Angle and (b) ellipticity of reflected THz radiation as a function of frequency and
for different graphene conductivities. Polar plots illustrating the polarisation condition at (c)
1.975 THz, and (b) 2.075 THz.
polarisation rotation achievable in the transmission configuration, with 30 degrees modula-
tion being the maximum rotation measured. The ellipticity at 2.075 THz is modulated from
around -0.1 to -0.9, however the ellipticity of -1 is achievable for a graphene conductivity
between 0.1 and 0.3, and just was not contained in this incremental sweep. This ellipticity
tuning range of -0.1 to -1 is illustrated in figure (6.5 (d)) showing a much improved ellipticity
modulation compared to the tuning range of around 0 to 0.2 demonstrated in transmission
mode for the single layer device. This simulation shows a promising way forward for the
design of these polarisation modulators, as this device was not optimized for this reflection
configuration. There is a large parameter space for potential new designs to improve upon this
proof of principle device, and therefore these graphene and metamaterial devices could be
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very useful for a multitude of THz applications, requiring high speed, electrical polarisation
modulation.
6.2.4 Polarisation sensitive spectroscopy
One of the main applications of TDS systems is material characterisation in fields such as
the pharmaceutical industry. There have been a myriad of papers published involving the pill
compression process, measured by performing birefringence TDS measurements [10, 11, 51].
Currently, the polarisation of excitation has to be mechanically changed by rotating the
sample, which prohibits real time, dynamic compression measurements. The polarisation
modulation devices described could be used to actively tune the transmitted polarisation
impinging on a sample in a TDS set-up, without requiring mechanical alteration. This would
allow for much faster birefringence measurements to be performed enabling transient effects
to be captured in such a measurement system. Such a high speed THz room temperature
system could enable real time birefringence THz system with countless applications in the
characterisation of transient material processes.
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