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О ВЫБОРЕ ШАГА ОБУЧЕНИЯ ИСКУССТВЕННЫХ НЕЙРОН-
НЫХ СЕТЕЙ ПРЯМОГО РАСПРОСТРАНЕНИЯ 
 
Задача обучения нейронной сети состоит в нахождении весовых 
коэффициентов  и порогов   нейронной сети, которые минимизируют 
функцию ошибки сети 
!("", $", … , %",  ",  … , "&,  $&, … , %&,  &) = 12'*+ − ./
$
&
0"
 
 где + = 3*4/ - значение функции активации j -ого выходного нейрона 
сети, 4 = ∑ 6%0" −  , 6 – выходное значение i -ого нейрона преды-
дущего слоя, . – ожидаемый выход 7-ого выходного нейрона (8 = 1,  9, 
7 = 1,  :). 
Введем обозначения: 
; = ("", $", … , %",  ",  … , "&,  $&,  … , %&,  &)< - 
вектор-столбец весовых коэффициентов ijw  и порогов jT  нейронной сети, 
а ; = *" ,  $ ,  … , % ,  /<- вектор-столбец весовых коэффициентов 
ijw  и порога jT , связанных с j -ым выходным нейроном сети, !*;/ =
"
$∑ *+ − ./
$&0" - функция ошибки сети, !*;/ = "$ *+ − ./
$
 - функция 
ошибки j -ого выходного нейрона сети.  
Обучение нейронной сети с использованием метода наискорей-
шего спуска состоит в изменении весовых коэффициентов ijw  и порогов 
  нейронной сети на каждом (. + 1) шаге обучения (. = 1,  2, …) в соот-
ветствии с формулами: 
;(. + 1) = ;(.) − ?(.)@! A;(.)B, если шаг обучения ?(.) вы-
бирается только для минимизации функции ошибки сети !*;/, где 
@!*;/ - градиент функции !*;/, 
;(. + 1) = ;(.) − ?(.)@! A;(.)B, если шаг обучения ?(.) выби-
рается для минимизации функции ошибки сети !*;/. 
При некоторых условиях на функции !*;/, (например, в [1]) 
предлагается использовать соотношения: 
?(.) = CDEAFG
(H)BCI
JDIEAFG(H)B⋅DEAFG(H)B, DEAFG(H)BL
,                            (1) 
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?(.) = ∑ CDEAFG(H)BC
IMGNO
∑ JDIEAFG(H)B⋅DEAFG(H)B, DEAFG(H)BLMGNO
,                         (2) 
где C@! A;(.)BC - длина вектора градиента @! A;(.)B, связанная со 
скалярным произведением J@! A;(.)B ,  @! A;(.)BL, а @$! A;(.)B - 
матрица Гессе функции ! A;(.)B. Соотношения (2) получены и исполь-
зовались, например, в [2-4].  
Величины ?"(.), ?$(.),…, ?&(.) и ?(.), связаны соотношением 
?(.) = "
∑ PG(Q)RG(Q)
MGNO
, где S(.) = CDEAFG
(H)BCI
CDEAF(H)BCI
, т. е. ?(.) - взвешенное среднее 
гармоническое величин ?(.), с весами S(.). 
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