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This thesis comprises three problems related to the dynamics of coupled phase
oscillators, described by variants of the Kuramoto model. Kuramoto originally
made strong assumptions to simplify the analysis of the oscillator behavior:
the phases obey a sinusoidal response curve, their natural frequencies are uni-
modally distributed, and the oscillators are globally coupled, i.e. all oscillators
are coupled with equal strength. Investigating three problems we study what
behavior may emerge as we relax the last two of these assumptions. In the first
problem, we study the impact of replacing the unimodal with a bimodal fre-
quency distribution on the oscillator dynamics. Based on a recent breakthrough
in the field, we are able to determine the complete stability diagram, and deter-
mine all types of cooperative behavior that may occur. In the next two problems
we break with the assumption of global coupling; a similar simplification that is
frequently used is to consider the limit of local, i.e. nearest neighbor coupling.
We investigate what types of new behavior emerge in the intermediate regime
that we call nonlocal coupling, and study under which conditions it persists.
For nonlocal coupling, a new kind of state has been observed, where synchro-
nized and desynchronized oscillators coexist side by side in a stable fashion.
This state is referred to as a chimera state. In the second problem we discuss
a triangular network of oscillator populations with nonlocal coupling. For this
network topology, we discover that bistable chimera attractors are possible. For
the third problem, we study a generalization of this system, and break the ro-
tational symmetry inherent to the triangle by introducing an additional param-
eter. This parameter allows us to change the topology of the network continu-
ously, such that the network attains a more chain-like character; this enables us
to study the effect of network topology on the existence of chimera attractors.
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PREFACE
The work presented in this thesis concerns three problems regarding the dy-
namics of coupled oscillators. Oscillating units appear in many areas of nature.
Most often, oscillators are connected to one another in a complicated network,
such that the dynamics of each individual unit also influences the motion of the
other units. A phenomenon that all these types of coupled oscillator systems
share is collective synchronization in which a network of oscillators lock to a
common frequency, despite their difference in natural frequencies. Examples in
biology include cardiac pacemaker cells, circadian pacemaker cells in the brain,
metabolic synchrony in yeast cell suspensions and the synchronization of the
flashing of fireflies. In physics we find examples in coupled arrays of lasers,
microwave oscillators and superconducting Josephson junctions.
The question of which mechanisms underlie this type of cooperative behav-
ior in coupled oscillator arrays was already posed by Norbert Wiener in the
early sixties, and was later investigated by Arthur Winfree. One of the prob-
lems one faces while studying coupled oscillators is that the circumstances in
which coupled oscillators appear in nature are not very uniform: for example,
oscillators may have different natural frequencies; the units may even be het-
erogeneous in other, more general ways; the strength with which one oscillator
couples to the motion of another may vary across the network; real physical
systems are subject to thermal noise; and so on. Therefore, it was not until Ku-
ramoto imposed strong assumptions on their nature that significant progress
was made on the mathematical side of this complex problem. Based on his as-
sumptions, Kuramoto developed a model that would enable him - using some
very clever arguments - to explain the phenomenon of collective synchroniza-
xiii
tion. His model turned indeed out to be so successful that today, many varia-
tions of his original model are studied.
An important constraint Kuramoto imposed on the oscillators was to only
let the oscillators be coupled weakly to one another. In this limit, the amplitude
variations of the oscillations become negligible and so the problem reduces to a
study of phase dynamics only. Despite this simplification, the resulting model
is still quite general and the problem very hard to analyze. Therefore Kuramoto
restricted the problem further by demanding the system behave as follows: the
oscillators are globally coupled, i.e., all oscillators couple with equal strength;
the dynamics of the phases are governed by a sinusoidal response curve; and
finally, the natural frequencies of the oscillators are distributed unimodally in a
uniform fashion. These assumptions are approximately true for at least some of
the systems observed in nature.
The underlying idea pursued in this thesis is to investigate the behavior of
coupled oscillators that emerges as we relax two of the assumptions in Ku-
ramoto’s original model, explained in what follows. Typically, the case of a
unimodal frequency distribution is considered - but what happens if the dis-
tribution is multimodal? Chapter 1 addresses this generic case by extending
the problem to the case of a bimodal distribution, which has been a longstand-
ing problem in literature. Preliminary answers to what behavior might arise
in this case were already given by Kuramoto [19], who originally posed this
problem; however, the basis for his answers was intuitive in nature and would
only partially predict the correct behavior. Later, Crawford [10] accomplished
an impressive mathematical analysis of the problem, based on a center manifold
reduction; this approach allowed him to obtain results for the weakly nonlinear
xiv
behavior in the neighborhood of the incoherent state, i.e. where the oscillators
do not synchronize at all. In Chapter 1, we show that the long-term dynamics
evolves to one of three states: incoherence, where all oscillators are desynchro-
nized; partial synchrony, where a macroscopic group of phase-locked oscillators
coesists with a sea of desynchronized ones; and a standing wave state, where
two counter-rotating groups of phase-locked oscillators emerge. In addition,
the complete stability diagram associated with this system is established.
In Chapters 2 and 3, we turn our attention to another question. One of Ku-
ramoto’s assumptions was that oscillators couple globally to one another, i.e.
with equal strength. A different simplification often used in the literature as-
sumes local coupling, i.e., nearest neighbor coupling. But what type of behavior
emerges in the intermediate case, when we instead impose a nonlocal coupling
that attenuates depending on the distance of the oscillators in a network? Such
systems were recently studied by Kuramoto et al. [6, 20, 21]. Introducing this
spatial character to the problem, they surprisingly found a state, where the oscil-
lators split up into two continuous groups: one synchronized in phase and the
other evolving in an entirely incoherent, i.e. desynchronized, fashion. Unfor-
tunately, little was known about parameter regions allowing for these so called
chimera states, or how they emerge. Much of the research presented in these
chapters is inspired by these types of questions. A first study yielding some
answers was done for a continuum of oscillators on a ring by Abrams et al.
[2, 3]. The existence of chimera states on the ring naturally leads to the question
whether chimerae could possibly appear on more physical domains such as the
line. The analysis of this problem represents a challenge for a continuum of
oscillators for a general topology, and therefore, discretization of space would
lead to a more tractable problem. A system of three populations constitutes the
xv
smallest network that can be connected in qualitatively different ways: a trian-
gle (ring-like) and a chain (line-like). By introduction of an additional parameter
we can break the rotational invariance of the triangle and ’tune’ the network to
behave more like a chain or a triangle. Two interesting findings were made on
this journey: in Chapter 2, we discuss the emergence of bistable chimera states -
unseen previously - on a purely triangular network. In Chapter 3, we break the
triangular symmetry and discover that chimera states may exist on the chain-
like network, with some restrictions.
Each of the three Chapters is presented in the form of a journal article that
either has been published or is intended for publication in near future. The
contents of Chapter 1 have already appeared in Phys. Rev. Lett. E [27].
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CHAPTER 1
EXACT RESULTS FOR THE KURAMOTO PROBLEMWITH BIMODAL
FREQUENCY DISTRIBUTION
∗ This chapter is a reproduction of the same titled article by the authors E. A. Martens,
E. Barreto, S. H. Strogatz, E. Ott, P. So, and T. M. Antonsen in Physical Review E 79,
026204 in 2009. Copyright (2009) by the American Physical Society.
1
1.1 Abstract
We analyze a large system of globally coupled phase oscillators whose natural
frequencies are bimodally distributed. The dynamics of this system has been
the subject of longstanding interest. In 1984 Kuramoto proposed several conjec-
tures about its behavior; ten years later, Crawford obtained the first analytical
results by means of a local center manifold calculation. Nevertheless, many
questions have remained open, especially about the possibility of global bifur-
cations. Here we derive the system’s stability diagram for the special case where
the bimodal distribution consists of two equally weighted Lorentzians. Using
an ansatz recently discovered by Ott and Antonsen, we show that in this case
the infinite-dimensional problem reduces exactly to a flow in four dimensions.
Depending on the parameters and initial conditions, the long-term dynamics
evolves to one of three states: incoherence, where all the oscillators are desyn-
chronized; partial synchrony, where a macroscopic group of phase-locked os-
cillators coexists with a sea of desynchronized ones; and a standing wave state,
where two counter-rotating groups of phase-locked oscillators emerge. Analyt-
ical results are presented for the bifurcation boundaries between these states.
Similar results are also obtained for the case in which the bimodal distribution
is given by the sum of two Gaussians.
2
1.2 Introduction
1.2.1 Background
Large systems consisting of many coupled oscillatory units occur in a wide va-
riety of situations [50, 17, 49]. Thus the study of the behaviors that such systems
exhibit has been an active and continuing area of research. An important early
contribution in this field was the introduction in 1975 by Kuramoto [18, 19] of a
simple model which illustrates striking features of such systems. Kuramoto em-
ployed two key simplifications in arriving at hismodel: (i) the coupling between
units was chosen to be homogeneous and all-to-all (i.e., ‘global’), so that each os-
cillator would have an equal effect on all other oscillators; and (ii) the oscillator
states were solely described by a phase angle θ(t), so that their uncoupled dy-
namics obeyed the simple equation dθi/dt = ωi, where ωi is the intrinsic natural
frequency of oscillator i, N ≫ 1 is the number of oscillators, and i = 1, 2, . . . , N.
The natural frequencies ωi are, in general, different for each oscillator and are
assumed to be drawn from some prescribed distribution function g(ω).
Much of the research on the Kuramoto model has focused on the case where
g(ω) is unimodal (for reviews of this literature, see [44, 37, 4]). Specifically, g
is usually assumed to be symmetric about a maximum at frequency ω = ω0
and to decrease monotonically and continuously to zero as |ω − ω0| increases.
In that case, it was found that as the coupling strength K between the oscilla-
tors increases from zero in the large-N limit, there is a continuous transition at
a critical coupling strength Kc = 2/(πg(ω0)). For K below Kc, the average macro-
scopic, time-asymptotic behavior of the system is such that the oscillators in the
system behave incoherently with respect to each other, and an order parame-
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ter (defined in Sec. 1.3) is correspondingly zero. As K increases past Kc, the
oscillators begin to influence each other in such a way that there is collective
global organization in the phases of the oscillators, and the time-asymptotic or-
der parameter assumes a non-zero constant value that increases continuously
for K > Kc [19, 44, 37, 4, 45].
It is natural to ask how these results change if other forms of g(ω) are con-
sidered. In this paper we will address this question for what is perhaps the
simplest choice of a non-unimodal frequency distribution: we consider a distri-
bution g(ω) that has two peaks [5, 35] and is the sum of two identical unimodal
distributions gˆ, such that g(ω) = 12[gˆ(ω¯−ω0)+ gˆ(ω¯+ω0)]. We find that this modifi-
cation to the original problem introduces qualitatively new behaviors. As might
be expected, this problem has been previously addressed [19, 10]. However, due
to its difficulty, the problem was not fully solved, and, as we shall show, notable
features of the behavior were missed.
1.2.2 Reduction method
The development that makes our analysis possible is the recent paper of Ott and
Antonsen [38]. Using the method proposed in Ref. [38] we reduce the original
problem formulation from an integro-partial-differential equation [44, 37, 45]
for the oscillator distribution function (a function of ω, θ and t) to a system of
just a few ordinary differential equations (ODEs). Furthermore, we analyze the
reducedODE system to obtain its attractors and the bifurcations they experience
with variation of system parameters.
The reduced ODE system, however, represents a special restricted class of
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all the possible solutions of the original full system [38]. Thus a concern is that
the reduced system might miss some of the actual system behavior. In order to
check this, we have done numerical solutions of the full system. The result is
that, in all cases tested, the time-asymptotic attracting behavior of the full sys-
tem and the observed attractor bifurcations are all contained in, and are quanti-
tatively described by, our ODE formulation. Indeed a similar result applies for
the application of the method of Ref. [38] to the original Kuramoto model with
unimodally distributed frequencies [18, 19] and to the problem of the forced
Kuramoto model with periodic drive [40, 9].
On the other hand, the reduction method has not been mathematically
proven to capture all the attractors, for any of the systems to which it has been
applied [38, 40, 9]. Throughout this paper we operate under the assumption
(based on our numerical evidence) that the reduction method is reliable for the
bimodal Kuramoto model. But we caution the reader that in general the sit-
uation is likely to be subtle and system-dependent; see Sec. 1.7.4 for further
discussion of the scope and limits of the reduction method.
1.2.3 Outline of the paper
The organization of this paper is as follows. In Sec. 1.3we formulate the problem
and reduce it to the above-mentioned ODE description for the case where g(ω)
is a sum of Cauchy-Lorentz distributions.
Sec. 1.4 provides an analysis of the ODE system. The main results of Sec. 1.4
are a delineation of the different types of attractors that can exist, the regions
of parameter space that they occupy (including the possibility of bistability and
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hysteresis), and the types of bifurcations that the attractors undergo.
In Sec. 1.5, we establish that the attractors of the ODEs obtained in Section 1.4
under certain symmetry assumptions are attractors of the full ODE system. In
Section 1.6, we confirm that these attractors and bifurcations are also present in
the original system. In addition, we investigate the case where g(ω) is a sum of
Gaussians, rather than Cauchy-Lorentz distributions. We find that the attractors
and bifurcations in the Lorentzian case and in the Gaussian case are of the same
types and that parameter space maps of the different behaviors are qualitatively
similar for the two distributions.
Finally, in Sec. 1.7 we compare our results to the earlier work of Kuramoto
[19] and Crawford [10]. Then we discuss the scope and limits of the reduction
method used here, and offer suggestions for future research.
1.3 Governing Equations
1.3.1 Problem definition
We study the Kuramoto problem of N oscillators with natural frequencies ωi,
dθi(t)
dt = ωi +
K
N
N∑
j=1
sin
(
θ j(t) − θi(t)
)
, (1.1)
where θi are the phases of each individual oscillator and K is the coupling
strength. We study this system in the limit N → ∞ for the case in which the
distribution of natural frequencies is given by the sum of two Lorentzian distri-
butions:
g(ω) = ∆
2π
(
1
(ω − ω0)2 + ∆2 +
1
(ω + ω0)2 + ∆2
)
. (1.2)
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Here ∆ is the width parameter (half-width at half-maximum) of each Lorentzian
and ±ω0 are their center frequencies, as displayed in Fig. 1.1. A more physically
relevant interpretation of ω0 is as the detuning in the system (proportional to the
separation between the two center frequencies). Note that we have written the
2 D 2 D
-Ω0 Ω0
Ω
gHΩL
Figure 1.1: Bimodal distribution of natural frequencies, g(ω), consisting of
the sum of two Lorentzians.
distribution g(ω) so that it is symmetric about zero; this can be achieved without
loss of generality by going into a suitable rotating frame.
Another point to observe is that g(ω) is bimodal if and only if the peaks are
sufficiently far apart compared to their widths. Specifically, one needs ω0 >
∆/
√
3. Otherwise the distribution is unimodal and the classical results of [18,
19, 44, 37] would still apply.
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1.3.2 Derivation
In the limit where N → ∞, Eq. (1.1) can be written in a continuous formulation
[19, 44, 37] in terms of a probability density f (θ, ω, t). Here f is defined such that
at time t, the fraction of oscillators with phases between θ and θ+dθ and natural
frequencies between ω and ω + dω is given by f (θ, ω, t) dθ dω. Thus
∫ ∞
−∞
∫ 2π
0
f (θ, ω, t) dθ dω = 1 (1.3)
and ∫ 2π
0
f (θ, ω, t) dθ = g(ω), (1.4)
by definition of g(ω).
The evolution of f is given by the continuity equation describing the conser-
vation of oscillators:
∂ f
∂t
+
∂
∂θ
( f v) = 0, (1.5)
where v(θ, ω, t) is the angular velocity of the oscillators. From Eq. (1.1), we have
v(θ, ω, t) = ω + K
∫ 2π
0
f (θ′, ω, t) sin(θ′ − θ)dθ′. (1.6)
Following Kuramoto, we define a complex order parameter
z(t) =
∫ ∞
−∞
∫ 2π
0
eiθ f (θ, ω, t) dθ dω (1.7)
whose magnitude |z(t)| ≤ 1 characterizes the degree to which the oscillators are
bunched in phase, and arg (z) describes the average phase angle of the oscilla-
tors. Expressing the velocity (1.6) in terms of z we obtain
v(θ, ω, t) = ω + K Im[ze−iθ] (1.8)
= ω +
K
2i
(ze−iθ − z∗eiθ), (1.9)
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where the * denotes complex conjugate.
Following Ott and Antonsen [38], we now restrict attention to a special class
of density functions. By substituting a Fourier series of the form
f (θ, ω, t) = g(ω)
2π
1 + ∞∑
n=1
(
fn(ω, t)einθ + c.c.
) , (1.10)
where ‘c.c’ stands for the complex conjugate of the preceeding term, and impos-
ing the ansatz that
fn(ω, t) = α(ω, t)n, (1.11)
we obtain
∂α
∂t
+
K
2
(zα2 − z∗) + iωα = 0, (1.12)
where
z∗ =
∫ ∞
−∞
α(t, ω)g(ω)dω. (1.13)
We now consider solutions of (1.12) and (1.13) for initial conditions α(ω, 0)
that satisfy the following additional conditions: (i) |α(ω, t)| ≤ 1; (ii) α(ω, 0) is
analytically continuable into the lower half plane Im(ω) < 0; and (iii) |α(ω, t)| → 0
as Im(ω) → −∞. If these conditions are satisfied for α(ω, 0), then, as shown in
[38], they continue to be satisfied by α(ω, t) as it evolves under Eqs. (1.12) and
(1.13). Expanding g(ω) in partial fractions as
g(ω) = 1
4πi
[ 1
(ω − ω0) − i∆ −
1
(ω − ω0) + i∆ +
1
(ω + ω0) − i∆ −
1
(ω + ω0) + i∆
]
,
we find it has four simple poles at ω = ±ω0 ± i∆. Evaluating (1.13) by deforming
the integration path from the real ω-axis to Im(ω) → −∞, the order parameter
becomes
z(t) = 1
2
(z1(t) + z2(t)) , (1.14)
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where
z1,2(t) = α∗(±ω0 − i∆, t). (1.15)
Substitution of this expression into (1.12) yields two coupled complex ODEs,
describing the evolution of two ‘sub’-order parameters,
z˙1 = −(∆ + iω0)z1
+
K
4
[
z1 + z2 − (z∗1 + z∗2)z21
]
(1.16)
z˙2 = −(∆ − iω0)z2
+
K
4
[
z1 + z2 − (z∗1 + z∗2)z22
]
, (1.17)
where we use dots to represent the time derivative from now on. (This system
agrees with the results of [38] for the case of two equal groups of oscillators with
uniform coupling strength and average frequencies ω0 and −ω0.)
1.3.3 Reductions of the system
The system derived so far is four-dimensional. If we introduce polar coordinates
z j = ρ jeiφ j and define the phase difference ψ = φ2 − φ1, the dimensionality can be
reduced to three:
ρ˙1 = −∆ρ1 +
K
4
(1 − ρ21)(ρ1 + ρ2 cosψ) (1.18)
ρ˙2 = −∆ρ2 + K4 (1 − ρ
2
2)(ρ1 cosψ + ρ2) (1.19)
˙ψ = 2ω0 −
K
4
ρ21 + ρ
2
2 + 2ρ21ρ22
ρ1ρ2
sinψ. (1.20)
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To facilitate our analysis, we now look for solutions of Eqs. (1.18-1.20) that
satisfy the symmetry condition
ρ1(t) = ρ2(t) ≡ ρ(t). (1.21)
In Sec. 1.5 we will verify that these symmetric solutions are stable to perturba-
tions away from the symmetry manifold and that the attractors of Eqs. (1.16,
1.17) lie within this manifold.
Our analysis of the problem thus reduces to a study in the phase plane:
ρ˙ =
K
4
ρ
(
1 − 4∆
K
− ρ2 + (1 − ρ2) cosψ
)
(1.22)
˙ψ = 2ω0 −
K
2
(1 + ρ2) sinψ. (1.23)
1.4 Bifurcation Analysis
Figure 1.2 summarizes the results of our analysis of Eqs. (1.22, 1.23). We find that
three types of attractors occur: the well-known incoherent and partially syn-
chronized states [18, 19, 44, 37, 4] corresponding to fixed points of (1.22, 1.23),
as well as a standing wave state [10] corresponding to limit-cycle solutions. In
addition, we will show that the transitions between these states are mediated
by transcritical, saddle-node, Hopf, and homoclinic bifurcations, as well as by
three points of higher codimension.
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Figure 1.2: Bifurcation diagram for the Kuramoto system with a bimodal
frequency distribution consisting of two equally weighted
Lorentzians. The various bifurcation curves are denoted as
follows: TC=transcritical, SN=saddle-node, HB=(degenerate)
Hopf, HC=homoclinic, and SNIPER=Saddle-node-infinite-
period. The insets, labeled (a)-(g), show (q, ψ) phase portraits
(where q = ρ2) in polar coordinates corresponding to the re-
gions where the insets are located (see arrows for the boxed
insets). Solid (red) dots and loops denote stable fixed point
and limit cycles, respectively; open dots are saddle (green) or
repelling (gray) fixed points. All parameters refer to their orig-
inal (unscaled) versions.
1.4.1 Scaling
To ease the notation we begin by scaling Eqs. (1.22, 1.23). If we define q = ρ2 and
non-dimensionalize the parameters and time such that
t˜ =
K
2
t
12
˜∆ =
4∆
K
(1.24)
ω˜0 =
4ω0
K
we obtain the dimensionless system
q˙ = q (1 − ∆ − q + (1 − q) cosψ) (1.25)
˙ψ = ω0 − (1 + q) sinψ. (1.26)
Here the overdot nowmeans differentiation with respect to dimensionless time,
and we have dropped all the tildes for convenience. For the rest of this section,
all parameters will be assumed to be dimensionless (so there are implicitly tildes
over them) unless stated otherwise.
1.4.2 Bifurcations of the incoherent state
The incoherent state is defined by ρ1 = ρ2 = 0, or by q = 0 in the phase plane
formulation. The linearization of the incoherent state, however, is most eas-
ily performed in Cartesian coordinates using the formulation in Eqs. (1.16) and
(1.17). We find the degenerate eigenvalues
λ1 = λ2 = 1 − ∆ −
√
1 − ω20 (1.27)
λ3 = λ4 = 1 − ∆ +
√
1 − ω20. (1.28)
This degeneracy is expected because the origin is always a fixed point and be-
cause of the rotational invariance of that state. It follows that the incoherent
state is stable if and only if the real parts of the eigenvalues are less than or
equal to zero.
The boundary of stable incoherence therefore occurs when the following
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conditions are met: 
∆ = 1 +
√
1 − ω20 for ω0 ≤ 1
∆ = 1 for ω0 > 1.
(1.29)
These equations define the semicircle and the half-line shown in Fig. 1.2, la-
beled TC (for transcritical) and HB (for Hopf bifurcation), respectively. (In-
dependent confirmation of these results can be obtained from the continuous
formulation of Eq. (1.1) directly, as shown in the Appendix.) More precisely,
we find that crossing the semicircle corresponds to a degenerate transcritical bi-
furcation, while crossing the half-line corresponds to a degenerate supercritical
Hopf bifurcation.
In the latter case, the associated limit-cycle oscillation indicates that the an-
gle ψ increases without bound; this reflects an increasing difference between the
phases of the two ‘sub’-order parameters of Eqs. (1.16, 1.17). In terms of the
original model, this means that the oscillator population splits into two counter-
rotating groups, each consisting of a macroscopic number of oscillators with
natural frequencies close to one of the two peaks of g(ω). Within each group
the oscillators are frequency-locked. Outside the groups the oscillators remain
desynchronized, drifting relative to one another and to the locked groups. This
is the state Crawford [10] called a standing wave. Intuitively speaking, it occurs
when the two humps in the frequency distribution are sufficiently far apart rel-
ative to their widths. In Kuramoto’s vivid terminology [19], the population has
spontaneously condensed into “a coupled pair of giant oscillators.”
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1.4.3 Fixed point solutions and saddle-node bifurcations
Along with the trivial incoherent state q = 0, the other fixed points of Eqs. (1.25,
1.26) satisfy 1 − ∆ − q = (q − 1) cosψ, and ω0 = (q + 1) sinψ. Using trigonometric
identities, we obtain
1 =
(
ω0
q + 1
)2
+
(
1 − ∆ − q
q − 1
)2
, (1.30)
or equivalently,
ω0 = ±
1 + q
1 − q
√
∆(2 − 2q − ∆). (1.31)
Thus, the fixed point surface q = q(ω0,∆) is defined implicitly. It can be single-
or double-valued as a function of ω0 for fixed ∆. To see this, consider how ω0
behaves as q → 0+. We find that
ω0 ∼
√
∆(2 − ∆)
[
1 + 3 − 2∆
2 − ∆ q + O(q
2)
]
, (1.32)
from which we observe that the behavior changes qualitatively at ∆ = 3/2, as
shown in Fig. 1.3.
The surface defined by ρ = ρ(ω0,∆) can be plotted parametrically using ρ and
∆, as is seen in Fig. 1.4. The fold in the surface corresponds to a saddle-node
bifurcation. Plots of the phase portrait of (q, ψ) reveal that the upper branch of
the double-valued surface in Fig. 1.3 corresponds to sinks, and the lower branch
to saddle points; see Fig. 1.2 (c), (d), and (g).
In physical terms, the sink represents a stable partially synchronized state,
which is familiar from the classic Kuramoto model with a unimodal distribution
[19, 44, 37, 4]. The oscillators whose natural frequencies are closest to the center
of the frequency distribution g(ω) become rigidly locked, and maintain constant
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Figure 1.3: Saddle-node bifurcation: at ∆ = 3/2, q becomes double-valued.
phase relationships among themselves—in this sense, they act collectively like
a “single giant oscillator,” as Kuramoto [19] put it. Meanwhile the oscillators in
the tails of the distribution drift relative to the locked group, which is why one
describes the synchronization as being only partial.
The saddle points also represent partially synchronized states, though of
course they are unstable. Nevertheless they play an important role in the dy-
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Figure 1.4: Fixed point surface. Bifurcation curves at the origin and the
saddle-node curve are emphasized in black.
namics because they can annihilate the stable partially synchronized states; this
happens in a saddle-node bifurcation along the fold mentioned above. To calcu-
late its location analytically, we use (1.31) and impose the condition for a turning
point, ∂ω0/∂q = 0, which yields
q2 − 4q + 3 − 2∆ = 0. (1.33)
Eliminating q from this equation using (1.31), we obtain the equation for the
saddle-node bifurcation curve
ω0 =
√
2 − 10∆ − ∆2 + 2(1 + 2∆)3/2. (1.34)
This curve is labeled SN in Fig. 1.2. Its intersection with the semicircle TC occurs
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at (ω0,∆) = (
√
3
2 ,
3
2), and is labeled B in the figure. Note also that point C in the
figure is not a Takens-Bagdanov point, as the saddle-node andHopf bifurcations
occur at different locations in the state space; see Figs. 1.2 (a) and (g).
1.4.4 Bistability, homoclinic bifurcations, and SNIPER
An examination of the dynamics corresponding to the approximately triangu-
lar parameter space region ABC in Fig. 1.2 shows bistability. More specifically,
we find that the stable incoherent fixed point coexists with the stable partially
synchronized state produced by the saddle-node bifurcation described above,
as shown in the state-space plot in Fig. 1.2(c).
Further study of these state-space plots led us to the homoclinic bifurcation
curve marked HC, which was obtained numerically. The coexistence of states
continues into region ACD, where we found that the stable partially synchro-
nized state now coexists with the stable limit cycle created at the Hopf curve.
(See Fig. 1.2(g).) This limit cycle is then destroyed by crossing the homoclinic
curve, which is bounded by point A on one side and by point D on the other.
At point D, the homoclinic curve merges with the saddle-node curve. This
codimension-two bifurcation, occurring at approximately (1.3589, 0.7483), is
known as a saddle-node-loop [13, 46]. BelowD, however, the saddle-node curve
exhibits an interesting feature: the saddle-node bifurcation occurs on an invari-
ant closed curve. This bifurcation scenario is known as a saddle-node infinite-
period bifurcation, or in short, SNIPER. If we traverse the SNIPER curve from
left to right, the sink and saddle (the stable and unstable partially synchronized
states) coalesce, creating a loop with infinite period. Beyond that, a stable limit
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cycle then appears—see Figs. 1.2 (d), (e), and (f).
In conclusion, we have identified six distinct regions in parameter space and
have identified the bifurcations that occur at the boundaries.
1.5 Transverse Stability
Our analysis so far has been based on several simplifying assumptions. First,
we restricted attention to a special family of oscillator distribution functions
f (θ, ω, t) and a bimodal Lorentzian form for g(ω), which enabled us to reduce
the original infinite-dimensional system to a three-dimensional system of ODEs,
Eqs. (1.18-1.20). Second, we considered only symmetric solutions of these ODEs,
by assuming ρ1 = ρ2; this further decreased the dimensionality from three to
two.
The next two sections test the validity of these assumptions. We begin here
by showing that the non-zero fixed point attractor (the stable partially synchro-
nized state) and the limit cycle attractor (the standing wave state) for Eqns. (1.25,
1.26) are transversely stable to small symmetry-breaking perturbations, i.e., per-
turbations off the invariant manifold defined by ρ1 = ρ2. This does not rule out
the possible existence of attractors off this manifold, but it does mean that the
attractors in the two-dimensional symmetric manifold are guaranteed to consti-
tute attractors in the three-dimensional ODE system (1.18-1.20).
Let κ = K/4 and consider the reduced governing equations (1.18-1.20) with-
out symmetry. Introducing the longitudinal and transversal variables
ρ‖ =
1
2
(ρ1 + ρ2)
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ρ⊥ =
1
2
(ρ1 − ρ2), (1.35)
and substituting these into (1.18-1.20), we derive the equation for the transversal
component
ρ˙⊥ = ρ⊥
[
(κ − ∆) − κ(3ρ2‖ + ρ2⊥) − κ cosψ(1 + ρ2‖ − ρ2⊥)
]
,
which describes the order parameter dynamics off the symmetric manifold.
To simplify the notation, let q‖ = ρ2‖ and q⊥ = ρ
2
⊥ and scale the system using
Eqs. (1.24), as before. Linearization and evaluation at the asymptotic solution
denoted by (q0, ψ0), which may be either a fixed point or a limit cycle, yields the
variational equation
δq˙⊥ = λ⊥δq⊥ (1.36)
where
λ⊥ = 1 − ∆ − 3q0 − (1 + q0) cosψ0. (1.37)
Observe that δq‖ and δψ do not appear in linear order on the right hand side
of (1.36). This decoupling implies that λ⊥ is the eigenvalue associated with the
transverse perturbation δq⊥, in the case where q0 is a fixed point. Similarly, if q0
is a limit cycle, the Floquet exponent associated with δq⊥ is simply 〈λ⊥〉, where
the brackets denote a time average over one period. Hence the fixed point will
be transversely stable if λ⊥ < 0. The analogous condition for the limit cycle is
〈λ⊥〉 < 0.
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1.5.1 Fixed point stability
To test the transverse stability of sinks for the two-dimensional flow, we solve
Eq. (1.25) for fixed points and obtain
0 = 1 − ∆ − q0 + (1 − q0) cosψ0. (1.38)
Subtracting this from (1.37), we find
λ⊥ = −2(q0 + cosψ0). (1.39)
Hence cosψ0 > 0 is a sufficient condition for transverse stability. But at a non-
trivial fixed point,
cosψ0 =
1 − (∆ + q0)
q0 − 1
, (1.40)
so the transverse stability condition is equivalent to q0 + ∆ > 1.
We claim that this inequality holds everywhere on the upper branch of the
fixed point surface (1.31). Obviously the inequality is satisfied at all points
where ∆ > 1. For all other cases, consider the turning point from Fig. 1.3 defined
by qsn = 2 ±
√
1 + 2∆. Since the function of interest, Q(∆) ≡ qsn + ∆, has a global
minimum with Q(0) = 1, and qsn is independent of ω0 (at fixed ∆), it is a lower
bound for all q(ω0) on the upper sheet of the fixed point surface, provided that
q(ω0) is monotonically decreasing on the interval of [0, ωsn]. In fact, it is easier to
establish that 0 > ∂ω0/∂q = ∆/D(q2−4q+3−2∆) with D = (q−1)2
√
2∆ − 2q∆ − ∆2;
the latter expression is positive, and q2 − 4q + 3 − 2∆ < 0 whenever 1 > q > qsn.
Thus transverse stability for the nodes on the fixed point surface follows.
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1.5.2 Limit cycle stability
To examine the transverse linear stability of the limit cycle, we calculate the
transverse Floquet exponent by averaging the eigenvalue over the period of
one oscillation:
〈λ⊥〉 = 1 − ∆ − 3〈q0〉 − (〈cosψ0〉 + 〈q0 cosψ0〉) . (1.41)
In order to render this expression definite, we rewrite Eq. (1.25) in terms of the
limit cycle solution (q0, ψ0):
d
dt (ln q0) = 1 − ∆ − q0 + (1 − q0) cosψ0. (1.42)
Periodicity on the limit cycle guarantees 〈 ddt ln q0〉 = 0, and so we have
0 = 1 − ∆ − 〈q0〉 + 〈(1 − q0) cosψ0〉, (1.43)
which we subtract from the averaged eigenvalue to yield
〈λ⊥〉 = −2(〈q0〉 + 〈cosψ0〉). (1.44)
Although we are not able to analytically demonstrate that 〈λ⊥〉 in (1.44) is neg-
ative, we have calculated 〈q0〉 and 〈cosψ0〉 numerically for the limit cycle attrac-
tors of Eqs. (1.18-1.20). This was done for 2500 parameter values corresponding
to a grid in dimensionless parameter space, by sampling 50 evenly spaced val-
ues ω ∈ [0.01, 2.5] and ∆ ∈ [0.01, 2.1]. The simulations were run with N = 1024
oscillators. In all the cases that we tested, we found that 〈λ⊥〉 < 0.
1.6 Numerical Experiments
All of the results described above were obtained using the reduced ODEmodels
derived in Sec. 1.3 B and C, and are therefore subject to the restrictions described
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therein. It is therefore reasonable to ask if these results agree with the dynamics
of the original system given in Eq. (1.1). To check this, a series of direct simu-
lations of Eq. (1.1) using N = 10, 000 oscillators and fourth-order Runge-Kutta
numerical integration were performed.
First, we compared solutions of Eq. (1.1) with those of our reduced system
Eqs. (1.22, 1.23) in the region where we predicted the coexistence of attractors.
For example, we show in Fig. 1.5 a bifurcation diagram computed along the line
4ω0/K = 1.092 that traverses the region ABCD in Fig. 1.2. (Note that here and
for the rest of the paper, we revert to using the original, dimensional form of the
variables.) The vertical lines in Fig. 1.5 indicate the locations of the bifurcations
that were identified using the ODE models. For each point plotted, the simula-
tion was run until the order parameter exhibited its time-asymptotic behavior;
this was then averaged over the subsequent 5000 time steps. Error bars denote
standard deviation. Note in particular the hysteresis, as well as the point with
the large error bar, indicating the predicted limit cycle behavior.
Next, we examined the behavior of Eq. (1.1) at 121 parameter values corre-
sponding to an 11 × 11 regular grid superimposed on Fig. 1.2, ranging from 0.1
to 2.1 at intervals of 0.2 on each axis. (In all cases, K was set to 1, and ∆ and
ω0 were varied.) An additional series was run using a smaller grid (from 0.6 to
1.6 at intervals of 0.1 on each axis), to focus on the vicinity of region ABCD in
Fig. 1.2. Initial conditions were chosen systematically in 13 different ways, as
follows:
1. The oscillator phases were uniformly distributed around the circle, so that
the overall order parameter had magnitude r = 0.
2. The oscillators were all placed in phase at the same randomly chosen angle
23
0.9 1.0 1.1 1.2
0.0
0.2
0.4
0.6
0.8 HC HB SN
K
limit
cycle
4
Figure 1.5: Hysteresis loop as observed when traversing the bistable re-
gions shown in Fig. 1.2 in the directions shown (arrows) along
the line at 4ω0/K = 1.092. The data were obtained from a sim-
ulation of Equation (1.1) with N = 10, 000 and K = 1. Vertical
lines indicate where the reduced ODE models of Section 1.3
predict homoclinic (HC), degenerate Hopf (HB), and saddle-
node (SN) bifurcations. Note that the point marked ‘limit cy-
cle’ has a large error bar, reflecting the oscillations in the order
parameter.
in [0, 2π], so that r = 1.
3. The remaining 11 initial conditions were chosen by regarding the system
as composed of two sub-populations, one for each Lorentzian in the bi-
modal distribution of frequencies, as in [5]. In one of the sub-populations,
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the initial phases of the oscillators were chosen to be randomly spaced
within the angular sector [c + d, c − d], where c was chosen randomly
in [0, 2π] and d was chosen at random such that the sub-order parame-
ter magnitude r1 = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, or 0.9 (all approxi-
mately). The result was that r1 had one of these magnitudes and its phase
was random in [0, 2π]. The same procedure was followed for the other
sub-population, subject to the constraint that r1 , r2. Our idea here was to
deliberately break the symmetry of the system initially, to test whether it
would be attracted back to the symmetric subspace defined by Eq. (1.21).
Figure 1.6: (a) Bifurcation diagram for the Kuramoto system with a
bimodal frequency distribution consisting of two equally
weighted Gaussians. All the features in Fig. 1.2 are present,
but are somewhat distorted. The transcritical (TC) and (de-
generate) Hopf curves (HB) were obtained as described in
the Appendix. The dotted lines represent conjectured saddle-
node, homoclinic, and SNIPER curves. These are based on
the numerically-observed bifurcations shown in (b), which is
a magnification of the central region of (a). The symbols repre-
sent saddle-node (circles), homoclinic (triangles), and SNIPER
(squares) bifurcations.
In all the cases we examined, no discrepancies were found between the sim-
ulations and the predicted behavior. Although these tests were not exhaustive,
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and certainly do not constitute a mathematical proof, they are consistent with
the conjecture that no additional attractors beyond those described in Section III
exist.
We then investigated the generality of our results by replacing the bimodal
Lorentzian natural frequency distribution, Eq. (1.2), with the sum of two Gaus-
sians:
g(ω) = 1
σ
√
2π
(
e
− (ω−ω0)
2
2σ2 + e
− (ω+ω0)
2
2σ2
)
(1.45)
and computing the corresponding bifurcation diagram analogous to Fig. 1.2.
The results are shown in Fig. 1.6. The transcritical (TC) and degenerate Hopf
bifurcation (HB) curves were obtained using the continuous formulation of
Eq. (1.1); see the Appendix for details. In addition, saddle-node, homoclinic,
and SNIPER bifurcations were numerically observed at several parameter val-
ues, and based on these data, we estimated the location of the corresponding
curves (dashed lines). All the features of Fig. 1.2 are preserved, but the curves
are somewhat distorted.
1.7 Discussion
We conclude by relating our work to three previous studies, and then offer sug-
gestions for further research, both theoretical and experimental.
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1.7.1 Kuramoto’s conjectures
In his book on coupled oscillators, Kuramoto [19] speculated about how the
transition from incoherence to mutual synchronization might be modified if the
oscillators’ natural frequencies were bimodally distributed across the popula-
tion. On pp.75–76 of Ref. [19], he wrote “So far, the nucleation has been sup-
posed to be initiated at the center of symmetry of g. This does not seem to
be true, however, when g is concave there.” His reasoning was that for a bi-
modal system, synchrony would be more likely to start at the peaks of g. If
that were true, it would mean that a system with two equal peaks would go
directly from incoherence to having two synchronized clusters of oscillators, or
what we have called the standing wave state, as the coupling K is increased.
The critical coupling at which this transition would occur, he argued, should be
Kc = 2/(πg(ωmax)), analogous to his earlier result for the unimodal case. Accord-
ing to this scenario, the synchronized clusters would be tiny at onset, comprised
only of oscillators with natural frequencies near the peaks of g(ω). Because of
their small size, Kuramoto claimed these clusters “will behave almost indepen-
dently of each other.” With further increases in K, however, the clusters “will
come to behave like a coupled pair of giant oscillators, and for even stronger
coupling they will eventually be entrained to each other to form a single giant
oscillator.” (This is what we have called the partially synchronized state.)
Let us now re-examine Kuramoto’s conjectures in light of our analytical
and numerical results, as summarized in Fig. 1.7(a). For a fair comparison,
we must assume that g is concave at its center frequency ω = 0; for the bi-
modal Lorentzian (Eq. (1.2), this is equivalent to ω0/∆ > 1/
√
3. (Otherwise g
is unimodal and incoherence bifurcates to partial synchronization as K is in-
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creased, consistent with Kuramoto’s classic result as well as the lowest portion
of Fig. 1.7(a).)
So restricting attention from now on to the upper part of Fig.1.7(a) where
ω0/∆ > 1/
√
3, what actually happens as K increases? Was Kuramoto right that
the bifurcation sequence is always incoherence→ standing wave→ partial syn-
chronization?
No. For ω0/∆ between 1/
√
3 and 1 (meaning the distribution is just barely bi-
modal), incoherence bifurcates directly to partial synchronization—the “single
giant oscillator” state—without ever passing through an intermediate standing
wave state. In effect, the system still behaves as if it were unimodal. But there
is one new wrinkle: we now see hysteresis in the transition between incoher-
ence and partial synchronization, as reflected by the lower bistable region in
Fig. 1.7(a).
Is there any part of Fig. 1.7(a) where Kuramoto’s scenario really does occur?
Yes—but it requires that the peaks of g be sufficiently well separated. Specifi-
cally, suppose ω0/∆ > 1.81 . . ., the value at the codimension-2 saddle-node-loop
point where the homoclinic and SNIPER curves meet (i.e., point D in Fig. 1.2).
In this regime everything behaves as Kuramoto predicted.
An additional subtlety occurs in the intermediate regime where the peaks
of g are neither too far apart nor too close together. Suppose that 1 < ω0/∆ <
1.81 . . .. Here the system shows a different form of hysteresis. The bifurcations
occur in the sequence that Kuramoto guessed as K increases, but not on the
return path. Instead, the system skips the standing wave state and dissolves
directly from partial synchronization to incoherence as K is decreased.
28
Finally we note that Kuramoto’s conjectured formula Kc = 2/(πg(ωmax)) is
incorrect, although it becomes asymptotically valid in the limit of widely sep-
arated peaks. Specifically, his prediction is equivalent to Kc = 8∆
1+
√
1+(∆/ω0)2
∼
4∆(1 − 14 (∆/ω0)2), which approaches the correct result Kc = 4∆ as ω0/∆→ ∞.
1.7.2 Crawford’s center manifold analysis
Crawford [10] obtained the first mathematical results for the system studied in
this paper. Using center manifold theory, he calculated the weakly nonlinear be-
havior of the infinite-dimensional system in the neighborhood of the incoherent
state. From this he derived the stability boundary of incoherence. His analysis
also included the effects of white noise in the governing equations.
Figure 1.7(b), reproduced from Fig. 4 in Ref. [10], summarizes Crawford’s
findings. Here D is the noise strength (note: our analysis is limited to D = 0),
ǫ is the width of the Lorentzians (equivalent to ∆ in our notation), and ±ω0 are
the center frequencies of the Lorentzians (as here). The dashed line in Fig. 1.7(b)
shows Crawford’s schematic depiction of the unknown stability boundary be-
tween the standing waves and the partially synchronized state. He suggested
a strategy for calculating this boundary, and highlighted it as an open problem,
writing in the figure caption, “...the precise nature and location of this boundary
have not been determined.” Our results, summarized in Figs. 1.2 and Fig. 1.7(a),
now fill in the parts that were missing from Crawford’s analysis.
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1.7.3 Stochastic model of Bonilla et al.
In a series of papers (see [4] for a review), Bonilla and his colleagues have ex-
plored what happens if one replaces the Lorentzians in the frequency distribu-
tion with δ-functions, and adds white noise to the governing equations. The
resulting system can be viewed as a stochastic counterpart of the model stud-
ied here; in effect, the noise blurs the δ-functions into bell-shaped distributions
analogous to Lorentzians or Guassians. And indeed, the system shows much
of the same phenomenology as seen here: incoherence, partially synchronized
Figure 1.7: Stability diagram. (a) Results from our analysis, showing
the long-term behavior in each region of parameter space.
White: incoherence; dark gray: partial synchronization; light
gray: standing wave (limit cycles); vertical lines: coexistence
of incoherent and partially synchronized states; horizontal lines:
coexistence of partial synchronization and standing waves. (b):
Crawford’s bifurcation diagram in [10]. In our study there is no
noise, and so the diffusion is D = 0. Crawford’s ǫ corresponds
to our ∆. I: Incoherent states, PS: partially synchronized, SW:
standing wave, equivalent to what we describe as two counter-
rotating groups of oscillators. (Reprinted from [10] with per-
mission of Springer Verlag.)
30
states, standing waves, and bistability [4].
However, a complete bifurcation diagram analogous to Fig. 1.2 has not yet
been worked out for this model. The difficulty is that no counterpart of the
ansatz (1.11) has been found; the stochastic problem is governed by a second-
order Fokker-Planck equation, not a first-order continuity equation, and the Ott-
Antonsen ansatz (1.11) no longer works in this case. Perhaps there is some way
to generalize the ansatz appropriately so as to reduce the stochastic model to a
low-dimensional system, but for now this remains an open problem.
1.7.4 Directions for future research
There are several other questions suggested by the work described here.
Validity of reduction method
The most important open problem is to clarify the scope and limits of the Ott-
Antonsen method used in Sec. 1.3.2. Under what conditions is it valid to as-
sume that the infinite-dimensional Kuramoto model can be replaced by the low-
dimensional dynamical system implied by the Ott-Antonsen ansatz? Or to ask
it another way, when do all the attractors of the infinite-dimensional system lie
in the low-dimensional invariant manifold corresponding to this ansatz?
This question has now become particularly pressing, because two counterex-
amples have recently come to light inwhich the Ott-Antonsenmethod [38] gives
an incomplete account of the full system’s dynamics. When the method was
applied to the problem of chimera states for two interacting populations of
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identical phase oscillators, it predicted only stationary and periodic chimeras
[1], whereas subsequent numerical experiments revealed that quasiperiodic
chimeras can also exist and be stable [41]. Likewise, chaotic states are known
to emerge from a wide class of initial conditions for series arrays of identical
overdamped Josephson junctions coupled through a resistive load [12, 47]. Yet
the Ott-Antonsen ansatz cannot account for these chaotic states, because the re-
duced ODE system turns out to be only two dimensional [34, 31].
What makes this all the more puzzling is that the method works so well in
other cases. It seems to give a full inventory of the attractors for the bimodal
Kuramoto model studied here, as well as for the unimodal Kuramoto model in
its original form [18, 19, 38] or with external periodic forcing [38, 40, 9].
So we are left in the unsatisfying position of not knowing when the method
works, or why. In some cases it (apparently) captures all the attractors, while in
other cases it does not. How does one make sense of all this?
A possible clue is that in all the cases where the method has so far been
successful, the individual oscillators were chosen to have randomly distributed
frequencies; whereas in the cases where it failed, the oscillators were identical.
Perhaps the mixing induced by frequency dispersion is somehow relevant here?
A resolution of these issues may come from a new analytical approach.
Pikovsky and Rosenblum [41] and Mirollo, Marvel and Strogatz [34] have in-
dependently shown how to place the Ott-Antonsen ansatz [38] in a more gen-
eral mathematical framework by relating it to the group of Mobius transforma-
tions [34, 11] or, equivalently, to a trigonometric transformation [41] originally
introduced in the study of Josephson arrays [47]. This approach includes the
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Ott-Antonsen ansatz as a special case, but is more powerful in the sense that it
provably captures all the dynamics of the full system, and it works for any N,
not just in the infinite-N limit. The drawback is that the analysis becomes more
complicated. It remains to be seen what conclusions can be drawn—and, per-
haps, what longstanding problems can be solved—when this new approach is
unleashed on the Kuramoto model and its many relatives.
Even in those instances where the Ott-Antonsen ansatz doesn’t account for
all the attractors of the full system, it can still provide useful information, for
instance by giving at least some of the attractors and by easing the calculation
of them. Moreover, the transient evolution from initial conditions off the Ott-
Antonsen invariant manifold can yield interesting phenomena not captured by
the ansatz, as discussed in Appendix C of [40].
Asymmetric bimodal distributions
Now returning to the specific problem of the bimodal Kuramoto model: What
happens if the humps in the bimodal distribution have unequal weights? The
analysis could proceed as in this paper, up to the point where we assumed sym-
metry between the two sub-populations. One would expect new phenomena
such as traveling waves to arise because of the broken symmetry.
Finite-size effects
Wehave focused here exclusively on the infinite-N limit of the Kuramoto model.
What happens when the number of oscillators is reduced? How do finite-size
effects influence the bifurcation diagram? An analysis along the lines of [14, 8]
33
could be fruitful for investigating these questions.
Comparison with experiment
Finally, it would be interesting to test some of these theoretical ideas in real sys-
tems. One promising candidate is the electrochemical oscillator system studied
by Kiss and colleagues [17], in which the frequency distribution can be bimodal
or even multimodal [33].
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APPENDIX
Alternative calculation of the boundary of stability for the
incoherent state
The system in Eq. (1.1), together with the bimodal natural frequency distribu-
tion given in Eq. (1.2), can be expressed using the formulation in [5] as two in-
teracting populations of oscillators. In this case, each population has a separate
Lorenzian frequency distribution of width ∆ and center frequency at ω0 or −ω0,
and the two-by-two matrix describing the relative coupling weights (i.e, Eq. (1)
in [5]) has 1/2 in each entry. By postulating that a small perturbation to the in-
coherent state grows exponentially as est, and setting s = iν for the marginally
stable state, Eq. (9) of Ref. [5] gives the following expression for the critical cou-
pling value K:
K =
2(∆2 − ν2 + ω20) + i(4∆ν)
∆ + iν
. (1.46)
The boundary of stability of the incoherent state is obtained by requiring that
this expression be strictly real. One solution is obtained for ν = 0, resulting in
K = 2(∆2 + ω20)/∆, which is equivalent to(
4∆
K
− 1
)2
+
(4ω20
K
)2
= 1. (1.47)
This is the equation for the semicircle in Figure 1.2, corresponding to a transcrit-
ical bifurcation of the incoherent state. Another solution, obtained by assuming
that ν , 0 in Eq. (1.46) and requiring ω0 ≥ ∆, is K = 4∆. This is the equation for
the half-line in Figure 1.2 corresponding to the degenerate Hopf bifurcation of
the incoherent state.
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If the bimodal natural frequency distribution is given by a sum of Gaussians
of standard deviation σ and centers at ±ω0, then the two-population approach
outlined above leads to the following equation:
K = σ
√
32
π
[
F
(
ω0 − ν√
2σ
)
− F
(−ω0 − ν√
2σ
)]−1
, (1.48)
where
F(z) = i
π
∫ ∞
−∞
e−t
2
z − t dt (1.49)
is known as the Faddeeva function and can be computed numerically [48]. Once
again requiring that K be real, two branches corresponding to ν being equal and
not equal to zero can be obtained. These are the boundaries of stability of the
incoherent state shown in Fig. 1.6.
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CHAPTER 2
BISTABLE CHIMERAE ON A TRIANGULARNETWORK OF
OSCILLATOR POPULATIONS
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2.1 Abstract
We study a triangular network of three populations of coupled phase oscillators
with identical frequencies. The populations interact nonlocally, in the sense that
all oscillators are coupled to one another, but more weakly to those in neighbor-
ing populations than to those in their own population. This triangular network
is the simplest discretization of a continuous ring of oscillators. Yet it displays
an unexpectedly different behavior: in contrast to the lone stable chimera ob-
served in continuous rings of oscillators, we find that this system exhibits two
coexisting stable chimerae. Both chimerae are, as usual, born through a saddle
node bifurcation. As the coupling becomes increasingly local in nature they lose
stability through a Hopf bifurcation, giving rise to breathing chimerae, which in
turn get destroyed through a homoclinic bifurcation. Remarkably, one of the
chimerae reemerges by a reversal of this scenario as we further increase the
locality of the coupling, until it is annihilated through another saddle node bi-
furcation.
2.2 Introduction
While studying a continuum of identical oscillators on a ring with nonlocal
coupling, Kuramoto et al. [20] discovered a remarkable state where the pop-
ulation of oscillators splits into two subpopulations, where one is synchronized
and the other is desynchronized. This state was later dubbed a chimera, allud-
ing to a monster in Greek mythology that consists of incongruous parts. Since
then, several groups have explored the nonlinear dynamics of chimera states
[20, 3, 2, 43, 15, 16, 1, 22, 36]. Their emergence on the ring was first analyzed by
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Abrams and Strogatz [3, 2], who found that chimera states were born through a
saddle node bifurcation, which appears to be the typical scenario for the emer-
gence of chimerae on all network topologies investigated so far. Shima and
Kuramoto [43] showed that chimerae also exist on 2D lattices with free bound-
aries, specifically in the shape of spiral waves: here, the center of the spiral,
characterized by a topological defect, is replaced by a desynchronized core with
finite positive radius.
Recently, a breakthrough in the analysis of these systems has been made
possible by an ansatz discovered by Ott and Antonsen [38]. Abrams et al. [1]
have investigated a system of two interacting populations of phase oscillators;
this system is closely related to ours and we will discuss it later in more detail.
Applying the Ott-Antonsen approach to the case of populations with identical
oscillators, Abrams et al. [1] calculated the saddle node bifurcation for this sys-
tem analytically and showed that the chimera states undergo a further change
of stability and become breathing chimerae via a supercritical Hopf bifurcation.
Their approach was further generalized and put into a formal mathematical
context by two teams independently: Pikovsky and Rosenblum [41] related the
Ott-Antonsen ansatz to a trigonometric transformation, originally introduced
in the study of Josephson arrays [47]; and Marvel et al. [34] showed that the
ansatz is related to the group of Mo¨bius transformations. Both teams found that
the dynamics of each population can be reduced exactly to a flow described by
three variables plus constants of motion.
Other studies have been concerned with showing how chimera states would
occur or behave in real world systems: Omel’chenko et al. [36] show that a
network of globally coupled oscillators, subjected to delayed feedback stimula-
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tion with spatially decaying profile, generically induces chimera states; thereby
they argue that chimera states indeed are a generic feature of coupled oscillator
systems. Sethia et al. [42] also discuss a delay coupled system on a ring and
discover the clustered chimera states. Makovetskiy and Markovetskii [26, 25]
mention they found states similar to chimerae in systems of three level cellular
automata in combination with spiral waves that appear in some lasing systems.
The extension of the system with two nonlocally coupled populations discussed
in [1] to the case of nonidentical oscillators, i.e. with heterogeneous natural fre-
quencies, is discussed by Laing [22]; in the limit of global coupling, this system
is equivalent to Kuramoto’s problemwith a bimodal distribution, and is studied
by Martens et al. [28]. Laing shows that chimerae may both be destabilized and
stabilized as the strength of heterogeneity (the width of the frequency distribu-
tion) of the oscillators is varied. In neuroscience, spatially localized “bumps” of
neural activity are found in networks of spiking neurons; such states have been
proposed as mechanisms for visual orientation tuning and working memory,
and have been related to chimerae by some authors [23, 24].
An important open question is: on which topologies are chimera states pos-
sible? In other terms, can we classify the network structures that allow for
chimerae? Even on one-dimensional domains the situation is unclear. It has
been shown that chimerae may exist on a ring [20] with a continuum of oscilla-
tors, but it is not known whether chimerae can also exist on a finite line segment
or the infinite line. The fact that we see chimerae in connection with spiral wave
solutions on 2D lattices of oscillators [43, 30] is a hint that there indeed might be
chimerae on 1D domains with nonperiodic, chain-like topologies.
Hoping that a lower dimensional approach would shed light on the mech-
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anisms of emerging chimerae, we sought to answer this particular question by
discretizing a one-dimensional domain into populations of identical oscillators.
As in Abrams et al. [1], we assume that oscillators within a given population
are coupled more strongly to each other than they are to those in neighbor-
ing populations, thus defining a spatial structure on the network. The simplest
network that exhibits both chain-like and ring-like topology consists of three
populations (Figure 2.1 (a)). By tuning a new structural parameter, we can con-
tinuously deform a rotationally symmetric (ring-like or “triangular”) network
into a less symmetric, chain-like structure.
While examining the simple case of a purely triangular network (Figure 2.1
(b)) wewere surprised to find the coexistence of two stable chimera attractors. These
attractors have different numbers of desynchronized populations (two in one
case, and one in the other). This finding was unexpected because the ring with
a continuum of oscillators [2, 3], sharing the same topological symmetry (rota-
tional invariance), has only a single stable chimera state, dominated by a large
desynchronized region interrupted by a small synchronized one. In this pa-
per, we report the bistability of chimera attractors on a triangular network, and
show that the resulting bifurcation scenario is a variant of that found for two
populations [1]. This paper is wholly devoted to the triangular topology; in a
companion paper we will discuss the impact of changing topology to a network
with chain-like character [29].
The organization of the article is as follows. We introduce the governing
equations in Section II and summarize the derivation to obtain the reduced set of
equations, as described in [1]. Next we derive the equations implied by special
symmetries allowing for chimera states. These are analyzed in Section III with
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all their possible bifurcation scenarios. Section IV discusses our results in the
context of numerical simulations. Finally, our findings are discussed in Section
V. Additional results on stability of some simple symmetric states for arbitrary
networks are outlined in the Appendix.
2.3 Governing equations
The governing equations are given by
d
dtθ
σ
i = ω +
3∑
σ′=1
Kσσ′
Nσ′
Nσ′∑
j=1
sin (θσ′j − θσi − α), (2.1)
where the phases of the oscillators are defined by θ, i denotes the individual
oscillators belonging to the population with index σ = 1, 2, 3, each of which has
Nσ oscillators, and parameter α changes the way the phases of the oscillators
attract one another.
The coupling kernel Kσσ′ describes the strength between populations σ and
σ′. The coupling strength is assumed to decay with increasing separation be-
tween the populations on the network. Within a population, the oscillators in-
teract with strength Kσσ′ = 1. Neighboring populations couple more weakly,
with strength 1 − A as displayed in Fig. 2.1 (b). We then have
Kσσ′ =

1 1 − A 1 − A
1 − A 1 1 − A
1 − A 1 − A 1

. (2.2)
In the case of A = 0, we retrieve the case of a globally coupled network. Thus
A quantifies how ’far’ we are from global coupling. This network has the same
rotational symmetry as a continuum of oscillators on a ring, studied by [20, 2, 3],
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Figure 2.1: Networks of three populations of oscillators. The gray disks
symbolize the populations of oscillators, populated by individ-
ual oscillators symbolized by black dots. Their bidirectional
coupling is represented by black lines. (a) Chain-like general
case with parameter c. (b) Triangular network structure, corre-
sponding to c = 1. Each population has a self-coupling of unit
strength 1, and is coupled to the neighboring populations with
strength 1 − A.
and generalizes the problem with two populations discussed by Abrams et al.
[1].
2.3.1 Reduction to low-dimensional system
Tomake progress, we consider the limit of infinitely large populations, i.e. Nσ →
∞. This allows us later to reduce the problem to a finite set of equations, using
the ansatz introduced by Ott and Antonsen [38], outlined below. In this limit,
it is natural to describe the dynamics of the system in terms of the oscillator
density distribution f σ(θ), which evolves according to the continuity equation
∂ f σ
∂t
+
∂
∂θ
( f σvσ) = 0. (2.3)
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The velocity of the oscillators is then given by
vσ = ω +
3∑
σ′=1
Kσσ′
∫ 2π
0
sin (θ′ − θ − α) f σ′(θ′, t)dθ′. (2.4)
To keep the notation simple we denote θσ by θ and θσ′ by θ
′. It proves convenient
to define a complex order parameter
zσ(t) =
3∑
σ′=1
Kσσ′
∫ 2π
0
eiθ
′ f (θ′, t)dθ′, (2.5)
which defines a weighted average over all oscillators; we therefore refer to this
as the global order parameter. Following Kuramoto’s footsteps [19, 21, 20], we
rewrite the velocity in terms of the order parameter and find
vσ = ω + Im
e−iθe−iα 3∑
σ′=1
Kσσ′
∫ 2π
0
eiθ
′ f (θ′, t)dθ′

= ω +
1
2i
[
e−iθe−iαzσ(t) − eiθeiαz∗σ(t)
]
. (2.6)
Following Ott and Antonsen [38], we now restrict attention to a special class of
density functions in the form of a Poisson kernel
f σ(θ, t) = 1
2π
1 +
 ∞∑
k=1
(aσ(t)eiθ)k + c.c.

 , (2.7)
where c.c. is the complex conjugate of the expression under the sum. The im-
plications of this special ansatz and its validity will be explained in more detail
in Section 2.6. Substitution of fσ and vσ into the continuity equation (2.3) yields
an exact solution, so long as aσ evolves according to
0 = a˙σ + iωaσ +
1
2
a2σ zσ e
−iα − 1
2
z∗σ e
iα. (2.8)
It remains to express the order parameter in terms of this ansatz. We find
zσ(t) =
3∑
σ′=1
Kσσ′a∗σ′(t). (2.9)
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Finally, we express the amplitude aσ in polar coordinates as
aσ = ρσe
−iφσ .
By division of (2.8) by e−iφσ , we obtain
0 = ρ˙σ − i ˙φσρσ + iωρσ + 12ρ
2
σ
3∑
σ′=1
Kσσ′ρσ′ei(φσ′−φσ−α) − 12
3∑
σ′=1
Kσσ′ρσ′e−i(φσ′−φσ−α),
and by separation of real and imaginary parts we eventually find
ρ˙σ =
1 − ρ2σ
2
3∑
σ′=1
Kσσ′ρσ′ sin (φσ′ − φσ + β),
˙φσ = ω −
1 + ρ2σ
2ρσ
3∑
σ′=1
Kσσ′ρσ′ cos (φσ′ − φσ + β), (2.10)
where we introduce the definition
β = π/2 − α. (2.11)
These equations describe the dynamics of our system in terms of the variables
aσ. Notice that in contrast to zσ, they do not represent averages over all popula-
tions, and therefore, we refer to them as local order parameters. Thus any synchro-
nized population σ of oscillators is characterized by ρσ = 1. (These results are
trivially generalized to the case of a network with arbitrarily many populations
σ = 1, 2, . . . , N.)
In what follows, we will make particular assumptions about the symmetries
of the solutions that we expect to find. Then we will analyze existence, stability
and bifurcations of the states of interest.
2.3.2 Manifold of Symmetric States (SDS and DSD)
To make progress on analyzing the chimera states, we will have to make certain
symmetry assumptions. Recall that populations that are perfectly synchronized
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have ρσ = 1. Desynchronized populations have ρσ < 1, and consist of oscillators
that drift relative to one another and to the synchronized populations. Let S and
D denote synchronized and desynchronized populations, respectively. Then
in a triangular network, we can distinguish only two chimera states, namely
S DS (sync-drift-sync) and DS D (drift-sync-drift); all other permutations of S
and D give equivalent states because of the rotational invariance inherent to the
triangular network.
Another class of solutions (of less interest to us) could be described as S S S .
Here, all oscillators are in sync in a given population but the populations might
have different synchronized phases φi. For a network involving only three pop-
ulations, we may distinguish three such states, i.e. φ1 = φ2 = φ3, φ1 = φ3 , φ2
and the state where all phase angles are different. These solutions are analyzed
in Appendix A. For now, we shall restrict ourselves to chimera states and their
emergence in parameter space.
For the case of a triangle, the S DS state is defined via ρ1 = ρ3 = 1 and ρ ≡
ρ2 < 1, whereas the DS D state has ρ ≡ ρ1 = ρ3 < 1 and ρ2 = 1. The symmetry of
our coupling kernel (2.2) in combination with ρ1 = ρ3 implies that φ1 = φ3 and
hence populations 1 and 3 are phase-locked. We define the phase difference
of the angular order parameter between the synchronized and desynchronized
states by
ψ = φ1 − φ2 = φ3 − φ2. (2.12)
Applying these symmetry assumptions to (2.10) and substituting the coupling
kernel defined in (2.2), we obtain the equations describing the S DS states
ρ˙ =
1 − ρ2
2
[
2(1 − A) sin (ψ + β) + ρ sin β] ,
˙ψ = −(2 − A) cos β − (1 − A)ρ cos (−ψ + β)
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+
1 + ρ2
2ρ
[
2(1 − A) cos (ψ + β) + ρ cos β] , (2.13)
and the DS D states
ρ˙ =
1 − ρ2
2
[(2 − A)ρ sin β + (1 − A) sin (−ψ + β)] ,
˙ψ = −1 + ρ
2
2ρ
[(2 − A)ρ cos β + (1 − A) cos (−ψ + β)]
+ 2(1 − A)ρ cos (ψ + β) + cos β. (2.14)
Note that these equations hold only if we restrict attention to symmetry-
preserving perturbations. The fixed points of (2.13,2.14) correspond to phase-
locked solutions of the original system (at the macroscopic level of the local
order parameters).
By reduction of the full system of oscillators (2.1) to a low dimensional sys-
tem for the local order parameters, we have cast our problem into a two di-
mensional system represented by Eqs. (2.13,2.14). This enables us to study the
problem in the phase plane.
2.4 Analysis
2.4.1 Phase Portraits
Unfortunately, we cannot solve the equations for the S DS and DS D states in
closed form. Before we get deeper into the matter of analyzing these states, let
us get a quick intuition of their behavior by inspecting the phase planes of their
corresponding equations, which will guide us in the subsequent analysis. Their
phase portraits shown in Fig. 2.2 and Fig. 2.5 represent a sweep in parameter
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space with increasing values of A while keeping the value of β = 0.05 constant
(close to pure cosine coupling).
Figure 2.2: Phase portraits for the S DS chimera, with increasing values of
A at constant β. The unit circle displayed in gray. Stable fixed
points are shown as solid (red) and open (green) circles, respec-
tively. Limit cycles are emphasized in red color. The point in
(ρ, ψ) = (1, 0) is a nodal sink. The position of the nodal source
depends on β and moves in clockwise direction with growing
values of β.
Let us first consider the S DS symmetry. For small values of A (close to
global coupling), we only observe a nodal sink and source on the unit circle;
these points correspond to the in-phase S S S solutions (Fig. 2.2(a)). Increasing
A further, a saddle-node pair is born very close to the unit circle. For larger A,
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the node moves closer to the origin, implying that the order of the desynchro-
nized population decreases and the chimera state becomes more pronounced (if
we instead increase the values of β, this critical point starts to move clockwise
while getting closer to the origin). The node has become a stable spiral (Fig.
2.2(b)), and at a critical value of A, it loses stability through a Hopf bifurcation
and a limit cycle is born (Fig. 2.2(c)). The amplitude of the order parameter ρ
of the drifting population starts to oscillate, and is therefore called a breathing
chimera. As we raise the value of A more, the limit cycle gains in amplitude until
it collides with the saddle: the limit cycle is destroyed in a homoclinic bifurca-
tion (Fig. 2.2(d)). The resulting bifurcation diagram is shown in Fig. 2.3. The
saddle-node, Hopf and homoclinic bifurcation curves all intersect in a Takens-
Bogdanov point with codimension two.
For the DS D symmetry, we observe a scenario that is qualitatively similar to
the previous case. However, surprisingly, the whole scenario appears a second
time in the upper part of the parameter plane, but now in reversed order, as
shown in Fig. 2.4. We again sweep parameter space with increasing values of
A while keeping β constant, as shown in Fig. 2.5. For all parameter values, we
find two synchronized S S S solutions on the unit circle: one is a nodal sink in
(ρ, ψ) = (1, 0), but what in the S DS case before was a nodal source, is now a
saddle. Also notice that a new fixed point has appeared in the left half of the
unit circle in the form of a spiral source (Fig. 2.5(a)). This is the second, currently
unstable, DS D chimera seen in the upper half of the bifurcation diagram. As A
increases and the coupling becomes more local, a saddle-node pair is born in the
right half of the unit circle (Fig. 2.5(b)); again, its node then becomes a spiral and
loses stability as the coupling strength becomes more local, and the resulting
limit cycle (Fig. 2.5(c-d)) gets ultimately destroyed in a homoclinic bifurcation
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Figure 2.3: Bifurcation diagram for the S DS chimera. The curves we dis-
play are: the saddle-node curve (blue), the Hopf curve (red),
and the homoclinic curve (black and dashed). Dots mark the
bifurcation points obtained by inspection of the phase plane.
The homoclinc curve (dashed black) is an interpolation based
on these points, whereas all the solid curves were obtained an-
alytically.
(Fig. 2.5(e)). Whereas one chimera has been rendered unstable, we observe that,
above a critical A, a stable limit cycle has formed around the spiral source on
the left half of the circle: the twin of the DS D chimera in its breathing mode has
emerged (Fig. 2.5(e)). From here, the bifurcations happen in reversed order, the
source becomes first a spiral node (Fig. 2.5(f)), i.e. a stable chimera, which is
eventually annihilated in a saddle-node bifurcation. The resulting bifurcation
diagram is seen in Fig. 2.4.
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Figure 2.4: Bifurcation diagram for the DS D chimerae. The curves we
display are: saddle-node curve (blue), Hopf curve (red), ho-
moclinic curve (black and dashed). Dots mark the bifurcation
points obtained by inspection of the phase plane. The homo-
clinc dashed curve is an interpolation based on these points,
whereas all the solid curves are obtained analytically.
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Figure 2.5: Phase portraits for the DS D chimerae, with increasing values
of A at constant β. The unit circle is displayed in gray. Stable
and unstable fixed points are shown as solid (red) and open
(green) circles, respectively. Limit cycles are emphasized in red
color. The point in (ρ, ψ) = (1, 0) is a nodal sink. The position
of the saddle depends on β and moves in clockwise direction
with growing values of β.
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2.4.2 Calculating the Bifurcation Curves
In order to calculate the saddle-node and Hopf curves of the S DS solutions, we
must linearize (2.13) around the appropriate fixed point. This task amounts to
solving the fixed point equations implied by Eqs. (2.13) and (2.14) simultane-
ously with the saddle node condition,
det (J) = 0,
or with the Hopf condition,
tr(J) = 0 and det (J) > 0,
where J denotes the Jacobian of (2.13) or (2.14), respectively. For the S DS sym-
metry, we have
J11 =
1
2
[
(1 − 3ρ2) sin β − 4(1 − A)ρ sin (β + ψ)
]
,
J12 = (1 − A)(1 − ρ2) cos (β + ψ),
J21 =
1
ρ2
[
cos β(ρ3 − (1 − A) cosψ) − sin β sinψ(2ρ2 − 1)(1 − A)
]
,
J22 =
A − 1
ρ
[
(1 + 2ρ2) cosψ sin β + cos β sinψ
]
.
The fixed point condition implied by (2.13) yields the nontrivial solution
ρ = 2(A − 1) csc β sin (β + ψ). (2.15)
Substitution of this expression into the fixed point condition for ψ results in
0 = (A − 2) cos β + 1
2
csc (β + ψ) sinψ
+ (1 − A)2 csc β
[
sin 2β + 2(cot β sin2 ψ + sin 2ψ)
]
. (2.16)
Unfortunately, this equation cannot be solved in closed form for ψ, which in
turn would allow us to express A in terms of β. We settle therefore for a series
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approach in A and ψ, as follows:
ψ =
N∑
k=0
pk βk + O(βN+1) (2.17)
A =
N∑
k=0
ak β
k
+ O(βN+1). (2.18)
We substitute these two expressions into fixed point equation (2.16) and the
saddle node condition, and solve the resulting equations for each power of β.
This leads to the following expression for the saddle node curve:
AS N(β) = 92 β −
63
4
β2 +
195
4
β3 − 2355
16 β
4
+
35283
80 β
5 − 210247
160 β
6
+
872617
224
β7 − 2949379
256 β
8
+
2744116261
80640 β
9
+ O(β10). (2.19)
Using the Hopf condition and proceeding in the same way we also find the
Hopf curve, approximated by
AH(β) = 0.447153 + 1.34639 β2 + 8.34371 β4 + O(β6).
The Takens-Bogdanov point is determined by numerically solving the saddle-
node, Hopf and fixed point conditions simultaneously. It is located at
(β, A)S DS = (0.1974, 0.5092) (2.20)
The bifurcation curves for the DS D chimerae are obtained in an analogous
procedure. Solving the equations expanded in series is now a bit trickier due
to the coexistence of two branches. For brevity, we shall only summarize our
findings. The two saddle node curves are approximated by
AS N,1(β) = 9 β − 72 β2 + 10592 β
3 − 3855 β4 + 1130943
40
β5 − 10392765 β
6
+
854234093
560 β
7 − 78311783
7
β8 +
3309788681161
40320 β
9
+ O(β10),
(2.21)
AS N,2(β) = 1 − β + 316 β
3 − β4 − 6421
120 β
5
+ O(β6). (2.22)
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Unfortunately, the series approach for the lower second branch converges ex-
tremely slowly and doesn’t match all the way to the Takens-Bogdanov point
(even going to this high order doesn’t help!). The hard work to find the series
coefficients was however not all in vain: we find that a Pade´ approximant based
on the above power series does already at order three an excellent job in match-
ing the data points retrieved from the examination of the phase portraits. We
have
AS N,2(β) ≈
9 β + 1521018301403 β
2
+
287446827
6028060 β
3
1 + 2580226301403 β +
90123833
6028060 β
2 + 2002078284521045 β
3
. (2.23)
Finally, the Hopf curves are approximated by
AH,1(β) = 0.593737 + 1.14491 β2 + 4.55308 β4 + O(β6), (2.24)
AH,2(β) = 0.885408 − 1.15074 β2 − 3.96289 β4 + O(β6). (2.25)
The Takens-Bogdanov points are located at
(β, A)DS D,1 = (0.2132, 0.6615) (2.26)
(β, A)DS D,2 = (0.1903, 0.8359). (2.27)
For all symmetries, we found an excellent agreement of our perturbative re-
sults with the bifurcation points obtained from inspection of the phase portraits.
We did not derive an analytical expression for the homoclinic bifurcation curves;
the curves shown in the Figs. 2.3 and 2.4 are based on data points obtained from
inspecting the phase portraits while varying the parameters.
2.5 Numerical Simulations
We have obtained analytical results describing the dynamics of our triangular
network of oscillator populations, using two different reductions: firstly, we re-
55
duced the governing Eqs. (2.1) using the Ott Antonsen method. And secondly,
we have assumed that the system attains certain symmetry states that allow
for chimera states; these symmetries need not be transversely stable to pertur-
bations off the symmetry manifold. Thus, the equations obtained from these
reductions may not necessarily account for the complete dynamics of the gov-
erning equations, and we checked if our analytical results agree with numerical
simulations of the governing equations. We did this with a finite, but what may
be considered a sufficiently large oscillator population.
We used two different methods to generate initial conditions that would
lead to the appearance of chimera states. For either methods, the phases for
the synchronized populations are given by φσ,si = 0, w.l.o.g. Firstly, for the
phases of the desynchronized populations we used an initial condition in the
shape of a bump, specifically, a Gaussian distribution in the shape of φσ,di ∼
exp (−γ(i/Nσ − 1/2)2), where we chose an appropriate decay rate γ. The second
method was designed with the intention to place the system right on the Ott-
Antonsen (OA) manifold. This was accomplished by generating a phase distri-
bution that is consistent with the Poisson kernel (2.7). To achieve this, we solved
the S DS and DS D Eqs. (2.13) and (2.14), respectively, for fixed points (ρ, ψ). This
in turn, enables us to compute the Poisson distribution f σ(θ, t) defined by (2.7),
by using the definition of the order parameter, aσ = ρσe
−iφσ . Because this func-
tion defines the probability with which oscillators populate a certain phase, we
may use its inverse cumulative distribution function to construct from it a set of
phases that is consistent with the OA-manifold. The system should remain close
to the OA-manifold, because of its invariance. Unless mentioned otherwise, we
used this latter method.
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We first confirmed that the unreduced system would exhibit all types of
chimerae predicted by our analysis, and that they would correspond to stable
states, for various points in parameter space. These states were observed with
both Nσ = 20 and Nσ = 200 oscillators per population. The observed behav-
ior is that the system first goes through a tiny transient and reach an attracting
state which was confirmed to be stable even for long computation times. The
transient may be explained by the fact that the system due to its finite size can
only be approximately on to the OA-manifold (or a member of the OA-family,
as explained in the Discussion).
Next we checked if the critical parameter values of saddle node, Hopf and
homoclinic bifurcation in the full system would be in accord with the critical
values obtained from our theory, see Figs. 2.6 (a) and (b). In order to do so, we
held the value of β fixed and continued a solution through 20 increasing values
of A. To initiate the continuation we used an initial condition consistent with
the OA-manifold.
In Fig. 2.6, we show fixed points and oscillation amplitudes of the order
parameter, obtained analytically from (2.13) and (2.14), as dashed curves. Our
simulation results are superposed, and were obtained as follows: First of all, to
remove transient effects from our analysis, we only considered the last 2/5 of
the computed time series. Instead of only detecting the global maximum and
minimum of the series, we detected local maxima, shown as light gray dots,
and minima, shown as dark gray dots. We chose to do this, because it would
allows us to see the traces of new appearing periods, that potentially may occur
in the unreduced, highly dimensional system. However, finite size fluctuations
also cause small oscillations; this is the reason we see some small amount of
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blurring in the data (For similar reasons, maxima and minima on the stable
branch do not coincide.)
Despite these undesired effects, we can clearly demonstrate the onset of the
Hopf and the homoclinic bifurcations in the simulation. Consider first the S DS
chimera, shown in Fig. 2.6 (a). We expect that finite size effects affect the lo-
cations of all the bifurcation points. While we would have to compute at a
higher resolution for the continuation to actually see this happen for the Hopf
bifurcation, it is more apparent for the homoclinic bifurcation: the limit cycle
oscillation brings the system periodically close to the saddle point (as is seen
in the phase plane); therefore, the larger finite size fluctuations are, the more
likely the system is to be kicked off the limit cycle and is instead attracted to
the nearby all-in-phase S S S state on the unit circle. This is seen in Fig. 2.6 (a),
where the limit cycle oscillation disappears at a smaller value of A than it does
for the analytic result (sold curve indicates S S S state). The same behavior is
observed for the DS D chimera in Fig. 2.6 (b), but much more pronounced: the
system snaps to the in-phase state (solid curve) much earlier than expected for
a continuous system of oscillators. Similarly, we can continue the solutions in
reverse direction, and check that the chimera states are annihilated via a saddle
node bifurcation; we don’t show this in the Figure, but it indeed happens near
the predicted value.
Whereas we easily managed to show DS D states in the lower half of the
parameter plane, our attempts to place the system on the second DS D attractor
had little success: for all trials the system would eventually reach the in-phase
state. Increasing the number of populations didn’t seem to remedy the matter,
as one might be led to think from our previous experience; rather, the system
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Figure 2.6: Bifurcation diagram obtained from numerical simulation, for
the states S DS shown in (a) and DS D in (b). Light dots and
dark circles correspond to the local maxima and minima, re-
spectively, that are detected by the algorithm. The dashed
curve represents the analytical result for the continuum case
(N → ∞). The computations were performed with Nσ = 40 os-
cillators per population for a simulation time of T = 100. (The
kink in the lower left branch is an artefact from the limit cycle
reaching into the lefthand side quadrants, as ρ is not measured
relative to the limit cycle center but to the origin.)
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would stay obediently in the DS D state for a little while and then suddenly jump
into the in-phase state. However, it doesn’t seem to be entirely clear whether the
second attractor of the DS D state is inherently unstable, or if it is just very hard
to stay on that manifold due to a combination of factors, given by finite size
effects and the location, small size and special shape of the attractor (see the
phase plane, Fig. 2.5). Specifically, in the case of a breathing state, the limit
cycle is always very close to the invariant field defined by the in-phase state
on the unit circle. In conclusion, it is likely that this second DS D attractor is
unstable to either symmetry breaking perturbations or to perturbations off the
OA-manifold.
2.6 Discussion
In conclusion, we have investigated a triangular network of populations with
identical, sinusoidally coupled oscillators that are nonlocally coupled. As an
approximation of the practical case of large populations, our analysis addresses
the limiting case of populations with infinitely many oscillators per popula-
tion with identical natural frequencies. For this limit, we were able to reduce
the governing equations using the Ott-Antonsen ansatz to a finite set of equa-
tions. By further assuming certain symmetries allowing for chimera states, we
reduced these equations and were able to study the emergence of chimera states
in the phase plane. Saddle node and Hopf bifurcation curves were determined
using perturbative techniques to a high level of accuracy, as well as homoclinic
bifurcation curves by observation of phase portraits. We were able to deter-
mine the stability diagram for the reduced systems, which includes one chimera
where the desynchronized ’zone’ or ’core’ is of narrow width (S DS ), and two
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wide chimerae (DS D). The two DS D chimerae distinguish themselves in that
the phase angle of the order parameter, ψ, remains close to zero (for the first
near global coupling) or close to π (for the second near local coupling for large
A). The S DS and the first DS D chimera are bistable chimera attractors.
The equations (2.13) and(2.14) that we have analyzed were obtained by re-
ducing the governing equations (2.1) in two different steps. Firstly, we reduced
the problem of infinite degrees of freedom to a finite set of ordinary differential
equations (2.10); in other words, we have restricted the dynamics of the system
to the manifold defined by the Poisson kernel (2.7). The question whether or not
this manifold in fact is an attractive, i.e. inertial manifold, is subject of current
research. For the case of non-identical oscillators, i.e. for heterogeneous fre-
quency distributions, a mathematical proof that it is indeed an attracting man-
ifold, is in the process of being verified [39]. Findings from studying a variety
of systems [5, 9, 22, 27] support this claim. The case of identical frequencies,
for which results very recently have been published, is a different matter. Two
teams, Pikovsky and Rosenblum [41], and Marvel et al. [31], have shown inde-
pendently that the dynamics of each population can be reduced exactly to a flow
described by three variables plus constants of motion. Moreover, it appears that
for identical frequencies, instead of a single inertial manifold, there is a whole
one-parameter family of invariant manifolds. In this picture, the OAmanifold is
a member of this family. These manifolds cannot be attracting anymore, and in-
stead they are neutrally stable with regards to perturbations in transverse direc-
tion to themselves (a perturbation like this would result in moving the dynam-
ics into a neighboring manifold). While we are fully aware of these results, they
were unavailable to us at the time this study was done. Secondly, we have re-
stricted the dynamics of the reduced equations (2.10) to the chimera symmetries
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S DS and DS D. These symmetry manifolds need not be stable perturbations in
transverse direction.
We therefore checked in numerical simulations that the chimera states also
appear in the unreduced system (2.1) and that they indeed are subject to true
attractors in this system. We found that the sequence of bifurcation scenarios of
saddle node, Hopf and homoclinic bifurcations indeed is reproduced in the full
system and that - even though we simulated the case with only small popula-
tions - the bifurcations appear close to the predicted critical values. The homo-
clinic bifurcation makes an exception in the sense that it occurs already for small
A; however, we have argued that for large limit cycles, the trajectory would get
kicked off the attractor because of the nearby saddle and finite size fluctuations.
In conclusion, all chimera states, with exception of the second DS D state, have
indeed proved to be true attractors in the unreduced system.
2.6.1 The Case of Heterogeneous Frequency Distributions
A recent study by Laing [22] generalizes the problem of a network with two os-
cillator populations investigated by [1] to the case of heterogeneous frequencies.
Laing showed that for this and various other network topologies, the chimera
state is robust –within limits– to heterogeneity in the intrinsic frequencies of the
oscillators. In particular, he finds that the chimera state remains stable for pop-
ulations with nearly identical oscillators, that is, with a narrow width of the dis-
tribution. The limit of letting the width of frequencies go to zero is well-defined
and one retrieves the equations (2.10). The bifurcation diagrams obtained from
our analysis should thus be the same as the one obtained for the dynamics of
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oscillators with almost identical frequencies.
2.6.2 Aperiodicity and Chaos
In our setting of the problem with identical oscillators, we were able to find
many solutions of the governing equations (2.1) that do not lie on the OA-
manifold. Such states may be related to the quasiperiodic states shown to exist
by Pikovsky et al. [41], and possibly also to chaotic states. The potential onset of
chaos may be understood in the context that the dynamics of each population
can be described by three variables [41, 31].
It is indeed not hard to find other attractors that do not belong to the OA-
manifold. This may be demonstrated by starting the simulation with initial con-
ditions that are off the OA-manifold, such as the Gaussian ’bumps’ mentioned
in Section 2.5, or by addition of noise to these initial conditions. We haven’t
gone much further in these questions, but have noticed irregular behavior in
few of our simulations that may be aperiodic or chaotic. We think it may be
possible to find something like a chaotic chimera state, and that more research
should be done in this direction.
2.6.3 All-in-phase States
We have furthermore looked at two in-phase states that appear in our reduced
equations, and analyzed their stability within the five dimensional equations
given by (2.10) without assuming special symmetries. In the case where all
populations are fully synchronized, i.e. ρσ = 1, the dynamics of the system
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effectively becomes the one governed by three coupled oscillators. This case
has already been studied in the context of three coupled sinusoidal limit cycle
oscillators by Mendelowitz et al. [32] and for relaxation limit cycle oscillators
by Bridge et al. [7], who found that two rotating waves, clockwise and counter-
clockwise rotation, are possible.
2.6.4 Connection to the Ring of Oscillators and the Network
with Two Oscillator Populations
It is important to mention the connection of our study with the work done by
Abrams et al. [1], who studied a similar systemwith only two populations. With
its two in-phase-locked populations, it is unclear whether the S DS or the DS D
state compares best to their - using our terminology - S D chimera. Certainly, it
can be said they both act like a two population system in disguise. In this sense,
the two population system is a degenerate case of our triangular network.
The same authors also studied a continuum of oscillators on a ring [2, 3].
In our terms of oscillator populations, this system would be approximated by
an infinite set of populations that are arranged in a ring structure. For the con-
tinuous ring, only a single chimera is known. Both S DS and DS D chimerae
effectively act like a system made of two populations, but differ from one an-
other, because the ’width’ of drifting populations are different. In the case of
the ring, the width of drifting oscillators is slightly larger than the synchronized
region; from this point of view, the DS D chimera seems to be a closer relative
than S DS .
64
An open question is: how is the behavior of discrete ring-like systems af-
fected as we increase the number of populations until we reach the continuous
case of the ring? One could for instance imagine that more and more chimera
states get added as we increase the number of populations, and that they might
be competing multistable attractors with respect to one another. But what hap-
pens as we take this continuum limit? Do they disappear, collapse or is it the
case that only one of them, specifically, the one discussed in [3], wins the com-
petition, dominates over all others and remains stable? We have confirmed that
the S DS and the first DS D chimera are truly stable attractors in the unreduced
system; it seems we can therefore not obtain any answers to this question from
this study.
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APPENDIX
Stability of Symmetric States
Existence of Symmetric States S S S
The states we consider here are fully synchronized, i.e. ρσ = 1 for all σ = 1, 2, 3.
We have already explained in section II.B that ρ1 = ρ3 also implies φ1 = φ3. In
order to derive a fixed point condition for these states, it is therefore sufficient to
consider the equations that are already specialized to the symmetries S DS and
DS D given by Equations (2.13) and (2.14). Applying the fixed point equation to
either of them yields the condition
0 = (1 − A)(cos β − cos β cosψ + 3 sinψ sin β), (2.28)
which is reduced to these cases:
A = 1, (2.29)
β = 0 with cosψ = 1, sinψ , 0, (2.30)
ψ = 0, (2.31)
cos β =
3 sin β sinψ
cosψ − 1 with cosψ , 1. (2.32)
The first two conditions are the degenerate cases representing the A and β axis.
The third condition corresponds to the fixed point (ρ, ψ) = (1, 0), and the last
to the position of the node that is constrained to move on the unit circle in the
phase portraits, see Figs. 2.2 and 2.5.
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Stability of S S S States
The computation of stability of these points is accomplished by computation of
the Jacobian of the six dimensional system (2.10), with the coordinate system
(ρ1, ρ2, ρ3, φ1, φ2, φ3), using a computer algebra system. Applying our symmetry
assumptions, we find the eigenvalues
λk =

0
− sin β + 2(A − 1) sin (β + ψ)
(A − 2) sin β + (A − 1) sin (β − ψ)
(A − 2) sin β + (A − 1) sin (β − ψ)
(A − 1)(2 sin β + sin (β − ψ))
(A − 1)(3 cosψ sin β + cos β sinψ)

. (2.33)
The first eigenvalue is a manifestation of the rotational invariance of the system
(the system only depends on phase differences and is effectively five dimen-
sional).
We first compute the stability of the trivially symmetric state defined by ψ =
0. This highly degenerate state has the eigenvalues
λk = sin β

0
2A − 3
2A − 3
2A − 3
3(A − 1)
3(A − 1)

. (2.34)
As we only consider parameter values A ∈ (0, 1), this state is linearly stable only
if β ∈ (0, π).
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The less trivial state with ψ , 0 must be considered in combination with the
fixed point condition (2.32). The signs of these eigenvalues were not obtained
analytically but rather by graphing the maximal eigenvalue in the (β, A)-plane.
It turns out that this state has at least one positive eigenvalue except for the
degenerate case where β = 0, π, and is thus always a saddle. This result is con-
sistent with the behavior observed by inspection of the phase portraits of Eqs.
(2.13) and (2.14) (in the case of S DS symmetry, the nontrivially symmetric state
changes stability at β = π, but this holds only within the S DS -symmetry man-
ifold, and has nothing to do with stability in the six (or five, for that matter)
dimensional space.).
It is possible to obtain a similar stability result for the general case of a net-
work with arbitrarily many populations N, for the trivially symmetric point sat-
isfying ρσ = 1 and φ1 = φ2 = ... = φN , using Gershgorin’s circle theorem. In this
general setting, the point also becomes linearly unstable as β > π (provided that
all row sums of the coupling matrix are strictly positive). Unfortunately, no sim-
ilar result was obtained for the remaining N − 2 fixed points that may occur on
the unit-sphere related to the general problem. The calculation is tedious and
not represented here.
68
CHAPTER 3
CHIMERAE IN A NETWORK OF THREE OSCILLATOR POPULATIONS
WITH VARYING NETWORK TOPOLOGY
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3.1 Abstract
We study a network of three populations of coupled phase oscillators with iden-
tical frequencies. The populations interact nonlocally, in the sense that all oscil-
lators are coupled to one another, but more weakly to those in neighboring pop-
ulations than to those in their own population. Using this system as a model
system, we discuss the influence of network topology on the existence of so
called chimera states for the first time. In this context, the network with three
populations represents an interesting case because the populations may either
be connected as a triangle, or as a chain, thereby representing the simplest dis-
crete network of either a ring or a line segment of oscillator populations. We
introduce a special parameter that allows us to study the effect of breaking the
triangular network structure, and to vary the network symmetry continuously
such that it becomes more and more chain-like. By showing that chimera states
only exist for a bounded set of parameter values we demonstrate that their exis-
tence depends strongly on the underlying network structures. We conclude that
chimerae exist on networks with a chain-like character, which indicates that it
might be possible to observe chimerae on a continuous line segment of oscilla-
tors.
3.2 Introduction
While studying a continuum of identical oscillators on a ring with nonlocal cou-
pling, Kuramoto et al. [20] discovered a remarkable state where the population
of oscillators splits into two subpopulations, where one is synchronized and the
other is desynchronized, known as a chimera state. Since then several groups
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have explored the nonlinear dynamics of chimerae [20, 3, 2, 43, 15, 16, 1, 22, 36].
Their emergence on the ring was first analyzed by Abrams and Strogatz [3, 2],
who found that chimera states were born through a saddle node bifurcation.
The state exists in systems of various different network topologies; for instance,
Shima and Kuramoto [43] showed that chimerae also exist on 2D lattices with
free boundaries in the shape of spiral waves. Other authors have been study-
ing its appearance on variations of the Kuramoto model such as systems with
delayed coupling [36, 42].
While various aspects about the emergence of chimerae have been ad-
dressed, the question of how the underlying network structure affects their
existence has not been addressed systematically. We make a first step in this
direction by studying a network of three oscillator populations with nonlocal
coupling. A network with three nodes may either be arranged as a triangle
or as a chain, and therefore represents the simplest case of a discrete network
with ring-like or line-like character, respectively; the network structure will be
determined by the nature of the coupling, as we explain later. The case of the
triangular network has already been discussed in [28] where the authors show
that two stable chimera states can coexist. In this study, we shall introduce a
new parameter that allows us to break the rotational invariance inherent to the
triangle and to vary the network structure continuously such that it becomes
more and more chain-like.
We consider the case of infinitely many oscillators. This case is often consid-
ered a valid approximation, and using a recently developed method by Ott and
Antonsen [38, 39] enables us to reduce this infinitely dimensional problem to a
set of a finite ordinary differential equations, as discussed in [28, 1].
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The article is structured as follows. In Section II we provide the definition of
the system under investigation and explain howwe intend to vary the character
of the network structure by introduction of a special parameter. We then state
the equations resulting from applying the Ott-Antonsen method and consider
special symmetries that allow for chimerae. The analysis of the chimera states
and their bifurcation scenarios follows in Section 3.4, where we analyze how the
chimera states cease to exist as we vary the network structure using the above
mentioned parameter. Section 3.6 summarizes our findings.
3.3 Governing Equations
The governing equations are given by
d
dtθ
σ
i = ω +
3∑
σ′=1
Kσσ′
Nσ′
Nσ′∑
j=1
sin (θσ′j − θσi − α), (3.1)
where the phases of the oscillators are defined by θ; i denotes the individual
oscillators belonging to the population with index σ = 1, 2, 3, each of which has
Nσ oscillators; parameter α changes the character of the phases attraction.
The coupling kernel Kσσ′ describes the strength between populations σ and
σ′. The coupling strength is assumed to decay with increasing separation be-
tween the populations on the network. Within a population, the oscillators in-
teract with strength Kσσ′ = 1. Neighboring populations couple more weakly,
with strength 1 − A or 1 − c A, as displayed in Fig. 3.1. We then have
Kσσ′ =

1 1 − A 1 − c A
1 − A 1 1 − A
1 − c A 1 − A 1

. (3.2)
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Figure 3.1: Resulting network structures by varying parameter c. The gray
disks symbolize populations, inhabited by individual oscilla-
tors symbolized by black dots. Their bidirectional coupling is
represented by black lines. Each population has a self-coupling
of unit strength 1. The population in what becomes the cen-
ter for c , 1 is coupled to the neighboring populations with
strength 1 − A; the populations to the left and right are cou-
pled with strength 1 − cA. The case of a triangular network is
obtained for c = 1; the character of the network has chain-like
character for c > 1.
Thus, in the case of A = 0 we retrieve the case of a globally coupled network.
Therefore, A may be thought of how ’far’ we are away from global coupling.
The introduction of parameter c in (3.2) generalizes our work in [28]: consider-
ing c = 1, we obtain the case of a triangular network with the same rotational
symmetry as a continuum of oscillators on a ring, studied by [20, 3, 2]; for arbi-
trary c, it is a generalization of the problem with two populations discussed by
Abrams et al. [1]. If we let c , 1 we break the rotational symmetry; in particular,
for c > 1, the left and right populations interact less strongly with one another
than they interact with what turns out to be the center population. Hence, pa-
rameter c implements the concept of increasing the distance between the outer
left and right population, while their distance to the center remains constant: the
network attains a chain-like character with c > 1. Our interest lies in positive
coupling only and we therefore impose the constraints
c · A ≤ 1, (3.3)
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A ≤ 1. (3.4)
We have a strong interest in the case of coupling with c > 1 because of its close
relation to line-like structures; but we shall relax this constraint during the sub-
sequent analysis in favor of a deeper understanding of the bifurcation structure.
3.3.1 Reduced Equations and Symmetry Manifolds
In order to analyze the behavior of (3.1), we consider the limit of infinitely large
populations, i.e. Nσ → ∞. In this limit, one may describe the dynamics in
terms of the oscillator density distribution f σ(θ, t); furthermore, a complex order
parameter is introduced, which describes the average of the oscillator phases:
zσ(t) =
3∑
σ′=1
Kσσ′
∫ 2π
0
eiθ
′ f (θ′, t) dθ′. (3.5)
This entity represents the average for each population only rather than the sum
over all of them, and is therefore referred to as a local order parameter. In this
formulation of the problem, we are able reduce the problem to a finite set of
equations, using an ansatz recently developed by Ott and Antonsen [38]. This
method has been described in detail in [1, 28]; we omit the derivation here and
simply state the reduced equations:
ρ˙σ =
1 − ρ2σ
2
3∑
σ′=1
Kσσ′ρσ′ sin (φσ′ − φσ + β),
˙φσ = ω −
1 + ρ2σ
2ρσ
3∑
σ′=1
Kσσ′ρσ′ cos (φσ′ − φσ + β), (3.6)
where
β = π/2 − α, (3.7)
aσ = ρσ e
−iφσ , (3.8)
σ ∈ {1, 2, 3} (3.9)
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and the density f is assumed to have the form
f σ = 1
2π
1 +
 ∞∑
k=1
(aσ(t)eiθ)k + c.c

 . (3.10)
These equations describe the dynamics of the oscillators in terms of two vari-
ables: ρσ is the modulus of the complex order parameter (3.5) describing the
degree of synchronization for each population, whereas φσ is the angular order
parameter representing the average phase of the oscillators in each population.
Before analyzing these equations, we shall focus our attention to specific
symmetry manifolds. Perfectly synchronized populations have ρσ = 1 and
desynchronized populations have ρσ < 1; the latter consists of oscillators that
drift relative to one another and to the synchronized populations. Let S and D
denote synchronized and desynchronized populations, respectively. In the tri-
angular network, due to its rotational invariance, we could only distinguish two
chimera states, namely S DS (sync-drift-sync) and DS D (drift-sync-drift). The
situation is different here, and other chimerae are possible in the case of c , 1:
S DD, S S D and their symmetry-equivalent reflections across the center popula-
tion. These states are however not the focus of this study and are excluded in
our analysis.
The S DS state is defined as ρ1 = ρ3 = 1 and ρ ≡ ρ2 < 1, whereas the DS D state
has ρ ≡ ρ1 = ρ3 < 1 and ρ2 = 1. Because our coupling kernel (3.2) is symmetric,
the symmetry ρ1 = ρ3 also implies φ1 = φ3; hence populations 1 and 3 are phase-
locked (this still holds true for c , 1.). The phase difference of the angular order
parameter between the synchronized and desynchronized states is defined by
ψ = φ1 − φ2 = φ3 − φ2. (3.11)
Applying these symmetry assumptions to (3.6) and substituting the coupling
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kernel defined in (3.2), we obtain the equations describing the S DS states
ρ˙ =
1 − ρ2
2
[
2(1 − A) sin (ψ + β) + ρ sin β] ,
˙ψ = −(2 − cA) cos β − (1 − A)ρ cos (−ψ + β)
+
1 + ρ2
2ρ
[
2(1 − A) cos (ψ + β) + ρ cos β] , (3.12)
and the DS D states
ρ˙ =
1 − ρ2
2
[(2 − cA)ρ sin β + (1 − A) sin (−ψ + β)] ,
˙ψ = −1 + ρ
2
2ρ
[(2 − cA)ρ cos β + (1 − A) cos (−ψ + β)]
+ 2(1 − A)ρ cos (ψ + β) + cos β. (3.13)
Fixed points of (3.12) and (3.13) correspond to phase-locked solutions of the
original system. The reduced equations (3.6) (after transformation into the coro-
tating frame, i.e. φσ → φσ + ωt), and (3.12,3.13) share the property of being
invariant under the following time-reversibility transformations:
(β, t, ψ) → (−β,−t,−ψ), (3.14)
(β, t) → (β + π,−t). (3.15)
Notice that the bifurcation structures that we study in the next section therefore
repeat themselves in the (β, A)-plane accordingly.
In conclusion, we have reduced the governing equations (3.1) to a low di-
mensional system for the local order parameters, and we have cast our problem
into a two dimensional system represented by Eqs. (3.12,3.13). This enables us
to study the problem in the phase plane.
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3.4 Bifurcation Behavior Near the Triangular Structure
We briefly summarize the findings for the triangular case c = 1 made in [28];
then we will study what happens to the bifurcation diagram as we break the
symmetry. The associated bifurcation diagrams are shown in Fig. 3.2; the trian-
gular case is shown in the left column and is compared to the symmetry break-
ing case in the right column. Now consider the case of S DS symmetry. We keep
the parameter β fixed at β = 0.05 and increase the value of A step by step: close
to global coupling, i.e. for small values of A, we only observe the in-phase S S S
solution. For larger A further, a stable chimera is born in a saddle-node bifurca-
tion. One step further, the chimera loses its stability through a Hopf bifurcation
and a limit cycle is born, the state of which corresponds to a so-called breathing
chimera. Increasing A even more, the limit cycle grows and eventually collides
with the saddle and is destroyed in a homoclinic bifurcation. The saddle-node
curve, Hopf and homoclinic bifurcation curves all intersect in the Bogdanov-
Takens (BT) point of codimension two. The case of DS D symmetry exhibits a
similar bifurcation structure: for small A, the same scenario as the one described
for the S DS symmetry appears; but for larger A, the scenario is repeated in the
upper part of the parameter plane in reversed order (with increasing values of
A), as shown in Fig. 3.2. The bifurcation diagrams were obtained by inspection
of phase portraits (points are shown as gray dots in the figure). Later we ob-
tained the saddle node and Hopf curves in analytical form, by solving the fixed
point equations (3.12,3.13) simultaneously with either the saddle node condi-
tion det (J) = 0, or the Hopf condition tr(J) = 0 with det (J) > 0. The resulting
equations may be solved using a series approach with β as a bifurcation param-
eter, as described previously in [28].
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Figure 3.2: Effect of breaking the rotational symmetry on the bifurcation
diagram for the S DS (top) and DS D (below) symmetry. The
triangular case of (c = 1) is shown in the left, and c = 1.1 in
the right row. The curves displayed are: the saddle-node curve
(red), the Hopf curve (blue), and the homoclinic curve (black
and dashed). Dots mark the bifurcation points obtained by in-
spection of the phase plane. The homoclinc curve is an inter-
polation based on these points, whereas the solid curves were
obtained analytically.
We consider now the symmetry breaking case. The same perturbative
method as described above is applicable for the case of c , 1 by letting c as-
sume a desired value before computing the series coefficients. For brevity, we
omit the listing of perturbation results for A = A(β) for c , 1; no new insights
emerge from this method [28] when we study c , 1. For sufficiently small val-
ues of c > 1, the bifurcation behavior is qualitatively similar to the triangular
case. Results for c = 1.1 are shown in Fig. 3.2 in the right column: we ob-
78
serve a similar bifurcation scenario as before for the triangular case; but there
is an important qualitative change: the region where parameter values allow
for S DS chimerae (above) has shrunk in parameter space, whereas the attractor
region of DS D chimerae (below) has grown. Remarkably, it looks as if the ho-
moclinic curves for the DS D chimera coincide now for a range of small β values;
unfortunately, we could not confirm this behavior analytically, as we were un-
able to determine the Melnikov integrals leading to homoclinic conditions. We
consider this phenomenon as inessential for the matter of this study.
Moreover, the Bogdanov-Takens (BT) points have moved to the left and
right, respectively, according to the shrinking or growing parameter regions
of chimerae. We can check this by determining the locus of the BT points for
c = 1.1. We solve the fixed point equations implied by Eqs. (3.12,3.13) together
with the Hopf and saddle node conditions. Solving these equations numerically,
we find the point for the S DS symmetry
(β, A)S DS ≈ (0.0902, 0.5361),
and the points for the DS D symmetry
(β, A)DS D,1 ≈ (0.2467, 0.6466)
(β, A)DS D,2 ≈ (0.2244, 0.8132),
indicated by arrows in Fig. 3.2. Comparing these numbers with our previous
results from [28] confirms our observation.
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3.5 Limits of Existence for Chimerae
We study now more generally what happens to the chimerae as we vary the
values of c. Bifurcation diagrams for both chimera types were obtained by nu-
merical continuation for a range of c values, displayed in Fig. 3.3. We have
noted above that the attracting region for the S DS chimerae shrinks and the
region for DS D chimerae grows when c > 1; conversely, as we consider the
case c < 1, the opposite holds true. Just as before, the chimerae cease to exist
completely at the point where the BT point touches the β-axis: this is where the
saddle node, Hopf and homoclinic curves collapse.
We calculate the critical c values where this happens. The β-axis represents a
singular limit and simply substituting β = 0 into the relevant equations defining
the BT points, mentioned in the section before, leads nowhere; however wemay
obtain ccrit by using a perturbative approach. We use β as a perturbation param-
eter and consider the limit β → 0. Inspecting the phase portrait of (3.12) we find
that the S DS chimera is located near ψ = 0; therefore, the correct perturbation
ansatz has to be
ψ = ψ1 β + O(β2). (3.16)
Solving the resulting equations at first order of β, we find that the critical point
for the S DS symmetry is located at
ccrit =
1
12
(
15 −
√
33 + 2
√
6
√
33 − 30
)
≈ 1.12356,
Acrit = 1 −
√
2
32
(√
33 − 1
)3/2 ≈ 0.54327,
ρcrit =
√ √
33 − 1
8
≈ 0.770111. (3.17)
By the same token, for the DS D chimera associated with small values of A (lower
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Figure 3.3: Bifurcation diagram for the S DS chimera (above) and the two
DS D chimerae (below) in the (β, A)-plane for a range of c val-
ues. Saddle node (red) and Hopf curves (blue) are shown. The
curves related to the S DS chimera collapse onto the β-axis at
c ≈ 1.123; conversely, the two DS D curves collapse on the axis
at c ≈ 0.6778 and c = 2/3, respectively. It is seen that the
Bogdanov-Takens point (black dots) of the upper DS D chimera
follows the associated saddle node curve as we vary c.
DS D chimera), we have
ccrit =
(
4774 − 350
√
57 +
(
473
√
7 −53
√
399
) √
(1 +
√
57
)
/3976 ≈ 0.677869,
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Acrit = 1 +
√
1 +
√
57
(
11
√
399 − 151
√
7
)
/1988 ≈ 0.735569,
ρcrit =
1
2
√
1
7
(
1 +
√
57
)
≈ 0.552586. (3.18)
Looking at Fig. 3.3, we notice that the saddle node curves coincide for all
values of c; hence the associated set of BT points must also be located on this
curve. Following the motion of the BT point as c decreases, we suspect that c
becomes critical exactly when the BT point has reached A = 1. This looks like
a limit of a higher order singularity than previously; indeed it is much harder
to see in phase portraits at which angle ψ the BT point detaches from the β-axis.
The correct perturbation ansatz turns out to be
ψ =
π
2
+ ψ1 β + O(β2). (3.19)
Solving again to first order in β results in
ccrit =
2
3
,
Acrit = 1,
ρcrit =
√
1
2
. (3.20)
We conclude that S DS chimerae exist for parameter values c ≤ 1.12356, and
DS D chimera for c ≥ 0.677869 and for c ≥ 2/3, respectively (we shall see below
that these limits for the existence of stable chimerae hold if β > 0).
Another interesting phenomenon is observed in Fig. 3.3: the saddle node
curves of the S DS chimera pass through the origin (β, A) = (0, 0) only if c < 1,
but detach from the origin as soon as c > 1. The analogous behavior is seen
for the DS D chimera, however for the converse case where c < 1. Thus having
passed c = 1 and approaching ccrit implies the shrinking of the chimera attractor
regions not only in the direction of the β-axis, but also along the direction of the
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A-axis. To shed more light on this behavior, we calculate the locus of the saddle
node transition A = A(c) for β → 0. These curves are this time simply obtainable
by letting β = 0 while solving the saddle node condition together with the fixed
point conditions. For S DS , we have:
A =
3
16c3
(
12c2 − 9 ±
√
3
√
(3 − 2c)3(1 + 2c)
)
, (3.21)
A = 0, (3.22)
and for DS D, we obtain the equations
27(A − 2)(A − 1)2A = Ac
[
−54 + 18A(6 + c) + A3c
(
18 + c2
)
− 2A2(27 + c(18 + c))
]
, (3.23)
A = 1. (3.24)
The resulting curves are shown in Fig. 3.4 (a) and (b). Recall that we are only
interested in regions representing positive coupling, and regions where the cou-
pling decays with increasing distance on the network graph. The second and
forth quadrants in the (c, A)-plane represent regions where the coupling has a
non-decaying character because of its entry with (1 − cA) > 1 in (3.2), and has
therefore no line-like character. The entire lower half-plane has the same prob-
lem, but now due to the coupling kernel entry (1 − A). In the quadrant that is
left, we have to respect the constraints A ≤ 1 and 1 ≤ c · A; they are indicated by
dotted lines. All these regions that are not of interest to us are shaded gray. The
curves defined by (3.21)-(3.24) reach into these forbidden areas and are related
to interesting dynamics; its nature is beyond the scope of this study and would
require a more in-depth analysis.
Special points of interest are labeled in the diagrams: A is where the sad-
dle node curve detaches from the β-axis, as shown in Fig. 3.3; the various B’s
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represent the critical points where the BT points, together with their stable and
breathing chimera regimes, collide with the β-axis, for S DS and DS D symme-
tries; C denotes the point where the ’upper’ DS D chimera boundary (3.24) in-
tersects with the 1 = c · A boundary; and finally, D denotes the analogous inter-
section with the A = 1 boundary.
Figure 3.4: Boundaries for the occurrence of saddle node transitions in
the (c, A)-plane (i.e. saddle node curves at β = 0), shown for the
S DS symmetry (a) and DS D symmetry in (b). The gray dot-
ted lines delineate the boundaries below which the coupling
strength is positive. The black dots indicate points of special
interest: A: A = (1, 0) is where the saddle node curves detach
from the origin (β, A)-plane. B: are the points for which the BT
points collide with the β-axis leading to the annihilation of the
chimera state; B ≈ (1.123, 0.543), B1 ≈ (0.677, 0.735) and B2 =
(2/3, 1). C: intersection with boundaries of positive coupling;
CS DS = ((27+
√
27)/26, 26(27+ √27)) and CDS D = (1, 1). D: inter-
section of the saddle-node boundary with 1 = A; D = (3/2, 1).
The region where stable chimera only exist for β < 0 is shaded
green.
Note that these curves do not delineate whole regions of stability: they rep-
resent the boundary of lowest possible A values where a saddle-node condition
may occur (which by definition happens at least for the case of β = 0.). In other
terms, chimerae that have been created through a saddle-node transition may
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lose their stability through a Hopf and get destroyed in a homoclinic bifurcation
for larger values of A. Areas where chimerae do not exist at all and regions with
stable chimerae are labeled in Fig. 3.4.
The following applies for both S DS and DS D chimerae, but to keep things
simple, let us only consider the case of the S DS symmetry. We have seen that
below the curves defined by OA and AB chimerae do not exist; and that suffi-
ciently close above these curves, there are stable chimerae. Now at point B, the
BT point collides with the β-axis, and we expect not to see any chimerae beyond
this point. But for c > ccrit, crossing the curve defined by BD we observe the cre-
ation of a saddle and a source with ρ < 1, corresponding to an unstable chimera.
However, virtue to the symmetry in (3.14), (β, ψ, t) → (−β,−ψ,−t), a related sta-
ble node must exist for negative β. Hence, the green shaded region has chimerae
that are stable for β < 0. If we extend our study to include β < 0, stable S DS
chimerae in fact do also exist for c > ccrit, as well as two stable DS D chimera
beyond their corresponding ccrit-values. We point out that however no Hopf or
homoclinic bifurcations occur in the region beyond the critical point: these ap-
pear to be completely annihilated in point B where the BT points collide with
the β-axis.
Similarly, the symmetry defined in (3.14) also affects the bifurcation struc-
tures (as displayed in Fig. 3.2) for the case before crossing ccrit: they are re-
flected across the β-axis, subject to the changes of stability, such that stable, but
no breathing chimerae exist there too for β < 0.
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3.6 Conclusion
We have investigated the problem of three nonlocally coupled oscillator popu-
lations, generalizingwork done on networks with triangular symmetry [28]. We
determined the limits (3.17), (3.18) and (3.20) for which stable chimera persist as
the rotational invariance, inherent to the triangle, is broken. We found that these
limits are valid for β > 0, but that stable chimera may exist otherwise beyond
the critical c values. Thus chimera do indeed exist on chain-like topologies. It
is therefore likely that chimerae may also exist for a continuum of oscillators on
a line segment. Indeed, other studies of ours, not presented here, support this
argument: we were able to find chimera states for such domains using a nu-
merical iteration scheme based on Kuramoto’s self-consistency equation as it is
described in [20, 21]. In those simulations we used a kernel where the strength
of coupling attenuates exponentially with distance.
By introducing parameter c, we were able to study the behavior of oscilla-
tor populations as we change the quality of the nonlocal coupling kernel (3.2);
these changes are unrelated to the quality changes induced by parameter A,
which controls how close we are to global coupling (or local coupling, for that
matter). Conversely, parameter c controls the distance in between the ’left’ and
’right’ populations, and we may distinguish the different qualities it tunes into
as visualized in Fig. 3.1: (i) for very small c, the left and right populations are
very close, and see the center as a ’satellite’ population. In this limit, there is
only a S DS chimera. One could argue that it - though recall that its symmetry
is broken - corresponds in our terminology to the S D chimera observed in two
oscillator populations, reported in [1]; (ii) for c = 1, we retrieve the triangular
case with rotational invariance; (iii) for c > 1 the network acts like a chain and
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(iv) for very large c, the outer populations will almost only sense each other’s
motions indirectly via their coupling to the center population, as long as 1 ≥ cA,
i.e. the coupling stays positive.
Note that the case c , 1 may indeed be looked at as a discretization of a
line, even though we need c to be relatively close to 1 to observe stable chimera
states. For instance, consider the case of a line-segment subject to a coupling
kernel with exponential decay, as mentioned above; then we may tune the char-
acteristic length scale of the kernel to match a desired value of c.
For future research, we suggest to investigate the continuum of oscillators
on a line segment in more detail.
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