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Meinolf Geck
Abstract. The traditional construction of Chevalley groups relies on the choice
of certain signs for a Chevalley basis of the underlying Lie algebra g. Recently,
Lusztig simplified this construction for groups of adjoint type by using the
“canonical basis” of the adjoint representation of g; in particular, no choices
of signs are required. The purpose of this note is to extend this to Chevalley
groups which are not necessarily of adjoint type, using Jantzen’s explicit models
of the minuscule highest weight representations of g.
1. Introduction
Let g be a finite-dimensional semisimple Lie algebra over C. Chevalley [3] found
a uniform procedure by which one can associate with any field K a corresponding
group GK of “type g”. If K is algebraically closed, then GK is a semisimple alge-
braic group of adjoint type with root system equal to that of g; if K is finite, then
this construction led to some new families of finite simple groups. A detailed expo-
sition can be found in the book by Carter [2]. The subsequent work of Chevalley
[4] leads to an extension of the theory by which one also obtains groups which are
not necessarily of adjoint type; this, and much more, is contained in Steinberg’s
lecture notes [18]. As a typical example, if g = sln(C), then Chevalley’s original
construction yields the group GK = PGLn(K). In order to obtain SLn(K) and all
intermediate cases between SLn(K) and PGLn(K), one has to work in the setting
of [18] which requires a bit more Lie theory, most notably the basics about highest
weight theory and Kostant’s Z-form of the universal enveloping algebra of g. More
recently, Lusztig [14] used the theory of “canonical bases” (in the sense of [13]) to
give a uniform procedure which even yields reductive algebraic groups of any type.
For various applications, it is useful to be able to write down explicit matrix
representations for g and GK ; such applications include, for example:
• The computation of nilpotent orbits and unipotent classes (especially in
bad characteristic), see Holt–Spaltenstein [9] and further references there.
• The determination of composition multiplicities in Weyl modules for finite
Chevalley groups, see Lu¨beck [12] and further references there.
• Algorithmic questions in the “matrix group recognition project”, see Co-
hen et al. [5], Magaard–Wilson [16] and further references there.
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Now, in principle, explicit models for g and GK can be written down using [2],
[18], but these are not entirely canonical as they involve the choice of certain signs
in a Chevalley basis of g. Very recently, Lusztig [15] remarked that Chevalley’s
original construction of GK can be simplified using the “canonical basis” of the
adjoint representation of g, in which the action of the Chevalley generators of g is
given by explicit and remarkably simple formulae.
In this note we show that there is an analogous simplification of the construction
of groups GK which are not necessarily of adjoint type. The starting point is
Jantzen’s description [11] of a minuscule highest weight representation of g, which
we recall in Section 2. This description involves an explicit basis on which the
Chevalley generators of g act again by remarkably simple formulae. I wish to thank
George Lusztig for pointing out to me that this basis is actually the “canonical
basis” of the module in the sense of [13]; see Proposition 2.9. We will not use
this result as such but, of course, it provides a background explanation for why
the various constructions work so smoothly. In order to proceed, we then rely
on the well-known fact that the simple reflections of the Weyl group of g are
induced by certain Lie algebra automorphisms. In Section 3, we show that these
automorphisms take a particularly simple form in our setting. Finally, in Sections 4
and 5, we discuss the construction of the corresponding Chevalley groups.
The construction here actually turns out to be simpler in many ways than that
of groups of adjoint type. It is “canonical” in the sense that it does not involve
any choices of signs; furthermore, it does not rely at all on the use of Kostant’s Z-
form. The resulting matrix representations of GK are completely explicit and can
be easily implemented on a computer. As in [7], we have made a certain attempt
to keep the whole argument as elementary and self-contained as possible.
2. Minuscule weight modules
We recall some basic facts about root systems; see, e.g., Carter [2, Chap. 2],
Humphreys [10, Chap. III]. Let E be a finite-dimensional vector space over Q
and ( , ) : E × E → Q be a symmetric bilinear form such that (e, e) > 0 for all
0 6= e ∈ E. For each 0 6= e ∈ E, we denote e∨ := 2
(e,e)
e ∈ E and define the
corresponding reflection we : E → E by we(v) = v − (v, e
∨)e for all v ∈ E. Let
Φ ⊆ E be a reduced crystallographic root system. Thus, Φ is a finite subset of
E \ {0} such that E = 〈Φ〉Q; furthermore, the following hold for all α, β ∈ Φ:
• if β 6= ±α, then α, β are linearly independent in E;
• we have (β, α∨) ∈ Z and wα(β) ∈ Φ.
We assume throughout that Φ is irreducible. Let Π = {αi | i ∈ I} be a set of
simple roots in Φ, where I is a finite index set. Then Π is a basis of E and every
α ∈ Φ is a linear combination of Π where either all coefficients are in Z>0 or all
coefficients are in Z60; correspondingly, we have a partition Φ = Φ
+ ∪ Φ− where
Φ+ are the positive roots and Φ− = −Φ+ are the negative roots. The matrix
A = (aij)i,j∈I where aij := (αj, α
∨
i ),
is called the Cartan matrix of Φ with respect to Π. We have
aii = 2 and aij ∈ {0,−1,−2,−3} for i 6= j.
Furthermore, it is known that A is independent of the choice of Π, up to simul-
taneous permutation of the rows and columns. Let W := 〈wα | α ∈ Φ〉 ⊆ GL(E)
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be the Weyl group of Φ. Let S = {si | i ∈ I} where si = wαi for i ∈ I. Then
(W,S) is a Coxeter system and Φ = {w(αi) | i ∈ I, w ∈ W}. We note the following
compatibility property.
Remark 2.1. We have w(e∨) = (w(e))∨ for all w ∈ W and e ∈ E. Conse-
quently, we have (w−1(e′), e∨) = (e′, (w(e))∨) for all w ∈ W and e, e′ ∈ E.
(This immediately follows from that the fact that (w(e), w(e)) = (e, e).)
We recall some notions concerning “weights”; see, e.g., Humphreys [10, §13].
By definition, the weight lattice is the Z-lattice Λ ⊆ E spanned by the basis
{̟i | i ∈ I} of E which is dual to the basis {α
∨
i | i ∈ I}. Then Φ ⊆ Λ and
w(Λ) ⊆ Λ for all w ∈ W ; we have si(̟j) = ̟j − δijαi for all i, j ∈ I.
A weight λ ∈ Λ is called dominant if (λ, α∨i ) > 0 for all i ∈ I. Each W -orbit
on Λ contains exactly one dominant weight. Now let 0 6= λ ∈ Λ be dominant.
Then λ is called minuscule if (λ, α∨) ∈ {0,±1} for all α ∈ Φ. We then also have
(w(λ), α∨) ∈ {0,±1} for all w ∈ W and α ∈ Φ. Furthermore, λ = ̟i for some
i ∈ I. The possibilities for the various types of Φ are listed in Table 1; note
that there are no minuscule dominant weights for W of type G2, F4, E8. (For all
this, see [1, VIII, §7, no. 3] and [10, Exc. 13.13]; Humphreys uses the terminology
“non-zero minimal dominant weight” instead of “minuscule dominant weight”.)
Table 1. Minuscule weights (marked by “◦”)
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1
t
3
t
4
t2
t
5
❡
6
E7 t
1
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3
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4
t2
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❡
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❡
1
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2
t
3
♣ ♣ ♣ t
n−1
t
n
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n>1
❡
1
❡
2
❡
3
♣ ♣ ♣ ❡
n−1
❡
n
Dn
n>3
❡2
❡1
❅
❅
 
 
t
3
t
4
♣ ♣ ♣ t
n−1
❡
n
Definition 2.2 (Jantzen [11, 5A.1]). Assume that Ψ ⊆ Λ is a non-empty
union of W -orbits of minuscule weights. (In particular, Ψ is finite and the Dynkin
diagram of Φ is one of the graphs in Table 1.) Let M be a C-vector space with
basis {zµ | µ ∈ Ψ}. We define linear maps
ei : M →M, fi : M →M, hi : M →M (i ∈ I)
by the following formulae, where µ ∈ Ψ:
ei(zµ) :=
{
zµ+αi if (µ, α
∨
i ) = −1,
0 otherwise,
fi(zµ) :=
{
zµ−αi if (µ, α
∨
i ) = 1,
0 otherwise,
hi(zµ) := (µ, α
∨
i )zµ.
These maps are well-defined: if (µ, α∨i ) = −1, then µ + αi = si(µ) ∈ Ψ; similarly,
if (µ, α∨i ) = 1, then µ − αi = si(µ) ∈ Ψ. (Note that Jantzen actually deals with
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the quantum group case, which gives rise to a number of technical complications
which are not present in our setting here.)
Remark 2.3. As in [10, §10.1], we have a partial order on E defined by e  e′
if e = e′ or e′ − e is a sum of positive roots. Let us choose an enumeration
Ψ = {µ1, . . . , µd} such that i 6 j whenever µj  µi. Then the above formulae
show that each ei is represented by a strictly upper triangular matrix and each fi is
represented by a strictly lower triangular matrix. In particular, ei, fi are nilpotent
linear maps; in fact, one immediately checks that e2i = f
2
i = 0 for i ∈ I. Also note
that, clearly, each hi is represented by a diagonal matrx.
Lemma 2.4. Let Ψ ⊆ Λ be as in Definition 2.2. Then Φ ⊆ ZΨ. More precisely,
for each i ∈ I, there exists some µ ∈ Ψ such that (µ, α∨i ) 6= 0. (In particular, we
have hi 6= 0.) Then si(µ) = µ± αi ∈ Ψ and so ±αi = si(µ)− µ ∈ ZΨ.
Proof. Let i0 ∈ I be such that ̟i0 ∈ Ψ is minuscule. If i = i0, then
(̟i0, α
∨
i ) = 1 and so the assertion is clear. Now assume that i 6= i0. We claim that
there exists some w ∈ W such that (w(̟i0), α
∨
i ) 6= 0. Indeed, we can find a path in
the Dynkin diagram of Φ connecting i0 and i. Let i1, . . . , ik ∈ I (k > 0) be such that
i0, i1, . . . , ik, i label the nodes along this path. Then si0(̟i0) = ̟i0 − αi0; further-
more, si1(̟i0) = ̟i0 and so si1si0(̟i0) = ̟i0 − si1(αi0) = ̟i0 − αi0 − c1αi1 where
c1 6= 0 since i0, i1 are joined by an edge in the graph. Next, since i0, i2 are not joined
by an edge, we have si2(αi1) = αi1 and so si2si1si0(̟i0) = −̟i0−αi0−c1αi1−c2αi2
where c2 6= 0 since i1, i2 are joined by an edge. Continuing in this way we find that
sik · · · si1si0(̟i0) = −̟i0 −αi0 − c1αi1 − . . .− ckαik with cj 6= 0 for 1 6 j 6 k. But
then (sik · · · si1si0(̟i0), α
∨
i ) 6= 0 since αi is joined to αik by an edge but not joined
to any αi0 , . . . , αik−1 . (Note that the Dynkin diagram of Φ is a tree.) 
We now consider the Lie algebra gl(M), with the usual Lie bracket.
Lemma 2.5 (Cf. [11, 5A.1]). The elements {hi | i ∈ I} are linearly independent
in gl(M) and commute with each other. Furthermore, we have the relations:
(a) [hj , ei] = (αj, α
∨
i )ei and [hj , fi] = −(αj , α
∨
i )fi for all i, j ∈ I.
(b) [ei, fi] = hi for all i ∈ I and [ei, fj] = 0 for all i 6= j in I.
(c) We have ad(ei)
1−aij (ej) = ad(fi)
1−aij (fj) = 0 for all i 6= j in I.
Proof. Since each hi is represented by a diagonal matrix, it is clear that
[hi, hj ] = 0 for all i, j. Assume that we have a relation
∑
j∈I xjhj = 0 where
xj ∈ C. Then we obtain
0 =
∑
j∈I
xjhj(zµ) =
(∑
j∈I
xj(µ, α
∨
j )
)
zµ for all µ ∈ Ψ.
By Lemma 2.4, Φ ⊆ ZΨ and so E = 〈Ψ〉R. This forces xj = 0 for all j ∈ I.
(a) Let µ ∈ Ψ. If (µ, α∨i ) = −1, then ei(zµ) = zµ+αi and so [hj, ei](zµ) =
hj(zµ+αi) − (µ, α
∨
j )zµ+αi = (αi, α
∨
j )ei(zµ), as required. If (µ, α
∨
i ) 6= −1, then both
[hj , ei](zµ) and (αi, α
∨
j )ei(zµ) are equal to 0. Thus, [hj , ei] = (αj, α
∨
i )ei. The
argument for proving [hj, fi] = −(αj , α
∨
i )fi is analogous.
(b) Let i ∈ I and µ ∈ Ψ. If (µ, α∨i ) = −1, then fi(zµ) = 0 and so [ei, fi](zµ) =
−fiei(zµ) = −fi(zµ+αi) = −zµ, since (µ+αi, α
∨
i ) = 1. On the other hand, hi(zµ) =
(µ, α∨i )zµ = −zµ, as required. If (µ, α
∨
i ) = 1, the argument is analogous. If
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(µ, α∨i ) = 0, then both [ei, fi](zµ) and (µ, α
∨
i )hi(zµ) are 0. Thus, [ei, fi] = hi. Now
let j ∈ I, i 6= j. We must show that eifj(zµ) = fjei(zµ). We have
fjei(zµ) =
{
zµ+αi−αj if (µ, α
∨
i ) = −1 and (µ+ αi, α
∨
j ) = 1,
0 otherwise;
eifj(zµ) =
{
zµ+αi−αj if (µ, α
∨
j ) = 1 and (µ− αj, α
∨
i ) = −1,
0 otherwise.
So we only need to show that the conditions on the right hand side are equivalent.
Assume first that (µ, α∨i ) = −1 and (µ + αi, α
∨
j ) = 1. Since i 6= j, we have
(αi, α
∨
j ) 6 0 and so (µ, α
∨
j ) = 1 − (αi, α
∨
j ) > 1. Hence, we must have (µ, α
∨
j ) = 1
and (αi, α
∨
j ) = 0. This then also yields that (µ − αj, α
∨
i ) = −1, as required. The
reverse implication is proved similarly.
(c) First we show that ad(ei)
1−aij (ej) = 0 for i 6= j. Let µ ∈ Ψ. We have
eiej(zµ) =
{
zµ+αi+αj if (µ, α
∨
j ) = −1 and (µ+ αj , α
∨
i ) = −1,
0 otherwise;
ejei(zµ) =
{
zµ+αi+αj if (µ, α
∨
i ) = −1 and (µ+ αi, α
∨
j ) = −1,
0 otherwise.
Now (µ + αj , α
∨
i ) = (µ, α
∨
i ) + aij and (µ + αi, α
∨
j ) = (µ, α
∨
j ) + aji. If aij =
aji = 0, then eiej(zµ) = ejei(zµ) for all µ ∈ Ψ and so ad(ei)(ej) = [ei, ej] = 0,
as required. Now assume that aij < 0. We have ad(ei)
2(ej) = [ei, [ei, ej ]] =
e2i ej − 2eiejei + eje
2
i = −2eiejei since e
2
i = 0; see Remark 2.3. If eiejei = 0, then
ad(ei)
2(ej) = 0, as required. Finally, assume that eiejei(zµ) 6= 0 for some µ ∈ Ψ.
Then (µ, α∨i ) = (µ+αi, α
∨
j ) = (µ+αi+αj, α
∨
i ) = −1, which implies that aij = −2.
But then ad(ei)
1−aij (ej) = ad(ei)
3(ej) = −2[ei, eiejei] = 0.
The argument for the relation ad(fi)
1−aij (fj) = 0 is completely analogous. 
Let g ⊆ gl(M) be the Lie subalgebra generated by the maps ei, fi (i ∈ I). Let
h := 〈hi | i ∈ I〉C; by Lemma 2.5, this is an abelian Lie subalgebra of g. Let
h∗ = Hom(h,C). For µ ∈ Λ, we define µ˙ ∈ h∗ by µ˙(hj) := (µ, α
∨
j ) for all j ∈ I.
For any λ ∈ h∗, we define as usual gλ := {x ∈ g | [h, x] = λ(h)x for all h ∈ h}. If
λ = µ˙, we also write gµ instead of gµ˙; thus, ei ∈ gαi and fi ∈ g−αi for i ∈ I.
Proposition 2.6. Recall that we fixed a set Ψ ⊆ Λ as in Definition 2.2.
Then, with the above notation, h ⊆ g is a Cartan subalgebra and g is simple with
corresponding root system Φ˙ := {α˙ | α ∈ Φ}. In particular, we have a direct sum
decomposition g = h⊕
⊕
α∈Φ gα where dim gα = 1 for α ∈ Φ.
Proof. Since the relations in Lemma 2.5 hold, Serre’s Theorem [10, §18.3]
shows that ei, fi, hi define a representation of a semisimple Lie algebra g˜ with
root system isomorphic to Φ. Since Φ is irreducible, g˜ is simple and so that
representation must be injective. Hence, we obtain an isomorphism g˜ ∼= g under
which the Cartan subalgebra of g˜ is mapped onto h. — Alternatively, one could
also argue as in [7, §4]: We have Ψ = Ψ1 ∪ . . . ∪ Ψr where the Ψi are the W -
orbits on Ψ. Then M = M1 ⊕ . . . ⊕ Mr where M = 〈zµ | µ ∈ Ψi〉C, hence
g ⊆ sl(M1)⊕ . . .⊕ sl(Mr). Then one shows that each Mi is a simple g-module and
uses a general semisimplicity criterion for g; see [10, §19.1].
The statements about the direct sum decomposition of g are classical facts
about semisimple Lie algebras; see, e.g., [10, §8.4]. 
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Remark 2.7. The map µ 7→ µ˙ (µ ∈ Λ) defines a linear isomorphism E
∼
→ h∗.
Via this isomorphism, we now identify E with h∗. Thus, W ⊆ GL(h∗) where
si(µ˙) = µ˙− (µ, α
∨
i )α˙i for all i ∈ I and µ ∈ Λ.
For w ∈ W , let w∗ : h→ h be the transposed map, that is, we have λ ◦w∗ = w ◦ λ
for all λ ∈ h∗. Let i ∈ I. Then a straightforward computation shows that
µ˙(s∗i (hj)) = (si(µ˙))(hj) = µ˙(hj − (αi, α
∨
j )hi) for µ ∈ Λ, j ∈ I.
Thus, the map s∗i : h→ h is given by hj 7→ hj − (αi, α
∨
j )hi (j ∈ I).
Remark 2.8. Assume that Ψ is a single W -orbit of a minuscule weight ̟j,
where j ∈ I is one of the nodes marked “◦” in Table 1. Then we have ei(z̟j) = 0
and hi(z̟j ) = (̟j, α
∨
i )z̟j = δijz̟j for all i ∈ I. Thus, z̟j ∈ M is a primitive
vector, with corresponding weight ˙̟ j ∈ h
∗. Hence, M is a highest weight module
with highest weight ˙̟ j. (See [10, Chap. VI] for these notions.)
Proposition 2.9 (G. Lusztig). Let Ψ be as in Remark 2.8. Then {zµ | µ ∈ Ψ}
is the canonical basis of M in the sense of [13, §14.4].
Proof. Let µ ∈ Ψ and write µ = w(̟j) where w ∈ W . We choose a reduced
expression w = si1 · · · sik where k > 0 and i1, . . . , ik ∈ I. Let
θw(̟j) := f
a1
i1
· · · fakik (z̟j) ∈M
where a1 := (si2 · · · sik(̟j), α
∨
i1
), a2 := (si3 · · · sik(̟j), α
∨
i2
), . . ., ak := (̟j, α
∨
ik
), as
in [13, §28.1]; note that a1, . . . , ak ∈ Z>0 and θw(̟j) only depends on w,̟j. Now
a simple induction on k shows that θw(̟j) = zw(̟j) = zµ. Hence, the fact that zµ
belongs to the canonical basis of M is a very special case of [13, Prop. 28.1.4]. 
3. Weyl group action
We keep the setting of the previous section. Our first aim is to “lift” the induced
action of a generator si ∈ W on the Cartan subalgebra h ⊆ g (see Remark 2.7) to a
suitable automorphism of g. This is well-known in the general theory of semisimple
Lie algebras; see, e.g., [1, Chap. VIII, §2, Lemme 1]. We show that in our setting,
these automorphisms take a particularly simple form.
Let i ∈ I. By Remark 2.3, we have e2i = 0 and so idM + tei ∈ GL(M) for any
t ∈ C. Similarly, f 2i = 0 and so idM + tfi ∈ GL(M) for any t ∈ C. We set
ni(t) := (idM + tei)(idM − t
−1fi)(idM + tei) ∈ GL(M) where 0 6= t ∈ C.
Let x ∈ g. Then an easy computation shows that [ei, [ei, x]] = −2eixei and
(idM + tei)x(idM + tei)
−1 = x+ t[ei, x] +
1
2
t2[ei, [ei, x]] ∈ g.
Now note that conjugation with any element of GL(M) defines a Lie algebra auto-
morphism of gl(M). The above formula shows that conjugation with idM + tei ∈
GL(M) restricts to a Lie algebra automorphism of g. A similar statement holds
for conjugation with idM + tfi and, hence, also for ni(t); thus, ni(t)gni(t)
−1 ⊆ g.
Lemma 3.1. Let i ∈ I and 0 6= t ∈ C. Then ni(t)
−1 = ni(−t) and
ni(t)(zµ) =


zµ if (µ, α
∨
i ) = 0,
−t−1zµ−αi if (µ, α
∨
i ) = 1,
tzµ+αi if (µ, α
∨
i ) = −1.
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Setting ni := ni(1), we have ni(zµ) = ±zsi(µ) and n
2
i (zµ) = (−1)
(µ,α∨i )zµ. Note that
ni is represented by a monomial matrix with non-zero entries equal to ±1.
Proof. The formula for ni(t)
−1 is clear; just recall that e2i = f
2
i = 0. Now let
µ ∈ Ψ. A straightforward computation yields that
ni(t)(zµ) = zµ + 2tei(zµ)− t
−1fi(zµ)− eifi(zµ)− fiei(zµ)− teifiei(zµ).
If (µ, α∨i ) = 0, then this immediately shows that ni(t)(zµ) = zµ. Now assume
that (µ, α∨i ) = 1. Then ei(zµ) = 0 and fi(zµ) = zµ−αi , hence the above expression
simplifies to ni(t)(zµ) = zµ − t
−1zµ−αi − ei(zµ−αi). We have (µ − αi, α
∨
i ) = −1
and so ei(zµ−αi) = zµ. This yields ni(t)(zµ) = −t
−1zµ−αi , as claimed. Finally,
assume that (µ, α∨i ) = −1. Then fi(zµ) = 0 and ei(zµ) = zµ+αi , hence the above
expression simplifies to ni(t)(zµ) = zµ + 2tzµ+αi − fi(zµ+αi) − teifi(zµ+αi). Now
(µ+ αi, α
∨
i ) = 1 and so fi(zµ+αi) = zµ. This yields ni(t)(zµ) = tzµ+αi , as claimed.
The formula for n2i is an immediate consequence. 
The following result about braid relations can be found in [18, Lemma 56
(p. 149)], as a consequence of the main structural properties of Chevalley groups
(e.g., the BN -pair axioms). Here, we can prove it directly based on the explicit
formulae in Lemma 3.1 (see also [14, 2.4] and [17, Prop. 9.3.2]). In our setting,
the braid relations will then be a useful tool in the discussion in Section 4.
Proposition 3.2. The elements ni (i ∈ I) satisfy the braid relations: let
i, j ∈ I, i 6= j, and m > 2 be the order of sisj ∈ W . Then
ninjni · · · = njninj · · · (with m factors on both sides).
Proof. Since the Dynkin diagram of Φ is as in Table 1, we have m ∈ {2, 3, 4}.
Let us first assume thatm = 2. Then aij = (αj, α
∨
i ) = 0 and so [ei, ej] = [fi, fj] = 0
by Lemma 2.5(c). Since we also have [ei, fj] = [fi, ej ] = 0 by Lemma 2.5(b), the
defining formula for ni, nj immediately shows that ninj = njni, as required.
Now assume that m ∈ {3, 4}. If m = 3, then aij = aji = −1; if m = 4, then
{aij , aji} = {−1,−2} and we choose the notation such that aji = −1. Hence, in
both cases, aji = −1 and so
(∗) si(α
∨
j ) = α
∨
j − (α
∨
j , α
∨
i )αi = α
∨
j − ajiα
∨
i = α
∨
i + α
∨
j .
Now let W ′ = 〈si, sj〉 ⊆ W ; then W
′ is a dihedral group of order 6 or 8. Since
Ψ is a union of W -orbits on Λ, we can decompose Ψ as a union of W ′-orbits.
Correspondingly, we have M =
⊕
O
MO where O runs over the W
′-orbits on Ψ
and MO := 〈zµ | µ ∈ O〉C. By the formulae in Lemma 3.1, it is clear that
ni(MO) ⊆ MO and nj(MO) ⊆ MO , so it is enough to prove the desired identity
upon restriction to MO , for any O . Now let us fix such a W
′-orbit O ⊆ Ψ. If
µ ∈ O is such that (µ, α∨i ) = (µ, α
∨
j ) = 0, then O = {µ}, ni(zµ) = nj(zµ) = zµ and
so the desired identity is clear on MO . So we can now assume that (µ, α
∨
i ) 6= 0 or
(µ, α∨j ) 6= 0, for all µ ∈ O . We claim that there is some µ ∈ O such that
(∗′) ε := (µ, α∨i ) = ±1 and (µ, α
∨
j ) = 0 (and still aji = (αi, α
∨
j ) = −1).
This is seen as follows. Assume that ν ∈ O is such that (ν, α∨j ) 6= 0. If we also
have (ν, α∨i ) 6= 0, then (si(ν), α
∨
j ) = (ν, si(α
∨
j )) = (ν, α
∨
j )+(ν, α
∨
i ), using (∗). Since
the left hand side is in {0,±1}, the two terms (ν, α∨i ) and (ν, α
∨
j ) can not be equal.
Since they both are ±1, we conclude that (µ, α∨j ) = 0 for µ := si(ν) ∈ O . On the
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other hand, assume that (ν, α∨i ) = 0. If m = 3, then we can simply exchange the
roles of ni and nj ; if m = 4, then (sj(ν), α
∨
i ) = (ν, α
∨
i ) + 2(ν, α
∨
j ) = 2(ν, α
∨
j ) = ±2,
a contradiction. Thus, (∗′) is proved.
Now, if m = 3, then O = {µ, si(µ), sjsi(µ)}. Using (∗
′) and the formulae
in Lemma 3.1, it is straightforward to determine the action of ni, nj on MO ; the
matrices with respect to the basis {zµ, zsi(µ), zsjsi(µ)} of MO are given by
ni :

 0 ε 0−ε 0 0
0 0 1

 , nj :

 1 0 00 0 ε
0 −ε 0

 .
(Note that, in addition to (∗), we have sj(α
∨
i ) = α
∨
i −aijα
∨
j = α
∨
i +α
∨
j in this case.)
Then it is a matter of a simple matrix multiplication to check that ninjni = njninj
on MO . Similarly, if m = 4, then O = {µ, si(µ), sjsi(µ), sisjsi(µ)} and we find the
following matrices for the action of ni, nj on MO :
ni :


0 ε 0 0
−ε 0 0 0
0 0 0 ε
0 0 −ε 0

 , nj :


1 0 0 0
0 0 ε 0
0 −ε 0 0
0 0 0 1

 .
(Note that, in addition to (∗), sj(α
∨
i ) = α
∨
i − aijα
∨
j = α
∨
i + 2α
∨
j in this case.)
Again, by a simple verification, one checks that ninjninj = njninjni on MO . 
Lemma 3.3. (a) We have n−1i hjni = s
∗
i (hj) for all i, j ∈ I.
(b) We have nigαn
−1
i = gsi(α) for all i ∈ I and α ∈ Φ.
Proof. (a) By Lemma 3.1, we have for µ ∈ Ψ:
hjni(zµ) =


(µ, α∨j )zµ if (µ, α
∨
i ) = 0,
−(µ− αi, α
∨
j )zµ−αi if (µ, α
∨
i ) = 1,
(µ+ αi, α
∨
j )zµ+αi if (µ, α
∨
i ) = −1.
If (µ, α∨i ) = 0, then n
−1
i (zµ) = zµ. If (µ, α
∨
i ) = 1, then (µ − αi, α
∨
i ) = −1 and so
n−1i (zµ−αi) = −zµ. If (µ, α
∨
i ) = −1, then (µ+ αi, α
∨
i ) = 1 and so n
−1
i (zµ+αi) = zµ.
Hence, we obtain n−1i hjni(zµ) = (si(µ), α
∨
j )zµ = hj(zµ) − (αi, α
∨
j )hi(zµ) and so
n−1i hjni = hj − (αi, α
∨
j )hi = s
∗
i (hj); see Remark 2.7.
(b) Let x ∈ gα; then [hj , x] = α˙(hj)x for all j ∈ I. Then, using (a), we obtain
[hj , nixn
−1
i ] = ni[s
∗
i (hj), x]n
−1
i = α˙(s
∗
i (hj))nixn
−1
i = (si(α˙))(hj)nixn
−1
i .
Since nign
−1
i ⊆ g, we conclude that nixn
−1
i ∈ gsi(α˙) = gsi(α). 
Let k > 0 and i, i1 . . . , ik ∈ I. Let α := si1 · · · sik(αi) ∈ Φ. Then Lemma 3.3
and a simple induction on k show that
ni1 . . . nikein
−1
ik
· · ·n−1i1 ∈ gα.
If we denote this element by eα, then the formula in Definition 2.2 translates to
eα(zµ) =
{
±zµ+α if (µ, α
∨) = −1,
0 otherwise.
(Indeed, using Lemma 3.1, we obtain n−1ik · · ·n
−1
i1
(zµ) = ±zsik ···si1 (µ) = ±zw−1(µ).
Now note that (µ, α∨) = (µ, (w(αi))
∨) = (µ, w(α∨i )) = (w
−1, α∨i ); see Remark 2.1.
Hence, if (µ, α∨) 6= −1, then (w−1(µ), α∨i ) 6= −1 and so ei(zw−1(µ)) = 0, which
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implies that eα(zµ) = 0. On the other hand, if (µ, α
∨) = −1, then (w−1(µ), α∨i ) =
−1 and so ei(zw−1(µ)) = zw−1(µ)+αi , which implies that
eα(zµ) = ±ni1 · · ·nik(zw−1(µ)+αi) = ±zsi1 ···sikw−1(µ)+si1 ···sik (αi) = ±zµ+α,
as required.) We note that, in each row and in each column of eα, there is at most
one non-zero entry (which then is ±1). Since dim gα = 1, we conclude that eα is
well-defined up to a sign, that is, if l > 0 and j, j1, . . . , jl ∈ I are also such that
α = sj1 · · · sjl(αj), then ni1 . . . nikein
−1
ik
· · ·n−1i1 = ±nj1 . . . njlejn
−1
jl
· · ·n−1j1 .
Definition 3.4. Let us choose, for each α ∈ Φ, a sequence i, i1, . . . , ik ∈ I as
above such that α = si1 · · · sik(αi) ∈ Φ, and set
eα := ni1 . . . nikein
−1
ik
· · ·n−1i1 ∈ gα.
(As discussed, eα is well-defined up to a sign; in order to fix these signs, one could
use the “canonical” Chevalley bases in [7, §5].) Since e2i = 0 and eα is conjugate
to ei, we have e
2
α = 0. Also note that eα = ±ej , e−α = ±fj if α = αj with j ∈ I.
The rather explicit form of the elements eα allows us to determine some rela-
tions among them, at least up to a sign. The following result will be useful in the
proof of Chevalley’s commutator relations in Section 4.
Proposition 3.5. Let α, β ∈ Φ, β 6= ±α. Then the following hold.
(a) If α+ β 6∈ Φ, then [eα, eβ] = eβeαeβ = 0.
(b) If α + β ∈ Φ, then [eα, eβ] = c eα+β where c ∈ {±1,±2}; we have c = ±2
if and only if α− β ∈ Φ.
(c) If α + β ∈ Φ and 2α + β 6∈ Φ, then the pairwise products of eα, [eα, eβ]
and eβeαeβ are all zero; furthermore, there is a sign c
′ = ±1 such that
eβeαeβ =
{
c′eα+2β if α + 2β ∈ Φ,
0 otherwise.
Proof. Recall from the general theory of Lie algebras that, for any µ, ν ∈
h∗, we have [gµ, gµ] ⊆ gµ+ν . As in the proof of Lemma 2.5, a straightforward
computation shows the following relations (where one uses that e2α = e
2
β = 0):
(†) [eα, [eα, eβ]] = −2eαeβeα and [eβ , [eβ, eα]] = −2eβeαeβ.
Thus, eαeβeα ∈ g2α+β if 2α+ β ∈ Φ, and eαeβeα = 0 if 2α+ β 6∈ Φ; an analogous
statement holds for eβeαeβ .
(a) If α + β 6∈ Φ, then [gα, gβ] = {0} and so [eα, eβ] = 0, eβeαeβ = 0 (see (†)).
(b) If α+β ∈ Φ, then [gα, gβ] = gα+β (see [10, §8.4]) and so [eα, eβ] = ceα+β for
some 0 6= c ∈ C. Now, we have seen that eα, eβ, eα+β are represented by matrices
with all entries in {0,±1}, with at most one non-zero entry in each row and each
column. This certainly implies that [eα, eβ] = eαeβ − eβeα is represented by a
matrix with all entries in {0,±1,±2}, hence c ∈ {±1,±2}; furthermore, c = ±2
precisely when some entry of [eα, eβ] equals ±2. The latter condition can only
happen if there is some µ ∈ Ψ such that eαeβ(zµ) = −eαeβ(zµ) 6= 0. Assume that
this is the case. Now, we have
eαeβ(zµ) =
{
±zµ+α+β if (µ, β
∨) = −1 and (µ+ β, α∨) = −1,
0 otherwise;
eβeα(zµ) =
{
±zµ+α+β if (µ, α
∨) = −1 and (µ+ α, β∨) = −1,
0 otherwise.
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Hence, in particular, we must have (µ, β∨) = −1 and (µ + α, β∨) = −1, which
implies that (α, β) = 0. Conversely, assume that (α, β) = 0. Let µ ∈ Ψ be such
that eα+β(zµ) 6= 0. Then (µ, (α+β)
∨) = −1. Now (α+β, α+β) = (α, α)+ (β, β).
Since there are only two possible root lengths in Φ, we deduce that (α, α) = (β, β)
and (α+β)∨ = 1
2
(α∨+β∨). Since (µ, α∨) and (µ, β∨) are in {0,±1}, we must have
(µ, α∨) = (µ, β∨) = −1. Hence, eαeβ(zµ) = ±zµ+α+β and eβeα(zµ) = ±zµ+α+β .
Since [eα, eβ](zµ) 6= 0, we conclude that [eα, eβ](zµ) = ±2zµ+α+β and so c = ±2.
Thus, we have shown that c = ±2 if and only if (α, β) = 0. Finally, since α+β ∈ Φ,
the latter condition is equivalent to the condition that α− β ∈ Φ; see [10, p. 45].
(c) We have eαeβeα = 0 since 2α + β 6∈ Φ (see (†)). This immediately implies
the statement about the pairwise products of eα, [eα, eβ] and eβeαeβ. Indeed,
we have eα[eα, eβ] = eα(eαeβ − eβeα) = −eαeβeα = 0; similarly, [eα, eβ]eα = 0.
Furthermore, the products of eβeαeβ with eα and with [eα, eβ] will be zero, since
these products always involve one of the terms e2β = 0 or eαeβeα = 0.
Finally, we have eβeαeβ = 0 if α + 2β 6∈ Φ. On the other hand, if α+ 2β ∈ Φ,
then [gβ , [gβ, gα]] = [gβ, gα+β] = gα+2β (see [10, §8.4]) and so eβeαeβ = c
′eα+2β for
some 0 6= c′ ∈ C. Again, since eα, eβ, eα+2β are represented by matrices with all
entries in {0,±1}, with at most one non-zero entry in each row and each column,
the same is true for the product eβeαeβ and so c
′ = ±1. 
4. Chevalley groups via minuscule weights
Let Ψ ⊆ Λ be as in Definition 2.2 and consider the corresponding Lie algebra
g ⊆ gl(M). We will now pass from C to an arbitrary commutative ring R with 1.
Let M¯ be a free R-module with a basis {z¯µ | µ ∈ Ψ}. We define R-linear maps
e¯i : M¯ → M¯ and f¯i : M¯ → M¯ by analogous formulae as in Definition 2.2; again,
we have e¯2i = f¯
2
i = 0 for all i ∈ I. For any t ∈ R we set
xi(t) := idM¯ + te¯i and yi(t) := idM¯ + tf¯i.
Note that xi(t + t
′) = xi(t)xi(t
′) and yi(t + t
′) = yi(t)yi(t
′) for all t, t′ ∈ R (since
e¯2i = f¯
2
i = 0). Furthermore, xi(0) = yi(0) = idM¯ . Hence, xi(t) and yi(t) are
invertible where xi(t)
−1 = xi(−t) and yi(t)
−1 = yi(−t). So we obtain a group
G = GR(Ψ) := 〈xi(t), yi(t) | i ∈ I, t ∈ R〉 ⊆ GL(M¯),
which we call the Chevalley group of type Ψ over R. Our first aim is to exhibit
subgroups in G which form the ingredients of a split BN -pair (as in [2, Chap. 8]).
For i ∈ I and t ∈ R×, we set n¯i(t) := xi(t)yi(−t
−1)xi(t) ∈ G. By the same
computations as in the proof of Lemma 3.1, we find that
n¯i(t)(z¯µ) =


z¯µ if (µ, α
∨
i ) = 0,
−t−1z¯µ−αi if (µ, α
∨
i ) = 1,
tz¯µ+αi if (µ, α
∨
i ) = −1.
In particular, each n¯i(t) is represented by a monomial matrix; furthermore, setting
n¯i := n¯i(1), we have n¯
2
i (z¯µ) = (−1)
(µ,α∨i )z¯µ and n¯
4
i = idM¯ .
Remark 4.1. (a) Let MZ := 〈zµ | µ ∈ Ψ〉Z ⊆ M . By the formulae in Defini-
tion 2.2 it is obvious that ei(MZ) ⊆MZ and fi(MZ) ⊆MZ for all i. Hence we also
have ni = (idM + ei)(idM − fi)(idM + ei) ∈ GL(MZ). Consequently, the elements
eα (α ∈ Φ) in Definition 3.4 satisfy eα(MZ) ⊆MZ. Now, we can naturally identify
M¯ = R⊗Z MZ. Then e¯i, f¯i, n¯i are the maps induced by ei, fi, ni.
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(b) Let α ∈ Φ and e¯α : M¯ → M¯ be the map induced by eα; then e¯
2
α = 0 and
e¯α(z¯µ) =
{
±z¯µ+α if (µ, α
∨) = −1,
0 otherwise.
We define xα(t) := idM¯ + te¯α for t ∈ R. Then xα(t) ∈ GL(M¯) where xα(t)
−1 =
xα(−t) for all t ∈ R; furthermore, xα(t+ t
′) = xα(t)xα(t
′) for all t, t′ ∈ R. We have
xα(t) ∈ G since eα is obtained by conjugating a suitable ei by a product of various
nj and, hence, an analogous statement is true for e¯α as well. Since ei = ±eαi and
fi = ±e−αi for all i ∈ I (see Definition 3.4), we have
G = GR(Ψ) = 〈xα(t) | α ∈ Φ, t ∈ R〉.
We can now define subgroups of G as follows:
U+ := 〈xα(t) | α ∈ Φ
+, t ∈ R〉 and U− := 〈xα(t) | α ∈ Φ
−, t ∈ R〉.
(Note that these do not depend on the choice of the elements eα in Definition 3.4.)
Now let us choose an enumeration of the elements of Ψ as in Remark 2.3. Then
e¯α will be represented by a strictly upper triangular matrix if α ∈ Φ
+, and by a
strictly lower triangular matrix if α ∈ Φ−. Consequently,
U+ consists of upper triangular matrices with 1 on the diagonal,
U− consists of lower triangular matrices with 1 on the diagonal.
We can now establish Chevalley’s commutator relations [3] in our setting.
Proposition 4.2. Let α, β ∈ Φ+, β 6= ±α, and t, u ∈ R. Then xα(t)xβ(u) =
xβ(u)xα(t) if α+β 6∈ Φ. Now assume that α+β ∈ Φ and let c ∈ {±1,±2} be such
that [eα, eβ] = c eα+β, as in Proposition 3.5. Then the following hold.
(a) If 2α+ β 6∈ Φ and α+ 2β 6∈ Φ, then xβ(−u)xα(t)xβ(u) = xα(t)xα+β(ctu).
(b) If 2α+ β 6∈ Φ and α + 2β ∈ Φ, then
xβ(−u)xα(t)xβ(u) = xα(t)xα+β(ctu)xα+2β(−c
′tu2)
where the factors on the right hand side commute with each other and c′ =
±1 is determined by the relation eβeαeβ = c
′eα+2β (as in Proposition 3.5).
(c) If 2α+ β ∈ Φ, then α+ 2β 6∈ Φ and
xβ(−u)xα(t)xβ(u) = xα(t)xα+β(ctu)x2α+β(c
′′t2u),
where c′′ = ±1 is determined by the relation eαeβeα = c
′′e2α+β.
Proof. (Cf. [2, §5.2].) First note that the relations in Proposition 3.5 also hold
when we replace each eγ : M →M (for γ ∈ Φ) by the corresponding e¯γ : M¯ → M¯ .
Now, we have xα(t) = idM¯ + te¯α, xβ(±u) = idM¯ ± ue¯β and so
xβ(−u)xα(t)xβ(u) = (idM¯ − ue¯β)(idM¯ + te¯α + ue¯β + tue¯αe¯β)
= idM¯ + te¯α + ue¯β + tue¯αe¯β − ue¯β − tue¯βe¯α − u
2e¯2β − tu
2e¯βe¯αe¯β
= idM¯ + te¯α + tu[e¯α, e¯β]− tu
2e¯βe¯αe¯β.
If α + β 6∈ Φ, then [e¯α, e¯β] = e¯βe¯αe¯β = 0 by Proposition 3.5(a). Consequently,
we have xβ(−u)xα(t)xβ(u) = xα(t) in this case, as required. Now assume that
α + β ∈ Φ and let c ∈ {±1,±2} be such that [e¯α, e¯β] = c e¯α+β. Since the diagram
of our root system is as in Table 1, one easily sees that either 2α+ β or α+ 2β is
a root, but not both. This leads to the three cases (a), (b), (c).
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Now, if 2α + β 6∈ Φ, then we obtain using Proposition 3.5(c):
xβ(−u)xα(t)xβ(u) = (idM¯ + te¯α)(idM¯ + tu[e¯α, e¯β])(idM¯ − tu
2e¯βe¯αe¯β)
= (idM¯ + te¯α)(idM¯ + ctue¯α+β)(idM¯ − tu
2e¯βe¯αe¯β)
= xα(t)xα+β(ctu)(idM¯ − tu
2e¯β e¯αe¯β);
here, e¯βe¯αe¯α = 0 if α + 2β 6∈ Φ, and e¯βe¯αe¯α = c
′e¯α+2β where c
′ = ±1, otherwise.
This yields the formulae in (a) and (b). On the other hand, if 2α + β ∈ Φ, then
α+2β 6∈ Φ and so the previous argument (exchanging the roles of α, β) yields that
xα(−t)xβ(u)xα(t) = xβ(u)xα+β(−ctu)x2α+β(−c
′′t2u),
where c′′ = ±1 satisfies eαeβeα = c
′′e2α+β . First multiplying this identity on the
left by xβ(−u), then taking the inverse of both sides and finally multiplying on the
left by xα(t) yields the desired formula for xβ(−u)xα(t)xβ(u) in (c). 
Corollary 4.3. For α ∈ Φ let Xα := {xα(t) | t ∈ R} ⊆ G.
(a) We have U+ =
∏
α∈Φ+ Xα where the product is taken in some fixed order.
(b) Let i ∈ I. Then U+i := 〈Xα | αi 6= α ∈ Φ
+〉 ⊆ U is a normal subgroup
and U = Xαi.U
+
i ; furthermore, n¯iXαi n¯
−1
i = X−αi and n¯iU
+
i n¯
−1
i = U
+
i .
Proof. The commutator relations imply (a) and the first two statements in
(b), by a purely group-theoretical argument; cf. [2, §5.3]. Now, n¯ie¯αn¯
−1
i = ±e¯si(α)
for all α ∈ Φ (by the discussion following Lemma 3.3). Hence, n¯iXαn¯
−1
i = Xsi(α)
and n¯iXαin¯
−1
i = X−αi. Finally, it is well-known that si(α) ∈ Φ
+ for all α ∈ Φ+
such that α 6= αi; see [2, 2.1.5]. Hence, niU
+
i n
−1
i = U
+
i . 
The next step is to define a diagonal subgroup (or “torus”) in G.
Lemma 4.4. Let i ∈ I, t ∈ R× and set hi(t) := n¯i(t)n¯i(−1) ∈ G. Then
hi(t)(z¯µ) = t
(µ,α∨i )z¯µ.
Consequently, hi(1) = 1 and hi(tt
′) = hi(t)hi(t
′) for all t, t′ ∈ R×; thus,
H := 〈hi(t) | i ∈ I, t ∈ R
×〉 ⊆ G
is an abelian group all of whose elements are represented by diagonal matrices.
Given ti ∈ R
× (i ∈ I), we have
∏
i∈I hi(ti) = 1⇔
∏
i∈I t
(µ,α∨i )
i = 1 for all µ ∈ Ψ.
Proof. Using the above formulae for the action of n¯i(t), we obtain
hi(t)(z¯µ) = n¯i(t)
(
n¯i(−1)(z¯µ)
)
=


n¯i(t)(z¯µ) if (µ, α
∨
i ) = 0,
n¯i(t)(z¯µ−αi) if (µ, α
∨
i ) = 1,
−n¯i(t)(z¯µ+αi) if (µ, α
∨
i ) = −1.
Now, if (µ, α∨i ) = 0, then n¯i(t)(z¯µ) = z¯µ. If (µ, α
∨
i ) = 1, then (µ − αi, α
∨
i ) = −1
and so n¯i(t)(z¯µ−αi) = tz¯µ. Finally, if (µ, α
∨
i ) = −1, then (µ + αi, α
∨
i ) = 1 and so
n¯i(t)(z¯µ−αi) = −t
−1z¯µ. This yields the desired formula.
The last statement about
∏
i∈I hi(ti) is then clear. 
Lemma 4.5. Let N := 〈n¯i(t) | i ∈ I, t ∈ R
×〉 ⊆ G. Then N = 〈H, n¯i (i ∈ I)〉
and H is a normal subgroup of N . We have n¯i 6∈ H and n¯
2
i ∈ H for all i ∈ I.
Furthermore, N ∩ U+ = N ∩ U− = {1}.
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Proof. By Lemma 4.4, we have n¯i(−1) = n¯
−1
i hi(1) = n¯
−1
i and so hi(t) =
n¯i(t)n¯
−1
i for all i ∈ I and t ∈ R
×. This shows that N = 〈H, n¯i (i ∈ I)〉. Now
let i ∈ I be fixed. We have n¯2i = hi(−1) ∈ H . By Lemma 2.4, there exists some
µ ∈ Ψ such that (µ, α∨i ) 6= 0. But then (µ, α
∨
i ) = ±1 and so si(µ) = µ± αi. Thus,
n¯i(z¯µ) = ±z¯µ±αi and so n¯i is not represented by a diagonal matrix. Hence, n¯i 6∈ H .
It remains to show that H is a normal subgroup of N . Let j ∈ I, t ∈ R×. Then
n¯ihj(t)n¯
−1
i (zµ) =


t(µ,α
∨
j )n¯i(z¯µ) if (µ, α
∨
i ) = 0,
t(µ−αi,α
∨
j )n¯i(z¯µ−αi) if (µ, α
∨
i ) = 1,
−t(µ+αi ,α
∨
j )n¯i(z¯µ+αi) if (µ, α
∨
i ) = −1.
Now, in the first case, we have n¯i(z¯µ) = z¯µ. In the second case, (µ − αi, α
∨
i ) =
−1 and so n¯i(z¯µ−αi) = z¯µ; also note that µ − αi = si(α). In the third case,
(µ+ αi, α
∨
i ) = 1 and so n¯i(z¯µ−αi) = −z¯µ; also note that µ+ αi = si(α). Hence,
n¯ihj(t)n¯
−1
i (zµ) = t
(si(µ),α
∨
j )z¯µ.
Now, (si(µ), α
∨
j ) = (µ, si(α
∨
j )) = (µ, α
∨
j − (α
∨
j , α
∨
i )αi) = (µ, α
∨
j )− aji(µ, α
∨
i ), so
n¯ihj(t)n¯
−1
i (z¯µ) = t
(µ,α∨j −aji(µ,α
∨
i )(z¯µ) =
(
hj(t)hi(t)
−aji)
)
(z¯µ),
which shows that n¯ihj(t)n¯
−1
i = hj(t)hi(t)
−aji ∈ H , as claimed. Finally, let g ∈
N ∩ U±; we want to show that g = 1. Now, since N is generated by H and
the n¯i (i ∈ I), we can write g = n¯i1 · · · n¯irh where ij ∈ I and h ∈ H . Let
w = si1 · · · sir ∈ W . By Lemma 4.4 and the formulae for the action of the elements
n¯i, we have g(z¯µ) = cµz¯w(µ) for all µ ∈ Ψ, where cµ ∈ R
×. Thus, g is represented
by a monomial matrix. On the other hand, g ∈ U± and so g is represented by a
triangular matrix with 1 on the diagonal. Hence, g = 1. 
Lemma 4.6. Let i ∈ I, α ∈ Φ, u ∈ R and t ∈ R×. Then
hi(t)xα(u)hi(t)
−1 = xα(ut
(α,α∨i )).
Consequently, U± are normalised by H and, hence, we obtain subgroups B± :=
U±.H ⊆ G. We have B+ ∩ B− = H and B± ∩N = H.
Proof. We have hi(t)
−1 = hi(t
−1). Using Lemma 4.4, we obtain
hi(t)xα(u)hi(t)
−1(z¯µ) = hi(t)xα(u)hi(t
−1)(z¯µ) = t
−(µ,α∨i )hi(t)xα(u)(z¯µ)
= t−(µ,α
∨
i )hi(t)(z¯µ + ueα(z¯µ)) = z¯µ + t
−(µ,α∨i )uhi(t)(eα(z¯µ)).
If (µ, α∨) 6= −1, then eα(z¯µ) = 0 and so hi(t)xα(u)hi(t)
−1(z¯µ) = z¯µ. But, in this
case, we also have xα(u
′)(z¯µ) = zµ + u
′eα(z¯µ) = z¯µ for any u
′ ∈ R, as required. If
(µ, α∨j ) = −1, then eα(z¯µ) = ǫz¯µ+α (with ǫ = ±1) and so
hi(t)xα(u)hi(t)
−1(z¯µ) = z¯µ + ǫt
−(µ,α∨i )ut(µ+α,α
∨
i )(z¯µ+α) = z¯µ + ǫut
(α,α∨i )z¯µ+α,
which is the same as xα(ut
(α,α∨i ))(z¯µ). By Lemma 4.5, we have U
± ∩ N = {1}
which implies that B+ ∩B− = H and B± ∩N = H . 
Corollary 4.7. For i ∈ I define the subgroup Gi := 〈xi(t), yi(t) | t ∈ R〉 ⊆ G.
If there exists some t ∈ R× such that t2 − 1 ∈ R×, then Gi = [Gi, Gi].
Proof. Let u ∈ R. We have n¯i ∈ G and, by Lemma 4.4, we have hi(t) ∈ G.
Furthermore, hi(t)xi(u)hi(t)
−1 = xi(ut
2) and so xi(ut
2 − u) = xi(ut
2)xi(u)
−1 ∈
[Gi, Gi]; see Lemma 4.6. Since t
2 − 1 ∈ R×, we conlude that xi(u
′) ∈ [Gi, Gi] for
all u′ ∈ R. Similarly, yi(u
′) ∈ [Gi, Gi] for all u
′ ∈ R. 
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Lemma 4.8. There is a unique group isomorphism W
∼
→ N/H, such that si 7→
n¯iH for all i ∈ I.
Proof. (Cf. [18, Lemma 22, p. 31].) By Lemma 4.5, n¯2i ∈ H for all i ∈ I.
Furthermore, by Proposition 3.2, the elements ni (i ∈ I) satisfy the braid relations
and, hence, the same is true for the elements n¯i (i ∈ I). Now, it is well-known
that W has a presentation with generators {si | i ∈ I} subject to the relations
s2i = 1 (i ∈ I) and the braid relations (for the si). Thus, we obtain a unique group
homomorphism W → N/H such that si 7→ n¯iH for all i ∈ I. It is surjective by
Lemma 4.5. To prove injectivity, assume that w ∈ W maps to 1 ∈ N/H . Write w =
si1 · · · sik where k > 0 and i1, . . . , ik ∈ I. Then n¯i1 · · · n¯ik ∈ H . Since n¯iXαn¯
−1
i =
Xsi(α) for all i ∈ I and α ∈ Φ, we conclude that n¯i1 · · · n¯ikXαn¯
−1
ik
· · · n¯i1 = Xw(α).
On the other hand, H normalises Xα by Lemma 4.6 and so Xw(α) = Xα. Now recall
that Xα consists of upper triangular matrices if α ∈ Φ
+, and of lower triangular
matrices if α ∈ Φ−; also note that Xα 6= {1} (since e¯α 6= 0). Thus, if α ∈ Φ
+, then
the condition Xw(α) = Xα implies that w(α) ∈ Φ
+. So we must have w = 1. 
Finally, let us assume from now on that R = k is a field. By exactly the same
arguments as in [2, §8.2], one sees that the subgroups B+ and N form a BN -pair
in G. Similarly, B− and N also form a BN -pair in G. Since NG(B
±) = B± (see
[2, 8.3.3]), it follows that Z(G) (the center of G) is contained in B+ ∩B− = H .
Corollary 4.9 (Cf. [18, Lemma 28, p. 43]). We have |Z(G)| <∞ and
Z(G) =
{∏
i∈I hi(ti) ∈ H (ti ∈ k
×)
∣∣ ∏
i∈I t
(α,α∨i )
i = 1 for all α ∈ Φ
}
.
Proof. Let h ∈ H and write h =
∏
i∈I hi(ti) with ti ∈ k
×. Then h ∈ Z(G)⇔
hxα(u) = xα(u)h for all α ∈ Φ and u ∈ k. It remains to use Lemma 4.6. 
Corollary 4.10. Let us choose an enumeration of the elements of Ψ as in
Remark 2.3. Then B+ consists precisely of all elements of G which are represented
by upper triangular matrices. Similarly, B− consists precisely of all elements of G
which are represented by lower triangular matrices.
Proof. Since U+ is represented by upper triangular matrices with 1 on the
diagonal and H by diagonal matrices, it is clear that B+ is represented by upper
triangular matrices. Conversely, assume that g ∈ G is represented by an upper
triangular matrix. By the Bruhat decomposition (see [2, 8.2.3]), we can write
g = bnb′ where b, b′ ∈ B+ and n ∈ N . Then n = b−1gb′−1 is also represented by an
upper triangular matrix. Since, on the other hand, n is represented by a monomial
matrix, we conclude using Lemma 4.8 that n ∈ H and, hence, g ∈ B+. 
As in [18, §5], the above results have the following significance to the theory of
semisimple algebraic groups. (For basic notions about algebraic groups, see [6].)
Theorem 4.11. Assume that R = k is an algebraically closed field. Then G is
a simple algebraic group, B± ⊆ G are Borel subgroups, H = B+∩B− is a maximal
torus and N/H ∼= W . The abelian group ZΨ ⊆ Λ is naturally isomorphic to the
character group of H, where the isomorphism is given by sending µ ∈ ZΨ to the
unique homomorphism µˆ : H → k× such that µˆ(hi(t)) = t
(µ,α∨i ) for i ∈ I, t ∈ k×.
Proof. Exactly as in [18, §5], one sees that G is a connected algebraic group;
furthermore, B± ⊆ G are closed connected solvable subgroups andH = B+∩B− ⊆
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G is a torus. Using Lemma 4.7, we see that G = [G,G]. A general criterion about
groups with a BN -pair now implies that every proper normal subgroup of G is
contained in Z(G); see [1, IV, §2, no. 7]. Hence, G is a simple algebraic group.
Using once more Lemma 4.7 and the argument in [18, p. 59], we see that B±
are Borel subgroups of G. Since B± = U±.H and U± ∩ H = {1}, it also follows
that H is a maximal torus of G. The character group of H is determined as follows
(cf. [18, p. 60]). Choosing an enumeration of Ψ, we obtain a closed embedding
G ⊆ GLd(k) where d = |Ψ|. Under this embedding, H is contained in the maximal
torus Td ⊆ GLd(k) consisting of diagonal matrices. Hence, the characters ofH (i.e.,
algebraic homomorphisms H → k×) are obtained by restriction from the characters
of Td; see, e.g., [6, §3.1]. But a basis of the character group of Td is simply given by
the d homomorphisms χi : Tn → k
× (1 6 i 6 d), where χi sends a diagonal matrix
to its ith diagonal entry. It remains to note that the restrictions of these characters
χi to H are just the maps µˆ : H → k
× for µ ∈ Ψ (see Lemma 4.4). Thus, we obtain
a surjective homomorphism of abelian groups ZΨ → Homalg(H, k
×), µ 7→ µˆ, and
it is easy to see that this map is also injective. 
5. Remarks and examples
As mentioned in the introduction, the point of the above construction of the
Chevalley group G = GR(Ψ) is that it does not involve any choices of signs and
that it is completely explicit; in particular, it can be easily implemented on a
computer. We begin by writing down the recipe for doing this.
Remark 5.1. Let us fix one of the Dynkin diagrams in Table 1 and let A =
(aij)i,j∈I be the corresponding Cartan matrix.
Step 1. We identify the weight lattice Λ with the free Z-module of all I-tuples
(vi)i∈I where vi ∈ Z for i ∈ I. Under this identification, ̟i is the I-tuple with 1
at position i, and 0 everywhere else. For j ∈ I, let
αj := (aij)i∈I =
∑
i∈I aij̟i ∈ Λ
and define σj ∈ GLI(Z) by σj(̟i) = ̟i− δijαj for all i ∈ I. (Note that σ
2
j = idΛ.)
Step 2. Let i0 ∈ I be a node marked “◦” in our given Dynkin diagram. Then let
Ψi0 ⊆ Λ be the orbit of̟i0 under the action of the subgroup 〈σj | j ∈ I〉 ⊆ GLI(Z).
In Table 2, we list the sizes of these orbits for the various cases.
Step 3. Let Ψ ⊆ Λ be a non-empty union of orbits Ψi0 as in Step 2. Let R be
any commutative ring with 1. Let M¯ be a free R-module with a basis {z¯µ | µ ∈ Ψ}.
For i ∈ I and t ∈ R, we define R-linear maps xi(t) : M¯ → M¯ and yi(t) : M¯ → M¯
by the following formulae:
xi(t) : z¯µ 7→
{
z¯µ + tz¯µ+αi if µ+ αi ∈ Ψ,
z¯µ otherwise,
yi(t) : z¯µ 7→
{
z¯µ + tz¯µ−αi if µ− αi ∈ Ψ,
z¯µ otherwise,
where µ ∈ Ψ. Then xi(t), yi(t) ∈ GL(M¯) and we obtain the group
G = GR(Ψ) := 〈xi(t), yi(t) | i ∈ I, t ∈ R〉 ⊆ GL(M¯).
If R = k is a field, then G is the Chevalley group of type Ψ over k (as in [18]).
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Table 2. Orbits of minuscule weights
Type [Λ : ZΦ] Size of orbit of minuscule ̟i0
An n + 1
(
n+1
i0
)
(1 6 i0 6 n)
Bn 2 2
n (i0 = 1)
Cn 2 2n (i0 = n)
Dn 4 2
n−1 (i0 = 1, 2), 2n (i0 = n)
E6 3 27 (i0 = 1, 6)
E7 2 56 (i0 = 7)
Remark 5.2. Let Ψ be a union of orbits of minuscule weights as above. Of
particular importance is the case where Λ = ZΨ; in this case, we say that G
is of simply-connected type. For each of the Dynkin diagrams in Table 1, the
constructions in this paper yield such a group of simply-connected type. (For the
remaining diagrams G2, F4, E8, there is no distinction between simply-connected
and adjoint types and so Lusztig’s construction [15] is sufficient.) Indeed, recall
from Lemma 2.4 that ZΦ ⊆ ZΨ ⊆ Λ. Now the index [Λ : ZΦ] is finite and given
as in Table 2. More precisely, by [1, VIII, §7, Prop. 8], we have that the cosets
{̟i0 + ZΦ | i0 ∈ I such that ̟i0 minuscule} ⊆ Λ/ZΦ
are precisely the non-zero elements of Λ/ZΦ. Thus, if Ψ is the union of all orbits Ψi0
where ̟i0 is minuscule, then G = Gk(Ψ) may be regarded as a “canonical” reali-
sation of the Chevalley group of simply-connected type Ψ over a field k. (In types
An, Dn, E6, one can choose Ψ more economically, see the examples below.)
Example 5.3. Let n > 1 and consider the Dynkin diagram of type An, as in
Table 1. With the above notation, let i0 = 1 and Ψ = Ψ1. By Table 2, we have
|Ψ| = n + 1. In this case, one easily checks that Λ = ZΨ and
Ψ = {̟1, ̟1 − α1, ̟1 − (α1 + α2), . . . , ̟1 − (α1 + . . .+ αn)}.
The matrix of xi(t) with respect to the corresponding basis of M¯ has entries 1 along
the diagonal, entry t at the position (i, i+1), and entry 0 otherwise. Similarly, the
matrix of yi(t) has 1 along the diagonal, t at the position (i+1, i), and 0 otherwise.
Thus, we obtain the group G = Gk(Ψ) = SLn+1(k) in its standard respresentation.
If i0 ∈ {2, . . . , n − 1}, then we obtain groups which are neither of adjoint nor
of simply-connected type in general.
Example 5.4. Let n > 2 and consider the Dynkin diagram of type Bn. Let
i0 = 1 and Ψ = Ψ1. By Table 2 and Remark 5.2, |Ψ| = 2
n and Λ = ZΨ. In this
case, our g-module M in Definition 2.2 is the so-called spin representation; see [1,
VIII, §13, p. 197] and note that M has the correct heighest weight by Remark 2.8.
Thus, Gk(Ψ) ∼= Spin2n+1(k) is the odd-dimensional spin group.
Example 5.5. Let n > 2 and consider the Dynkin diagram of type Cn. Let
i0 = n and Ψ = Ψn. By Table 2 and Remark 5.2, we have |Ψ| = 2n and Λ = ZΨ.
In this case, our g-module M in Definition 2.2 is the “natural” module (equipped
with a non-degenerate invariant symplectic form); see [1, VIII, §13, p. 202] and
note that M has the correct heighest weight by Remark 2.8. Hence, we find that
Gk(Ψ) ∼= Sp2n(k) is the symplectic group.
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Example 5.6. Let n > 3 and consider the Dynkin diagram of type Dn. Let
i0 = n and Ψ = {w(̟n) | w ∈ W}. By Table 2, we have |Ψ| = 2n. In this
case, one easily checks that [Λ : ZΨ] = 2. Our g-module M in Definition 2.2 is
the “natural” module (equipped with a non-degenerate invariant quadratic form);
see [1, VIII, §13, p. 209] and note that M has the correct heighest weight by
Remark 2.8. Thus, Gk(Ψ) ∼= SO2n(k) is the even-dimensional orthogonal group.
(It is neither of adjoint nor of simply-connected type.)
Example 5.7. Let n > 3 and consider the Dynkin diagram of type Dn in
Table 1. Let Ψ := Ψ1∪Ψ2 (the union of the orbits of ̟1 and ̟2). By Table 2 and
Remark 5.2, |Ψ| = 2n−1+2n−1 = 2n and Λ = ZΨ. In this case, our g-module M in
Definition 2.2 is the direct sum of the two so-called half-spin representations; see
[1, VIII, §13, p. 209] and note again that M has the correct heighest weights by
Remark 2.8. Hence, we conclude that G = Gk(Ψ) ∼= Spin2n(k) is the spin group.
This group plays a special role in the general theory because of its center. Let
us explicitly determine Z(G). We write h(t1, . . . , tn) := h1(t1) · · ·hn(tn) ∈ H for
ti ∈ k
×. Then every h ∈ H can be expressed uniquely in this way (since ZΨ = Λ).
A straightforward computation yields that
Z(G) =
{
{h(t, t′, 1, tt′, 1, tt′, 1, . . .) | t2 = t′2 = 1} if n is even,
{h(t, t−1, t2, 1, t2, 1, . . .) | t4 = 1} if n is odd.
Thus, if n is even and char(k) 6= 2, then Z(G) ∼= Z/2Z× Z/2Z; in all other cases
and for all other types of groups, Z(G) is cyclic.
Example 5.8. (a) Consider the Dynkin diagram of type E6 in Table 1. Let
i0 = 1 and Ψ = Ψ1. By Table 2 and Remark 5.2, |Ψ| = 27 and Λ = ZΨ. In this
case, Ψ is explicitly given by the following 6-tuples (where ± stands for ±1):
+00000, −0+000, 00−+00, 0+0−+0, 0−00+0, 0+00−+, 0−0+−+,
0+000−, 00+−0+, 0−0+0−, +0−00+, 00+−+−, −0000+, +0−0+−,
00+0−0, −000+−, +0−+−0, −00+−0, ++0−00, −++−00, +−0000,
−−+000, 0+−000, 0−−+00, 000−+0, 0000−+, 00000−0
(b) Consider the Dynkin diagram of type E7. Let i0 = 7 and Ψ = Ψ7. By Table 2
and Remark 5.2, |Ψ| = 56 and Λ = ZΨ. The set Ψ can also be computed as above,
but we will not print this here.
For other approaches to constructions related to minuscule representations and
the question of signs, see Green [8], Vavilov [19] and the references there.
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