Coalescence of binary neutron star give rise to electromagnetic emission, kilonova, powered by radioactive decays of r-process nuclei. Observations of kilonova associated with GW170817 provided unique opportunity to study the heavy element synthesis in the Universe. However, atomic data of r-process elements to decipher the light curves and spectral features of kilonova are not fully constructed yet. In this paper, we perform extended atomic calculations of neodymium (Nd, Z = 60) to study the impact of accuracies in atomic calculations to the astrophysical opacities. By employing multiconfiguration Dirac-Hartree-Fock and relativistic configuration interaction methods, we calculate energy levels and transition data of electric dipole transitions for Nd II, Nd III, and Nd IV ions. Compared with previous calculations, our new results provide better agreement with the experimental data. The accuracy of energy levels was achieved in the present work 10 %, 3 % and 11 % for Nd II, Nd III and Nd IV, respectively, comparing with the NIST database. We confirm that the overall properties of the opacity are not significantly affected by the accuracies of the atomic calculations. The impact to the Planck mean opacity is up to a factor of 1.5, which affects the timescale of kilonova at most 20%. However, we find that the wavelength dependent features in the opacity are affected by the accuracies of the calculations. We emphasize that accurate atomic calculations, in particular for low-lying energy levels, are important to provide predictions of kilonova light curves and spectra.
INTRODUCTION
On 2017 August 18, the first observation of gravitational waves (GWs) from neutron star (NS) merger was achieved (GW170817, Abbott et al. (2017a) ). In addition to GWs, electromagnetic (EM) counterparts across the wide wavelength range were also observed (Abbott et al. 2017b ). In particular, intensive observations of the optical and near-infrared (NIR) counterpart (SSS17a, also known as DLT17ck or AT2017gfo) have been performed and dense photometric and spectroscopic data were obtained (Andreoni et al. 2017; Arcavi et al. 2017; Chornock et al. 2017; Coulter et al. 2017; Cowperthwaite et al. 2017; Díaz et al. 2017; Evans et al. 2017; Kasliwal et al. 2017; Kilpatrick et al. 2017; Lipunov et al. 2017; McCully et al. 2017; Nicholl et al. 2017; Pian et al. 2017; Shappee et al. 2017; Siebert et al. 2017; Smartt et al. 2017; Soares-Santos et al. 2017; Tanvir et al. 2017; Tominaga et al. 2018; Troja et al. 2017; Utsumi et al. 2017; Valenti et al. 2017) . SSS17a shows characteristic properties that are quite different from those of supernovae. The optical light curves decline rapidly while NIR light curves evolve more slowly. The spectra show feature-less, broad-line features implying a high expansion velocity. These properties are broadly consistent with theoretically suggested kilonova or macronova emission from NS mergers (Li & Paczyński 1998; Kulkarni 2005; Metzger et al. 2010) .
Kilonova is EM emission powered by radioactive decay energy of r-process nuclei that are newly synthesized in the NS mergers (see Rosswog 2015; Tanaka 2016; Fernández & Metzger 2016; Metzger 2017, for reviews) . The timescale, luminosity, and color of the emission are mainly determined by the mass and velocity of the ejecta and opacities in the ejecta. Among r-process elements, lanthanide elements have high optical and NIR opacities (Kasen et al. 2013; Tanaka & Hotokezaka 2013) . Therefore, if the ejecta include lanthanide elements, the emission becomes red and faint. On the other hand, if the ejecta is free from lanthanide elements, the emission is blue and bright (Metzger & Fernández 2014; Kasen et al. 2015; Tanaka et al. 2018) .
In fact, SSS17a shows both blue and red components, which implies the presence of multiple components with different lanthanide contents. This fact suggests the production of a wide range of r-process elements (Kasen et al. 2017; Tanaka et al. 2017; Rosswog et al. 2017) . This is also consistent with the expectation from numerical relativity simulations (see e.g., Shibata et al. 2017; Perego et al. 2017) . The ejecta mass to explain the luminosity of SSS17a is about 0.03 − 0.06M ⊙ . Although it is still unclear if the r-process yields from NS mergers are consistent with the solar ratios, NS mergers may be the dominant site for the r-process elements in the Universe (Rosswog et al. 2017; Hotokezaka et al. 2018) .
Although the observed properties can be explained by kilonova scenario, physics included in current kilonova simulations is not yet perfect. In particular, atomic data of r-process elements are not complete: so far calculated data are available only for limited number of rprocess elements (Kasen et al. 2013; Fontes et al. 2017; Wollaeger et al. 2017; Kasen et al. 2017; Tanaka et al. 2018) . Even when the data are available, they are almost entirely based on theoretical calculations, and derived energy levels often deviates from experimental data by up to ∼ 30 % (note that experimental data are also insufficient). It is not yet clear if these issues bring systematic impacts to the opacities as well as properties of kilonova.
In this paper, we study impacts of the accuracies in atomic calculations to the opacities by performing extensive, accurate calculations. For this purpose, we choose a lanthanide element, neodymium (Nd, Z = 60), which has also been studied by Kasen et al. (2013) ; Fontes et al. (2017) ; Tanaka et al. (2018) . We focus on singly to triply ionized Nd, for which accurate calculations are possible with the multiconfiguration DiracHartree-Fock method. In Sections 2 and 3, we describe methods and strategies of our atomic calculations. In Section 4, we show and evaluate results of atomic calculations. In Section 5, we show the impact of the accuracy of atomic calculations to the astrophysical opacities. Finally we give summary in Section 6.
METHODS

Computational procedure
The GRASP2K package (Jönsson et al. 2013 ) is based on the multiconfiguration Dirac-Hartree-Fock (MCDHF) and relativistic configuration interaction (RCI) methods taking into account the transverse photon interaction (Breit interaction) and quantum electrodynamic (QED) corrections (Grant 2007; Fischer et al. 2016) .
The MCDHF method used in the present work is based on the Dirac-Coulomb Hamiltonian
where V N is the monopole part of the electron-nucleus Coulomb interaction, α and β are the 4 × 4 Dirac matrices, and c is the speed of light in atomic units. 
Here J and M are the angular quantum numbers and P is parity. γ j denotes other appropriate labeling of the configuration state function j, for example orbital occupancy and coupling scheme. Normally the label γ of the atomic state function is the same as the label of the dominant CSF. The CSFs are built from products of one-electron Dirac orbitals. Based on a weighted energy average of several states, the so called extended optimal level (EOL) scheme (Dyall et al. 1989) , both the radial parts of the Dirac orbitals and the expansion coefficients were optimized to self-consistency in the relativistic selfconsistent field procedure. Note that accurate calculations with the MCDHF method is much more difficult for neutral atoms than ions (Grant 2007), we focus on ionized Nd. For these calculation, we used the spin-angular approach (Gaigalas & Rudzikas 1996; Gaigalas et al. 1997) which is based on the second quantization in coupled tensorial form, on the angular momentum theory in three spaces (orbital, spin, and quasispin) and on the reduced coefficients of fractional parentage. It allow us to study configurations with open f -shells without any restrictions.
In subsequent RCI calculations the Breit interaction
was included in the Hamiltonian. The photon frequencies ω ij , used for calculating the matrix elements of the transverse photon interaction, were taken as the difference of the diagonal Lagrange multipliers associated with the Dirac orbitals (McKenzie et al. 1980 ). In the RCI calculation the leading QED corrections, selfinteraction and vacuum polarization, were also included. In the present calculations, the ASFs were obtained as expansions over jj-coupled CSFs. To provide the LSJ labeling system, the ASFs were transformed from a jjcoupled CSF basis into an LSJ-coupled CSF basis using the method provided by Gaigalas et al. (2017) .
Computation of transition parameters
The evaluation of radiative transition data (transition probabilities, oscillator strengths) between two states:
′ and γP JM , built on different and independently optimized orbital sets is non-trivial. The transition data can be expressed in terms of the transition moment, which is defined as
where T is the transition operator. For electric dipole and quadrupole (E1 and E2) transitions there are two forms of the transition operator: the length (Babushkin) and velocity (Coulomb) forms, which for the exact solutions of the Dirac-equation give the same value of the transition moment (Grant 1974) . The quantity dT , characterizing the accuracy of the computed transition rates, is defined as
where A l and A v are transition rates in length and velocity forms. The calculation of the transition moment breaks down to the task of summing up reduced matrix elements between different CSFs. The reduced matrix elements can be evaluated using standard techniques assuming that both left and right hand CSFs are formed from the same orthonormal set of spin-orbitals. This constraint is severe, since a high-quality and compact wave function requires orbitals optimized for a specific electronic state, see for example (Fritzsche & Grant 1994) . To get around the problems of having a single orthonormal set of spin-orbitals, the wave function representations of the two states: γ ′ P ′ J ′ M ′ and γP JM , were transformed in such way that the orbital sets became biorthonormal (Olsen et al. 1995) . Standard methods were then used to evaluate the matrix elements of the transformed CSFs.
SCHEMES OF THE CALCULATIONS
Active space construction
Summary of the MCDHF and RCI calculations for each ion is given in Table 1 . The description, which explains in what way these calculations were done is given below. As a starting point DHF calculations were performed in the EOL scheme for the states of the ground configuration. The wave functions from these calculations were taken as the initial ones to calculate even and odd states of multireference (MR) configurations. The set of orbitals belonging to these MR configurations are referred to as 0 layer (0L). Unless stated otherwise, the inactive core of each ion used in present calculations is [Xe] . The CSF expansions for states of each parity were obtained by allowing single (S) and double (SD) substitutions from the MR configurations up to active orbital sets (see Table  1 ). The configuration space was increased step by step with increasing the number of layers (L). The orbitals of previous layers were held fixed and only the orbitals of the newest layer were allowed to vary. For example, the state expansions distributed over the different J symmetries is presented in Table 1 .
Strategies for Nd II ion
Four strategies were tested for Nd II ion. All of them were computed in the active space described in the Table  1 . For the Strategy A a starting point DHF calculations were performed in the EOL scheme for the states of the ground configuration 4f 4 6s. The wave functions from these calculations were taken as the initial ones to calculate even and odd states of MR configurations. The set of orbitals belonging to these MR configurations are referred to as 0 layer (0L). The active space were generated as is presented in the Table 1 .
For Strategy B.1 the starting point was computation of the wave functions for the core 4f 4 6s. Wave functions were computed in the neutral system of Nd I -ground state 4f 4 6s 2 . Then AS 0L was computed: the core shells were frozen and only 5d and 6p shells of the configurations of MR listed in Table 1 were computed. Even and odd states were computed together. Later, wave functions were optimized separately for states of different parities in the AS 1L . AS 1L and the next active space were generated by SD substitutions from shells 4f, 5d, 6p, 6s.
In the Strategy B.2 the configurations of the Rydberg states listed in Table 1 were added to the multireference list; therefore, the first active set included subshells bigger by one principal quantum number. Then the first active space of the Strategy B.2 was AS 1L = AS 0L + {8s, 8p, 7d, 6f, 5g}.
In Strategy C computation were performed for each configuration separately. For configurations 4f 4 6s, 4f 4 6p and 4f 4 5d SD substitutions were allowed from 4f 4 nl (where l = s, p, d) shells in to the AS 0L,1L and S to the AS 2L . For configurations 4f 3 5d6s, 4f 3 5d6p, 4f 3 6s6p, and 4f 3 5d 2 only S substitutions were allowed. Radial wavefunctions up to 4f orbital was taken from ground configuration for these configurations. The Breit interaction and leading QED effects are included in RCI computations.
Strategies for Nd III ion
After AS 0L the even and odd states were calculated separately in Strategy A. For the Nd III ion calculations the Strategy B was also applied. Strategy B differs from Strategy A in the fact that virtual orbitals for odd parity were taken from even parity states instead of varying them in layer 1, and higher layers.
In Strategy C as compared to Strategy A additional configurations: 4f 3 6d, 4f 3 7s (odd parity) and 4f 3 5f , 4f 3 7p (even parity) were added to the MR set.
In Strategy C with 5p, 5s just RCI calculations were performed. The wavefunctions were taken from Strategy C and configurations with S substitutions from 5p and 5s shells to {6s, 6p, 5d, 4f } shells were added additionally in the active space.
Strategies for Nd IV ion
In Strategy B as compared to Strategy A additional configurations: 4p 5 4f 4 (odd parity) and 4p 5 4f 3 5d (even parity) were added to the MR set. The AS for even and odd parities were constructed in such way: SD substitutions were allowed from the 4f, 5d, 6s, 6p shells up to active orbital sets and S substitution from 5p shell to {6s, 6p, 5d, 4f } shells. In Strategy B with 5s just RCI calculations were performed. The wave functions were taken from Strategy B and configurations with S substitutions from 5s shells to {6s, 6p, 5d, 4f } shells were added additionally in the active space.
4. RESULTS
Nd II
A part of all computed excitation energies for Nd II are listed in Table 2 . These data were compared with NIST database by evaluating relative difference ∆E/E = (E N IST −E)/E N IST . Energy levels computed with Breit interaction and QED effects are presented in columns marked by *. Levels with changed notations are given in Table 3 .
Note that the energy levels of Nd II are also provided by Wyart (2010) . They interpreted 596 levels of odd configurations (4f 3 5d6s, 4f 3 5d 2 , 4f 3 6s 2 , 4f 4 6p and 4f 5 ) in semi-empirical way following the RacahSlater parametric method, by using the Cowan computer codes. In their method, radial parameters obtained in a least-squares fit were compared with HartreeFock (HFR) ab initio integrals. In such a way, obtained energy levels naturally have very small disagreement with NIST values, therefore are not presented in this paper.
Energy levels for each configurations are compared with NIST in the figure 1. Among different strategies, Strategy C AS 2L gives the best agreement with the NIST database. Averaged difference between our computed data and NIST presented values is 10 %. This is significant improvement as compared with Strategy A AS 2L (blue in Figure 1 ), which was used to compute the opacity of the neutron star mergers in Tanaka et al. (2018) . The averaged difference with the NIST is 22 % in Strategy A AS 2L . For the comparison with the NIST, expression ∆E/E = |∆Ei/Ei| N was used, where N is the number of compared levels. . Energy levels for configurations of Nd II are compared with data of NIST. Black color is representing NIST data, next column of levels in red is our computed energy levels in Strategy C AS2L, blue color data are based on Startegy A AS2L (used in Tanaka et al. 2018) . Number on top of red and blue column is averaged disagreement in % for levels of each configuration comparing with NIST database. The figure 2 shows distribution of the energy levels number over relative difference comparing with the NIST for Strategy A in active space AS 2 L. For the strategies A, B.1 and B.2 in all active spaces the view of the distribution is very similar. In case of Strategy C in AS 2 (see figure 2) normal distribution with smaller ∆E/E range is observed.
Energy data computed in Strategy C at layer 2 are given in machine readable Table 9 . This includes number, label, J and P values, and energy value. Transitions data obtained from Strategy C at layer 2 are given in machine readable Table 10 . This includes identification of upper and lower levels in LSJ coupling, transition energy, wavelength, line strength, weighted oscillator strength, and transitions probabilities in length form.
Nd III
Results of the energy levels for Nd III obtained applying Strategies: A, B C, and C with 5p, 5s are compared with the NIST database and presented in Table 4. Among different strategies, Strategy C with 5p, 5s gives the best agreement with the NIST database although the number of availabe levels is smaller than in the case of Nd II. All the energy levels and transition data obtained from this strategy are given the machine readable Tables 11 and 12. Figure 3 shows the comparison of the energy levels with the NIST database. The averaged difference between our calculations with Strategy C with 5p, 5s AS 3L and the NIST data is 3 %. For comparison, the difference for the case of Strategy B AS 2L , which as used by Tanaka et al. (2018) , is 5 % (blue in Figure 3) .
Results of the energy levels obtained from Strategy C with 5p, 5s are also compared with those by Dzuba et al. (2003) in Table 5 . They evaluated energy levels and lifetimes of configurations 4f 4 , 4f 3 5d using relativistic Hartree-Fock and configuration-interaction (RCI) codes as well as a set of computer codes written by Cowan (1981) . Note that Zhang, Z. G. et al. (2002) also presented low-lying odd energy levels (below 33 000 cm −1 ) belonging to the configurations: 4f 3 5d and 4f 3 6s. To compute these energy levels, the HFR, described and coded by Cowan (1981) but modified with the inclusion of core-polarization effects was used. It should be mentioned, however, that core-core correlation was not included in energy levels computations.
Disagreement between our data obtained applying Strategy C and Strategy C with 5p, 5s as compared to recommended data by NIST is slightly larger than disagreement between data computed by Dzuba et al. (2003) (Cowan) as compared to recommended data by NIST. In this paper we present the lowest 1453 levels 6 I 9/2 513.330 −14 / −9 −16/ −10 / −2 / −10 −9 / −9 / −9 −6 / −7 6 I 11/2 1470.105 NIST label Our label
of energy spectra and transitions between these states whereas Dzuba et al. (2003) presented only small part of the spectra (88 levels). This paper aims at presenting a more complete set of atomic data for astrophysics. This is clearly reflected in the figure 3 where energy levels for each configurations at different strategies are presented and compared with only a few levels of configuration 4f 4 and 4f 3 5d available in the NIST. 
Nd IV
Results of the energy levels of Strategies A and B are presented and compared with the NIST database in Table 6 . The best agreement with the NIST database is obtained for Strategy B with 5s. The energy levels are shown and compared with a few levels of configuration 4f 3 available in the NIST in Figure 4 . The averaged difference is 11 % for Strategy B with 5s while it is 17 % for Strategy A in active space AS 1L .
For Nd IV ion, several experiments and analysis by semi-emperical methods have been performed. The emission spectrum produced by vacuum spark sources was observed in the vacuum ultraviolet on two normalincidence spectrographs. 550 lines have been identified as transitions from 85 (out of 107 possible) levels of 4f 2 5d to 37 (out of 41 possible) levels of 4f 3 . The method and codes of Cowan were used to predict the spectral ranges of the strong transitions in the spectra Nd IV in the beginning of paper series (Wyart et al. 2006) .
Later Wyart et al. (2007) used the same experiment to observe and classify 1426 lines. In total, 41 levels of 4f 3 configuration were reported. For deriving their energy levels with the diagonalization code RCG, the input Hartree-Fock radial integrals including relativistic corrections, treated as parameters (HFR parameters), were scaled according to earlier results on the neighbouring ions spectra. Altogether 111 odd parity and 121 even parity of configurations 4f 3 , 4f 2 6p, 5p 5 4f 4 , 4f 2 5d, 4f 2 6s, and 5p 5 4f 3 5d levels were established. Their optimized values were calculated with the ELCALC code (Radziemski et al. 1970 ). Then Wyart et al. (2008) performed a parametric fit of levels energies for 4f 3 configuration, previously obtained in the experiment (Wyart et al. 2007) . Dzuba et al. (2003) did computation in the same way as for Nd III (see subsection 4.2). This included only 72 levels of configurations 4f 3 and 4f 2 5d. In Table  7 , the energy levels obtained applying Strategy B with 5s are compared with the experimental values by (Wyart et al. 2007 ) and semi-empirical values by Dzuba et al. (2003) .
In addition to the energy levels, transition data can also be compared with experimental data and semiemperical calculations (Table 8) . Our results on the transition wavelengths show good agreement with the experimental data by Wyart et al. (2007) . As shown in Figure 5 , the agreement in the wavelength is within 20 % for the most transitions.
We also confirmed a nice agreement in the transition probabilities. Table 8 and Figure 6 show transition probabilities for strongest transitions computed by Wyart et al. (2007) . Our and their results agree within a factor of 2. Note that semi-emperical calculations have uncertainties. Using the the same HFR method combined with parametric least-squares fits to the same experimental data with Wyart et al. (2007) , Yoca & Quinet (2014) have computed and presented transition probabilities (only with log gf ≥ −1.0), oscillator strengths and radiative lifetimes in bigger multiconfiguration expansions than Wyart et al. (2007) . Their results are systematically different, and those by Yoca & Quinet (2014) in fact show a slightly better agreement with ours as shown in the bottom panel of Figure 6 .
IMPACT TO THE OPACITIES
We calculate bound-bound opacities using our results to study the impact of the accuracy in the atomic calculations. By following previous works on NS mergers (Kasen et al. 2013; Barnes & Kasen 2013; Tanaka & Hotokezaka 2013; Tanaka et al. 2014 Tanaka et al. , 2018 , we use the formalism of expansion opacity (Karp et al. 1977; Eastman & Pinto 1993; Kasen et al. 2006) :
Here, ρ and t represent density and time after the merger. The summation is taken over all the transitions in a wavelength bin (∆λ), and λ l and τ l are the transition wavelength and the Sobolev optical depth for each transition. The Sobolev optical depth τ l is expressed as
where g l , E l , and f l are the statistical weight and the energy of the lower level of the transition and the oscillator strength of the transition, respectively. For the oscillator strength, we use results computed with the length (Babushkin) form. For the number density in the lower level of the transition (n l ), the Boltzmann distribution is assumed, i.e., n l = (g l /g 0 )n exp(−E l /kT ), where g 0 is the statistical weight for the ground level. The number density of each ion n is calculated under the assumption of local thermodynamic equilibrium by using the Saha equation. In this paper, pure Nd gas is assumed. We use all the calculated transitions to evaluate the opacity without any selection based on the transition strengths, which was applied in full radiative transfer simulations . We find that overall properties of opacities are not dramatically affected by the accuracies of the atomic . Energy levels for configurations of Nd IV are compared with data of NIST. Black color is representing NIST data, next column of levels in red is our computed energy levels in Strategy B (5s) AS3L, blue color data are based on Startegy A AS1L. Number on top of red and blue column is averaged disagreement in % for levels of each configuration comparing with NIST database.
calculations. Left panels in figure 7 shows the expansion opacities calculated by using transition data of Nd II, Nd III, and Nd IV. The temperature is assumed to be 5000 K, 10000 K, and 15000 K for Nd II, Nd III, and Nd IV, respectively. The density is 1 × 10 −13 g cm
and time after the merger is set to be 1 day. Overall opacity values and wavelength dependence are quite Tanaka et al. (2018) . The behaviors of the opacity are also similar for different temperature. Right panels show the Planck mean opacities calculated for different temperatures by keeping the density and time to be the same. The Planck mean opacity from different atomic calculations agree with each other within a factor of 1.5. Since the timescale of the kilonova emission scales as κ 0.5 (Rosswog 2015; Tanaka 2016; Fernández & Metzger 2016; Metzger 2017) , this level of differences does not significantly affect the timescale of kilonova (smaller than ∼ 20%) compared with those expected from differences in temperature and abundances.
With a close look, however, the wavelength dependent opacities show some differences. The most notable difference is the feature around 4000Å in the case of Nd II. The new GRASP2K calculations with a better accuracy show a bump while the old GRASP2K calculations and HULLAC calculations do not, making a difference in the opacity by a factor of 2. Interestingly, Kasen et al. (2013) also showed that this part of the opacity is affected by the optimization in the atomic calculations: the peak is located near 5000Å in their opt1 case while the peak is weaker in their opt2 and opt3 cases. The expansion opacities presented by Fontes et al. (2017) also show a peak around 4000Å, which is close to our new results.
We find that the difference between our new and previous opacities is caused by the lower energy levels of 4f 3 5d 2 and 4f 3 5d6s configurations in our new calculations (Figure 1) . Figure 8 shows the number of strong transitions which fulfill g l f l exp(−E l /kT ) > 10 −5 at T = 5000 K. The numbers of transition are separated according to the lower level configuration. The number of strong transition from the levels of 4f 3 5d 2 and 4f 3 5d6s configuration is enhanced around 4500Å in our new calculations (Strategy C AS 2L ). Since the energy of these configurations are overestimated in our previous calculations (Strategy A AS 2L , Figure 1) , the bump structure in the new calculations seems more realistic. This demonstrates the importance of accurate calculations for lower energy levels to predict spectra of kilonova. Figure 9 shows the cumulative number of states (CNS) for 4f 3 5d 2 and 4f 3 5d6s configurations as a function of excitation energies. It is noted that the number of states takes the statistical-weight (degeneracy) of each level, i. e. 2J + 1, into account. The CNS for the whole energy levels obtained by calculations with GRASP2K and HULLAC is compared in the figure. The CNS of the new calculations gets rising at a lower energy and has larger values than those of the previous calculations with GRASP2K and HULLAC, indicating that the larger number of states falls into the lower energy region with the new calculations. Since the Boltzmann distribution is assumed for the number density in the lower levels of transitions, it is predicted that the number of strong transitions from the levels of 4f 3 5d 2 and 4f 3 5d6s configurations becomes larger with the new calculations as depicted in Fig. 8 . This is more remarkable for 4f 3 5d6s configuration as in the CNS. The CNS of the new cal- The top and bottom panels show comparison between our results from Strategy B with 5s and semi-emperical results by Wyart et al. (2007) and by Yoca & Quinet (2014) , respectively. The thick line corresponds to the perfect agreement while thin solid and dashed lines correspond to the deviation by a factor of 1.5 and 2.0, respectively. Red and blue points show the values calculated with the length (Babushkin) and velocity (Coulomb) forms, respectively.
culations is compared also with those of NIST and the semi-empirical results by Wyart (2010) . Overall agreement is good at low energies convincing accuracy of our new calculations. Only exception is the semi-empirical results for 4f 3 5d 2 configuration which overshoot significantly at high energies. Reasons of this discrepancy are yet to be investigated.
Another notable difference is a feature around 1000Å: the opacities in our new calculations are suppressed. This is due to the inclusion of highly excited energy levels in the previous calculations (both GRASP2K and HULLAC). Therefore, the opacities in the ultraviolet wavelengths depends on the choice of the configurations included in the calculations. However, if configurations with sufficiently high energy (E ∼ 10 − 15 eV) are included, such a difference appears only in the far ultraviolet wavelength, and thus, does not affect observable features.
SUMMARY
We presented extensive atomic calculations of neodymium and studied impact of accuracies in the calculations to the astrophysical opacities. The extended search of electron correlation effect inclusion strategies is presented in this work for the three Nd ions (Nd II, III and IV). In total, 6 000, 1 453, 1 533 levels are presented for Nd II, Nd III and Nd IV respectively, and E1 type transitions between these levels were computed. Exclusive accuracy is achieved for atomic energy spectra results. Compared with NIST database, the averaged relative differences are 10 %, 3 %, and 11 % for Nd II, Nd III, and Nd IV, respectively.
Using our new results, we calculated expansion opacities used in radiative transfer simulations for kilonova, radioactively-powered EM emission from NS merger. We found that the overall opacities values and their wavelength dependence are not very sensitive to the accuracies of the calculations. The Planck mean opacities from our previous and new atomic calculations agree within a factor of 1.5. This confirms the validity of previous studies on kilonova.
However, some wavelength dependent features are affected by the accuracy of atomic calculations. In particular, the low-lying energy levels (E < 2 − 3 eV) can affect the opacities and even produce a bump in a certain wavelength range. Our results highlight importance of accurate atomic calculations for low-lying energy levels to accurately predict the spectra of kilonova. The left panels show the expansion opacities calculated with T = 5000 K, 10000 K, and 15000 K for Nd II, Nd III, and Nd IV, respectively. The density and time are assumed to be ρ = 1 × 10 −13 g cm −3 and t = 1 day after the merger, respectively. The right panels show Planck mean opacities for various temperatures. The dashed curve shows the Planck mean opacities calculated with atomic data for Nd I-IV calculated with the HULLAC code ).
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