In this paper, we consider the symmetric part of the so-called ith right shift operator. We determine its eigenvalues as also the associated eigenvectors in a complete and closed form. The proposed proof is elementary, using only basical skills such as Trigonometry, Arithmetic and Linear algebra. The first section is devoted to the introduction of the tackled problem. Second and third parts contain almost all the "technical" stuff of the proof. Afterwards, we continue with the end of the proof, provide a graphical illustration of the results, as well as an application on the polyhedral "sandwiching" of a special compact of R n arising in Signal theory.
Introduction
We recently came across the paper [3] , where the authors calculate the eigenvalues of a certain matrix appearing in the expressions of the so-called spatial estimators. It turns out that, independently, we had to consider the same matrix, which arised from another problem in Signal theory [2] ; we inferred there, from numerical experiments, the analytical formulae for all its eigenvalues. We pursued further by proving the exactness of the suspected eigenvalues and providing a basis of eigenvectors, so as to obtain a diagonalization process of the matrix.
M. Fuentes 
Clearly S
i is nilpotent, so its spectrum trivially reduces to {0}. However, the symmetric part of S i defined as
is endowed with a richer and more interesting eigensystem (eigenvalues and eigenvectors). Its entries are expressed in the form
and the matrix itself is depicted as 
the ones, being on the ith upper and lower diagonal. The extreme cases, i = 1 or i n/2 1 + 1, are known: the first case (1 just above and below the main diagonal, 0 elsewhere) is the object of a standard exercise in Matrix analysis; the other one, described with identity blocks I m and null blocks 0 m,n as where r = 2i − n and q = n − i, is of an easy study. What is more interesting is the string of all the intermediate cases. Surprisingly enough, two features can be pointed out concerning the behavior of the eigensystem of A (i) :
• Determining it involves arithmetic properties of i with respect to n (for example, whether i divides n or not); • The spectrum is poorer and poorer as i increases (the poorest spectrum is achieved when i is beyond half of n).
We now present the main result of our paper (that is the complete description of the eigensystem of A (i) ).
Theorem 1
Let us define p, m 1 and m 2 as follows:
Then the eigenvalues and associated eigenvectors of A (i) can be described in two types :
• The first class of eigenvalues, defined for any i in {1, · · · , n − 1},
and the associated eigenvectors
where l ∈ {1, · · · , p}, q ∈ {1, · · · , m 1 }, and the multiplicity of each λ 1,l is m 1 .
• The second category of eigenvalues, which arise whenever i is not a divisor of n:
and the associated eigenvectors 
Then it satisfies the following "orthogonality" relationship:
As a consequence, T p is invertible.
Proof Let us consider the column vectors of
We make use of the identity
which can easily be proved by summing up the first p terms of a geometric series. With u l et u k , we calculate
If l = k, then k + l = 2k, so that using (2) after (1) yields
If k − l turns out to be even, then, due to the factor sin
Otherwise, k − l is odd, and so is k + l. Then, since
Before going further in the proof of the linear independence of the proposed eigenvectors, another result is needed. Let us introduce for that the next two functions:
We note that, since i is a non-null integer, both g q and g h are strictly increasing, so they are injective functions.
Lemma 2 Let p, m 1 , m 2 be defined as in Theorem 1. We then can partition {1, · · · , n} in the following way:
where the unions themselves form partitions, that is to say : for all pairs (q, t) ∈ {1, · · · , p}, q = t, and
Proof We firstly prove that the involved intersections are empty.
•
Due to the uniqueness of the result of the euclidean division by i, we obtain
and thus q 1 = q 2 .
If q 1 = m 1 and q 2 < m 1 (or q 2 = m 1 and q 1 < m 1 ), we get at a contradiction, since i is a divisor of n and the remainder of the division of n by i equals to m 2 + q 2 = 0, which leads at the unique possibility
Since q 1 m 2 = i − m 1 < i (the same holds true for q 2 ), again the uniqueness of the result of an euclidean division enables us to conclude that
If q 1 = m 1 , then i divise n and we get at a contradiction; otherwise
and the result of euclidean division yields:
Of course, we assume that m 2 = 0, otherwise there is nothing to prove; so m 2 < m 2 + q 1 = q 2 m 2 , which contradicts the property
Thus, we have proved that all the sets involved in the union (4) are pairwise disjoint. Finally, it remains us to prove that their union covers the whole of {1, · · · , n}. Let x ∈ {1, · · · , n}; then there exists an unique (d, r) such that x = id + r with 0 r i − 1. Let us examine the different cases:
Now we end our section by proving that the eigenvectors indeed form a basis of R n .
Proposition 1 The collection
} form a basis of R n .
Proof We consider a linear combination of vectors of the proposed collection satisfying
Let us rewrite the vectorial relation (5) above componentwise:
where k ∈ {1, · · · , n}. We write again (6) using the partition of {1, · · · , n} such as proposed in Lemma 2. If we choose q 1 ∈ {1, · · · , m 1 },
which is equivalent to
we then write this in a matrix form:
With Lemma 1, we directly deduce that α q 1 = 0, so
In the same way, if we consider k = h q 2 ( j) where q 2 ∈ {1, · · · , m 2 }, and j ∈ {1, · · · , p + 1}, then
which amounts to
In a matrix form this is nothing else than
so that we conclude with Lemma 1:
To conclude the proof, we just note that, due to the relation
the family V has exactly n vectors, so it indeed forms a basis of R n .
Eigenvalues-eigenvectors relationships
In this section, we consider a pair of scalar λ-vector v candidate for being a pair of eigenvalue-eigenvector of A (i) , and we prove that their verify the expected relation A (i) v = λv.
For the first class of eigenvalues
Proof Let (l, q) be a pair in {1, · · · , p} × {1, · · · , m 1 }. To alleviate notations somehow, we set A (i) = A , v 1,l,q = v , λ 1,l = λ and g q = g. We have to check that Av = λv, that is to say
We now need to distinguish three different cases:
For the second class of eigenvalues
We proceed in the same way, mutatis mutandis, for the second class of proposed eigenvalues.
Proposition 3 For all
Here, as previously, we set
We distinguish two cases : k belongs to the image set h({1, · · · , p + 1}) or not.
• If k ∈ h({1, · · · , p + 1}), we still have (Av) k = 0 = λv k for the same reason as in the previous proof.
Here also we delineate three cases.
-If 2 j 0 p, because h is an injective mapping,
for the same reasons as before.
Concluding observations

Diagonalization of A (i) : a synthesis
Summarizing the two previous sections, we put into perspective our main result: Theorem 1; we therefore know exactly all the eigenvalues of A (i) and associated eigenvectors. As first consequences, we highlight two observations about the set of eigenvalues : about the structure of the set, concerning their behavior when i increases.
Proposition 4
For all i ∈ {1, · · · , (n − 1)}, the spectrum spec(A (i) ) of the matrix A (i) is symmetric with respect to the origin.
Proof Let λ ∈ spec(A); let us show that −λ also belongs to spec(A). If
The case where
is handled exactly in the same way.
A numerical illustration
We considered an example with n = 100, and i ∈ {1, 20, 49, 51}; we computed numerically (using Scilab) the spectra of the corresponding matrices A (i) . Some comments about these graphical illustrations. As we said in Introduction, the case where i = 1 is well known; the eigenvalues of A (1) are
they are well spread over the whole interval [0, 1]. When i increases, the spectrum of A (i) is poorer and poorer: the eigenvalues tend to coalesce into clusters; in the picture above (Fig. 1) they are depicted as a staircase covering  the interval [0, 1] . The final and limiting case is reached for i = 51 = n/2 + 1, where only three distinct eigenvalues remain, namely 0, −1/2, 1/2 (this holds true whatever n be).
As an example of application
As for a direct application of our result, we go back to what had motivated our study: the polyhedral approximation of specific sets arising in Signal theory. We provide an inner and outer polyhedral approximations of the compact set U n ⊂ R n+1 defined as
where S n is the unit sphere of R n+1 . This set U n is a "compact basis" of the so-called convex cone of "vectors with autocorrelated components," such as defined and studied in [1] or [2] . We directly derive from (11) the following outer estimation:
Using Proposition 4, we notice that λ min (A (i) ) = −λ max (A (i) ), and distinguishing the cases where i divides n or not, to identify the maximum eigenvalue, we thus deduce that
is the minimal -respective to all the approximations by rectangular parallelepipeds -outer approximation of U n . We can majorize the measure of U n in the following way :
Using the eigenvectors, we can also obtain an inner approximation of U n . Before describing this approximation, we need the next result Using this result we define the following convex inner approximation of U n : We used another time the Iverson notation [i | n] with the predicat i divides n, to integrate the two different cases in a single formula. As an example we give an illustration for n = 2 of the polyhedral convex inner-outer approximation I 2 ⊂ U 2 ⊂ O 2 (Fig. 2) .
Proposition 5 Following the previous notations and definitions, if we define
R n+1 → R n+1 x → n i=0 A (i) x,I n = conv [i | n] (v i ) + (1 − [i | n]) (w i ) | i ∈ {1, · · · ,
