In situ methods for estimating water quality parameters would facilitate efforts in spatial and temporal monitoring, and optical reflectance sensing has shown potential in this regard, particularly for chlorophyll, suspended sediment, and turbidity. The objective of this research was to develop and evaluate relationships between hyperspectral remote sensing and lake water quality parameters-chlorophyll, turbidity, and N and P species. Proximal hyperspectral water reflectance data were obtained on seven sampling dates for multiple arms of Mark Twain Lake, a large man-made reservoir in northeastern Missouri. Aerial hyperspectral data were also obtained on two dates. Water samples were collected and analyzed in the laboratory for chlorophyll, nutrients, and turbidity. Previously reported reflectance indices and full-spectrum (i.e., partial least squares regression) methods were used to develop relationships between spectral and water quality data. With the exception of dissolved NH 3 , all measured water quality parameters were strongly related (R 2 ≥ 0.7) to proximal reflectance across all measurement dates. Aerial hyperspectral sensing was somewhat less accurate than proximal sensing for the two measurement dates where both were obtained. Although full-spectrum calibrations were more accurate for chlorophyll and turbidity than results from previously reported models, those previous models performed better for an independent test set. Because extrapolation of estimation models to dates other than those used to calibrate the model greatly increased estimation error for some parameters, collection of calibration samples at each sensing date would be required for the most accurate remote sensing estimates of water quality.
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Long-Term Agroecosystem Research in the Central Mississippi River Basin: Hyperspectral Remote Sensing of Reservoir Water Quality
Kenneth A. Sudduth,* Gab-Sue Jang, Robert N. Lerch, and E. John Sadler I mpairment of the environment by agricultural activities is an ongoing concern of agriculturalists, environmentalists, and the general public. Many conservation practices, including those designed to reduce losses of soil, nutrients, and pesticides from agricultural fields, have a primary goal of reducing this impairment. Agencies of the USDA are cooperating on a project to quantify the environmental benefits of conservation practices implemented with USDA funding. The watershed component of this Conservation Effects Assessment Project (CEAP) is studying environmental effects and benefits for select watersheds and will provide additional research on conservation practices and their expected effects at the watershed scale (Mausbach and Dedrick, 2004) .
In Missouri, the Cropping Systems and Water Quality Research Unit of the USDA-ARS conducted CEAP watershed assessment research in the Salt River Basin (SRB) from 2005 to 2011. The SRB supplies Mark Twain Lake, a man-made flood control, recreation, and water supply reservoir in northeastern Missouri. The Missouri CEAP research included monitoring at 13 stream sites to characterize the hydrologic balance and nutrient and chemical loading to Mark Twain Lake (Sadler et al., 2015) . Because these monitoring sites were a significant distance upstream from the lake to avoid stagnant conditions at high lake stages, augmentation of monitoring data with a study of the variations in chlorophyll, suspended sediment, and N and P species among the different arms of the lake was desired. Remote sensing was considered as a potential method to estimate such water quality variations because past research has shown it to be able to estimate suspended sediments, turbidity, and chlorophyll. Compared with traditional sample collection and analysis approaches, the potential advantages of remote sensing include increased spatial and temporal resolutions that may be important for the assessment and/or management of water quality.
The potential of remote sensing for water quality estimation was first investigated in the early 1970s with the development of empirical relationships between spectral properties and water quality measurements. Although some biophysical models have been developed (e.g., Garg et al., 2009 ), empirical models are still used in many situations. Such empirical models often provide good results. However, it is important to recognize that they may be valid only for the specific conditions under which the data were collected and that they should be applied under different conditions only with caution and appropriate validation (Ritchie et al., 2003) .
Remote sensing can quantify suspended sediment because sediments increase the energy reflected from surface waters in the visible and near-infrared spectrum. The specific amount of increase depends on sediment type, texture, and color, water depth, and viewing conditions (Ritchie et al., 2003) . Although reflectance increased at all wavelengths, Ritchie et al. (1976) concluded that wavelengths between 700 and 800 nm were most useful for quantifying suspended sediment concentrations. For concentrations <50 mg L −1 , a linear relationship was sufficient; however, from 50 to 150 mg L −1 , a curvilinear relationship was needed. Lodhi et al. (1998) reported that wavelengths between 700 and 900 nm provided the best results and that quadratic regression models were better than linear models. Furthermore, they noted, as did Ritchie et al. (2003) , that data from the wide spectral bands available with multispectral sensors were sufficient for accurate estimation of sediment concentrations.
Related to suspended sediment concentration is turbidity, the degree to which light transmitted through water is scattered by suspended particles. Although turbidity is influenced by the quantity and type of organic particulates (e.g., algae) in water, suspended sediments are usually the dominant particulate matter in surface water and the main cause of turbidity. Harrington et al. (1992) reported a strong linear relationship (r 2 = 0.88) between turbidity and suspended sediment data collected biweekly for 6 yr in an Arkansas lake. Similar accuracy (r 2 > 0.90) was obtained for a study of three stream sites in Oregon (Uhrich and Bragg, 2003) . The relationship between sediment concentration and turbidity is influenced by the sediment particle size distribution and should be determined for specific watersheds and/or dominant soil types (Hayes et al., 2001) . Some research has directly related spectral reflectance to turbidity as a surrogate for suspended sediment. For example, Han (1996) achieved a correlation coefficient of 0.95 between turbidity and the difference in reflectance at 710 and 720 nm for samples obtained from a reservoir. Shafique et al. (2003) found good results when correlating turbidity to the difference in reflectance between two wavelengths; however, the wavelength pairs selected were different between two different rivers in Ohio.
Several approaches used to estimate chlorophyll using remote sensing were reviewed by Ritchie et al. (2003) . Multispectral approaches have not been successful in waters with high suspended sediment concentrations because these broadwavelength data cannot successfully discriminate chlorophyll where the spectral signal is dominated by sediment. However, research has shown that narrow-band reflectance data at the "red edge" of the visible spectrum can estimate chlorophyll in the presence of high suspended sediment concentrations. In a study using large outdoor water tanks, Han et al. (1994) found that the near-infrared(NIR)/red reflectance ratio was independent of the suspended sediment concentration across a wide range of sediment levels and two sediment types. They considered the ratio superior to the NIR − red difference, which was not completely independent of the sediment level. Further outdoor tank research by the same group (Rundquist et al., 1996) found that the derivative of the reflectance curve near 690 nm was a better estimator when chlorophyll concentrations were >300 mg L −1 , while the NIR/red ratio (705/670 nm) was better at concentrations <300 mg L −1
. In a comparison across multiple measurement dates and sampling sites in a turbid reservoir, the derivative approach was better (Han and Rundquist, 1997) . This was particularly apparent when data from multiple measurement dates were combined (derivative r = 0.82, ratio r = 0.55). Shafique et al. (2003) used the 705/675-nm reflectance ratio to quantify chlorophyll a (Chl-a) and reported similar results (r = 0.71 and 0.72) for two Ohio rivers. A three-band model was investigated by Dall'Olmo and Gitelson (2005) , who found it to be of similar accuracy to the ratio model. Additional model comparison research by Gurlin et al. (2011) found that the accuracy of the three-band and ratio models was very similar across a range of Chl-a contents from 4 to 100 mg L −1
. Bagheri et al. (2012) established that these two models could be applied to water bodies other than those from which calibrations were derived without the need for reparameterization.
Studies reporting the use of remote sensing to characterize or quantify nutrient levels in water are more limited. A review of the literature found no reports quantifying N species. Shafique et al. (2003) correlated total P in two Ohio rivers to narrow-band reflectance ratios. Similar to their work with turbidity described above, different wavelengths were selected for the two rivers. The most accurate estimates of total P yielded an r 2 of 0.59. Song et al. (2012a) related total P in three lakes to reflectance ratios, with r 2 from 0.66 to 0.85 for different sampling dates. They noted that the ability to quantify total P, which is not optically active in the wavelengths sensed, was probably due to a correlation with other optically active parameters such as chlorophyll and turbidity. Although this type of indirect calibration can provide useful information within the calibration data set, its application to data sets collected under other conditions or at other locations should only be done with caution and validated carefully.
Most remote sensing approaches to water quality measurement have used data collected at only a few optical bands. In early multispectral remote sensing instruments, these bands were wide, generally >50 nm. Although hyperspectral instruments with many, narrower bands are now available, estimation equations are still typically constructed with a few selected bands. An alternative approach is to use data from all available bands in the estimation process. Robust full-spectrum calibration methods such as partial least squares regression (PLSR; Beebe and Kowalski, 1987) have been widely used in analysis of hyperspectral data, but there are few reports of PLSR analysis in remote sensing of water quality. Robertson et al. (2009) found similar accuracy levels with PLSR and a three-band model for estimating Chl-a. The combination of a genetic algorithm (GA) for variable selection and PLSR was reported to be superior to a three-band model for Chl-a estimation in terms of temporal transferability (Song et al., 2012b) and spatial transferability (Song et al., 2013) . Song et al. (2012a) used the same GA-PLSR approach for estimating total P, finding it superior to a reflectance ratio approach. Particularly for constituents that are not optically active (e.g., total P), the full-spectrum approach may have an advantage by including spectral information related to the optically active, correlated constituents in the estimation process.
The goal of this this research was to evaluate the feasibility of using hyperspectral remote sensing information to quantify water quality parameters-Chl-a, turbidity, and N and P species-in Mark Twain Lake. Limited research has shown the potential for full-spectrum methods (i.e., PLSR) to outperform other calibration methods for some parameters; however, this needed to be evaluated for other parameters and at our study site. Site-specific confirmation was particularly important for nutrients because the indirect calibrations for these parameters might be expected to be spatially and/or temporally variable. Our specific objectives were to: (i) compare results with previously developed indices to full-spectrum calibration using PLSR and field spectrometer data; (ii) investigate the transferability of calibrations to new measurement dates; and (iii) perform a preliminary evaluation of aerial hyperspectral images as a tool for water quality assessment.
Materials and Methods

Study Site and Sampling Locations
Research was conducted at the 7530-ha Mark Twain Lake in northeastern Missouri. Mark Twain Lake serves as the public drinking water supply for approximately 42,000 people, and late summer algal blooms that may be a reflection of increased nutrient transport within the basin have created the need for more extensive water treatment to reduce odor and taste problems in drinking water (Baffaut et al., 2009) .
The source of water for Mark Twain Lake is the SRB, which encompasses an area of 6520 km 2 within portions of 12 northeastern Missouri counties. The SRB has a known and welldocumented history of herbicide and sediment contamination problems. Soils within the basin predominately include an argillic horizon that creates a natural barrier to percolation, promoting surface runoff. This results in a high degree of vulnerability to surface transport of sediment, herbicides, and nutrients. Within the basin, land use is predominately agricultural (Sadler et al., 2015) .
Seven sampling sites were identified where highway bridges crossed arms of the lake. At each site, multiple sampling stations were established at 35-to 50-m intervals along the highway bridge to investigate the variation in reflectance and water quality properties across the width of the arm. The number of stations at each site varied from 5 to 12 depending on the width of the arm. The total number of sampling stations was 51; however, fewer stations were sampled on dates when low lake levels reduced the width of the arm under a bridge.
Data Collection and Processing
Field spectrometer reflectance data and water quality samples were collected on seven dates from 2004 to 2008 (Table 1) . Sampling dates were selected to span the growing season and to encompass both high-flow and low-flow conditions. On each date, data and samples were obtained between approximately 0900 and 1500 h CST, under generally clear sky conditions, with some intermittent cloud cover later in the day. As recorded at Monroe City, MO, approximately 15 km away, the wind speed was 3 m s −1 or less during each sampling period, with the exception of the 2008 date when wind speeds reached 4 m s −1 . With these relatively calm winds, there was little wave action and the water surface was generally smooth, minimizing water surface effects on the measured reflectance (Mobley, 1999) .
Five-day and 30-d antecedent precipitation at Monroe City varied among the sampling dates (Table 1) . Notably, 5-d antecedent precipitation for the 30 Aug. 2004 sampling was 14.5 cm, which caused lake water levels to rise approximately 2 m in the 3 d before sampling, and tributaries entering the lake were still flowing briskly at the time of data collection. In contrast, many other sampling dates were characterized by low antecedent precipitation, little flow into the lake, low water levels, reduced widths of the lake arms, and therefore fewer sampling stations (Table 1 ). An exception was the 5 May 2008 date, with an intermediate level of antecedent precipitation and number of sampling stations.
Field Spectrometer Data
Data were collected with an ASD FieldSpec Pro FR field spectrometer (Analytical Spectral Devices). This instrument recorded upwelling radiance from the water surface in the wavelength range of 350 to 2500 nm at a 1-nm interval. Light reflected from the target entered the spectrometer through a fiber optic cable with a 1° field of view foreoptic attachment. At each sampling station, the pistol-grip foreoptic was pointed at the water surface approximately 90° from the principal vertical plane of the sun, at a 40° angle from nadir. This protocol, similar to that suggested by Mobley (1999) , was used to minimize the effects of sun glint on the data collection process. In this orientation, the 1° foreoptic collected light from an ellipse of approximately 500 cm 2 on the water surface. Data collection required approximately 1 min at each station and, including travel between stations, from 15 to 20 min at each bridge.
At each sampling station, two radiance data files were stored, with each file containing the mean of 10 individual wavelength scans. Before and after the water surface data were collected at each bridge, radiance data were obtained from a handheld Spectralon (Labsphere Inc.) reference panel. Data from the Spectralon readings were compared to verify that radiance did not change appreciably during the course of the water measurements. In post-processing, radiance values in each water data file were divided by the preceding reference panel data to obtain the apparent reflectance of the water surface as a function of wavelength. The duplicate reflectance data sets at each station were examined for irregularities. Because no outliers were identified, the duplicate data sets based on the two radiance files were averaged for analysis. Three field spectrometer data sets were constructed for subsequent analysis. The first data set provided complete coverage of the spectral range from 355 to 975 nm at a 5-nm interval (n = 125). The other two data sets contained data centered at the 26 or 86 wavelengths imaged by the two aerial hyperspectral sensors described below. To provide noise reduction, values in all three data sets were the average of three adjacent data points on the original 1-nm spacing output by the spectrometer.
Aerial Hyperspectral Images
Hyperspectral images were acquired on the 30 Aug. 2004 and 31 Aug. 2005 sampling dates by personnel from the Center for Advanced Land Management Information Technologies (CALMIT) at the University of Nebraska, using an AISA pushbroom sensor (Specim/Spectral Imaging Ltd.) mounted in a single-engine light aircraft. Image acquisition on 30 Aug. 2004 was with an AISA Classic system that was configured to provide data in 26 bands within the 400-to 970-nm spectral range of the sensor ( Fig. 1) , with a 3-m pixel resolution and an approximate 1100-m swath width. Data were obtained at all bridge sampling sites within a 1-h period around 1000 h CST. No attempt was made to obtain data over other portions of the lake. Image acquisition on 31 Aug. 2005 was with an AISA Eagle system operating on flight lines providing nearly complete coverage of the lake. This system provided data in 86 bands (Fig. 1) , with a 2-m pixel resolution at an approximate 1900-m swath width. Because data collection required several hours spanning both morning and afternoon, flight lines were imaged in a sequence that minimized the effects of sun glint.
The AISA system provided measurements of apparent at-platform reflectance, calculated using a downwelling irradiance sensor mounted on top of the aircraft. The AISA at-platform reflectance can be used as an approximation of target reflectance unless varying atmospheric conditions are encountered, as might be found across multiple image acquisition dates (Moses et al., 2012) . Because we developed calibrations to image data only within a single acquisition date, we used this approximation, similar to other researchers (Legleiter and Roberts, 2005; Olmanson et al., 2013) who used the AISA system. The post-processing provided by CALMIT radiometrically calibrated and georectified the AISA data. We performed no additional radiometric calibration. However, additional local georectification was completed using differential GPS (DGPS) points obtained with submeter accuracy at each end of each bridge where sampling occurred. A separate linear shift was applied to the image data from each bridge to improve alignment of the image coordinates with these DGPS points (Fig. 2 ). Data were then extracted from the image at each ASD spectrometer data collection station along each bridge.
Water Sampling and Water Quality Analysis
Water sampling was generally conducted within 30 min of the field spectrometer data collection. Grab samples were obtained from the top 15 to 30 cm of the water column at each sampling station. Each sample, approximately 1 L in volume, was placed on ice during transport to the laboratory and then refrigerated in the laboratory until analyses were performed.
Analyses were conducted for dissolved N and P forms (NO 3 -N, NH 4 -N, and PO 4 -P), total N and P, turbidity, and Chl-a. Total N and P analysis began with autoclave digestion with potassium persulfate, which quantitatively converted all N forms to NO 3 − and all P forms to PO 4 3− (Nydahl, 1978) . Total and dissolved N and P were then determined colorimetrically . All nutrient data were retained for regression analysis, including those below the detection limit described by Lerch et al. (2015) for samples analyzed with the same methods in the same laboratory. Data below the detection limit are generally deemed unreliable due to the low signal/noise ratio, but retaining these data instead of censoring them has been suggested as a way to minimize bias and information loss in subsequent analysis (Porter et al., 1988; Farnham et al., 2002) . Not censoring data at the detection limit required a method of estimating concentrations below that level, especially in light of the significant number of low-concentration samples in the data set. The instrument calibration curves developed for each set of laboratory nutrient analyses were used to estimate concentrations for all samples, including those with absorbance greater than the matrix blank and for which the estimated concentration was below the method detection limit. While this approach assumes that the absorbance vs. concentration relationship remains linear to zero absorbance, it provides a best estimate for lowconcentration samples and generates a continuous concentration distribution compared with censored or arbitrarily assigned data. We preferred this approach to the substitution and imputation methods that have been suggested and evaluated for computing summary statistics on data with nondetects (Antweiler and Taylor, 2008; Helsel, 2010) for its simplicity and because it has been stated (Helsel, 2010 ) that these other methods do not necessarily provide good results in other applications, including regression analysis.
Turbidity was measured in the laboratory using a YSI 6600 or 6920 Sonde (YSI Inc.) with a calibrated turbidity probe. Unfiltered samples were thoroughly mixed, allowed to stand for 1 min, and nephelometric turbidity units (NTU) data were obtained at 6-s intervals for 2 min. The average value for the 2 min was reported. Chlorophyll a was determined by filtering a known volume of sample through a 0.45-mm filter. The filters were extracted with 7.6 mL of ethanol in a water bath (21-23°C) for 15 min, allowed to cool for at least 2 h, and then analyzed using a fluorometer (Knowlton, 1984) .
Analysis Methods and Models
The relationships of Chl-a and turbidity to field spectrometer data were examined using both previously developed spectral indices and full-spectrum calibration by PLSR. Relationships of the nutrients to the field spectrometer data and of all parameters to the aerial image data were examined using only PLSR. In the case of the field spectrometer data, basic analyses included observations from all measurement dates. We also tested whether the models could successfully estimate water quality parameters for a sampling date from which laboratory data were not used in the calibration model development. The 30 Aug. 2004 data set was used as the test set, and models were developed using data from the other six dates. We chose this date as the test data set because it provided a span in most of the laboratory-measured parameters similar to their span in the rest of the data sets combined.
Previously Developed Spectral Indices
As described above, reflectance curve features in the region of the spectrum around 700 nm form the basis of several previously used approaches for optical chlorophyll estimation. Using the field spectrometer data set, we applied three of these approaches to estimate Chl-a as a linear function of reflectance (r) at specific wavelengths: Chl-a a b [2] ( )
Chl-a a b
[3]
Equation [1] is the ratio of the NIR reflectance peak to the chlorophyll absorbance maximum (reflectance trough) in the red region (Gitelson, 1992 
Partial Least Squares Regression
Partial least squares regression, implemented in Unscrambler Version 10.1 (CAMO Inc.), was used to develop calibration models relating the water quality parameters to the field spectrometer and aerial image data. Partial least squares regression creates a new set of variables (factors) that are uncorrelated and that explain variations in both the response and predictor variables. These factors are then used in a multiple linear regression to estimate the predictor variable. Additional details of the PLSR procedure are widely available (e.g., Beebe and Kowalski, 1987; Robertson et al, 2009 ). To guard against overfitting, a cross-validation approach provided in the Unscrambler software was used to choose the appropriate number of PLSR factors to include in each model.
Results and Discussion
Water Quality Data
With the exception of total N at several sampling dates, each measured water quality parameter varied considerably within each date, with a standard deviation of approximately the same order of magnitude as the mean (Table 2) . In some cases, the variation within each sampling location (i.e., bridge crossing an arm of the lake) was much less than the overall variation. However, this was not always the case, and by-location standard deviations were sometimes larger than standard deviations for the sampling date (data not shown). For example, at the 30 Aug. 2004 sampling date, one bridge location had a distinct flow path along the south shore that was considerably different, both optically ( Fig. 1 ) and in terms of water quality parameters, from the rest of the arm.
When considering the overall data set, significant (a = 0.05) correlations were observed between the majority of variable pairs (data below the diagonal in Table 3 ). The highest correlations (|r| > 0.85) were found between total N and dissolved NO 3 -N and between total P and dissolved PO 4 -P. Other relatively high (|r| > 0.5) correlations occurred between total N and dissolved PO 4 -P, between Chl-a and dissolved NH 4 -N, and between turbidity and each of total N, dissolved NO 3 -N, total P, and dissolved PO 4 -P. Our data showed no significant correlation between total P and Chl-a, a finding consistent with previous research in the same reservoir (Knowlton and Jones, 1995) . Notably, Song et al. (2012a) pointed to this correlation as a potential mechanism supporting optical sensing of total P in reservoir studies, supporting the need to develop reservoirspecific calibrations for nutrients.
Correlation patterns were somewhat different when examining data from individual sampling dates. Many correlations varied widely between dates, from strongly positive to moderately negative (data above the diagonal in Table 3 ). This phenomenon resulted in a lack of significant correlation for many of these variables in the overall data set. The only variable pair with relatively similar by-date correlations across all sampling dates was PO 4 -P and turbidity. This observed variation in correlation patterns among sampling dates suggests generally independent variation (as opposed to co-variation) of the water quality parameters from one date to another, meaning that any indirect spectral calibrations (i.e., nutrients) might not be temporally transferrable.
Field Spectrometer Data
The reflectance spectra varied considerably among sampling dates. Figure 3 shows the mean spectra for each date. The two sampling dates with the highest mean reflectance (5 May 2008 and 30 Aug. 2004) were those with the highest antecedent precipitation, leading to high suspended sediment concentrations due to runoff events just before sampling. Visual observation and turbidity data (Table 2) confirmed that the lake was generally less clear on those two dates compared with the remaining dates. However, other dates with turbidity greater than that observed on 30 Aug. 2004 resulted in lower average reflectance. This suggested that the source of turbidity may have been different (i.e., chlorophyll vs. sediment) over time, affecting the relationship of turbidity to sediment concentration. Because of the strong relationships reported in the literature (Harrington et al., 1992; Uhrich and Bragg, 2003) , we did not directly measure the sediment concentration in this study. Future research should consider relating spectral data directly to suspended sediment concentrations obtained by laboratory analysis. Another factor in the high reflectance observed on 5 May 2008 may have been the higher wind speed on that date (4 m s −1 vs. 3 m s −1 or less on other dates), resulting in higher wave action and more reflectance from the water surface (Mobley, 1999) .
Although the mean reflectance spectra were distinctly different, at least for some sampling dates (Fig. 3) , variations in the reflectance among sampling locations were large compared with the differences among the mean curves. Figure 4 shows that the variation in mean reflectance within a sampling date, calculated across the range from 355 to 975 nm, was often large in relation to the overall mean reflectance for the date, as shown in Fig. 3 . Thus, there was overlap in the levels of the individual spectral curves among all sampling dates.
Single-Wavelength Correlations
As an initial screening, Pearson correlation coefficients (r) between the reflectance and the water quality parameters were graphed for the overall data set (Fig. 5) . Correlations for most parameters were >0.5, with some single-wavelength correlations approaching 0.9. Lower correlations (|r| < 0.3) were obtained for Chl-a and NH 4 -N. With this data set, as well as with the individual date data sets, the correlograms became unstable above approximately 925 nm, assumedly due to the lower signal/ noise ratio observed at the highest wavelengths.
Correlograms for the individual dates did not exhibit similar patterns (Fig. 5) . For some dates, the correlations remained fairly constant across the range of wavelengths (e.g., 16 Aug. 2006). For other dates, maximum correlations were seen in the 600-to 800-nm range (e.g., 28 July 2005) or the 700-to 900-nm range (e.g., 27 June 2005) wavelengths. For some dates, the shapes of the correlograms were similar for all water quality parameters, while for others the shapes were discernibly different. The large differences in correlogram shapes among sampling dates suggested that it could be difficult to obtain good accuracy across multiple dates and that full-spectrum (i.e., PLSR) models might be better than single-wavelength estimation models.
Previously Developed Spectral Indices
Using Eq. [1-3], regression analyses for Chl-a were performed using field spectrometer data from all sampling dates. Consistent with previous research (Han and Rundquist, 1997) , the slope (or derivative) approach provided better results than the ratio approach and was also better than the three-band model (Table  4) . Our estimates were within the range (r 2 = 0.38-0.90) of those reported by Han and Rundquist (1997) for Chl-a estimation in a turbid reservoir in Nebraska. When models developed using data from all other dates were applied to the 30 Aug. 2004 data set, the calibration results were slightly better (Table 4) (Table 4 ). Thus, it appears possible to estimate Chl-a based on reflectance indices without obtaining calibration water samples for each individual measurement date, with the caveat that the calibration samples should be representative of the range of variability present in any unsampled data set.
We also applied approaches from previous research to estimate the turbidity levels. Han (1996) estimated turbidity based on the difference in reflectance between 710 and 720 nm, stating that this method was less susceptible to wind-induced waves on the water surface than data obtained at a single wavelength. Our model based on this approach yielded moderately accurate results when applied across all sampling dates (r 2 = 0.61). In an outdoor tank study, Lodhi et al. (1998) found that spectrometer data, integrated into simulated Landsat Thematic Mapper bands (LB), could be used to estimate the suspended sediment concentration. We used this approach, assuming a linear relationship between sediment concentration and turbidity, to develop a first-order regression model for each simulated LB. In contrast to Lodhi et al. (1998) , who found that a second-order model using simulated LB4 (i.e., near-infrared) reflectance was most predictive of the sediment concentration, we found little difference between first-and second-order models using the LB4 data (Table 5) . However, the LB4 data were more predictive than data from the visible bands.
To evaluate the application of the LB models to data not used in the calibration, we followed the same approach described above for chlorophyll. As with the all-date model, the best results were obtained using LB4 data (Table 5) . However, turbidity estimates exhibited approximately 25% higher error with the leave-one-date-out model, suggesting that the application of this simple model to a calibration data set was not able to adequately represent the variation found in the test data set. Because turbidity is affected by both algae and suspended sediment, this lack of temporal transferability may be due to varying proportions of those constituents at different sampling dates.
Partial Least Squares Regression
Because of the scatter observed at higher wavelengths in Fig. 5 , we deleted data above 925 nm, leaving 115 reflectance measurements as candidate independent variables for PLSR analysis. Using data from all sampling dates, a separate PLSR model was created for each water quality parameter. As with the spectral index analysis above, a second analysis investigated the application of a calibration model to a data set (30 Aug. 2004 ) not used in developing the model. Across all measurement dates, all water quality parameters other than NH 4 -N were estimated with R 2 ≥ 0.70 (Table 6 ). In these data, the best estimates were obtained for total N and NO 3 -N, with R 2 ≥ 0.90. All-date estimates of Chl-a and turbidity by PLSR (Table 6) exhibited lower error than estimates obtained with models developed in prior research (Tables 4 and 5 ). Similar PLSR results were reported for Chl-a by Robertson et al. (2009) and Song et al. (2012b) . Examination of the PLSR regression coefficients for chlorophyll estimation (Fig. 6) showed that the largest coefficients were found at 675 and 705 nm, wavelengths very similar to those used in the previously defined models examined above. This provided additional confidence that those models, with wavelengths selected based on data from other locations, were appropriate for use with these data.
The PLSR leave-one-date-out model calibration results (Table 6) were of somewhat higher accuracy, in terms of both Table 4 . Fit statistics for regression models based on Eq. [1-3] used for estimating chlorophyll content from field spectrometer data. The leave-onedate-out model was calibrated using all data except those from the first sampling date and was then tested on the independent Date 1 data set. For comparison, Date 1 RMSE data are also given for the all-date model. (Fig. 4) and many water quality parameters (Table 2) . When the leave-one-dateout calibration was applied to the 30 Aug. 2004 test data set, RMSE values were up to four times higher than errors calculated for the same data set with the all-date calibration (Table 6 ). The smallest error increase was for Chl-a (30%), while the highest was for NO 3 -N. This indicates that calibrations where there is a direct, physical linkage between reflectance and the parameter of interest (i.e., Chl-a) are likely to be more temporally transferrable than indirect calibrations such as those for nutrients. We recognize that a full leave-one-date-out cross-validation might provide more robust information about temporal transferability. However, we believe the general finding of a lack of temporal transferability would be the same with either methodology.
Model
Although calibration results with PLSR were better than those with previously developed models using one or a few bands, the application of PLSR models to a test set resulted in larger errors than did the other methods for both Chl-a and turbidity (compare the last columns of Tables 4, 5, and 6). Turbidity errors were only slightly higher, but chlorophyll errors were up to 30% higher. In contrast, Song et al. (2012b) reported larger errors when applying three-band models for Chl-a to another measurement date, stating that a GA-PLSR approach was more temporally transferrable. Considering the relatively large difference between calibration and test set errors for both parameters, it may be that overfitting occurred in development of the PLSR calibration models. Investigation of alternative methods for choosing the number of factors or a preprocessing step to select appropriate variables as described by Song et al. (2012a Song et al. ( , 2012b Song et al. ( , 2013 ) might lead to more accurate test set results.
Aerial Hyperspectral Image Data
Partial least squares regression applied to single-pixel data from the 26-band (Fig. 1) aerial hyperspectral image obtained on 30 Aug. 2004 provided estimates of water quality parameters with a wide range of accuracy (Table 7) . Some estimates were improved with reflectance data that were an average of the nine aerial image pixels centered on the measurement site, but this improvement was generally slight. Trends in accuracy among Table 5 . Fit statistics for regression models estimating turbidity based on simulated Landsat Thematic Mapper band (LB) reflectance calculated from field spectrometer data. The leave-one-date-out model was calibrated using all data except those from the first sampling date and was then tested on the independent Date 1 data set. For comparison, Date 1 RMSE data are also given for the all-date model. the various parameters were somewhat different from those seen in PLSR analysis of field spectrometer data from the larger, alldate data set (Table 6 ). To provide a more direct comparison between aerial and field spectrometer data sets, a PLSR analysis was performed for a field spectrometer data set containing the same wavebands. In this analysis, field-spectrometer-based estimates were similar or only slightly more accurate than those using data extracted from the aerial hyperspectral images ( Table  7 ), indicating that any additional errors introduced as part of the aerial image acquisition process did not greatly affect the use of the images for water quality estimation. This finding was consistent with the results of Song et al. (2012a) , who found similar errors in total P estimation when applying PLSR analysis to field spectrometer and AISA image data.
Simulated Landsat band used in model
As with the first image date, PLSR estimates from the 86-band (Fig. 2) aerial hyperspectral image obtained on 31 Aug. 2005 were of highly variable accuracy (Table 8 ). The best results were obtained for Chl-a and turbidity (r 2 ≥ 0.85). Total N, total P, and PO 4 -P were of intermediate accuracy, while dissolved N forms were of the lowest accuracy. The accuracies of aerial image estimates were not consistent between the two measurement dates (compare Tables 7 and 8 ). Differences in means and standard deviations of water quality parameters between the two dates (Table 2 ) may have contributed to this discrepancy. Other potential causes include differences in the imaging sensor used and the greater amount of time required to complete image acquisition on the second date. Ideally, multidate images should be collected with consistent equipment and methodology, but those factors were not under our control in this study.
As for the first image date, a parallel PLSR analysis was performed for a field spectrometer data set containing the same wavebands. Again, field-spectrometer-based estimates were somewhat more accurate than those using data extracted from the aerial hyperspectral images (Table 8) , with the differences being somewhat more pronounced in this data set. This larger difference might be attributed to the poorer temporal synchrony between the aerial images and water quality sampling due to the added time required to image the complete lake.
Using the results in Table 8 , maps of Chl-a ( Fig. 7) and turbidity ( Fig. 8) were created for the entire lake. The Chl-a map should be reliable due to good calibration accuracy (Table 8) and a calibration data span (8-89 mg L −1 ) similar to the span of the estimates in Fig. 7 . However, high turbidity estimates may not be as accurate. Although the calibration accuracy (Table  8) was good, the calibration data span (<1-41 NTU) did not encompass the highest mapped turbidity estimates.
The highest Chl-a and turbidity values were observed in the southwestern arms of the lake. In the 15 d preceding image acquisition, two relatively small runoff events were observed at SRB stream sampling sites (Sadler et al., 2015) . Due to nonuniform rainfall across the SRB, the highest unit-area flows and sediment loads (data not shown) were recorded in the streams entering these southwestern arms of the lake, validating the potential for lake remote sensing to provide information related to water quality differences among the entering streams.
Considerations and Applications
Overall, estimates of water quality parameters using hyperspectral data from ground-based and aerial instruments were of promising accuracy. Turbidity and Chl-a were estimated with accuracy levels similar to those reported in previous studies. Partial least squares regression, a technique often used in other fields to analyze spectral data, provided results similar to those from published band-selection equations for Chl-a and turbidity and also provided a methodology for spectral estimates of nutrient concentrations, an area of little published research.
Comparison of these results with those reported in prior research shows considerable variability in what methods provide the most accurate results and how temporally transferrable those results are. Consistent with other findings, we found that equations estimating Chl-a and turbidity were reasonably temporally transferrable; however, there is some degree of inconsistency in whether band-selection or full-spectrum methods are best in this regard. Some of this inconsistency may be caused by differences in wavelengths, preprocessing, and/or variable selection methods among studies. Temporal transferability was poor for nutrients, which are not optically active in the sensed wavelength range. The indirect calibration used for nutrient estimation might be expected to change from date to date more than the direct calibrations for Chl-a and turbidity, and by-date calibration sampling should be used to estimate these parameters. Although correlations of nutrients to Chl-a and turbidity were not good across all sampling dates, they were very good (R > 0.9) within some dates. In addition to suggesting the potential for by-date calibration, this also suggests the potential for developing different nutrient calibrations based on the level of the optically active constituents present.
Impediments remain to the practical use of remote sensing for reservoir water quality monitoring. Spatial and temporal transferability of calibration equations would greatly enhance the applicability of the approach, but while this issue has been rather thoroughly examined for Chl-a, more investigation is needed for other water quality parameters of interest. Narrowband, hyperspectral information is needed to successfully estimate most water quality parameters. Although satellite sources of hyperspectral data exist, their spatial resolution is too coarse for many applications. Aerial hyperspectral sensors, although available, are often expensive to operate, and obtaining data from an aerial sensor platform at the proper time to represent a hydrologic event is problematic. Proximal sensors (i.e., field spectrometers) can provide enhanced spatial coverage at lower per-location cost than intensive water sampling but are impractical for generating maps across large water bodies. Thus, although technically feasible, the widespread operational use of remote sensing for water quality monitoring may be limited for the foreseeable future.
Conclusions
Using proximal hyperspectral data acquired with a field spectrometer across multiple sampling dates at Mark Twain Lake in northeastern Missouri, it was possible to estimate most water quality parameters accurately. Chlorophyll a, turbidity, total N and P, and dissolved NO 3 -N and PO 4 -P were all estimated with R 2 ≥ 0.7 by application of PLSR to the reflectance spectrum from 355 to 925 nm. Poor results were obtained for dissolved NH 3 (R 2 = 0.43). Results obtained by the analysis of aerial hyperspectral images were only slightly less accurate than proximal sensing results for the two dates when both were obtained, suggesting that aerial remote sensing is a viable methodology for estimating lake water quality. Little has been reported previously on remote sensing estimation of N and P species in water, and the good results obtained here suggest that further investigation of that topic is warranted.
Using bands and approaches previously reported in the literature for chlorophyll and turbidity generally resulted in less predictive models than the full-spectrum modeling approach. However, these prior models often provided more accurate results when applied to a separate test set (i.e., sensing date) not used in the calibration procedure. This may be attributed to the fact that these models were biophysically based, as opposed to the full-spectrum models, which were purely statistical in nature.
When models developed using reflectance data from all but one date were applied to estimate water quality on the test date not used in the calibration, the results were highly variable. Errors were up to four times higher than errors calculated for the same test date when all sampling dates were used in the calibration. Therefore, collection of calibration samples at each sensing date would be required for the most accurate remote sensing estimates of water quality. By-date calibration sampling would be especially important for nutrients, which are not optically active in the sensed wavelength range. The indirect calibration used for nutrient estimation might be expected to change from date to date more than the direct calibrations for Chl-a and turbidity.
