Non-negative matrix factorization (NMF) is a widely used tool for exploratory data analysis in many disciplines. In this paper, we describe an approach to NMF based on random projections and give a geometric analysis of a prototypical algorithm. Our main result shows the proto-algorithm requiresκk log k optimizations to find all the extreme columns of the matrix, where k is the number of extreme columns, andκ is a geometric condition number. We show empirically that the proto-algorithm is robust to noise and well-suited to modern distributed computing architectures. Lee and Seung (1999) for finding low-dimensional structure in high-dimensional data. Let X ∈ R d×n be an entry-wise nonnegative matrix. NMF expresses X in terms of entry-wise non-negative factors U ∈ R d×k and V ∈ R n×k such that X ≈ U V T . In some applications requiring the factors to be non-negative makes the factorization consistent with physical reality, and is more interpretable than results from classical tools. Some applications of NMF include:
1. Introduction. Non-negative matrix factorization (NMF) is a popular approach pioneered by Lee and Seung (1999) for finding low-dimensional structure in high-dimensional data. Let X ∈ R d×n be an entry-wise nonnegative matrix. NMF expresses X in terms of entry-wise non-negative factors U ∈ R d×k and V ∈ R n×k such that X ≈ U V T . In some applications requiring the factors to be non-negative makes the factorization consistent with physical reality, and is more interpretable than results from classical tools. Some applications of NMF include:
1. In hyperspectral imaging, a common post-processing step is unmixing: detecting the materials in the image and estimating their relative abundances. Unmixing is equivalent to computing a NMF of the hyperspectral image. 2. In document modeling, documents are usually modeled as additive mixtures of topics. Given a collection of documents, the NMF of the document-term matrix reveals the topics in the collection. 3. NMF also has applications in chemometrics where the problem is called self modeling curve resolution (Lawton and Sylvestre, 1971 ) and biology, e.g. in vision (Buchsbaum and Bloch, 2002) , when the underlying system has certain physical properties that require a meaningful factorization to be nonnegative. 4. In combinatorial optimization, Yannakakis (1991) proved the NMF of topic. Both assumptions are commonly accepted in the imaging sciences and information retrieval. This paper is organized as follows. First, we review existing algorithms for separable NMF. In section 3, we describe how to factorize a separable matrix by finding the extreme points of a point cloud and analyze the performance of a prototypical algorithm. In section 4 we validate our results and show empirically that the approach is robust to noise. Finally, in section 5, we demonstrate the approach by performing exploratory data analysis on a gene expression dataset.
2. Related work. To place our algorithm in the correct context, we review the recently proposed algorithms for computing the NMF when X is separable. All these algorithms exploit the geometric interpretation of a separability and find the extreme points/rays of the smallest polytope/cone that contains the columns of X.
1. Arora et al. (2012) describe a method which checks whether each column of X is an extreme point by solving a linear program (LP). 2. Bittorf et al. (2012) make the key observation that X has the form
for some C ∈ R n×n . To find C, their proposed method, HottTopixx, solves a LP with n 2 variables. To handle large problems, they use a first-order method to solve the LP. Gillis (2013) later developed a post-processing procedure to make HottTopixx more robust to noise. 3. Esser et al. (2012) formulate the column subset selection problem as a dictionary learning problem and use 1,∞ norm regularization to promote small dictionaries. 4. Gillis and Vavasis (2012) describe a family of recursive algorithms that maximize strongly convex functions over the cloud of points to find extreme points. Their algorithms are based on the intuition that the maximum of a strongly convex function over a polytope is attained at an extreme point. 5. Kumar, Sindhwani and Kambadur (2013) 
describe an algorithm called
Xray for finding the extreme rays by "expanding" a cone one extreme ray at a time until all the columns of X are contained in this cone.
Algorithms 1, 2, and 3 require the solution of convex optimization problems and are not suited to factorizing large matrices (e.g. for factorizing large document-term matrices where n ∼ 10 9 ). Algorithms 1, 2, and 5 also require the non-negative rank k to be known a priori, but k is usually not known in practice. Algorithms 1 and 2 also depend heavily on separability, while our approach gives interpretable results even when the matrix is not separable. Finally, algorithm 4 requires U to be full rank, but this may not be the case in practice. An older algorithm for unmixing hyperspectral images is pure-pixel indexing (PPI) by Boardman (1994) . PPI is a popular technique for unmixing due to its simplicity and availability in many image analysis packages. Although the geometric intuition behind PPI is the same as our intuition, but there are few results concerning the performance of this simple algorithm. In Section 3, we justify the intuition behind PPI with a geometric analysis subject to the pure-pixel assumption.
3. Random projections for finding extreme points. Given a separable non-negative matrix X ∈ R d×n , we focus on finding the small subset of columns of X that comprise U ∈ R n×k . The geometric interpretation of separability shows that finding the subset of columns is equivalent to finding the extreme points of a point cloud. In this section, we describe an approach to finding the extreme points of point clouds based on random projections. After obtaining U , we solve for V by non-negative least squares (3.1) minimize
The geometric intuition behind finding extreme points with random projections is simple: the extrema of linear functions over a convex polytope are attained at extreme points of the polytope. By repeatedly maximizing and minimizing linear functions over the point cloud, we find the extreme points. As we shall see, by choosing random linear functions, the number of optimizations required to find all the extreme points with high probability depends only on the number of extreme points (and not the total number of points).
Another consequence of the geometric interpretation is the observation that projecting the point cloud onto a random subspace of dimension at least k + 1 preserves all of the extreme points with probability one. Such a random projection could be used as a precursor to existing NMF algorithms as it effectively reduces the dimension of the problem. However, given the nature of the algorithm we discuss here a random projection of this form would yield no additional benefits.
3.1. A prototype algorithm. We first describe and analyze a proto-algorithm for finding the extreme points of a point cloud.
Algorithm 1 Proto-algorithm 1: Generate an d × m random matrix G with independent standard normal entries. 2: Form the product G T X. 3: Find the indices of the max Imax and min Imin in each row of G T X. 4: Return U = XI max∪Imin .
The proto-algorithm finds points attaining the maximum and minimum of random linear functions over the point cloud. Each row of the random matrix G is a random linear function, hence each row in the product G T X contains the value of a linear function at all the points in the point cloud. A natural question to ask is how many optimizations of random linear functions are required to find all the extreme points with high probability? 3.1.1. Notions from convex geometry. Before delving into the analysis of the proto-algorithm, we review some concepts from convex geometry that appear in our analysis. A convex cone K ⊂ R n is a convex set that is positively homogeneous, i.e. K = λK for any λ ≥ 0. Two examples are subspaces and the non-negative orthant R n + . A cone is pointed if it does not contain a subspace. A subspace is not a pointed cone, but the non-negative orthant is. The polar cone K • of a cone K is the set
The notion of polarity is a generalization of the notion of orthogonality. In particular, the polar cone of a subspace is its orthogonal complement. Given a convex cone K ⊂ R n , any point x ∈ R n has an orthogonal decomposition into its projections 1 onto K and K • . Further, the components P K (x) and P K • (x) are orthogonal. This implies a conic Pythagorean theorem, i.e.
Two cones that arise in our analysis deserve special mention: normal and circular cones. The normal cone of a convex set C at a point x is the cone
1 Given a closed convex set C ⊂ R d , the projection of a point x onto C is simply the closest point to x in C, i.e.
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The tangent cone is a good local approximation to the set C. A circular cone or ice cream cone is a cone of the form
In other words, a circular cone is a set of points making an angle smaller than arccos(t) with the axis a (arccos(t) is called the angle of the cone).
The polar cone of a circular cone (with axis a ∈ R n and angle arccos(t)) is another circular cone (with axis −a and angle π 2 − arccos(t)). A solid angle is a generalization of angles in the (Cartesian) plane to higher dimensions. Given a (convex) cone K ⊂ R n , the solid angle ω(K) is the proportion of space that the cone K occupies; i.e. if we pick a random direction x ∈ R d , the probability that x ∈ K is the solid angle of K. Mathematically, the solid angle of a cone K is given by
where the integral is taken over span(K). By integrating over the linear hull of K, we ensure ω(K) is an intrinsic measure of the size of K. When K is full-dimensional (i.e. span(K) = R n ), the solid angle is equivalent to (after a change of variables)
For a convex polytope C ⊂ R d (the convex hull of finitely many points), the solid angles of the normal cones at its extreme points also form a probability distribution over the extreme points, i.e.
Furthermore, ω(N C (u i )) ∈ (0, 1/2). Calculating the solid angle of all but the simplest cone in R d , d > 3 is excruciating. Fortunately, we know bounds on solid angles for some cones.
For a point θ ∈ S n−1 , the set
is called a spherical cap of height t. Since the solid angle of a (convex) cone K ⊂ R n is the proportion of S n−1 occupied by K, the solid angle of a circular cone with angle arccos(t) is given by the normalized area of the spherical cap Cap (θ, t) for any θ ∈ S n−1 :
where σ n−1 is the rotation-invariant measure on S n−1 of total mass 1.
To state estimates for the area of spherical caps, it is sometimes convenient to measure the size of a cap in terms of its chordal radius. The spherical cap of radius r around a point θ ∈ S n−1 is
Two well-known estimates for the area of spherical caps are given in Ball (1997) . We are now ready to analyze the proto-algorithm. Our analysis focuses on the solid angles of normal cones at the extreme points u i of a convex polytope C ⊂ R n . To simplify notation, we shall say ω i in lieu of ω(N C (u i )) when the polytope C and extreme point u i are clear from context. The first result shows we need O(k log k) optimizations to find all the extreme points with high probability.
, then the protoalgorithm finds all k extreme points with probability at least 1 − δ.
Proof. Let u i , i = 1, . . . , k be the extreme points. By a union bound,
Pr ({miss u i }) By the optimality conditions for optimizing a linear function, denoted g j , over a convex polytope, the event {miss x i } is equivalent to
Since the (random) linear functions
We substitute this expression into (3.5) to obtain
If we desire the probability of missing an extreme point to be smaller than δ, then we must optimize at least
The constant κ = 1/ log
Since κ grows linearly with k, we restate Theorem 3.3 in terms of the normalized constant
Corollary 3.4. If m >κ k log k δ , then the proto-algorithm finds all k extreme points with probability at least 1 − δ.
The constant κ is a condition number for the problem. κ is large when the smallest normal cone at an extreme point is small. If ω i is small, then is close to one. Intuitively, this means the polytope has extreme points that protrude subtly. The simplicial constant makes this notion precise. For any extreme point u i , the simplicial constant is
The simplicial constant is simply the distance of the extreme point u i to the convex hull formed by the other extreme points. To simplify notation, we shall say α i in lieu of α C (u i ) when the polytope C and extreme point u i are clear from context. The following pair of lemmas justifies our intuition that an extreme point with a small normal cone protrudes subtly and vice versa.
Lemma 3.5. Let C ⊂ R k be a (convex) polytope and
where r(ω) = 2(2ω) 1 k−1 and R max is a constant that does not depend on u i .
Proof. Without loss of generality, assume u i is the origin. Let K ⊂ R k be the smallest circular cone with axis
• is a circular cone with axis −a. By Lemma 3.1, the radius of the spherical cap
Thus the angle of K • is at most arccos 1 − 1 2 r(ω i ) 2 and the angle of K is at least
To obtain a bound on the simplicial constant α i = α C (u i ), we study 2-dimensional slices of K and C:
K ∩ span (a,n) and C ∩ span (a,n) for anyn ⊥ a.
Given a slice of C along the directionn, the simplicial constant is given by
for some radius rn and some angle θn ∈ 0, π 2 . Since K is the smallest circular cone (with axis a) that contains C, the angle for K is equal to θn for some slice. Further, C ⊂ K so rn is at most the diameter of the "base" of the pyramid that is the convex hull of u i and its neighbors. Mathematically, the base is the set
where R min is a constant that depends on geometric properties of the polytope.
Proof. The proof is similar to the proof of Lemma 3.5. Assume (w.l.o.g.) u i is at the origin. Let K ⊂ R k be the largest circular cone with axis
Consider the 2-dimensional slices of K and C given by K ∩ span (a,n) and C ∩ span (a,n) for anyn ⊥ a.
for some radius rn and some angle θn ∈ 0, π 2 . Since K is the largest circular cone (with axis a) that sits in T C (u i ), the angle of K is equal to θn for some slice. Further, rn is well defined in this slice and its value depends only on the "base" of the extreme point u i . Thus the angle of K is at least arctan R min α . Since K • is a circular cone with axis −a, the angle of K • is at most
An elementary trigonometric calculation shows the height of the spherical
By Lemma 3.2, the solid angle of K • is at most
, we obtain the desired conclusion.
Remark 3.7. To our knowledge, Lemmas 3.5 and 3.6 are new. The constants R max in Lemma 3.5 and R min in 3.6 are non-optimal, but unavoidable because normal cones are invariant under scaling, but simplicial constants are not. In fact, R max , R min and α i all depend linearly on the scale (of C), and thus R max and R min implicitly capture the correct scaling.
Remark 3.8. We observe that the bound in Lemma 3.6 does not decay to zero as α goes to zero. This is an consequence of the upper bound on the area of a spherical cap being loose. Although sharper bounds are known, 2 we state our results in the aforementioned form for the sake of clarity.
In the literature on NMF, a common assumption is the simplical constant of any extreme point is at least some α > 0. By Lemma 3.5, the simplicial constant being at least α implies
The relationship between solid angles and simplicial constants is often obscure, and in the rest of the paper, we state results in terms of the solid angles ω 1 , . . . , ω k . Finally, we point out the proto-algorithm is the key step in PPI. Thus our analysis provides some theoretical justification for the popular algorithm. Theorem 3.3 show PPI identifies all the extreme points with a reasonable number of optimizations. Lemma 3.6 also shows PPI tends to pick extreme points that protrude significantly from the point cloud. In the next (sub)section, we present two post-processing strategies that avoids the pitfalls of naively using PPI on noisy data.
3.2. Three practical algorithms. The proto-algorithm requires the nonnegative rank k and the condition number κ to be known a priori (to set m correctly). In this section, we describe three practical algorithms: one for noiseless X and two for noisy X. When X is noiseless, we seek to recover all the extreme points, no matter how subtly a point protrudes from the point cloud.
Algorithm 2 Noiseless algorithm
Generate an d × m random matrix G with independent N (0, 1) entries.
4:
Form the product G T X.
5:
Find the indices of the max I max and min I min in each row of G T X.
6:
Set Imax ← Imax ∪ I max , Imin ← Imin ∪ I min . 7: until I max , I min adds nothing to I max , I min . 8: Return U = XI max∪Imin .
The noiseless algorithm stops when m optimization find no missed extreme points (m failures). This stopping rule admits an a posteriori estimate of the size of the normal cone at any missed extreme point. Consider each optimization as a Bernoulli trial with p = 2 i∈I miss ω i (success is finding a missed extreme point). The noiseless algorithm stops when we observe m failures. A 1 − α confidence interval for p is i∈I miss ω i ≤ 1 2m log 1 α with probability 1 − α.
Lemma 3.9. The noiseless algorithm finds all extreme points with ω i ≥ 1 2m log 1 δ with probability at least 1 − δ.
In the presence of noise, we seek to select "true" extreme points and discard spurious extreme points created by noise. Since optimizing linear imsart-aoas ver. 2013/03/06 file: nmf.tex date: May 19, 2014 functions over the point cloud gives both true and spurious extreme points, we propose two approaches to selecting extreme points.
The first approach is based on the assumption that spurious extreme points protrude subtly from the point cloud. Thus the normal cones at spurious extreme points are small, and these points are less likely to be found by optimizing linear functions over the point cloud. This suggests a simple approach to select extreme points: keep the points that are found most often. In fact, this is a common post-processing step used with PPI.
The second approach is to select extreme points by sparse regression. Given a set of extreme points (columns of U ), we solve a group lasso problem (each group corresponds to an extreme point) to select a subset of the points:
where λ is a regularization parameter that trades-off goodness-of-fit and group sparsity. The group lasso was proposed by Yuan and Lin (2006) to select groups of variables in (univariate) regression and extended to multivariate regression by Obozinski et al. (2011) . Recently, Kim, Monteiro and Park (2012) propose a similar optimization problem for NMF. We enforce a non-negativity constraint to keep V non-negative. Although seemingly innocuous, most first-order solvers cannot handle the nonsmooth regularization term and the non-negativity constraint together. Fortunately, a simple reformulation allows us to use off-the-shelf first-order solvers to compute the regularization path of (3.8) efficiently. The reformulation hinges on a key observation.
Lemma 3.10. The projection of a point x ∈ R n onto the intersection of the second-order cone K n 2 = {x ∈ R n | x [n−1] 2 ≤ x n } and the non-negative orthant R n + is given by
Although we cannot find Lemma 3.10 in the literature, this result is likely known to experts. For completeness, we provide a proof in Appendix A. We formulate (3.8) as a second-order cone program (SOCP) (with a quadratic objective function):
Since t i , i = 1, . . . k are non-negative, the problem is equivalent to (3.9) minimize
. . k. Since we know how to project onto the feasible set efficiently, most off-theshelf first-order solvers (with warm-starting) are suited to computing the regularization path of (3.9).
In practice, the non-negative rank k is often unknown. Fortunately, both approaches to selecting extreme points also give estimates for the (nonnegative) rank. In the greedy approach, an "elbow" on the scree plot of how often each extreme point is found indicates how many extreme points should be selected. In the group lasso approach, persistence of groups on the regularization path indicates which groups correspond to "important" extreme points; i.e. extreme points that are selected by the group lasso on large portions of the regularization path should be selected.
Simulations.
We conduct simulations to validate our theoretical results on exact recovery and evaluate the sensitivity of the approach to noise. 4.1. Exact recovery. In section 3, we showed the proto-algorithm requires O (k log k) optimizations to find all k extreme points with high probability. We confirm the result is sharp with a simulation. We set a grid of tuples (k, m) such that m k ∼ log k. For each tuple, we generate 500 separable matrices X ∈ R 1000×500 with non-negative rank k by 1. generating U ∈ R d×k with i.i.d. unif(0, 1) entries 2. generating V ∈ R n×k with the k × k identity matrix at the top and i.i.d. unif(0, 1) entries elsewhere 3. normalizing each row of V to sum to one 4. setting X = U V T , and attempt to recover all k extreme points by optimizing m random linear functions. By construction, the columns of X are contained in the conical Fig 1. Fraction of trials in which the proto-algorithm correctly extracted all k extreme points from well-conditioned (left) and ill-conditioned (right) matrices. For each value of k and m, we generate 500 matrices X ∈ R 1000×500 and display how often the proto-algorithm successfully recovered all k extreme columns.
hull of its first k columns. Thus the proto-algorithm should recover the first k columns of X. Figure 1 shows how often the proto-algorithm recovered all k columns as the non-negative rank k and number of optimizations m vary. To show the scaling that we expect (up to the aforementioned constant), we also plot the line m/k = log k and the 95% isocline. The isocline grows like k log k.
We repeat the simulation on an ill-conditioned matrix to investigate the sensitivity of the proto-algorithm to the condition numberκ. Instead of generating U with i.i.d. unif(0, 1) entries, we set U to be the first k columns of the d × d Hilbert matrix 3 Since the columns of the Hilbert matrix are almost linearly dependent, we expect the convex hull of the points to be very "flat". Figure 1 shows how often the proto-algorithm recovered all k columns as the number of optimizations m and the non-negative rank k vary. We observe that once again the isocline also grows like k log k though the constant factor is larger than before. 4.2. Sensitivity to noise. We turn our attention to the sensitivity of the approach to noise. To investigate the performance of the two practical algorithms when the input matrix X is noisy, we attempt to factorize nearlyseparable matrices of the formX = X + N , where X = U V T is separable and N is additive noise. We are mainly concerned with sensitivity (to the noise) of the two approaches to selecting extreme points and how well the selected points approximate X.
We consider two adversarial scenarios. In the first scenario, we generate U ∈ R 1000×20 with i.i.d. unif(0, 1) entries and set the first 20 columns of X ∈ 3 The entries of the Hilbert matrix are given by hij = 1 i+j−1 . The matrix is notoriously ill-conditioned in the linear algebraic sense, e.g. the condition number of the 1000 × 1000 Hilbert matrix is at least on the order of 10 17 (and may in fact be considerably larger). R 1000×210 equal to U . The remaining 190 columns of X are the midpoints of the k 2 1-dimensional faces of the polytope with extreme points u 1 , . . . , u 20 . We formX by adding Gaussian noise to X, i.e. the entries of N are N (0, σ 2 ) variables. Since the 190 midpoints are on the boundary of C, adding noise creates many spurious extreme points.
In the second scenario, we generate U ∈ R 1000×20 with i.i.d. unif(0, 1) entries and set the first 20 columns of X ∈ R 1000×210 equal to U . The remaining n−k columns of X are convex combinations of the first 20 columns with coefficients are drawn from a symmetric Dirichlet distribution with concentration parameter α = 0.1. Since the mass of the symmetric Dirichlet distribution is concentrated near the canonical basis points, most of the 190 columns are very close to an extreme point. We formX by adding Gaussian noise. Since the 190 non-extreme points are very close to an extreme point, adding noise creates many spurious extreme points.
To investigate the sensitivity of the greedy approach to noise, we set 10 logarithmically spaced noise levels from 10 −2 to 1. For each noise level, we generate 100 nearly separable matricesX and attempt to extract all the extreme points (including spurious points) by optimizing 20k log k, where as before k = 20, random linear functions. The simulation is repeated for both scenarios. Figure 2 shows the scree plots as the noise level varies. As expected we see that there is a significant drop off in votes between the 20 significant columns and the remaining columns as long as the noise is small. Once the noise becomes larger, we see that more points are becoming relevant extreme points and thus there is no longer a sharp transition at 20. One interesting note is that because often each column receives at least one vote adding the noise has perturbed the convex polytope in a way such that all points are now extreme points. To investigate the sensitivity of the group lasso approach to noise, we set 4 logarithmically spaced noise levels from 0.01 to 1. For each noise level, we generate 10 nearly separable matricesX and extract the extreme points with the proto-algorithm to formŨ . We compute the regularization path at 100 logarithmically spaced values of λ from λ max to 10 −4 λ max . The simulation is repeated for both scenarios. Figures 3 and 4 show the regularization paths at each noise level in both scenarios. At reasonable noise levels, there are 20 groups that "persist" along the regularization path in both scenarios.
To evaluate the fidelity of selected extreme points, we set a grid of problem parameters m (number of optimizations) and (noise variance). For each pair of parameters, we generate 50 nearly-separable matrices X ∈ R 100×210 and attempt to extract all the extreme points (including spurious points) by optimizing 520 random linear functions. We selected 20 extreme points with the greedy and group lasso approaches. We measure how well the selected points approximates X by the mean squared error (MSE) whereŨ consists of the selected extreme points andṼ is the solution to the non-negative least squares problem
The simulation is repeated for both scenarios. Figure 5 and 6 show the MSE as the number of optimizations m and noise level σ vary in both scenarios. We observe that in both scenarios the two approaches to selecting extreme points yield points that results with comparable residual values. Furthermore, neither of the approaches appear to be overly sensitive to the number of random projections used.
Validation on gene expression data.
We adopt the approach of Brunet et al. (2004) to discover "metagenes" from gene expression data with NMF. Given a dataset consisting of the expression levels of d genes in n samples, we seek to represent the expression pattern of the samples in terms of conical combinations of a small number of metagenes. The data is usually represented by an expression matrix X ∈ R d×n . In most studies, d
n. Thus expression matrices are usually "tall and skinny." Mathematically, we seek a factorization of the expression matrix X = U V T in terms of non-negative factors U ∈ R d×k and V ∈ R n×k : X = U V T . The columns of U are metagenes, and the rows of V are the coefficients of the conical combinations.
5.1. Hereditary breast cancer dataset. The hereditary breast cancer dataset collected by Hedenfalk et al. (2001) consists of the expression levels of 3226 genes on 22 samples from breast cancer patients. The patients consist of three groups: 7 patients with a BRCA1 mutation, 8 samples with a BRCA2 mutation 4 , and 7 additional patients with sporadic (either estrogen-receptornegative, aggressive cancers or estrogen-receptor-positive, less aggressive) cancers. The dataset is available at http://www.expression.washington. edu/publications/kayee/bma/. We exponentiate the data to make the logexpression levels non-negative.
We normalize the expression profiles (columns of X ∈ R 3226×22 ) and find the extreme points with the proto-algorithm. Figure 7 shows a scree plot of how often each extreme point is found by the proto-algorithm. Figure 7 also shows a plot of the relative residual versus how many extreme points are selected. The extreme points were selected by keeping the points found most often. On both plots, we notice an "elbow" at 6. This suggests the expression matrix is nearly-separable and has non-negative rank 6. Biologically, this means the expression pattern is mostly explained by the expression pattern of 6 metagenes.
We also selected metagenes by sparse regression (3.8). To compute the regularization path of (3.8), we implemented a custom solver on top of TFOCS by Becker, Candès and Grant (2011) . Figure 8 shows a coefficient plot and a spy plot of the regularization path. Although the sparse regression approach accounts for correlation among metagenes, the effect is negligible for the beginning (large regularization parameter) of the regularization path. Figure 8 shows the first 5 metagenes selected by the group lasso approach and by the greedy approach are the same and the sixth metagene selected / X F (right) versus how many extreme points are selected. There is a noticeable "elbow" at 6 on both plots.
by the greedy approach is the seventh to enter the regularization path.
6. Conclusion and discussion. We described an approach to nonnegative matrix factorization based on random projections. The approach is motivated by a geometric interpretation of the NMF problem when the matrix is separable. The main benefits of the approach are 1. scalability: The main computational bottleneck is forming the product G T X, and matrix-vector multiplication is readily parallelizable. 2. simplicity: The proto-algorithm is easy to implement and to diagnose (when it gives unexpected results).
We show a prototypical algorithm requires O (k log k) random projections to find all the extreme points with high probability. We also show empirically that the approach is robust to noise. A third benefit is that the approach gives interpretable results even when the matrix is not separable. When the matrix is not separable, the approach no longer gives the (minimum non-negative rank) NMF. However, the geometric interpretation remains valid and the approach gives non-negative factors U and V such that the columns of U are the extreme rays of a polyhedral cone that contains most of the columns of X.
APPENDIX A: PROOFS
Lemma A.1. The projection of a point x ∈ R n onto the intersection of the second-order cone K n 2 and the non-negative orthant R n + is given by The first five metagenes selected by both the greedy and the group lasso approachs. The first two metagenes show high expression levels of an inflammatory chemokine CCL2 (also called MCP-1). Elevated CCL2 expression is associated with advanced disease course and with progression in breast cancers (Soria and Ben-Baruch, 2008) . This is consistent with the fact that 12 (of 22) samples in the study were (histologically) graded and all showed moderate to poor-differentiation (grades 6 to 9 on a scale of 1 to 9), an indication of advanced disease progression. The second metagene also shows high expression levels of ST6GalNAc2. Recently, Murugaesu et al. (2014) showed the enzyme encoded by ST6GalNAc2 is a metastasis suppressor in breast cancers. Unfortunately, the study only included patients with primary cancers, so the data cannot confirm the association between high expression of ST6GalNAc2 and lower incidence of metastasis.
Proof. Given a closed convex cone K ⊂ R n , a point x ∈ R n has a unique orthogonal decomposition into P K (x)+P K • (x). To show P K n 2 P R n−1 + ×R (x) is the projection of x onto K n 2 ∩ R n + , it suffices to check 1. P K n 2 P R n−1
+ ×R (x) for any point x ∈ R n . To begin, we decompose x into its projection onto R n−1 + × R and R n−1 + × R
• :
+ ×R (x) + P (R n−1 + ×R)
• (x).
We further decompose P R n−1 + ×R (x) into its projection onto K n 2 and K • = −K n 2 :
The projection onto K n 2 preserves the zero pattern of P R n−1 + ×R (x). Thus a point x ∈ R n admits the decomposition x = P K n 2 P R n−1 + ×R (x) + P −K n 2 P R n−1 + ×R (x) + P (R n−1 + ×R)
• (x), where the three parts are mutually orthogonal. Given this decomposition, it is easy to check 1, 2, and 3.
