We present ESpinS (Esfahan Spin Simulation) package to evaluate the thermodynamic properties of spin systems described by a spin model Hamiltonian. In addition to the Heisenberg exchange term, the spin Hamiltonian can contain interactions such as bi-quadratic, Dzyaloshinskii-Moriya, and single-ion anisotropy. By applying the classical Monte-Carlo simulation, ESpinS simulates the behavior of spin systems versus temperature. ESpinS ables to calculate the specific heat, susceptibility, staggered magnetization, energy histogram, fourth-order Binder cumulants, and the neutron scattering structure factor. Further, it can compute the user-defined magnetic order parameter i.e. summation of projection of spins on the userdefined directions and the physical quantities based on it. ESpinS works by either local update algorithm or parallel tempering algorithm. The latter feature is an appropriate option for considering the frustrated and spin glass magnetic systems. ESpinS is written in Fortran 90 and can be run in single or parallel mode. The package is freely available under GPL license (see https://github.com/nafiserb/ESpinS). (optional) for parallel execution. Has the code been vectorized or parallelized?: Yes. Nature of problem: Obtaining the thermodynamic properties of spin crystal systems. Solution method: The classical Monte-Carlo simulations are used for evaluation of thermodynamic properties and phase transition of the spin model Hamiltonian. The Hamiltonian involves the Heisenberg, bi-quadratic, Dzyaloshinskii-Moriya, and single-ion interactions.
References 1. Introduction
Nowadays, with extensive use of the magnetic materials, the critical phenomena of spin systems have attracted many attention in both theoretical and experimental fields. One of the challenges in the theoretical study of phase transition is the huge number of particles in the systems. In fact, the exact analytical solutions can be applied to only a few simple spin models in one or two dimensional systems [1] . Hence the computational approaches are required to make a bridge between the theoretical models and reality.
Monte-Carlo (MC) simulations are computational techniques, which assist in a better understanding of systems with a large number of interacting particles, where problems involve integrations over large phase space [2, 3] . So with ongoing advances in computer technology, the MC simulations help to gain more accurate physical insight into the real materials. The basic idea of MC simulation for solving an integration problem is very simple: the random sampling of phase space instead of regular sampling, at the expense of statistical error. The superiority of the MC simulations over regular numerical methods is that statistical error is independent of the phase space dimensions. The only difficulty of MC simulations is how to select the stochastic sampling to reduce the statistical errors. A procedure widely used for stochastic sampling is the local update Metropolis algorithm. Thence, several techniques are introduced for the improvement of local update Metropolis schemes. Some approaches are general methods like parallel tempering algorithm [4, 5, 6] , while some work for special cases, like Swendsen-Wang [7] and Wolff cluster update algorithms [8] .
To gain macroscopic insight into the magnetic materials (phase transition, stable magnetic configuration, . . . ), a spin model Hamiltonian consists of the microscopic magnetic interactions like Heisenberg exchange parameters is needed. The microscopic interactions can be derived from experiments like the inelastic neutron scattering [9, 10, 11, 12] or first-principles calculations like density functional theory (DFT) [13, 14, 15, 16] . With the investigation of spin models through a classical spin MC simulation package, one can estimate the expectation value of thermodynamic quantities. Unlike the high levels of availability for the first-principles packages, there are very few free available classical MC simulation packages. These MC simulation packages have limited features, so a comprehensive classical spin MC simulation package can fill the gap between microscopic and macroscopic results in the magnetic material researches.
We present in this work our ESpinS program which is an open-source software package for calculating the thermodynamic properties and phase transition of magnetic material based on classical MC simulations. With ESpinS, we are able to define an almost general spin model Hamiltonian contains Heisenberg exchange, bi-quadratic, Dzyaloshinskii-Moriya, and single-ion anisotropy interactions. Using MC simulations, ESpinS gives the expectation values for many desirable magnetic quantities such as susceptibility and static neutron scattering structure. In this package, we have tried to provide a spin classical MC package with many features and enough flexibility. For example, order parameters, units, and even the local spin updating strategy can be defined by the user. In the following, we explain more theoretical and technical details that ESpinS is based on them.
The paper is organized as follows. In Section 2, we review briefly the MC simulations, statistical physics, and spin model Hamiltonian used in ESpinS. After a brief discussion about theoretical background of ESpinS, the details of its installation and parallelization are described in Section 3 . In Section 4, we provide some examples and discuss about results.
Theoretical background

Spin model Hamiltonian
In 1928, Heisenberg with taking into account the Coulomb's repulsion and the Pauli exclusion principle showed that an effective Hamiltonian as − 1
where i and j denote the sites of spins in the lattice. The second and third terms in Eq. 1 are so-call biquadratic and Dzyaloshinskii-Moriya (DM) interactions, respectively. The last term indicates the single-ion anisotropy interaction. B ij and D ij represent the strength of bi-quadratic and Dzyaloshinskii-Moriya (DM) interactions and ∆ is indication of (local) magnetic anisotropy energy. The direction of DM vectors (D ij ) is determined by the Moriya rules [21] . The anisotropy local direction of each site which shown byẑ i can be specified by first-principles calculations. All of these terms are possible to be derived from quantum principles [19, 20] . We should mention that there are still other interactions such as four-spin exchange that can be added to the Hamiltonian. However, at the moment, ESpinS includes the terms presented in Eq. 1.
Statistical mechanics
The basic task of statistical mechanics is the investigation of the macroscopic thermodynamic properties based on a microscopic basis. In a system which is in equilibrium with its surrounding environment, the probability of being system in the X microstate is expressed as:
where E X is the total energy of the system in the respective microstate and β = 1/k B T , with T and k B are temperature and Boltzmann constant, respectively. In this expression, Z is called the partition function:
which contains all the information about the thermodynamic properties of the system. The sum is over all possible microstates and depends on the number of degrees of freedom, N . In this context, the expectation of an observable quantity O is given by:
where · · · indicates the thermal average. Using this expression, the two most important thermodynamic quantities of magnetic systems, magnetic specific heat (C V ) and susceptibility (χ) are related to the variance of magnetic energy (E) and magnetic moment (M ) by the following equations:
In ESpinS, we use these expressions to calculate magnetic specific heat and susceptibility. Since a thermodynamic system consists of a large number of particles, of the order of Avogadro number, the number of microstates become exponentially large and the assessment of the partition function is not possible especially at the thermodynamic limit, N → ∞. Part of this obstacle can be overcome by using MC simulations.
Monte-Carlo simulation
Generally, MC simulation is used to estimate expectations of observable quantities in statistical physics. The method of the MC simulation, for calculation of the thermal average of a quantity, is random choosing a subset of microstates of the system (M states). The states are selected by a probability distribution P X , in exchange for having some inaccuracy into the results:
If the states of the subset are picked out with equal probability (simple sampling), the high probability and low probability states are chosen equally, causing an undesirable statistical error in the expectations of observables. The main challenge in the MC simulation is how to select more impact configurations from among all possible configurations randomly. The importance sampling is a technical method for choosing effective states in the MC simulation. In this method a probability distribution function as e −βE X Z −1 (P eq (X)) is used to weight the configurations. Therefore the thermal average becomes as:
where each X state is selected at random corresponding to the probability distribution P eq (X). Hence, the accurate results are achieved by selecting a small part of all possible configurations. Now, this question is raised: How a random states set corresponding to the distribution function can be created? The solution is to generate the set through a process called Markov. The Markov process obtains a set of successive states {X 1 , X 2 , · · · } by generating each of state from the previous one. To generate a state from another state, a transition probability T (X i → X j ) is defined. The transition probability should have two conditions: first, the transition probability should be independent of the transition step i.e. it is time-independent. Second, the transition probability T (X i → X j ) should only depend on the state X i and X j and not on any passed state i.e. it is memory-less. By adding an additional condition to the transition probability which is called detailed balance, the Markov process can generate states that correspond to the probability distribution P eq (X). The detailed balance condition is expressed by the following equation:
This equation only determines the ratio of transition probabilities which is equal to the ratio of distribution functions. There are infinite number of transition probability which would satisfy the Eq. 9. At the next subsection, we discuss transition probability in the Metropolis algorithm.
Local update Metropolis algorithm
The Metropolis algorithm was introduced in 1953 by Metropolis and co-workers [22] . In this algorithm, the transition probability decomposes to the two components:
where g(X i → X j ) is the selection probability of a change from X i state to X j state and A(X i → X j ) is the acceptance probability. Since the selection probability is usually constant, Eq. 9 can be rewrite as:
So the acceptance probability is defined as follows in the Metropolis algorithm:
It can be shown that this definition satisfies the detailed balance condition. The acceptance probability can be expressed by the energy difference between X i and X j states:
According to Eq. 13, the transition will be accepted if the energy of X j state to be lower than the energy of X i state (∆E < 0), while for ∆E > 0, the transition to the new state X j will occur with e −β∆E probability. The Metropolis algorithm is also known as the local update algorithm because only one site of system will change in each elementary MC move. It means a new state X j is made from the current state X i of system. In ESpinS, a random change in the direction of a spin will bring the system to the new magnetic configuration. The new magnetic configuration will be accepted according to Eq. 13. The energy of the magnetic configurations is calculated using the user-defined spin Hamiltonian. If the new configuration is accepted, the system will pass to this configuration otherwise the system will remain in its current magnetic configuration. To generate a completely distinct configuration from the previous one, ESpinS sweeps all sites of lattice and applies the local update Metropolis algorithm to each lattice site. So in ESpinS, one sweep of lattice is considered as a MC step.
For MC simulations at low temperatures and frustrated magnetic systems, updating the spin direction by choosing a random spin direction can cause a low acceptance ratio. To overcome the problem, ESpinS has an option for constraining the new spin direction. In this method, the new direction of spin is chosen randomly inside a cone (Fig. 1) . The previous direction of the spin becomes the cone axis and the apex angle of the cone (2∆Θ) can be specified in the ESpinS input file. The smaller (larger) apex angle leads to the higher (lower) acceptance ratio.
Parallel tempering algorithm
The MC local update leads to low acceptance probability in complex interacting systems, particularly at the low temperature. It is difficult to traverse overall the phase space in such systems due to a rugged energy landscape with a lot of local minima separated by high energy barriers. In this situation, the relaxation time becomes diverge. Although the MC local update is still working technically correct but reaching equilibrium is time consuming even for a small system. Parallel tempering (PT) [4, 5, 6] , also known as replica exchange MC, is a technique to overcome the slow convergence issue in highly correlated systems. PT exchanges the configurations of the system at the high temperatures with configurations at the low temperatures to escape energy barriers. The method is motivated by the fact that at the high temperatures the whole phase space can be traversed through the local updating.
In PT algorithm, the K copies or replicas of the original system are simulated simultaneously and independently at the different temperatures T 1 , T 2 , · · · , T K . The probability of having the state {X} = {(X 1 , β 1 ), · · · , (X i , β i ), (X i+1 , β i+1 ), · · · , (X K , β K )} in this extended ensemble is given by:
where the Z(β i ) is the partition function of the ith replica at the temperature T i (β i = 1/k B T i ). After performing a swapping of ith and i + 1th replicas, the state becomes as {X } = {(X 1 , β 1 ), · · · , (X i+1 , β i ), (X i , β i+1 ), · · · , (X K , β K )}. Similar to the Metropolis algorithm, PT algorithm should satisfy the condition of detailed balance:
T ({X} → {X }) is the transition probability from the state {X} to state {X } i.e. accepting probability of swapping between the ith and i + 1th replicas. The ratio of transitions can be evaluated by substituting Eq. 14 into Eq. 15:
where ∆E = E i+1 − E i is the energy difference of two replicas and ∆β = 1/T i+1 − 1/T i is the difference between their inverse temperatures. Therefore, the transition probability can be chosen as:
Generally, a PT simulation consists of two parts: Metropolis updating of each replica and swapping the replicas. After some MC moves (Metropolis updating) on each replica, a swapping of replicas at adjacent temperatures is attempted according to the PT transition probability (Eq. 17). It should be noted that usually adjacent temperatures are used to swapping due to exponentially decreasing of accepting probability with the ∆β.
In PT simulations, the choice of the temperatures for replicas is critical [23] . ESpinS has four options for temperature series: uniform grid on temperatures, uniform grid on inverse temperatures, a logarithmic grid on temperatures, and an array of temperatures which set manually. The aim of manually setting the temperatures is to optimize PT simulation by, for example, choosing temperatures in a way that the swapping ratio between neighboring replicas remains almost constant during the simulation [23] . Initialization of the spin system: To initialize the spin directions at the beginning of MC simulation, ESpinS has three options: random spin state, ferromagnetic state, and reading spin directions from a file (name sconfig.dat). The random spin state option can be initialized by either user-defined seed numbers or random seed numbers.
ESpinS packagae
MC updating: The local update Metropolis algorithm is utilized for MC simulations in ESpinS. To treat the frustration magnetic systems, the PT algorithm is implemented in the code. ESpinS supports two methods for choosing the new direction of a spin during MC steps. Since the spin model Hamiltonian in ESpinS is a model with continuous degrees of freedom, the new direction of spin can be chosen either as completely at random or in an interval around the previous direction as was explained in Section 2.3.1.
Visualization: To visualize the crystal, ESpinS creates a xsf structure file at the initialization steps that can be visualized by VESTA [24] or XCrySDen [25] . Also, there is a program in the utility directory to ease visualization of spin directions on the lattice sites by XCrySDen. ESpinS generates a Python and Gnuplot file to plot the neutron structure factor. Parallelization: The parallelization over temperatures is implemented in ESpinS. The number of temperatures should be dividable to the number of processors in the local update algorithm, while there is no limitation for the PT algorithm.
Magnetic properties: Quantities that can be obtained from ESpinS include the total magnetization, magnetic specific heat, susceptibility, fourth-order Binder cumulant for the energy and magnetization, staggered magnetization, the probability distribution function of the magnetization and staggered magnetization, and the neutron structure factor. ESpinS also can compute the user-defined order parameter i.e. summation of projections of spins into the user-defined directions. Consequently, ESpinS calculates the related quantities to the user-defined order parameter such as susceptibility, fourth-order Binder cumulant and probability distribution function of the order parameter. Additionally, ESpinS can estimate the histogram of the energy either as simple or by Methfessel-Paxton smearing function. In ESpinS, errors of quantities can be estimated through the binning analysis method [26] .
Installation of ESpinS
ESpinS can be downloaded as tar.gz compressed file. By the following command the code will be uncompressed:
$ tar -xzvf ESpin.tar.gz
This command builds a directory which consists of the source code, example files, and etc. ESpinS is written in Fortran 90, so basically it can be compiled by any Fortran 90 compiler. The developers have tested the code with two widespread compilers, Gfortran and Intel Fortran compiler (IFORT) on several computer clusters. In addition to a Fortran 90 compiler, ESpinS requires BLAS and LAPACK libraries for installation. For the compatibility between Fortran 90 compiler and libraries, the user should modify the make.sys file in accordance with own's system. Two make.sys examples, one for ifort and others for gfortran, have been placed in config directory. ESpinS can be installed as a serial or parallel version by message passing interface (MPI). Once the modification of make.sys file has been completed, ESpinS will be installed by typing:
$ make
After compilation, the mc.x file is created as the executable program of ESpinS.
Running ESpinS
A file with .mcin suffix is as input file of ESpinS for MC simulation. To build this input file, ESpinS has two initialization steps. For the first initialization step, the input file with file extension .inp1.mcin (for example name.inp1.mcin) is needed which contains the information about the unit cell vectors, atomic positions, and shell number for the Heisenberg exchange, bi-quadratic and Dzyaloshinskii-Moriya terms of Hamiltonian (for detailed description of the input files, a manual document is distributed with ESpinS). The command line option -inp1 must be used for the first initialization step: $ mc.x -inp1 name By this command, ESpinS reads the name.inp1.mcin file and generates the name.inp2.mcin file that contains the necessary information to specify the parameters of Hamiltonian. The user must write the corresponding interactions parameters between the atoms in name.inp2.mcin file. After completing the name.inp2.mcin file in the second initialization step, the following command should be executed: or in multiprocessor mode:
$ mpirun -np num proc mc.x name
ESpinS performs the MC simulation and writes some general information about running in the name.mcout file. Some of computed quantities are written in name.mcout, name mc.dat and name pm.dat files. The details of the all output files, as well as input files, can be found in the manual document.
Examples
simple cubic
As the first example, we investigate the transition temperature of the simple cubic lattice with ferromagnetic interactions as much as J 1 = 3.0 meV for the nearest neighbors. We set the 1 × 10 6 steps for warming up of the system and 2 × 10 6 steps for collecting data with skip of 5 MC steps between successive data collections to reduce the correlations. A 10 × 10 × 10 supercell consists of 1000 atoms with magnetic moment of 1 µ B are chosen for MC simulations. The input files for this simulation are provided in Appendix5. Fig. 2 shows the calculated magnetic thermodynamic properties of this system. The plots of specific heat and magnetic susceptibility exhibit a peak at T c =50 K, compatible with the previous study [27] , indicating a transition from ferromagnetic to paramagnetic state with increasing temperature.
Pyrochlore FeF 3
FeF 3 has the faced-center cubic structure with Fe 3+ magnetic ions which constitute a pyrochlore network of corner-sharing tetrahedra [28] (Fig. 3 ). FeF 3 goes to a so-called all-in/all-out (AIAO) magnetic order below temperature ≈22 K [29, 30] . We exploit the used spin model Hamiltonian from Ref. [31] which contains the nearest-neighbors anti-ferromagnetic Heisenberg exchange (J 1 = 32.7 meV), bi-quadratic (B 1 = 1.0 meV) and Dzyaloshinskii-Moriya (D = 0.6 meV) interactions. We use 10 6 MC steps for both the thermalization and data collection stages at each temperature. To reduce correlation, we skip every 10 MC steps between successive data collections. The size of supercell is 10 × 10 × 10 containing 4000 Fe atoms. In this example, we are focusing on the importance of PT algorithm in frustrated systems. Bi 3 Mn 4 O 12 (NO 3 ) is known as first frustrated honeycomb lattice, wherein Mn +4 magnetic ions are arranged in honeycomb bi-layers ( Fig. 4(a) ). It has been shown by MC simulations and calculation of the inter-layer spin-spin correlation [32] that the lack of magnetic ordering in Bi 3 Mn 4 O 12 (NO 3 ) is due to the being the system at the phase boundary between two N 1 and N 2 magnetic ordering ( Fig. 4(b) ). In Ref. [32] , the small value of the inter-layer spin-spin correlation has been gained from averaging over the different runs of MC simulations, since Bi 3 Mn 4 O 12 (NO 3 ) goes to the N 1 or N 2 magnetic ordering at each run of MC simulation. As PT algorithm is a method for frustrated systems, we are going to investigate whether this method is able to predict the correct value of spin-spin correlation. We use the obtained spin model Hamiltonian from Ref. [32] , containing the Heisenberg terms up to third and fourth neighbors for intra-layer and inter-layer, respectively (J 1 = 10.7, J 2 = 0.9, J 3 = 1.2, J 1c = 3.0, J 2c = 1.1, J 3c = 0.5, J 4c = 0.9 meV). 3 × 10 6 steps are done for thermalization and 7 × 10 6 steps for collecting data with 10 MC steps skip. A supercell 30 × 30 × 1 containing the 3600 atoms are used. The PT calculations are done with 64 temperatures between 4-70 K. Fig. 4(c) shows the used temperature set in PT algorithm choose such that the acceptance probability of configuration swaps to be equal for all temperatures. Fig. 4(d) depicts the inter-layer spin-spin correlation obtained from MC and PT simulations at T =4 K. As can be seen, the PT algorithm is able to predict the correct value of spin-spin correlation while depending on the initial magnetic configuration, the system goes to the one of magnetic ordering N 1 or N 2 in the MC metropolis algorithm. 
Conclusion
In summary, we have presented an open-source computational package called ESpinS for obtaining the temperature profile of magnetic properties based on classical MC simulation. ESpinS was written in Fortran 90 and can be executed either serial or parallel. To make ESpinS user-friendly, the main input file is generated through two initial stages containing fewer keywords. We described theoretical basis that ESpinS works on and showed how to use ESpinS. Finally, we showed the results for some examples, simple cubic, Pyrochlore FeF 3 , and Bi 3 Mn 4 O 12 (NO 3 ) as a frustrated system. The examples demonstrate some parts of ESpinSabilities in material science research. ESpinS is expected to have a major role along with other methods such as the first-principles in predicting the magnetic properties of materials. 
## Hamiltonian
Begin Jij_parameters f1= 0.000000, 0.000000, 0.000000:f2= 1.000000, 0.000000, 0.000000:jij= 0.00300000!:sh= 1!:t1= 1:t2= 1 f1= 0.000000, 0.000000, 0.000000:f2= 0.000000, 1.000000, 0.000000:jij= 0.00300000!:sh= 1!:t1= 1:t2= 1 f1= 0.000000, 0.000000, 0.000000:f2= 0.000000, 0.000000, 1.000000:jij= 0.00300000!:sh= 1!:t1= 1:t2= 1 f1= 0.000000, 0.000000, 0.000000:f2= 0.000000, 0.000000, -1.000000:jij= 0.00300000!:sh= 1!:t1= 1:t2= 1 f1= 0.000000, 0.000000, 0.000000:f2= 0.000000, -1.000000, 0.000000:jij= 0.00300000!:sh= 1!:t1= 1:t2= 1 f1= 0.000000, 0.000000, 0.000000:f2= -1.000000, 0.000000, 0.000000:jij= 0.00300000!:sh= 1!:t1= 1:t2= 1 End Jij_parameters
