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Abstract
Arising from the fact that the terrestrial network is becoming more IP-centric, it is crucial to be able 
to support IP services over the satellite component of UMTS as well to achieve close synergy with 
the terrestrial counterpart for seamless communication. Nevertheless, the direct utilization of the IP 
protocol suite in a mobile environment is not straightforward, and when coupled with the additional 
constraints and shortcomings that satellite-based systems pose, it imposes additional challenges to the 
integration of satellite systems into the IP-based T-UMTS and the global Internet.
In this thesis, we study the feasibility of establishing multimedia sessions over S-UMTS based on the 
SIP protocol, and investigate efficient solutions to transport SIP signalling, taking into account not 
only the larger satellite propagation delay but also the impact of the S-UMTS radio interface arid 
channel impairment. The preservation of maximum commonality between T- & S-UMTS is the aim 
of our work to facilitate an effective integration of both segments.
Given that a dedicated channel needs to be used for the transport of SIP signalling, the Random 
Access Channel (RACH) is first investigated. The impact of the different RACH transmission control 
parameters on the access performance over S-UMTS is studied with their trade-offs identified. It is 
further demonstrated how QoS differentiation could be provided on the RACH through Access 
Service Classes (ASCs). Two schemes have also been proposed to decrease the risk of code/signature 
collision, where it has been shown that when network-wide synchronization is already in place, these 
schemes perform better than the ETSI S-UMTS scheme as the access rate increases.
By incorporating a link layer retransmission based on the RLC-AM mechanisms, it has been shown 
that SIP session establishment can work acceptably well over S-UMTS with performance comparable 
to the circuit-switched call setup. It is further demonstrated that with proper configuration of RLC 
parameters and retransmission options, the session setup performance under various channel 
conditions can be substantially improved. Two schemes that mitigate the inefficiencies of the existing 
UMTS RLC-AM procedure for session setup over S-UMTS have also been proposed. The main 
advantage of the first scheme lies in its ability to recover the missing last radio segments in a single 
round-hip whilst minimizing the feedback and avoiding redundant retransmissions. The second 
approach minimises redundant retransmissions when more than one feedback report trigger is 
configured, where improved system performances are obtained. Finally, in the joint study of SIP’s 
own reliability mechanisms and RLC retransmission scheme, it has been shown that precious radio 
and network resources can be saved by making SIP and RLC 'more co-operative' through different 
degree of awareness of each other.
Key words: S-UMTS, IP, Session Initiation Protocol, Random Access Channel, Radio Link Control.
Acknowledgements
First and foremost, I would like to express my sincere gratitude to both of my supervisors, Prof. 
Rahim Tafazolli and Prof. Barry G. Evans for offering me the precious opportunity to undertake 
research in the UK’s largest and most well-known academic research centre in Mobile and Satellite 
Communications Systems, and for their unfailing support during these years. I am particularly 
grateful to Prof. Evans for his comments and patience in reviewing the draft of this thesis, and to 
Prof. Tafazolli for his final comments.
I would like to thank the Committee of Vice-Chancellors and Principals (CVCP) of the Universities 
of the United Kingdom for the Overseas Research Scholarship (ORS) award, and Centre for 
Communication Systems Research (CCSR) for the studentship throughout the course of my studies, 
which would not have been possible without these sponsorships.
I am grateful to my colleagues in CCSR for their support and friendship. In particular, I wish to thank 
Abhaya Sumanasena, Atta Quddus, Harry Gombachika, Kanagasabapathy Narenthiran and 
Merkourios Karaliopoulos for their stimulating input in several of our technical discussions. I would 
also like to acknowledge Seiamak Vahid for proof reading my MPhil-PhD transfer report and Andrea 
Capellacci for his help in developing the RACH link level simulator. Many thanks are also due to the 
support staff at CCSR without whom the administrative and computing assistance would not be 
available: Adam Kirby, Anne Rubin, Chris Clark, Emmanuelle Darut, Hannah Morris, Lakshmi 
Chennell, Stephanie Evans and Terry Roberts. A special mention goes to my colleagues at E22, 
Abdus Owadally, Hamed Nourizadeh, Mohd. Yunus, Suji Gunaratne amongst others, for sharing the 
laughter and pain of being a PhD student,
I would also like to mention the IETF SIP/SIPPING’s and the 3GPP various WGs’ mailing lists for 
their expert technical input. Also, I am particularly indebted to Jonathan Deane, Lily Chai and Philip 
Phung for their care and encouragement during the lowest point of my life. Words cannot express 
enough appreciation to Philip, without whom I would not have the privilege to be here today to finish 
this thesis. Special thanks are due to the Tans and the Lims for the invitation to their homes and being 
part of their wonderful family.
Last but not least, I thank my parents and family for all their love, endless support and understanding, 
and to God for my life and the faith in Thee that has brought me this far.
Contents
Contents
1 Introduction........................................................................................  1
1.1 Background and Motivation............................................................................................ 1
1.2 Research Objective and Approach...................................................................................8
1.3 Main Contributions.......................................................................  9
1.4 Thesis Structure............................................................................................................. 13
2 IP in UMTS............................................................................................................................ 16
2.1 Introduction...................................................................................................................16
2.2 UMTS and its Evolution Towards an End-to-end IP Solution........................................ 16
2.3 IP-based UMTS Network Architecture.......................................................................... 19
2.4 Enabling IP Technologies in UMTS..............................................................................22
2.4.1 IP Session Control...................................................................................................22
2.4.1.1 Introduction.......................................................................................................22
2.4.1.2 Session Initiation Protocol (SIP)........................................................................23
2.4.1.3 SIP in UMTS.....................................................................................................29
2.4.2 IP Multicast.............................................................................................................31
2.4.2.1 Introduction.......................................................................................................31
2A2.2 Standard IP Multicast Model.............................................................................32
2.4.2.3 SIP and IP Multicast......................................................................................... 33
2.4.2.4 Multicast in UMTS........................................................................................... 34
2.4.3 IP Quality of Service (QoS)  ...........................................................................36
2.4.3.1 Introduction....................................................................................................... 36
2.4.3.2 IP QoS...............................................................................................................36
2.4.3.3 Interaction of SIP with IP QoS...........................................................................39
2.4.3.4 UMTS QoS.......................................................................................................40
2.4.4 IP Mobility...............................................................................................................44
2.4.4.1 Introduction....................................................................................................... 44
2.4.4.2 SIP-based Mobility -  A Complement to Mobile IP............................................45
2.4.4.3 Mobility in UMTS.................................................   46
2.5 Summary and Conclusion.................   47
3 IP-based Satellite-UMTS Network Architecture................................................................. 49
3.1 Introduction....................................................................................................................................... 49
Contents
3.2 IP-based Satellite-UMTS Network Architecture............................................................50
3.3 S-UMTS Radio Interface Protocol Architecture.............................................................55
3.3.1 Data flows through Layer 2 ..................................................................................... 63
3.4 Satellite Channel Model................................................................................................ 65
3.5 Summary and Conclusion............................................................................................. 68
4 Random Access Channel Transmission over S-UMTS....................................................... 70
4.1 Introduction................................................................................................................... 70
4.2 RACH in 3 GPP.............................................................................................................72
4.2.1 RACH preamble part.............................................................................................. 73
4.2.2 RACH message part.......................................................................   74
4.3 Modification of RACH for Satellite-UMTS.................................................................75
4.3.1 S-UMTS-A Random Access Scheme......................................................................76
4.3.2 SAT-CDMA Random Access Scheme.....................................................................77
4.3.3 Other Current Related Work.................................................................................... 79
4.3.4 Approached Random Access Scheme..................................................................... 79
4.4 Evaluation on the Impact of Layer 2 Parameters on the RACH performance for varying
message size...................................................................................................................87
4.4.1 Simulation Model Description................................................................................. 87
4.4.2 Simulation Results.................................................................................................. 91
4.4.2.1 Effect of RACH Power Ramping Cycles, Mmax..................................................91
4.4.2.2 Effect of Persistence Value, P,...........................................................................93
4.4.2.3 Effect of Maximum Backoff Timer, NBoimax..................................................... 95
4.5 QoS Provisioning on RACH.......................................................................................... 97
4.5.1 Simulation Model Description............................................................   98
4.5.2 Simulation Results...................................................................................................99
4.6 Proposed Schemes for S-UMTS RACH.......................................................................103
4.6.1 Signatures with Varying Length Scheme............................................................... 104
4.6.1.1 Simulation Description...................................................................................106
4.6.1.2 Simulation Results and Discussion................................................................. 107
4.6.2 Increased Access Slots Availability Scheme.......................................................... 110
4.6.2.1 Simulation Description...................................................................................I l l
4.6.2.2 Simulation Results and Discussion................................................................. I l l
4.7 Conclusion...................................................................................................................114
5 Performance of SIP-based Session Establishment over S-UMTS Network......................116
5.1 Introduction..................................................................................................................................... 116
Contents
5.2 SIP-based Session Establishment............................................................................... 117
5.2.1 Registration...........................................................................................................118
5.2.2 End-to-End Session Establishment Signalling Flow..............................................119
5.3 UMTS Radio Link Control Overview ...................................................................123
5.4 Performance Evaluation on the Effect of Link Layer Retransmission based on RLC-AM on 
Session Setup............................................................................................................. 126
5.4.1 Simulation model description............................................................................... 127
5.4.2 Simulation results and discussion........................................................................... 130
5.4.2.1 Effect of Solicited/Unsolicited STATUS Report Trigger................................134
5.4.2.2 Influence of Poll Prohibit Timer...................................................................... 136
5.4.2.3 Effect of the Maximum Number of Allowed Transmissions, MaxDAT-1 140
5.4.2.4 Influence of RLC AMD PDU Size.................................................................. 142
5.5 Conclusion..................................................................................................................144
6 RLC Protocol Enhancement for Session Establishment over S-UMTS........................... 147
6.1 Introduction.................................................................................................................147
6.2 Inefficiency of Current UMTS RLC-AM Procedure....................................................147
6.3 Enhancement to RLC-AM for S-UMTS...................................................................... 148
6.3.1 Proposed Scheme 1 -Poll-Info............................................................................. 149
6.3.1.1 Simulation Model............................................................................................153
6.3.1.2 Simulation results and discussion....................................................................154
6.3.2 Proposed Scheme 2 -  Timer-based Retx................................................................157
6.3.2.1 Simulation Model............................................................................................ 158
6.3.2.2 Simulation results and discussion....................................................................159
6.4 Interaction of RLC and SIP Error Recovery.................................................................163
6.4.1.1 Simulation Model............................................................................................ 167
6.4.1.2 Simulation results and discussion.................................................................... 168
6.5 Conclusion...................................................................................................................173
7 Conclusions and Future Directions.....................................................................................175
7.1 Conclusions..................................................................................................................175
7.2 Implications of Research.............................................................................................. 179
7.3 Future Research Directions...................... .................................................................. 180
A Comparison of ITU H.323 with SIP......................................   182
A.l Introduction..................................................................................................................182
A.2 ITU H.323..................................................................................................................  182
A.3 Comparison of H.323 and SIP...................................................................................... 183
iii
Contents
B Lutz’s Two-state Satellite Channel Model....................................................................... 185
C Physical RACH Parameters and Simulation....................................   187
C. 1 Physical RACH Parameters.......................................................................................187
C.1.1 RACH Preamble................................................................................................... 187
C. 1.2 RACH Message Part............................................................................................ 187
C.1.3 RACH Sub-channels..............................................................................................188
C. 1A  PRACH Transmission Power Setting.................................................................... 188
C.2 Link Level Simulation of RACH over S-UMTS......................................................... 189
C.2.1 Simulator Description...........................................................................................189
C.2.1.1 RACH Preamble Detection.............................................................................189
C.2.1.2 RACH Message Reception.............................................................................191
C.2.2 Simulation Results  ..............................................................................................192
C.2.2.1 RACH Preamble Detection Probability Results..............................................192
C.2.2.2 RACH Message BLER Results....................................................................... 196
D SIP Session Establishment Simulation Parameters...........................................   199
D.l Introduction.................................................................................................................199
D.2 SIP.............................................................................................................................. 199
D.3 RSVP.............................................................................   200
D.4 PDP Context Activation & Modification  ............................................................200
D.5 RLC............................................................................................................................ 201
E Results on Poll Prohibit Timer Effect for Combined Solicited and Unsolicited STATUS 
Report Trigger........................................................................................................   202
F Simulation Environment and Validation.............................................................   206
F. 1 Simulation Approach..............................................   206
F.2 OPNET Simulation Tool............................................................................................. 207
F.3 Functional Block Diagram of Simulator...................................................................... 213
F.4 Simulation Models Verification and Validation...........................................................216
List o f Figures
List of Figures
Figure 1-1: Cellular Evolution........................................................................................................... 1
Figure 1-2: Evolutionary paths of current TDMA and CDMA based satellite systems towards 3G
satellite systems [TR 101 865]........................................................................................ 4
Figure 1-3: S-UMTS role as an integral part of the UMTS network...................................................5
Figure 1-4: Structure of thesis.......................................................................................................... 13
Figure 2-1: 3GPP IP-based Release 5 reference architecture (without CS domain)...........................19
Figure 2-2: Multimedia Protocol Stack [SCH99a]................................... ........................................24
Figure 2-3: SIP call flow examples using redirect and proxy servers................................................25
Figure 2-4: SIP session setup example............................................................................................. 27
Figure 2-5: RSVP operation......................... ...................................................................................38
Figure 2-6: UMTS QoS Architecture [TS 23.107]............................................................................41
Figure 2-7: QoS management functions for UMTS bearer service in the control plane and QoS
management functions for end-to-end IP QoS [TS 23.207]............................................42
Figure 2-8: Local UE supports RSVP signalling using IntServ Semantics [TS 23.207]....................43
Figure 2-9: Mobility management in UMTS: IP packets destined for mobile users are routed to the
GGSN and tunnelled to the RNC via GTP tunnels (from [REI03]).....   47
Figure 3-1: IP-based S-UMTS network architecture........................................................................ 51
Figure 3-2: User plane protocol architecture.....................................................................................53
Figure 3-3: Control plane protocol architecture................................................................................54
Figure 3-4: S-UMTS radio interface protocol architecture............................................................... 56
Figure 3-5: Interface between higher layers and physical layers [HOL02]....................................... 60
Figure 3-6: Mapping of logical, transport and physical channels in the uplink................................. 62
Figure 3-7: Mapping of logical, transport and physical channels in the downlink.............................62
Figure 3-8 Data flow for CCCH mapped to RACH.......................................................................... 63
Figure 3-9 Data flow for CCCH mapped to FACH.......................................................................... 64
Figure 3-10 Data flow for DTCH or DCCH mapped to RACH........................................................65
Figure 3-11 Data flow for DTCH or DCCH mapped to DCH...........................................................65
Figure 3-12: Two states Markov model............................................................................................67
Figure 3-13: Example time series output from the Lutz model with v = 90 lon/hr and fc = 2 GHz in (a) 
a highway environment (elevation angle of 13°), and in (b) a city environment (elevation
angle of 24°) as specified in [LUT91].......................................................................... 68
Figure 4-1: 3GPP RACH access slot numbers and spacing...............................................................73
List o f Figures
Figure 4-2: 3GPP RACH Access Procedure (with preamble power ramping)................................. 73
Figure 4-3: Structure of the random-access message part radio frame.............................................74
Figure 4-4: RACH Access Procedure for S-UMTS (with message power ramping)........................ 76
Figure 4-5: Structure of the ETSI S-UMTS random-access transmission........................................76
Figure 4-6: Structure of SAT-CDMA random access transmission..................................................77
Figure 4-7: SAT-CDMA random access frame...............................................................................78
Figure 4-8: MAC layer S-UMTS RACH transmission control procedure........................................84
Figure 4-9: S-UMTS Physical Random-Access Channel (PRACH) transmission procedure 86
Figure 4-10: Link-to-system level RACH simulator interface.......................................................... 88
Figure 4-11: Average message transfer delay vs message arrival rate in fading channel for different 
values of Mmax and for message size of (a) 1 and 2 radio frames (b) 4 and 8 radio frames
.................................................................................................................................... 92
Figure 4-12: Average random access delay vs message arrival rate in fading channel for different
values of Mmax and for message size of (a) 1 and 2 radio frames (b) 4 and 8 radio frames
...................................................................................................   93
Figure 4-13: Average number of successful attempts/frame vs message arrival rate in fading channel 
for different values of Mmax and for message size of (a) 1 and 2 radio frames (b) 4 and 8
radio frames................................................................................................................. 93
Figure 4-14: Average message transfer delay vs message arrival rate in fading channel for different 
values of persistence and for message size of (a) 1 and 2 radio frames (b) 4 and 8 radio
frames..........................................................................................................................94
Figure 4-15: Average random access delay vs message arrival rate in fading channel for different
values of persistence and for message size of (a) 1 and 2 radio frames (b) 4 and 8 radio
frames..........................................................................................................................95
Figure 4-16: Average number of successful attempts/frame vs message arrival rate in fading channel 
for different values of persistence and for message size of (a) 1 and 2 radio frames (b) 4
and 8 radio frames....................................................................................................... 95
Figure 4-17: Average message transfer delay vs message arrival rate in fading channel for different 
values of backoff timer and for message size of (a) 1 and 2 radio frames (b) 4 and 8
radio frames................................................................................   96
Figure 4-18: Average random access delay vs message arrival rate in fading channel for different 
values of backoff timer and for message size of (a) 1 and 2 radio frames (b) 4 and 8
radio frames................................................................................................................. 96
Figure 4-19: Average number of successful attempts/frame vs message arrival rate in fading channel 
for different values of backoff tinier and for message size of (a) 1 and 2 radio frames (b) 
4 and 8 radio frames.....................................................................................................97
List o f Figures
Figure 4-20: Average number of successful attempts/frame vs message arrival rate per priority class
for different access service classes (ASCs) with message size of 1 radio frame..........101
Figure 4-21: Average random access delay vs message arrival rate per priority class for different
access service classes (ASCs) with message size of 1 radio frame..............................101
Figure 4-22: Average number of successful attempts/frame vs message arrival rate per priority class 
for different access service classes (ASCs) with message size of 1-4 radio frames
uniformly distributed..................................................................................................102
Figure 4-23: Average random access delay vs message anival rate per priority class for different 
access service classes (ASCs) with message size of 1-4 radio frames uniformly
distributed.................................................................................................................. 102
Figure 4-24: Mapping of preamble signatures with the RACH message channelization codes -  
examples shown for (a) 16 chips long signature (as in ETSI) (b) 128 chips long
signature (as in ETSI128)...........................................................................................105
Figure 4-25: Goodput vs arrival rate comparing signatures of different lengths in AWGN for
synchronous uplink access.........................................................................................108
Figure 4-26: Average number of successful attempts/frame vs arrival rate comparing signatures of
different lengths in AWGN for synchronous uplink access........................................108
Figure 4-27: Average random access delay vs anival rate comparing signatures of different lengths in
AWGN for synchronous uplink access......................................................................108
Figure 4-28: RACH failure probability vs arrival rate comparing signatures of different lengths in
AWGN for synchronous uplink access...................................................................... 108
Figure 4-29: Goodput vs arrival rate comparing signatures of different lengths in highway fading
environment for synchronous uplink access...............................................................109
Figure 4-30: Average number of successful attempts/frame vs anival rate comparing signatures of
different lengths in highway fading environment for synchronous uplink access 109
Figure 4-31: Average random access delay vs arrival rate comparing signatures of different lengths in
highway fading environment for synchronous uplink access......................................109
Figure 4-32: RACH failure probability vs arrival rate comparing signatures of different lengths in
highway fading environment for synchronous uplink access......................................109
Figure 4-33: Random access slot numbers and spacing for ETSI3AS scheme................................110
Figure 4-34: Goodput vs arrival rate comparison between ETSI and ETSI3AS schemes in AWGN for
synchronous uplink access......................................................................................... 112
Figure 4-35: Average number of successful attempts/frame vs anival rate comparison between ETSI
and ETSI3 AS schemes in AWGN for synchronous uplink access..............................112
Figure 4-36: Average random access delay vs anival rate comparison between ETSI and ETSI3AS
schemes in AWGN for synchronous uplink access.................................................... 112
List o f Figures
Figure 4-37: RACH failure probability vs arrival rate comparison between ETSI and ETSI3AS
schemes in AWGN for synchronous uplink access.................................................... 112
Figure 4-38: Goodput vs arrival rate comparison between ETSI and ETSI3AS schemes in highway
fading environment for synchronous uplink access.................................................... 113
Figure 4-39: Average number of successful attempts/frame vs arrival rate comparison between ETSI 
and ETSI3AS schemes in highway fading environment for synchronous uplink access
...................................................................................................................................113
Figure 4-40: Average random access delay vs arrival rate comparison between ETSI and ETSI3AS
schemes in highway fading environment for synchronous uplink access.................... 113
Figure 4-41: RACH failure probability vs arrival rate comparison between ETSI and ETSI3AS
schemes in highway fading environment for synchronous uplink access.................... 113
Figure 5-1: Registration procedure.................................................................................................118
Figure 5-2: SIP session setup message sequences for mobile originated call to fixed user.............. 122
Figure 5-3: RLC-AM STATUS report triggering -  (a) Solicited (b) Unsolicited............................123
Figure 5-4: SIP INVITE transfer delay with and without RLC-AM................................................ 131
Figure 5-5: RLC SDU discard rate with and without RLC-AM...................................................... 131
Figure 5-6: Session setup delay comparison with and without RLC-AM (Tg00d = 6s, Tbad = 0.5s).... 133 
Figure 5-7: Call blocking probability comparison with and without RLC-AM (Tg00d = 6s, Tbad = 0.5s)
............................................................................................................................................... 133
Figure 5-8: Session setup delay comparison with different STATUS report trigger for BLER = 1% in
good state.................................................................................................................... 134
Figure 5-9: Session setup delay comparison with different STATUS report trigger for BLER = 10%
in good state.................................................................................................................134
Figure 5-10: Call blocking probability comparison with different STATUS report trigger for BLER =
1% in good state.........................................................................................................134
Figure 5-11: Call blocking probability comparison with different STATUS report trigger for BLER =
10% in good state.......................................................................................................134
Figure 5-12: RLC SDU delay comparison with different STATUS report trigger for BLER = 1% in
good state.................................................................................................................. 136
Figure 5-13: RLC SDU delay comparison with different STATUS report trigger for BLER = 10% in
good state...........................   136
Figure 5-14: RLC PDU delay comparison with different STATUS report trigger for BLER = 1% in
good state...................................................................................................................136
Figure 5-15: RLC PDU delay comparison with different STATUS report trigger for BLER = 10% in
good state...................................................................................................................136
Figure 5-16: Session setup delay comparison with and without poll prohibit timer for BLER -  1 % in 
good state...............................................................................................  137
viii
List o f Figures
Figure 5-17: Session setup delay comparison with and without poll prohibit timer for BLER = 10% in
good state.................................................................................................................. 137
Figure 5-18: Call blocking probability comparison with and without poll prohibit timer for BLER =
1% in good state.......................................  137
Figure 5-19: Call blocking probability comparison with and without poll prohibit timer for BLER =
10% in good state.......................................................................................................137
Figure 5-20: RLC SDU delay comparison with and without poll prohibit timer for BLER = 1% in
good state.................................................................................................................. 138
Figure 5-21: RLC SDU delay comparison with and without poll prohibit timer for BLER = 10% in
good state.................................................................................................................. 138
Figure 5-22: RLC PDU delay comparison with and without poll prohibit timer for BLER = 1% in
good state........................................................................................................?.........138
Figure 5-23: RLC PDU delay comparison with and without poll prohibit timer for BLER = 10% in
good state.................................................   138
Figure 5-24: Session setup delay for different prohibit timer values (prohibit timer values are given in
terms of poll timer value) (Tgood = 6s, Tbad = 2s).........................................................140
Figure 5-25: Call blocking probability for different prohibit timer values (prohibit timer values are
given in terms of poll timer value) (Tg00d = 6s, Tbad = 2s)............................................140
Figure 5-26: RLC SDU delay for different prohibit timer values (prohibit timer values are given in
terms of poll timer value) (Tg00d -  6s, Tbad = 2s).........................................................140
Figure 5-27: RLC PDU delay for different prohibit timer values (prohibit timer values are given in
terms of poll timer value) (Tg00d = 6s, Tbad = 2s).........................................................140
Figure 5-28: Influence of MaxDAT parameter on session setup delay (Tgood = 6s, Tbad = 2s)...........141
Figure 5-29: Influence of MaxDAT parameter on call blocking probability (Tgood = 6s, Tbad = 2s).. 141
Figure 5-30: Influence of MaxDAT parameter on RLC PDU delay (Tgood = 6s, Tbad = 2s).............. 142
Figure 5-31: Influence of MaxDAT parameter on RLC SDU discard rate (Tgood = 6s, Tbad = 2s).....142
Figure 5-32: Comparison of session setup delay with different RLC PDU sizes for BLER = 1% in
good state.............................................................................................  143
Figure 5-33: Comparison of session setup delay with different RLC PDU sizes for BLER = 10% in
good state.................................................................................................................. 143
Figure 5-34: Comparison of call blocking probability with different RLC PDU sizes for BLER = 1%
in good state...............................................................................................................143
Figure 5-35: Comparison of call blocking probability with different RLC PDU sizes for BLER = 10%
in good state.......................................................................................................   143
Figure 5-36: Comparison of RLC SDU delay with different RLC PDU sizes for BLER = 1% in good 
state........................................................................................................................... 144
List o f Figures
Figure 5-37: Comparison of RLC SDU delay with different RLC PDU sizes for BLER = 10% in
good state..................................................................................................................144
Figure 5-38: Comparison of RLC SDU discard rate with different RLC PDU sizes for BLER = 1% in
good state..................................................................   144
Figure 5-39: Comparison of RLC SDU discard rate with different RLC PDU sizes for BLER = 10%
in good state..............................................................................................   144
Figure 6-1: Comparison of error recoveiy between existing UMTS RLC-AM procedures and the 
proposed scheme: (a) UMTS RLC-AM option of selecting a PDU which has yet to be 
acknowledged by the peer entity (b) Poll-Info (c) UMTS RLC-AM option of selecting the
PDU with SN equal to VT(S)-1.........................................................   149
Figure 6-2 Example of redundant retransmissions when (a) the PDU with SN equal to VT(S)-1 is
selected to transmit a poll when compared to (b) Poll-Info.......................................... 152
Figure 6-3: Extra retransmissions comparison between Poll-Info with UMTS schemes for different
BLERs in good state (Tg00d = 6s, Tbad= 2s).................................................................. 156
Figure 6-4: STATUS report overhead comparison between Poll-Info with UMTS schemes for
different BLERs in good state (Tgood = 6s, Tbad= 2s)....................................................156
Figure 6-5: RLC PDU delay comparison between Poll-Info with UMTS schemes for different BLERs
in good state (Tgood = 6s, Tbad= 2s)............................................................................... 156
Figure 6-6: Session setup delay comparison between Poll-Info with UMTS schemes for different
BLERs in good state (TgO0d = 6s, Tbad= 2s).................................................................. 156
Figure 6-7: Call blocking probability comparison between Poll-Info with UMTS schemes for
different BLERs in good state (Tg0od — 6s, Tbad= 2s).................................................... 157
Figure 6-8 Redundant retransmission due to out-of-date STATUS report.......................................158
Figure 6-9: Session setup delay comparison between timer-based Retx with UMTS RLC scheme for
varying mean sojourn time in good state..................................................................... 161
Figure 6-10: Call blocking probability comparison between timer-based Retx with UMTS RLC
scheme for varying mean sojourn time in good state.................................................. 161
Figure 6-11: RLC PDU delay comparison between timer-based Retx with UMTS RLC scheme for
varying mean sojourn time in good state....................................................................161
Figure 6-12: SDU discard rate comparison between timer-based Retx with UMTS RLC scheme for
varying mean sojourn time in good state......................................................  161
Figure 6-13: Extra retransmission comparison between timer-based Retx with UMTS RLC scheme
for varying mean sojourn time in good state...............................................................162
Figure 6-14: Session setup delay comparison between timer-based Retx with UMTS RLC scheme for
different BLER.......................................................................................................... 162
Figure 6-15: Call blocking probability comparison between timer-based Retx with UMTS RLC
scheme for different BLER...........................................................  163
x
List o f Figures
Figure 6-16: RLC PDU delay comparison between timer-based Retx with UMTS RLC scheme for
different BLER.......................................................................................................... 163
Figure 6-17: SDU discard rate comparison between timer-based Retx with UMTS RLC scheme for
different BLER.......................................................................................................... 163
Figure 6-18: Extra retransmission comparison between timer-based Retx with UMTS RLC scheme
for different BLER  ............................................................................................163
Figure 6-19: INVITE request duplicates received per call comparison for the different schemes of
RLC and SIP interaction (Tg00d -  4s, Tbad = 2s)...........................................................172
Figure 6-20: End-to-end INVITE retransmission comparison for the different schemes of RLC and
SIP interaction (Tg00d = 4s, Tbad = 2s)......................................................................... 172
Figure 6-21: RLC SDU delay comparison for the different schemes of RLC and SIP interaction
(Tgood = 4s, Tbad = 2s)....................................................................   172
Figure 6-22: RLC SDU discard rate comparison for the different schemes of RLC and SEP interaction
(Tgood = 4s, Tbad = 2s)..................................................................................................172
Figure 6-23: Session setup delay comparison for the different schemes of RLC and SIP interaction
(Tgood = 4s, Tbad = 2s)..................................................................................................173
Figure 6-24: Call blocking probability comparison for the different schemes of RLC and SIP
interaction (Tg00d = 4s, Tbad = 2s)................................................................................ 173
Figure B-l: Two state Lutz model..................................................................................................185
Figure C-1: Preamble detector........................................................................................................189
Figure C-2: RACH BLER simulator...............................................................................................191
Figure C-3: Probability of misdetection (1-Pd) comparison between the extended signature set scheme 
with the ETSIS-UMTS-A and 3GPP schemes using a coherent receiver in AWGN.... 193 
Figure C-4: Probability of misdetection (1-Pd) comparison between the extended signature set scheme 
with the ETSI S-UMTS-A and 3GPP schemes using a differential receiver in AWGN 193 
Figure C-5: Probability of misdetection (1-Pd) comparison between the extended signature set scheme 
with the ETSI S-UMTS-A and 3GPP schemes using a differential receiver in highway
(Rician) fading environment (mobile speed = 50 km/hr).............................................. 194
Figure C-6: Probability of misdetection (1-Pd) comparison between the extended signature set scheme 
with the ETSI S-UMTS-A and 3GPP schemes using a differential receiver in highway
(Rician) fading environment (mobile speed = 90 km/hr).............................................. 194
Figure C-7: Probability of misdetection (1-Pd) comparison between the increased access slot
availability scheme with the ETSI S-UMTS-A and 3GPP schemes using a coherent
receiver in AWGN.......................................................................................................195
Figure C-8: Probability of misdetection (1-Pd) comparison between the increased access slot
availability scheme with the ETSI S-UMTS-A and 3GPP schemes using a differential 
receiver in AWGN.......................................................................................................195
xi
List o f Figures
Figure C-9: Probability of misdetection (1-Pd) comparison between the increased access slot
availability scheme with the ETSI S-UMTS-A and 3GPP schemes using a differential
receiver in highway (Rician) fading environment (mobile speed = 90 km/hr).............. 196
Figure C-10: RACH message block error rate (BLER) in AWGN for TTI = 10 ms ..................... 196
Figure C-l 1: RACH message block error rate (BLER) in AWGN for TTI = 20 ms........................196
Figure C-l2: RACH message block error rate (BLER) in highway (Rician) fading environment for
TTI = 10 ms (mobile speed = 90 km/hr)................................................................... .197
Figure C-l3: RACH message block error rate (BLER) in highway (Rician) fading environment for
TTI = 20 ms (mobile speed = 90 km/hr).................................................................... 197
Figure C-l4: RACH message block error rate (BLER) for TTI =10 ms, SF = 256, TB size = 51 bits
at different mobile speeds......................................................................................[...198
Figure E-l: Session setup delay comparison with and without poll prohibit timer for BLER = 1% in
good state....................................................................................................................203
Figure E-2: Session setup delay comparison with and without poll prohibit timer for BLER = 10% in
good state....................................................................................................................203
Figure E-3: Call blocking probability comparison with and without poll prohibit timer for BLER =
1% in good state.......................................................................................................... 203
Figure E-4: Call blocking probability comparison with and without poll prohibit timer for BLER =
10% in good state........................................................................................................ 203
Figure E-5: RLC PDU delay comparison with and without poll prohibit timer for BLER = 1% in
good state....................................................................................................................204
Figure E-6: RLC PDU delay comparison with and without poll prohibit timer for BLER = 10% in
good state....................................................................................................................204
Figure E-7: Session setup delay for different prohibit timer values (prohibit timer values are given in
terms of poll timer value) (Tgood = 6s, Tbad = 2s)...........................................................205
Figure E-8: Call blocking probability for different prohibit timer values (prohibit timer values are
given in terms of poll timer value) (Tgood = 6s, Tbad = 2s)............................................. 205
Figure E-9: RLC SDU delay for different prohibit timer values (prohibit timer values are given in
terms of poll timer value) (Tgood = 6s, Tbad = 2s)...................................   205
Figure E-10: RLC PDU delay for different prohibit timer values (prohibit timer values are given in
terms of poll timer value) (Tg0od = 6s, Tbad = 2s).........................................................205
Figure F-l: OPNET hierarchical modelling structure..................................................................... 208
Figure F-2: Example of OPNET radio link model attributes (receiver side) with source code for one
of the pipeline stages...............................................  209
Figure F-3: Radio link pipeline stages in OPNET.......................................................................... 210
Figure F-4: Simulation methodology..........................................................................  213
Figure F-5: Block diagram of random access simulation model......................................................214
xii
List o f Figures
Figure F-6: State diagram of RACH process model in OPNET..................................................... 214
Figure F-7: Block diagram of session setup simulation model at the UE side................................. 215
Figure F-8: State diagram of RLC-AM process model in OPNET................................................. 215
List o f Tables
List of Tables
Table 2-1: SIP Requests Methods.................................................................................................... 25
Table 2-2: SIP Responses.................................................................................................................26
Table 2-3: Examples of the use of combination of unicast and multicast signalling and
communications............................................................................................. ................ 33
Table 4-1: System level simulation parameters for the evaluation of the impact of RACH
transmission control parameters......................................................................................91
Table 4-2: System level simulation parameters for the evaluation of random access prioritisation....99
Table 4-3: Parameters for different ASCs........................................................................................ 99
Table 4-4: Available spreading factor for the message part (for signatures of varying length) 105
Table 4-5: System level simulation parameters for the evaluation of the signatures of varying length
............................................................................................................................................... 107
Table 4-6: Available access slots for different RACH sub-channels for ETSI3AS scheme............ 110
Table 5-1 Simulation parameters settings.......................................................................................128
Table 5-2 Typical message size for session establishment..............................................................129
Table 6-1 Degree of awareness between SIP and RLC for the different schemes..................  167
Table A-l: Comparison between H.323 version 3 and SIP (extracted from [DAL99]).................... 184
Table C-l: Preamble signatures [TS 25.213]..................................................................................187
Table C-2: Random-access message data fields [TS 25.211]..........................................................187
Table C-3: Random-access message control fields [TS 25.211]...................................................... 188
Table C-4: Pilot bit patterns for RACH message part with NPji0t = 8 [TS 25.211]............................188
Table C-5: Available access frame for different RACH sub-channels............................................ 188
Table C-6: Simulation Parameter for the Message Part...................................................................192
Table D-l: SIP timers..................................................................................................................... 199
Table D-2: Session management timers used in the simulation.......................................................200
Table D-3: Relevant RLC parameters used in the simulation..........................................................201
Table F-l: OPNET Modelling Domains........................................................................................ 208
xiv
List o f Abbreviations
List of Abbreviations
1G 1st Generation
2G 2nd Generation
3G 3rd Generation
3GPP Third Generation Partnership Project
3GPP2 Third Generation Partnership Project Number 2
AAA Authentication, Authorization and Accounting
AAL ATM Adaptation Layer 5
ACD Automatic Call Distribution
ACeS Asia Cellular System
ACK Acknowledgement
AF Assured Forwarding
AICH Acquisition Indication Channel
AM Acknowledgement Mode
AMD Acknowledgement Mode Data
AMPS Advanced Mobile Phone Service
ANSI American National Standards Institute
API Application Programming) Interface
ARIB Association of Radio Industry and Business
ARQ Automatic Repeat reQuest
ASC Access Service Class
ATB Advanced S-UMTS Test Bed
ATM Asynchronous Transfer Mode
AuC Authentication Centre
AWGN Additive White Gaussian Noise
B2BUA Back to Back User Agent
xv
List o f Abbreviations
BCCH Broadcast Control Channel
BCH Broadcast Channel
BGCF Breakout Gateway Control Function
BICC Bearer Independent Call Control
BLER Block Error Rate
BM-SC Broadcast-Multicast Service Centre
BMC Broadcast/Multicast Control
BSC Base Station Controller
BTS Base Transceiver System
C-RNTI Cell Radio Network Temporary Identity
CBS Cell Broadcast Service
CCCH Common Control Channel
CCSA China Communications Standards Association
CCTrCH Coded Composite Transport Channel
CDMA2000 Code Division Multiple Access 2000
CDPD Cellular Digital Packet Data
CN Core Network
CPCH Common Packet Channel
CPICH Common Pilot Channel
CRC Cyclic Redundancy Check
CSCF Call Session Control Function
CTCH Common Traffic Channel
D-AMPS Digital Advanced Mobile Phone Service
DCCH Dedicated Control Channel
DCH Dedicated Channel
DHCP Dynamic Host Configuration Protocol
DiffServ Differentiated Services
DNS Domain Name Server
xvi
DoD Department of Defense
DPDCH Dedicated Physical Data Channel
DPDI Differential Post Detection Integration
DS-CDMA Direct-Sequence Code Division Multiple Access
DSCH Downlink Shared Channel
DTCH Dedicated Traffic Channel
EC European Commission
EDGE Enhanced Data Rates for GSM Evolution
EF Expedited Forwarding
EIR Equipment Identity Register
EPC Estimated PDU Counter
ETRI Electronics and Telecommunications Research Institute
ETSI European Telecommunications Standard institute
FA Foreign Agent
FACH Forward Access Channel
EEC Forward Error Correction
FLMTS Future Land Mobile Telecommunication Systems
FSM Finite State Machine
G3G Global Third Generation
GEO Geostationary Earth Orbit
GERAN GSM EDGE Radio Access Network
GGSN Gateway GPRS Support Node
GMPCS Global Mobile Personal Communication Satellites
GMR Geo Mobile Radio
GMSS Geostationary Mobile Satellite Systems
GPRS General Packet Radio Service
GPS Global Positioning System
GSM Global System for Mobile Communication
GSTN Global Switched Telephone Numbers
GTP GPRS Tunneling Protocol
GTP-C GPRS Tunnelling Protocol for the control plane
GTP-U GPRS Tunnelling Protocol for the user plane
HA Home Agent
HLR Home Location Register
HS-DSCH High Speed Downlink Shared Channel
HS- SCCH High Speed Shared Control Channel
HSS Home Subscriber Server
HTTP Hypertext Transfer Protocol
I-CSCF Interrogating-CSCF
IANA Internet Assigned Numbers Authority
IETF Internet Engineering Task Force
IGMP Internet Group Management Protocol
IMR Intermediate Module Repeater
IMS IP Multimedia Subsystem
IMT-2000 International Mobile Telecommunications -  2000
IntServ Integrated Services
IP Internet Protocol
IPSEC IP Security protocol
IPv4 IP version 4
IPv6 IP version 6
IS-95 Interim Standard 95
ISDN Integrated Services Digital Network
ISP Internet Service Provider
1ST Information Society Technologies
ISUP ISDN User Part
ITU International Telecommunication Union
List o f Abbreviations
LEO Low Earth Orbit
LI Length Indicator
LMS Land Mobile-Satellite
LOS Line of Sight
LSR Label Switched Router
MAC Medium Access Control
MAI Multiple Access Interference
MBMS Multimedia Broadcast/Multicast Service
MBONE Multicast Backbone
MEO Medium Earth Orbit
MGCF Media Gateway Control Function
MGW Media Gateway
MIME Multipurpose Internet Mail Extension
MLP Mobile TP
MLD Multicast Listener Discovery
MM Mobility Management
MODIS Mobile Digital Broadcast Satellite
MPLS Multi Protocol Label Switching
MRF Media Resource Function
MRFC Multimedia Resource Function Controller
MRFP Multimedia Resource Function Processor
MRW Move Receiving Window
MSC Mobile Switching Centre
MSS Mobile Satellite Services
MT Mobile Terminal
NACK Negative Acknowledgement
NAS Non-Access Stratum
NCC Network Control Center
xix
List o f Abbreviations
NCPDI Non Coherent Post Detection Integration
NMT Nordic Mobile Telephone
OHG Operator Harmonization Group
P-CCPCH Primary Common Control Physical Channel
P-CSCF Proxy-CSCF
PCCH Paging Control Channel
PCH Paging Channel
PDC Personal Digital Cellular
PDCP Packet Data Convergence Protocol
PDP Packet Data Protocol
PDSCH Physical Downlink Shared Channel
PDU Protocol Data Unit
PHB Per Hop Behaviour
PLMN Public Land Mobile Network
PMM Packet Mobility Management
PN Pseudo-Noise
PPDC Packet-overlay PDC
PRACH Physical Random Access Channel
PRACK Provisional Response ACKnowledgement
PRODEMIS Promotion and Dissemination of the European Mobile Information Society
PSTN Public Switched Telephone Network
PtM Point-to-Multipoint
PtP Point-to-Point
QoS Quality of Service
QPSK Quadrature Phase Shift Keying
R4 Release 4
R5 Release 5
R6 Release 6
xx
List o f Abbreviations
RAB Radio Access Bearer
RACH Random Access Channel
RAN Radio Access Network
RANAP Radio Access Network Application Protocol
RB Radio Bearer
RLC Radio Link Control
RNC Radio Network Controller
RRC Radio Resource Control
RSCP Received Signal Code Power
RSVP Resource Reservation Protocol
RTCP RTP Control Protocol
RTP Real-time Transport Protocol
RTSP Real-Time Streaming Protocol
RTT Radio Transmission Technology
S-CCPCH Secondary Common Control Physical Channel
S-CSCF Serving-CSCF
S-UMTS Satellite-UMTS
SA Selective Availability
SACK Selective Acknowledgment
SAP Service Access Point
SAP Session Announcement Protocol
SATIN Satellite-UMTS IP-Based Network
SCCP Signalling Connection Control Part
SCP Service Control Point
SCTP Stream Control Transmission Protocol
SDP Session Description Protocol
SDU Service Data Unit
SES Satellite Earth Stations and Systems
xxi
List o f Abbreviations
SF Spreading Factor
SFN System Frame Number
SGSN Serving GPRS Support Node
SGW Signalling Gateway
SIP Session Initiation Protocol
SIR Signal to Interference Ratio
SM Session Management
SMS Short Messaging Service
SMTP Simple Mail Transfer Protocol
SN Sequence Number
SPCN Satellite Personal Communication Networks
SRB Signalling Radio Bearer
SRI Satellite Radio Interface
SRNS Serving Radio Network Subsystem
SS7 Signalling System No. 7
STD State Transition Diagram
SUFI Super Field
SUMO Satellite UMTS Multimedia Trails Over Integrated Testbeds
SW-CDMA Satellite Wide-Band CDMA
T-UMTS Terrestrial-UMTS
TACS Total Access Communications System
TB Transport Block
TBS Transport Block Set
TCP Transmission Control Protocol
TCTF Target Channel Type Field
TDMA Time Division Multiple Access
TE Terminal Equipment
TF Transport Format
TFC Transport Format Combination
TFCI Transport Format Combination Indicator
TFCS Transport Format Combination Set
TFI Transport Format Indicator
TFS Transport format Set
TIA Telecommunications Industry Association
TM Transparent Mode
TTA Telecommunications Technologies Association
TTC Telecommunication Technology Committee
TTI Transmission Time Interval
U-RNTI UTRAN Radio Network Temporary Identity
UA User Agent
UAC User Agent Client
UAS User Agent Server
UDP User Datagram Protocol
UE User Equipment
UM Unacknowledged Mode
URI Uniform Resource Identifier
URL Uniform Resource Locator
USRAN UMTS Satellite Radio Access Network
UTRAN UMTS Terrestrial Radio Access Network
UW Unique Word
YLR Visitor Location Register
YoIP Voice over IP
VHE Virtual Home Environment
YSAT Very Small Aperture Terminal
UMTS Universal Mobile Communications System
W-CDMA Wideband Code Division Multiple Access
List o f Abbreviations
W-C/TDMA Wide-Band Code/Time Division Multiple Access
WG Working Group
WI Working Item
WLAN Wireless Local Area Network
WRC World Radio Conference
xxiv
Chapter 1. Introduction
Chapter 1
1 Introduction
1.1 Background and Motivation
At the turn of the new century, third generation (3G) mobile systems are set to roll out to provide 
mobile multimedia, personal services, the convergence of mobility, the Internet and new technologies 
using global standards. Designed to provide higher data rates of up to 2 Mbps, which naturally 
facilitate the introduction of enhanced services to mobile users (for example video telephony and 
multimedia messaging services), 3G is the successor to the very successful second generation (2G) 
digital mobile systems, which in turn were the successors of 1G, the original analogue mobile 
systems (Figure 1-1).
AM PS -  Adv. Mobile Phone Service
CDMA2000 -  Code Division Multiple Access 2000
D-AM PS -  Digital Adv. Mobile Phone Service
EDGE -  Enhanced Data Rates for GSM Evolution
GPRS -  General Packet Radio Service
GSM  -  Global System for Mobile Communication
IS-95 -  Interim Standard 95
N M T -  Nordic Mobile Telephone
PDC: Personal Digital Cellular
PPDC -  Packet-overlay PDC
TA C S  -  Total Access Communications System
UM TS -  Universal Mobile Communications System
• Basic Mobility
• Basic Services
• Incompatibility
• Seamless Roaming
• Service Concepts & Models
• Global Radio Access
• Global Solution
• Advanced Mobility (Roaming)
• More Services (Low bit rate data)
• Towards Global Solution
Figure 1-1: Cellular Evolution
3G was originally conceived as being a single world-wide standard back in 1986 by the ITU 
(International Telecommunication Union) and was called FLMTS (Future Land Mobile 
Telecommunication Systems). It was later renamed as IMT-2000 (International Mobile 
Telecommunications -  2000) family of standards whereby by June 1998, there was a total of 15
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proposals submitted as radio transmission technologies by various international standardization 
bodies in the different regions of the world [ITU98] (10 proposals1 for terrestrial mobile systems, arid 
5 proposals for satellite with an additional submission by Iridium by September 1998 [ZEN99]). 
Given that a complete harmonization for a unified system seemed unachievable, this has led to the 
establishment of partnership projects with the operators starting to play a more proactive role to 
merge the disparate groups in order to achieve convergence on the 3G standard. The first one of these 
is united under the Third Generation Partnership Project (3GPP) that deals with the standardization of 
Universal Mobile Telecommunications System (UMTS) and its evolution from GSM. The 
consortium includes European Telecommunications Standard institute (ETSI) (Europe), Association 
of Radio Industry and Business (ARIB) and Telecommunication Technology Committee (TTC) 
(Japan), China Communications Standards Association (CCSA) (China), American National 
Standards Institute (ANSI Tl) (US), and Telecommunications Technologies Association (TTA) 
(Korea). Parallel to the 3GPP initiative, ANSI spearheaded the creation of a separate Third 
Generation Partnership Project Number 2 (3GPP2) after ETSI declined to expand its proposal to 
include other ‘non-GSM’ technologies. Performing specification work on cdma20002, an evolution of 
cdmaOne, the 3GPP2 consortium includes Telecommunications Industry Association (TIA) (US), 
ARIB and TTC (Japan), CCSA (China) and TTA (Korea).
Under the initiative of the Operator Harmonization Group (OHG), harmonization between these two 
standardization bodies is underway through an agreed harmonized Global Third Generation (G3G) 
concept. This effort resulted in the introduction of ‘hooks’ and ‘extensions’3 in the relevant standards 
to enable seamless handoff and compatibility [ZEN00]. The harmonization effort is facilitated with 
both partnership projects adopting a radio interface based on Wideband Code Division Multiple 
Access (W-CDMA) and evolving their core networks towards IP (Internet Protocol) technology. The 
use of the W-CDMA air interface is motivated by its flexibility to support variable-rate mixed 
services at a higher speed coupled with a fast and efficient packet-access mode, improved capacity 
and coverage performance compared to 2G systems, and a high degree of operator flexibility which 
includes full support of adaptive antenna arrays, support of hierarchical cell structures with inter- 
frequency handover, and support of asynchronous inter-base-station operation [DAH98]. Whilst the 
benefits from the migration to IP-based backbone networks include not only the ability to offer 
seamless services through the use of IP regardless of means of access, but also provide reduced cost
1 Out o f these 10 options for the terrestrial networks, only 5 have been approved by the ITU, while for the 
satellite, all the 6 submissions have been accepted [TR  101 865].
2 A  good overview on these different radio technologies is provided in [VRI02].
3 The concept o f ‘hooks’ is defined as any functionality that is specified for the initial release o f the standards 
so that the extensions needed to satisfy the O H G  harmonization requirements can be defined in detail. The 
concept o f ‘extensions’ is defined as any additional functionality at any layer which needs to be specified in 
detail to meet O H G  harmonization requirements [ZEN00].
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of service as well as simultaneous multimedia services and rapid service deployment as a result of the 
synergy with generic IP developments.
Another important aspect is the radio spectrum allocated for 3G. From the frequency bands 1885- 
2025 MHz and 2110-2200 MHz identified for the future IMT-2000 systems during the World Radio 
Conference (WRC) in 1992, Europe has decided to implement the terrestrial part of UMTS in the 
paired bands of 1920-1980 MHz and 2110-2170 MHz, as well as the unpaired bands of 1900-1920 
MHz and 2010-2025 MHz. The bands 1980-2010 MHz and 2170-2200 MHz are reserved for the 
satellite component of UMTS. Recently in June 2000, the ITU’s WRC agreed to the allocation of 
additional spectrum for IMT-2000. The additional bands identified for the terrestrial component of 
IMT-2000 are 800-960 MHz, 1710-1885 MHz, and 2500-2690 MHz. The allocation of additional 
frequency bands for the satellite component of IMT-2000 has also been identified, and they are 1525- 
1544, 1545-1559, 1610-1626.5, 1626.5-1645.5, 1646.5-1660.5 and 2483.5-2500 MHz.
To achieve true global service availability, i.e. to realize the anywhere, anytime with anyone vision of 
personal universal communications, there is no doubt that a satellite component is needed. Since 
Arthur C. Clarke’s first envision of exploiting the 36000 km equatorial orbit for global 
communications back in 1945 followed by the launch of the first commercial satellite communication 
(Telstar I) in the 1960s, satellite communication systems have made remarkable advances in 
implementation technologies, transmission schemes and access protocols with an ever-broadening 
services offering. With its role and perspective constantly evolving, satellite systems have 
transitioned from providing connection between different national networks for direct access to fixed 
earth stations (and later smaller earth stations with the introduction of Very Small Aperture Terminal 
(VSAT) networks) to mobile terminals with services restricted to low bit rate voice and messaging in 
the first four decades of its commercialisation. Mobile satellite services began in the late 1970s with 
the introduction of the Inmarsat system to ships (maritime), and have progressed to include 
aeronautical and land mobile systems during the 1980s. Personal portable services only emerged in 
the 1990s with the first generation being the introduction of Inmarsat mini-M system providing voice 
services to laptop-sized terminals. The second generation, known as Global Mobile Personal 
Communication Satellites (GMPCS) or Satellite Personal Communication Networks (SPCN), soon 
followed with the launch of the dynamic satellite-constellation systems, such as Iridium and 
Globalstar, providing services to handheld terminals using proprietary standards [EVA99]. In the 
same way as the terrestrial 2G networks are migrating towards offering 3rd Generation services via 
GPRS and EDGE transitional path, the satellite systems are expected to follow suit with an evolution
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from the current Time Division Multiple Access (TDMA)4 and narrow band CDMA Mobile Satellite 
Services (MSS), as depicted in Figure 1-2. In contrast to the 2G satellite systems which were 
conceived as stand-alone systems, each with its own proprietary protocol, the third generation offers 
the unique opportunity of a fully integrated and standardized satellite segment with open interfaces 
including the air interface. As was stated earlier, six satellite radio interfaces (SRIs) have been
considered by the ITU for the satellite component of IMT-2000 and they are as follows, with their
alphabetical designations as denoted in [TR 101 865]:
• A: SW-CDMA, Satellite Wide-Band CDMA (ESA RTT);
• B: W-C/TDMA, Wide-Band Code/Time Division Multiple Access (ESA RTT);
• C: SAT-CDMA, formerly TTA-SAT;
• D: formerly ICO;
• E: formerly Horizons;
• F: formerly INX, by Motorola.
Figure 1-2: Evolutionary paths of current TDMA and CDMA based satellite systems towards 3G satellite
systems [TR 101 865]
A brief description and comparison of these SRI options can be found in [MEN00], [SUM02]. Note 
that compared to its terrestrial counterpart, the standardization of the satellite component is not as 
well established, and has not progressed much. Only S-UMTS-A and S-UMTS-C, i.e. the family A
4 ETSI and T IA  have been working together to develop two air interface specifications for the regional 
Geostationary Mobile Satellite Systems (G M S S ) deriving form the GSM  standard, known as the Geo Mobile 
Radio-1 (G M R -1 ) and Geo Mobile Radio-2 (GM R -2 ). Note that GMR-1 is currently used in the Thuraya 
mobile satellite system, while GM R-2 is presently used in the Asia Cellular System (ACeS ). A  good overview 
o f these can be found in [M AT02].
GMIt Evolution
Evolution of 3G satellite systems from 
G MR standards (derived from GSM)
S-CDMAtO S-WCDMA
Evolution of 3G satellite systems 
from current CDMA based systems )
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and C o f the satellite component o f U M TS3 are constantly updating themselves according to the 
ongoing terrestrial specifications. S-UMTS-A is currently under the standardisation o f the Satellite- 
UMTS working group (S-UMTS WG), which is part o f the Satellite Earth Stations and Systems 
(SES) Group6 within ETSI. This W G produces technical specifications or reports to ensure the 
seamless integration o f satellite component o f  UMTS/IMT-2000 enabling the satellite access network 
to directly inter-work with other UMTS networks. The development for the radio interface will be 
based on the UMTS/IMT-2000 access network architecture defining radio independent and radio 
dependent functions. S-UMTS-C, or better known as SAT-CDMA, is the Korean proposal 
standardized by the T T A  with main contributions from Electronics and Telecommunications 
Research Institute (ETRI). At the time o f writing, harmonization o f the S-UMTS-A and SAT-CDMA 
SRIs is currently underway with a work item created in the S-UMTS W G in February 2003.
S-UMTS is a valuable complement and enhancement to the UMTS/IMT-2000 terrestrial networks 
due to its many attractive attributes which can help to meet the IMT-2000 vision. Besides the well 
known ability o f providing immediate global and seamless coverage with a generally constant 
transmission delay independent o f the user location, the broadcast and multicast capability o f 
satellites, as a direct consequence o f their inherent wide area coverage properties, can efficiently 
deliver multimedia services to multiple users (a key feature gaining a lot o f interest o f late within 
UM TS) and this has stimulated a new perspective for satellite systems as a collaborative part o f 
UMTS (Figure 1-3).
Figure 1-3: S-UMTS role as an integral part of the UMTS network
5 An S-UMTS system is defined by the combination of a family of S-UMTS specifications and terrestrial 
UMTS (T-UMTS) specifications [TR 101 865],
6 ETSI SES is responsible for all types of satellite communication services (including mobile and broadcasting) 
and for all types of earth station equipment (especially the radio frequency interfaces and network and/or user 
interfaces).
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With the terrestrial systems evolving their networks towards IP technology in UMTS, it is therefore 
essential to be able to support IP services over the satellite systems as well. With this approach, not 
only can the satellite connections, which are custom-engineered for providing cost-effective long­
distance connections, help to effectively expand the Internet and bring Internet seivices to the 
international public [MAT01], but also a close synergy and potential integration with the terrestrial 
networks can be achieved. Nevertheless the direct utilization o f  the IP protocol suite in a mobile 
environment is not straightforward and requires a considerable effort for investigation and for 
devising suitable solutions for its adaptation. Coupled with the constraints and shortcomings 
associated with satellite-based systems, such as a higher propagation delay as compared to the 
terrestrial systems, it imposes additional challenges and research before integration o f the satellite 
systems into the IP-based T-UMTS (terrestrial-UMTS) and the global Internet as a whole can become 
a reality.
Centred around the provision o f IP multimedia services, such as voice over IP (VoIP) or multimedia 
conferencing, in the Internet is the end-to-end signalling based on the Session Initiation Protocol 
(SIP), a protocol developed within the Internet Engineering Task Force (IETF)7. SIP has been chosen 
as the signalling protocol for establishing multimedia sessions in the IP-based UMTS so as to be 
compliant with the rest o f the Internet to ease interoperability, as well as due to the many positive 
attributes SIP possesses such as its simplicity, extensibility, flexibility, and scalability. Although SIP 
call setup delay performance has been shown to be acceptable over the public Internet [EYEOO], little 
is yet known regarding SIP-based session establishment performance in a wireless environment, or 
specifically over the UMTS radio interface. The wireless interface is characterised not only by being 
bursty due to channel fading and interference, but also by a limited bandwidth and a long round trip 
time compared to a fixed medium. Moreover, the UMTS radio interface may add further constraints, 
such as the radio layer frame sizes into which the signalling message should fit. With SIP having a 
request-response nature (when a sender sends a request, it stays idle until it has received a response) 
and being generous in size (to provide the necessary information to the session participants, SIP 
message size can vary from few hundred bytes to several Kbytes) added to the multiplicity o f 
message exchanges required to complete a session setup flow, SIP call signalling can easily cause 
unwanted long delays over the wireless link. An early investigation in [GP-000508] has shown that 
the call setup time using SIP has doubled compared to an ordinary GSM call setup over the GSM 
EDGE Radio Access Network (GERAN). Nevertheless this evaluation was done over an error-free
7 IETF is a large open international community of network designers, operators, vendors, and researchers 
concerned with the evolution of the Internet architecture and the smooth operation of the Internet; it does not 
specify the whole architecture systems but rather the individual protocols to be used as part of communication 
systems.
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environment, and when possible retransmissions are considered due to channel errors, the call setup 
performance can be adversely affected.
Hence solutions are needed to improve SIP signalling performance in UMTS considering that session 
setup is one o f the important quality o f service (QoS) parameters from an end user's perspective 
[LAI02]. Unfortunately the signalling part has received less attention compared to the audio and 
video quality o f  the actual call, which has generated much research; some examples are in [VAL99], 
[ERI00], [LAROO], [CUN03], [KHA03]. There are, however, several more or less attractive solutions 
to improve the signalling delay; for example increasing the user bit rate, decreasing the round trip 
time o f the wireless link, optimising the message sequence for the protocols, protocol stripping, and 
compression [RFC 3322]. Unnecessary increase o f  the user bit rate should be avoided as it would 
cause denial o f  service8 since the W -CD M A system, as employed in UMTS, is interference limited 
(the higher the bit rate, the more interference w ill be generated due to the requirement o f higher 
transmission power). On the other hand, decreasing the round trip time would require substantial 
changes and cause side effects; for example, forsaking interleaving and forward error correction 
(FEC) w ill only make the error rate too high for the received data to be useful. Also there is the 
always present and high propagation delay when a satellite is involved. Easing the request/response 
pattern by introducing a pipelining is not trivial, as this would entail protocol changes. Protocol 
stripping, which removes the field from a message, can decrease the message size to some extent, but 
is not desirable since this solution breaks the transparency and violates the end-to-end semantics. The 
last option, i.e. compression, seems to be the most attractive way forward i f  it can be made 
transparent, extendable, general, scalable and has minimal impact on the network or the delay 
experienced by the end user [RFC 3322], [GAR02]. Towards that end, [FOS03] has recently 
proposed message compression techniques to reduce SIP call setup delays over the radio access 
network, whereby performance evaluations were performed over the T-UMTS air interface; however 
the impact o f  the radio impairment was not considered in their work.
In the mobile satellite communications arena, the same phenomenon is observed, where most studies 
have concentrated only on the media data transmission [NGU01], [DUB01]. To the best o f our 
knowledge, there is no work in the open literature yet on the evaluation o f SIP call setup performance 
over S-UMTS. Previous work on call establishment for an IP-based satellite network was only based 
on the ITU  Q.931 protocol [FANOO], [FAN01] and H.323 [HOLOl]. Therefore the performance o f 
SIP-based session establishment over the satellite component o f UMTS is still an outstanding issue 
and efficient support o f  SIP signalling over satellite must be addressed.
8 This denial of service is performed by the call admission control (CAC) so as to avoid the deterioration of the 
link quality to on-going calls of existing users.
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1.2 Research Objective and Approach
Based on the requirement to provide IP services over S-UMTS, the overall aim o f the research 
presented in this thesis is to study the performance o f session establishment over S-UMTS based on 
the SIP protocol, taking into account, not only the larger propagation delay over the satellite, but also 
the impact o f  the S-UMTS radio interface as well as channel impairment. Towards that end, our focus 
is mainly on layer 2 o f  the UMTS protocol stack, whereby we develop schemes that adapt the 
existing UMTS Radio Link Control (RLC ) and Medium Access Control (M AC ) protocols so as to 
suit them to the satellite channel and the signalling characteristics as well as enhance these protocols 
to enable the efficient transport o f  session setup signalling messages over an error-prone radio access 
link. As such, our work can be regarded as a complement to the other existing solutions for signalling 
reduction, such as message compression, and thus when utilized in combination with these solutions, 
further improvement is expected. The preservation o f  common features between T- & S-UMTS is 
pursued in our work so as to facilitate an effective integration o f both segments. Along the same 
lines, the end-to-end signalling and message exchange should be kept as standard as possible with the 
ones used in the terrestrial network, as established by 3 GPP for UMTS and/or IETF for the Internet. 
Another main consideration is that the adaptation/enhancement schemes should be simple and 
scalable in that changes are preferably implemented locally only at the nodes directly involved with 
the satellite radio interface, i.e. the mobile terminal and the satellite gateway, with no modifications 
required for the rest o f the network entities. Also the modification schemes should be able to 
interwork with the base protocols in the wired networks. This would ensure a full IP compatibility 
and allow IP services to be provided transparently to the end users (i.e. IP applications will not be 
aware o f which kind o f access method that is used) without degradation.
Our approach is first to survey the ongoing related work in the standardization bodies such as 3GPP, 
ETSI S-UMTS W G  and IETF, as well as on the existing proposals and contributions from within the 
research community. Building on these and taking into account the specific characteristics o f  the 
satellite, the UMTS radio interface as well as the SIP signalling, we develop schemes that are 
optimised for the transport o f  session setup signalling over an IP-based S-UMTS network designed to 
be consistent with the T-UMTS network architecture, which enable the sharing o f the same UMTS IP 
core network for access to the global Internet.
Given that a dedicated channel needs to be used for the transport o f SIP signalling, we first 
investigate the Random Access Channel (RACH ) for initial channel access signalling to the network. 
With RACH being a common channel, and is hence subjected to contention and collision risk, it must 
be designed efficiently to ensure an acceptable channel access throughput and delay. Furthermore the 
RACH mode over the satellite is envisaged to be quite different from the terrestrial, both at M AC  
level and at physical level and therefore a detailed performance assessment was required [TR 101
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866]. Specifically we study random access schemes based on a Slotted-ALOHA approach over a 
geostationaiy environment, since this is still an open issue as was identified in [TR 101 866]. For the 
evaluation o f the RACH, simulations are performed, whereby they are divided into two levels: link 
level simulation performed at the chip-level, and system level simulation, which feeds in results 
obtained from the link level simulation, simulates multiple mobile users in a cell taking into account 
multiple arrivals and collisions.
We then investigate the feasibility o f  establishing multimedia session based on the SIP protocol over 
S-UMTS by incorporating a link layer retransmission based on the acknowledgement mode (A M ) 
mechanisms defined in the UMTS RLC specification. With the RLC being a very versatile protocol 
with a range o f parameters and timers that can be reconfigured, we examine the implications o f  the 
different settings o f  these parameters and retransmission options on the SIP session establishment 
performance under different channel conditions.
Following this, we propose schemes to enhance the current UMTS RLC-AM  procedure when applied 
to transactional-based applications, such as the session establishment procedure, over S-UMTS. 
Finally given that some o f the upper layer protocols have their own built-in reliability mechanisms, 
which perform retransmissions on an end-to-end basis, undesirable interaction with the link layer 
retransmission would result, causing them to respond to the same loss events, which usually lead to 
poor resource utilization. Therefore this issue needs to be addressed and by having a better 
understanding o f these cross-layer protocol interactions, the triggering o f  redundant retransmissions 
can be minimised.
1.3 Main Contributions
The major achievements o f this research are summarised as follows:
• Presentation o f  an IP-based Satellite-UMTS network architecture that is designed to be 
consistent and feature a high degree o f  commonality with the 3GPP-defined IP-based terrestrial 
network so as to facilitate a smoother integration o f the satellite component into UMTS.
• Detailed specification o f  RACH procedures at both the M A C  and physical layers for S-UMTS.
• Investigation on the impact o f different layer 2 RACH transmission control parameters on the 
performance o f RACH over S-UMTS using a multiple-users system level simulator. The 
simulator developed using the OPNET9 tool platform incoiporates results obtained from link- 
level simulation, namely the RACH preamble detection probability and the RACH message part 
block eiror rate. Further to this, the issue o f QoS differentiation on the RACH has been
9 OPNET is a trademark of Opnet Technologies Inc.
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investigated where resources are assigned to services with different QoS requirements via 
Access Service Classes (ASCs).
• Proposal o f two RACH schemes for S-UMTS, which extend the signature set and increase the 
access slot availability per frame, respectively. When a network-wide synchronization is in 
place, better system performances can be achieved using these schemes compared to the ETSI 
S-UMTS-A scheme as the access request rate increases.
• Study and evaluation o f SIP-based session establishment signalling over S-UMTS radio 
interface. The performance o f the end-to-end session setup signalling, which involves not only 
SIP related messages, but also RSVP and UMTS-specific procedures, has been investigated 
under various channel conditions and for different RLC parameter configurations using a 
simulation model developed in OPNET. To the best o f our knowledge, this work is unique as no 
previous work has been performed in this area up till now.
• Development o f two schemes that enhance the RLC-AM  procedure for session establishment 
over S-UMTS. The main advantage o f  the first scheme over the current UMTS RLC-AM  
procedure is its ability to recover the missing last radio segments in a single round-trip and at 
the same time avoid the unnecessary increase o f traffic over the air interface due to redundant 
retransmissions and also maintain the feedback sent on the reverse link to the minimum. The 
second approach, which minimises useless (redundant) retransmissions when more than one 
feedback report trigger is configured, improves the system performances in terms o f session 
setup delay and failure as well as the system capacity. Both schemes are easy to implement and 
are fully backward compatible with the existing implementation o f  RLC-AM  in UMTS.
• Study for the first time the interactions between the session layer (SIP) own reliability 
mechanisms with the link layer (R LC ) retransmission scheme, whereby schemes that reduce the 
competing error recovery through proper co-ordination between SIP and RLC have been 
proposed. With these approaches, precious radio resources (bandwidth and terminal battery 
consumption) and network resources can be saved. Furthermore, these schemes are designed to 
require changes only at the terminal side and hence can easily be deployed.
Throughout the duration o f  the PhD work, the author has also contributed to three EC 1ST (European 
Commission Information Society Technologies) projects: Satellite-UMTS IP-Based Network 
(SA T IN ), Mobile Digital Broadcast Satellite (M O D IS) and Promotion and Dissemination o f the 
European Mobile Information Society (PRODEM IS ).
SATIN  (IST-2000-25030), which ran from January 2001 to March 2003, defined S-UMTS access 
network architecture as an integral part o f UMTS to support the IP-based packet mode seivices, as 
well as defined and evaluated efficient S-UMTS access schemes based on packet-based protocols.
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The original work contributed to the SATIN  project includes the definition, optimisation, modelling 
and performance analysis o f RACH schemes envisaged for the direct return link via S-UMTS.
MODIS (IST-2001-34263), which started in April 2002 and is due to be completed in September 
2004, followed-up the SATIN  project. The main objective o f MODIS is to define, demonstrate and 
validate broadcast/multicast layer based on combined satellite and terrestrial repeater architecture 
over 3G cellular networks, and to improve the multimedia services offered to the 3G cellular users 
over Europe. The main input to the MODIS project consists o f session management definition for S- 
UMTS.
The objectives o f PRODEMIS (IST-2000-26459) is in documenting and disseminating, on one hand, 
the results o f the 1ST mobile projects among project teams and facilitating discussion, and on the 
other, keeping abreast o f the rapid evolution in the area through an exercise o f technology watch so 
as to enhance the research outcome and facilitate collaboration amongst projects. It is a three-year 
project spanning September 2001 till August 2004. The work input to the PRODEMIS project 
consists o f presenting a summary o f  the current development in the arena o f satellite 
communications, mainly in the areas o f  IP over satellite.
A  list o f publications produced and contributions to technical reports/deliverables as a result from the 
work undertaken in this research are as follows:
Publications
Subm itted
• V . Y . H. Kueh, R. Tafazolli, B. G. Evans, “Session Establishment over an IP-based Satellite- 
UMTS Network,” submitted to IEE Proceedings on Communications, February 2004.
• V . Y . H. Kueh, R. Tafazolli, B. G. Evans, “Enhancement o f  the UM TS RLC protocol for SIP- 
based Session Establishment,”  submitted to IEE Electronics Letters, January 2004.
• Y . Y . H. Kueh, R. Tafazolli, B. G. Evans, “On the Interaction Between SIP and RLC Error 
Recoveiy in Session Establishment over Satellite-UMTS,”  submitted to 22nd A IA A  
International Communications Satellite Systems Conference (ICSSC 2004), September 2003.
• V . Y . H. Kueh, R. Tafazolli, B. G. Evans, “Call Set-up Signalling Performance in Satellite-. 
UMTS Based on Session Initiation Protocol,”  submitted to 22nd A IA A  International 
Communications Satellite Systems Conference (ICSSC 2004), September 2003.
P u b lish e d
• V . Y . H. Kueh, R. Tafazolli, B. G. Evans, “Enhancing the Radio Link Protocol for VoIP 
Session Establishment Signalling over Satellite-UMTS,” accepted for publication in IEEE 
Vehicular Technology Conference (V TC ) Spring 2004, Milan, Italy, 17-19* May 2004.
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• V . Y . H. Kueh, R. Tafazolli, B. G. Evans, “ Performance o f VoIP Call Set-up Over Satellite- 
UMTS Using Session Initiation Protocol,”  accepted for publication in European Wireless 
Conference 2004, Barcelona, Spain, 24-27* February 2004.
• V . Y . H. Kueh, R. Tafazolli, B. G. Evans, “ SIP-based Session Establishment over an Integrated 
Satellite-Terrestrial 3G Network,”  IEE Seminar on IP over Satellite - The Next Generation: 
MPLS, VPN  and DRM  Delivered Services, Savoy Place, London, 11 June 2003.
• V ictor Y .H . Kueh, Rahim Tafazolli, Barry Evans, “Performance Evaluation o f SIP-based 
Session Establishment over Satellite-UMTS,”  IEEE Vehicular Technology Conference (VTC ) 
Spring 2003, Jeju, Korea, 22-25* April 2003.
• V. Y . H. Kueh, A. Capellacci, R. Tafazolli, B. G. Evans, "Performance Analysis o f  Slotted W- 
CDM A Random Access Channel for the Satellite Component o f UMTS," 5th European 
Personal Mobile Communications Conference (EPMCC 2003), Glasgow, Scotland, 22-25th 
April 2003.
• V . Y . H. Kueh, A. Capellacci, R. Tafazolli, B. G. Evans, “W -CDM A Random Access Channel 
Transmission over Satellite-UMTS,” Fifth International Symposium on Wireless Personal 
Multimedia Communications (W PM C 2002), Honolulu, Hawaii, 27-30* October 2002
• V . Y . H. Kueh, A. Capellacci, R. Tafazolli, B. G. Evans, “W -CDM A Random Access Channel 
Transmission Enhancement for Satellite-UMTS,”  13* IEEE International Symposium on 
Personal, Indoor and Mobile Radio Communications (PIMRC 2002), Lisbon, Portugal, pp. 
1377-1381, 15-18* September 2002
• V. Y . H. Kueh, A. Capellacci, R. Tafazolli, B. G. Evans, “Performance Evaluation o f W - 
CD M A RACH Transmission over Satellite-UMTS,” 20* ALAA International Communications 
Satellite Systems Conference (ICSSC 2002), Montreal, Canada, 12-15* May 2002
• V. Y . H. Kueh, R. Tafazolli, B. G. Evans, “ Session Establishment over Satellite-UMTS,”  IEE 
Third International Conference on 3G Mobile Communication Technologies, London, United 
Kingdom, pp. 107-112, 8-10* May 2002
• A. Capellacci, V . Y . H. Kueh, Tafazolli R, “ Link-Level Simulation o f W -CDM A Satellite- 
UMTS Random Access Channel,” IEE Third International Conference on 3G Mobile 
Communication Technologies, London, United Kingdom, pp. 170-174, 8 - 10* May 2002
• V . Kueh, R. Tafazolli, B. G. Evans, “Performance o f Prioritized W -CDM A RACH 
Transmission over Satellite-UMTS,” European Wireless Conference 2002: Next Generation 
Wireless Networks: Technologies, Protocols, Services and Applications, Florence, Italy, vol. 1, 
pp. 707-711, 25* -28* February 2002
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1ST Project Technical Deliverables
• SATIN  Deliverable no 3, “ S-UMTS Architecture definition,”  February 2002.
• SATIN  Deliverable no 4, “ S-UMTS IP-Oriented Access Stratum Definition,” July 2002.
• SATIN  Deliverable no 5, “ S-UMTS Packet-based Layer 1 & 2 Functions,”  December 2002.
• SATIN  Deliverable no 6, “ Simulation and Performance Analysis Specification,” June 2002.
• SATIN  Deliverable no 7, “ Simulation Results & Evaluation,” March 2003.
• PRODEMIS Deliverable D I .10, “Technology Watch: Satellite, HAPS and IB,”  August 2002.
• MODIS Deliverable no 3, “ S-DMB System Definition,” January 2003.
1.4 Thesis Structure
The structure o f this thesis is illustrated in Figure 1-4.
Figure 1-4: Structure of thesis
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Chapter 2 gives a quick overview o f the development o f UMTS, starting from its evolution from the 
legacy GSM/GPRS networks to the phase where IP-based technology is being introduced, and the 
reasons behind this evolutionary migration. This is followed by a description o f the IP-based UMTS 
Release 5 network architecture, on which our research work in this thesis will be based. Then this 
chapter provides a review o f the main enabling IP technologies for an IP-based UMTS network 
presently under active research comprising call control and signalling, multicasting, quality o f seivice 
and mobility management. In cases where these IETF-based technologies are not directly applicable 
since UMTS may define its own specific mechanisms for achieving the same functionality, the 
differences as well as their interworking are analysed.
Chapter 3 introduces the background and environment in which this research was carried out. It first 
presents an overview o f the IP-based S-UMTS system architecture comprising the functionalities o f 
the main elements in the network architecture as well as the user and control planes. This is followed 
by a concise description o f the S-UMTS radio interface, which includes a functional overview o f 
each o f the radio protocols as well as the logical channel-to-transport channel and transport channel- 
to-physical channel mappings. Finally since the channel characteristics play a key role in the 
definition o f an S-UMTS Radio Transmission Technology (RTT), the satellite channel model, which 
is used as the basis for the performance evaluation in our research, is described.
In Chapter 4, we investigate the return link access via the satellite component utilizing the RACH, 
whereby the main focus is to efficiently exploit RACH for signalling. First we provide an overview 
o f the terrestrial RACH procedure and structure as defined in the 3 GPP. Then we describe the 
modifications in terms o f the RACH procedure as well as structure that have been suggested for 
RACH  operation over S-UMTS, including contributions from the two leading standardization bodies 
for the satellite radio interfaces o f  IMT-2000. From these, we produce a detailed specification o f 
RACH  procedures for S-UMTS at both the M A C  and the physical layer. This is followed by a 
simulation study on the impact o f the different layer 2 RACH transmission control parameters on the 
RACH performance over S-UMTS for varying message sizes, whereby the possible resulting trade­
offs in parameter values setting are identified. Having demonstrated the effect o f these RACH 
parameters, we proceed to show how service differentiation, which is essential for the support o f 
multiple service classes with different QoS parameters, can be provided on the RACH. Finally we 
propose two new schemes, which increase the number o f  signatures and access slot availability per 
frame, respectively, and show that in a. synchronous reverse link, where network-wide 
synchronization is already in place, these schemes perform better than the ETSI S-UMTS-A scheme 
as the access request rate increases.
In chapter 5, we evaluate the performance o f SIP-based session establishment over the S-UMTS, 
taking into account not only the larger propagation delay over the satellite but also the impact o f the 
UMTS radio interface. To improve the SIP-based session setup performance, we address the issue o f
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incorporating a link layer retransmission based on the RLC-AM mechanisms, and examine the 
implications o f  the different settings o f  the RLC  parameters and retransmission options on the SIP 
session establishment under various channel conditions.
Chapter 6 identifies some o f the problems with the current implementation o f the RLC-AM, as 
defined in the UMTS specifications, for transactional-based applications such as the session 
establishment procedure over S-UMTS. This chapter then describes the two proposed schemes to 
mitigate these inefficiencies and compares their performance with the current UMTS RLC-AM  
procedure. Finally, it investigates the interaction between the session layer (SIP) own reliability 
mechanisms with the link layer (RLC ) retransmission scheme, and shows that by making SIP and 
RLC to be 'more co-operative' through different degree o f awareness between these two error 
recovery schemes operating at different layers, the undesirable effect o f both layers responding to the 
same loss events can be minimized.
Chapter 7 concludes the research presented in this thesis. After a summary o f the main findings in 
this study, it discusses the implications o f this research as well as indicates the potential areas for 
future research.
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C h a p t e r  2
2  I P  i n  U M T S
2.1 Introduction
In the last decade, the growth o f  the Internet has escalated beyond anyone’ s reasonable imagination 
into a universal communication platform. Running almost concurrently with this Internet 
proliferation has been the equally extraordinary escalation in the number o f mobile wireless networks 
and subscribers. The Internet and mobile wireless communications have conventionally been treated 
as separate technologies with the Internet originally designed to cany mainly data traffic, while the 
wireless systems designed to cany primarily voice traffic. Nevertheless this boundary has become 
increasingly blurred in recent years with the wireless industry evolving its core networks towards IP 
technology. The marriage o f  these two, into the so-called ‘mobile Internet’ , together with new 
wideband transfer capabilities, w ill form the corner stone o f Universal Mobile Telecommunications 
System (UMTS). In this chapter, we first give a quick overview o f the development o f UMTS, 
starting from its evolution from the legacy GSM/GPRS networks to the phase where IP-based 
technology is introduced. This is followed by a description o f  the IP-based UMTS Release 5 network 
architecture, on which our research work in this thesis will be based. Then we provide a review o f the 
main enabling IP technologies (developed within the Internet Engineering Task Force (IETF)) for an 
IP-based UMTS network presently under active research comprising call control and signalling, 
multicasting, quality o f service (QoS) and mobility management. In cases where these technologies 
are not directly applicable (since UMTS may define its set o f mechanisms for these functions), the 
differences as well as the interworking o f  these IETF protocols with those UMTS specific 
mechanisms are also highlighted.
2.2 UMTS and its Evolution Towards an End-to-end IP Solution
As described in Chapter 1, UMTS is the European version o f 3G mobile systems standardized by the 
3rd Generation Partnership Programme (3GPP) as part o f the IMT-2000 global family o f standards. 
The services expected to be provided by UMTS network include:
• High speed mobile multimedia services
• Advanced addressing mechanisms
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• Advanced service creation, customization and portability - Virtual Home Environment (VHE) 1
• Seamless roaming between indoor, outdoor and urban environments
With the aim to provide ‘anytime, anywhere’ communications, UMTS is to be deployed in a range o f 
environments, from in-building to satellite coverage, within which four basic cell types have been 
identified [LISI99]:
• Pico cells -  areas largely indoor/home, providing a full set o f high bit-rate services (maximum 2
Mb/s) with cell radius o f less than 100 m.
• M icro cells -  areas o f high traffic density in built-up urban areas, providing medium to high bit-
rate services (144 kbits/s to 384kbits/s), with a typical cell radius o f up to 1 km.
• Macro cells -  areas o f  low population density, typically in rural areas, providing low to medium 
bit-rate services (144 kbits/s to 384kbits/s), with cell radius o f several tens o f km.
• Satellite cell -  areas o f sparse population, where it is uneconomic to supply terrestrial coverage or 
areas where there is no terrestrial coverage (for example maritime and aeronautical users), with 
radius in the region o f 500-1000 km.
To meet new market requirements, 3 GPP specifications are continually being enhanced with new 
features. In order to provide developers with a stable platform for implementation whilst at the same 
time allowing the addition o f new features, 3GPP uses a system o f parallel ‘Releases’ , in which a 
Release differs from the previous Release by having added functionality introduced as a result o f  
ongoing standardization work. The first release o f the UMTS standards, known as Release 99 (which 
was later renamed as Release 3), defines the basis architecture consisting o f  the new wideband 
UMTS Terrestrial Radio Access Network (U TR A N ) connected to the Circuit Switched Core 
Network, which is based on the enhanced GSM mobile switching centers, and the Packet Switched 
Core Network, which is built on enhanced GPRS support nodes. With a strong requirement to be 
backward compatible with the existing GSM/GPRS network, Release 99 specification, whose content 
was frozen in December 1999, obviously has a relatively strong 2G presence so as to achieve inter­
operability with its predecessors.
The next release was initially known as Release 2000 (to follow the trend o f  GSM on which the 
upgrades have always been known by the year o f  standardization), but due to the multiplicity o f 
changes needed and hence the delay in the schedule, it was eventually replaced by Release 4 and 
Release 5 (most elements originally in Release 2000 were renamed Release 4, but some were 
deferred until Release 5). Release 4 (R4), whose content was frozen in March 2001, is mainly
1 VHE is the concept that ensures that users can experience the same look and feel of services, across network 
and terminal boundaries.
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concerned with the Circuit Switched Core Network with the U TR AN  and the packet switched 
domain mostly remaining unchanged. Basically the MSC /VLR (Mobile Switching Centre/Visitor 
Location Register) is split into a MSC server and a Media Gateway (M G W ) so as to separate user 
data flows and signalling. With this arrangement, the R4 architecture is more scalable, reliable and 
cost efficient with respect to R3; moreover voice traffic can now be carried in IP packets (a form o f 
voice over IP (VoIP )) in the presence o f the MGW . Release (R5), whose functionality was frozen in 
March/June 2002, takes a more radical approach to the introduction o f conversational and interactive 
multimedia services based an end-to-end IP transport provided by an enhanced GPRS network in the 
packet switched domain. This big step towards the ‘ all-IP’2 approach is via the addition o f a new 
subsystem known as the IP Multimedia Subsystem (IMS). Since the aim is to utilize IP networking as 
much as possible, not only are the user data flows expected to be mainly IP-based, but IP w ill be used 
in the network control as well. In other words, the legacy Signalling System No. 7 (SS7) protocol 
used in the traditional circuit switched network w ill now be replaced by IP.
There are several motivations that drive the all-IP approach for 3G mobile systems [LIN02]. Firstly, 
mobile users w ill not only be able to access the existing Internet applications but also benefit from the 
innovative and exciting services resulting from the huge momentum in the development o f  new IP- 
applications within the Internet community. Secondly, as a result o f  the closer synergy between the 
mobile world and Internet, comes the great window o f opportunity to create a new generation o f 
value-added services in an all-IP environment that can be offered to mobile users [ZAR03], which in 
turn serves as a revenue increasing potential for mobile operators. Additionally, with a common 
transport technology (IP ) for all types o f access, capital and operating costs can be greatly reduced 
yielding benefits o f integration and economies o f  scale [WIS02]. Hence 3 GPP is keen to adopt IP and 
other protocols standardized by the IETF in further developments o f its specifications. With no 
intention to duplicate the work already performed within the IETF, the preferred 3GPP approach is to 
use the Internet standards unchanged, i f  feasible [RFC 3113]. Nevertheless in practice, using the 
IETF protocol off-the-shelf is not a simple process since additions or modifications might be needed 
to accommodate the needs o f  a mobile network; for example, there is the extra measure o f 
incorporating security and authentication mechanisms to prevent fraud and eavesdropping; the need 
to ensure that the IP bearers for both signalling and traffic is o f substantial quality equivalent to the 
circuit-switched world; and all interactions must be handled smoothly so that users do not perceive 
any difference in the services provided when roaming (i.e. the VHE concept) [HAR01]. With this in 
mind and the recognition o f  the importance o f  interoperability with the existing Internet, 3 GPP 
attempts collaboration with the IETF in developing extensions to the protocols within the IETF itself
2 The term ‘all-IP’ has been used extensively in recent years and normally means different tilings to different 
people. All-IP in this context refers to the introduction of IP technology, i.e. beyond Release 99 of the 3GPP 
standards.
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[RFC 3113], rather than making a 3GPP specific version o f the protocols. Finally it must be noted 
that R5 will only produce the first phase o f the IMS deployment with the second phase incorporating 
enhancements and corrections currently underway within the standardization o f Release 6 (R 6); the 
functionality o f R6, which is expected to be frozen in late 2003, will include Presence service, 
W LA N  (Wireless Local Area Network)/UMTS interworking, and Multimedia Broadcast/Multicast 
Service (MBMS).
2.3 IP-based UMTS Network Architecture
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Figure 2-1: 3GPP IP-based Release 5 reference architecture (without CS domain)
Figure 2-1 depicts the Release 5 reference architecture for UMTS (omitting the circuit switched 
domain). As mentioned earlier, a major change in Release 5 towards the all-IP approach is the 
introduction o f the IMS3 as an integrated platform for voice, multimedia and Internet services. IMS 
can be regarded as an overlay control network, which makes use o f the underlying packet-switched 
domain for the transport o f  signalling and user data. The development o f IMS has focused on several 
major elements. Foremost is the introduction o f an IP session control based on the Session Initiation
3 Note that the IMS shall exclusively support IPv6.
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Protocol (SIP) [RFC 3261], an IETF protocol, used as the end-to-end signalling protocol for 
establishing, modifying and tearing-down o f various IP multimedia sessions including VoIP, video 
and instance messaging between the User Equipment (UE)4 and the IMS, as well as between the 
components within the IMS and with other end users over the Internet [TR 23.821], Another 
important aspect is the support o f end-to-end QoS while interacting with the call control mechanism. 
Interworking between packet and circuit switched networks is the other important requirement 
considered.
The IMS comprises all the network elements for the provision o f multimedia services, where the 
heart o f the IMS lies within the Call Session Control Function (CSCF). The CSCF performs a 
number o f functions. The first is the multimedia session control function, which is an evolution o f the 
MSC call control function. This includes call setup and call event report for billing and auditing, 
application level registration processing and service triggering, for example invoking location-based 
and multiparty services. Besides this, the CSCF performs service switching by routing incoming calls 
and is the central connection control point behind SIP service negotiation. Furthermore it performs 
the handling o f  the subscriber profile (via interaction with the Home Subscriber Server (HSS)). The 
CSCF also handles the address translation function, whereby address portability and alias address 
mapping (for example mapping between E.164 number5 and transport address) is supported.
There are essentially three kinds o f CSCF that can be defined, each having different roles: Proxy 
CSCF (P-CSCF), Serving CSCF (S-CSCF) and Interrogating CSCF (I-CSCF)6. The P-CSCF is the 
first contact point for the UE within the IMS. The P-CSCF forwards SIP messages received from the 
UE to the home network (the S-CSCF) and vice-versa. It is closely associated with the Gateway 
GPRS Support Node (GGSN) for policy control and resource allocation. The I-CSCF is mainly the 
first entry point within an operator's network for all connections destined to a subscriber o f  that 
network operator, whose main job is to select an S-CSCF with the support o f the HSS. It may hide 
the configuration, capacity, and topology o f the internal network from the outside world by providing 
the single point o f  entry into the network. The S-CSCF handles the session control services for the 
IMS subscribers. These include routing originating sessions to external networks and routing 
terminating sessions to visited networks.
4 UEs are devices that can be attached to a wireless network, for example either a mobile terminal (for instance 
mobile phones) or a terminal equipment (for instance laptops) used in conjunction with a mobile terminal.
5 E.164 addresses, also known as the Global Switched Telephone Numbers (GSTN), are the commonly called 
‘telephone numbers’.
6 According to the R5 specifications, S-CSCF and I-CSCF are only present in the IMS subscriber’s home 
network, whereas P-CSCF can be located in either the home or visited network depending on the roaming 
scenario.
20
Chapter 2. IP in UMTS
The HSS, an evolution o f the Home Location Register (HLR) and Authentication Centre (AUC), is 
the master database for a given user, containing the subscription related information (for example 
user identities, subscribed services, numbering and addressing information) to support the network 
entities actually handling calls/sessions. It also supports subscriber authentication, authorization and 
accounting functions (A A A ). The Breakout Gateway Control Function (BGCF) is responsible for 
selecting an appropriate Public Switched Telephone Network (PSTN) breakout point based on the 
received SIP request from the S-CSCF. I f  the breakout is to occur in the same network, a Media 
Gateway Control Function (M GCF) responsible for the interworking with the PSTN is selected; 
otherwise i f  the breakout is in another network, the BGCF forwards this session signalling to another 
BGCF in the selected network. The MGCF provides interworking functionality between SIP session 
control signalling from the IMS with the ISUP (Integrated Services Digital Network (ISDN) User 
Part)/BICC (Bearer Independent Call Control) call control signaling from the external GSTN 
networks. It also controls the Media Gateway (M GW ), which provides user plane data transport in 
the UMTS core network. The M G W  is the workhorse that does the processing and conversion o f the 
media bits from one format to another, and hence it is the termination point for hearer channels from 
the PSTN/legacy mobile networks and media streams from a packet network. The Media Resource 
Function (MRF), which is split into a control part (Multimedia Resource Function Controller 
(M RFC)) and a processing part (Multimedia Resource Function Processor (MRFP)), contains the 
functionality for manipulating multimedia streams, supports multiparty conferencing, multimedia 
message playback and media conversion services. The Signalling Gateway (SGW) performs the 
signalling conversion (both ways) at transport level between the SS7-based transport o f signalling 
used in pre-Release 4 networks and the IP-based transport o f signalling. A  more detailed description 
o f the functionality o f  these IMS network elements can be found in [TS 23.228] and [TS 23.002],
As already stated, the IMS actually relies on the packet switched domain o f  the core network for end- 
to-end IP transport. As can be seen from Figure 2-1, the packet switched domain is connected to both 
the U TR AN  and the GSM EDGE Radio Access Network (G E R A N )7. GERAN is the primary 
interface between the UE and the GSM/EDGE access network and consists o f  the Base Transceiver 
System (BTS) and Base Station Controller (BSC). Meanwhile U TR A N  is the primary interface 
between the UE and the UMTS access network and comprises Node B and Radio Network Controller 
(R N C )8. The IP core network, an enhanced version o f the GPRS network, comprises GGSN and 
Serving GPRS Support Node (SGSN), which constitute the interface between the radio system and 
the fixed networks for packet switched services. The SGSN acts as the serving nodes for the UEs,
7 GERAN is included as part of the 3GPP R4/R5 as an alternative access technology to the UMTS network. In 
that respect, the traffic coming from GERAN gets the same treatment as the traffic coming from UTRAN.
8 A RNC and its dependent Node Bs constitute a Radio Network Subsystem (RNS).
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whose tasks includes ciphering and authentication, session management, mobility management, and 
logical link management to the UE. It also provides a connection to databases, i.e. the HSS. The 
GGSN is the gateway node between the UMTS core network and external networks. In the case o f  an 
external IP network, the GGSN is seen as an ordinary IP router serving all IP addresses o f UEs. This 
node may include firewall and packet-filtering mechanisms. Additionally, its task is to assign the 
correct SGSN for a UE depending on the location o f the UE.
2.4 Enabling IP Technologies in UMTS
2.4.1 IP Session Control
2.4.1.1 Introduction
There are many applications in the Internet that require the creation and management o f a session, 
where a session is defined as a collection o f  participants, and streams o f media between them, for the 
puiposes o f  communication. Though session management functionality is essential, it often goes 
unnoticed with explicit session management currently only considered in the context o f multimedia 
and real-time communications. The implementation o f these applications is complicated by the 
practices o f  participants: users may move between endpoints, they may be addressable by multiple 
names, and they may communicate in several different media - sometimes simultaneously [RFC 
3261], The key functions required o f a session management protocol [SCH98c], [SCH99b] are 
therefore:
• Name translation and user location
This involves the mapping between names to identify the called party and the eventual location 
o f the called party.
• Session establishment
This allows the called party to accept the call/session9, reject it, or redirect it to another means, 
for example a voicemail or a Web page.
• Session negotiation
This allows a group o f participants to agree on the media to exchange and their respective session 
parameters since the multimedia session being set up can comprise different media streams, 
including audio, video and shared applications and not all the participants have the same
9 The terms calls and sessions are used interchangeably in this thesis.
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receiving capabilities (or sometimes the participant may have preferences for just a certain media 
stream)
• Call participant management
This allows new members to be added to a session and existing members leaving a session.
• Feature changes
This allows the composition o f  media sessions to be adjusted during the course o f a session.
2.4.1.2 Session Initiation Protocol (SIP)
Session Initiation Protocol, or SIP in short, is an application-layer signalling protocol for establishing, 
modifying and terminating multimedia sessions with one or more participants. To establish a session 
between users, SIP needs to determine where the user to be contacted is located at any instant. Once 
the called party has been located, SIP delivers a description o f the session that the user is being 
invited to join. After this is done, SIP is used to convey the response to the session initiation (accept, 
reject, etc.). I f  accepted, the session is now active and media streams can start to flow. SIP can be 
used to modify the session as well - the originator simply reinitiates the session, sending the same 
message as the original, but with a new session description. Finally, SIP can be used to terminate the 
session (i.e. hang up). Members can communicate via multicast or via a mesh o f unicast relations (or 
a combinations o f these) in sessions, which include multimedia conferences and Internet telephone 
calls. Media can be added to (and removed from) an existing session. SIP transparently supports 
name mapping and redirection services, which supports personal mobility, i.e. users can maintain a 
single externally visible identifier regardless o f  their network location. As such, SIP satisfies the five 
facets o f multimedia session establishment and termination listed above.
SIP is a textual client-server protocol, in that the client issues the requests and the server returns the 
responses. It reuses many o f  the header fields, encoding rules, error codes and authentication 
mechanisms o f the Hypertext Transfer Protocol (HTTP) [RFC 2616], the basis o f the Web. Unlike 
HTTP, SIP can run on top o f  either the Transmission Control Protocol (TCP) [RFC 761] or the User 
Datagram Protocol (UDP) [RFC 768] (SIP can also use other transport protocols such as Stream 
Control Transmission Protocol (SCTP) [RFC 2960] but the support for TCP and UDP is made 
mandatory). When used with UDP, SIP provides its own mechanisms for reliability.
SIP, unlike H.323 [H.323] - another session control protocol standardized within the ITU, is not 
vertically integrated. Rather, SIP is a component that works in concert with other IETF protocols to 
build a complete multimedia architecture (cf. Figure 2-2). Typically, this architecture w ill include 
protocols such as the Session Description Protocol (SDP) [RFC 2327] for the description o f the 
multimedia sessions, the Real-time Transport Protocol (RTP) [RFC 1889] for the real-time data 
transport and QoS feedback, and the Real-Time Streaming Protocol (RTSP) [RFC 2326] for
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streaming media delivery control. Therefore SIP should be used in conjunction with other protocols 
in order to provide complete services to the users. Thus said, the basic functionality and operation o f 
SIP does not depend on any o f these protocols.
It must be underlined that SIP does not actually provide any services, but rather SIP provides 
primitives that can be used to implement different services. Hence SIP does not offer conference 
control services such as floor control, nor prescribe how a conference is to be managed. SIP also does 
not allocate multicast addresses nor reserve resources for the sessions (since SIP messages and the 
sessions they establish can pass through entirely different routes, SIP cannot provide any kind o f 
network resource reservation capabilities). However, SIP can be used to introduce conference control 
protocols and also convey to the invited participant the information on the resources needed. In short, 
all SIP does is to convey information about the protocol used to describe the session.
s ig m l in g  q r a l i t y  c l  s f im o s  m e d ia  t a m p a n
Figure 2-2: Multimedia Protocol Stack [SCH99a]
2.4.1.2.1 SIP Protocol Components
A  SIP system has two components: user agents and network servers. A  user agent (U A ) is an end 
system software that interacts with the human user and acts on his behalf in participating in sessions. 
In general, a user agent contains two components, a user agent client (U AC ) and a user agent server 
(UAS). The UAC is responsible for initiating calls (sending requests), and the UAS for answering 
calls (sending responses).
Within the network, there are three types o f  servers: a registration server, a proxy server and a 
redirect server. A  registration server receives updates on the current location o f  users. A  proxy server 
receives a request, determines which server to send it to, and then forwards the request to that next- 
hop server. This next-hop server, which has more precise location information about the called user, 
might be another proxy server, a redirect server, or a UAS. Note that responses to a request always 
travel along the same set o f servers the request followed, but in reverse order. A  redirect server also
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receives requests, and determines a next-hop server. However, instead o f forwarding the request, it 
returns the address o f the next hop server to the client. Basic call flows showing the connection set-up 
using the redirect and proxy servers are shown in Figure 2-3. Proxy/redirect servers are usually 
combined with the registration servers to achieve mobility. It is an important concept that the 
distinction between these types o f SIP servers is logical, not physical.
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Figure 2-3: SIP call flow examples using redirect and proxy servers
2.4.1.2.2 SIP Messages
There are two types o f SIP messages -  requests and responses. SIP supports several request methods 
-  the main ones as specified in the SIP core specification (RFC 3261) are shown in Table 2-1.
Table 2-1: SIP Requests Methods
Request Method Function
INVITE Invite the user(s) into a session
ACK Acknowledge a successful response
BYE Terminate a call or call request
OPTIONS Solicit information about the capabilities o f 
the receiver
CANCEL Terminate a pending request
REGISTER Convey the current location o f a user to the 
SIP registration server
There are other additional methods specified as part o f SIP extensions; two important ones, which are 
used as part o f the end-to-end session setup signalling in UMTS (described in Chapter 5), are the 
Provisional Response ACKnowledgement (PR AC K ) method [RFC 3262] and the UPDATE method 
[RFC 3311]. PRACK is used as a confirmation message, similar to ACK, to reliable provisional 
response, as part o f SIP extension to support reliable transmission o f provisional responses 
(provisional responses that provide information on the progress o f the request processing are not sent
25
Chapter 2. IP in UMTS
reliably, i.e. they never cause the UAC to send an ACK, whereas final responses that convey the 
result o f the request processing are sent reliably, according to [RFC 3261]). UPDATE allows a client 
to update the parameters o f a session (such as the set o f media streams and their codecs) but has no 
impact on the state o f a dialog10; it is basically like a re-INVITE, but unlike re-INVITE, it can be sent 
before the initial INVITE has been completed, and hence it is very useful for updating session 
parameters within early dialogs (for example during the interleaving o f resource reservation with the 
call signalling in the call setup mechanism as described in Chapter 5).
A  SIP message request contains header fields used to convey the information about the call. These 
include the addresses11 o f  the caller and called party, subject, call identification, call routing requests, 
caller preferences for user location, and desired features o f  the response [SCH98c]. Extensions can be 
defined with new header fields [GLIOO]. The body o f the request contains an opaque description o f 
the media content o f the session -  this is usually described by SDP. It contains information on the 
types o f media, codecs, ports, and protocols the caller wishes to use, for example the parameter for 
RTP.
In response to a request, a server sends a SIP response, which gives a response code indicating how 
the request was processed. Response codes are divided into six categories, as shown in Table 2-2.
Table 2-2: SIP Responses
Response Status Codes Meaning Example
1XX Call status/Progress updates 180 Ringing
2XX Success 200 OK
3XX Redirection to another 
server
302 Moved Temporarily
4XX Client-Error 404 Not Found
5XX Server-Error 500 Internal Server Error
6X X Global failure 600 Busy Everywhere
The response to the INVITE contains the media information for the called party. SDP enables a user 
to indicate the ability to send and receive with multiple audio and video codecs, which can also be 
ranked in preference o f usage. This information provides a basic, but sufficient means for exchanging 
media capabilities. As a result, normally there is a two-phase exchange o f SDP messages, which
10 A dialog is a peer-to-peer SIP relationship between two UAs that persists for some time.
11 In SIP, addresses are Uniform Resource Identifiers (URIs), which are similar to popular mailto Uniform 
Resource Locators (URLs). If the user’s email address is vkueh@eim.surrey.ac.uk, the SIP URI would then be 
sip:vkueh@eim.surrey.ac.uk. Note that SIP also provides a secure URI, called a SIPS URI (for example 
sips:vkueh@eim.surrey.ac.uk), which guarantees that secure, encrypted transport is used to carry all SIP 
messages from the caller to the domain of the called party (currently its use is limited to TCP only).
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provides basic negotiation capabilities and is based on a simple offer/answer model o f SDP exchange 
[RFC 3264].
2.4.1.2.3 Basic Session Setup Operation o f SIP
Figure 2-4: SIP session setup example
Figure 2-4 depicts the typical session initiation procedure in SIP. In this example, the caller 
(livtyler@ieee.org) wishes to initiate a call to vkueh@hotmail.com. A  SIP INVITE request is 
generated and since the location o f the called party or the SIP server in the hotmail.com domain is not 
known, this message request is forwarded to a local proxy that serves the ieee.org domain (Step 1) 
(otherwise, SIP clients may contact the address identified in the SIP URI directly, without involving a 
local SIP server. However in some circumstances, for example when firewalls are present, or local 
dialing plans, local emergency and other services need to be provided, SIP clients need to use a local 
server for outbound requests). The address o f  this local SIP server to be used for all outbound SIP 
requests, hence the name outbound proxy server, could have been discovered via the Dynamic Host 
Configuration Protocol (DHCP) [RFC 3361], [RFC 3319] or it could have been configured manually 
in the caller’ s SIP-enabled phone. This proxy looks up the hotmail.com domain in the Domain Name 
Server (DNS) and obtains the IP address o f  a server handling SIP requests for that domain (this 
process o f locating SIP servers can be found in more detail in [RFC 3263]). It then forwards the 
request out to this server (Step 2). The hotmail.com server looks up the username vkueh in its 
database and knows that this user is currently logged in as vkueh@surrey.ac.uk. Therefore being a 
redirect server, it sends a special response to the ieee.org proxy, instructing it instead to try this 
address (Step 3). The local proxy then looks up the surrey.ac.uk domain in the DNS and obtains the
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IP address for its SIP server. The request is then proxied there (Step 4). The surrey.ac.uk server 
consults its database, also known as location service (Step 5), and learns that vkueh is actually in eim 
(Step 6). So it sends the IN V ITE  request to the eim.surrey.ac.uk proxy with a new URL (Step 7). 
This server knows the IP address where the user is currently logged in, so it forwards the INVITE 
there (Step 8). The server knows the exact location o f the user since the user periodically binds its 
current address with it through SIP REGISTER.
The called party accepts the call, and the response (200 O K) is forwarded back to the original caller 
through the proxy chain (Steps 9-12). An acknowledgement, SIP ACK, is then sent directly to the 
called party bypassing the two proxies (Step 13). This occurs because the endpoints have learned 
each other's address from the Contact header fields through the INVITE/200 OK exchange, which 
was not known when the initial IN V ITE  was sent. The lookups performed by the two proxies are no 
longer needed, so the proxies drop out o f  the call flow. This completes the INVITE/200/ACK three- 
way handshake used to establish a typical SIP session. Media streams can now begin (Step 14), and 
the media packets are sent using the format that has been agreed during the SDP exchange. In 
general, the end-to-end media packets take a different path from the SIP signalling messages.
2.4.1.2.4 Advantages o f SIP
UMTS has selected SIP rather than H.323, the other main contender (a brief description o f H.323 can 
be found in Appendix A  together with its comparison to SIP), as the signalling protocol in the IMS 
domain due to its many advantages. Also the mapping o f  SIP to H.323 is relatively easy and well 
defined, whereas the converse is not true [WIS02]. Among the many benefits SIP offers include 
[SCH98c], [ROSOO]:
• Simplicity
SIP is a very simple protocol -  a basic, but interoperable SIP Internet telephony implementation can 
proceed with seven headers (Via, To, From, Call-ID, Cseq, Contact, Max-Fowards) and three request 
methods (INVITE, ACK, and BYE). Also a veiy basic SIP call does not need any proxy server -  two 
users can call each other directly. Furthermore, SIP messages are text-based, allowing easy 
implementation in languages such as Java, Tel and Perl, and easy debugging. Its similarity to HTTP 
also allows for code reuse.
• Extensibility
SIP had ‘designed-in’ support for extensibility from the outset (learning from the fact that protocols 
get extended and used in ways they were never intended, such as HTTP and Simple Mail Transfer 
Protocol (SM TP) [RFC 821]), and thus has numerous mechanisms to support extensions. SIP allows 
any developer to create new features within SIP (by inputting them in the SIP Require header) and 
then simply register a name for them with the Internet Assigned Numbers Authority (IA N A ), o f
28
Chapter 2. IP in UMTS
which the feature names are based on a hierarchical name space. Furthermore, the numerical response 
codes are hierarchically organized (into six basic classes), allowing basic protocol operation to be 
dictated solely by the class and the terminals need only to understand the class o f the response. 
Furthermore the text-based encoding makes the customisation in SIP much easier since the meanings 
o f the header fields are self-evident.
• Flexibility
SIP is flexible in the sense that it, by itself, is not a complete system for multimedia 
communications/Internet telephony. It is very modular -  it encompasses basic call signalling 
(initiation, termination and change) and registration, with advanced signalling defined within SEP 
extensions. On the other hand, quality o f  service, directory accesses, service discovery, session 
content description and conference control are all orthogonal and reside in separate protocols.
• Scalability
SEP uses the Internet model for scalability -  fast and simple in the core, smarter with less volume in 
the end systems. A  transaction through several servers and gateways in SIP can be either stateful or 
stateless. In the case o f UDP, no connection state is required, meaning that large backbone servers 
can be based on UDP and operate in a stateless fashion, reducing memory requirements and 
improving scalability. SIP servers at network edges, or within an enterprise, can be stateful, allowing 
them to offer more complex services.
• Enhanced services
For EP telephony to compete with the existing circuit-switched network, it must be able to deliver 
new services and exciting applications. SIP is ideally suited to this. Its use o f  URLs, its support for 
Multipurpose Internet Mail Extensions (M IM E) and carriage o f  arbitrary content (SIP can carry 
images, Java applets, Tel code fragment and even MP3s) and its usage o f  email routing mechanisms, 
mean that SIP can integrate well with all these multimedia applications. Furthermore its ability to 
support personal mobility makes it more appealing in the mobile communications arena, for instance 
in the next-generation mobile networks.
2.4.1.3 SIP in UMTS
SIP in its original form is not adequate for 3 GPP for operation in a cellular environment since 3 GPP 
has its own requirements and concerns [GAR02], which include signalling, voice and radio efficiency 
issues. However 3GPP did not want a 3GPP specific version o f SIP as this would prevent 
interworking with the rest o f the Internet. Hence no changes/extensions w ill be done via 3GPP. 
Instead SIP is to be defined exclusively within IETF to ensure only a single ‘ flavour’ o f SIP. In this 
regard, a joint collaboration was created between 3GPP and IETF to provide the required SIP 
extensions and IETF interoperability changes, whereby 3 GPP would feed the requirements into the
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IETF, which may include suggested solutions, and the working group (W G ) 12 within the IETF would 
react and define the solutions.
Nevertheless there are still some differences with the use o f SIP within the IMS compared to the 
specification and the practice o f  that protocol on the Internet. Some o f these differences are listed 
herein and are by no means exhaustive. One major difference is that SIP, as applied in UMTS, does 
not follow the IP model o f  value chain separation in that the service access is still controlled by the 
home network (S-CSCF) even for the case o f user roaming. Also users in UMTS must perform 
registration (with the IMS) before they are allowed to initiate or terminate sessions, whereas 
registration is performed in the Internet to allow users to upload their current locations so as to enable 
bindings to be created (in a location service that associates an address-of-record URI with one or 
more contact addresses) for use by proxy servers to route incoming SIP requests. This registration 
function has no role in authorizing outgoing requests, whereby authorization and authentication are 
normally handled on a request-by-request basis with a challenge/response mechanism. On the other 
hand, the working assumption in 3 GPP is that authentication/authorization is done during 
registration.
There are also other major issues that raise concerns relating to interoperability between the IMS and 
the Internet [IETF LS02] (before a number o f  revisions were made by 3 GPP to address some o f 
these issues in December 2002 [SP-020842]). In particular the IMS CSCF can send messages, o f 
which this capability is reserved to UAs in SIP RFCs, without implementing the functions required 
fo r UAs. Although the CSCF is viewed by 3GPP as a ‘back to back user agent’ (B2BUA )13 in certain 
circumstances [TS 24.229], this is not done correctly because the CSCF must be implemented in all 
ways as U A  in order to be regarded as a B2BUA in this manner. For example, the P-CSCF may send 
a SIP BYE  request on behalf o f the U A  (i.e. the UE) when the P-CSCF has been notified by the radio 
layer that the U A  has lost contact. There is also the extra concern within the IETF that this will render 
3GPP UAs vulnerable to denial o f service attacks using forged BYEs since P-CSCF does not have
the credentials to provide authentication o f the BYE. This remains an outstanding issue in Release-5----
as there are no alternative approaches currently identified, and will be resolved instead in Release 6.
Furthermore the CSCF entities can modify headers in ways explicitly prohibited to proxies by the SIP 
RFCs, again without implementing the associated U A  behavior. For example, the P-CSCF strips
12 The two main WGs responsible for the standardization of SIP in the IETF are SIP and SIPPING. The SIP 
WG concentrates on the specification of SIP and its extensions, and will not explore die use of SIP for specific 
environments or applications. On the other hand, die SIPPING WG is chartered to document the application of 
SIP to certain domain tasks and to develop requirements for the changes or extensions to SIP needed to 
accomplish those tasks.
13 A B2BUA is a logical entity that receives a request and processes it as a UAS. In order to determine how the 
request should be answered, it acts as a UAC and generates requests. Unlike a proxy server, it maintains dialog 
state and must participate in all requests sent on the dialogs it has established [RFC 3261],
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away Route, Record-Route, Via, Path, and Service-Route headers before passing messages on to the 
UA. It then reinserts these messages in the other direction, and may also strip out Route headers 
inserted by the UA. This header stripping by the P-CSCF was primarily intended to protect the 
network from malicious UAs (i.e. UEs) that could try to bypass some IMS network elements (for 
example the S-CSCF). However this breaks end-to-end security protection and not only prevents the 
U A  from accessing external services using loose routing, but also prevents the U A  from knowing 
about any proxies that may have piggybacked on its registration using the Path mechanism. This is a 
serious violation o f the openness principle and leaves 3 GPP UAs registering with external servers 
subject to certain ‘man-in-the-middle’ attacks without any way to detect these attacks. To achieve 
interoperability, 3 GPP (in December 2002) decided to replace the P-CSCF stripping o f headers 
mechanisms with the P-CSCF matching and enforcing the headers required by the Service Route, Via 
and Record Route procedures in order to avoid the possibility o f bypassing the charging mechanisms 
[SP-020842],
Moreover CSCF can modify bodies in messages, which is not permitted to proxies by SIP RFCs, 
again without implementing the associated U A  behavior. For example the CSCF may edit SDP sent 
from or to the U A  in order to force the selection o f codecs considered favourable to the operator. This 
has been identified by 3 GPP as an operator requirement that the operator must have the ability to 
ensure that the user requested media components and/or codecs comply with those authorised for the 
subscriber both in the visited network (based on local operator policy) and in home network (based 
on local operator policy and subscriber profile). This CSCF SDP editing has the side effect o f 
breaking end-to-end security protection o f the SDP. It also precludes interoperating with external 
elements when both the IMS U A  and the external U A  share only a common codec not supported by 
the P-CSCF. To achieve compliancy with the IETF, 3 GPP made changes (in December 2002) that 
enable CSCF rejection o f requests, which contain SDP that does not conform to the relevant policies. 
Rejection is achieved using a 488 (Unacceptable Here) response that contains SDP indicating the 
parameters that would be acceptable. Nevertheless this change does not completely address all the 
issues and it has several drawbacks; for example the call setup time is increased as there are 
additional message exchange (rejects, try again), which gets worst with more number o f hops 
involved, and user still does not know that it is the network that has the constraints. A  better solution 
is still sought and would be incorporated into Release 6 .
2.4.2 IP Multicast
2.4.2.1 Introduction
Multicast can be defined as one-to-many (or many-to-many) type o f  communication where the same 
information is transmitted only once on links that are shared along the paths to several destinations.
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This multicast traffic is then duplicated at the points where the paths diverge in order to reach 
receivers located on different networks. Multicast is thus seen as an efficient multi-destination 
delivery mechanism since data is transmitted in an optimal way with minimal data duplication. I f  a 
unicast mode o f delivery is used instead, the same data needs to be sent by the source a number o f 
times equal to the sum o f receivers requested for such service and as a result, valuable bandwidth 
would be unnecessarily wasted. Due to its efficient use o f link bandwidth and minimised 
network/server load utilization, multicast is considered to be an ideal technique to be used for high 
bandwidth multimedia applications such as streaming media and videoconferencing, with its uptake 
currently gaining momentum within the wireless community.
2.4.2.2 Standard IP Multicast Model
IP multicast has had a long history o f development since its introduction by Steve Deering in 1988 as 
part o f  his PhD dissertation and its first wide-scale usage for ‘audiocast’ at the 1992 IETF meeting in 
San Diego [ALMOO]. The key problem in IP multicast is to enable efficient routing o f packets from 
sender to multiple receivers in a loop-free manner [PAU98]. The standard multicast model for IP 
networks describes how end systems are to send and receive multicast packets. The model is as 
follows [DEE90]:
• IP-style semantics - A  source can send multicast packets at any time, with no need to register or 
to schedule transmission. IP multicast is based on UDP (not TCP), so packets are delivered using 
a best-effort policy.
• Open groups - Sources only need to know a multicast address. They do not need to know group 
membership and they do not need to be a member o f a multicast group to which they are sending. 
A  group can have any number o f sources.
• Dynamic groups - Multicast group members can join or leave a multicast group at will. 
Membership is receiver-initiated.
It must be noted that the standard IP multicast model does not discuss requirements for how the 
network should perform routing, nor does it specify any mechanism for providing QoS, security and 
address allocation [ALMOO]. In short, standard IP multicasting requires that:
i. group membership information be captured on a subnet (i.e. locally between the end 
receivers and one or more multicast routers in charge o f maintaining group membership 
records) and be used effectively in making sure that the packets belonging to the group are 
delivered to the subnet
ii. packets be delivered from the source to the group members along the delivery tree in an 
efficient maimer
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The former is performed through the Internet Group Management Protocol (IGM P) for IPv414 (IP 
version 4) and Multicast Listener Discovery (M LD ) for IPv6 (IP version 6) 14, while the latter is 
realized using multicasting routing protocols.
2.4.2.3 SIP and IP Multicast
SIP is a natural candidate to provide multicast service since SIP was originally designed to support 
large-scale multicast conferences from the outset (there are currently different conferencing models 
developed within the IETF that are based on SIP, which has also been adopted by 3GPP [TR 
29.847]). There are several ways where SIP and multicast can be used together. SIP can either be 
used to initiate a multicast session or invite another party to a multicast session that has been 
advertised and established by other means (such as Session Announcement Protocol (SAP)), or it can 
be used to send requests via multicast. Table 2-3 shows the possible combinations o f unicast and 
multicast signalling and communications [SCH98a].
Table 2-3: Examples of the use of combination of unicast and multicast signalling and communications
Signalling Session
Unicast Multicast
Unicast Internet telephony Conference invitation
Multicast Automatic call distribution Group invitation
In inviting participants to a multicast session, for example an Mbone (multicast backbone on the 
Internet) conference, unicast signalling is used. SIP w ill be used to convey to the invitees, the 
content, start and stop times, and the administrator o f  the multicast session as well as the multicast 
address for the medium and the transport port for the multicast session. Knowing the details o f the 
multicast session, the invitees can then use IGMP/MLD to join the group and the IP multicast routing 
protocols are used to send the packets (media streams) to them. Multicast signalling is useful when a 
caller wants to reach the first available person, as in automatic call distribution (ACD). Multicast 
signalling can also be used to invite groups o f people to a multicast session, provided the potential 
invitees already subscribe to a multicast group (since the SIP INVITE will be sent to that multicast 
group) and also the invitees should not respond to the invitation to avoid response implosion.
14 Due to the risk of running out of IP addresses in the short term as a result from the escalating growth of the 
Internet, a next generation of IP, named as IP version 6 or IPv6, was created (the previous version of IP is 
version 4, referred to as IPv4). Designed to be an evolutionary step from the current IPv4, IPv6 offers many 
enhancements to IPv4 in terms of better support for multicasting, mobility and quality of service.
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2.4.2.4 Multicast in UMTS
2.4.2.4.1 Multicast in Pre-Release 6
The support o f IP multicast is optional within the packet domain in UMTS Release 99 and Release 4 
[TS 29.061]. In this setup, only the UE and the GGSN are multicast-aware and the multicast traffic is 
handled at the application level from the packet domain perspective (i.e. IP multicast traffic is 
considered to be transparent to the UMTS system) and is sent over UDP/IP. The UE needs to be 
attached and has an active packet data protocol (PDP) context before it can subscribe to multicast 
groups via IGMP/MLD. Upon reception o f incoming multicast packets, the GGSN duplicates and 
sends a copy via point-to-point (through the already setup GPRS Tunneling Protocol (GTP) [TS 
29.060] tunnels) to each UE subscribed to that multicast service. As such, multicast in this case does 
not allow for multiple subscribers to share radio or core network resources and therefore does not 
offer any advantages as far as resource utilization within the core network and over the radio access 
network is concerned.
2.4.2.4.2 Multimedia Broadcast Multicast Services in Release 6
With high bandwidth applications expected to be employed extensively over the wireless networks, 
coupled with large number o f  users accessing to the same high data rate services, there is a need for a 
capability to efficiently support them. Hence an initiative named MBMS was started in 3GPP (it was 
initially created within Release 5 but was later put under the Release 6 framework) to efficiently 
support broadcast/multicast services; the main differences between the two are that the multicast 
mode generally requires a subscription (with the service provider) to the multicast service and then 
activation o f  the service (a multicast group join) in order to receive the multicast data o f  a specific 
service, o f which the user is expected to be charged. Compared to the multicast support in pre- 
Release 6, the MBMS architecture is designed to enable multiple users to share the common 
resources when receiving identical traffic so as to achieve efficient usage o f radio and core network 
resources. In the core network, the multicast traffic is sent once on each link, whereby GGSN, the 
entry point for IP multicast traffic in UMTS network, routes this data to the proper GTP tunnels set­
up data only once to each SGSN (regardless o f the number o f RNCs under this SGSN that have users 
activated the MBMS service) [TS 23.246], and the SGSN in turn transfers this data once to an RNC 
(regardless o f the number o f Node Bs and UEs that wish to receive it) [TS 23.346]. Over the air 
interface, multiple users can receive the same data on a common channel, thus avoid clogging up the 
air interface with multiple transmissions o f the same data i f  a dedicated channel is used otherwise.
The multicast mode support within MBMS will however not be based on the ‘native’ IP multicast 
since the standard IP multicast cannot provide an efficient means for multiple subscribers to share 
radio/core network resources in UMTS systems. For example over the Internet, excessive signalling 
(IGMP message exchange) usually takes place between the users and the network (the closest
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multicast-capable router) since the network does not maintain detailed information about the 
subscribed multicast users (exact number o f  users in a session or their location). The only information 
the network needs to be aware o f is that at least one user is still participating in a multicast session. 
Whilst this approach is acceptable for the fixed network since extra resources (for example 
bandwidth) can be allocated for this additional signalling, this is not the case in wireless networks; 
furthermore in a wireless network, generally the network already possesses detailed information on 
the subscribers from user mobility and A A A  functions and this can be made available for multicast- 
related purposes.
In the specified MBMS architecture [TS 23.246], after having subscribed to the multicast service and 
obtained the relevant parameters regarding a multicast session (for example IP multicast address and 
session start time) from the session announcement15, the UE sends an IGMP (IPv4) or M LD (IPv6) 
Join message transparently to the GGSN to signal its interest in receiving a particular multicast 
service identified by an IP multicast address. An MBMS UE Context (containing UE-specific 
information) is created in the UE, RAN, SGSN and GGSN as a result (i.e. when the UE joins an 
MBMS bearer). Also an MBMS Bearer Context (containing all information describing a particular 
bearer o f  an MBMS service) is created in each node involved in the delivery o f  the MBMS data (i.e. 
RNC, SGSN and GGSN) when the first MBMS UE Context is created in the node or when a 
downstream16 node requests it. To ensure efficient use o f radio resources, it is necessary for the radio 
network to identify the number o f  UEs with activated MBMS service(s) within a cell so as to 
determine whether to establish a point-to-multipoint (PtM ) or a point-to-point (PtP) radio bearer for 
the MBMS connection. Since the UEs that have subscribed to a MBMS service might be in idle 
mode, it is necessary to be able to count the UEs irrespective o f their state (connected or idle), and the 
switching between PtP and PtM will be based on an operator defined threshold (in terms o f number 
o f  multicast users in a cell).
As can be seen, due to the nature o f wireless networks, the multicast support specified in MBMS 
does not foliow the IP multicast model. Nonetheless MBMS shall be inter-operable with the IETF IP 
Multicast as well as supporting IP multicast addressing. As such, the approach taken by 3GPP is to 
exploit the similarities between the two services whenever possible with consideration to maximizing 
efficiency on the radio interface and o f network resources. It must be noted that, as at the point o f
15 Among the possible MBMS service announcement mechanisms (not to be specified by 3GPP) include Cell 
Broadcast Service (CBS), PUSH mechanism (WAP, SMS-PP, MMS), URL (HTTP, FTP) and other solutions 
using IETF protocols (SIP, SAP) [TS 23.246].
16 Note that the term ‘downstream’ refers to the topological position of one node with respect to another and 
relative to the direction of the MBMS data flow, i.e. from the Broadcast-Multicast Seivice Centre (BM-SC), an 
entry point for content provider responsible for service provisioning and delivery, to the UE.
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writing, there are still many open issues17 within MBMS that still need to be tackled at the radio 
access network as well as at the core network, ranging from security and charging issues to decisions 
whether to define a new common traffic channel for multicast.
2.4.3 IP  Quality of Service (QoS)
2.4.3.1 Introduction
QoS is an umbrella term o f a collection o f technologies that enable the network to provide some level 
o f  assurance o f service levels in terms o f data throughput capacity (bandwidth), latency propagations, 
latency variations (jitter), etc that meet the satisfaction o f the end-user o f  the service. The term QoS is 
used in many ways, ranging from the set o f connection parameters necessary to achieve particular 
service quality to the user’s perception o f the service. The former definition, known as intrinsic QoS, 
is the IETF approach, while the latter, known as perceived QoS, is the ITU/ETSI approach (a more 
in-depth description o f  the different notions o f QoS and the different approaches to QoS definitions 
by the standardization bodies can be found in [GOZD03]). It must be noted that QoS is not designed 
to create bandwidth, but rather to manage it more optimally according to application demands and 
network management settings.
2.4.3.2 IP QoS
The following are brief descriptions o f  emerging QoS architectures and models in IP networks:
• Integrated Services (IntServ) Architecture
The IntServ architecture [RFC 1633] is a per-flow based QoS framework with dynamic resource 
reservation, where a flow is an individual, unidirectional data stream between the sender and receiver, 
uniquely identified by a 5-tuple (transport protocol, source address and port, destination address and 
port). IntServ proposes two service classes, namely Guaranteed Service [RFC 2212] and Control 
Load Seivice [RFC 2211] in addition to the best effort service. The former depends on the use o f 
control mechanisms such as access control and traffic policing to provide an assured level o f 
bandwidth, a firm end-to-end delay bound and no queuing loss for conforming packets o f a data flow. 
It is intended for applications with stringent real-time delivery requirements, such as certain audio 
and video applications that use buffers and are intolerant o f  any packets arriving after their playback 
time. The latter provides no firm quantitative guarantees and is intended to support services at a 
similar level to that o f a non-congested network. IntServ defines end-to-end services and specifies the 
set o f protocols and mechanisms to realize such QoS service definitions for individual data flows. It
17 Interested readers can refer to [OGU03], which presented some of these challenges, or the latest versions of 
the MBMS specifications.
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relies on a resource setup protocol such as resource reservation protocol (RSVP) to signal to the 
network, or more precisely to the intermediate routers, the needs o f the users and o f their 
applications. Since it requires every intermediate router to store a per-flow state, which needs to be 
periodically refreshed, it is complex and does not scale well in the Internet core.
• Differentiated Services (DiffServ) Architecture
The DiffServ architecture [RFC 2475] provides QoS services through aggregation o f flows based on 
a per hop basis to overcome the scalability issue o f IntServ/RSVP. It does not require per-flow state 
and signalling. Packets are classified and marked according to their service classes at ingress 
boundaries in a network and they are then handled accordingly to their classifications by the 
intermediate routers, before being unmarked at the network egress points. While the advantage lies in 
its better scalability and lower complexity, the drawback is DiffServ provides guarantees only for 
aggregated flows and there are applications claiming stringent requirements, which can be met only 
on per-flow basis. Furthermore the DiffServ approach is generally not able to guarantee end-to-end 
QoS, but rather on a per-hop basis and it is only able to give qualitative assurance o f QoS 
provisioning since it is not capable o f  making bandwidth reservation. Also unlike the IntServ 
approach, DiffServ is sender-oriented, which may not suit many applications where receiver’s 
requests have to be taken into account. There are currently two standard per hop behaviours (PHBs) 
defined that effectively represent two service levels (traffic classes), i.e. Expedited Forwarding (EF) 
[RFC 2598] and Assured Forwarding (A F ) [RFC 2597].
• Multi Protocol Label Switching (M PLS)
MPLS [RFC 3031] is a forwarding scheme, which uses a fixed label to decide packet handling within 
a router. It is more o f a traffic engineering protocol than a QoS protocol. An MPLS router, which is 
also referred to as Label Switched Router (LSR), examines only the label in forwarding the packet. 
Since the forwarding engine would not look at the entire packet header, it allows the packets to be 
forwarded more quickly. It also allows paths to be setup in a variety o f ways — the path could be a 
nonnal destination-based routing path, a policy-based explicit route, or a reservation-based flow path. 
Classified packets are routed at the ingress LSR where MPLS headers are inserted. A  LSR then uses 
the label as the index to look up the forwarding table to determine the next hop. The incoming label is 
replaced by the outgoing label and the packet is routed to the next LSR. The label is removed before 
a packet leaves a MPLS domain. It is important to note that this label state is not per packet or per 
flow, but usually represents some aggregate and thus this approach is manageable and scalable.
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RSVP [RFC 2205] is a receiver-oriented, soft-state signalling protocol used by the senders, receivers 
and intermediate routers for reservation setup and control to support the QoS needed. RSVP provides 
the highest level o f QoS in terms o f service guarantees, granularity o f resource allocation and detail 
o f feedback to QoS-enabled applications and users; it is the closest thing to circuit emulation in IP 
networks. It must be noted that RSVP is not a routing protocol; it is merely used to reserve resources 
along the existing route set up by whichever underlying routing protocol is in place.
Figure 2-5 depicts the working o f the RSVP protocol. The sender generates a PATH message that 
contains the traffic description o f  the sender, which includes the identity o f the sender, the sending 
application, the sent traffic profile (bandwidth, delay and jitter), and the classification by which the 
traffic can be recognized. As the PATH message traverses the network towards the receiver, a path 
state is created at each intermediate RSVP-capable router storing reverse routing information such 
that the RESV message from the receiver can be forwarded towards the sender. Each o f these routers 
checks the PATH message for validation and i f  an error is detected, the router drops the PATH 
message and sends a PathErr message upstream to inform the sender who can then take appropriate 
action.
Upstream
Downstream
Sender Receiver
Figure 2-5: RSVP operation
When the PATH message arrives at the receiver, the receiver responds by sending a RESV message, 
specifying the flow descriptors that indicate the desired QoS. The flow descriptors in the RESV 
message are merged at each intermediate router and are propagated upstream along the reverse path 
towards the sender. When each intermediate RSVP-capable router along the upstream path receives 
the RESV message, it uses admission control process to authenticate the request as well as allocate 
the necessary resources. I f  the request cannot be satisfied (due to lack o f resources or authorization 
failure), the router returns a ResvErr message back to the receiver. Otherwise i f  accepted, the router 
sends the RESV upstream to the next router until it reaches the sender. Once the sender receives the 
RESV message, it knows that the desired amount o f resources have been reserved at the intermediate
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RESV message, it knows that the desired amount o f resources have been reserved at the intermediate 
routers and the sender starts sending data. Optionally, the sender can send a ResvConf message to the 
receiver to indicate that there is a high probability that the end-to-end reservation has been 
successfully installed.
Note that each path state and reservation state is associated with a refresh timer, R. In the absence o f 
any periodic refreshes o f  PATH  and RESV messages, the path and reservation states will eventually 
timeout respectively. The default value for R  recommended by IETF is 30s, and the protocol has to 
tolerate up to 3 successive losses, as defined by the RSVP K  parameter. RSVP also includes an 
additional message, PathTear to explicitly tear down the path state. A  PathTear message generated by 
a sender will result in deletion o f all downstream path states for that sender. Similarly, ResvTear 
message is used by the receiver to explicitly tear down the reservation state.
It must be noted that due to the complexity and scalability o f RSVP, it is most likely that RSVP is 
going to be employed for access networks and not for end-to-end connections though the backbone 
networks. To enable end-to-end QoS, DiffServ is used as a perfect complement to RSVP [BER00]. 
End hosts use RSVP requests that are then mapped to a class o f service indicated by a DS-byte by the 
border routers at backbone ingress points. A t the backbone egress points, the original RSVP 
reservation is recovered. As a result, the RSVP provisioning is forwarded transparently across the 
backbone, without overburdening the network. Thus the current QoS architecture is to employ RSVP 
at the edges o f the network (access network) and DiffServ in the backbone.
2.4.3.3 Interaction of SIP with IP QoS
The most important feature o f  SIP in relation to resource reservations is that the body o f the SIP 
message (for example SDP) can contain the resource reservation information, which can become part 
o f  the negotiation between the caller and the called party. Note that, as in the case with multicast, SIP 
itself does not get involved in reservation o f network resources or admission control since SIP 
messages may travel a completely different route from the data traffic. Given this, SIP relies on other 
protocols and techniques such as RSVP in order to provide the necessary quality o f service for 
multimedia communications, for example IP telephony.
There are several options on how to handle resource reservations in IP telephony calls [SCH99c]. The 
first is the transparent integration o f SIP and QoS signalling (also referred to as parallel reservation or 
the QoS Enabled call model in [ALA01]), i.e. the signalling to set up the call (using SIP) is carried 
out first, and once the media addresses and codecs are agreed upon, resource reservations are set up 
(using RSVP). Since the QoS provision is earned independent from SIP session establishment, 
parallel resource reservation has the advantage o f  lower end system complexity and is able to provide 
QoS for the session without contributing delays to the setup, but it introduces an interesting side 
effect [ROSOO] -  one may succeed in the call setup but the resource reservation may fail. The result
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o f this is the phone may ring and be answered and since the network cannot support the call, it is 
subjected to impairments, for example voice clipping.
Another option is to couple SIP with resource reservation (also known as sequential reservation or the 
QoS Assured call model in [ALA01]) in that the call setup does not proceed, i.e. the phone does not 
ring until resource reservation has succeeded. Once the reservations have succeeded, the caller sends 
a new request to the called user, indicating that resources are available and the phone should 
proceed/ring. In [SCH99c], the authors suggested several methods to implement this coupling, using 
single-phase setup (and extensions o f this) and two-phase setup18 (and its extensions). Nevertheless 
due to integration o f RSVP signalling into the session establishment, the session setup delay is 
subsequently increased.
2.4.3.4 UMTS QoS
In order to provide data delivery with appropriate end-to-end service guarantees, QoS in UMTS is 
realized through a layered bearer service architecture, as depicted by Figure 2-6. A  bearer is a logical 
connection with specific capabilities offering a set o f services, called bearer services, between the 
end-points o f  the bearer. Each hearer service on a specific layer offers its individual services using 
services provided by the layers below. The end-to-end IP bearer, i.e. end-to-end connection between 
the UMTS terminal and the remote terminal, consists o f  three segments, namely the local bearer, the 
UMTS bearer and the external bearer. The local bearer service describes the mechanisms on how the 
end-user service is mapped between the Terminal Equipment (TE) and Mobile Terminal (M T). M T  is 
the part o f  the UE that terminates the radio transmission to and from the network and adapts TE 
capabilities to those o f the radio transmission.
The UMTS bearer service consists o f  two parts, the Radio Access Bearer (R AB ) service and the Core 
Network (CN ) bearer service. The RAB service is realised by a Radio Bearer service and an R AN  
Access Bearer service. The Radio Bearer service covers all the aspects o f  the radio interface transport 
and is provided by the U TR A N  or the GERAN. The R A N  Access Bearer service together with the 
Physical bearer service provides the transport between R A N  and the CN  edge node (SGSN). The 
R A N  Access Bearer service is provided by the Iu (for U TRAN ) or the A/Gb (for GERAN) bearer 
service. The CN bearer service, which provides transport services within the UMTS core network, i.e. 
between SGSN and GGSN, relies on a backbone network service that may use different layer 2 and 
layer 1 transmission technologies.
18 The primary difference between single and two-phase setup is that the latter approach consists of two 
INVITE/ACK cycles. The single-phase setup is currently adopted by 3GPP in its session establishment with 
QoS provision flow.
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The UMTS bearer service is realised by a PDP context, which binds together the QoS offered by the 
bearer services at different layers [KOOOl]. Every PDP context has a set o f  QoS attributes (also 
referred to as QoS profile) associated with it that is negotiated during the PDP context activation 
procedure. It includes those essential parameters for the application to describe its QoS needs, for 
example traffic classes, target transfer delay, reliability and priority. Note that multiple PDP contexts 
can be created using the same IP address, each context with different QoS requirements so as to 
enable a multimedia session to describe the QoS requirements o f individual media streams. This so- 
called secondary PDP context is derived form the primary context and hence inherits the majority o f 
its attributes. Each context results in the establishment o f a separate radio access bearer as a GTP 
tunnel. Each PDP context can also be modified at any time to accommodate the additional 
requirement o f the new flow in addition to the existing ones. However i f  the new flow cannot be 
mapped onto the existing PDP contexts even after modification o f the profiles, then a new secondary 
PDP context needs to be established. To support different service qualities, four different UMTS 
bearer services have been defined. They are the conversational, streaming, interactive and 
background classes, each one with a set o f traffic and QoS attributes that facilitates the mapping o f 
the end-to-end service to the appropriate UMTS bearer service.
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Figure 2-6: UMTS QoS Architecture [TS 23.107]
The external bearer service is the QoS support available outside o f the UMTS network, including the 
Differentiated Services, RSVP-based services, or simply the best-effort service (the external bearer 
service can also be another UMTS Bearer Service). Note that both local bearer and the external 
bearer services are outside the scope o f the ongoing standardization o f QoS framework within 3GPP. 
Although the UMTS QoS model is designed to be independent o f the external network and its 
specific QoS mechanisms, a mapping between the external QoS with UMTS internal QoS concepts is
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defined so as to ensure sufficient end-to-end support for QoS and to inter-work with existing IETF- 
defined QoS schemes.
P-CSCF
protocol interface service primitive interface
, Figure 2-7: QoS management functions for UMTS bearer service in the control plane and QoS 
management functions for end-to-end IP QoS [TS 23.207]
Figure 2-7 shows the UMTS control plane signalling that is used to set up an appropriate bearer that 
complies with the end-to-end QoS requirements o f applications within the UMTS network. The 
resource allocation in the UMTS network is the responsibility o f  the UMTS bearer service manager 
that coordinates the establishment o f underlying bearers in the R A N  and in the CN. Once an 
appropriate bearer is established, user plane transport and QoS management functions provide the 
actual bearer service support. Figure 2-7 also depicts the management functions for end-to-end QoS 
in UMTS. O f importance is the IP bearer service manager that manages the IP resources in the 
external IP network and provides for the interworking. The IP bearer service manager, which is 
unaware o f the underlying transport technologies, uses standard IP mechanisms (such as Integrated or 
Differentiated Services) and thus facilitates an IP-based interface for the application programs for 
QoS control. Provision o f  the IP bearer service manager is optional in the UE, and required in the 
GGSN. In cases where the IP bearer service manager is not implemented in the UE, the application 
has to map the QoS requirements directly onto the PDP context and conveys them to the GGSN. In 
the GGSN, these UMTS QoS parameters are mapped to external QoS mechanisms. Due to the usage 
o f different QoS mechanisms within the external IP network, the IP bearer service manager 
communicates with the UMTS bearer service manager through a translation function. The translation 
function provides interworking between the mechanisms and parameters used within the UMTS 
bearer service and those used within the IP bearer seivice. Another important entity is the Policy 
Decision Function (PDF), which is a logical entity o f the P-CSCF. The PDF makes policy decisions
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based on information obtained from the P-CSCF and also maps the application level parameters (for 
example SDP) into IP QoS parameters (for example RSVP).
The UE controls 
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The UE may control 
the QoS mechanisms 
from received 
information.
QoS in UMTS controlled by 
PDP context.
RSVP signalling carried 
transparently.
Applicatio i
>
(opt) Authorization token 
PDP Flow ,
QoS in UMTS controlled by 
PDP context selected by 
TFT.
RSVP signalling (and DSCP)
carried transparently,Applicatio
(opt) Authorization token 
__PDPFlpw______
QoS in backbone network controlled 
by DS. DS marking performed by 
GGSN based on RSVP.
Layer (eg. SIP-'SDP)
3—.......... .......... .........
  RSYE.Siawlijps......
-DS— ......    ^
QoS in backbone network controlled 
by DS. DS marking performed by 
RUE (or remarking by RAP, 
possibly rising RSVP information).
Layer (eg. SIP/SDP)
 BSYR^ ignflUroe ^
QoS on remote access; 
link controlled by 1 
either DS or RSVP. ’ 
i 
I
- ................o|——.
QoS on remote access! 
link controlled by 
either DS or RSVP.
<*HS_
Uplink Data
Downlink Data
UE
The UE performs 
RSVP signalling.
GGSN/ 
P-CSCF (PCF)
Remote
AP
Remote
Host
Figure 2-8: Local UE supports RSVP signalling using IntServ Semantics [TS 23.207]
Figure 2-8 shows one o f the examples/scenarios listed in [TS 23.207] o f  concatenating QoS 
mechanisms in different parts o f the network that together deliver an end-to-end QoS. This scenario 
assumes that the UE and GGSN support RSVP signalling which may control the QoS directly, or 
interwork with DiffServ. The backbone IP network is RSVP and/or DiffServ enabled. The UE 
performs an IP bearer service function that enables end-to-end QoS using IP layer signalling towards 
the remote end. In the scenario shown, the end-to-end QoS is provided by a local mechanism in the 
UE, the PDP context over the UMTS network, DiffServ through the backbone IP network, and RSVP 
in the remote access network. The application layer (for example SIP/SDP) between the end hosts 
identifies the QoS requirements. The QoS requirements from application layer are mapped down to 
create an RSVP session. The UE then establishes the PDP context suitable for support o f the RSVP 
session. In this scenario, the terminal supports signalling via the RSVP protocol to control the QoS 
across the end-to-end path. The GGSN also supports the RSVP signalling, and uses this information 
rather than the PDP context to control the QoS through the backbone IP network. The control o f the 
QoS through the core is expected to he supported through interworking with DiffServ at the GGSN, 
although it may optionally be supported by per flow  resource reservation. The control o f  the QoS 
over the UMTS network (from the UE to the GGSN) may be performed either from the UE using the 
PDP context signalling, or alternatively, subscription data accessed by the SGSN may override this 
UE QoS request.
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2.4.4 IP  Mobility
2.4.4.1 Introduction
Mobility support for Internet access has created much interest as wireless communication and 
networking proliferate with the aim to provide a ubiquitous ‘mobile Internet’ access. Mobility itself 
can be largely divided into three types, namely roaming, macromobility and micromobility [TED02]. 
Roaming (also known as nomadicity or nomadic mobility) is when the user moves without any 
ongoing Internet connectivity and initiates Internet connectivity once the new location is reached. On 
the other hand, macromobility and micromobility allow ongoing Internet connections during the 
change o f  attachment. The difference between these two is that macromobility involves movement o f 
the user from one administrative domain to another, i.e. wide-area mobility with interdomain handoff, 
whereas micromobility concerns the user’s movement inside a given domain with intradomain 
handoff. Various solutions to achieve mobility have been proposed, which can be classified according 
to the layer in which they are implemented. Basically mobility can be solved at the link layer, the 
network layer or the application layer.
Link layer mobility is handled by the access technology and the IP/network layer is unaware o f the 
changes in point o f attachment. Examples o f  link layer schemes in supporting mobility includes 
Cellular Digital Packet Data (CDPD) utilized over the North American analog Advanced Mobile 
Phone Service (AM PS) cellular network and IEEE 802.11 for wireless local-area networks (wireless 
LANs). Note that the current 2.5G and 3G networks, namely GPRS and UMTS, also employ access 
technology-specific solution for mobility management (to be described in section 2.4.4.3). 
Nevertheless since link layer mobility solution for seamless mobility across heterogeneous 
networks/media is extremely complex and normally confined to a limited geographical area, it is 
generally considered easier to develop and deploy a network layer solution [SOL98].
Network layer mobility hides changes in IP address and network attachments from the upper layers, 
and applications are essentially unaware o f this mobility. Mobile IP (M IP ) [RFC 3344], [JOH03], 
first published in 1996, is currently the emerging standard for network layer mobility. Mobile IP can 
be regarded as a routing protocol in that IP packets are routed to mobile users that may be connected 
to any link while using their permanent IP address.
Application layer mobility (also known as session layer based mobility) aims to keep mobility 
support independent o f the underlying wireless technology as well as the network layer elements and 
moves the burden to the application layer. SIP, already widely accepted as the signalling protocol o f 
choice for session management in the Internet (as well as wireless Internet), supports personal 
mobility as part o f its signalling mechanism, and this feature can be extended to provide adequate 
means o f terminal and service mobility [DUT01].
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2.4.4.2 S IP-based M ob ility  -  A  Com plem ent to M ob ile  IP
Mobile IP and its derivatives, variations and auxiliary schemes are solutions that provide continuous 
media support when nodes move around, i.e. mobility at the terminal/device level. Besides the 
several limitations MIP-based solutions inherit such as triangle routing, triangle registration, 
encapsulation overhead and the need for a home agent (HA), M IP also does not provide a means o f 
device independent personal, session or service mobility. On the other hand, support for personal 
mobility (defined as the ability o f users to originate and receive calls and access the subscribed 
services on any terminal in any location in a transparent manner, and the ability o f  the network to 
identify end users as they move across administrative domains [DUT01]) is already inherent in SIP, 
since a user is addressed by a U RI that is independent o f the user’s location and choice o f terminal.
The changes to support terminal mobility are minor, and basically require the ability to move while a 
session is active to be added [WED99]. To do this, it assumes that the mobile host belongs to a home 
network, on which there is a SIP server, which receives registrations from the mobile host each time 
it changes location19. When the correspondent host sends an INVITE to the mobile host, the redirect 
server has current information about the mobile host’ s location and redirects the INVITE there. I f  the 
mobile host moves during a session, it must send a new INVITE to the correspondent host using the 
same call identifier as in the original call setup, with the new IP address where it wishes to receive 
future SIP messages in the Contact field. To redirect the traffic flow, it indicates the new transport 
address in the SDP field. At the same time, the mobile host also updates its registration with the home 
SIP server sp that new incoming sessions can be directed correctly to its new address. Note that it 
would be a waste o f  resources to keep duplicate information about the host’ s current location, both in 
the SIP server and the HA. To avoid this, the SIP server and the H A  can be co-located or the SIP 
server can query the H A  about the location o f the mobile host. Another solution as suggested in 
[WED99] is to send the invitation to the home address and let the H A  to forward the invitation to the 
correct location.
In addition to personal and terminal mobility, SIP also supports other mobility concepts -service 
mobility and session mobility. Service mobility refers to the end user’ s ability to maintain ongoing 
sessions and obtain services in a transparent manner regardless o f the end user’s point o f  attachment. 
Service mobility includes the ability o f  the service home provider to either maintain control o f  the 
services it provides to the user in the visited network or transfer their control to the visited network. 
Session mobility allows a user to maintain a media session even while changing terminals such as 
transferring a session that began on a desktop PC onto a mobile device after leaving the office, or
19 This essentially makes the SIP server having properties resembling those of HAs in Mobile IP.
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moving parts o f a session to specialized devices such as a video projector, video wall or speaker for 
audio and video.
As can be seen, SEP offers a more unified macro-mobility management scheme than MEP and its 
variants and derivatives, which are more limited. Nevertheless, SIP mobility support approach does 
not necessarily exclude the M IP approach, rather they may work in complement based on the kind o f 
application. For example, the authors in [WED99] suggested using SIP mobility for real time 
communication over UDP, and M IP for long-lived TCP connections such as telnet, ftp and ire. Also 
SIP does not in itself provide an optimised, targeted solution for micromobility problems, but relies 
on other micromobility schemes20 [CAM01], [CAM02] for that. With SIP gaining momentum as the 
signalling protocol for real-time multimedia calls and will eventually be part o f  the mobile Internet 
protocol architecture (with its adoption within 3 GPP and 3GPP2), it may make sense to leverage SIP 
to take care o f  (macro)mobility management.
2.4.4.3 Mobility in UMTS
Mobility within UMTS is handled by a tunneling protocol called the GTP [TS 29.060]. In UMTS, an 
UE is assigned an IP address and anchored at the GGSN after it has performed an attachment and a 
PDP context establishment procedure (to be described in more detail in Chapter 5) with the GGSN; 
the GGSN can be viewed as the network access server from an ISP (Internet Service Provider)-model 
perspective. As long as the mobile moves between Node Bs that are controlled by an RNC, the radio 
network manages mobility. Mobility across RNCs is managed by the RNC and SGSN. Two GTP 
tunnels exist for carrying IP packets to and from the mobile. A  GTP tunnel exists between the GGSN 
and the SGSN, and another GTP tunnel exists between the SGSN and the RNC. Changing the RNC 
causes the GTP tunnel from the SGSN to the RNC to be redirected to the new RNC. When there is a 
change in the SGSN, the GTP tunnel between the GGSN and SGSN will be moved from the old 
SGSN to the new SGSN.
Figure 2-9 shows how these two GTP tunnels, which formed the two levels o f IP mobility 
management hierarchy inside UMTS, are used to forward the IP packets from a correspondent node 
to the mobile. The IP packets destined for the mobile are first routed to the GGSN. These packets are 
encapsulated and then tunnelled to the RNC via the SGSN using the GTP tunnels. The RNC delivers 
the IP packets to the Node B and the Node B finally forwards them over the air interface to the 
mobile. Since applications and sessions use the IP address that is assigned at the time o f PDP context 
establishment, and the mobile remains anchored at the GGSN from an IP perspective, session
20 IP micromobility protocols have been proposed, designed, and implemented to complement the base MIP by 
offering fast and seamless handoff control in limited geographical areas, as well as IP paging in support of 
scalability and power conservation.
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mobility for IP applications is achieved. The mobile does not experience changes in IP address even 
as it moves across Node Bs, RNCs and SGSNs. As a result, sessions are uninterrupted by mobility.
It is our belief that IP-based mobility solutions such as MIP and SIP will be used in future releases o f 
3GPP as UMTS is evolving to become more IP-centric. It must be noted that mobility support in 
3GPP2 networks is already based on MIP [PATOO]. Within 3GPP, there was an initial study reported 
in [TR 23.923] on the potential use o f M IP as a tunnelling and mobility management protocol in 
combination with GSM/UMTS mobility management in the packet domain o f UMTS core network. 
Therein they proposed to introduce M IP as an overlay to GPRS/UMTS network in a stepwise 
manner. Nevertheless the working assumption in the current Release o f UMTS (Release 5) is that the 
mobility management is still managed by the access network [GAR02].
Figure 2-9: Mobility management in UMTS: IP packets destined for mobile users are routed to the 
GGSN and tunnelled to the RNC via GTP tunnels (from [REI03])
2.5 Summary and Conclusion
The much-hyped third generation mobile communications or UMTS is set to present the much- 
anticipated convergence o f the Internet and mobile communications. There are many benefits from 
the use o f  IP - primarily its great flexibility, cost saving and end-to-end approach - stemming from its 
design principle o f TP over everything’ and everything over IP ’ . With the penetration o f IP 
technologies into the UMTS, also comes the opportunity o f new applications and services to be 
developed for users on the move, an important factor that is deemed to determine the success o f 
UMTS. This will eventually lead to a dramatic increase in the number o f subscribers and traffic,
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which in turn lead to further economies o f scale and reductions. Hence IP for UMTS is all about costs 
and services.
This chapter has tried to capture the essence o f this integration focusing on the important ongoing 
research and developments in IP networks and its role in (evolving) UMTS networks. First we have 
provided a brief description o f the development o f  UMTS from being GSM/GPRS-based to become 
IP-centric and the reasons behind this evolutionary migration. Then the IP-based UMTS Release 5 
network architecture has been described. Next we have made a brief review o f the main 'building 
blocks' essential for the realization o f an IP-based UMTS network for the seamless provision o f IP 
multimedia services. These include IP session control, IP multicast, IP QoS and IP mobility. In 
particular we have highlighted how these protocols, originally developed within the IETF, are (or can 
be) utilized within the UMTS, and where UMTS has its own specific mechanisms for achieving the 
same functionality, the differences and their interworking have been analyzed and described. Having 
acknowledged the key roles and importance o f IP in the 3GPP-defined terrestrial UMTS, and with a 
satellite already identified as an integral component in UMTS, it is a natural step to extend the IP 
concept to the satellite component o f UMTS as well in order to achieve maximum compatibility with 
the terrestrial network. Therefore in the next chapter, an IP-based satellite-UMTS network 
architecture is introduced upon which our work on IP-based session establishment w ill be based.
48
Chapter 3. IP-based Satellite- UMTS Network Architecture
C h a p t e r  3
3  I P - b a s e d  S a t e l l i t e - U M T S  N e t w o r k  
A r c h i t e c t u r e
3.1 Introduction
Due to the enormous success and popularity o f  the Internet, IP is rapidly emerging as the lingua 
franca o f  all future networking with the next generation o f mobile communication systems set to 
evolve to become IP-based as well. The emergence o f  IP-based networks for mobile communications 
w ill enable the convergence of, and the access to, voice, video, messaging, data and web-based 
technologies for the wireless user in a seamless manner, in much the same way the fixed users are 
currently experiencing over the Internet. The provision o f  these IP-based multimedia services is made 
possible through the introduction o f the IP Multimedia Subsystem (IM S) as part o f  the 3 GPP Release 
5 set o f standards in UMTS, as was detailed in the previous chapter.
A t the same time, a satellite component has been identified in UMTS in order to provide a true global 
seamless -  anytime, anywhere -  mobile multimedia communication. Rather than as a stand-alone 
system as in the 2nd generation mobile global satellite systems (Iridium, Globalstar, ICO), whereby 
the terrestrial and satellite mobile systems were developed independently, satellite-UMTS (S-UMTS) 
is expected to play a complementaiy role to the terrestrial-UMTS (T-UMTS). S-UMTS can act as a 
geographical complement in that it serves in physically isolated regions, where terrestrial systems 
have not been deployed for business attractiveness reasons (coverage extension), gaps o f T-UMTS 
network at the early deployment phase o f  UM TS (coverage completion/early service proposition), 
and areas where telecommunication systems permanently, or temporarily, collapse due to natural or 
man-made disaster (disaster-proof availability). The satellite resource can also be used to provide a 
capacity complement to the terrestrial system, while optimising the dimensioning o f terrestrial 
infrastructure (dynamic traffic management). Besides this, S-UMTS can be viewed as a service 
complement in that as a direct consequence o f its broadcast nature and ubiquitous coverage, S-UMTS 
offers a natural way to provide multicast and broadcast services in the most cost-efficient manner. It 
is the multicast/broadcast services, an attractive resource efficient solution that draws a lot o f  interest 
lately and is currently under standardisation within the 3 GPP MBMS framework, which bears the 
potential to become the mass consumer market for satellite. Moreover satellite systems have the
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capabilities to provide services for the traditional satellite niche market. For instance, satellite 
ground-location ability such as fleet management, route guidance, etc enables the development o f 
aeronautical or maritime services (including information broadcast/multicast and various 
supplementary services) [SATIN02a].
Hence integration and co-operation o f S-UMTS with the terrestrial system is necessary as this will 
not only enable a seamless service provision, but also it permits the re-use o f terrestrial infrastructure 
as well as the use o f highly integrated multi-mode terrestrial/satellite terminals [TR  102 058]. A ll 
these result in reduced technology complexity and overall system cost. Therefore to achieve an end- 
to-end seamless communication and a high degree o f commonality with the IP-based T-UMTS 
network, there is a need to support IP-based services over the satellite component as well. In this 
chapter an overview o f the IP-based S-UMTS system architecture comprising the functionalities o f 
the main elements in the network architecture as well as the user and control planes is presented. This 
architecture, designed to provide a native end-to-end IP support, serves as a reference network in our 
research. This is followed by a concise description o f the S-UMTS radio interface, which includes a 
functional overview o f  each o f the radio protocols as well as the channel mapping from the logical 
channels down to the physical channels. Finally, since the channel characteristics play a key role in 
the definition o f  an S-UMTS Radio Transmission Technology (R TT ) as with any wireless system 
[TR  101 865], the satellite channel model, which is used as the basis for the performance evaluation 
in our research, is described.
3.2 IP-based Satellite-UMTS Network Architecture
Figure 3-1 depicts the reference architecture on which our research is based. The considered network 
architecture is designed to be consistent with the UMTS Release 5 IP-based network architecture 
defined by 3GPP [TR  23.821]. In the considered scenario, the UE accesses another fixed terminal 
(SIP phone) reachable in the Internet through the satellite segment, the UMTS IP Core Network and 
the IMS. The UE, which comprises a hand-held, portable, transportable or vehicular, can either be a 
satellite-specific terminal (mono-mode) or a dual-mode terminal. The access for the former is 
restricted to the satellite segment only, while the latter has the ability to receive directly from the 
satellite on the forward link while accessing through the terrestrial network on the return link when it 
is within the terrestrial coverage1; otherwise when it is out o f coverage, it switches itself to the 
satellite segment for both the forward and return links, as with the mono-mode terminals. This type o f 
architecture is in line with the ‘ direct access to the satellite configuration’ , whereby it has the 
advantage o f providing conversational, interactive and distribution services with a global coverage,
1 By default, it is assumed that die dual-mode terminal is served by T-UMTS when it is within die terrestrial 
coverage.
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with the drawback o f having limited operation in indoor environments2 [TR  101 865]. Nevertheless, a 
key concept to keep in mind is that the main usage o f terrestrial wireless handsets has always been in 
indoor environments. Hence it is our belief that the indoor environment can be better served by T- 
UMTS, while S-UMTS is better suited for outdoor coverage. In this context, integration with T- 
UMTS will be maximised, and benefits will arise for the end-users enjoying services at lower cost, as 
well as for both T-UMTS and S-UMTS operators in terms o f shared infrastructure investment. 
Another option, nonetheless, is the requirement for additional devices such as ‘ gap-fillers7‘boosters’ 
(also known as Intermediate Module Repeaters (IM Rs)), which are located in the line o f sight (LOS) 
with the satellite. The received satellite signal is amplified by these IMRs in order to have a link 
closure so as to allow indoor reception to achieve coverage [SATIN02a], [TR 101 865].
IP Multimedia Subsystem
SIP Phone 
SIP 
Proxy 
ServerSatellite Gateway
(Node B/RNC)
UMTS Packet 
core network
Figure 3-1: IP-based S-UMTS network architecture
As can be seen, the satellite network can be regarded as another access network to the core network, 
connected in the same way as the UMTS Terrestrial Radio Access Network (U TRAN ) via the 
standard lu interface with no modification3. In this respect, the satellite portion can be named as 
UMTS Satellite Radio Access Network (USRAN). The USRAN consists o f the satellite4, the S- 
UMTS gateway and the Network Control Center(s) (NCC). In the selected architecture, the satellite is 
considered to be a transparent multibeam GEO (Geostationary Earth Orbit) satellite. A  transparent 
satellite is chosen so as to be in line with the current trend in the space system to limit the on-board 
complexity, as reported in the S-UMTS ESA study [ESA00]; moreover a transparent satellite is 
friendlier to system evolution as there is no impact on the protocol stack and transmission scheme
2 Dedicated techniques must be used to support paging while indoors.
3 On the other hand, should the satellite segment employ its own internal proprietary protocols, then an inter­
working function is required for interconnection to the Core Network to ensure compatibility to the standard lu 
interface.
4 Note that at the time of writing, the type of payload and constellation for the space segment is still an open 
issue within the ETSI S-UMTS WG.
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evolution, and hence provides easier maintenance. On the other hand, choosing a GEO satellite, 
which has a fixed footprint with respect to the geographic reference, w ill enable direct mapping 
between the cells and the satellite spot-beams, and thus ease the procedure o f mobility management. 
Moreover fewer and simpler ground segments are required and also the networking aspect is simpler 
for GEOs compared to non-GEOs, which often need to exploit inter-satellite links since not all the 
satellites are able to have a gateway in sight at all time due to their lower altitudes and smaller 
coverage. Besides, there are other technical complexities associated with non-GEOs, which include 
the need for more accurate Doppler pre-correction techniques due to a higher Doppler shift, and also 
pre-compensation schemes to achieve synchronization, which is more difficult to acquire due to the 
varying propagation delay. Also from the market and business point o f  view, the selection o f GEO 
for the satellite orbital type is very much preferred (as compared to the non-GEOs) nowadays. This is 
because there is a high investment risk associated with the non-GEOs due to the high number o f 
spacecraft and the necessity to launch the entire constellation and build all the gateways before 
services can be made available worldwide. In addition to that, it is more difficult to secure 
international agreements and obtain worldwide licenses in the case o f global systems for the non- 
GEOs [ESAOO]. Furthermore, a GEO satellite will present the worst case performance evaluation for 
the session setup delay, since it has the largest propagation delay (round trip time o f approximately 
540 ms) compared with the non-GEOs. It must, however, be mentioned that the impact o f  the access 
network on the IMS and on its architecture, i.e. different satellite constellations and payload, is not 
fundamental when considering that the access network is transparent to the IMS. This is because the 
IMS is designed to be independent o f the radio access-technology as well as the underlying EP 
transport technology for the provision o f its service.
In the selected architecture, the Node B and the Radio Network Controller (RNC) are assumed to be 
collocated in the S-UMTS gateway, which means that intra Node B handover is managed by the 
gateway. The NCC provides the fault, anomaly, configuration, performance, and security functions 
for management o f  the network and also co-ordinates the use o f satellite resources among all 
gateways. Essentially with this configuration, there is no difference with respect to the U TR AN  
architecture. This enables the possibility o f sharing the same IP core network, and hence maximizing 
the reuse o f  the terrestrial infrastructure without the need for a separate core network. With this 
approach, maximum commonality with the terrestrial network can be achieved and hence a step 
closer to achieving a true, seamless satellite-terrestrial network integration.
For the air interface (Uu interface), the reference access scheme is assumed to be based on both the 
SW-CDMA, proposed by ESA for the satellite component o f IMT-2000 (and currently adopted by 
the ETSI S-UMTS WG), as well as the W -CDM A (FDD mode) specified by the 3GPP, whereby i f  an 
S-UMTS specification exists, it takes precedence over the corresponding T-UMTS specification ( i f  
any). This is because the S-UMTS specifications are originally derived from the terrestrial 3GPP W -
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CDM A scheme with modifications in place to cater for the different satellite channel characteristics; 
this choice for the multiple access technique selection is in line with the current working assumption 
o f the ETSI S-UMTS W G [TR  101 865].
The rest o f the architecture is the same as the UMTS R5 framework described in Chapter 2, whereby 
the UMTS IP core network comprises the GGSN, the access point from UMTS to the external 
network, and the SGSN, the node serving the UE, while the IMS comprises all the network elements 
for the provision o f multimedia services; most notable elements are the CSCF, the heart o f  the IMS 
that performs the session control functions, and the HSS, which is the master database for a given 
user.
The protocol stacks o f  the user plane and the control plane for the reference architecture are depicted 
in Figure 3-2 and Figure 3-3, respectively.
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1 UDP/1P UDP/1P
| AAL5/ATM L2
j  Phy Layer Phy Layer
CSCF
Phy Layer -j-
- Fixed User
Application
SIP/
TCP/UDP SIP/TCP/UDP
IP IP
L2 L2
Phy Layer Phy Layer
W-CDMA/SW-CDMA Ku band radio interface PDH/SDH
Figure 3-2: User plane protocol architecture
For the user plane, the following protocols can be identified:
• Session Initiation Protocol (SIP)5 [RFC 3261]: SIP is an application layer signalling protocol 
for the establishment, release and modification o f sessions in IP networks; it can run on top 
o f several different transport protocols, for example TCP or UDP.
• Packet Data Convergence Protocol (PDCP) [TS 25.323]: This transmission functionality 
maps characteristics o f higher layer protocols onto the characteristics o f the underlying radio­
interface protocols. Since it provides a form o f protocol transparency for the higher layer 
protocols, introduction o f new higher-layer protocols shall be possible without any changes 
to the radio-interface protocols.
5 Note that although SIP is traditionally a control protocol, it belongs to the user plane in UMTS since it runs 
over IP.
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• Radio Link Control (RLC ) [TS 25.322]: The RLC protocol provides logical link control over 
the radio interface. There may be several simultaneous RLC links per UE, whereby each link 
is identified by a bearer ID.
• Medium Access Control (M AC ) [TS 25.321]: The M AC protocol controls the access 
signalling (request and grant) procedures for the radio channel.
• GPRS Tunnelling Protocol for the user plane (GTP-U) [TS 29.060]: This protocol tunnels 
user data between USRAN and the SGSN, and between the GSNs in the backbone network. 
GTP shall encapsulate all PDP protocol data units (PDUs).
• UDP/IP: These are the backbone network protocols used for routing user data and control 
signalling.
• Asynchronous Transfer Mode (A TM ) [1.361]: The information to be transmitted is divided 
into fixed-size cells (53 octets), multiplexed, and transmitted.
• A TM  Adaptation Layer 5 (A AL5 ) [1.363.5]: This adaptation layer protocol provides support 
for variable-bit rate connection-oriented or connectionless data services.
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Figure 3-3: Control plane protocol architecture
For the control plane, the following protocols can be identified:
• Mobility Management (MM)/Session Management (SM ) [TS 24.008]: These non-access 
stratum (N AS ) control protocols provide UMTS specific signaling mechanisms between the 
UEs and the network. The main function o f  the M M  protocol is to support the mobility o f  the 
UEs via mobility management procedures such as GPRS attach and detach, routing area 
update and location update. The main function o f the SM protocol is to support PDP context 
handling o f the UEs via procedures such as PDP context activation, deactivation and 
modification; SM procedures can only be performed i f  a M M  context has previously been 
established between the UE and the network.
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• Radio resource control (RRC) [TS 25.331]: The RRC protocol handles the radio resource o f 
the system and configures the other lower layer protocol entities (PDCP, RLC, MAC, and the 
physical layer).
• Radio Access Network Application Protocol (R A N AP ) [TS 25.413]: This protocol 
encapsulates and carries higher-layer signalling, handles signalling between the SGSN and Iu 
mode RAN, and manages the GTP connections on the Iu interface.
• Signalling Connection Control Part (SCCP): This protocol relies on SS7 signalling protocol 
to provide intelligence for various application-oriented signalling needs.
• GPRS Tunnelling Protocol for the control plane (GTP-C) [TS 29.060]: This protocol tunnels 
signalling messages between SGSNs and GGSNs (Gn interface), and between SGSNs in the 
backbone network (Gp interface).
3.3 S-UMTS Radio Interface Protocol Architecture
The S-UMTS radio interface6 (Figure 3-4) is divided into two data communication planes, i.e. user 
and control planes and layered into three layers, i.e. the network layer (Layer 3), the data link layer 
(Layer 2), and the physical layer (Layer 1). Layer 3 consists o f the RRC, which belongs to the control 
plane. Layer 2 is further split into sublayers; in the control plane, layer 2 comprises RLC and M AC, 
while in the user plane, there are PDCP and Broadcast/Multicast Control (BM C) [TS 25.324] in 
addition to RLC and M AC. The service provided by layer 2 is referred to as the Radio Bearer (RB); 
the Radio Bearers provided by RLC to RRC in the control plane are denoted as Signalling Radio 
Bearers (SRBs). Peer-to-peer communication are made through the Service Access Points (SAP), 
which are marked with ellipses at the interface between (sublayers. The SAP between M AC and the 
physical layer provides the transport channels, while the SAPs between RLC  and the M AC sublayer 
provide the logical channels.
The RRC is considered as the ‘brain’ o f  the whole radio interface, as it is responsible for generating 
messages which carry all parameters required to set up, modify and release layer 2  and layer 1 
protocol entities; note that RRC messages are also used to transfer NAS messages (MM, SM, etc) 
generated in the higher layers. As such, the RRC has a long list o f functions to perfonn -  the main 
ones include broadcast o f  system information related to access stratum and non-access stratum from 
the network to all UEs; establishment, re-establishment, maintenance and release o f an RRC 
connection between the UE and USRAN; establishment, reconfiguration and release o f RBs as well
6 The radio interface described here is in compliant with the one specified within the 3 GPP initiative so as to 
achieve maximum commonality.
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as radio resources for the RRC connection; RRC connection mobility functions; paging and 
notification; UE measurement reporting and control o f the reporting; open loop power control and 
cell broadcast service (CBS) related functions.
Control Plane User Plane
Layer 3
Layer 2 (PDCP) 
Layer 2 (BMC)
Layer 2 (RLC)
Layer 2 (MAC)
Layer 1
The PDCP, which exists only in the user plane, is used for packet switched services only. Among its 
main functions include header compression and decompression o f IP streams (for example TCP/IP 
and RTP/UDP/IP headers) so as to achieve a better spectral efficiency for IP type o f services, transfer 
o f  user data from NAS to RLC entity and vice versa, and PDCP sequence number management for 
loss-free serving radio network subsystem (SRNS) relocation support. The BMC, which also exists 
only in the user plane, is designed to provide broadcast/multicast transmission service (mainly the 
CBS, which is derived from GSM) on the radio interface for common user data in transparent or 
unacknowledged mode. Note that the current working assumption for the delivery o f MBMS over the 
radio interface, currently under standardization within the 3GPP Release 6 framework, is that it does 
not rely on the BMC.
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The RLC provides segmentation/reassembly and retransmission services for both user (RB7) and 
control data (SRB) with a single RLC connection between the UE and USRAN per (S)RB. Among 
the functions offered include segmentation and reassembly; concatenation; padding function; transfer 
o f  data; error correction through retransmission procedure; order control preservation through in­
sequence delivery function; duplicate detection; flow control; protocol error detection and recovery 
function; ciphering function, and suspend and resume function. Each RLC instance can be configured 
(by the RRC) to operate in one o f the three data transfer modes:
• Transparent Mode (TM )
No protocol overhead is added to the higher layer data (known as Service Data Units (SDUs)). I f  
segmentation has been configured (this capability is negotiated in the radio bearer setup 
procedure), then these SDUs are segmented to PDUs o f fixed length. Erroneous PDUs can either 
be discarded or marked erroneous. This mode is normally used for transmission o f the 
conversational or streaming type.
• Unacknowledged Mode (UM )
Segmentation, concatenation and reassembly as well as error detection (through sequence number 
checking) are performed. Erroneous data is either marked or discarded depending on the 
configuration. Additional overheads such as sequence number used for the integrity o f  the higher 
layer PDUs and length indicator used for defining padding and boundaries between RLC SDUs 
within UM  PDUs are included, in case o f  concatenation, as part o f  the header. Since no 
retransmission protocol is in use, the data delivery is not guaranteed. This mode is used normally 
for certain RRC signalling procedures and packet switched voice services.
• Acknowledged Mode (A M )
This mode is the most complex among the three where an automatic repeat request (ARQ ) 
mechanism is used for error correction to ensure guaranteed delivery. The retransmission 
protocol can be controlled to provide different level o f  QoS, for example by adjusting the 
maximum number o f retransmissions according to the delay requirements. This mode, which will 
be covered in more detail in Chapter 5, is the normal RLC mode for packet-type services, such as 
Internet browsing and email downloading.
The TM  and U M  RLC entities are defined to be unidirectional (i.e. no association between the uplink 
and downlink) while the A M  mode entities are bi-directional. For all RLC modes, the Cyclic 
Redundancy Check (CRC) error detection is performed at the physical layer and the result o f  the
7 If the PDCP and BMC protocols are not in-use for that type of service, then the RB service is provided by the 
RLC layer, otherwise the RB service is provided by the PDCP or BMC.
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CRC check is delivered to the RLC together with the actual data8. Note that PDU length is a semi­
static attribute that is decided in the radio bearer setup and can only be changed through the RRC 
radio bearer reconfiguration procedure.
The M AC  protocol provides unacknowledged transfer o f  data between peer M AC  entities with no 
data segmentation as this function is to be provided by the upper layers. Based on instructions from 
the RRC, M AC performs radio resource allocation and change o f M AC  parameters (for example 
change o f UE identity, transport channel type and transport format (combination) sets). M AC  is also 
responsible for traffic volume and quality measurement and these results are to be reported back to 
the RRC. The M AC layer provides logical channels, which are defined by the type o f information to 
be transmitted, to the RLC. The logical channels are classified as either control channels or traffic 
channels, which provide services to the control plane and user plane, respectively. These logical 
channels are summarized as follows.
• Broadcast Control Channel (B C C H )
A  downlink channel for broadcasting system control information.
• Paging Control Channel (P C C H )
A  downlink channel that transfers paging information.
• Common Control Channel (C C C H )
A  bi-directional channel for transmitting control information between network and UEs 
(commonly used by the UEs having no RRC connection with the network and by the UEs using 
common transport channels when accessing a new cell after cell reselection).
• Dedicated Control Channel (D C C H )
A  point-to-point bi-directional channel (established through RRC connection establishment 
procedure) that transmits dedicated control information between the UE and the RNC.
• Dedicated Traffic Channel (DTCH)
A  point-to-point channel, dedicated to one UE, for the transfer o f  user information. A  DTCH can 
exist in both uplink and downlink.
• Common Traffic Channel (CTCH)
A  point-to-multipoint unidirectional channel for the transfer o f dedicated user information for all 
or a group o f specified UEs.
8 Provided only that the RLC PDUs are mapped one-to-one onto the Transport Blocks, the CRC can then be 
used for individual error indication of each RLC PDU [TS 25.302].
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M A C  also handles the mapping between these logical channels with the transport channels, whereby 
a transport channel defines the way in which traffic from the logical channel is processed and sent to 
the physical layer. The smallest entity o f traffic transmitted through a transport channel is called a 
Transport Block (TB). A  TB typically consists o f  an RLC PDU plus a M A C  header, i f  applicable. 
The main attributes o f a transport channel are the size and the number o f  blocks transferred to the 
physical layer at each time interval, the duration o f the time interval, and the coding parameter such 
as the CRC type, the coding type and coding rate. The time interval, known as the Transmission Time 
Interval (TTI), is the inter-arrival o f  Transport Block Set (TBS) and is equal to the periodicity at 
which a TBS is transferred by the physical layer on the radio interface (this is always set to be an 
integral multiple o f the minimum interleaving period, i.e. 10 ms; in practice, 10, 20, 40 and 80 ms). 
These transport channel attributes, which are either semi-static or dynamic, form a Transport Format 
(TF ) o f the transport channel. The dynamic attributes consist o f the Transport Block Size, which is 
the size in bits o f a TB, and the Transport Block Set Size, which is simply the TB size times the 
number o f  TBs (since all TBs inside a TBS have the same size) o f a given TF. These two parameters 
can vary at each TT I and this leads to different TFs for a given transport channel (known as Transport 
Format Set (TFS)), and hence various instantaneous bit rates before physical layer operation. The 
semi-static attributes are the TTI, CRC size, type o f  error correction, coding rate and rate matching 
attribute. The combination o f selected TFs for all transport channels forms the Transport Format 
Combination (TFC), and all the TFCs that an UE is allowed to use are contained in a list named the 
Transport Format Combination Set (TFCS), which is assigned to the UE by the RNC. For each 
transport channel and for each TTI, the M AC  layer chooses an appropriate TF according to the 
service requirements. Note that M AC  has control only over the dynamic part o f  the TFC since the 
semi-static part corresponds to the service attributes set by the admission control in the RNC.
Each transport channel is accompanied by the Transport Format Indicator (TFI), an identifier 
assigned to every TBS forwarded to Layer 1 from M AC  indicating which TF is being used in TFS 
(Figure 3-5). The physical layer combines the TFI information from different transport channels to 
one Transport Format Combination Indicator (TFCI). This TFCI is transmitted in the physical control 
channel, and at reception over the receiving side, it is used for decoding the received data and de­
multiplexing o f the TB.
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Figure 3-5: Interface between higher layers and physical layers [HOL02]
Two types o f transport channels exist: dedicated channels and common channels; a dedicated channel 
is reserved for a single user only (identified by a certain code on a certain frequency), while a 
common channel is a resource divided between all users or a group o f users in a cell. The only 
dedicated transport channel is the Dedicated Channel (DCH ), which carries user information from 
higher layers (for example speech, data) as well as higher layer control information (for example UE 
measurement reports, measurement control information). It supports variable bit rate and service 
multiplexing, and is mapped onto the Dedicated Physical Data Channel (DPDCH). The common 
transport channels available are as follows:
• Random Access Channel (R A C H )
A  contention based uplink channel used for transmission o f relatively small amounts o f data, for 
example control information such as request for initial access, or non-real-time traffic data. It is 
mapped onto the Physical Random Access Channel (PRACH). It must be noted that one o f the 
specific functions o f the M AC sublayer is the control o f the timing o f RACH transmissions on 
the TTI level (the timing on access slot level is controlled by LI ) ;  notably M AC  is responsible to 
control and select the Layer 1 PRACH resources and RACH parameters based on the assigned 
Access Service Class (ASC). More o f this and the issue regarding the use o f RACH over S- 
UMTS are detailed in Chapter 4.
Another uplink contention based channel used for transmission o f bursty packet-based user data 
that is available in the U TR AN  is the Common Packet Channel (CPCH). It is an extension to the 
RACH channel, whereby its transmission may span over several radio frames. Nevertheless the
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feasibility o f this channel for the satellite case is not very clear, as its associated access procedure 
is deemed inefficient and not well suited for operation over the satellite due to the longer 
propagation delay [TR  101 866] (and hence it is left out from the S-UMTS radio interface 
definition herein). Note that a modified access scheme for this channel is, nonetheless, included 
as part o f the Korean’s proposal SAT-CDM A [LIM02].
• Forward Access Channel (FACH )
A  common downlink channel without closed-loop power control used for transmission o f 
relatively small amounts o f  data to users known to be located in a given cell. There can be more 
than one FACH in a cell, even multiplexed onto the same Secondary Common Control Physical 
Channel (S-CCPCH).
• Downlink Shared Channel (D SC H )
A  downlink channel shared by several UEs carrying dedicated control and/or traffic data. It is 
always associated with a downlink DCH and is mapped onto the Physical Downlink Shared 
Channel (PDSCH). Another downlink shared channel recently specified as part o f  the U TRAN  
Release 5 specifications is the High Speed Downlink Shared Channel (H S-DSCH ). The HS- 
DSCH, which is associated with one downlink DPCH, and one or several Shared Control 
Channels (HS-SCCH), is transmitted over the entire cell or over only part o f  the cell. Although it 
is a promising candidate for achieving a significantly higher throughput in the downlink, its 
applicability for the satellite case is still unknown, and hence it is not considered further.
• Broadcast Channel (BCH )
A  downlink channel used for broadcast o f  system information into an entire cell. It is mapped 
onto the Primary Common Control Physical Channel (P-CCPCH).
• Paging Channel (PCH )
A  downlink channel used for broadcast o f  control information into an entire cell to support 
efficient UE sleep mode procedures. Currently identified information types are paging and 
notification. Another use could be notification o f change o f  BCCH information. It is mapped onto 
the Secondary Common Control Physical Channel (S-CCPCH).
The connections and mapping o f  logical channels onto transport channels and transport channels onto 
physical channels are summarized in Figure 3-6 and Figure 3-7 for the uplink and downlink 
directions, respectively.
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Figure 3-7: Mapping of logical, transport and physical channels in the downlink
P-CCPCU
The physical layer is based on the Direct-Sequence Code Division Multiple Access (DS-CDMA) 
access scheme with information spread over a 5 MHz bandwidth. It uses a 10 ms radio frame, which 
is divided into 15 slots (2560 chip/slot at the chip rate 3.84 Mcps). The information rate o f the 
channel varies with the symbol rate being derived from the 3.84 Mcps chip rate and the spreading 
factor. Spreading factors o f 256 up to 4 are available for the uplink, while spreading factors o f 512 to 
4 are for the downlink. It is able to multiplex several services within the same RRC connection 
(through a transport channel multiplexing operation) into one Coded Composite Transport Channel 
(CCTrCH), whereby a CCTrCH is carried by one physical control channel and one or more physical 
data channels. Note that there can be more than one CCTrCH on a given connection but only one 
physical control channel is transmitted in such a case. The physical channel, identified by code and 
frequency, is the actual transmission medium providing the radio platform through which the 
information is transferred.
The physical layer offers data transmission services to the upper layer by means o f the transport 
channel. It can basically be split into two sublayers according to the functions it performs. The upper
BCCH
1
PDSCH
Figure 3-6: Mapping of logical, transport and physical channels in the uplink
S-CCPCH DPCCH
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sublayer (the transport sublayer) is in charge o f  channel coding, interleaving, transport channel 
multiplexing, and mapping to physical channels. The lower sublayer (the W CD M A access layer) 
controls the transmission o f the binary data streams over the physical channels performing 
spreading/scrambling, modulation, and RF processing based on the W CD M A technology in 
conjunction with power control. More details on the physical layer can be found in [HOL02], [TS 
101 851-1], [TS 101 851-2], [TS 101 851-3] and [TS 101 851-4],
3.3.1 Data flows through Layer 2
To help to build on the understanding needed in the following chapters, we illustrate, at a top level o f 
detail, several examples o f how data streams are generally processed across the radio interface, i.e. as 
they flow from higher layer to layer 1 through layer 2. Data flows through layer 2 are characterised 
by the applied RLC transfer modes (acknowledged, unacknowledged or transparent transmission) in 
combination with the data transfer type on M AC  (whether or not a M AC  header is required). Since 
our interest is on the signalling involved in session establishment, only data flows for the three 
transport channels, RACH, FACH and DCH, used in the session setup procedure are described 
herein. Note that examples o f the data flow through layer 1 onwards (channel coding and 
multiplexing for physical channels) can be found in [TR  25.944].
Figure 3-8 shows the data flow for CCCH mapped to RACH, which is the transfer mode for the RRC 
Connection Establishment procedure (on the uplink). A  transparent transmission mode on RLC is 
employed and a M AC header o f  2 bits (for Target Channel Type Field (TCTF)) is used for logical 
channel identification.
Higher
Layer Higher Layer PDU
RLCSDU reassembly
RLC PDU RLC PDU
1 tsegmentation
2 bits MAC
header..! MAC SDU
MAC
header M AC SDU
Transport block (MAC PDU)
LI
Transport block (MAC PDU)
CRC CRC
Figure 3-8 Data flow for CCCH mapped to RACH
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Figure 3-9 shows the data flow for CCCH mapped to FACH, which is the transfer mode for the RRC 
Connection Establishment procedure (on the downlink). An unacknowledged transmission mode on 
RLC is employed and a M AC header o f 1 byte (for TCTF) is used for logical channel identification. 
The RLC header is 1 byte i f  the RLC PDU does not contain the last segment o f an RLC SDU, 
indicated by the length indicator (L I) whose size varies according to the RLC PDU size.
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L2 RLC
Higher Layer PDU Higher Layer PDU
RLC SDU
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1-3 bytes RLC
.fader.I
1 byte MACheader MAC SDU
Transport block (MAC PDU)
CRC
RLCSDU reassembly
i . .. r r i fSegmentation & 
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MAC 
header I MACSDU
Transport block (MAC PDU)
CRC
Figure 3-9 Data flow for CCCH mapped to FACH
For DCCH or DTCH mapped to RACH, as shown by Figure 3-10, either unacknowledged or 
acknowledged transmission mode on RLC is employed. The length o f the RLC header depends 
whether the RLC mode is A M  or UM and also whether a LI is included. Here a M AC header o f 3 
bytes is mandatory. It consists o f the TCTF field (2 bits), the UE-ID9 field (16 bits) used as a 
identifier o f the UE on a common transport channel, the UE-ID Type field (2 bits) to ensure correct 
decoding o f the UE-ID field, and the C/T field (4 bits) which is needed when RACH is used for user 
data transmission as well as to provide identification o f the logical channel instance when multiple 
logical channels are carried on the same transport channel.
9 For RACH, a Cell Radio Network Temporary Identity (C-RNTI) is used as the UE-ID [TS 25.321],
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Figure 3-10 Data flow for DTCH or DCCH mapped to RACH
Figure 3-11 depicts the data flow when either DTCH or DCCH is mapped onto DCH. In the case 
when an acknowledged RLC transmission mode is employed, the RLC header will be 2 to 4 bytes 
depending on the use o f the LI. When M AC  multiplexing is assumed (i.e. DTCH and DCCH logical 
channels are multiplexed in M AC ), then a M AC  header o f 4 bits for the C/T field is needed; 
otherwise a transparent M AC operation is assumed.
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Figure 3-11 Data flow for DTCH or DCCH mapped to DCH
3.4 Satellite Channel Model
The quality o f service that the satellite systems can provide is strongly dependent on the propagation 
channel between the satellite and the mobile terminal. The signal propagation in the link between the 
UE and the satellite is not only affected by the free space propagation loss, atmospheric and 
ionospheric absorption, diffraction, depolarisation, scintillation, and additive white Gaussian noise
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(AW G N ), but also from multipath propagation and shadowing as well as interference from other 
users [JAH01]. Multipath fading, also known as fast fading, occurs because the received signal 
contains not only the transmitted signal but also echo components reflected from objects in the 
surroundings that arrive at the receiver via different routes and at different phases. Hence multipath 
signals can add destructively, resulting in a deep fade. The actual total power o f the reflected echo 
components mainly depends on the antenna characteristics o f the user terminal as well as the type o f 
environment (urban, rural, etc) the users are in. Shadowing, also known as slow fading, o f the 
satellite signal is caused by obstacles in the propagation path, such as buildings, bridges and trees. 
The percentage o f the shadowed areas on the ground strongly depends on the type o f environment. 
Shadowed signals can suffer deep fading with substantial signal attenuation (Figure 3-13).
Extensive research work has been carried out over the years to model and represent the time variant 
satellite propagation channel. An accurate model for the satellite propagation channel is required in 
order to capture the characteristics o f the fading channel and to enable us to investigate and simulate 
various transmission protocols/schemes effectively. A  survey o f  different satellite channel models 
and its applicability can be found in [DOT98]. Among the proposed models, the Lutz model 
[LUT91], based on the two-state Gilbert Elliot model [GIL60], [ELL63], is one o f the most common 
models used for representing the land mobile-satellite (LM S) channel [SAU01] and is therefore 
chosen to be used in our work. The Lutz statistical model, which has also been validated with channel 
measurements as reported in [LUT91], is suitable to model the LMS channel for longer observation 
periods and when the UEs travel in a large area o f  a nonuniform environment, where the received 
signals may change abruptly at different power levels. This is because it describes the change o f 
states with their relative time shares and the related moments o f the processes (note that single-state 
LMS models such as the ones proposed by Loo [L0085 ] and Patzold et al. [PAT98] are suitable for 
cases when the receiving terminals are fixed or mobile in a uniform environment [XIEOO]). The Lutz 
model, being a narrowband channel model, is deemed sufficient to represent the LMS fading 
characteristics without the need to employ the more complicated wideband channel models such as 
the ones described in [BIS96]. This is because in a single satellite system, multipath diversity cannot 
be sufficiently exploited for proper acquisition due to the fact that the echoes arrive very close to the 
LOS signal (delay spread o f  less than 100 ns), and paths with differential delays exceeding 200 ns 
most often result in insufficient power (generally 15 to 30 dB below the average power o f  the LOS 
component) to be usefully combined by the rake receiver; thus fading is effectively non-selective 
(flat-fading) [BOU02].
The model uses a Markov process to generate a sequence o f good states, corresponding to the case 
when there is a LOS, and bad states, corresponding to the period when there is no LOS component. 
In the good state, the multipath signal is superimposed on the direct satellite signal and hence, the 
momentary signal amplitude is assumed to be Ricean distributed, which is characterised by the direct-
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to-multipath signal power ratio (Rice factor), c; while in the bad states, the fading statistic o f the 
signal amplitude is assumed by a Rayleigh/lognormal distribution, which is characterised by mean 
power level decrease, and standard deviation o f the power level, OdB- The schematic for the Lutz 
model with the relevant mathematical description can be found in Appendix B. The switching process 
between Ricean and Rayleigh/lognormal fading is modelled by a two-state Markov chain and is 
characterised by the mean durations for which the channel remains in the good state, DG, or bad state,
Note that the transition from one state to another depends only on the current state, rather than on any 
past history o f the system, and is characterized by the following state transition probabilities:
• Probability o f transition from good state to good state: PGG
• Probability o f transition from good state to bad state: PGB
• Probability o f transition from bad state to bad state: PBB
• Probability o f transition from bad state to good state: PBG
The transition probabilities PBG and PGB are derived from the mean durations spent in each o f the 
states and vary depending on the operating environment and elevation angle o f the satellite. For a 
given speed, v[m/s] and bit rate, R[bit/s], these probabilities can be related to the bit duration with the 
sum o f the probabilities leading from any state must sum to 1. According to the Markov model, the 
mean duration o f a period of good (bad) state is given by [LUT91]:
The time-share o f shadowing, A, which represents the percentage of time for which the channel is in 
the bad state, is related to the durations in meters, DG and DB, by:
Examples o f the signal variations produced using the Lutz model are shown in Figure 3-13, where the 
values for the respective parameters, D 0, D B, c, p& and crdB used are for the highway environment
D b (Figure 3-12).
Figure 3-12: Two states Markov model
D c(bits) =  —L - =  —  D^.(m) and D u(bits) =  — = —  D B(m ) (3-1)
A  = ------- s—
Db + Dg (3-2)
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with elevation angle o f 13° and city environment with elevation angle o f 24° taken from [LUT91]; it 
can be seen that the two states are clearly evident in the signal variations.
Finally, it must be noted that the ETSI S-UM TS W G  has adopted a simplified version o f the Lutz 
model, whereby the LM S channel is assumed to be operating in an on/off state, with Rice fading in 
the on condition [TR 101 865], [BOU02]. This is because due to the large free space loss and on­
board satellite RF power limitation (and in the absence o f IMRs), it is assumed that the UE  can only 
operate under LOS propagation conditions (for medium to high data rates), which results in a milder 
Rice fading channel with a Rice factor ranging between 7 to 15 dB. Besides the limited on-board RF 
power, the useful dynamic range o f the received signal power is also much smaller and hence it is not 
possible to counteract path blockage due to heavy shadowing and this is often the cause o f link 
outage.
100 200 300 400 500 600 700 600 900 1000Number of samples - (*0.01 = time [sec])
Nutriber of samples 100 200 300 400 500 600 700 800 900 1000Number of samples
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Figure 3-13: Example time series output from the Lutz model with v = 90 km/hr and fc = 2 GHz in (a) a 
highway environment (elevation angle of 13°), and in (b) a city environment (elevation angle o f 24°) as
specified in [LUT91]
3.5 Summary and Conclusion
The trend is currently towards an IP-based network architecture for the third generation wireless 
systems, such as the UM TS. So as to achieve close synergy with the terrestrial mobile networks 
integrated by means o f a common core network, it is therefore pivotal for S-UMTS to follow the 
approach/standards adopted within the 3GPP as closely as possible. S-UM TS has been perceived as a 
complementary system to the terrestrial segment, and due to its wide coverage and inherent broadcast 
capabilities, S-UMTS poses an attractive alternative to the delivery o f multicast and broadcast 
services, potentially a key feature and an attractive revenue generator for UM TS networks. An
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optimum close-cooperation with the terrestrial network will therefore lead to a significant overall 
system deployment cost reduction as well as investment savings on research and development (the re­
use o f terrestrial infrastructure and cheaper highly integrated multi-mode terrestrial/satellite 
terminals), and the potential to penetrate a broader market than the vertical “niche” markets that the 
mobile satellite systems have traditionally served. A ll these will guarantee the viability of the satellite 
system, as compared to the previous 2nd generation mobile global satellite systems, which were 
mainly developed as stand-alone systems and independently from the terrestrial networks.
In this chapter, an IP-based S-UM TS system architecture in line with the UM TS Release 5 IP-based 
terrestrial network architecture has been presented. The functionalities as well as the user and control 
plane protocol architecture o f the main entities in the S-UMTS network were described. Specifically 
we have presented the rationale behind the selection o f a transparent GEO satellite for the space 
segment. W e have also provided a concise description o f the S-UMTS radio interface. This included 
an overview of the functions o f each o f the Access Stratum protocols from Layer 1 up to Layer 3 as 
well as logical channel-to-transport channel and transport channel-to-physical channel mappings; any 
differences with the T -UM TS were also highlighted along the way. Since issues pertaining to Layer 2 
(RLC/MAC) will be the main focus o f our study, examples of data flows from higher layer to Layer 1 
(through Layer 2) were also illustrated. Another important issue addressed in this chapter is the 
satellite channel model. W e have explained the reasoning for the selection o f the Lutz model, which 
will provide a means for the performance assessment o f various signalling communication protocols 
in our research.
Due to the differences between terrestrial and satellite channel characteristics, some modifications to 
the T -UM TS standards are inevitably necessary. The challenge faced is to combine and complement 
the terrestrial and satellite technologies, while taking into account their strengths and weaknesses, so 
as to yield significant service improvement through a more efficient spectrum and network resources 
utilization as a result o f their synergy. The adaptation o f the T-UM TS R ACH  procedure for S-UMTS  
is presented in the next chapter, while the enhancement o f the 3 GPP R LC -A M  procedure for session 
establishment signalling over S-UMTS will be described in Chapter 6.
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C h a p t e r  4
4  R a n d o m  A c c e s s  C h a n n e l  T r a n s m i s s i o n  o v e r  
S - U M T S
4.1 Introduction
Random Access Channel (RACH ) is one o f the two uplink common transport channels defined in 
UMTS. Characterized by a collision risk and an open loop power control transmission, RACH  is 
typically used for signalling purposes, such as for initial channel access to the network, for example 
for call origination and paging response, as well as for sending registration/location update messages. 
When used for signalling, the data rate needs to be kept relatively low so that all terminals can 
support the RACH  without limiting the system coverage since it must be heard from the whole 
desired cell coverage area for proper system operation [HOL02]. Besides that, the RACH can also be 
exploited for packet data transfer, for example transmission o f Short Messaging Service (SM S) 
packets and short text-only emails, where continuous connection is not maintained. There is no need 
for explicit connection set-up in RACH, as is needed for transfer over the dedicated channel (D C H )1. 
Thus the use of R ACH  is much more efficient, as there is less signaling overhead associated with the 
use o f it. Nevertheless, the type o f traffic that is best supported over the R ACH  is short and bursty, as 
reported in [ETSI TR  101 866]. A  numerical analysis performed therein showed that when the sum o f 
the set-up time, release time and channel inactivity time is equal or higher than the over-the-air 
message transfer time, then utilizing the RACH  for transmission is more efficient than the DCH.
With the access in the return link gaining more importance in the near-future as more and more 
advanced applications and services require more interactivity among users, one example being the 
multi-player gaming (whereby graphic-intensive games can be played within a group o f 3G users 
simultaneously), the uplink transmission scheme therefore needs to be designed carefully and 
efficiently. With a more efficient return link, less power would be required from the user terminal, 
thus prolongs the battery life and also produces less exposure to RF fields, which are among the
1 A  dedicated control channel must be set up together with die dedicated data channel (at the physical layer), 
which is rather a slow process, and unlike circuit-switched services, where such a setup is only required at the 
beginning o f a call, it is rather inconvenient to repeat this procedure for the transfer o f every individual packet 
for packet-data services, particularly i f  die packet is short [BRA02].
70
Chapter 4. Random Access Channel Transmission over S-UMTS
important requirements for hand-held terminals [ESAOO]. When only a single GEO is employed, as is 
adopted in our reference architecture, the system is typically reverse-link capacity limited [BOU02]. 
Moreover the satellite environment imposes additional difficulties and subsequently specific 
requirements on the access scheme due to the different characteristics o f the satellite channel. 
Wherever possible, we strive to follow the T -UM TS specifications as closely as possible since 
maximisation o f commonalities between T- &  S-UMTS is the driving force behind the definition of 
the S-UMTS access schemes (cf. Chapter 3). However due to some differences between terrestrial 
and satellite channel characteristics, the obvious one being the larger propagation delay, the 
terrestrial-derived access schemes cannot be applied directly since the direct use would mainly, 
deteriorate the satellite system performance. So far the current release o f S -UM TS-A  specifications 
[TS 101 851-1], [TS 101 851-2], [TS 101 851-3], [TS 101 851-4], created by the ETSI S-UMTS W G  
as modifications to the present terrestrial standards while taking into account the peculiarity o f the 
satellite environment, are very close to the terrestrial mode for the downlink. However the uplink 
schemes are still open for future developments due to major differences in the uplink access mode 
[TR 101 866].
In this chapter, we investigate the return link access via the satellite component utilizing the RACH, 
whereby the main focus will he to efficiently exploit RACH  for signalling (for example RRC  
connection request), as part o f our research on the signalling involved for session establishment. With 
the CPCH deemed not applicable for use over S-UMTS by the ETSI S-UMTS W G , the RACH  
becomes a cornerstone in S-UMTS as the only envisaged common channel transmission scheme in 
the uplink (as well as the only means to request resources to establish a dedicated channel). This is 
because the two-step access procedures associated with the use o f CPCH, i.e. the L I Access 
Preamble (initial random access phase) and Collision Detection (contention resolution phase) 
procedures, make it not well-suited for operation over the satellite due to the longer satellite 
propagation delay. First an overview o f the terrestrial RACH  procedure and structure as defined in 
the 3GPP is provided. Then we describe the modifications in terms o f the RACH  procedure and 
structure that have been suggested for RACH  operation over S-UMTS, which include contributions 
from the two leading W -C D M A  based satellite radio interfaces for IMT-2000, namely the ETSI S- 
UM TS-A , and the Korean SAT-CDM A, From these, we produce a detailed specification o f RACH  
procedures for S-UMTS at both the M A C  and the physical layers. This is followed by a simulation 
study on the impact o f the different layer 2 RACH  transmission control parameters on the random 
access transmission performance over S-UMTS for varying message sizes, whereby the possible 
resulting trade-offs in setting o f their values are identified. Having demonstrated the effect o f these 
RACH  parameters, we proceed to show how service differentiation, which is essential for the support 
o f multiple service classes with different QoS parameters, can be provided on the RACH through 
proper configuration o f the RACH  transmission control parameters as well as the PRACH resources.
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Finally we propose two schemes, which increase the number of signatures and access slot availability 
per frame, respectively, and show that in a synchronous reverse link, where network-wide 
synchronization is already in place, these schemes perform better than the ETSI S-UM TS-A  scheme 
as the access request rate increases.
4.2 R A C H  in 3GPP
In the 3GPP specifications [TS 25.211], [TS 25.212], [TS 25.213] and [TS 25.214], the random- 
access transmission is based on a Slotted A L O H A  approach with fast acquisition indication, sent in 
the downlink Acquisition Indication Channel (A ICH ). The random-access transmission is only 
submitted at the beginning o f a number o f well-defined time intervals, denoted access slots. There are 
15 access slots per two frames, spaced 5120 chips apart, as illustrated in Figure 4-1. The access slots 
are further divided into 12 sub-channels, whereby a sub-channel defines a sub-set o f the total set of 
uplink access slots. The random access transmission consists o f one or several preambles and a 
message part o f length 10 or 20 ms. Here the message part is always preceded by a preamble which is 
used to adjust the transmit power o f the U E  to the current channel condition as well as to help the 
reception o f the message part; by receiving the preamble in advance, the receiver at Node B is able to 
know the reception timing o f the following message part and the spreading codes used (the 
scrambling code and the channelization code o f the message part2), and this helps to reduce the load 
on the message-part reception process. Since the RACH  is contention-based, orthogonal signatures 
are assigned to the preamble part in order to reduce the collision probability between users 
transmitting simultaneously and to increase the capacity of the RACH. There are 16 signatures to 
choose from for each RACH  channel. Note that RACHs are always mapped one-to-one onto 
PRACHs, i.e. there is no multiplexing o f RACHs at the physical layer, and there can only be one 
RACH  transport channel and no other transport channel in RACH  CCTrCH. There can be up to a 
maximum o f 16 PRACH per cell3, corresponding to the maximum available scrambling codes o f 16 
per cell, whereby each o f them can use the same set o f signatures [TR  25.922].
Before starting the random-access transmission, the mobile user (U E ) first acquires chip and frame 
synchronization to the target base station according to the cell search procedure. After that, the UE  
obtains the necessary random access parameters (for example the preamble scrambling code, 
available signatures and RACH  sub-channel groups, power ramping step, initial preamble power and 
maximum allowed retransmissions) o f the cell from the BCH. At this moment, the UE  randomly
2 Note that the scrambling code o f the message part has a one-to-one correspondence to the scrambling code 
used for the preamble part, and also there is a one-to-one mapping between the signature chosen for the 
preamble with the channelization code used for the message part [TS 25.213].
3 The UE performs the PRACH selection randomly when more than one PRACH is configured in a cell.
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selects the RACH  sub-channel group and signatures from the available pool and starts the RACH  
procedure by transmitting the preamble first with the power level set at the initial preamble power 
estimitated through the open loop power control algorithm. Each preamble is o f length 4096 chips, 
consisting o f 256 repetitions o f a signature o f length 16 chips.
I f  the initial preamble is not successfully detected at the Node B, the preamble is retransmitted with a 
higher power (this preamble power ramping method helps to reduce the impact o f interference to 
other users caused by control errors due to the use o f open-loop power control [0L099 ]). This is 
repeated until it is successful and a downlink acquisition indicator is sent on the A ICH  by the Node 
B, as shown in Figure 4-2. Only then will the U E  transmit the message part with a power related to 
the detected preamble and with a channelization code corresponding to the selected signature.
radio frame; 10 ms -*4- radio frame 10 ns
i 5120 chips
AcccfflslotflO 
Access slot #1
Access slot #7 
Access slot #8
Access slot #14
#1 #2 #3 #4 #5 #6 #7 1 #8 #9 #10 #11 #12 #13 #14
Random Access Transnission
Random Access Transmission
Random Access Transnission
Random Access Transnission
Figure 4-1: 3GPP RAC H  access slot numbers and spacing
power
Preamble ramping cycle 
M ► Message part (10 or 20 ms)
RACH hi *p-p j
Acquisition indicator time
Figure 4-2: 3GPP RAC H  Access Procedure (with preamble power ramping)
4.2.1 RACH  preamble part
The random access preamble code Cprein) is a complex valued sequence built from a preamble 
scrambling code Sr.pre>n and a preamble signature C SjgiS as follows:
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(4-1)
where k=0 corresponds to the chip transmitted first in time.
The PRACH preamble scrambling code is constructed from the long scrambling sequences, whereby 
a total o f 8192 PRACH preamble scrambling codes is available. The n:th preamble scrambling code, 
n =  0 ,1 ,..., 8191, is defined as:
where the sequence clong)1)n is a long scrambling sequence which results from the position wise 
modulo 2 sum o f 38400 chips segments o f two binary w-sequences generated by means o f two 
generator polynomials of degree 25 [TS 25.213]. The preamble signature s consists o f 256 repetitions 
o f the signature Ps(n) o f length 16, n=0... 15, which is defined as follows:
The signature Ps(n) is taken from the set o f 16 orthogonal Walsh-Hadamard codes o f length 16 (listed 
in Appendix C). Hence, in theory, 16 different UEs can simultaneously start their preamble 
transmission in the same access slots without the risk o f collision.
4.2.2 RACH message part
The RACH  message part is split into a data part and a control part, which are transmitted in parallel, 
in quadrature (I/Q) as well as code-multiplexed, as shown in Figure 4-3. The control part has a fixed 
slot format with a spreading factor o f 256 and carries Layer 1 control information, consisting o f 8 
known pilot bits to support channel estimation for coherent detection and 2 TFCI bits. The TFCI o f a 
radio frame indicates the transport format o f the RACH transport channel mapped to the 
simultaneously transmitted message part radio frame (in the case o f a 20 ms PRACH message part, 
the TFCI is repeated in the second radio frame). The pilot hit pattern is listed in Appendix C. 
Meanwhile, the data part, which carries Layer 2 information, is characterized by four different slot 
formats (cf. Appendix C), allowing a channel bit rate ranging from 15 to 120 kbps (corresponding to 
a spreading factor o f 32 to 256) to be supported.
S r-p re .n (0  c long,l,n(0> 1 0, 1, ..., 4095j (4-2)
CSigti(0  = Ps( imodulo 16), i = 0, 1 ,..., 4095. (4-3)
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Data Ndata bits
Figure 4-3: Structure of the random-access message part radio frame
4.3 Modification of R A C H  for Satellite-UMTS
The method o f preamble power ramping with fast acquisition works fine for the terrestrial case since 
the propagation delay is normally so small that it can be considered negligible. In T-UMTS, both 
preamble-to-preamble distance, xp.p and preamble-to-AI distance, xp.a are defined to be 3 or 4 access 
slots while preamble-to-message distance, xp.m is defined to be 1 Vz or 2 Yz access slots (cf. Figure
4-2). However this is no longer true in the satellite case whereby the propagation delay can go up to 
270 ms (one way) for a GEO satellite. This means that the U E  will have to wait at least 540 ms 
before it knows the outcome o f its preamble transmission and then to decide whether to send the 
message part i f  the preamble transmission is successful, or to retransmit the preamble when the 
transmission fails. This method will take too long, since the UE  may have to send a few preambles 
before detection is successful and the message part is sent. Furthermore, successful message 
transmission is not guaranteed as channel conditions (and also the amount o f interference) may have 
changed from the transmission o f the last preamble to the actual message transmission [MOBOO], and 
this is clearly more apparent for the satellite case compared to the terrestrial due to the inherent 
longer round hip delay. A  failed message transmission will result in a new transmission attempt and 
the preamble power ramping sequence has to start all over again. This additionally implies that power 
is more likely to be wasted. Thus the larger propagation delay experienced over the satellite channel 
renders the preamble power ramping with fast acquisition technique ineffective.
As a result in the satellite case, it is appreciated that it is better to send the preamble together with the 
message part, as shown in Figure 4-4. Only when the preamble is successfully detected, will the 
message part be decoded. I f  the block (consisting o f preamble and message part) fails to be detected 
and decoded, then the whole block is retransmitted with a higher power. Hence the preamble power 
ramping method is not employed, but instead being replaced by the message power ramping scheme. 
Also no A ICH  channel is needed with this method; instead the acknowledgment of the RACH  
message is conveyed through the Forward Access Channel (FACH). Considering the longer round 
trip delay, successful acquisition o f the RACH  burst at the first transmission attempt (i.e. one shot
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acquisition) is generally preferred. In the next sub-sections, we examine the work that has been 
carried out related to random access transmission over S-UMTS, including those from the two 
leading standardization bodies for the satellite radio interfaces o f IMT-2000.
power
Preamble Message part
I I
RACH
time
Figure 4-4: RACH  Access Procedure for S-UMTS (with message power ramping)
4.3.1 S-UMTS-A Random Access Scheme
Preamble Message part
<---------------------------► -------------------------------- ►
36 864 chips 10/20 ms
Figure 4-5: Structure of the ETSI S-UMTS random-access transmission
The random access procedure defined by the ETSI S-UMTS W G  is based on a one-shot acquisition 
with the preamble sent together with the message part (cf. Figure 4-5), as described above. To ease 
this one-shot acquisition, it is proposed in [TS 101 851-3] to have a longer preamble with length of 
36864 chips. The preamble sequence is generated by 8 x 256 repetitions o f a signature o f length 16 
giving 32768 chips in total.
c sig,i6(0 =  B16(i modulo 16), i = 0,...,32767 (4-4)
where Ps(k) is from the same set o f the 16 Hadamard codes as used in T -UM TS (k = 0 corresponds to 
the first bit of the signature). This sequence is followed by a short Unique Word (U W ) marker, which 
marks the end o f the preamble, o f length 16 QPSK (Quadrature Phase Shift Keying) symbols 
differentially encoded; its value is 0x78DB. With a spreading factor o f 256, the length o f the U W  is 
thus 4096 chips and this together with the preamble sequence gives a total preamble length of 36864 
chips. The preamble can thus be seen as 128 symbols with no modulation, followed by 16 modulated 
symbols [TS 101 851-3]. There is no difference in the message structure compared to the one defined 
in T-UMTS.
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Comparing the random access procedure as defined by 3GPP with the one defined for ETSI S- 
UM TS-A , as specified in [TS 101 851-4], it must be highlighted that there are other differences 
(besides the use of a one-shot acquisition technique without an acquisition indicator channel). Firstly, 
the ETSI S -UM TS-A  access transmission is based on an A L O H A  approach, without any transmission 
timing specified in detail. Also it does not perform any signature selection nor specify the use of 
access service class (A SC ) for the PRACH transmission. Furthermore the dynamic persistence check 
is performed at the physical layer instead o f at the M A C  layer, which means that every random 
access retransmission during a power ramping cycle must pass through a persistence check.
4.3.2 SAT-CDM A Random Access Scheme
In the SAT -C D M A random access procedure, the message is also transmitted along with the 
preamble, whereby an immediate indication is transmitted by the physical layer of the satellite radio 
access network (SR AN ) on the A ICH  to indicate the success o f the access reception [SAT -C D M A  
25.214], This fast acquisition indication approach is similar to the 3 GPP procedure but different from 
the ETSI scheme in that the feedback response is a quick detection acknowledgement corresponding 
to the PRACH preamble signature performed at the physical layer and not a higher layer 
acknowledgement, which requires extra signalling and processing at the higher layer depending on 
the content o f the random access message. Nevertheless, it must be mentioned that it is possible that 
the message part may not be received successfully although the preamble is successfully acquired. 
However, in general, the message detection probability will be high i f  the preamble is detected. 
Another similarity to the 3GPP, but unlike the ETSI S -UM TS-A  scheme, is that the random access 
scheme o f SAT -C D M A  is based on a slotted A L O H A  approach with the transmission timing based 
on the access frame. Each access frame has a length o f two radio frames (i.e. 20 ms) and consists o f 
two sub-access frames - even sub-access frame and odd sub-access frame, as shown in Figure 4-7, 
whereby the use o f sub-access frames is optional [SA T -C D M A  25.211]. When the sub-access frames 
are used, the user terminal can start the random access transmission at the beginning o f either the 
even sub-access frame or the odd sub-access frame. The random access transmissions at the even 
sub-access frame and at the odd sub-access frame use different scrambling codes for discrimination.
Preanhle Message port
4096xNp chips 10 or 20 rrs
Figure 4-6: Structure of SAT-CDMA random access transmission
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radio frame: 10 ms________►<— _____radio frame: 10 ms
_______________ Access frame
Even sub-access frame Odd sub-access frame
Random Access Transrhission
Random Access Transmission
Figure 4-7: SAT-CDM A random aceess frame
As can be seen from Figure 4-6, the preamble is o f length Npx4Q96 chips, consisting o f Np sub­
preambles o f which the value o f Np is received from the broadcast channel. Each sub-preamble 
consists o f 256 repetitions o f a signature o f length 16 chips and hence has an identical structure to the 
preamble in the random access transmission o f the terrestrial interface. Every sub-preamble has the 
identical length and signature code, whereby there is a maximum of 16 signatures available. The 
same scrambling code sequence o f length 4096 chips is repeatedly used in the sub-preambles except 
for the last sub-preamble. The last sub-preamble, which is scrambled by a conjugate code sequence of 
length 4096 chips, can be used to inform the detector o f the end time o f the preamble or the 
beginning time of the message part. The structure o f the message part is identical to that o f the 
terrestrial interface.
Therefore, apart from the differences in the random access procedure, it can be seen that there are 
also differences in the preamble structure when compared to the ETSI S-UM TS-A. Most notably, the 
U W  is not employed but instead it is replaced with the last sub-preamble with inverted sign. Also the 
preamble size is not fixed as in S-UM TS-A; instead the number o f sub-preamble repetitions is 
signalled by higher layers, whereby the repetition number can be adapted accordingly to the detection 
scheme used, the amount o f the Doppler shift experienced, as well as the type o f satellite 
constellation employed4.
On the whole, the RACH  procedure for SAT -C D M A  is specified in a more detailed and complete 
manner than ETSI S -UM TS-A  since for SAT-CDM A, both procedures at the M A C  layer as well as at 
the physical layer are included (in line with the 3GPP RACH  specifications). Evaluations o f this 
SAT -C D M A  random access scheme in terms o f throughput and delay can be found in [LIM02], 
whereby comparisons were also made with the T -UM TS and ETSI S -UM TS-A  schemes. There it 
was assumed that the preamble and the message could be successfully received if  the average 
received signal-to-interference ratio (SIR) exceeds the required SIR for the preamble and message,
4 The SAT-CDMA was originally devised to provide mobile satellite services using the satellite constellation o f 
48 satellites in low earth orbit (LEO) at the altitude o f about 1600 km.
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respectively. Nevertheless, the link level results for the preamble acquisition and the message 
reception were not shown, and hence it was not known what these values o f SIR correspond to in 
terms o f the preamble detection probability and the message block error rate (BLER).
4.3.3 Other Current Related Work
Another study regarding the uplink access via S-UM TS was carried out by the ESA sponsored 
Advanced S-UM TS Test Bed (A TB ) project5 [ATB02]. Out o f their two proposals for the uplink 
access, the only scheme specified for use over the R ACH  is the access based on spread Aloha. Their 
spread Aloha6 simulation analysis using an event driven simulator developed in C++ [cf. Chapter 8 of 
ATB02], whereby a preamble size of 12288 chips and 10 different RACH codes to minimise code 
collision were assumed, showed that spread Aloha is feasible on geostationaiy links provided that a 
facility to transmit more packets before blocking is considered. However the complete procedure and 
structure implementations o f the spread Aloha access were not specified. Neither power ramping 
method/cycle nor the maximum RACH  attempt was defined. Also there was no mention o f 
persistency check or the use o f ASC. Thus this led to our understanding that the random access 
structure and procedure employed therein does not adhere to the T-UM TS and (to some extent) the S- 
U M TS-A  standards.
Another work on the return link o f S-UMTS was by Corazza et al. [COR02a], [COR02b], [CRO02e], 
where the code acquisition for RACH  has specifically been addressed. Their work was based on the 
preamble as specified by ETSI S-UM TS-A, employing A LO H A  protocol for the random access 
technique. The presence o f frequency errors (induced by oscillator mismatch and Doppler effect) 
complicated the preamble acquisition (due to phase rotation), which prevents coherent correlation 
over the entire preamble sequence. Hence, they have considered a coherent correlation scheme over a 
subsequence, followed by post detection integration (PDI) to increase the detection probability, 
where they have found that the DPDI (Differential Post Detection Integration)-abs scheme (which 
processes the envelope o f the post detection integrator output) performs better than the DPDI-real 
(which processes the real part o f the post detection integrator output) and the NCPD I (Non Coherent 
Post Detection Integration) schemes. However, as can be seen, their work is limited to link level 
evaluation o f RACH, in particular only on the preamble acquisition part.
5 Their work on the definition o f a packet access suitable for SW-CDMA (for both the forward and reverse link) 
will provide as an input to the new working item (W l) within the ETSI S-UMTS WG. This will serve as 
contribution to the new technical report [TR 102 061] due to be released end o f 2003.
6 Simulations based on die Spread Slotted Aloha technique developed using OPNET can be found in chapter 7 
o f the same deliverable; there the preamble used was one frame (10 ms) long, and the number o f codes was 
assumed to be 4. Nevertheless the acquisition o f the preamble was not taken into account. Also, like the 
unslotted version, the random access procedure was not clearly specified.
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4.3.4 Approached Random Access Scheme
Having surveyed the existing work on RACH  over S-UMTS, the approach taken is to try to 
consolidate as well as to complement all the various work that have so far been performed in this area. 
Since our reference access scheme is based on the ETSI S -UM TS-A  and the 3GPP specified W -  
C D M A  (FDD mode), as mentioned in Chapter 3, and as the specification for the ETSI S -UM TS-A  
raqdom access procedure is found to be incomplete, our work herein will therefore focus on the 
random access scheme for ETSI S-UM TS-A, whereby we will specify the procedures at both the 
M A C  layer and the physical layer in detail. Furthermore, unlike the SAT-CDM A where the 
performance o f the random access scheme was already evaluated in [LIM02], there is nothing in the 
open literature on the performance o f the random access scheme specified for ETSI S-UM TS-A7, and 
thus a detailed performance assessment needs to be done, as identified in [TR  101 866]. Our work 
will focus on the system level evaluation of R ACH  over S-UMTS and this can be seen as a 
complement to the work on RACH  link level simulation; however it must be clarified that even 
though our work is at the system level, link level performances, such as the preamble detection 
probability as well as the R ACH  message BLER, are also taken into account and the results obtained 
from link level simulations are fed in as inputs to the system level simulator (all these will be 
described in more detail in section 4.4).
A  slotted A L O H A  approach has been chosen herein for our work in investigating the use o f RACH  
over S-UMTS, as the study o f using slotted A L O H A  based RACH  in a GEO environment remains as 
one o f the major open issues identified in [TR 101 866]. The selection o f slotted A LO H A  is not only 
consistent with the 3 GPP (as well as the SA T -C D M A ) approach, but also slotted methods are 
preferred for higher channel efficiency as compared to non-slotted access schemes and a slotted 
structure may also help to easily determine the round trip delay in the gateway [TR 101 866]. 
Furthermore, since access requests can only be sent within these access slots, the access requests are 
more evenly distributed and this will reduce the interference within access slots. With a slotted 
version also, the problem o f RACH  burst detection would be simplified, because the false alarm 
probability for the same acquisition threshold may be reduced by rejecting acquisition peaks which 
are not within the expected time interval [ATB02]. This essentially means that by moving from the 
A L O H A  to the Slotted A L O H A  approach, the synchronization requirements, from the receiver 
aspect, can be relaxed (i.e. lower criticality on the acquisition process) [TR 101 866].
7 Although a comparison was made in [LIM02] which includes the ETSI S-UMTS-A scheme as well, the 
evaluations were performed over a LEO satellite link and also the preamble used was not specific to the ETSI
S-UMTS-A (since in [LIM02], the required SIR for the preamble detection as well as the preamble length used 
were assumed to be the same for all the schemes).
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Nevertheless, a slotted approach calls for a tighter network-wide (system) synchronization, which is 
difficult to achieve especially in a satellite environment, as due to the larger cell size (beam 
dimension), the delay spread between users is larger than in terrestrial. It is well known that uplink 
synchronization is much more complicated, at least so, more than the downlink, since different 
transmitters/users have different clock offsets and propagation delays. The users’ mobility as well as 
the satellite motion complicates this further. For discontinuous packet transmission, which is 
envisaged for the traffic supported over the RACH, this causes a larger range o f uncertainty in the 
expected time o f anival o f packets and makes the overall system synchronization a more complex 
problem for a satellite system compared to a terrestrial one. When added to the previous point on 
delay spread, it makes the use o f slotted access protocols, such as slotted ALOHA, for RACH more 
difficult, or at least requires some extra signalling. It must be mentioned that the investigation and 
evaluation o f synchronization techniques is beyond the scope o f this work. Nevertheless, some o f the 
feasible synchronization techniques to be used for the RACH  are briefly described herein.
For the random access transmission, a preamble is sent first (the RACH  transmission request can only 
he at the boundary o f the access slot which is aligned with the BCCH sent on the forward link) and 
needs to be detected/synchronised at the receiver before the message part can be demodulated. 
However, the code phase o f the preamble is retarded by the round trip delay and the uncertainty 
region over which the code phase o f the received signal may locate depends on the maximum 
distance between the gateway and the UEs. I f  the clock offsets and the propagation times o f different 
users are known, they can be corrected for by applying a delay to the transmitted codes that is 
opposite to the propagation delay plus the clock offset between the gateway and the user. Basically 
there are two different ways to obtain synchronization for the uplink, namely open loop and close 
loop strategies. The former method relies on an external timing and positioning systems, such as the 
Global Positioning System (GPS). GPS nowadays is widely and cheaply available and with S-UMTS  
expected to operate mostly in outdoor environments, reception o f GPS signals is considered not to be 
a problem for S-UMTS based terminals. Furthermore, GPS positioning and GPS assistance have been 
standardised for use in both GSM  and UM TS systems [KAA01]. The obtained timing reference 
would largely eliminate the clock error between users and the gateway, while the position 
information can be used to calculate the propagation delays. Another method that does not rely on 
external timing systems is to do the synchronization within the system itself, by means o f code delay 
measurements between the users and the gateway. For example it can be done through the local 
closed loop procedure [GAU92], where the users provide autonomously to the alignment by 
receiving its own echo looped back by the satellite; here the echo is compared with the local replica 
and the error signal generated is proportional to the delay estimate. It has been shown that with this
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technique, the timing error can be kept within a fraction of a chip [GAU92]8, [NEE94] and with this a 
(quasi)synchronous system can be achieved. Nevertheless, this method requires extra signalling 
before the actual information can be sent on the RACH and this may contribute to an additional 
delay. Another method, which can be employed, relies on the ability o f the U E  to estimate its 
differential delay relative to the spotbeam centre and compensates this differential delay in its RACH  
transmission [TS 101 376-5-7]. This differential delay based position determination procedure, 
described in [TS 101 376-5-6], relies on the relative power measurements (BCCH relative signal 
strength) from different combinations o f three spot beams at a time, and then takes the average of 
these approximated locations to derive the final average approximate location.
A  final note on synchronization is that the attractive features o f C D M A  can be exploited only when 
the pseudo-noise (PN ) sequences o f the local generator are synchronized to the received signal within 
a small fraction of one PN  chip. Without introducing special measures such as very tight 
synchronization between different users, the orthogonality o f signals sent by different sources would 
be lost at the receiving side even if  orthogonal codes were selected at the transmitting side [BRA02]. 
With synchronized orthogonal codes, most o f the multiuser interference will be eliminated. This 
means that the capacity o f the C D M A  system can be increased, as it is inversely proportional to the 
sum o f the same-cell plus other-cell interference. In [NEE94], it has been reported that synchronous 
C D M A  can have six fold capacity as compared to asynchronous CDM A. Synchronous C D M A  is 
especially beneficial in cases where there is one dominant path, or for delay spreads that are smaller 
than the chip time [NEE94] (the uplink synchronized CD M A system can remove the interference 
from the first detected paths o f other mobile users sharing a common scrambling code by preserving 
channelization code orthogonality among them). Therefore this system is suitable for environments 
where most o f the signal power is carried by the first detected resolvable path [KIM01], and this type 
o f channel profile is what is typically experienced over the satellite channel. Hence a synchronous 
reverse link is particularly attractive when operating with a single GEO satellite [ESA00]. The impact 
o f synchronous reverse link on system capacity in the case o f a single satellite GEO system has been 
reported in [ESA00]. It was found that with an asynchronous reverse link, the maximum number o f 
users was 11460 for an average outage o f 1.3%, while for synchronous link, an outage of 0.7% for a 
number o f users equal to 19308 was measured. Therein it was also found that for the synchronous 
case, the limitation on the number o f users actually came from the code-book limitation; this problem 
with RACH  shall be tackled in section 4.6.1.
8 Although the systems in [GAU02] use a lower chip rate, it is believed that the results are applicable to SW- 
CDMA. Moreover, a comprehensive analysis o f chip synchronization was conducted in the frame o f ESTEC 
Contract N. 12497/97/NL/NB, which confirmed the feasibility o f synchronous reverse link operation for the C- 
TD M A access scheme, where the results are also applicable to SW-CDMA [ESA00].
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With a preamble size o f 36864 chips as defined by ETSI S-UM TS-A, this in effect means that an 
access slot of 5120 chips as employed in T-UM TS is no longer applicable and therefore, a longer 
access slot is needed. As a result, for the satellite case, only one access slot per radio frame can be 
supported (compared to the 15 access slots per two radio frames available in the terrestrial case), 
where the access slot will be denoted as access frame when applied to S-UMTS from now onwards. 
The random access procedures for S-UMTS, which essentially are divided into M A C  and physical 
layer procedures, are depicted in Figure 4-8 and Figure 4-9, respectively.
M A C  is in charge o f controlling the timing o f RACH  transmission on the TTI level. M A C  received 
from the RRC the following control parameters: a set o f ASC parameters including the persistence 
value P(; the maximum number o f ramping cycles, M max, and the range o f backoff interval for timer 
T Boi- When there is data to be transmitted, M A C  selects the ASC  from the available set o f ASCs. 
Based on the persistence value P,-, the U E  decides whether to start the L I  PRACH transmission 
procedure (cf. Figure 4-9) in the present TTI or not. I f  transmission is allowed, the PRACH  
transmission procedure (the preamble is sent together with the message part) is initiated; otherwise 
the U E  shall update its RACH  control parameter and perform another persistency check after the 
expiration o f timer T2. The timer T2 ensures that two successive persistency tests are separated by at 
least one 10 ms time interval. Note that the persistency check is repeated until transmission is 
permitted.
The RACH  attempt is successful when an (positive) acknowledgement is received on the FACH. 
Otherwise if no acknowledgement is received on the FACH  after Timer Ti has elapsed (Timer Ti is 
set to be more than the satellite round trip time), or if  a negative acknowledgement (N A C K )9 has 
been received on the FACH, a backoff timer TBoi is started. Backoff timer TBOi is set to an integer 
number N b 0 i  o f 10 ms time intervals, randomly drawn within an interval 0 <  N Boimin <  N Bo i  <  
N Bo im a x  (with uniform distribution). N B O hnin  and N B O im ax may be set equal when a fixed delay is 
desired, and even to zero when no delay other than the one due to persistency is desired. After the 
expiration of TBOi, the U E  will increment the RACH  attempt counter and if  it is has not exceeded the 
maximum RACH attempts allowed, it will update its RACH  control parameters once more and 
perform another persistency check. Otherwise, i f  the maximum number o f random access attempts 
M max is exceeded, failure o f R ACH  transmission will be reported to the higher layer. Both 
transmission failure and successful completion o f the M A C  transmission control procedure will be 
indicated individually for each logical channel o f which data was included in the transport block set 
o f that access attempt. When transparent mode RLC is employed (i.e. for CCCH), transmission status 
is reported to RRC, while for logical channels employing acknowledged or unacknowledged mode 
RLC, transmission status is reported to RLC.
9 A  NAC K  is sent when there are not enough resources at the receiver to process the access request.
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Figure 4-8: MAC layer S-UMTS RACH transmission control procedure
84
Chapter 4. Random Access Channel Transmission over S-UMTS
Meanwhile, the physical layer is in control o f the RACH  transmissions on the access frame level. The 
physical random access procedure, as shown in Figure 4-9, is initiated upon request o f a primitive 
from the M A C  sublayer. Before the physical random-access procedure can be initiated, Layer 1 
receives the following information from the higher layers (RRC):
the preamble and message scrambling code(s);
the message length in time, either 10 ms or 20 ms;
the available spreading factors for the message part
the satellite receiver noise plus interference level
j
the CPICH (Common Pilot Channel) current transmit power level j
i
the power ramp-up increment (AP0)
the nominal down-link centre o f beam earner frequency :
the applied down-link centre o f beam frequency correction
the available signatures and R ACH  sub-channel groups for each Access Service Class (ASC )
the maximum power ramping parameter
the set o f Transport Format parameters
At each initiation o f the physical random access procedure, Layer 1 shall receive the following 
information from the higher layers (M A C ): I
the Transport Format to be used for the PRACH message part;
the ASC o f the PRACH transmission;
the data to be transmitted (Transport Block Set).
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1)
2)
3)
4)
5)
6) 
7)
8)
Randomly select the RACH' sub-channel group from die available ones for the given ASC. 
The random function shall be such that each o f the allowed selections is chosen with equal 
probability.
Derive the available access frames in the next two radio frames, defined by SFN (System 
Frame Number) and SFN + 1 in die selected RACH sub-channel group with the help o f SFN 
and Table C-5 (cf. Appendix C). Select die uplink access frame, defined by SFN, i f  there is 
one available. I f  there is no access frame available defined by SFN tiien, select die access 
frame in the following radio frame, defined by SFN +1.
Randomly select a signature from the available signatures for the given ASC. The random 
function shall be such that each o f the allowed selections is chosen with equal probability.
Set die Retransmission Counter to die maximum power ramping parameter
Set the PRACH transmission power according to the pre-computed transmission power (refer 
to Appendix C for PRACH transmission power setting).
Transmit a RACH using the selected uplink access frame, signature, and pre-computed 
transmission power.
After a predefined interval (greater than the estimated satellite round trip time), i f  the UE 
does not detect an acquisition indication on die FACH channel widi the selected UE ID, it:
7.1) Selects a new uplink access frame as derived from the sub-channel group used, as
selected in step 1.
7.2) Randomly selects a new signature from the available signatures within the given 
ASC. The random function shall be such that each o f the allowed selections is 
chosen with equal probability.
7.3) Increases die transmission power by AP0
7.4) Decreases die Retransmission Counter by one.
7.5) I f  die Retransmission Counter > 0 then repeat from step 6; otherwise informs to the 
higher layer (M AC) and exit the physical random access procedure.
I f  a negative acquisition indicator corresponding to the selected signature is detected in the 
FACH, inform to the higher layer (MAC), and exit the physical random access procedure.
Figure 4-9: S-UMTS Physical Random-Access Channel (PRACH ) transmission procedure
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4.4 Evaluation on the Impact o f Layer 2 Parameters on the R A C H  
performance for varying message size
As outlined in Figure 4-8, the M A C  sublayer is responsible for the RACH access arbitration. There 
are several control parameters enforced at the M A C , which basically govern the performance o f 
RACH  in terms o f delay, reliability and channel access control. These parameters, assigned by the 
RRC, are the persistence value P,- associated with the A S C 10, the backoff timer value, and the 
maximum number o f RACH  ramping cycles, M max. These access parameters can be fine-tuned to 
provide the necessary QoS to cater for the different services on the RACH, an issue to be examined 
later in section 4.5. While previous system level evaluations [ATB02, LIM02j have examined the 
performance o f R ACH  over S-UMTS, they have not considered the effect o f the different 
configurations o f these RACH transmission control parameters, although [ATB02] did recognise the 
importance o f this when they stated that the results obtained may probably be improved with the 
tuning o f the access parameters. Therefore, the effect o f the settings o f these different layer 2 RACH  
transmission control parameters on the R ACH  performance will be considered herein, while 
concurrently considering the impact o f varying message sizes.
4.4.1 Simulation Model Description
To evaluate the performance o f the RACH  at the system level, a multiple users system level simulator 
was developed using the OPNET tool platform. The success o f the RACH  bursts depends not only on 
the probability of signature acquisition during the RACH  preamble detection, and the probability of 
bit errors in the R ACH  message part after the channel decoding, but also on the probability o f RACH  
message collision. Hence the simulation o f the RACH  performance encompasses both layer 1 
(physical layer) and layer 2 (M A C ) procedures, as were described in section 4.3.4. In order to reduce 
the complexity o f the simulation, the approach taken is to divide the simulation into two levels, an 
approach normally taken for cellular system performance evaluation [GOZ03], -  one that deals with 
the link level performance simulates at the chip-level and the other, which deals with the system 
level, simulates multiple mobiles in a cell, employing the results from the link level simulation as 
input (cf. Figure 4-10).
10 M AC also receives from the RRC an identification o f a PRACH partition defining the available access 
frames and signatures, which are enforced at the physical layer.
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Link-level Interface System-level
Figure 4-10: Link-to-system level RACH simulator interface
At the link level, the simulations are divided into two parts: the RACH preamble acquisition and 
signature detection, and the RACH message reception. The preamble detection probability (Pd) was 
evaluated with varying received signal energy per chip-to-background noise power spectrum density 
ratio (Ec/N0) with the probability o f false alarm (P fa) set to 10'3 or less [TS 25.104]. Pd is defined as 
conditional probability o f detection of the preamble when the signal is present, while Pfa is defined as 
a conditional probability o f erroneous detection o f the preamble when the input is only noise (plus 
interference). For the RACH message part, block error rate (BLER ) vs Eb/N0 was evaluated whereby 
the BLER was modelled as the percentage o f transport blocks with errors. These link level simulation 
results are then fed as curves and look-up tables to the system level simulator, which takes into 
account multiple arrivals and collisions. To interface between the link level and system level 
simulators, Ec/N0 that corresponds to the required probability o f preamble detection, Pd, and Et/N0 
that corresponds to the required BLER for the message part were set as minimum thresholds for 
successful preamble detection and message reception, respectively. A  more detailed description o f 
the link level simulator can be found in [CAP02] and is included in the Appendix C, together with the 
link level simulation results comprising the preamble detection probability and the RACH message 
BLER.
In the system level simulator, the mobile users, distributed across a cell, communicate with a gateway 
via a transparent GEO satellite. Here it was assumed that there was only one PRACH scrambling 
code per cell and hence, only one PRACH channel was simulated. No explicit mobility was 
considered, but implicit mobility was taken into account by varying the signal strength as a function 
of the mobile speed due to fading. Also signal strength was attenuated due to path loss between the 
users and the satellite. For the interference, both the uplink interference level caused by voice users 
and other random access bursts were considered. The interference caused by the multiple random 
access burst (due to the fact that the preamble signatures are not perfectly orthogonal to each other) 
was varying and was evaluated access frame by access frame, while the interference caused by the 
voice users was assumed to be fixed during the random access burst, and thus a 3 dB increase at the 
receiver, following the assumption used in [CHOOl]. An access request was considered as successful 
if no other request that was received in the same access frame and within one chip apart selected the
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same signature (i.e. it was assumed that no actual collision would result even if  two users selected the 
same signature within the same access frame as these random access bursts would be distinguished11 
and received as long as they were offset in time by more than one chip); the received SIR o f the 
preamble exceeded a required threshold, SIRt(for successful preamble acquisition and detection), and 
the message part was decoded correctly. Here the Pdwas set to 0.9, while the BLER was set to 10'1, 
as these values are the typical target performance used in the open literature on RACH as well as in 
the 3GPP specifications. Capture effect was also considered here, in that if there were more than one 
request within one chip period selecting the same access frame and signature (and are above the 
detection power threshold), the request with the higher power was accepted if  the difference in power 
level compared to the other requests was greater than the capture ratio. The satellite fading channel 
used corresponds to a simplification12 o f the Lutz statistical model [LUT91], where the fading 
process was switched between a Rician channel, representing unshadowed areas (good channel state) 
and an off-state, representing shadowing areas (bad channel state), where everything sent during this 
period was considered corrupted. The fading environment chosen for the RACH  system level 
evaluation corresponds to a highway environment with satellite elevation o f 13°.
Before the random-access procedure was executed, the relevant information on RACH transmission, 
such as the preamble and message scrambling code, available signatures, power ramping step size, 
initial preamble power and maximum allowed PRACH transmission attempt, as well as RACH  
transmission control parameters, was configured and these values set as inputs to the simulator. When 
there was data to be transmitted (the random access message arrival was generated according to a 
Poisson process with a specified arrival rate A,), an ASC  was selected from the available set of ASCs. 
Based on a persistence algorithm, the U E  decided whether to start the transmission procedure in the 
present TTI or not. I f  transmission was allowed, the PRACH transmission procedure was initiated. 
Messages with length greater than 1 frame were segmented and put into a queue (FIFO queue) before 
being passed to the M A C  to be transmitted on the RACH. Each o f the frames (TTI o f 10 ms was used 
in the simulation) needs to be successfully acknowledged before a new one could be transmitted, i.e. 
they were transmitted sequentially only after the earlier one was successfully acknowledged [JAH93]. 
I f  no A C K  was received when the retransmission timer (set to at least the satellite round trip delay) 
had elapsed, i.e. the user did not detect an acknowledgement on the FACH  with the selected UE  
Identifier (U E  ID), this backlogged user would then retransmit the request with higher power 
according to the power ramping step size, and this was repeated until the maximum number o f L I  
PRACH procedure was reached. Then the user performed a random backoff for a random number o f
11 Nevertheless, it is impossible for the receiver to distinguish between preamble peaks from the multipath o f 
one user and peaks due to multiple users that uses the same signature and anives at the same access slot but 
with a time offset o f more than one chip.
12 This satellite channel model is also adopted by tire ETSI S-UMTS WG, as was stated in Chapter 3.
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TTIs uniformly distributed in [N Boimin, N Boimax3 and the whole PRACH transmission procedure was 
repeated until the number o f power ramping cycles, M max was reached. Whenever there was 
transmission failure or success, the output statistics and other variables were updated. It was 
assumed that there are always resources to process a RACH request, and hence N A C K 13, which is 
sent when there are not enough resources at the receiver to process the RACH message although the 
RACH preamble is successfully detected, was not simulated. The main simulation parameters are 
listed in Table 4-1 and were used in all simulations, unless otherwise specified.
The RACH  performance was investigated in terms o f message transfer delay, random access delay 
and throughput. The message transfer delay is defined to be the time from when a message is 
generated to the time the last frame belonging to this message is successfully received at the gateway; 
the random access delay is defined to be the time from when a RACH  request is generated to the time 
an acknowledgement (A C K ) is successfully received from the gateway, while the throughput is 
determined as the average number of successful R ACH  attempts per frame (10 ms). The mobile 
speed was set to 50 km/hr in all simulations, unless otherwise stated. Also the default value for 
RACH retransmission cycles M maxis 3, the persistence value P, is 1.0, and the maximum backoff 
timer value N BOimax is 0, unless otherwise stated. Note that in 95% o f all cases, confidence 
measurements confirmed that the confidence interval o f the simulation results is within 4% o f the 
expected value.
13 The impact o f sending a NAC K  or not for RACH was evaluated in [MUS03] for T-UMTS; there it was found 
that the RACH delay as well as the success rate were improved at the expense o f higher uplink interference 
when no NACKs were sent compared to when NACKs were sent.
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Table 4-1: System level simulation parameters for the evaluation o f the impact o f RACH  transmission
control parameters
Parameter Value
Message arrival rate X 1-50 messages/s
Channel model Lutz’s 2 state (Rician-OFF) 
channel model 
(Highway -  sat elev 13°)
Spreading factor 256
Coding Vz rate Convolutional coding
Retransmission timer 600 ms
Message length 10 ms
Maximum number o f L I  
PRACH  procedure
3
NBOlmin 0
Power increase for message 
ramping
3dB
Capture ratio 6dB
ITT 10 ms
4.4.2 Simulation Results
4.4.2.1 Effect of RACH Power Ramping Cycles, M max
Figure 4-11(a) and Figure 4-11(b) depict the message transfer delay as the message arrival rate varies 
for different values o f M max for message sizes o f 1 and 2 frames, and for message sizes o f 4 and 8 
frames, respectively. A s expected, the larger M max is, the higher the message transfer delay. Figure 
4-12, which depicts the random access delay, follows the same argument and hence shows similar 
trends to the message transfer delay results in Figure 4-11. Nevertheless, the advantage o f a larger 
value o f M max is that it helps to improve the success rate o f the RACH  attempt through more 
retransmissions, and hence the throughput performance increases with the value o f M max, as depicted 
in Figure 4-13.
It is also noticed that the message transfer delay and the random access delay increase with the 
message size. For example, setting M max to 3 and for a message arrival rate o f 30 per second, the 
message transfer delay for a message size o f 8 frames is 20 times higher than for a message size o f 2 
frames. This is because with increasing message size, queuing delay becomes more significant in its 
contribution to the total message transfer and random access delays. The latter frames (segments) 
belonging to the same message have to wait for the earlier frame to be successfully acknowledged 
before they can be transmitted. Hence more time is spent in the queue, waiting to be served when the 
message size becomes larger. The same observation is also made for increasing message arrival rate.
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For example, when M max is 3 and the message size is 4 frames, the message transfer delay at a 
message arrival rate of 40 per second is nearly 4 times higher than when the message arrival rate is 20 
per second. The reason for this is that as the messages arrive more frequently, they are required to 
first queue, awaiting for the earlier messages to finish their transmission on the RACH, before they 
are permitted to be transmitted. As such, most o f the delay is attributed to the time spent in the queue 
(queuing delay). Obviously, the delay can be reduced if  more than a packet is allowed to be 
transmitted at a time without waiting for the acknowledgements; for example, by having a parallel 
implementation o f the M A C  stacks as described in [ATB02]. Nevertheless with this mechanism, 
synchronization is still needed since simultaneous transmission on the physical layer is not possible 
with only one transmitter available per UE; furthermore, this parallel implementation o f M A C  stacks 
is not conformant to the 3 GPP standards, in which there exists only one MAC-c/sh entity that handles 
the common and shared channels per UE.
Overall, it can be seen that a trade-off is needed in setting the value o f M max for the optimum 
performance o f RACH  -  a higher value o f M,nax increases the success probability o f RACH  attempts, 
and hence the reliability o f the random access request is improved via more retransmissions, but the 
gain in throughput is penalised by a longer delay incurred. As such, the value o f M niax needs to be set 
accordingly to the type o f service delivered on the RACH, i.e. whether the application is delay 
sensitive or loss sensitive. It must be mentioned that the maximum allowable attempt of L I PRACH  
procedure should also be taken into account in the configuration o f M max since the number of RACH  
transmission attempt is effectively (M max x Maximum number o f L I  PRACH  procedure).
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Figure 4-11: Average message transfer delay vs message arrival rate in fading channel for different 
values o f M nm and for message size of (a) 1 and 2 radio frames (b ) 4 and 8 radio frames
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Figure 4-13: Average number o f successful attempts/frame vs message arrival rate in fading channel for 
different values o f M max and for message size o f (a) 1 and 2 radio frames (b) 4 and 8 radio frames
4.4.2.2 Effect o f  Persistence V a lu e , Pi
Here the impact o f the persistence value (transmission probability) on the RACH  performance is 
investigated. W e recall that the user decides whether to start the L I PRACH transmission procedure 
based on the persistence value, P,-. A  higher value o f P,- means that the user has a better chance of 
passing the persistency test; otherwise, i f  the user fails this test, the user needs to wait for another TTI 
before performing a further persistency check. The user is required to pass the persistency test before 
being allowed to begin its transmission on the RACH. As such, the delay performance o f RACH  is
93
Chapter 4. Random Access Channel Transmission over S-UMTS
also dependent on this transmission probability. This is illustrated in Figure 4-14 and Figure 4-15, 
which, respectively, show that the message transfer delay and the random access delay are higher for 
a smaller value o f P, (=  0.4) when compared to a higher value o f P,- (=  1.0). For example, for a 
message size o f 2 frames and at a message anival rate o f 40 per second, the message transfer delay 
for P,- =  0.4 is 7.1% higher than when P,- =  1.0. A  larger value o f P, also improves the throughput 
performance slightly, as shown by Figure 4-16. For all cases, it can be seen that the delay increases as 
the message size becomes larger and when the arrival rate is more frequent; it follows the same 
argument as before, i.e. with increasing message size and arrival rate, the queuing delay now 
becomes a major contributor to the overall delay.
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Figure 4-14: Average message transfer delay vs message arrival rate in fading channel for different 
values of persistence and for message size o f (a) 1 and 2 radio frames (b) 4 and 8 radio frames
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Figure 4-15: Average random access delay vs message arrival rate in fading channel for different values 
of persistence and for message size o f (a) 1 and 2 radio frames (b) 4 and 8 radio frames
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Figure 4-16: Average number o f successful attempts/frame vs message arrival rate in fading channel for 
different values o f persistence and for message size o f (a) 1 and 2 radio frames (b) 4 and 8 radio frames
4 .4 . 2 .3  Effect o f  M ax im um  B ack o ff T im er, N B o im a x
Here the effect o f the maximum backoff timer N Boimax is examined. W e recall that a backoff is 
performed before a new RACH  power ramping cycle is entered, i.e. after the maximum attempt in the 
L I  PRACH  transmission procedure is reached. The backoff timer is set to an integer o f 10 ms time 
interval drawn randomly (with uniform distribtution) within an interval o f N Boimin (set to 0) and 
Neoimax- Obviously, a lower N Boimax value will reduce the message transfer delay as well as the
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random access delay, as illustrated in Figure 4-17 and Figure 4-18. For example for a message size o f 
2 frames and at a message arrival rate o f 40 per second, the message transfer delay for N Boimax =  0 is 
5.5% lower than when N Boimax =1 6 . Nevertheless the throughput for the different values of N Boimax 
remains the same for a wide range of message arrival rates, as shown by Figure 4-19.
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Figure 4-17: Average message transfer delay vs message arrival rate in fading channel for different 
values o f backoff timer and for message size of (a) 1 and 2 radio frames (b) 4 and 8 radio frames
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Figure 4-18: Average random access delay vs message arrival rate in fading channel for different values 
o f backoff timer and for message size o f (a) 1 and 2 radio frames (b) 4 and 8 radio frames
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Figure 4-19: Average number of successful attempts/frame vs message arrival rate in fading channel for 
different values o f backoff timer and for message size o f (a) 1 and 2 radio frames (b) 4 and 8 radio frames
4.5 QoS Provisioning on R A C H
With a broader range o f services expected for UM TS, the number o f random access calls will 
increase and this is even more significant in the case for packet-mode services, which may require 
multiple random accesses per call. An increase in random access calls results in higher traffic 
intensity on the R ACH  and an increase in the probability o f collisions and access failure. Also, there 
will be applications transmitted over the R ACH  with different QoS requirements; for example, a 
voice call establishment requires a lower access delay than a SMS or an email delivery. Hence it is 
necessary to have QoS differentiation in R ACH  transmissions. This random access prioritisation is 
possible through allocation o f R ACH  resources amongst different ASCs. Recognising the importance 
o f prioritisation at the random access, it is therefore deemed essential to support this notion o f ASC, 
specified in T-UM TS, for use in RACH  over S-UM TS as well.
According to [TS 25.321], a maximum o f 8 ASCs can be defined, with ASC  0 being the highest 
priority (ASC  0 will be used in case of Emergency Call or for reasons with equivalent priority). M A C  
selects the ASC  if  M A C  has knowledge o f a U -R NTI (U T R A N  Radio Network Temporary Identity); 
otherwise M A C  will use the ASC  provided by the RRC. Associated with each ASC is an identifier i 
that defines a certain partition o f the PRACH  resources and an associated persistence value P,- 
(transmission probability). The PRACH partition is the division o f the sets of PRACH resources, 
namely the available preamble signatures (for FDD) and available sub-channel numbers (a subset of 
the total set o f access slots). For the satellite case, with the use o f a longer preamble o f length 36864 
chips as specified by ETSI S-UM TS-A, essentially a whole radio frame needs to be occupied; hence
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division o f the access slots/sub-channels between the different ASCs is no longer feasible. 
Nevertheless, allocation o f the signatures is still possible with 16 signatures available, as in the 3GPP 
case. This PRACH resource can be configured in two ways: overlapping or non-overlapping [TR  
25.922]. For the non-overlapping case, the allocated signatures are disjointed, while for the 
overlapping case, the signatures are shared amongst the different ASCs. It is possible for more than 
one ASC  or for all ASCs to be assigned to the same signature space i f  only a different scrambling 
code is used (note that up to 16 PRACHs, each with a different scrambling code, can be offered in a 
cell). Hence if two or more PRACHs share a common scrambling code, then each PRACH will 
obviously employ a distinct (non-overlapping) set o f available signatures, so that the PRACH that is 
used can be correctly identified from the received random access signal (preamble). Besides 
signatures/persistence value allocation, appropriate assignment o f back-off parameter(s) is also 
possible so as to have different priority on the RACH.
The resource allocation for the different ASCs has previously been investigated for the T-UM TS in 
[LINOO], in terms o f signatures, sub-channels and persistence value. Herein random access 
prioritisation through appropriate allocation o f signatures, persistence value, backoff timer and power 
ramping step size according to the ASC  is addressed for RACH  transmissions over S-UMTS so as to 
provide QoS differentiation in terms o f throughput and access delay.
4.5.1 Simulation Model Description
In order to show that service differentiation can be provided on the RACH, the PRACH resources as 
well as the Layer 2 RACH  parameters were configured accordingly to the priority of the respective 
ASCs. For the purpose o f evaluation, 4 ASCs were considered (with ASC 0 being the class with the 
highest priority and ASC  3 being the lowest priority), with their respective parameters as listed in 
Table 4-3. It can be seen that applications requiring a higher priority for transmission on the RACH  
will choose (or be assigned with) a lower value for the ASC  number, and will be allocated more 
resources than the low-priority classes. This corresponds to a higher value o f persistence and power 
ramping step size, a lower backoff parameter, and a higher share o f the signatures to choose from. 
The evaluations were performed using the system level simulator developed in OPNET, which is 
similar to that described in section 4.4.1. The main simulation parameters are summarized in Table
4-2. The performance measures are the random access throughput and delay, as already defined in 
section 4.4.1.
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Table 4-2: System level simulation parameters for the evaluation o f random access prioritisation
Parameter Value
Message arrival rate X 10- 200 messages/s
Channel model Lutz’s 2 state (Rician-OFF) 
channel model 
(Highway -  sat elev 13°)
Spreading factor 256
Coding Vz rate Convolutional coding
Mobile speed 50 km/hr
Number o f ASCs 4
Retransmission timer 600 ms
Message length 10 ms
Maximum number o f L I  
PRACH procedure
3
2
Capture ratio 6dB
TTI 10 ms
Table 4-3: Parameters for different ASCs
Parameters A S C 0 A S C I A S C  2 ASC  3
Signatures 0-6 7-11 12-14 15
Persistence 1.0 0.8 0 . 6 . 0.4
N B O lm in 0 8 16 24
N g O lm a x 8 16 24 32
Power ramping step size (dB) 5 4 2 1
4.5.2 Simulation Results
Figure 4-20 and Figure 4-21 show the throughput and random access delay, respectively, for the 
different ASCs with a message size o f 1 frame. It can be seen that there is a performance 
differentiation amongst the 4 ASCs, with the higher priority ASCs having a better relative 
performance compared to the lower priority ones. For example, when the message arrival rate is 100 
per second per priority class, the throughput for ASC  0 is 3.6% higher and the delay is 44.8% lower 
when compared to ASC  3. This is due to the fact that higher priority ASCs have more resources - 
with more signatures to choose from, there will be a lower risk o f collision, while a higher persistence 
value and a lower backoff timer value will yield a smaller overall random access delay, and a higher
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power ramping step size will improve the success probability o f the random access attempt. A ll of 
these contribute to an improved performance in the random access attempts.
Furthermore, the performance discrimination amongst the different ASCs is more obvious with an 
increased message length. This is illustrated in Figure 4-22 and Figure 4-23, where the message size 
is uniformly distributed between 1 and 4 frames. For instance, compared to a message size o f 1 
frame, the gain in throughput for ASC  0 over ASC  3 is only 3.6% at a message arrival rate of 100 per 
second per priority class, but when the message size is uniformly distributed between 1 and 4 frames, 
the gain in throughput for ASC 0 over ASC  3 is now 16% for the same arrival rate. This can be 
explained as follows: higher priority ASCs with more resources and better access parameters are able 
to schedule their RACH transmissions faster and with a better guarantee o f success, while lower 
priority ASCs with their limited resources naturally have more backlogged users due to lower success 
rate. With increasing message size, the access rate on the RACH will also increase. As a result, 
performance of ASCs with lower priority will certainly degrade more since the new access request 
cannot be served immediately, but instead will be queued, until all the backlogs are processed (i.e. 
either after they are successful or dropped when the maximum attempt is reached).
Also, it is noted that the performance differentiation amongst the different ASCs increases with 
increasing message arrival rate. For example, as shown in Figure 4-22, the gain in throughput for 
A SC  0 over ASC  3 is 6.2% at a message arrival rate o f 50 per second per priority class, however 
when the message arrival rate is increased to 100 per second per priority class, the gain in throughput 
for ASC  0 over ASC  3 is now increased to 16%. This is to be expected since as with increasing 
message size, an increased message arrival rate entails an increasing access request rate. Thus the 
ASCs with lower available resources will suffer more, since with more backlogs, the new requests 
cannot be served immediately.
From these results, it has therefore been observed that with appropriate RACH  resource allocation 
amongst the different ASCs, service differentiation in terms o f throughput and delay is possible. This 
is achieved by assigning the available signatures, persistence values, backoff timer and power 
ramping step sizes accordingly to the priority o f the access classes. The R ACH  resource allocation 
amongst the different ASCs can be further optimised i f  the allocation is adapted to the users’ 
application requirements and the characteristics o f different propagation environments.
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Figure 4-20: Average number o f successful attempts/frame vs message arrival rate per priority class for 
different access service classes (ASCs) with message size o f 1 radio frame
Figure 4-21: Average random access delay vs message arrival rate per priority class for different access 
service classes (ASCs) with message size of 1 radio frame
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Figure 4-22: Average number o f successful attempts/frame vs message arrival rate per priority class for 
different access service classes (ASCs) with message size of 1-4 radio frames uniformly distributed
Figure 4-23: Average random access delay vs message arrival rate per priority class for different access 
service classes (ASCs) with message size o f 1-4 radio frames uniformly distributed
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4.6 Proposed Schemes for S -U M T S  R A C H
As indicated in section 4.3.4, a slotted approach for random access over satellite requires a tighter 
network-wide (system) synchronization. Therein it was mentioned that strict timing synchronization 
up to an accuracy of chip level (note that with a chip rate of 3.84 Mchips/s employed in UM TS, one 
chip period corresponds to a distance o f 78.125 m or a timing precision o f 260 ns) could be achieved 
through special measures. For example, users can now experience basic GPS accuracy o f 10-20 
meters or better with the selective availability (S A )14 currently discontinued; furthermore by using a 
GPS common view technique as reported in [ESA00], a precision o f 7 ns can be achieved. With a 
synchronous access, the spectral efficiency can be improved since it is well known that the use o f 
synchronized orthogonal codes reduces the own cell multiple access interference (M A I) and thereby 
increases the network capacity in W -C D M A  systems [OUT02]. It is also recalled that the signature 
sequences used in the RACH  preamble are orthogonal in nature as they comprise Hadamard codes, 
and this orthogonality can only be exploited i f  users' synchronization has been achieved.
However with strict synchronization within the chip level, code/signature collision is more likely to 
occur since collision on the RACH  is now considered to occur whenever there is more than one 
request selecting the same signature in the same access frame. This type o f RACH collision 
assumption also holds true if  the receiver cannot resolve simultaneous arriving random access 
packets, which choose the same signatures/codes [ESM97]. It must be noted that a similar 
assumption o f this type o f ‘hard’ collision has also been used in numerous literature related to 
random access, such as [MAK92], [KAR96], [KUM97], [PAR99], [GONOO], [CHOOl] and 
[VUK01]. For the RACH, assuming only one R ACH  scrambling code is available per cell, the access 
requests transmitted from each UE  can only be separated by the 16 different signatures available. As 
a result, the maximum number o f UEs that can be supported on the RACH  essentially becomes code­
limited rather than interference-limited. An immediate solution to this is to have multiple RACH  
scrambling codes, whereby a maximum o f 16 is permitted according to [TR 25.922], but it remains 
true that the practical applicability o f this approach is limited since signals transmitted under different 
scrambling codes are non-orthogonal. This calls for a larger number o f codes for a synchronised 
slotted A L O H A  access so as to make code collision negligible.
This increase o f collision risk in the case o f a synchronous access is made worse for the satellite case 
since only one access slot per radio frame can be defined, with the adoption o f a longer preamble of 
36864 chips following the ETSI S -U M TS-A  specification, as compared to 15 access slots available 
per two radio frames in the T -UM TS (in both cases, 16 signatures are available). The effect is that
14 SA is the US Department o f Defense (DoD) intentional degradation o f GPS accuracy to civilian users, which 
was turned o ff in May 2000.
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when the access request increases, the collision risk increases further since there are less access slots 
(per frame) to select from when compared to the terrestrial case (with the 3 GPP scheme, theoretically 
15x16 users can be supported over 2 radio frames, but with the ETSI S -UM TS-A  scheme, only 2x16 
users can be supported over 2 radio frames). As a result, the RACH performance is compromised, 
especially as the access request rate increases. Thus in the light of the higher collision risk with the 
use o f synchronous uplink access over S-UMTS, modification is needed to achieve a higher access 
throughput and a lower access delay. Hence proposals are made herein to increase the available 
signatures and access slots (per radio frame) so as to reduce the collision probability.
4.6.1 Signatures with Varying Length Scheme
To reduce the probability o f code (signature) collision, a modification to the preamble structure is 
proposed to increase the number o f available signatures per access frame. This is based on using 
higher order Hadamard codes to extend the R A C H  signature sets. In the investigation undertaken, the 
new preamble sequence is built from the same complex valued sequence as defined for the terrestrial 
part, i.e. from a preamble scrambling code S pre>n and a preamble signature C SjgX, which is now 
expressed as:
C p w (k ) =  S„„,n (k  mod 4096) x C sigX(k ) x (k  =  0..32767) (4-5)
where CsigX is a sequence constructed from repetition o f signatures o f length 32, 64 and 128 chips, as 
shown below:
C sig x (i) =  Px (i moduloX), i =  0,.. .,32767 (4-6)
where Px is chosen from the sets o f Hadamard codes o f length 32, 64 and 128 chips. These codes can 
be constructed using a simple recursion, taking the 16 x 16 Hadamard matrix proposed for the T- 
UM TS as the fundamental matrix [YAR97]. The concept behind this proposal is to achieve less 
repetitions o f the signature when a longer signature is used while still keeping the preamble length 
constant. As can be seen, the generated sequence is still o f length 32768 chips and with a U W  o f 
4096 chips, the preamble length is still 36864 chips; but with the signature length now increased, 
there are more signatures available to choose from. Hence the risk o f RACH  collision is reduced 
should the random access attempt rate increase. It should be noted that having more signatures 
inherently means there will be added complexity in the receiver as more matched filters are needed. 
These schemes with signature o f 32, 64 and 128 will now on be referred to as ETSI32, ETSI64 and 
ETSI 128, respectively.
Note also that with the use o f longer signatures for the preamble, the available spreading factors (SFs) 
for the message part are now limited. This is because according to [TS 101 851-3], there is a one-to- 
one correspondence between the signatures used with the channelization codes used for the message
104
Chapter 4. Random Access Channel Transmission over S-UMTS
part. For example, using ETSI128, the signature points to one o f the 128 nodes in the code-tree for 
generation o f the channelization codes (cf. Figure 4-24). The upper branch o f the specified node 
defines the channelization code15 for the message part (cd =  C ch>256„m  where m =  2xs; s is preamble 
signature number, s =  0, 1, .. .127) and the lower branch for the control part (cc =  C chi256.m where m =  
2xs+l). Thus for ETSI128, the spreading factor that can be used for the message part is now limited 
to 256. The spreading factors available for use for the message part for the different sets of signatures 
with varying length are outlined in Table 4-4.
(a) (b)
Figure 4-24: Mapping of preamble signatures with the RACH  message channelization codes -  examples 
shown for (a) 16 chips long signature (as in ETSI) (b) 128 chips long signature (as in ETSI128)
Table 4-4: Available spreading factor for the message part (for signatures o f varying length)
Available Signatures Message Part Spreading Factors
16 256, 128, 64, 32
32 256, 128, 64
64 256, 128
128 256
15 The channelization codes are described using the label Cch SFk, where SF  is the spreading factor o f the code 
and k  is the code number, k =  0, ...,SF-L
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4.6.1.1 Sim ulation Description
For the performance evaluation comparing the proposed scheme o f varying signature length with the 
ETSI S -UM TS-A  scheme (herein referred to as just ETSI) in a synchronous uplink access, the 
simulation was again carried out at both the link level as well as at the system level. The description 
o f the link level simulator can be found in Appendix C, while the system level simulator, developed 
using the OPNET platform, is similar to that described in section 4.4.1 with the EJNo that 
corresponds to the required Pd and Eb/N0 that corresponds to the required BLER  set as minimum 
thresholds for successful preamble detection and message reception, respectively; the Pd was set to 
0.9 and the BLER to 10"1 herein. The evaluations were performed over both Additive White Gaussian 
Noise (A W G N ) and fading channels. The Gaussian channel provides the most favourable case, which 
enables the RACH  schemes to be evaluated without considering the destructive effects o f fading and 
shadowing. The satellite fading channel used, which is a simplication o f the Lutz statistical model 
with the Rician channel characterizing the good state and an off-state for the bad state, corresponds to 
a highway environment with satellite elevation o f 13° and a percentage shadowed time o f 24% 
[LUT91]. In the fading environment, the U E  was assumed to be moving at a speed o f 90 km/hr. Note 
that in both the link and system level simulations, the received signals from the different users were 
assumed to be synchronized at the gateway, and neither U W  nor Doppler compensation techniques 
were employed. The main simulation parameters are summarized in Table 4-5. The performance 
comparison was evaluated according to the following parameters:
• Goodput
Defined as the ratio of number of successful R ACH  attempts to the total number of RACH  
transmissions.
• Throughput
Determined as the average number of successful R ACH  attempts per frame (10 ms).
• Delay
R ACH  delay is defined here as the time from when a R ACH  request is generated to the time an A C K  
is successfully received from the gateway.
• Failure Probability
R A C H  failure probability is the probability that the R ACH  attempt fails after M max attempts.
Note that in 95% o f all cases, confidence measurements confirmed that the confidence interval o f the 
simulation results is within 4% of the expected value.
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Table 4-5: System level simulation parameters for the evaluation of the signatures of varying length
Parameter Value
U E  arrival rate X 1-16 attempts per frame
Channel model A W G N  (with interference) &  
Lutz’s 2 state channel model 
(Highway -  sat elev 13°)
Spreading factor 256
Coding Vi rate Convolutional coding
Retransmission timer 600 ms
Message length 10 ms
Maximum number o f L I 3
PRACH procedure
M m a x 2
N B O lm in 0
N g o im a x 8
Power increase for message 3dB
ramping
Capture ratio 6dB
Persistence 1
TTI 10 ms
4.6.1.2 Sim ulation Results and Discussion
Link level simulation results (cf. Appendix C ) revealed that when extending the set o f signatures to 
32, 64 and 128, the preamble detection performances do not change significantly in terms o f the 
required SIR as compared to that o f the ETSI case. Hence the number o f available signatures can be 
increased per access frame without degrading the preamble detection performance. Figure 4-25 to 
Figure 4-28 illustrate the goodput, throughput, delay and RACH failure probability performances, 
respectively, comparing the proposed varying signature length schemes with the ETSI scheme when 
coherent detection was employed in an A W G N  channel. Similar results to the coherent case were 
observed for the differential scheme (not shown) since the required Ec/N0 for the preamble detection 
is low and very similar for both preamble detection schemes (cf. Appendix C).
As can be seen, at low arrival rates, the proposed schemes, ETSI32, ETSI64 and ETSI128, show 
performance close to those o f the ETSI scheme. However, as the access rate increases, the 
performance o f the ETSI scheme degrades due to collisions, whereas the performance o f the schemes 
with the extended signature sets does not degrade significantly, even at high access rates. Hence 
improvements in the proposed schemes over the ETSI scheme increase as the access request rate
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increases. For instance, when the access rate is 4 per frame, the average throughput o f ETSI 128, 
ETSI64 and ETSI32 is 6.3%, 6.1% and 4.6% higher than ETSI, respectively, while the delay is 
reduced by 259 ms, 237 ms and 185 ms, respectively. When the access rate is 16 per frame, the gain 
in throughput o f ETSI128, ETSI64 and ETSI32 over ETSI is increased to 375%, 360% and 170%, 
respectively, while the delay has decreased by 1048 ms, 872 ms and 259 ms, respectively.
Figure 4-25: Goodput vs arrival rate comparing Figure 4-26: Average number of successful
signatures of different lengths in AW G N  for attempts/frame vs arrival rate comparing signatures
synchronous uplink access o f different lengths in AW G N  for synchronous
uplink access
Figure 4-27: Average random access delay vs arrival Figure 4-28: RAC H  failure probability vs arrival
rate comparing signatures o f different lengths in rate comparing signatures o f different lengths in
A W G N  for synchronous uplink access AW G N  for synchronous uplink access
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Figure 4-29: Goodput vs arrival rate comparing Figure 4-30: Average number o f successful
signatures o f different lengths in highway fading attempts/frame vs arrival rate comparing signatures
environment for synchronous uplink access of different lengths in highway fading environment
for synchronous uplink access
Figure 4-31: Average random access delay vs arrival Figure 4-32: RAC H  failure probability vs arrival
rate comparing signatures of different lengths in rate comparing signatures o f different lengths in
highway fading environment for synchronous uplink highway fading environment for synchronous uplink 
access access
Similar observations were made over the highway fading environment, as depicted by Figure 4-29 to 
Figure 4-32. From these results, one can conclude that the ETSI 128 scheme is the most robust 
amongst the schemes, as its performance does not degrade much with the increasing access requests. 
This is not surprising since ETSI128, with the largest number o f signatures available to choose from, 
has the least risk o f collisions. Note however that with ETSI128, the spreading factor that can be used 
for the message part is now limited to 256. This spreading factor, corresponding to a channel bit rate 
of 15 kbps, should be sufficient for signalling purposes and short data bursts, and it can be supported
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by all terminals without limiting the system coverage. Should a higher bit rate be required (which 
means a lower value of spreading factor has to be used), then either the ETSI64 or ETSI32 scheme 
can be used, albeit a lower performance gain is obtained when compared to the ETSI128 scheme, but 
on the whole, either scheme is still much better than the ETSI scheme.
4.6.2 Increased Access Slots Availability Scheme
With the increased risk o f collision due to the reduced access slots availability (only one access slot 
can be defined per frame) for the satellite case, it is proposed here to increase the number of access 
slots in relation to reducing the size o f the preamble sequence. With this proposal, which we shall 
refer to as ETSI3AS, there are now 3 uplink access slots available per radio frame, each spaced 
12800 chips apart, as shown in Figure 4-33.
12800 chips  
<---------------------►
I--------1-------1------- 1
Slot#0 Slot#l Slot#2
Radio frame: 10 ms 
«  ►
Figure 4-33: Random access slot numbers and spacing for ETSI3AS scheme
A  total o f 4 RACH  sub-channels, where each denotes a set of uplink access slots that are time-aligned 
with P-CCPCH frames, can be defined with this scheme. The access slots o f the different RACH  sub­
channels are illustrated in Table 4-6 (this table will be used to derive the available uplink access slots 
as in step 2 o f the PRACH transmission procedure depicted in Figure 4-9).
Table 4-6: Available access slots for different RAC H  sub-channels for ETSI3AS scheme
SFN modulo 4 of 
corresponding P- 
CCPCH frame
Sub-channel number
0 1 2 3
0 0 1 2
1 4 5 3
2 2 0 1
3 3 4 5
With the change to the access slot duration, the preamble length consequently will have to be 
modified as well, whereby a preamble length o f 12288 chips16 is suggested. The preamble is still built
16 This preamble length corresponds to a 3-times repetition o f the preamble as defined in the 3GPP.
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from the same complex valued sequence as defined for the terrestrial part, i.e. from a preamble 
scrambling code Spre)I1 and a preamble signature CSigY, which can be expressed as
..It It..j(T+~k)Cplw(k) = Sptt„ (k mod 4096)x CsisY (k) x e « » ,(k = 0..122B7) (4-7)
where CsigY is a sequence constructed by repetitions o f 768 times o f a signature o f length 16 chips 
(Ps(n), n=0,...15).
_  f  Ps(i modulo 16), z =  0..8191CsigY (0 ~ j
I (-1) Ps(i modulo 16), i = 8 192..12287
V. h (4-8)
The signature is still from the set o f 16 Hadamard codes and is used, at the receiver, to identify the 
channelization codes used for the message part17. The U W  has been replaced by a subset o f the 
sequence with inverted sign, similar to the SAT -C D M A  scheme, which can be used to inform the 
receiver o f the end time o f the preamble or the beginning time o f the message part as well as to detect 
the user’s signature.
4.6.2.1 Sim ulation Description
To evaluate the performance o f the proposed scheme, simulations were performed at both the link 
and system levels. The description o f the link level simulator can be found in Appendix C, while the 
system level simulator, developed in OPNET, is similar to that described in section 4.4.1. The 
parameters and assumptions as well as the performance metrics employed were as those reported in 
section 4.6.1.1. In 95% o f all cases, confidence measurements confirmed that the confidence interval 
o f the simulation results is within 4% o f the expected value.
4.6.2.2 Sim ulation Results and Discussion
From the link level results shown in Appendix C, it is observed that ETSI3AS requires a higher SIR 
for preamble detection than ETSI, as expected, since a longer preamble will perform better in terms 
o f probability o f detection. Although the detection probability is worse than ETSI by several dBs, the 
required SIR o f the proposed preamble for the target Pd is still not excessively high in both the 
A W G N  and Rician channels, and hence performance improvements at the system level can be 
expected since more access slots are available with the proposed scheme. These are illustrated from 
Figure 4-34 to Figure 4-37, which show the goodput, throughput, delay and RACH failure probability 
results in an A W G N  channel, respectively, and from Figure 4-38 to Figure 4-41 for the performance 
comparison in a highway fading environment.
17 Only after die preamble is successful received at the receiver, will the message part be assigned to a 
correlation receiver for the reception o f the message part.
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Figure 4-34: Goodput vs arrival rate comparison 
between ETSI and ETSI3AS schemes in A W G N  for 
synchronous uplink access
Figure 4-36: Average random access delay vs arrival 
rate comparison between ETSI and ETSI3AS 
schemes in AW G N  for synchronous uplink access
Figure 4-35: Average number of successful 
attempts/frame vs arrival rate comparison between 
ETSI and ETSI3AS schemes in AW G N  for 
synchronous uplink access
Figure 4-37: RAC H  failure probability vs arrival 
rate comparison between ETSI and ETSI3AS 
schemes in AW G N  for synchronous uplink access
It is seen that at low access rates, both ETSI and ETSI3AS schemes have very similar performance. 
However, as the access rate increases, the performance of the ETSI scheme degrades more than 
ETSI3 AS due to increased collisions. Hence it is clearly observed that improvements in our proposal 
over the ETSI scheme increase as the access request rate increases. For instance in a A W G N  channel, 
when the anival rate is 6 attempts/frame, the goodput and throughput o f ETSI3AS is 119% and 
15.3% higher than ETSI, respectively, whereas the delay is 445 ms lower. However when the access 
rate is 12 attempts/frame, the gain in goodput and throughput of ETSI3AS over ETSI is increased
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more than 10 fold and 191%, respectively, while the delay is now reduced by 516 ms. From the 
results obtained, it appears that the deficit in the lower preamble detection probability achieved with 
the proposed scheme is traded-off with a gain in lower RACH  collision risk.
Figure 4-38: Goodput vs arrival rate comparison 
between ETSI and ETSI3AS schemes in highway 
fading environment for synchronous uplink access
Figure 4-40: Average random access delay vs arrival 
rate comparison between ETSI and ETSI3AS 
schemes in highway fading environment for 
synchronous uplink access
Figure 4-39: Average number of successful 
attempts/frame vs arrival rate comparison between 
ETSI and ETSI3AS schemes in highway fading 
environment for synchronous uplink access
Figure 4-41: RACH  failure probability vs arrival 
rate comparison between ETSI and ETSI3AS 
schemes in highway fading environment for 
synchronous uplink access
When compared to the varying signature length scheme, it can be seen that ETSI3AS has a better 
system performance than ETSI32, but is worse than ETSI64 and ETSI128. This is expected since the
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ETSI3AS scheme can theoretically support 3x16 users per frame whereas ETSI32, ETSI64, and 
ETSI 128 can support up to 32, 64, and 128 users per frame respectively. Nonetheless, the advantage 
o f this scheme compared to the scheme with extended signature sets remains that it requires a 
minimum set o f matched filters, and hence less complexity in the receiver, and is able to utilize a 
wider range o f spreading factors for the message part (from SF=32 to SF=256).
4.7 Conclusion
The trend in wireless communication is moving towards higher interactivity between users (for 
example interactive games). This, together with a broader range o f services envisaged for third 
generation mobile communication systems, means that the number o f random access calls is expected 
to increase. This is even more significant in the case o f packet-mode services, which may require 
multiple random accesses per call. An increase in random access calls results in higher traffic 
intensity on the RACH, and therefore an increase in the probability o f collisions and access failure 
with RACH being contention-based. In view of this (besides the well-known fact that reverse link has 
a smaller capacity compared to that o f the forward link), it is thus o f great importance to design the 
uplink RACH  access scheme properly so as to be able to efficiently support the expected increase of 
uplink traffic over the RACH  in the (near) future.
In this chapter, the study o f random access schemes based on a Slotted-ALOHA approach for S- 
UM TS has been addressed. Having reviewed the R ACH  procedure and structure defined by 3 GPP for 
T-UM TS and examined existing work for S-UM TS that caters for the peculiarity o f the satellite 
environment, including contributions from the ETSI S -UM TS-A  and the Korean SAT-CDM A, the 
RACH procedures for S-UMTS at both the M A C  and the physical layers were specified in detail. 
Through simulation, the impact o f the different layer 2 RACH  transmission control parameters on the 
performance o f R AC H  over S-UMTS for varying message sizes has been demonstrated, and the 
possible resulting trade-offs in setting their values have been identified. It is recommended to have 
these RACH transmission control parameters configured accordingly to the type o f service to be 
delivered on the RACH; for example a higher value o f M inax is better suited for applications that are 
delay tolerant so as to ensure a higher reliability. It was also shown that different QoS could be 
provided on the R ACH  by classifying RACH  transmissions to different ASCs. By assigning the 
available PRACH resources and RACH transmission control parameters accordingly to the priority of 
the access classes, it has been demonstrated that service differentiation in terms o f throughput and 
delay can be achieved. The RACH  resources allocation amongst the different ASCs can be further 
optimised if  the allocation is adapted to the users' service requirements and characteristics o f the 
different propagation environments.
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In the case o f a synchronous reverse link operation, which provides a network capacity gain when 
synchronization at the chip level can be achieved, code/signature collision becomes more likely to 
occur. As such, the limitation on the number o f users that can be supported on the RACH is now due 
to code-book restrictions, and with fewer access slots per frame that can be defined for S-UMTS, the 
collision risk increases further. Hence two schemes have been proposed to decrease this risk o f 
code/signature collision. The first scheme modifies the ETSI S -UM TS-A  defined preamble structure 
by using higher order o f Hadamard codes so as to extend the signature set. It was observed that the 
performance in terms o f the probability o f preamble detection does not degrade with this scheme of 
varying signature length when compared to the ETSI S -UM TS-A  scheme. Hence it can be concluded 
that the detection probability o f the preamble does not depend on the length o f the signature but 
instead on the length o f the preamble. With more signatures available per frame, better system 
performances can be achieved, giving higher goodput and throughput, and lower access delay and 
failure probability compared to the ETSI S -UM TS-A  scheme. This shows that there is a need for a 
larger number o f codes/signatures when the receivers at the gateway cannot resolve simultaneous 
arriving random access packets that choose the same signatures; otherwise a lower number o f codes 
are sufficient assuming the gateway/base station RACH receiver's ability to discriminate and 
synchronise to multiple random access packets with the same 'access frame-preamble sequence' 
combination. To reduce the probability o f collision, the second scheme increases the number o f 
access slots in relation to reducing the size o f the preamble sequence. It was found that the lower 
R ACH  collision risk gained is at the expense o f a lower preamble detection probability due to the 
usage o f a shorter preamble. Nevertheless it was shown that for the target Pd, the required SIR for this 
preamble is still not excessively high in the environments simulated. Therefore with more access slots 
per frame available, system level performance results revealed that a significant gain over the ETSI 
scheme could be obtained with the proposed scheme as the access request rate increases. Comparing 
these two proposed schemes, which can both increase the RACH  capacity, the increased access slot 
availability scheme gives a better performance than ETSI32, but is worse than ETSI64 and ETSI128. 
Nevertheless, similar to the ETSI S -UM TS-A  scheme, ETSI3AS requires less complexity in the 
receiver and is able to use a lower spreading factor (down to SF-32) compared to the scheme with 
extended signature sets.
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C h a p t e r  5
5  P e r f o r m a n c e  o f  S I P - b a s e d  S e s s i o n  
E s t a b l i s h m e n t  o v e r  S - U M T S  N e t w o r k
5.1 Introduction
As mentioned in Chapter 2, the 3GPP has selected SIP as the session establishment protocol for the 
IP Multimedia Core Network Subsystem (IM S) introduced as part o f the 3 GPP Release 5 
specifications. However, up to now, little as yet is known about the session setup performance based 
on SIP over the wireless interface. The performance is now not only compromised by the 
request/response nature o f SIP and its large message size, but is also affected by the higher wireless 
channel bit error rate. With SIP being a transaction-based protocol, the session setup delay can be 
large as it typically takes a number of round hip times to conclude a SIP setup session; this is made 
worse when transversing a satellite due to the longer propagation delay. Also with SIP being 
generous in size, SIP message does not easily fit onto one radio transport block and be transmitted 
over the air in one-shot; instead several radio transport blocks will be needed to transmit a whole SIP 
message with segmentation performed at the lower layers. Furthermore (without retransmission at the 
link-layer), a segment that is lost due to the unreliable wireless channel means that the whole SIP 
message cannot he recovered. Thus, the retransmission o f the whole message needs to be taken care 
o f at the session-layer according to the SIP reliability mechanism (when operating over an unreliable 
transport).
Few papers are available in the open literature on SIP call setup. The major one is by Eyers and 
Schulzrinne [EYEOO], who performed a simulation study o f the call setup delays based on the UDP  
delay and loss traces drawn from the public Internet (fixed-network), while Kamioka and Yamada 
[KAM 01] looked at the call setup performance based on the 3GPP-based IP network architecture but 
only from the impact o f the processing time and the utilization o f the (SIP) servers, and the network 
delay of the IP network. Most recently, Foster et al. [FOS03] presented results for SIP call setup 
delays over the terrestrial-UMTS and proposed a text-based message compression technique to 
reduce the delay over the radio access network; nevertheless, the impact o f the wireless link errors 
was not taken into account. For the satellite case on the other hand, to our best knowledge, no work 
has been earned out previously in the evaluation o f call setup based on SIP. Previous work on call
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establishment for an IP-based satellite network has only been based on the ITU Q.931 protocol 
[FANOO], [FAN01] and H.323 [HOLOl].
Thus to fill the vacuum in this area, we proposed to evaluate the performance of SIP-based session 
establishment over the S-UMTS, taking into account not only the larger propagation delay over the 
satellite but also the impact o f the UM TS radio interface. To improve the session setup performance 
in an error-prone radio link, a link layer retransmission based on the acknowledgement mode (A M ) 
mechanisms defined in the UM TS Radio Link Control (RLC ) specification [TS 25.322] is also 
incoiporated. RLC is a very versatile protocol with a range o f parameters and timers, which can be 
reconfigured. W e examine the variations o f the RLC parameters and retransmission options and their 
implications on the SIP session establishment system performance under different channel 
conditions.
5.2 SIP-based Session Establishment
There are several key procedures involved before an IMS session can be established. Upon switch on, 
a U E  performs an RRC Connection, an elementary procedure to establish a radio control connection 
between the UE and the radio access network [TS 25.331]. After having transited from RRC Idle 
mode to RRC Connected mode, the U E  performs Iu signalling connection setup sequence for sending 
Non-Access Stratum (N A S ) messages (these include Service Request/Response via the Initial Direct 
Transfer procedure, Authentication and Ciphering Request/Response via the Direct Transfer 
procedure, and Security Mode procedure) between the U E  and the SGSN. The UE  then needs to 
perform registration, which is mandatory in UM TS before the U E  can initiate or terminate a session. 
This is unlike the IP world, as mentioned in Chapter 2, where registration is only needed for user- 
terminated sessions in order for SIP messages to reach the user. There are 2 levels o f registration, 
namely registration at the bearer level, i.e. with the GPRS network, whereby the UE  obtains its IP 
address, and registration at the application layer, i.e. with the IMS. Registration with the IMS is done 
so that not only can the UE  be reached for terminating sessions and services (user availability), but 
also the UE  can be pre-authenticated early and assigned to a particular serving proxy, whereby the 
user service profile is downloaded for that user to trigger. The current working assumption in 3GPP 
is that authentication is done during registration (i.e. prior to session establishment) so that the 
authentication procedure does not contribute to the overall session setup time. Furthermore, a 
charging ID is created during this stage so that the U E  can be possibly billed for the resources used.
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5.2.1 Registration
Figure 5-1: Registration procedure
Figure 5-1 shows a high-level version o f the registration procedure [TS 23.221]. By performing the 
bearer level registration by sending a GPRS Attach, mobility management contexts are set up 
between the UE and SGSN, and the UE transitions from PM M  (Packet Mobility Management)- 
Detached state to PMM-Connected state [TS 24.008]. After registering with the IP Core Network, the 
UE  then activates a PDP Context procedure - a common GPRS procedure to establish an IP path 
between the UE and the network (GGSN ), whereby an IP address is activated for the UE, as well as 
to indicate the desired QoS profile. The activation o f the PDP context causes the Session 
Management (SM ) state to change from inactive to active. This primary PDP context can later be 
used for IMS-related signalling; note that the UE can either choose to use a general purpose PDP 
context or a dedicated PDP context for SIP signalling (by setting the IM  C N  Subsystem Signalling 
Flag) to carry IMS-related signalling. As mentioned in Chapter 2, the creation of secondary PDP 
contexts (while using the same IP address as the primary PDP context) can be triggered should a need 
arises to establish a bearer needing a different QoS profile, for example for different media 
components.
The UE then performs the P-CSCF discovery procedure [TS 23.228] using either one o f the 
following mechanisms - the P-CSCF address is transferred within the PDP Context Activation 
signalling to the UE from the G G SN  (sent transparently through the SGSN); or Dynamic Host 
Configuration Protocol for IPv6 (DHCPv6) is employed to provide the UE with the domain name of 
a P-CSCF and then a DNS query is performed to resolve the P-CSCF name to an IP address. Finally 
the UE performs the application level registration by sending a SIP REGISTER (including the IP 
address it has obtained via PDP Context Activation) to the discovered P-CSCF. The P-CSCF
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forwards the registration onto the U E ’s home network, whereby a S-CSCF is assigned. On success of 
the registration, the S-CSCF informs the HSS and the HSS stores the S-CSCF name for that 
subscriber for the puipose of routing mobile terminated calls to the S-CSCF.
5.2.2 End-to-End Session Establishment Signalling Flow
Once the U E  has performed the application level registration, the UE  can start multimedia services 
using call control procedures based on SIP. Figure 5-2 depicts an example of an end-to-end session 
establishment signalling flow for a mobile originated voice call1 to a fixed user over the Internet (a 
SIP user agent). It is assumed that the U E  is located within the service area o f the network operator to 
whom the U E  subscribes and that the U E  has already setup an RRC connection and activated a 
primary PDP context which is used to carry the IMS related signaling. It is also assumed that the UE  
has performed registration with both the GPRS network as well as with the IMS network.
As can be seen from Figure 5-2, the session establishment can he complicated as it involves a great 
deal o f signalling exchange, which involves not only SIP related messages (for example INVITE, 
PRACK, 180 ringing), but also RSVP messages (for example PATH and RESV) and UMTS-specific 
procedures (for example Radio Bearer Setup and Modify PDP Context Request). SIP session setup 
basically comprises o f four distinct phases
• Session invitation
The session invitation phase (steps 1-5) starts with the calling party2 sending a SIP INVITE to the 
called party2, and the calling party receiving a 100 Trying response from the SIP servers as an 
indication that the network is in the process o f routing the invitation to the destination. An initial 
Session Description Protocol (SDP), which provides the session information (for example list of 
codecs supported, bandwidth requirements, and port numbers), is included in the INVITE  
message.
* Session negotiation and resource reservation
The next step is the reservation phase (steps 6-48), of which the necessary resources are reserved, 
after the media characteristics for this session have been finalized through SDP negotiation 
between the calling and the called party. After the called party has sent a reliable 183 Session 
Progress provisional response which contains the media stream capabilities o f the called party, 
the calling party acknowledges it with a PRACK  request and this is answered by a 200 OK
1 A  voice call is shown here, as it is simple and intuitive; tire procedure is similar i f  it were instead a multimedia 
session establishment.
2 Here for a mobile originated session, the calling party and called party refers to the UE and the fixed user, 
respectively.
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response. The resource reservation procedures then proceed, whereby in this case RSVP3 is 
added to the GPRS bearer establishment procedures [TS 23.060], with no Service-based local 
policy (SBLP) [TS 23.207].
Here the QoS procedures in the fixed user are triggered by the application layer (SIP/SDP) QoS 
requirements, whereby the application QoS requirements are mapped down to create an RSVP  
session. Upon receiving the RSVP PATH  message, the UE maps the IntServ QoS parameters 
down to the PDP context QoS profile and initiates an ‘Activate (Secondary) PDP Context’ 
request containing the UM TS QoS parameters to the SGSN. SGSN checks if  the subscriber is 
entitled to use such a QoS profile; i f  so and i f  the SGSN has adequate resource, U S R A N  will be 
signalled to establish a Radio Access Bearer (R A B ) based on the call QoS request. U SR AN  
performs internal admission control and resource reservation, and if successful, a RAB  will be 
setup. SGSN now sends a (secondary) PDP context activation request to the GGSN. I f  GGSN has 
adequate resources, a transport connection, i.e. a tunnel is setup between the SGSN and GGSN  
and a (secondary) PDP context with the requested QoS capabilities is established between the UE  
and GGSN. The U E  sends the RSVP RESV message to the GGSN, which is forwarded all the 
way back to the remote user (to indicate that actual resources in the network elements are 
committed). Since RSVP established only one direction at a time, the same procedure needs to be 
earned out in the reverse direction, starting with the U E  sending a RSVP PATH message to the 
remote user. Upon receiving a response from the remote user in the form o f a RSVP RESV  
message, the U E  sends a ‘Modify PDP Context’ request to the SGSN with the necessary 
modification to UM TS QoS parameters4. The SGSN sends the corresponding ‘Update PDP 
Context Request’ message to the GGSN. As in the secondary PDP context activation, the GGSN  
authorizes the PDP context modification according to the local operator's IP bearer resource 
based policy, the local operator’s admission control function and the GPRS roaming agreements 
and sends an ‘Update PDP Context Response’ message back to the SGSN. The RAB  
modification is then performed by the R AB  Assignment procedure. When the SGSN sends a 
‘Modify PDP Context Accept’ message to UE, the modification o f the secondary PDP context 
and the associated RAB are finally complete.
When the resource reservation is accomplished (upon the completion o f the bearer establishment 
for the media streams; here it is the RTP/RTCP (RTP Control Protocol) flow), the calling party 
sends an UPDATE request to the called party indicating that the resource reservation was
3 Note (hat the flow depicting the interaction between QoS and GPRS bearer establishment procedures for 
support o f IM  Services as shown here is an example o f one possible signalling sequence, as alternative 
signalling sequences are also possible, as listed in [TS 23.207].
4 Note that the modify stage can be omitted i f  die established secondary PDP context is sufficient at the first 
place.
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successful in the local segment. The called party responds with a 200 OK carrying an SDP, which 
indicates that the resource reservation was successful both in the local and the remote segment. 
Though the resource reservation phase is considered to be the most complex part o f the session 
establishment, its addition to the IM S session setup is nevertheless necessary, especially in a 
wireless environment, to achieve the required (end-to-end) QoS for conversational calls. It is also 
to ascertain that the transport bearer for the media stream is available when the called party 
answers, so as to avoid the annoying case o f a user answering a ringing phone only to find that 
there is no speech path available. Furthermore, it enables early tones and announcements (for 
example ring tone 01* busy tone) to be played back to the calling party (using the bearer setup for 
the media stream) prior to the call being answered.
• Session offering
Once the appropriate resources for the network and radio access bearers are available, the session 
offering phase begins (steps 49-57) with the called user alerted to the incoming call, and the 
calling party being informed by the 180 Ringing provisional response. The calling party 
acknowledges the 180 Ringing provisional response with a PRACK request, which in turn is 
responded by the called party with a 200 OK  response.
• Session connection
Finally* the session is connected (steps 58-63) when the called party answers the call, and a 200 
O K  final response is sent. The calling party acknowledges the 200 O K  by sending an A C K  
message and can now start the media flow for this session.
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Figure 5-2: SIP session setup message sequences for mobile originated call to fixed user
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5.3 U M T S  Radio L ink Control Overview
The 3 GPP R LC -A M  is based on a hybrid sliding window ARQ protocol with selective 
acknowledgments (SA C K ) and negative acknowledgments (N AC K ); it is also at times referred to as 
multiple-reject ARQ. It provides segmentation and retransmission and is capable o f in-sequence 
delivery, duplication detection and piggyback control information.
Segmentation is performed if  the received RLC  SDU is larger than the length of available space in 
the A M  mode data (A M D ) PDU. The A M D  P D U  size is a semi-static value that is configured by 
upper layers and can only be changed through re-establishment o f the R LC -A M  entity by upper 
layers.
SN=1. P=0
(a) (b)
Figure 5-3: R LC -AM  STATUS report triggering -  (a) Solicited (b ) Unsolicited
Retransmission o f PDUs, which have not been successfully received at the receiver, is performed 
when the sender receives a feedback from the receiver in the form o f a STATUS report5. Each 
STATUS report consists o f one or more STATUS PDUs. Acknowledgment confirmation o f received 
PDUs as well as those that are not successfully received is indicated in this report. Status report is 
sent as a control PDU, which has a higher priority for transmission than the A M D  PDUs; STATUS  
PDUs can also be piggybacked onto an A M D  PD U  if  space permits. A  STATUS report is triggered 
when either a polling request, made by marking the polling bit of outgoing A M D  PDUs, is received
5 Retransmission can also occur when one o f the polling mechanisms, "tinier based" or "timer poll", triggers a 
poll to be transmitted and the only way to transmit the poll is to perform a retransmission (i.e. no new PDU is 
available to cany the poll).
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or a missing A M D  PD U  is detected6 when a ‘missing PDU indicator’ option is configured (Figure
5-3). The former method is known as solicited STATUS report, while the latter is known as 
unsolicited STATUS report. There is a third trigger based on a timer, known as the timer based 
STATUS report transfer, whereby the receiver triggers the transmission o f a status report to the 
sender periodically. Note that an A M D  PD U  can only be transmitted up to a maximum number o f 
times equal to the parameter, (M axDAT -  1), after which an SDU discard procedure is initiated; the 
peer entity is informed o f this via a Move Receiving Window super field (M R W  SUFI) (in a 
STATUS report) so that all the A M D  PDUs belonging to the discarded SDU are removed and the 
reception window are updated accordingly at the peer entity. Note that i f  the ‘No_discard after 
M axDAT number of transmissions’ option is configured, then the RLC reset procedure is initiated 
instead.
There are various polling triggers, which can be configured, as specified in [TS 25.322].
• Last PDU  in buffer
A  poll is triggered when the last A M D  PD U  scheduled for transmission is sent.
• Last PDU in retransmission buffer
A  poll is triggered when the A M D  PDU, which is the last o f the A M D  PDUs scheduled for 
retransmission, is sent.
• Poll timer.
A  poll timer is started when a PD U  containing a poll is sent. I f  the criterion for stopping the timer 
has not occurred before this timer expires, a poll is triggered.
• Every Poll_PDU PDU.
A  counter is incremented by 1 every time an A M D  PD U  (including both new and retransmitted) 
is transmitted; when it becomes equal to the parameter Poll PDU, a new poll is transmitted and 
the counter is reset.
• Every Poll_SDU SDU.
A  counter is incremented by 1 for an SDU when all the A M D  PDUs each carrying a part o f this 
SDU have been transmitted at least once; when it becomes equal to the parameter Poll_SDU, a 
new poll is transmitted (in the first transmission o f the A M D  PD U  that contains the last segment 
o f the SDU ) and the counter is reset.
6 Although error indication may be provided by L I to L2 via CRC (provided that the RLC PDUs are mapped 
one-to-one onto the TBs) [TS 25.302], here it is assumed that out o f sequence SN (sequence number) is the 
only trigger for "missing PDU" since it is felt that i f  there is a CRC error indication for the TB, then such PDU 
should be discarded since the SN o f that PDU cannot be ascertain to be valid.
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• Window based.
A  poll is triggered when the calculated transmission window percentage is greater or equal to the 
parameter Poll_Window.
• Timer based.
A  poll is triggered periodically.
The triggering o f these different polling mechanisms should be configured properly to avoid deadlock 
situations. Also there is a trade-off in the frequent sending of these polling requests. On the one hand, 
a fast polling request can improve the delay performance, as the acknowledgement feedback delay is 
reduced. However, on the other hand, extra bandwidth is consumed since STATUS report will be 
generated more often and these occupy the link bandwidth on the reverse link. Also this overhead can 
degrade the throughput as well as the delay o f the A M D  PDU sent on the reverse link since control 
PD U  has precedence over them.
Since there is a potential risk o f the network being overwhelmed by excessive polling requests7 (as 
the different polling options can he present simultaneously), a poll prohibit timer can be configured to 
prohibit too frequent polling. The poll prohibit timer is started along with the poll timer when an 
A M D  PD U  with the poll bit is sent. No polling is allowed until the poll prohibit timer expires; only 
one poll is transmitted when it expires, even i f  several polls were triggered during the time it was 
active.
To avoid buffer overflow and to reduce the maximum acceptable delay, an SDU discard function is 
performed. There are two alternative operational modes detailed in the specifications for RLC-AM : 
‘SDU discard after M axDAT number o f transmissions’ and ‘Timer based discard, with explicit 
signalling’. This first option keeps the SDU loss rate constant at the cost o f a more variable delay 
(dependent on the channel rate and condition), while the latter option though can control the exact 
maximum delay for each SDU (hence, it is insensitive to channel rate and condition variations), the 
SDU loss rate increases as SDUs are discarded.
As can be seen, RLC is extremely flexible and can be configured in several ways. Nevertheless, with 
a multitude o f different options, parameters and timers, it can be a formidable task in fine-tuning 
them given their close interactions.
7 There are also mechanisms which can configured to prohibit excessive STATUS report generation, namely 
‘STATUS prohibit’ and *EPC (Estimated PDU Counter) mechanism’ ; note that STATUS reports containing 
certain SUFIs, for example MRW  SUFI, are not prohibited.
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5.4 Performance Evaluation on the Effect of L ink Layer Retransmission 
based on R L C -A M  on Session Setup
As was shown in section 5.2.2, the session establishment procedure for IMS can be complex (due to 
numerous signalling exchanges), and with the inherent characteristics o f SIP being transactional- 
based and generous in size, the performance o f SIP-based session setup will be largely compromised 
when transported over the unreliable wireless links and even worse when a satellite path (with a 
larger propagation delay) is involved. Most o f the work to improve the performance o f IMS  
signalling over the UM TS radio interface have so far only been concerned with compression 
techniques [WES02, FOS03]. Within the 3GPP itself, the necessity for the definition o f RABs for 
IMS has been acknowledged and that special handling o f SIP signalling RAB is required in order to 
efficiently support IMS services [R3-030979]. The requirements for SEP signalling bearer has already 
been identified [R2-020697], [R3-030979]; among the requirements to be met include the guarantee 
that the SIP signalling R AB  has a higher priority than that o f the RABs carrying user plane traffic but 
lower priority than signalling connections (for example RRC, N A S  signalling), SIP Signalling RAB  
experiences similar delay and reliability performance as any other signalling connections, and the 
utilization o f radio resources are optimised. Nevertheless, up to now, the RABs for IMS have yet to 
be defined with the study/work still in early stages.
With this in mind, the intention behind this study is to investigate the impact o f the UM TS radio 
interface on the performance o f an end-to-end SEP session setup over a satellite component for 
various link error conditions. More specifically, the work focuses on the implications of incorporating 
a link layer retransmission based on the R LC -A M  to improve the session establishment performance. 
Retransmission performed at the link layer for recovery o f wireless losses is generally faster than the 
one performed end-to-end at the upper layer; here it is assumed that the end-to-end retransmission is 
performed by SIP, which provides its own reliability mechanism when operating over unreliable 
transport protocol, such as U D P8. This is because the link layer timer is much smaller than the SIP 
retransmission timer. Furthermore, local retransmission can be more efficient than end-to-end 
retransmission as it can be tuned to the characteristics o f the wireless links, and also it avoids 
unnecessary retransmissions from source to destination since it handles the problem at the link level, 
where the loss actually occurred9. Moreover, as the implementation o f local retransmission is 
confined to the wireless edges (at the data link layer), i.e. at the UEs and RNC, link layer approach
8 Though RFC 3261 has mandated the use o f TCP and UDP, most o f the SIP devices available still implements 
UDP due to its simpler operation (note that die support o f UDP was made compulsory by RFC 2543 (obsolete 
version o f RFC 3261), but not TCP).
9 It is assumed that error rates on state-of-the-art fixed-networks can be safely neglected; furthermore, resources 
at the wireline links can normally be over-provisioned.
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has the main advantage o f fitting naturally into the layered structure o f the IP network stack, and can 
improve the reliability o f transmission independent o f the higher-layer protocols, i.e. without 
requiring any changes to SIP10.
Nevertheless, due to link layer protocols operating independently from higher layer protocol, the 
interaction between the link-layer transmission and end-to-end transmission can become complicated, 
and competing transmissions can easily arise if  the setting o f timers at the two layers is incompatible, 
which may lead to poor system performance and resource utilization.
5.4.1 Simulation model description
With the multitude o f protocols involved in the session setup procedure, and also with various timers 
and mechanisms interacting with each other in a single protocol (an example is the RLC protocol), an 
analysis o f the combination o f these issues in a variable channel condition is difficult to be quantified 
analytically, i f  at all possible. Therefore we have resorted to simulation, which is also capable o f 
exploring the system behaviour in the presence o f very complex parameter settings, instead o f having 
the need to make simplified assumptions as is usually done in an analytical approach (for example 
assuming error-free acknowledgement messages [LAU02]). So to assess the performance o f SIP- 
based session establishment over S-UMTS incorporating R LC -AM , a system level simulator was 
developed in OPNET. The signalling sequences, as depicted in Figure 5-2, were modelled according 
to their protocol behaviour as detailed in their respective specifications (for example PRACK [RFC  
3262], UPDATE [RFC 3311], RSVP11 [RFC 2205], PDP Context Activation &  Modification [TS 
23.060], [TS 24.008], and Radio Bearer Setup &  Reconfiguration [TS 25.331]). For the RLC, we 
have enabled both the segmentation and the in-sequence delivery options. From the various options 
of polling triggers, we only consider the following in our simulations: last PDU in transmission 
buffer, last PDU  in retransmission buffer and timer based (Timer Poll). For the SDU discard 
function, the 'SDU discard after M axDAT number o f transmissions' is chosen in our study, while for 
the STATUS report, we have disabled the timer based STATUS transfer. For the choice o f SUFI 
fields to use within a STATUS PDU, which is implementation dependent, an Acknowledgement 
SUFI is used to indicate the received A M D  PDUs, while a List SUFI is used to indicate the missing 
A M D  PDUs. The main simulation parameters (the description o f these can be found in Appendix D )
10 The need for SIP modification is less desirable due to large-scale deployment problem, as fixed terminals, 
which serve mainly the wired connections, are unlikely to incur the overhead o f wireless enhancement o f all 
connections just for the benefit o f a few wireless connections.
11 Note that there exist several enhancements to the RSVP (for example mechanisms which reduce processing 
overhead requirements o f refresh messages and eliminate the latency incurred when an RSVP message is lost 
[RFC 2961]), which were not taken into account in our study, as we are interested only on the impact o f RLC 
protocol on session setup.
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are summarized in Table 5-1, and are used in all simulations, unless specified otherwise. Note that the 
values used for these parameters are either those recommended or typical values as listed in the 
respective specifications.
Table 5-1 Simulation parameters settings
SIP Timer, T1 2s Timer T33 80 30s
SIP Timer, T2 16s Timer T3381 8s
SIP Timer, T4 17s RLC Window Size 1024
RSVP R  Value 30s RLC Poll Timer 0.8s
RSVP K  Value 3 RLC Poll Prohibit Timer 1.6s
Maximum Transmission 
o f Activate Secondary 
PDP Context Request & 
Modify PDP Context 
Request
5
RLC MaxDAT 4
TTI 10 ms
Data Rate 32 kbps
Since the main aim o f the study is to investigate the impact o f the radio interface on the session setup 
performance, it was assumed that there is no loss in the fixed network. The round-trip delay over the 
UM TS IP Core Network was assumed to be 150 ms [HOL02], while the mean one-way Internet 
delay and its standard deviation are 50 ms and 7 ms, respectively [KOS98]. The processing time per 
SIP message in each server is 25 ms [FOS03] while the RLC processing time was assumed to be 15 
ms for both uplink and downlink communications [TR  25.853]. The mobile satellite channel model 
used was a simplification of the Lutz statistical model [LUT91], where the fading process is switched 
between a good state (unshadowed areas) and a bad state (shadowing areas). In the bad state, 
everything that is sent is assumed to be corrupted, while in the good state, the successful reception o f 
the packet depends on the BLER, which is uniformly distributed. Thus the channel model used was 
essentially an ON-OFF model with a certain BLER characterising the O N  state, and the transition 
between the good and bad states is characterized by a two-state Markov chain.
The message sizes for the session setup sequences follow the ones in [GP-000508] and are listed in 
Table 5-2. Since IPv6 is adopted in IMS, all the messages sent on the Radio Bearer (RB) have an 
UDP/IPv6 header o f 48 bytes and a PDCP header o f 3 bytes, while messages sent over the Signalling 
Radio Bearer (SRB) do not incur these header overheads. These higher layer messages will be passed 
to the RLC, where the A M D  PD U  size is set to 320 bits. RB and SRB messages are sent to the M A C  
layer via the DTCH and DCCH logical channels, respectively. These dedicated logical channels are 
later mapped to the DCH  transport channel, before being finally sent over the air interface via the 
DPDCH. Note that with our choice o f configurations, there is always a one-to-one or one-to-many 
SDU to PDU (s) mapping, and the RLC PDUs12 are mapped one-to-one onto the TBs.
12 It is assumed herein that only one RLC PDU is transmitted per TTI.
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Table 5-2 Typical message size for session establishment
Message Radio Bearer 
Type
Length
(bytes)
1. INVITE RB 620
8. 183 Session Progress RB 500
9. PRACK RB 250
14. 200 OK (PRACK) RB 300
16. RSVP: PATH (flowspec) RB 128
17. Uplink Direct Transfer 
(NAS: Activate Secondary 
PDP Context Request)
SRB 275
20. Radio Bearer Setup SRB 10
21. Radio Bearer Setup 
Complete
SRB 5
26. Downlink Direct Transfer 
(NAS: Activate PDP Context 
Accept)
; SRB 20
27. RSVP: RESV (flowspec) RB 148
29. RSVP: PATH (flowspec) RB 128
32. RSVP: RESV (flowspec) RB 148
33. Uplink Direct Transfer 
(NAS: Modify PDP Context 
Request)
SRB 275
38. Radio Bearer 
Reconfiguration
SRB 10
39. Radio Bearer 
Reconfiguration Complete
SRB 5
42. Downlink Direct Transfer 
(NAS: Modify PDP Context 
Accept)
SRB 20
43. UPDATE RB 620
48. 200 OK (UPDATE) RB 450
51. 180 Ringing RB 230
52. PRACK RB 250
57. 200 OK (PRACK) RB 300
60. 200 OK RB 450
61. ACK RB 230
The performance metrics measured in this study are based on the call setup quality, which relates to 
what the user experiences when a call is made [LAI02]; they are the call setup delay and call 
blocking probability. Parameters measured at the link layer, i.e. the RLC SDU and PDU delays, are 
also used as performance indicators. The call setup delay is defined here to be the interval between 
entering the last dialled digit and receiving a ringback [EYEOO], i.e. from the time the INVITE is sent 
until a 180 Ringing message is received. As defined in [LAI02], the call blocking event13 occurs 
when the user decides to abort the call after the setup delay becomes excessively long; here it is 
governed by both the protocol timers and the maximum attempt o f the transmission o f each higher
13 Call blocking event can alternatively occur when the call attempt is denied by the network admission 
controller due to insufficient resources.
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layer messages. The RLC SDU delay14 is measured from the time at which the messages from higher 
layers are delivered to the RLC at the transmitter until the time the messages are correctly 
reassembled at the receiver. The RLC PDU delay14 is defined from the time an RLC AM D PDU is 
first transmitted to the time it is correctly received at the receiver or aborted after the maximum 
number o f allowed retransmissions. Each point o f  the results obtained represents the average 
performance over 20000 calls15.
5.4.2 Simulation results and discussion
W e first analyse the effect o f  increasing the message size on the SIP performance, comparing the 
difference when a transparent RLC and an RLC-AM  mode is used in different channel conditions. 
For this, the SIP INV ITE  method has been used for the evaluation as it is deemed to be the most 
important method in SIP [RFC 3261] since it is the only method used to establish a session between 
participants, and also it normally contains the description o f the session to be setup (and hence the 
size o f SIP INVITE messages can be large).
Figure 5-4 shows the message transfer delay for the SIP INVITE at BLERs o f 0% and 10%. The 
results at BLER =  0% represents the best-case scenario and serves as performance comparison. As 
expected, the message transfer delay increases as the message size increases. It can be seen that the 
transfer delay o f the IN V ITE  request is substantially reduced with RLC-AM , as compared to when no 
link-layer retransmission is employed, whereby the delay reduction increases as the message size 
increases. This is because without retransmission at the link-layer, a segment that is lost means that 
the whole message cannot be recovered at the receiver side and thus, the retransmission (o f the whole 
message) is taken care o f  at the session-layer, according to the SIP reliability mechanism (when 
operating over an unreliable transport such as UDP). However with RLC-AM  in operation, only 
those blocks, which are missing, are retransmitted by the link layer; hence the transfer delay o f  the 
SIP message does not increase dramatically with the message size.
14 Note that RLC SDU delay only recorded results for successful RLC SDUs, while RLC PDU delay also 
included the delay for unsuccessful PDUs, i.e. those that have reached their maximum attempt of transmissions.
15 The run length of 20000 (independent) calls provides adequate reliability as this number of observations is 
found to be sufficient in obtaining a high confidence in the estimate of the system performance with a moderate 
(acceptable) computation run time.
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Figure 5-4: SIP INVITE transfer delay with and without RLC-AM
Figure 5-5: RLC SDU discard rate with and without RLC-AM
The RLC SDU discard rate for different BLERs is depicted in Figure 5-5. It is evident that with RLC- 
A M  in place, the SDU discard rate is reduced considerably compared to when a transparent RLC 
mode is used. This is because with RLC -AM  retransmission working hand-in-hand with SIP’s own
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reliability mechanism, more losses can be recovered, as compared to having to rely only on SIP. Also 
as expected, the SDU discard rate is increasing with the message size, and the increment is more with 
transparent RLC mode. This is because when the message size increases, there will be more RLC 
PDUs per SDU; hence the chances o f  having more PDUs in error and the probability o f those PDUS 
not been able to be recovered before the maximum transmission attempt is reached increases.
W e then proceed to compare the performance with and without the RLC-AM  mode set for the 
complete session establishment signalling. The evaluation was performed with Tg00d (mean sojourn 
time in good state) set to 6s and Tbad (mean sojourn time in bad state) equal to 0.5s for different 
values o f  BLER encountered in the good state. It can be seen from Figure 5-6 and Figure 5-7, 
respectively, that the session setup delay and the call blocking probability have been significantly 
reduced when the RLC-AM  mode is configured, where the reduction is more as the BLER increases. 
The performance improvement with RLC-AM  is attributed to the fact that with a link layer 
retransmission in place, the error recovery can be performed faster, and hence a lower session setup 
delay can be obtained; and since link layer retransmission can act an additional reliability scheme to 
the upper layers, lower call blocking probability is acquired. These results clearly exemplify the need 
o f  an efficient link layer retransmission mechanism in order to attain an acceptable session setup 
performance over S-UMTS based on the SIP protocol, especially as channel conditions worsen. With 
reference to the call setup measurement carried out within the EC funded SUMO (Satellite UMTS 
Multimedia Trails Over Integrated Testbeds) project [W Y A 00] 16} where the delay obtained over a 
(emulated) CDMA-based GEO S-UMTS was around 26s, and the call setup delay reported in [HE96] 
17 which was found to be 13.1s and 8.6s for MEO (Medium Earth Orbit) and LEO (Low  Earth Orbit) 
satellites, respectively, it can be established that the SIP session setup delay attained herein is still 
within an acceptable range18 (note that the SIP-based session establishment delay over T-UMTS as 
reported in [GP-000508], [FOS03] is already approximately 7-8 seconds, and yet therein possible 
retransmissions needed due to channel errors were not considered). Hence with the presence o f a link 
layer retransmission based on RLC-AM , it is feasible to establish multimedia sessions over (a GEO)
S-UMTS using the SIP protocol.
16 The signalling used was not IP-based, but instead the call setup procedure was specific to the project.
17 The signalling was based on the GSM circuit-switched call setup sequence, which utilises the SS7 protocols.
18 It must be noted that the ‘comparisons’ made here should be considered as indicative only, as exact 
comparison cannot be done due to differences in the signalling and assumptions made.
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Figure 5-6: Session setup delay comparison with and without RLC-AM (Tg00d = 6s, Tbad = 0.5s)
Figure 5-7: Call blocking probability comparison with and without RLC-AM (Tgood = 6s, Tbad = 0.5s)
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5.4.2.1 Effect of Solicited/Unsolicited STATUS Report Trigger
Here we examine the implications o f  different STATUS Report trigger configurations on the session 
setup system performance. Figure 5-8 to Figure 5-15 show the results for two STATUS report trigger 
settings, one with solicited feedback set and the other with both the solicited and unsolicited 
STATUS report options configured. The comparison was evaluated with T good ranging between 0.5 
and 10s, and Tbad equal to 0.5, 2 and 4s for different BLER encountered in the good channel state.
Figure 5-8: Session setup delay comparison with 
different STATUS report trigger for BLER = 1% in 
good state
Figure 5-9: Session setup delay comparison with 
different STATUS report trigger for BLER = 10% in 
good state
Figure 5-10: Call blocking probability comparison 
with different STATUS report trigger for BLER = 
1% in good state
Figure 5-11: Call blocking probability comparison 
with different STATUS report trigger for BLER = 
10% in good state
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The session setup delay for BLER o f  1% and 10% are depicted in Figure 5-8 and Figure 5-9, 
respectively. It is evident that by having both the unsolicited and solicited STATUS report options 
set, the session establishment delay is reduced compared to only having the solicited feedback set. 
Also with both the unsolicited and solicited STATUS report trigger configured, the reduction in the 
session setup delay increases as the channel deteriorates, i.e. when the T bad value increases and also at 
a higher BLER. This is because by incorporating unsolicited feedback on top o f solicited, the missing 
PDUs can be recovered faster since retransmissions o f missing PDUs can be performed before 
polling.
The call blocking probability for BLER o f  1% and 10% in the good state are depicted in Figure 5-10 
and Figure 5-11, respectively. It can be seen that there is little reduction in the call blocking 
probability when the BLER is 1%, but when the BLER is increased to 10%, the call blocking 
probability reduction is clearly shown by having the unsolicited option set in addition to the solicited 
feedback since the error recovery can be expedited.
The same observation and reasoning holds true for both the RLC SDU delay (Figure 5-12 and Figure
5-13) and the RLC PDU delay (Figure 5-14 and Figure 5-15), in that when the channel condition is 
good (high T good value and a low Tbad and/or BLER value) there is little difference in performance, 
but with both the unsolicited and solicited feedback options set, the reduction in both the RLC SDU 
and PDU delays increases as the channel gets worse, as compared to just setting the solicited 
feedback option. For example, by referring to Figure 5-12 for a Tg0Qd value o f  3s and BLER o f 1%, 
the combined solicited and unsolicited scheme gives a reduction in the SDU delay by 20.3% over the 
solicited scheme when Tbad is 0.5s, but when Tbad is increased to 2 and 4s, the delay reduction is now 
21% and 21.2%, respectively. Also when the BLER is increased to 10% as depicted by Figure 5-13, 
when T good is 3s and Tbad is 2s, the gain in delay reduction achieved by the combined solicited and 
unsolicited scheme is now 37.5% (as compared to 21% when BLER =1% ).
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Figure 5-12: RLC SDU delay comparison with Figure 5-13: RLC SDU delay comparison with
different STATUS report trigger for BLER = 1% in different STATUS report trigger for BLER = 10% in 
good state good state
Figure 5-14: RLC PDU delay comparison with Figure 5-15: RLC PDU delay comparison with
different STATUS report trigger for BLER = 1% in different STATUS report trigger for BLER = 10% in 
good state good state
5.4.2.2 Influence of Poll Prohibit Timer
Our next task is to investigate the effect o f  poll prohibit timer on the performance. First we consider 
the case where we compare the performance with the poll prohibit timer set with the other extreme, 
i.e. when there is no poll prohibit timer activated. Figure 5-16 to Figure 5-23 show the results for this 
first scenario with T g00d ranging between 0.5 and 10s, and Tbad equal to 0.5, 2 and 4s for different 
BLER encountered in the good channel state. The results presented here are with the solicited 
STATUS report feedback only (results for the combined solicited and unsolicited STATUS report 
trigger scheme can be found in Appendix E).
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Figure 5-16: Session setup delay comparison with 
and without poll prohibit timer for BLER = 1% in 
good state
Figure 5-17: Session setup delay comparison with 
and without poll prohibit timer for BLER = 10% in 
good state
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Figure 5-18: Call blocking probability comparison 
with and without poll prohibit timer for BLER = 1% 
in good state
Figure 5-19: Call blocking probability comparison 
with and without poll prohibit timer for BLER = 
10% in good state
The results illustrate that better performance is achieved when the poll prohibit timer is not 
configured (similar to the poll prohibit timer set to a minute value). This is because with the poll 
prohibit timer configured, the recovery o f  missing PDUs is delayed since a STATUS report, which 
indicates the missing PDUs to be retransmitted, cannot be sent until a poll is received, and that 
request cannot be made until the poll prohibit timer expires. This resulted in a higher PDU delay, 
which eventually leads to a higher SDU delay and the overall session setup delay. In addition, when 
retransmission at the link layer is deferred for too long, higher layer protocols timers, for example 
SIP timer A, may timeout. I f  the maximum transmission attempt o f  any o f these higher protocols is 
reached, the call setup cannot be completed successfully and this leads to a higher blocking
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probability (call setup failure). Also the performance improvement for the case without the poll 
prohibit timer set, over the one with the poll prohibit timer configured, increases as the channel 
condition gets worse due to the more rapid recovery process o f  the missing PDUs.
Tbad = 0.5s - With Poll Prohibit Timer 
Tbad = 2s - With Poll Prohibit Timer 
Tbad = 4s - With Poll Prohibit Timer 
Tbad = 0.5s - Without Poll Prohibit Timer 
Tbad = 2s - Without Poll Prohibit Timer 
-0- Tbad = 4s - Without Poll Prohibit Timor
4 5 6
Tgood (s)
Figure 5-20: RLC SDU delay comparison with and 
without poll prohibit timer for BLER = 1% in good 
state
Figure 5-21: RLC SDU delay comparison with and 
without poll prohibit timer for BLER = 10% in good 
state
Tgood (s)
Figure 5-22: RLC PDU delay comparison with and 
without poll prohibit timer for BLER = 1% in good 
state
Figure 5-23: RLC PDU delay comparison with and 
without poll prohibit timer for BLER = 10% in good 
state
After comparing the effect o f having the poll prohibit timer disabled and enabled, we now consider 
the scenario when the poll prohibit tinier is configured, where the impact o f setting different values 
for this timer is investigated. Figure 5-24 to Figure 5-27 show these results for different values o f  poll 
prohibit timer (expressed in terms o f poll timer) for different BLER experienced in the good state 
when Tgood is 6s and Tbad equal to 2s. The results presented here are with the solicited STATUS report
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feedback (results for the combined solicited and unsolicited STATUS report trigger scheme can be 
found in Appendix E).
It can be seen that poll prohibit timer with lower values give a better performance in terms o f delay 
since the error recovery can be performed faster as it is not impeded by the prohibit timer as much as 
the ones with higher values. Note that, essentially the recovery speed o f  the missing PDUs is a 
function o f the poll prohibit timer and the propagation delay (as well as channel condition); with the 
satellite propagation delay already fixed, a low poll prohibit timer can lead to a considerable decrease 
in the total session setup delay. For example, when the BLER is 10%, the session setup delay is 
reduced by more than 27s when a poll prohibit timer o f 3 times the poll timer value is used, as 
compared to a poll prohibit timer o f  5 times the poll timer value. Also, the call blocking probability is 
higher with a higher value o f  poll prohibit timer; this can be explained with the same reasoning as 
before, i.e. the higher layer protocols may time out before the missing PDUs can be fully recovered 
by the link layer, and this could lead to call setup failure when the higher layer protocols reach their 
maximum transmission attempt. It is further observed that the performance degradation is more 
severe when the channel condition worsens. This is because with the transmission o f the AM D 
PDUs, which may contain the polling requests, and the STATUS reports now more susceptible to 
wireless errors, more retransmissions are needed before the successful reassembly o f  an SDU, 
therefore making the effect o f  a large poll prohibit timer more pronounced. Note that the observations 
made here that lower values o f  prohibit timer give better performance are different from the ones 
made in [JOSOO]; the reason being that in [JOSOO], the source activity is high and hence frequent 
polling causes more STATUS reports to be generated and these feedback, which have higher priority 
than new PDUs, causes the TCP delays to increase. This adverse effect o f  a higher frequency polling 
is not observed herein since, unlike TCP traffic, the source activity for session setup signalling 
sequences is low with them being transactional based.
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Figure 5-24: Session setup delay for different 
prohibit timer values (prohibit timer values are 
given in terms of poll timer value) (Tg00(1 = 6s, Tbad 
2s)
Figure 5-25: Call blocking probability for different 
prohibit timer values (prohibit timer values are 
given in terms of poll timer value) (Tg00d = 6s, Tbad = 
2s)
Figure 5-26: RLC SDU delay for different prohibit 
timer values (prohibit timer values are given in 
terms of poll timer value) (Tg00d = 6s, Tbad = 2s)
Figure 5-27: RLC PDU delay for different prohibit 
timer values (prohibit timer values are given in 
terms of poll timer value) (Tg00d = 6s, Tbad = 2s)
5.4.2.3 Effect of the Maximum Number of Allowed Transmissions, MaxDAT-1
The effect o f  the maximum number o f allowed (local) transmissions (o f each PDU) is investigated 
next since it is always argued that the increase in the number o f  retransmissions at the link layer is 
done at the expense o f a higher end-to-end delay; hence we would like to find out i f  the increase in 
the RLC-AM  retransmission attempts has an detrimental effect on the overall SIP-based session 
establishment performance. The ARQ  mechanism in RLC-AM  is not fully reliable since there exist a
140
Chapter 5. Performance of SIP-based Session Establishment over S-UMTS Network
maximum o f retransmissions (according to [TS 25.331], the maximum value o f MaxDAT is 40; so 
the maximum number o f allowed retransmission is limited to 38). Figure 5-28 to Figure 5-31 show 
the results for different values o f  M axDAT when T g00d is 6s and Tbad equal to 2s for different values 
o f  BLER experienced in the good state.
It is observed from Figure 5-30 that the RLC PDU delay increases with the M axDAT value, as 
expected. Nevertheless with more retransmissions, the link becomes more reliable, as is shown by the 
lower SDU discard rate19 (Figure 5-31). Although increasing the maximum number o f  link layer 
retransmission increases the delay encountered at the RLC layer, the interesting finding is that it does 
not have a negative effect on the global session setup performance; instead it gives a lower session 
setup delay and call blocking probability (Figure 5-28 and Figure 5-29), where the performance 
difference among each o f the M axDAT value increases with the BLER. With more retransmission 
performed at the link layer, the missing PDUs are more likely to be recovered before the 
retransmission at the higher layer is triggered, which not only takes a longer time, but may cause the 
call setup to fail when the higher layer protocols reach their maximum attempt.
Figure 5-28: Influence of MaxDAT parameter on Figure 5-29: Influence of MaxDAT parameter on call
session setup delay (Tg00d = 6s, Tbad = 2s) blocking probability (Tgood = 6s, Tbad = 2s)
19 SDU discard rate is defined to be the percentage o f  SDUs, out o f the total number o f SDUs transmitted, 
which are discarded after the maximum number o f  transmission o f  the AM D  PDU is reached.
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Figure 5-30: Influence of MaxDAT parameter on Figure 5-31: Influence of MaxDAT parameter on 
RLC PDU delay (Tg00d = 6s, Tbad = 2s) RLC SDU discard rate (Tg00d = 6s, Tbad = 2s)
5.4.2.4 Influence of RLC AMD PDU Size
W e now investigate the impact o f the different RLC PDU sizes on the performance. Figure 5-32 to 
Figure 5-39 compare the results for PDU size o f 320 and 640 bits (these two sizes being the typical 
values for RLC PDU) with T good ranging between 0.5 and 10s, and Tbad equal to 0.5, 2 and 4s for 
different BLER encountered in the good channel state. The results presented here are with the 
solicited STATUS report feedback.
With a larger PDU size, the number o f  PDUs obtained after the segmentation o f higher layer 
messages (SDUs) will be lesser than the one employing a smaller PDU size. This not only decreases 
the transmission delay o f a SDU, but also it reduces the probability o f the PDUs belonging to a SDU 
to be in error. As a result, a PDU size o f  640 bits gives a better performance than a PDU size o f  320 
bits, where the performances gain increases as the channel deteriorates, i.e. when the Tbad and/or 
BLER value increases.
142
Chapter 5. Performance of SIP-based Session Establishment over S-UMTS Network
-®- Tbad = 0.5s; RLC PDU size = 320 bits 
-O- Tbad = 2s; RLC PDU size = 320 bits 
•© ■ Tbad = 4s; RLC PDU size = 320 bits 
-T- Tbad = 0.5s; RLC PDU size = 640 bits 
-V- Tbad = 2s; RLC PDU size = 640 bits 
<7 ■ Tbad = 4s; RLC PDU size = 640 bits
1 1 1 i
k \
: % i i :
-o- Ttrad = 
-o« Tbads
0.5s; RLC PDU size = 320 bits 
2s; RLC PDU size = 320 bits 
4s; RLC PDU size = 320 bits • 
0.5s; RLC PDU size = 640 bits 
2s; RLC PDU size = 640 bits 
4s; RLC PDU size = 640 bits .
0 : ' : : : \ \ : :
-T- Tbad = 
-V Tbad =
j \ y : :V\ \: v :\\: \ V : .....-if
✓ 
d
/y
.... I Y l X L . X . ...
:\  V  T v  j
.....; A J > ±
V .  : ^
tea*
w..
'"X
EES 
,__
_ _ i i i i
2....... ?.... ■:.....
4 5 6
Tgood (s)
4 5 6
Tgood (s)
Figure 5-32: Comparison of session setup delay with 
different RLC PDU sizes for BLER = 1% in good 
state
Figure 5-33: Comparison of session setup delay with 
different RLC PDU sizes for BLER = 10% in good 
state
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Figure 5-34: Comparison of call blocking probability Figure 5-35: Comparison of call blocking probability 
with different RLC PDU sizes for BLER = 1% in with different RLC PDU sizes for BLER = 10% in
good state good state
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Figure 5-36: Comparison of RLC SDU delay with 
different RLC PDU sizes for BLER = 1% in good 
state
Figure 5-37: Comparison of RLC SDU delay with 
different RLC PDU sizes for BLER = 10% in good 
state
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Figure 5-38: Comparison of RLC SDU discard rate 
with different RLC PDU sizes for BLER = 1% in 
good state
Figure 5-39: Comparison of RLC SDU discard rate 
with different RLC PDU sizes for BLER = 10% in 
good state
5 .5  C o n c lu s io n
The provision o f IP-based multimedia services via the IMS is one o f the attractive features in UMTS. 
With SIP chosen by 3 GPP as the end-to-end IP signalling protocol for establishing multimedia 
sessions in UMTS, it is essential to support SIP over S-UMTS as well so as to attain an end-to-end 
seamless communication and to achieve maximum commonality with the IP-based terrestrial UMTS 
network. In this chapter, we have evaluated the performance o f SIP-based session establishment over 
the S-UMTS. Due to the inherent characteristics o f SIP signalling being transactional-based and
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generous in size, the transport o f these packets over the radio interface is not efficient and when 
transversing the error-prone wireless link with a larger satellite propagation delay, the session setup 
performance can be severely compromised; for instance, a higher call setup delay and failure is 
attained, which may not be acceptable to the current end-users who have become accustomed to the 
circuit-switched voice service. Hence to improve the SIP-based session setup performance, the issue 
o f  incorporating a link layer retransmission based on the RLC-AM  mechanisms was addressed, and 
the implications o f the different settings o f  the RLC parameters and retransmission options on the SIP 
session establishment under various chamiel conditions were examined.
With the presence o f retransmission at the link layer (RLC), it has been shown that the session setup 
performance can be substantially improved since (part of) the link-related losses are concealed from 
the SIP sender through local retransmission. For example, at a BLER o f 5%, the session setup delay 
has been substantially reduced to 25 s with RLC-AM , from 84s without RLC-AM, which would 
otherwise have meant that supporting SIP-based session setup over S-UMTS is not going to be 
feasible. From our study, it was found that the configuration o f RLC protocol timers and parameters 
not only have direct impact on the RLC performance, but also on the overall SIP session setup system 
performance. By adding unsolicited STATUS report trigger on top o f  solicited feedback, the 
responsiveness o f RLC is increased as those PDUs that are missing can be reported back to the sender 
more quickly. With a much more speedy error recovery process, the session setup delay as well as the 
call blocking probability are effectively reduced, and this effect is even more pronounced in a more 
hostile environment where the reduction in setup delay and failure can be up to 35s and 15%, 
respectively. Also, the error recovery can be speeded up by having smaller values for the poll prohibit 
timer (or total disabling the poll prohibit timer in the extreme case). This configuration brings about a 
more frequent polling request, which is crucial in a bad channel condition as it enables the sender to 
know the status o f  its PDU transmission more promptly and consequently take the appropriate action 
when missing PDUs are reported. Although higher frequency o f polling comes at a price, in that with 
STATUS reports being generated more often, the throughput and the delay o f  the AM D PDU sent on 
the reverse link can be degraded (since control PDU has higher priority), this adverse effect is not 
observed here for session setup signalling sequence, which has a low source activity (due to its 
request-response nature). Although having more RLC attempts increases the delay observed at the 
link layer, the overall end-to-end SIP session setup delay and call setup failure are effectively reduced 
since the errors can be recovered by the link layer, in some cases (by the appropriate setting o f 
M axDAT), before the upper layer protocols retransmission schemes are triggered. For instance, 
reductions o f  up to 38s in session setup delay and 50% in setup failure are achieved when MaxDAT 
is doubled from 4 to 8. A  larger PDU size means that an SDU can be segmented into fewer PDU 
blocks. With this, not only the transmission delay o f  the SDU is decreased (with the assumption that 
one PDU is transmitted per TT I), but also the probability o f  the PDUs belonging to an SDU are in
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error is lowered. Hence it has been demonstrated that with proper configuration o f RLC parameters 
and retransmission options, session establishment based on the SIP protocol can work acceptably 
well over S-UMTS with performance comparable to the one obtained using the circuit-switched call 
setup sequence.
As can be seen, the RLC parameter tuning and optimization are critical to ensure the efficient use o f 
the precious radio resources and to produce high performance. Nevertheless, given the various 
options and multitude o f  parameter settings to configure, the optimization o f  these parameters can 
appear to be significantly challenging given their complex interactions with each other. The work 
presented here has served as a preliminary step towards the whole study and evaluations o f SIP-based 
session establishment over S-UMTS network with more work needed to investigate the interaction 
between the retransmission performed by the RLC-AM  and by the higher layers (this is presented in 
the next chapter), so as to have a better understanding o f cross-layer protocol interactions. It is further 
envisaged that with suitable compression techniques [FOS03], the session setup performance can be 
further improved.
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Chapter 6
6 R L C  Protocol Enhancem ent for Session 
Estab lishm ent over S -U M T S
6.1 In t r o d u c t io n
In this chapter we consider some o f the problems with the current implementation o f the RLC-AM, as 
defined in the UMTS specifications, for transactional-based applications such as the session 
establishment procedure, where these problems are further magnified when a satellite link with a 
larger propagation delay is involved. W e then propose schemes to mitigate these inefficiencies and 
compare their performance with the current UMTS RLC-AM  procedure. In the last section, we 
investigate the problem o f  the possible competing error recovery between the higher layers (end-to- 
end retransmissions) with the lower layers (local retransmissions). More specifically, we look into the 
interaction between the session layer (SIP) own reliability mechanisms with the link layer (RLC ) 
retransmission scheme, and study different schemes to minimize the undesirable effect o f  both layers 
responding to the same loss events. This is made possible by making SIP and RLC to be ‘more co­
operative’ through different degrees o f  awareness between these two error recovery schemes 
operating at different layers.
6 .2  I n e f f i c ie n c y  o f  C u r r e n t  U M T S  R L C - A M  P r o c e d u r e
Two problems have been identified when applying the current UMTS RLC-AM  procedure for 
session establishment. The first one occurs for the scenario when the last segments o f PDUs 
belonging to an SDU do not reach the receiver. Since there are no new SDUs (unless there are upper 
layer retransmission) transmitted at the mean time (where the last PDU o f the new SDU can carry the 
poll bit and the retransmissions o f the missing PDUs can then proceed after a solicited STATUS 
report is received), a poll w ill only be triggered after the expiry o f the poll timer. According to the 
current RLC specification [TS 25.322], i f  there is no PDU scheduled for transmission or 
retransmission (and when the 'Configured_Tx_Window_Size' is less than 2048), either a PDU which 
has not yet been acknowledged by the peer entity is selected or the PDU with SN equal to VT(S)-1 is 
chosen for retransmission, in order to transmit a poll. I f  the first option is chosen (here we choose the
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PDU which has been in the retransmission buffer the longest1), this will cause a very slow error 
recovery process; since the receiver has no information o f the last PDU actually sent by the sender, 
this w ill require multiple poll timeout to actually recover all the missing ‘ last’ PDUs o f the SDU. 
This is made worse when a satellite link is involved, as the poll timer is typically set to be at least one 
round-trip time for the delivery o f  a PDU. For the second option, with the selection o f PDU with SN 
equal to VT(S)-1 for retransmission, there is no longer the problem o f the long error recovery process 
as experienced by the first option. Nevertheless, the choice o f retransmitting PDU with SN equal to 
VT(S)-1 can often lead to useless retransmission since this PDU may already have been successfully 
received at the receiver. Although this inefficiency o f redundant retransmission can be solved by 
having the sender to use the first option when the PDU with SN equal to VT(S)-1 has previously been 
positively acknowledged (i.e. having a mechanism at the sender to ‘ intelligently’ switch between 
choosing a PDU which has not yet been acknowledged by the peer entity and choosing the PDU with 
SN equal to V T (S )-l), in some cases this is just not possible, as it depends on the SUFI fields in use 
(which again is implementation dependant). A ll o f these are further exemplified in section 6.3.1.
The second problem lies in the possible useless (redundant) retransmission when more than one 
STATUS report trigger is configured (herein we have chosen both the unsolicited and solicited 
STATUS report triggers as example). This happens when the sender retransmits the missing PDU 
reported by the unsolicited STATUS report and retransmits the same PDU again when another 
STATUS report, this time due to solicit request, is received (this is explicitly illustrated in Figure
6-8). This same PDU is reported as missing in the second STATUS report, as the first retransmission 
o f the PDU may still be in-flight and thus has not reached the receiver. Duplicates o f the same PDU 
w ill then occur when both o f  the retransmissions successfully reach the receiver, and as only the first 
PDU is useful, this will lower the protocol efficiency. It is foreseen that this problem only occurs in 
the satellite case due to the high round trip time.
6 .3  E n h a n c e m e n t  t o  R L C - A M  f o r  S - U M T S
W e have so far listed the problems when applying the current RLC-AM  procedure for session setup 
over S-UMTS. Here we propose two enhancement schemes for RLC-AM; the first scheme to solve 
the slow error recovery process when the last PDUs o f an SDU are missing, and the second scheme to 
minimise the redundant retransmissions which occur when solicited and unsolicited STATUS report 
triggers are both configured.
1 As tlie choice for selecting the PDU in the retransmission buffer is implementation dependant, we have opted 
to choose the PDU that has been in the buffer die longest so as to minimise die PDU delay.
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6.3.1 Proposed Scheme 1 -  Poll-Info
The first proposed scheme is designed to expedite the error recovery process when the last PDUs 
belonging to an SDU2 are not successfully received at the receiver. With the current approach, when 
a PDU, yet to be acknowledged by the peer entity, is chosen for retransmission in order to transmit a 
poll, the recovery o f the missing PDUs can be very slow, as exemplified in Figure 6-1 (a).
Timer I
Timeoi t
Timer I
Timeoi t
Timer P
Timeoi t
ol
SN=1, P=l, R
09
Status PDU
(b) (c)
Figure 6-1: Comparison of error recovery between existing UMTS RLC-AM procedures and the 
proposed scheme: (a) UMTS RLC-AM option of selecting a PDU which has yet to be acknowledged by 
the peer entity (b) Poll-Info (c) UMTS RLC-AM option of selecting the PDU with SN equal to VT(S)-1
In the example3 shown, the last 2 PDUs (SN=4, 5) o f an SDU do not successfully reach the peer 
RLC-AM  entity. N o STATUS report is triggered at the receiver since the PDU carrying the poll 
request (SN=5) is also missing. After the poll timer, ‘ Timer_PolT has elapsed, the sender retransmits 
the poll request earned by PDU with SN=1, since it is the PDU which has been the longest in the 
retransmission buffer yet to be acknowledged. After receiving this redundant PDU with the poll bit 
set, the receiver sends a STATUS report to acknowledge the successful receipt o f PDUs with SN=1, 
2 and 3. The receiver does not report that PDUs with SN=4 and 5 are missing since the receiver does
2 It is assumed here that an SDU consists of multiple PDUs.
3 Here the poll prohibit timer effect is not shown; however, the working should be the same with the polling 
request resent only after the poll prohibit timer has expired.
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not even know that they have been sent in the first place, and the sender cannot retransmit them, as 
retransmissions o f missing PDUs can only take place based on the STATUS report received from the 
peer A M  RLC entity. As a result, a deadlock situation occurs and only after another expiry o f the poll 
timer, will the sender retransmit the PDU with SN=4 (since it is currently the PDU which has been 
the longest in the retransmission buffer) with the poll request. Note that the retransmission o f PDU 
with SN=4 with the poll request may be delayed further i f  the poll prohibit timer is still active, as a 
poll can only be transmitted once the poll prohibit timer expires. Upon its receipt, the receiver sends a 
STATUS report acknowledging the successful receipt o f PDU with SN-4. This whole process 
repeats itself, this time for the missing PDU with SN=5.
As can be seen, the greater the number o f  the last PDUs o f an SDU are missing, the longer it w ill take 
to recover these PDUs since the recovery/retransmission o f the missing ‘ last’ PDUs have to be 
performed as many times as the number o f  the missing ‘ last’ PDUs. When the last PDUs o f an SDU 
are missing, the only way to recover these PDUs is with the retransmission o f  the poll request after 
the expiiy o f  the poll timer. By using the PDU which is the longest in the retransmission buffer to 
carry the poll request, only one PDU can be recovered/retransmitted at a time (after each timeout o f  
the poll timer) since the receiver does not have any information o f  the latter transmitted PDUs which 
go missing and hence it does not report those in the STATUS report. As a result, the whole error 
recovery can take a long time, especially when there are a lot o f  missing ‘ last’ PDUs. The 
inefficiency o f the current approach is made worse when transversing a satellite with a large round 
trip time. As a result, the receipt o f  an SDU can be severely delayed i f  there are 2 or more last PDUs 
o f the SDU, which go missing.
It is felt that the inefficiency with the recovery o f the missing PDUs comes from the restriction that 
‘No information shall he given for AM D  PDUs with "Sequence Number" VR (H ), i.e. AM D PDUs 
that have not yet reached the Receiver’ . I f  this restriction is relaxed, as in our proposal, the whole 
recovery process o f  the missing PDUs can be expedited. In the proposed scheme, which is named 
Poll-Info, an extra information on the last transmitted PDU yet to be acknowledged is included with 
each retransmission o f the poll request. The receiver can then deduce which PDUs have been 
received and which have been missing based on the information provided, and report this back to the 
sender for the recovery o f the missing PDUs. For example by referring to Figure 6-1 (b), the sender 
adds the extra information in the poll request that the PDU with SN=5 is the last transmitted PDU 
which has not yet been acknowledged. The receiver, in the STATUS report sent, informs the sender 
that PDUs with SN=4 and 5 are missing and acknowledges the receipt o f all PDUs up to SN=3. With 
this, the sender is able to retransmit the missing PDUs in one-shot. As can be seen, the main 
advantage o f the proposed scheme is that the sender is able to quickly recover from multiple lost 
packets in a single round trip time, and this saving in time is crucial when a high round trip time is 
involved, as in the satellite link.
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Implementation o f the extra information on the last transmitted PDU in each retransmission o f the 
poll request is possible through an extra field (Poll-Info) in the AM D PDU header. The SN o f the last 
transmitted PDU can be conveyed in two ways -  either relatively by having the Poll-Info field 
specify the distance between the PDU chosen to be retransmitted up to and including the last 
transmitted PDU, or by specifying fully the SN o f the last transmitted PDU. The latter method will 
require an extra 12  bits in the header (two bytes in total as the header size has to be in multiple o f 
octets) while the former requires fewer bits in the header. Obviously i f  the retransmitted PDU is 
actually with SN equal to VT(S)-1, then this extra information is not needed to avoid having 
redundant information and to save this header overhead. Also the peer RLC-AM  entity can safely 
ignore this header field i f  it is not supported (note that this does not have any effect on the protocol 
operation as it w ill just revert to the original UMTS RLC-AM  procedure). Hence the proposed 
scheme is fully backward compatible with the existing version o f the UMTS RLC-AM.
Now  it can be argued that selecting the PDU with SN equal to VT(S)-1 to transmit a poll (Figure
6- l(c )), which is the other option specified in [TS 25.322], can also solve the long error recovery 
problem. Although this is true, choosing this option has its own drawback in that it can lead to 
redundant retransmissions in some cases; an example o f these is shown in Figure 6-2. Here the PDU 
with SN=3 is missing, and a STATUS report is sent to inform the sender about the missing PDU. 
Assuming that this retransmission is also lost due to bad channel condition, and upon the expiiy o f 
the poll timer, the sender retransmits a PDU to send another poll request. Selecting the PDU with SN 
equal to VT(S)-1, which is PDU with SN=5 in this example (Figure 6-2(a)), w ill surely cause a 
duplicate retransmission since this PDU has successfully been received previously. This redundant 
retransmission is undesirable as it is rendered useless and ignored by the receiver. Since there is no 
true information transfer, extra retransmission only leads to a waste in the channel bandwidth. 
Secondly, redundant retransmission consumes battery power needlessly which is not energy efficient 
and with mobile terminal powered by a finite battery source, it is therefore pivotal to husband this 
limited energy resource [ZOR97]. Also since retransmissions o f PDUs have a higher priority than 
new PDUs, this will only block the transfer o f new PDUs. Furthermore these extra retransmissions 
unnecessarily increase the interference to other users and in an interference-limited system, as in a 
CD M A environment, this is detrimental as it may deteriorate the quality o f  seivice globally. On the 
other hand, this redundant retransmission does not occur when a PDU not yet acknowledged by the 
peer entity is chosen for retransmission, as is used in the other option available in the RLC 
specification as well as in the proposed scheme (Figure 6-2(b)).
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AMD PDU 
Status PDU
Figure 6-2 Example of redundant retransmissions when (a) the PDU with SN equal to VT(S)-1 is selected
to transmit a poll when compared to (b) Poll-Info
One way to resolve this redundant retransmission is by having the sender to select other PDU yet to 
be acknowledged for poll retransmission only i f  the PDU with SN equal to VT(S)-1 has previously 
been positively acknowledged. This implies implementing an ‘ intelligent’ mechanism at the sender to 
switch between choosing the PDU with SN equal to VT(S)-1 and choosing a PDU yet to be 
acknowledged for the transmission o f  the poll request (upon expiry o f the poll timer). Nevertheless, 
this may be a decision which is difficult to make as there is no way to tell that the PDU with SN 
equal to VT(S)-1 has been previously positively acknowledged unless a Bitmap SUFI4 is used in the 
STATUS report (the use o f  SUFI fields in the STATUS report is implementation dependant). In our 
opinion, it is very likely that only one option is chosen at the initial establishment o f the RLC entity 
(during the radio bearer setup) and this is used for the rest o f the RLC operation; as pointed out 
earlier, choosing a PDU, which has not yet been acknowledged by the peer entity increases the delay 
o f  the error recovery process, while choosing the PDU with SN equal to VT(S)-1 may lead to 
redundant retransmissions.
Bitmap SUFI can be used to indicate both received and/or missing PDUs.
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6.3.1.1 Simulation Model
A  system level simulator was developed in OPNET to evaluate and compare the performances o f  the 
proposed scheme, RLC-AM  Poll-Info with the current two options in choosing the PDU to carry the 
poll request upon the expiry o f  the poll timer (should no AM D PDU is scheduled for transmission or 
retransmission), namely the PDU which has yet to be acknowledged by the peer entity (here the PDU 
which has been the longest in the retransmission buffer is selected and this scheme is referred to as 
UMTS RLC-AM  (Baseline)) and the PDU with SN equal to VT(S)-1 (this scheme is labelled as 
UMTS RLC-AM  (V T (S )- l)). These schemes were evaluated for a SIP-based session establishment 
over S-UMTS under different channel conditions. The signalling sequences followed the ones for a 
mobile originated call to a fixed user over the Internet, as shown in Figure 5-2, and were modelled 
according to their protocol behaviour as detailed in their respective specifications with the message 
sizes following the ones listed in Table 5-2. The mobile satellite channel is characterised by a two 
state ON-OFF model with a certain BLER typifying the ON state and the switching between the two 
states driven by a Markov chain. Segmentation and in-sequence delivery options were enabled and 
only last PDU in transmission buffer, last PDU in retransmission buffer and timer based polling 
triggers were considered in the simulation. For the SDU discard function, the 'SDU discard after 
M axDAT number o f  transmissions' was chosen, while for the STATUS report, only the solicited 
STATUS report transfer was enabled. For the choice o f  SUFI fields used within a STATUS PDU, an 
Acknowledgement SUFI was used to indicate the received AM D PDUs, while a List SUFI was used 
to indicate the missing AM D  PDUs. The rest o f  the simulation model is similar to the ones described 
in section 5.4.1 (the main simulation parameters are as the ones listed in Table 5-1).
The performance metrics used in this comparison study are as follows:
• Extra retransmission
This redundancy indicator is the ratio o f  the number o f  transmissions o f an RLC AM D PDU 
which were ignored by the receiver to the total number o f RLC AM D PDUs transmitted.
• STATUS report overhead
This overhead is calculated as the ratio o f  the number o f STATUS reports sent to the total 
number o f RLC AM D PDUs transmitted.
• RLC PDU delay
The RLC PDU delay is defined from the time an RLC AM D  PDU is first transmitted to the time 
it is correctly received at the receiver or aborted after the maximum number o f  allowed 
retransmissions
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• Session setup delay
The session establishment delay is defined to be the interval between entering the last dialled 
digit and receiving a ringback, i.e. from the time the INV ITE  is sent until a 180 Ringing message 
is received.
• Call blocking probability
The probability that the session setup fails when the call is aborted after the maximum attempt o f 
transmission o f any o f the higher layer messages is reached.
Each point o f the graphs shown is the result o f  simulations obtained over 20000 calls5.
6.3.1.2 Simulation results and discussion
Figure 6-3 to Figure 6-7 show the performance comparison o f Poll-Info, UMTS RLC-AM  (Baseline) 
and UMTS RLC-AM  (V T (S )- l) when T good is 6s, and Tbad equal to 2s for different BLERs 
encountered in the good channel state. It is clearly seen from Figure 6-3 that when compared to 
UMTS RLC-AM  (V T (S )-l), the extra retransmissions for both the RLC-AM  Poll-Info and UMTS 
RLC-AM  (Baseline) is negligible, where the extra retransmissions for UMTS RLC-AM  (V T (S )- l) 
increases with the BLER. This is because when the BLER increases, the probability that the PDUs 
are missing due to channel errors increases. Consequently, upon the expiry o f the poll timer, the 
sender needs to resend the poll request. With the UMTS RLC-AM  (V T (S )- l) scheme, the sender 
selects the last transmitted PDU to carry the poll request, i.e. PDU with SN equal to (V T (S )-l), which 
leads to duplicate retransmission i f  this PDU has been successfully received before. As mentioned 
before, extra retransmissions degrade the efficiency o f the system as no useful information transfer 
actually takes place and furthermore, extra retransmissions unnecessarily consumes the limited 
battery energy while at the same time increases the interference to the system.
From Figure 6-4, it is seen that the STATUS report overhead incurred by the UMTS RLC-AM  
(Baseline) scheme is higher than RLC-AM  Poll-Info and UMTS RLC-AM  (V T (S )-l). With the 
UMTS RLC-AM  (Baseline) scheme, when the last PDUs o f an SDU are missing, the recovery o f the 
missing ‘ last’ PDUs can only be done one at a time for each o f the missing PDUs through the sending 
o f  the poll request upon the expiry o f the poll timer (Figure 6-1). With each retransmission o f the 
PDU, the receiver sends back a STATUS report since the poll bit is set. This is in contrast to the 
RLC -AM  Poll-Info and UMTS RLC-AM  (V T (S )- l) schemes, where the STATUS report needs to be 
sent only once to report all the missing PDUs for the same scenario when the last PDUs o f  an SDU 
are missing. At low BLER, both RLC-AM  Poll-Info and UMTS RLC-AM  (V T (S )- l) have similar
5 The run length of 20000 (independent) calls provides adequate reliability as this number of observations is 
found to be sufficient in obtaining a high confidence in the estimate o f the system performance with a moderate 
(acceptable) computation run tune.
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STATUS report overhead, but as the BLER increases, this overhead increases more for UMTS RLC- 
A M  (V T (S )- l) than for RLC-AM  Poll-Info. This is because with increasing BLER, the PDUs are 
more likely to be lost; with the UMTS RLC -AM  (V T (S )- l) scheme, upon the expiry o f the poll timer, 
the sender resends the poll using the PDU with SN=VT(S)-1, and i f  this PDU is not actually the one 
which is missing, another STATUS report is sent to report the actual missing PDU (Figure 6-2). The 
implication o f  this STATUS report overhead is that this feedback occupies the bandwidth on the 
reverse link. This may thwart the sending o f AM D  PDU on the reverse link, and hence degrade its 
throughput and delay performance, since control PDU has a higher priority. Also in a CDM A system, 
this overhead introduces interference to other users.
Since UMTS RLC-AM  (V T (S )- l) scheme is able to recover the missing PDUs the fastest when the 
last PDUs o f an SDU are missing, it exhibits the lowest PDU delay (Figure 6-5) and consequently the 
session setup delay (Figure 6-6)  among the schemes. Figure 6-7 shows that the UMTS RLC-AM  
(Baseline) scheme has the highest session setup failure probability since it has the slowest error 
recovery procedure and the upper layer protocols may retransmit (due to protocol timer timeout) 
before the RLC is able to recover the missing PDUs. With more retransmission triggered at the upper 
layers, the session setup may fail when the maximum attempt o f transmission is reached for any o f 
the upper layer protocols. Comparing UMTS RLC-AM  (V T (S )- l) with RLC-AM  Poll-Info, it is 
observed that both schemes have similar call blocking probability at low to medium BLERs. 
However at high BLER, the call blocking probability for UMTS RLC-AM  (Y T (S )- l) increases more 
than RLC-AM  Poll-Info. The reason for this is that the PDUs are more prone to losses at a high 
BLER, and this results in the retransmission o f  the PDU with SN=VT(S)-1 to cany the poll request 
upon the expiry o f the poll timer. Hence the M axDAT o f this PDU may be reached i f  it is used for 
retransmission every time a poll request needs to be sent (when there is no PDU scheduled for 
transmission or retransmission). This leads to the discard o f  the involved SDU and in the end, having 
to rely on the retransmission by higher layer protocols to recover these losses.
On the whole, it is clearly seen that the proposed scheme, RLC-AM  Poll-Info, avoids the unnecessary 
increase o f  traffic on the air link and also minimizes the feedback on the reverse link. This leads to a 
better radio resource utilization as less bandwidth and UE battery power is used and hence less 
interference to other users is generated. This results in a better system efficiency, however, at the 
expense o f longer session setups and RLC PDU delays when compared to the UMTS RLC-AM  
(V T (S )- l) scheme. Ultimately, as always, there is a trade-off between bandwidth and delay incurred.
155
Chapter 6. RLC Protocol Enhancement for Session Establishment over S-UMTS
E 0 w u
1  •3
CC2 0.01
-A- RLC-AM Poll-Info 
-B- UMTS RLC-AM (VT(S)-1) 
• o  • UMTS RLC-AM (Baseline) ........... -.j ..... -
///
////
///P
■
t
0 0.35 01 QA5 0
Figure 6-3: Extra retransmissions comparison 
between Poll-Info with UMTS schemes for different 
BLERs in good state (Tgood = 6s, Tbad = 2s)
Figure 6-4: STATUS report overhead comparison 
between Poll-Info with UMTS schemes for different 
BLERs in good state (Tg00d = 6s, Tbad = 2s)
Figure 6-5: RLC PDU delay comparison between Figure 6-6: Session setup delay comparison between 
Poll-Info with UMTS schemes for different BLERs Poll-Info with UMTS schemes for different BLERs 
in good state (Tg00d = 6s, Tbad = 2s) in good state (Tgood = 6s, Tbad = 2s)
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Figure 6-7: Cali blocking probability comparison 
between Poll-Info with UMTS schemes for different 
BLERs in good state (Tg00d = 6s, Tbad = 2s)
6.3.2 P ro p o s e d  S ch em e 2 -  T im e r-b a s e d  R e tx
The second proposed scheme is designed to avoid the case o f useless (redundant) retransmission 
when both the unsolicited and solicited STATUS report triggers6 are configured. This happens when 
the STATUS report is not up-to-date due to the long round trip time over the satellite. As a result, the 
already retransmitted PDU is triggered for another retransmission and this results in a duplicate 
retransmission, as depicted in Figure 6-8.
In this example, the PDU with SN-2 is missing. When the PDU with SN=3 is received successfully, 
since the ‘Missing PDU Indicator’ is configured [TS 25.322], a STATUS report is triggered 
indicating that the PDU with SN=2 is missing. Upon receiving this unsolicited feedback, the sender 
retransmits the PDU with SN=2. Before this retransmission reaches the receiver, another STATUS 
report is triggered, this time due to poll bit set in the PDU with SN=5, and there the PDU with SN=2 
is again reported as missing. This leads to the unnecessary retransmission o f PDU with SN=2 since 
the earlier retransmission o f this PDU is successful. Furthermore, it can be seen that an extra 
STATUS report is sent since a poll has been set with each retransmission o f PDU with SN=2 (this is 
because the poll trigger due to last PDU in the retransmission buffer is enabled).
6 This redundancy problem due to useless retransmission can generally occur when more than one STATUS 
report is triggered, be it unsolicited with solicited STATUS report, timer based STATUS transfer with 
unsolicited feedback, or solicited with timer based STATUS report transfer.
157
Chapter 6. RLC Protocol Enhancement for Session Establishment over S-UMTS
Figure 6-8 Redundant retransmission due to out-of-date STATUS report
Hence a scheme, which we named ‘RLC-AM  Timer-based Retransmission’ , is introduced. This 
approach associates each PDU with the time when it was last (re)transmitted, i.e. every time a PDU is 
transmitted or retransmitted, the time at that moment is taken. Every time retransmission o f a PDU is 
triggered (be it due to the reception o f  a STATUS report (solicited or unsolicited) or the expiry o f the 
poll timer), a comparison is made between the time o f  the last (re)transmission o f that PDU with the 
current time; i f  the difference is more than the round trip time o f  the RLC PDU, another 
retransmission o f this PDU is allowed to take place, otherwise the retransmission is suppressed. Thus 
it can be seen that the implementation o f this scheme requires a variable associated with each PDU, 
which saves the time it is last (re)transmitted. Since this scheme requires only minor additions locally 
(without affecting the operation o f its peer entity i f  this scheme is not supported therein), this scheme 
is fully backward compatible with the existing implementation o f UMTS RLC-AM.
6.3.2.1 Simulation Model
A  system level simulator developed in OPNET was used to compare the performance o f the proposed 
scheme, RLC-AM  Timer-based Retransmission with the standard RLC procedure as specified in [TS 
25.322], referred to as UMTS RLC-AM  (Baseline). These schemes were assessed for a SIP-based 
session establishment over S-UMTS under different channel conditions. As before, the session setup 
signalling sequences followed the ones for a mobile originated call to a fixed user over the Internet 
(Figure 5-2). The simulation model is similar to that described in Section 6.3.1.1, except that this 
time for the STATUS report bigger, both the unsolicited and solicited STATUS report transfer were 
enabled. The performance metrics used in the evaluation are as follows:
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• Session setup delay
The session setup delay is defined to be the interval between entering the last dialled digit and 
receiving a ringback.
• Call blocking probability
The probability that the session setup fails after the maximum attempt o f transmission o f any o f 
the higher layer messages is reached.
• RLC PDU delay
The RLC PDU delay is defined from the time an RLC AM D PDU is first transmitted to the time 
it is correctly received at the receiver or aborted after the maximum number o f allowed 
retransmissions.
• SDU discard rate
The SDU discard rate is defined to be the percentage o f  SDUs discarded out o f the total number 
o f  SDUs transmitted.
• Extra retransmission
This redundancy indicator is the ratio o f the number o f transmissions o f an RLC AM D PDU 
ignored by the receiver to the total number o f  RLC  AM D PDUs transmitted.
Each point o f  the graphs shown corresponds to the average taken from running the simulations over 
20000 calls.
6.3.2.2 Simulation results and discussion
Figure 6-9 to Figure 6-13 show the performance comparison o f RLC-AM  Timer-based 
Retransmission with UMTS RLC-AM  (Baseline) when Tbad equal to 0.5s and T g00d ranging between 
0.5 and 10s with a BLER o f 1% encountered in the good channel state. As expected, the UMTS 
RLC-AM  (Baseline) procedure has a higher number o f  extra retransmission than the proposed 
scheme, as illustrated in Figure 6-13. Also it can be seen from Figure 6-12 that the RLC-AM  Timer- 
based Retransmission scheme gives a much lower SDU discard rate compared to the UMTS RLC- 
A M  (Baseline) procedure. This is because with the UMTS RLC-AM  (Baseline) procedure, the same 
PDU is retransmitted again (due to the receipt o f out-of-date STATUS report) even when the earlier 
retransmission is still in-flight and this extra retransmission, which is eventually discarded by the 
receiver, can cause the PDU to reach its M axDAT unnecessarily. The reason the performance 
difference between these two schemes is less when the T g00d values are low is because at those values, 
there will be frequent switching between the good and bad states and as a result, both schemes may 
not be able to recover the losses in time before M axDAT is reached; hence, the advantage o f RLC-
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A M  Timer-based Retransmission scheme over the UMTS RLC-AM  (Baseline) is not that apparent 
during those periods (it can also be seen from Figure 6-10 that the call blocking probability is high at 
these times). The higher the SDU discard rate, the more the RLC needs to rely on the upper layer 
retransmissions for error recovery. As a result, the UMTS RLC-AM  (Baseline) procedure has a 
higher call blocking probability than RLC-AM  Timer-based Retransmission, with the difference 
decreasing as the T good value increases (due to the low SDU discard rate when the channel condition 
improves). Though the improvement in delay is not evident from the RLC PDU aspect, it can be seen 
that there is a decrease in the global session setup delay with the proposed method (Figure 6-9). This 
is because, as mentioned before, with a higher SDU discard rate, the UMTS RLC-AM  (Baseline) will 
now depend more on higher layer retransmissions for reliability, which takes a longer time compared 
to local error recovery schemes.
Another set o f simulations was run to evaluate the performance for different BLERs, o f  which the 
results are depicted from Figure 6-14 to Figure 6-18. Here an erroneous link with parameterized 
BLER was considered, where the errors were not correlated (there was no switching between the 
good and bad states and the error patterns were assumed to he uniformly distributed). Similar trends 
are observed with the RLC-AM  Timer-based Retransmission scheme having a better performance in 
general compared to the UMTS RLC-AM  (Baseline). From Figure 6-18, it is noticed that the UMTS 
RLC-AM  (Baseline) has more redundant retransmissions than the RLC-AM  Timer-based 
Retransmission, o f which the difference between these two increases with the BLER. Also in general, 
the improvement o f  the RLC-AM  Timer-based Retransmission scheme over the UMTS RLC-AM  
(Baseline) can only be seen at moderate BLER. This is because at low BLER, there are not so many 
AM D  or control PDUs that are lost, while at high BLER, both schemes suffer from high PDU lost. 
Hence the advantage o f  the proposed scheme at these two extreme values o f  BLER is not as obvious.
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Figure 6-9: Session setup delay comparison between 
timer-based Retx with UMTS RLC scheme for 
varying mean sojourn time in good state
Figure 6-11: RLC PDU delay comparison between 
timer-based Retx with UMTS RLC scheme for 
varying mean sojourn time in good state
Figure 6-10: Call blocking probability comparison 
between timer-based Retx with UMTS RLC scheme 
for varying mean sojourn time in good state
Figure 6-12: SDU discard rate comparison between 
timer-based Retx with UMTS RLC scheme for 
varying mean sojourn time in good state
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Figure 6-13: Extra retransmission comparison Figure 6-14: Session setup delay comparison between 
between timer-based Retx with UMTS RLC scheme timer-based Retx with UMTS RLC scheme for 
for varying mean sojourn time in good state different BLER
Overall, it is clearly seen that the proposed scheme, the RLC-AM  Timer-based Retransmission, is 
able to reduce the number o f duplicate retransmission that takes place due to the unnecessary 
triggering o f retransmission when the received STATUS report is not up-to-date; this condition 
occurs when more than one STATUS report trigger is enabled (in our study here, both the unsolicited 
and solicited feedbacks are triggered) and when the round trip time o f the RLC  PDU is high (when 
transversing a GEO satellite with a long propagation delay). With a lower SDU discard rate attained 
with this scheme, the call setup failure and delay performances are eventually improved. Therefore, 
this scheme not only increases the protocol efficiency but it can also improve the system capacity 
(due to the lower interference acquired through duplicate retransmission avoidance).
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Figure 6-15: Call blocking probability comparison 
between timer-based Retx with UMTS RLC scheme 
for different BLER
Figure 6-16: RLC PDU delay comparison between 
timer-based Retx with UMTS RLC scheme for 
different BLER
Figure 6-17: SDU discard rate comparison between 
timer-based Retx with UMTS RLC scheme for 
different BLER
Figure 6-18: Extra retransmission comparison 
between timer-based Retx with UMTS RLC scheme 
for different BLER
6 .4  In t e r a c t io n  o f  R L C  a n d  S I P  E r r o r  R e c o v e r y
To ensure reliable delivery o f packets over the lossy wireless link, RLC performs retransmissions 
locally. At the same time, some o f the upper layer protocols have their own built-in reliability 
mechanisms, which perform retransmissions on an end-to-end basis. With each o f these 
retransmissions acting independently from each other and at different layers o f the protocol stacks, 
there is a high possibility that they may respond to the same loss events in an unforeseen manner, 
which leads to an undesirable interaction. Hence it is essential to investigate the issue o f the
163
Chapter 6. RLC Protocol Enhancement for Session Establishment over S-UMTS
interaction between the retransmission performed by the RLC-AM  and by the higher layers further, 
so as to have a better understanding o f  these cross-layer protocol interactions. So far there has been a 
great interest in the interaction between the TCP, a reliable transport protocol used by vast majority 
o f  today’ s Internet traffic, with the link layer, and this has been the subject o f intensive research over 
the years [BAI99], [KOSOl], [WU99]. Although it would be necessary to investigate the interaction 
between RLC with each o f the upper layer protocols involved in the SIP-based session establishment 
signalling so as to achieve an overall improvement in the session setup performance, we currently 
limit our focus to just the interaction between the session layer (SIP) own reliability mechanisms with 
the link layer (RLC ) retransmission scheme.
The objective o f  this study is therefore to reduce the possible competing error recovery between SIP 
and RLC, which may lead to poor resource utilization and system performance by minimizing the 
triggering o f redundant retransmissions performed at higher layers, in this case SIP. Although the 
effect o f having a retransmission trigger at SIP is not as bad as in the case for TCP7, it may still cause 
call setup failure when the maximum attempt o f the transmission o f  SIP message is reached. Also 
retransmission at SIP leads to waste o f  resources not only at the radio link but also at the network 
side since SIP messages are retransmitted end-to-end. The reduction in this competing error recovery 
is possible by having an efficient coordination between these two error recovery schemes operating at 
different layers. To this end, different schemes, which vary from the degree o f  co-operation between 
SIP and RLC and the awareness o f each other, are investigated. A ll these schemes are designed to 
require changes only at the UE side. Hence it is assumed that the gateway and the remote SIP server 
(P-CSCF) obey the standard RLC and SIP protocols, respectively, but otherwise are not available for 
modification. It is deemed desirable and useful to optimize the performance by modifying the end 
devices only [MET02], whereby in this case it will be SIP-enabled UEs, as this is considerably more 
useful in practice. The reason to avoid the reliance on nonstandard extension to the base station is to 
enable the mobile terminals to roam through different networks. By the same logic, though 
theoretically the extension to the SIP protocol can he deployed at the global scale incrementally, it is 
difficult in practice since elements in the fixed network (be they hosts or servers) are less likely to 
take the overhead o f wireless enhancement on all connections just for the benefit o f a few wireless 
connections. The five schemes are described below, whereby we have used the SIP INVITE as the 
example for the SIP message.
7 In TCP, a triggering for retransmission means that both the TCP transmission window size is reduced and die 
congestion control or avoidance mechanisms are initiated, which leads to unnecessary reduction in the end-to- 
end throughput and hence, only a sub optimal performance can be achieved [BAL97].
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• Scheme 1
Compare to the normal operation for SIP [RFC 3261], timer A  is not started once the first INVITE 
request is transmitted. Also here, timer B is not employed for controlling transaction timeout; instead 
o f using real time timer, a counter is used for controlling the maximum attempt o f the INVITE 
transmission, as in [RFC 2543]. Only after the MaxDAT value (o f a PDU) is reached, and the SDU 
(IN V ITE  message) is discarded, the session layer is informed o f this and timer A  is started (using the 
initial value o f T I). Only after the expiry o f  this timer, another INVITE  message is retransmitted, and 
timer A  is not reset until another indication is received from the RLC when another PDU has reached 
its M axDAT value. This procedure is continued until a response is received or the maximum 
transmission o f 7 attempts for the IN V ITE  request is reached.
As can be seen, this scheme supposes a capability to exchange messages between the SIP entity and 
the corresponding RLC entity in the UE side, where the RLC entity informs the SIP entity whenever 
a data segment is ‘virtually’ discarded at the RLC level. Implementation-wise, this is possible in 
UMTS, with the Radio Resource Control (RRC) protocol [TS 25.331] acting as the mediator since 
according to the 3 GPP specifications, the RRC module is able to communicate with the higher layers 
■as well-as-withrthe-RLG layerrfand-the physicaHayer) using specific primitives? T±e-motivation 
behind this scheme is to have the retransmission taken care by SIP only when the maximum 
transmission attempt is reached at the RLC level before the erroneous block(s) can be recovered (the 
RLC -AM  retransmission mechanism is not perfectly persistent). With this method, the potential 
interference o f link layer ARQ with the SIP end-to-end error recovery can be avoided.
• Scheme 2
This scheme is a slight variation from scheme 1 with an indication being sent by the RLC layer to the 
SIP entity to start its timer A  when a (M axDAT-1) value is reached. Although this scheme is able to 
trigger the SIP INV ITE  retransmission sooner than scheme 1, and consequently achieve a lower call 
setup delay, it may also lead to extra retransmission for the SIP INV ITE  should the earlier INVITE 
message is successfully received.
• Scheme 3
Scheme 3 is another variation o f  scheme 1 operating at the extreme case, where the INVITE request 
is retransmitted immediately upon the receipt o f  an indication from the RLC  layer that the SDU o f the 
earlier INVITE  message is discarded after the MaxDAT value is reached. The motivation behind this 
scheme is to attain a lower call setup delay through the immediate retransmission o f the SIP INVITE 
(without the need to wait for timer A  to timeout).
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• Scheme 4
In scheme 4, timer A  is started with the first transmission o f SIP INVITE (here timer B is again being 
replaced by a counter where the transaction is terminated when the maximum attempt o f SIP INVITE 
is reached). The main idea behind this scheme is to restart timer A  when timer A  is about to expire 
while the M axDAT value has not yet been reached. This implies that an extra timer is needed at the 
RLC which is set to a value just short o f  the value o f  timer A; to do this, it means that the RLC needs 
to know the (current) value o f timer A. Since there is no mechanism to inform this explicitly to the 
RLC (since this type o f information is confined solely to the session layer where the INVITE 
retransmission takes place), the RLC needs to have a counter to keep track o f the number o f INVITE 
transmission received and use it to derive the value for the timer at the RLC (it is assumed here that 
the RLC  is aware o f  the typical/standard values used in SIP timers). Upon the receipt o f  the initial 
INV ITE  request, the RLC initializes this counter and also starts the timer. I f  the MaxDAT value is 
not reached when this timer expires, the RLC  restarts this timer and sends an indication to the session 
layer to inform it to restart timer A. Hence, like scheme 1, it requires the capability to exchange 
messages between the RLC entity with the SIP entity. I f  the MaxDAT value is reached, then the timer 
at the RLC is stopped and the timeout o f timer A  at the session layer w ill trigger the retransmission o f 
SIP INVITE. When this INVITE  retransmission arrives at the RLC, the counter is updated and the 
timer (set to the new value according to the value o f the counter) is started. For the RLC to 
differentiate between a request retransmission and a new SIP request (o f  which the RLC will then 
need to initialize the counter instead o f updating it), it implies that the RLC  must be able to read the 
CSeq header field8 from the SIP message.
• Scheme 5
Scheme 5 adheres to the standard operation o f SIP. The only change is at the RLC, where a 
retransmission o f the SIP INVITE is buffered when the MaxDAT value is not yet reached. I f  the 
M axDAT value is reached, it checks i f  the buffer is empty -  i f  it is not, then this SDU containing the 
IN V ITE  retransmission is transmitted immediately; otherwise it w ill need to wait for another 
retransmission at the session layer.
Comparing all the schemes, scheme 4 is the most complicated since it requires changes to both the 
RLC and SIP standard protocols. Furthermore, scheme 4 requires the link layer to be able to ‘ snoop’ 
into the header o f the session layer messages. This implies the need at the RLC  layer to process every 
incoming SIP packet, which can potentially be expensive and inefficient. The other problem with
8 The CSeq header field, which contains a single decimal sequence number expressed as a 32-bit unsigned 
integer and the request method, provide a means to uniquely identify transactions, and to differentiate between 
new requests and request retransmissions; two CSeq header fields are considered equal i f  the sequence number 
and the request method are identical [RFC 3261].
166
Chapter* 6. RLC Protocol Enhancement for Session Establishment over S-UMTS
snooping is that with end-to-end security employed, such as IPSEC (IP Security protocol), this 
scheme becomes infeasible given its need to inspect SIP packet. Nevertheless with the ability o f 
scheme 4 to reduce the redundancy caused by redundant retransmission, this not only avoids 
bandwidth wastage but also helps to save the UE battery power and avoid the increase o f  interference. 
Furthermore, with the state-of-the-art in semiconductor devices, it is envisaged that processing power 
and speed will not be a major issue in the near future. As with scheme 4, schemes 1, 2 and 3 also 
require the RLC layer to be able to exchange messages with the SIP entity, which may offend layer- 
inviolability purists. Although all the first 3 schemes change the semantic o f  the SIP protocol, scheme 
3 deviates the most since it does not implement timer A , which is specified as a must in [RFC 3261]. 
Scheme 5 is the only scheme that does not violate the semantic o f  the SIP protocol, although it 
requires additional buffer space at the RLC layer. A ll in all, so as to reduce the competing error 
recovery between SIP and RLC, there exists a certain co-ordination between these 2 protocols in all 
these schemes, where the degree o f  awareness o f  each other is summarized in Table 6-1.
Table 6-1 Degree of awareness between SIP and RLC for the different schemes
RLC is ‘SIP-aware’ SIP is ‘RLC-aware’
Scheme I — Z
Scheme 2 — Z
Scheme 3 — z
Scheme 4 z
Scheme 5 Z —
6.4.1.1 Simulation Model
To assess the performance o f  the different schemes, simulations were performed in OPNET. Since 
we are only interested in the interaction between SIP and RLC, it is not possible to use the full 
session establishment signalling sequences as depicted by Figure 5-2 for performance evaluation. 
Hence the evaluations were only performed for a simple call setup sequence, similar to the one used 
in [KAM01], whereby the signalling sequences consist only o f sending the INV ITE  request and the 
180 Ringing response, where this provisional response is sent reliably [RFC 3262], It was assumed 
that once the media addresses and codecs are agreed upon by the exchange o f  these two messages, 
only then the bearer for the media is setup (there is o f course a side effect to this, as was explained in 
Chapter 2 ). As before, the session establishment was for a mobile originated call to a fixed user over 
the Internet. The size o f the SIP INV ITE  request and the 180 ringing response was 620 and 500
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bytes, respectively. As was mentioned earlier, the schemes are only implemented on the UE side, 
with the gateway and the rest o f the network entities still employ the standard protocol stack. The rest 
o f  the simulation model and parameters are similar to the ones described in section 6.3.1.1. Each 
point o f  the graphs shown is the result o f  simulations obtained over 20000 calls.
The performance metrics used in this comparison study are as follows:
• INVITE  request duplicates
This redundancy indicator specifies the average number o f  INVITE duplicates received, which 
are ignored by the receiver, per call.
• End-to-end INVITE retransmission
The end-to-end INVITE  retransmission measures the average number o f  INVITE requests 
actually retransmitted over the air interface per call.
• RLC SDU delay
The RLC SDU delay is measured from the time at which the messages from higher layers are 
delivered to the RLC at the transmitter until the time the messages are correctly reassembled at 
the receiver.
• SDU discard rate
The SDU discard rate is defined to be the percentage o f  SDUs discarded out o f the total number 
o f  SDUs transmitted.
• Session setup delay
The session establishment delay is defined to be the interval between entering the last dialled 
digit and receiving a ringback, i.e. from the time the INVITE is sent until a 180 Ringing message 
is received.
• Call blocking probability
The probability that the session setup fails when the call is aborted after the maximum attempt o f 
transmission o f either the INVITE request or the 180 Ringing response is reached.
6.4.1.2 Simulation results and discussion
Figure 6-19 to Figure 6-24 compare the performance o f the five different schemes varying from their 
degree o f interaction between SIP and RLC with the reference which follows the standard RLC and 
SIP operation (denoted as baseline herein), when T good is 4s and Tbad equal to 2s for different BLERs 
encountered in the good channel state. As expected, with some level o f co-ordination between the SIP 
and RLC  entity, all the schemes have a much lower ratio o f received duplicate INVITEs per call
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compared to the baseline, as illustrated by Figure 6-19. This also indirectly shows that these schemes 
are able to reduce the undesirable interference caused by both layers responding to the same loss 
events. These duplicate INVITEs are o f no use to the SIP UAS since another (useful) INVITE 
message has been received earlier. Since these INVITE  messages are retransmitted over the air and 
are later discarded by the UAS, this means that not only precious radio resources, i.e. radio 
bandwidth as well as the UE processing power (hence the UE battery consumption), are wasted, but 
also the resources over the core network (routers, SIP servers) since these messages are retransmitted 
end-to-end. One interesting observation is that although all these schemes are designed to retransmit 
the INVITE  only when the link layer error recovery is unsuccessful (except for scheme 2), they still 
exhibit some values (although low) for the INV ITE  request duplicates. The reason is because the 
STATUS report sent back to acknowledge the successful receipt o f  the SDU containing the INVITE 
request might not have been received by the sender (U AC ) successfully, which in turn with time, 
another retransmission is triggered at the link layer and when the MaxDAT value is finally reached, 
another retransmission o f SIP INV ITE  will eventually lead to redundancy. Comparing all the 
schemes, scheme 2 has the highest received duplicate INVITEs per call since with the timer A  for the 
IN V ITE  started as soon as (M axDAT-1) is reached, this retransmission o f INVITE  may turn out to be 
a redundant i f  the previous INV ITE  transmission has been successful (without the actual need to 
trigger another INVITE  retransmission).
As can be seen from Figure 6-20, all the schemes also exhibit a lower ratio o f end-to-end INVITE 
retransmissions per call compared to the baseline, as anticipated, since these schemes are designed to 
trigger retransmissions at SIP only when the RLC layer, being semi-reliable, is not able to recover the 
errors (although this is not strictly true for scheme 2). It can be seen that among the schemes, scheme 
3 has the highest ratio o f retransmitted INV ITE  over the air per call since the retransmission is 
performed immediately, while scheme 1 has the lowest ratio (for low to medium BLERs) since it has 
the longest waiting time9 before the upper layer retransmission is triggered.
A ll the schemes also exhibit a lower SDU delay compared to the baseline as shown in Figure 6-21, 
except for scheme 5, which has the highest SDU delay at low BLER. This is because for scheme 5, 
upon the expiry o f  timer A, the INV ITE  retransmission received from the upper layer is not sent 
immediately, but is instead queued at the RLC buffer; only when the M axDAT value is reached, this 
earlier retransmitted INVITE request (queued at the buffer) is sent and at low BLER, the expiry o f 
timer A  usually happens before the PDU reaches its MaxDAT value10. Nevertheless, scheme 5 is
9 With scheme 1, the session layer (SIP) only starts its retransmission timer (timer A) after receiving an 
indicator from the RLC (when the MaxDAT value has been reached), and after this timer expires, only then 
another SIP INVITE request will be retransmitted.
10 The timeout period of timer A increases exponentially with the number of SIP INVITE retransmissions (with 
die initial timeout set to 2s) and at low BLER, not many INVITE retransmissions is triggered.
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more robust to the increase in BLER in terms o f SDU delay, in that the increment in the SDU delay 
o f scheme 5 with increasing BLER is not as steep as the rest o f the schemes, with the baseline having 
the steepest increment.
From Figure 6-22, it can be seen that all the schemes have a higher SDU discard rate than the 
baseline at low BLER, but as the BLER increases, the schemes now have comparable performance to 
the baseline in terms o f SDU discard rate. It is interesting to observe that again scheme 5 is able to 
adapt better to the increasing BLER than the rest o f  the schemes; for instance at BLER o f 1%, the 
SDU discard rate o f  scheme 5 is 27% higher than the baseline but at a BLER o f 20%, the SDU 
discard rate o f scheme 5 is now 0.5% lower than the baseline.
For the session setup delay performance (Figure 6-23), it can be seen that all the schemes have a 
higher delay compared to the baseline at low to moderate BLERs, but at high BLER, the delay o f 
some schemes (i.e. schemes 3 and 5) become comparable, i f  not better. Among the schemes, scheme 
1 has the largest session setup delay since as mentioned previously, it has the longest waiting time 
before the upper layer retransmission is triggered. This is followed by scheme 4, which basically also 
suffers from a long waiting time for the triggering o f  SIP retransmission, since the SIP timer is 
restarted eveiy time it is about to expire (when the M axDAT value has not been reached). At low to 
moderate BLER, scheme 2 has a lower delay compared to schemes 3 and 5 but as the BLER 
increases, schemes 3 and 5 perform better since scheme 3 is able to retransmit a SIP INVITE request 
straight away (when the RLC  reaches its maximum attempt) without the need to wait for the SIP 
timer to expire while scheme 5 is able to do that also, assuming there exists an INVITE request 
queued in the buffer from earlier retransmission. It is interesting to observe that at high BLER, 
scheme 3 even has a lower delay compared to the baseline since at high BLER, the MaxDAT value 
may be reached even before the SIP timer expires, and in this case scheme 3 is able to trigger SIP 
retransmission faster.
From Figure 6-24, it is observed that while some schemes exhibit a lower call blocking probability 
than the baseline, there are others that perform worse. Among the schemes, scheme 3 has the largest 
session setup failure, which increases drastically with BLER, since it is allowed to retransmit SIP 
INVITE  whenever a M axDAT value is reached, and o f  course the M axDAT value will be reached 
more often when the BLER is high. When the M axDAT value is reached and i f  the SIP INVITE is 
retransmitted straight away, this transmission o f  SIP INVITE  may still fail, as the channel condition 
may still be unfavourable at that moment; this proves the importance o f having an exponential 
backoffs on SIP IN V ITE  retransmissions (timer A ), as mandated in [RPC 3261]. This is followed by 
scheme 5, whereby the session layer may timeout earlier before the RLC layer is able to recover the 
errors. As mentioned before, the retransmitted SIP is not actually transmitted over the air but is 
instead buffered at the RLC layer and with the session layer keeps on retransmitting whenever timer 
A  times out, the maximum attempt at the session layer w ill eventually be reached. This to a certain
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extent shows the need for higher layer protocols to be aware o f the events in lower layers, in this 
case, the need for SIP to be ‘RLC-aware’ . Hence it can be seen that schemes 1, 2 and 4 have a lower 
call setup failure than the baseline for the whole range o f BLERs since for these schemes, SIP is 
made aware o f the condition at the RLC and also, they are more cautious in the retransmission o f SIP 
INVITE compared to scheme 3.
Comparing the schemes with the baseline, it can be seen that overall, there is a trade o ff between the 
bandwidth and energy savings with the session setup delay -  on the one hand, the baseline scheme 
gives a lower session setup delay due to having a higher chance o f the INVITE message being 
successful when there is more than one being transmitted (since there is no co-ordination between 
SIP and RLC, there is a possibility o f having more than one SIP INVITE  request in-flight at one 
time), but on the other hand, having more than one INV ITE  message over the air at a time can lead to 
redundant retransmission and hence, a waste o f  limited radio spectrum as well as the UE battery 
power and the network resources i f  one o f the earlier transmissions is successful. Among the 
schemes, scheme 5 is preferred since it does not violate any o f the SIP semantics (hence it does not 
require any change to the existing SIP code) and furthermore, its performance is comparable to the 
baseline. Nevertheless in the terms o f performance, scheme 2 would be the better option. It must also 
have been noted that although scheme 4 requires the exchange o f information from both SIP and 
RLC, it still does not show the best result in all the performance metrics evaluated (especially the 
session setup delay). This is due to the algorithm that is currently defined for scheme 4, which does 
not optimize the usage o f the information exchange between the two protocols.
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Figure 6-20: End-to-end INVITE retransmission 
comparison for the different schemes of RLC and 
SIP interaction (Tg00d = 4s, Tbad = 2s)
Figure 6-21: RLC SDU delay comparison for the Figure 6-22: RLC SDU discard rate comparison for 
different schemes of RLC and SIP interaction the different schemes of RLC and SIP interaction
(Tgood — 4s, Tbad — 2s) (Tg00d = 4s, Tbad = 2s)
Figure 6-19: INVITE request duplicates received per 
call comparison for the different schemes of RLC 
and SIP interaction (Tg00d = 4s, Tbad = 2s)
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Figure 6-23: Session setup delay comparison for the Figure 6-24: Call blocking probability comparison 
different schemes of RLC and SIP interaction for the different schemes of RLC and SIP interaction
(Tgood — 4s, Tj,ad — 2s) (Tg00ii ~ 4s, Tbad = 2s)
6 .5  C o n c lu s io n
This chapter has proposed schemes to alleviate the inefficiencies o f the current UMTS RLC-AM  
procedure when applied to transactional-based applications, such as the session establishment 
procedure, over a GEO satellite with a large propagation delay. The first problem occurs when the 
last segments o f  PDUs belonging to an SDU do not successfully reach the peer RLC-AM  entity. 
According to the UMTS specifications, upon the expiry o f  the poll timer, either a PDU not yet been 
acknowledged by the peer entity is selected or the last transmitted PDU is chosen to carry the poll 
request. The proposed scheme, RLC-AM  Poll-Info, includes the information on the last transmitted 
PDU yet to he acknowledged with each retransmission o f  the poll request. The main advantage o f this 
approach over the first option is its ability to recover the missing ‘ last’ PDUs in a single round-trip, 
whereas with the first option, the missing PDUs can only be recovered in as many round-trips as the 
number o f  the missing ‘ last’ PDUs. Even though the second option has a better delay performance, it 
is shown that with the RLC-AM  Poll-Info, the unnecessary increase o f  traffic over the air interface 
due to redundant retransmissions can be totally avoided and also the feedback sent on the reverse link 
is minimized. A ll o f  these indirectly lead to better radio resource utilization as not only less 
bandwidth and UE batteiy power is consumed (bearing in mind that the available spectrum and 
transmit power resources in mobile wireless networks, and especially in satellite mobile radio 
networks, are very limited), but also less interference is generated, when compared to the second 
option. Unless there is intelligent switching between these two options currently available in the 
specifications, which we have argued is difficult to achieve implementation-wise (due to various 
uncertainties arising from the great flexibility in the RLC parameter settings), our proposal seems to
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be a better compromise compared to those two. The proposed scheme is also easy to implement with 
the only requirement o f  a few extra bits in the header (that can be omitted i f  they are not required), 
and it is fully backward compatible with the current implementation o f RLC-AM  in UMTS.
In addition, a timer-based retransmission scheme, which allows a PDU retransmission to take place 
only when the difference between the time o f the last re(transmission) o f  that PDU with the current 
time is more than the RLC PDU round trip time, was proposed. With this scheme, it was 
demonstrated that useless (redundant) retransmissions can be avoided when more than one STATUS 
report trigger is configured. It is found that not only the system capacity can be improved as lower 
interference is acquired through this redundant retransmission avoidance scheme, but also better 
system performances in terms o f session setup delay and failure are gained. Furthermore, similar to 
the first proposal, this scheme is easy to implement and is fully backward compatible with the 
existing version o f UMTS RLC-AM .
Finally, the independent error recovery carried out by the link-layer transmission and end-to-end 
transmission may lead to undesirable interaction in an inadvertent manner when the setting o f timers 
at the two different layers is incompatible. More specifically, herein the interaction between SIP’s 
own reliability mechanisms with the RLC retransmission scheme was analyzed. To this end, we have 
investigated different schemes, which vary from their degree o f co-operation between SIP and RLC 
and the awareness o f  each other, and compared their performance with the reference that follows the 
standard RLC and SIP protocol semantics. Since these schemes only require changes locally at the 
end mobile terminals (the UEs), there is no concern o f severe deployment problems as these solutions 
can be realized solely by the manufacturers o f wireless access devices. It was found that through 
proper co-ordination between SIP and RLC, redundant retransmissions can be minimized; hence a 
gain in the bandwidth and energy savings is obtained albeit at the expense o f a longer session setup 
delay. Extension to this study to investigate the effectiveness o f  these schemes when applied to each 
o f  the upper layer protocols involved in the SIP-based session establishment signalling so as to 
determine the overall achievable improvement in a complete session setup performance would be a 
logical continuation o f this work. A ll in all, we believe that some form o f cross layer 
signalling/communication is required in order to achieve optimal end-to-end performance over a wide 
range o f wireless conditions while still efficiently utilizing the radio resources -  the sine qua non in 
future generation o f mobile communications, for example for systems beyond 3G.
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Chapter 7
7 Conclusions and Fu tu re  D irections
7.1 C o n c lu s io n s
Over the last decade, both mobile wireless communications and Internet have flourished beyond 
anyone’ s expectation. Whilst mobile telephony has the advantage o f providing its users with the 
possibility o f always being reachable with acceptable service quality, the service has mainly been 
limited to speech. On the other hand, the opposite is true for the Internet where its strength lies in its 
endless flexibility in service provision, but its target has primarily been fixed connections and large 
terminals. The advent o f 3G or UMTS w ill witness the much-anticipated merger o f these two 
communication technologies. A  great benefit o f  this marriage to the end users is the service flexibility 
introduced by IP coupled with the freedom provided by seamless mobility. Stemming from the fact 
that the terrestrial network is actively becoming IP-centric, it is crucial to be able to support IP-based 
services over the satellite component o f  UM TS as well in order to achieve a high degree o f 
commonality with the terrestrial counterpart. Nevertheless, the direct utilization o f the IP protocol 
suite in a mobile environment is not straightforward, and when coupled with the additional 
constraints and shortcomings that satellite-based systems pose, such as a higher propagation delay, 
extensive research efforts are required before integration o f  the satellite systems into the IP-based T- 
UMTS and the global Internet as a whole can be made a reality.
Motivated by this, this thesis has set out to study the feasibility o f  establishing multimedia session 
over S-UMTS based on the SIP protocol, a key protocol in the provision o f IP multimedia services, 
and investigate efficient solutions to transport SIP signalling over S-UMTS taking into account not 
only the larger propagation delay over the satellite but also the impact o f  the S-UMTS radio interface 
as well as channel impairment. In our research, the focus was primarily on layer 2 o f the UMTS 
protocol stack, whereby schemes that adapt the existing UMTS RLC and M A C  protocols to suit to 
the satellite channel and the signalling characteristics as well as further enhancements that enable the 
efficient transport o f session setup signalling messages over an error-prone radio access link were 
developed.
Since preservation o f the maximum number o f  common features between T- &  S-UMTS is the aim in 
our work to facilitate an effective integration o f  both segments (so as to avoid extra and unnecessary 
efforts), the ongoing related work in the standardization bodies such as 3GPP, ETSI S-UMTS WG
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and IETF were first surveyed. In particular, we have analysed how the Internet protocols are (or can 
be) utilized within UMTS, and where UMTS has its own specific mechanisms for achieving the same 
functionality, the differences and their interworking have been identified. Also to be consistent with 
the UMTS Release 5 IP-based terrestrial network architecture, we have presented an IP-based S- 
UMTS system architecture comprising the functionalities as well as the user and control planes o f the 
main elements in the network architecture. This architecture, designed to provide a native end-to-end 
IP support, serves as a reference network in our research.
Given that a dedicated channel needs to he used for the transport o f SIP signalling, we investigated 
the RACH which is used for the initial channel access signalling to the network. With RACH being a 
contention-based channel and is hence subjected to collision risk, the uplink RACH access scheme 
needs to be designed properly in order to efficiently support the expected increase o f uplink traffic 
over the RACH in the (near) future. Having reviewed the RACH procedure and structure defined by 
3 GPP for T-UMTS and examined existing work for S-UMTS that caters for the peculiarity o f the 
satellite environment, including contributions from the ETSI S-UMTS-A and the Korean SAT- 
CDMA, the RACH procedures, based on a Slotted-ALOHA approach, for S-UMTS at both the M AC 
and the physical layers were specified in detail. Through system level simulation that incorporates 
results obtained from link level simulation, the impact o f the different layer 2 RACH transmission 
control parameters on the performance o f  RACH over S-UMTS for varying message sizes has been 
demonstrated, and the possible resulting trade-offs in setting their values have been identified. It is 
recommended to have these RACH transmission control parameters configured accordingly to the 
type o f service to be delivered on the RACH. It was also shown that different QoS could be provided 
on the RACH by classifying RACH transmissions to different ASCs. By assigning the available 
PRACH resources and RACH transmission control parameters accordingly to the priority o f the 
access classes, it has been demonstrated that service differentiation in terms o f  throughput and delay 
can he achieved. This RACH resource allocation amongst the different ASCs can be further 
optimised i f  the allocation is adapted to the users' service requirements and characteristics o f the 
different propagation environments.
In the case o f a synchronous reverse link operation, which provides a network capacity gain when 
synchronization at the chip level can be achieved, code/signature collision becomes more likely to 
occur. As such, the limitation on the number o f  users that can be supported on the RACH is now due 
to code-book restrictions, and with fewer access slots per frame that can be defined for S-UMTS, the 
collision risk increases further. In the light o f  this, two schemes have been proposed to decrease this 
risk o f code/signature collision. The first scheme modifies the ETSI S-UMTS-A defined preamble 
structure by using higher order o f Hadamard codes so as to extend the signature set. It has been 
observed that the performance in terms o f the probability o f preamble detection does not degrade 
with this scheme o f varying signature length when compared to the ETSI S-UMTS-A scheme. Hence
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it can be concluded that the detection probability o f the preamble does not depend on the length o f 
the signature, but instead on the length o f the preamble. With more signatures available per frame, 
better system performances can be achieved, giving higher goodput and throughput, and lower access 
delay and failure probability compared to the ETSI S-UMTS-A scheme. This shows that there is a 
need for a larger number o f codes/signatures when the receivers at the gateway cannot resolve 
simultaneous arriving random access packets that choose the same signatures; otherwise a lower 
number o f codes are sufficient assuming the gateway/base station RACH receiver's ability to 
discriminate and synchronise to multiple random access packets with the same 'access ffame- 
preamble sequence' combination. To reduce the probability o f collision, the second scheme increases 
the number o f  access slots in relation to reducing the size o f the preamble sequence. Although a 
lower preamble detection probability is obtained due to the usage o f a shorter preamble, it was shown 
that for the target Pd, the required SIR for this preamble is still not excessively high in the 
environments simulated. Therefore with more access slots per frame available, system level 
performance results revealed that a significant gain over the ETSI scheme could be obtained with the 
proposed scheme as the access request rate increases.
Due to the inherent characteristics o f  SIP signalling being transactional-based and generous in size, 
the transport o f these packets over the radio interface is not efficient and when transversing the error- 
prone wireless link with a larger satellite propagation delay, the session setup performance can be 
severely compromised; for instance, a higher call setup delay and failure is attained, which may not 
be acceptable to the current end-users who have become accustomed to the circuit-switched voice 
service. Hence we have addressed the issue o f  incoiporating a link layer retransmission based on the 
RLC -AM  mechanisms, where it has been shown that the session setup performance can be 
substantially improved with RLC-AM. By obtaining performance comparable to the one obtained 
using the circuit-switched call setup sequence, the applicability o f the SIP protocol for session 
establishment over S-UMTS is justified. W e have also examined the implications o f the different 
settings o f the RLC parameters and retransmission options on the SIP session establishment under 
various channel conditions. Firstly, it has been shown that by adding unsolicited STATUS report 
trigger on top o f solicited feedback, the responsiveness o f  RLC is increased. With a faster error 
recovery process, the session setup delay and the call blocking probability are effectively reduced, 
and this effect is even more pronounced in a more hostile environment. Secondly, by having smaller 
values for the poll prohibit timer, the error recovery can be speeded up as well. Although this 
configuration brings about a more frequent polling request, which comes at a price, in that the 
throughput and the delay o f the AM D  PDU sent on the reverse link can be degraded since STATUS 
reports are generated more often, this adverse effect is not observed for the session setup signalling 
sequence since its source activity is low (due to its request-response nature). Thirdly, it has been 
found that although increasing RLC attempts increases the delay observed at the link layer, the
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overall end-to-end SIP session setup delay and call setup failure are effectively reduced. Finally, it 
has been shown that with a larger PDU size, not only the transmission delay o f  the SDU is decreased, 
but also the probability o f the PDUs belonging to an SDU are in error is lowered.
Another significant contribution o f  this work is the proposal o f two schemes that alleviate the 
inefficiencies o f the current UMTS RLC-AM  procedure when applied to transactional-based 
applications, such as the session establishment procedure, over S-UMTS. It has been shown that in 
the case when the last segments o f PDUs belonging to an SDU do not successfully reach the peer 
RLC -AM  entity, the option o f choosing a PDU, yet to be acknowledged for poll retransmission, 
increases the delay o f  the error recovery process, while the option o f  choosing the last transmitted 
PDU leads to redundant retransmissions. With the proposed scheme, which includes the information 
on the last transmitted PDU yet to be acknowledged with each retransmission o f the poll request, the 
unnecessary increase o f traffic over the air interface due to redundant retransmissions can be totally 
avoided and also the feedback sent on the reverse link is minimized. A ll o f  these indirectly lead to 
better radio resource utilization as not only less bandwidth and UE battery power is consumed but 
also less interference is generated, though at the expense o f a longer delay compared to the latter 
option. Unless there is intelligent switching between the two options, which we have argued is 
difficult to implement due to various uncertainties arising from the great flexibility in the RLC 
parameter settings, our proposal seems to be a better compromise. In addition, a timer-based 
retransmission scheme has been proposed. This scheme allows a PDU retransmission to take place 
only when the difference between the time o f the last re(transmission) o f  that PDU with the current 
time is more than the RLC PDU round trip time. With this scheme, it has been demonstrated that 
useless (redundant) retransmissions can be avoided when more than one STATUS report trigger is 
configured. It has been found that not only the system capacity can be improved as lower interference 
is acquired through this redundant retransmission avoidance scheme, but also better system 
performances in terms o f session setup delay and failure are gained.
Considering that independent error recovery carried out at different layers may lead to undesirable 
interaction in an inadvertent manner, we have analysed the interaction between SIP’ s own reliability 
mechanisms with the RLC retransmission scheme. Towards that end, we have investigated different 
schemes, which vary from their degree o f  co-operation between SIP and RLC and the awareness o f 
each other, and compared their performance with the reference that follows the standard RLC and 
SIP protocol semantics. Since these schemes require only changes locally at the end mobile 
tenninals, there is no concern o f severe deployment problems as these solutions can be realized solely 
by the manufacturers o f  wireless access devices. It has been demonstrated that through proper co­
ordination between SIP and RLC, redundant retransmissions can be minimized; hence savings in 
precious radio resources (bandwidth and terminal battery consumption) and network resources are 
obtained albeit at the expense o f a longer session setup delay.
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7 .2  Im p l ic a t io n s  o f  R e s e a r c h
To the best o f  our knowledge at the time o f writing, no previous work has been carried out in the 
evaluation o f SIP-based session establishment over S-UMTS, and hence the feasibility o f supporting 
SIP signalling over the satellite radio interface for call setup has not been established since its 
performance is unknown. Therefore, the research work presented herein is the first in the area.
In order to more optimally support the transfer o f  SIP signalling traffic over an unreliable channel, we 
have incoiporated link layer retransmission based on the RLC-AM. Towards that end, we have 
studied the settings o f  different RLC parameters and retransmission options as well as made some 
adaptations and enhancements to the current RLC procedures, taking into consideration the S-UMTS 
radio interface, the signalling characteristics o f SIP, and the channel impairment. Hence this work can 
be considered as a contribution to the on-going work on the RAB design for IMS signalling within 
3 GPP. Furthermore, since we have focused on the lower layers (layer 2 to be specific) in the 
enhancement o f  SIP signalling transport over the UMTS radio interface, our work can be regarded as 
a complement to the other existing ‘higher layer’ solutions for signalling reduction, such as message 
compression. Thus when utilized in combination with those solutions, further improvements are 
expected. In addition, our investigation on the impact o f the different configurations o f RLC 
parameters and options adds to the understanding o f  the setting and fine-tuning o f RLC protocol, 
which has been identified as one o f the areas for further research in the field o f packet data 
transmission for the satellite component o f UMTS [TR  101 866]. The enhancement schemes to the 
RLC procedure proposed in this thesis for session establishment signalling can also he applied for 
other transactional-based applications, which have the request-response nature. Moreover, both 
schemes are easy to implement and are fully backward compatible with the existing implementation 
o f RLC-AM  in UMTS. Besides this, our joint study o f  RLC retransmission scheme and SIP’ s own 
reliability procedure, which gives useful insight into the interactions between the two protocols, is the 
first time this has ever been performed. From this work, schemes that reduce the competing error 
recovery through proper co-ordination between SIP and RLC have been proposed. In these schemes, 
changes are required only locally at the end mobile terminals with no modifications required for the 
rest o f the network entities, and thus there are no impediments to deployment.
Our work on RACH can be provided as input to the open issues identified in [TR  101 866] regarding 
the performance assessment o f RACH over S-UMTS-A at the M A C  level and at the physical level, as 
well as the efficient usage o f Slotted A LO H A  in a GEO environment. Besides this, the detailed 
specification o f  the RACH procedures at both the M A C  and physical layers provided herein 
completes the ETSI S-UMTS-A RACH specification, and this has helped to make S-UMTS-A 
specifications adhere more closely to the structure o f  3 GPP specifications, a requirement within the 
ETSI S-UMTS W G [TR  101 865]. Although the focus in this thesis has mainly been on the usage o f
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RACH for signalling, the two proposed RACH schemes, which extend the signature set and increase 
the access slot availability per frame, respectively, can also be exploited for packet data transfer 
applications.
7 .3  F u tu r e  R e s e a r c h  D ir e c t io n s
The research presented in this thesis is by no means comprehensive as there are still many 
outstanding issues open for further investigation, o f which a few possible areas are briefly discussed 
in this subsection.
The work presented so far on RACH has been on the initial channel access signalling to the network 
for point-to-point session setup. With RACH being utilised in MBMS for channel access following 
notification from the network about forthcoming (and potentially about ongoing) multicast data 
transfer, mechanisms are needed to control the rate at which the UEs access the RACH in order to 
avoid RACH overload. The design o f RACH for the response to this type o f  group signalling/paging 
is very challenging as multiple UEs could commence RACH procedures at the same time, which 
ultimately leads to RACH congestion. Even though the current RACH procedure includes means o f 
collision avoidance (multiple signatures) and overload control (persistence value), these are not 
designed to deal with simultaneous RACH access from a large number o f  UEs as expected for 
MBMS access.
In our investigation on the interaction between the retransmission performed by the RLC-AM  and by 
the higher layer protocols, schemes have been developed to minimise the redundant retransmissions 
as a result o f this undesirable interaction. Therein the study has just focused on the interaction 
between SIP’s reliability mechanism with RLC retransmission procedure. Extension o f this work to 
investigate the effectiveness o f  the proposed schemes when applied to each o f the upper layer 
protocols involved in the SIP-based session establishment signalling so as to determine the overall 
achievable improvement in a complete session setup performance is an interesting area for further 
research.
The evaluation o f SIP-based session setup over S-UMTS in this thesis has been performed for a 
mobile originated call to a fixed user over the Internet. The performance for other session setup 
scenarios, for instance mobile terminated call or mobile-to-mobile calls, is still yet to be determined. 
Note that when SIP is used in an environment where part o f the call involves interworking with the 
PSTN, there would be extra signalling and complications due to the need for mapping between SIP 
and the ISUP o f SS7.
As mentioned in Chapter 5, 3 GPP has recognised that the RAB for IMS needs to be defined and 
optimised in order to ensure a commercially viable deployment o f IP based multimedia services in a
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3G environment. The work presented herein has provided an initial study on RAB design for SIP 
signalling, whereby specifically the settings o f different RLC parameters and optimisation o f RLC 
procedures for SIP session setup signalling have been considered. To obtain an optimised RAB 
design for SIP signalling, more work needs to be done in identifying the optimum values for other 
key radio bearer parameters at the M AC  layer (for example multiplexing type) as well as at the 
physical layer (for example the transport block size, coding type, CRC size, rate matching attribute 
and interleaving depth). An interesting research issue within this will be the application o f hybrid- 
ARQ (H-ARQ) techniques (where forward error corrections are combined with ARQ) for SIP 
signalling, such as Chase Combining [CHA85] or Turbo coding with code combining (H-ARQ 
schemes have already been utilized in the High Speed Downlink Packet Access (HSDPA) concept 
introduced within UMTS Release 5).
Despite the origins o f  SIP as a large-scale multiparty conferencing protocol, SIP is primarily used 
today for point-to-point calls since its usage for two-party communications (such as a phone call) is 
obvious. Communication sessions with multiple participants, generally known as conferencing, are 
more complicated, as there are additional issues to consider; for example conference creation, users 
joining and leaving a conference, and participants inviting new users to the conference. Currently the 
requirements and framework for multi-party usage o f SIP are being defined within the IETF 
[JOHN03], [LEV03], [ROS03a], [ROS03b]. A t the time o f writing, 3GPP has started to define a 
conference service for UMTS based on the IETF solutions, whereby the 3 GPP conference service 
w ill be a subset o f  the IETF defined conference service [TR  29.847]. In view o f this, there is 
therefore a need to address the session setup performance for multiparty conferencing over the 
UMTS radio interface.
Finally, it must have been noted that IMS and MBMS are being developed separately within UMTS 
in Release 5 and 6, respectively. With SIP and SDP originally designed to support large-scale 
multicast conferences from the outset, IMS seems to be a natural candidate to provide broadcast and 
multicast services. Since the provision o f MBMS through the IMS would he both network-efficient 
and appealing to the end users, the feasibility o f an integrated IMS and MBMS solution therefore 
needs to be investigated.
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Appendix A
C om parison  o f IT U  H .323 w ith S IP
A . l  In t r o d u c t io n
Originally during the standardization process o f  Release 2000, 3GPP has looked at two protocols to 
provide session control for telephony and multimedia services, namely the ITU-T H.323 and the 
IETF Session Initiated Protocol (SIP). These protocols, although resulting in the same end-user 
service, differ in the approach to providing signalling functions. H.323 is based more on a monolithic 
bloc derived from the traditional circuit-switched ISDN multimedia, whilst SIP favours a more 
lightweight approach based on HTTP. 3GPP finally decided to go for SIP largely because it was 
more Internet-based, and the possibility existed to build on standard SIP to add 3G functionality in 
co-operation with the IETF. In this section, a brief description o f H.323 is given and its differences 
with SIP are outlined.
A .2  I T U  H .3 2 3
The ITU  H.323 series o f  recommendations ( ‘Packet Based Multimedia Communication Systems’) 
[H.323] defines protocols and procedures for multimedia communications on the Internet. It is a 
complete, vertically integrated suite o f  protocols and an architecture that encompasses signalling, 
registration, admission control, security, interworking requirements with H.320, H.321 and other ITU 
conferencing system, inter-domain data exchange, transport and codecs.
Important H.323 components include:
• Gatekeeper -  for call routing, address resolution, admission control and accounting
• Gateway -  interconnects H.323 and circuit-switched network for signalling translation and media 
transmission format
• Centralized multipoint control unit (M CU ) -  supports multipoint voice and video calls
• Feature server -  provides supplementary services
H.323 is based heavily on the ITU  multimedia protocols preceding it, including H.320 for ISDN, 
H.321 for B-ISDN/ATM, and H.324 for PSTN/Wireless. The encoding mechanisms, protocol fields,
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and basic operations are simplified versions o f  the Q.931 ISDN signalling protocol. It uses H.245 for 
session control, H.255.0 for connection establishment, H.332 for large conferences, H.450.1, H.450.2 
and H.450.3 for supplementary services, H.235 for security, and H.246 for inter-operability with 
circuit-switched services. This makes H.323 much more o f a telephony-centric flavour, as compared 
to SIP, which has more o f a web flavour.
A .3  C o m p a r is o n  o f  H .3 2 3  a n d  S IP
An extensive comparison o f  H.323 and SIP, based on complexity, extensibility, scalability and 
features was provided in [SCH98b]\ H.323 is mentioned to be more complex due to its numerous 
protocols and also these protocols do not have a clean separation o f functionality among themselves, 
which leads to many options for doing a single task. H.323 is also limited in extensibility since it 
requires full backward compatibility between its versions, each codec is centrally registered and 
standardized, and its design is not modular. H.323 has poor scalability as it uses TCP for signalling 
transport, which is stateful, and it needs a central control for conference calling, which makes it a 
single point o f failure. Finally, H.323 has a more limited support for user preference and personal 
mobility services.
A  more up-to-date comparison o f these two signalling protocols can be found in [DAL99]. [DAL99] 
compared S P  with all the first three versions o f H.323 in terms o f functionality, quality o f service 
(QoS), scalability, flexibility, interoperability, security and ease o f implementation. H ie conclusion 
made was that H.323 and SIP are improving themselves by learning from each other, and as a result, 
the differences between them are diminishing with newer version. The table below, extracted from 
[DAL99], shows a comparison summary between S P  and H.323 version 3, and it can be seen that 
they now have more similarities than differences. More recent comparison can be found at 
http://www.packetizer.com/iptel/h323 vs sin/.
1 [SCH98b] only compared SIP with H.323 version 1 and 2, as there was no version 3 yet. Note that H.323 
version 1 was standardized in 1996, version 2 was released in 1998, version 3 was completed in 1999 and 
version 4 was approved in 2000. At the time of writing, version 5 was officially approved at the end of July 
2003.
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Table A-l: Comparison between H.323 version 3 and SIP (extracted from [DAL99])
H.323 v3 SIP
FUNCTIONALITY
Call Control Services
Call Holding Yes Yes
Call Transfer Yes Yes
Call Forwarding Yes Yes
Call Waiting Yes Yes
Advanced Features
Third Party Control No Yes
Conference Yes Yes
Click-for-Dial Yes Yes
Capability Exchange Yes and Better Yes
QUALITY OF SERVICE
Call Setup Delay 2-3 RT 2-3 RT
Reliability
Packet Loss Discovery Better Better
Fault Detection Yes Yes
Fault Tolerance Better Good
MANAGEABILITY
Admission Control Yes No
Policy Control Yes No
Resource Reservation No No
SCALABILITY
Complexity More Less
Server Processing Stateful or stateless Stateful or stateless
Inter-Server Communication Yes Yes
FLEXIBILITY
Transport Protocol Neutrality TCP/UDP TCP/UDP
Extensibility o f Functionality Vendor Specific Yes, IA N A
Ease o f Customisation Harder Easier
INTEROPERABILTY
Version Compatibility Yes Unknown
SCN signalling Interoperability Better Worse
EASE OF IMPLEMENTATION
Protocol Encoding Binary Text
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Appendix B
L u tz ’s Two-state Satellite Channe l M od e l
Figure B-l: Two state Lutz model
Figure B -l illustrates the schematic for the Lutz model. The multipath fading signal (Rayleigh 
fading) is generated using the sum o f random sinusoids1 (as suggested by the Jake’s model). When no 
shadowing is present (good state), this complex Rayleigh process is superimposed on the direct 
satellite signal with the total received signal amplitude forming a Rician process. Therefore, the 
momentary received power S  obeys a Rician probability density
PRid,» = ce-c(s+1)I„(2cVs) (B-l)
where c is the direct-to-multipath signal power ratio or Rice Factor and I0 is the modified Bessel 
function o f order zero. With the direct satellite signal component normalized to unity, mean received 
total power is E(s) = 1 +  1/c. Doppler shift is also applied at both direct and multipath component 
when the good state occurs. Here the Doppler shift for the worse scenario is considered, where the
1 It can also be generated using a filtered Gaussian noise.
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incoming direct wave component at the receiving antenna and the mobile movement are in the same 
direction. The influence o f this frequency shift is taken into account by a time-variant variable in the 
form o f e2,tfmaxt3 where fmax is the maximum Doppler frequency shift.
When the LOS signal is shadowed (bad state), the model is more complex. No direct component 
exists and the multipath signal is assumed to be Rayleigh distributed with a short-term mean received 
power S0. The probability density function o f the received power conditioned on mean power S0 is
s
pRayleigh(S|S0)  = ” e ° (B-2)
The mean received power S0 is time-varying and is assumed to be characterized by a log-normal 
distribution
P r g w J L  10 ,
W W ' a ,  a  lnlO-v/Zro
(10logS0-/r)
2cr (B-3)
where \i is the mean power level decrease in dB and a 2 is the variance o f the power level owing to 
shadowing. Therefore the Rayleigh/Lognormal fading is produced by multiplying the Rayleigh 
process with a slow Lognormal shadowing process, where the probability density o f the received 
power is given by
co
R^ayleigh-lognormal^ ) ”  {^ Rayleigh (^|S0 lognormal ($0 )d 0^ 0 " 4)
0
The overall density o f the received signal is a combination o f the densities o f the shadowed and 
unshadowed components, weighted by a factor A , defined as the percentage o f the occurrence o f 
shadowing:
P(S ) = (1 -  A ) PRicc (S) + A  PRayiegh-lognormal($ ) (B“5)
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Appendix C
Physica l R A C H  Param eters and Sim ulation
C . l  P h y s ic a l  R A C H  P a r a m e te r s
The section lists the PRACH parameters that are referenced in Chapter 4.
C .1 .1  R A C H  P re a m b le
Table C-l: Preamble signatures [TS 25.213]
Preamble
signature
Value of n
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Po(n) 1 1 | 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Pi(n) 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1
P2(n) 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1
P3(n) 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1
P4(n) 1 1 1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1
Ps(n) 1 -1 1 -1 -1 1 -1 1 1 -1 1 -1 -1 1 -1 1
Pe(n) 1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1 1 1
Pr(n) 1 -1 -1 1 -1 1 1 -1 1 -1 1 -1 1 1 -1
P8(n) 1 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1
P9(n) 1 -1 1 -1 1 -1 1 -1 -1 1 1 -1 1 1
Pio(n) 1 1 -1 1 1 -1 -1 -1 -1 1 1 -1 -1 1 1
Pn(n) 1 -1 -1 1 1 -1 -1 1 -1 1 1 -1 -1 1 1 -1
Pi2(n) 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1
Pi3(n) 1 -1 1 -1 -1 1 -1 1 -1 1 1 1 -1 1 -1
Pi4(n) 1 1 -1 -1 -1 -1 1 1 -1 -1 1 1 1 1 -1 -1
Pis(n) 1 -1 -1 1 -1 1 1 -1 -1 1 1 -1 1 -1 -1 1
C . l . 2 R A C H  M essa ge  P a r t
Table C-2: Random-access message data fields [TS 25.211]
Slot Format 
#i
Channel Bit 
Rate (kbps)
Channel 
Symbol Rate 
(ksps)
SF Bits / 
Frame
Bits / 
Slot
Ndata
0 15 15 256 150 10 10
1 30 30 128 300 20 20
2' 60 60 64 600 40 40
3 120 120 32 1200 80 80
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Table C-3: Random-access message control fields [TS 25.211]
Slot Format 
#i
Channel Bit 
Rate (kbps)
Channel 
Symbol Rate 
(ksps)
SF Bits/
Frame
Bits / 
Slot
Npiiot Ntfci
0 15 15 256 150 10 8 2
Table C-4: Pilot bit patterns for RACH message part with Npiiot = 8 [TS 25.211]
Npiiot — 8
Bit# 0 SH U  2 ft:3V 4 ' 5 6
Slot #0 1 i^ p p  1 5f*l?4 1 1"UA 1 0
1 1 1 •?o:'; 1 : 1 1 hfdA
2 1 / - O '  1 1 0 1 1
3 1 ,146^ 1 ± 0 1 / 1 0 1 A o a
4 1 SY: 1 1 0 1 1
5 1 1 1 1 ? 1 jib  A
6 1 1 W x  1 : 0 1 ^ 6  A
7 1 t A 1 %0;v. 1 0 1 A o ':
8 1 A'Oft 1 xVfr. 1 1 1 f f e
9 1 t a p  1 1 ' 1A 1
10 1 %QA- 1 1 4'6; %- 1 I tiA
11 1 f p lp  1 ;y-Ck< 1 AYA
12 1 1 Ufol- 1 0 ; 1 cdv!
13 1 ro 'A  1 1 1 1 p l A
14 1 w i m  1 0 1 1 1 , 1
C .1 .3  R A C H  Su b-channels
Table C-5 illustrates the available access frame o f  different RACH sub-channels, used during the 
PRACH transmission procedure for deriving the access frame given the current SFN (cf. Figure 4-9).
Table C-5: Available access frame for different RACH sub-channels
Sub-channel
number
SFN modulo 2 0 1
0 0
1 1
C .1 .4  P R A C H  T ra n sm is s io n  P o w e r  S e tt in g
The transmit power o f the UE shall be calculated by the following equation:
P r a c h ~ L s a t .u e  + ISAT +  Constant value,
where Prach is the transmitter power level in dBm;
L s a t -u e  is the measured path loss, in dB, between the satellite and the UE;
IsAt is the U L interference signal power level at the satellite receiver input in dBm, which is 
broadcast on the BCH; and
Constant value is the value that shall be designated via Layer 3 message, which is an operator issue.
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L s a t -u e  can be estimated from CPICH TX  power -  CPICH RSCP (Received Signal Code Power), 
where CPICH T X  power is broadcast on the BCH; and CPICH RSCP is the received power on the 
CPICH measured by the UE.
C .2  L in k  L e v e l  S im u la t io n  o f  R A C H  o v e r  S - U M T S
This section describes in more detail the link level simulator for RACH over S-UMTS used for the 
evaluation o f the ETSI S-UMTS-A scheme as well as the proposed schemes o f extended signature set 
and increased access slot availability presented in Chapter 4 o f this thesis. Link level simulation 
results for the preamble detection probability as well as the RACH message BLER are also provided.
C.2.1 Simulator Description
C.2.1.1 RACH Preamble Detection
The evaluation o f  the RACH preamble detection is based on a passive matched filter acquisition 
scheme. This scheme is selected not only due to its fast acquisition capability, but also due to its 
suitability for the defined preamble structure, where the spreading code is quite short and is repeated 
several times. The structure o f the preamble detector, as shown in Figure C-l, consists o f  a matched 
filter tuned to the beam’s scrambling code and is followed by an accumulator used to accumulate the 
received signal according to the signature. Next is a hank o f correlators, which performs correlation 
between the received sequences with each available signature. The maximum o f the output from 
these correlators is selected and compared to a threshold to evaluate which signature was sent. Tire 
threshold value has been fixed, corresponding to when the probability o f false alarm (Pfa) was set to 
10"3 or less, according to [TS 25.104]. Two different detection schemes were investigated, namely the 
coherent and the differential detection methods.
Sig.#0
J L
r(k)
Matched Filter Accumulator
^Corr.#0 >
Sig.#l
_ I L _
CoiT. #1 >
Sig.#X
J i
Coit. #X |>
Figure C-l: Preamble detector
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The extended signature set scheme is described first. Assuming
(32768
y «(s )= £ c .(k + X -s )r (k + X -s )h „* (l4  S -O ..J= ?
k=0 V X
- 1 (C-1)
where Cn, r and hm>x are the nth beam’s scrambling code, the received sequence and the mth Hadamard 
code (user’s signature) o f  length X  (X  =  16, 32, 64, 128)1, respectively, the output o f the m* 
correlator, when detection is perfonned by a coherent approach, can be written as
Tm.x = |E sy » . ,( 4 (C-2)
For the differential scheme, the sequence is first broken up into segments o f length 1024 chips each. 
The output o f  each accumulator is given by accumulating within a segment and then taking the 
conjugate product o f consecutive sum, as described below.
Y m . X
31
i=l
YBNJ f 1024 V  ^  ; C 1024/. 7 )g  ym,x[s+— -J g  y^fy— (‘-Dj
A (C-3)
For the scheme with increased access slot availability, the detection by coherent accumulation is 
performed using the following relation:
Yn
where
(C-4)
y m(l) =  £  C n(k +16 *l)r(k +16 - l)h m(k), 1 = 0....767
k=0
As for the differential detection scheme, the decision statistic can be described as follows:
Y m  =
63
Z y m(i+64i) 
Vi=o
Y  63
£ y m(k +  6 4 ( i - l »
\k=0
(C-5)
(C-6)
For all these schemes, the best case was referred to, whereby it was assumed that perfect chip and 
frame synchronizations were already achieved at the receiver (U W  was not employed). Results from 
the simulations were also compared with the result obtained using a 3 GPP preamble structure in order
1 X = 16 corresponds to the ETSI S-UMTS-A scheme with 16 signatures, while X = 32, 64, 128 correspond to 
the proposed schemes of 32, 64, and 128 signatures, respectively.
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to show the improvements in the detection performance when a longer preamble sequence is adopted. 
Using similar detection schemes for the 3GPP preamble, equations (C -l), (C -2) and (C-3) can thus be 
rewritten, respectively, as
ym, .6 ( s )= i c n(k + 16-s)r(k + 16-s)hml6(k),s = 0..255
k=0
ym,i6=|lsy„.,6(s)(:
Ym,16 S y « 6(s +  6 4 - i )Y f y m,,6(k + 6 4 . ( i - l ) ) l
s= 0 / \k=0 )
(C -7)
(C -8)
(C-9)
C.2.1.2 RACH Message Reception
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Figure C-2: R A C H  B LE R  simulator
A  chip-sampled simulator has been implemented to evaluate the BLER o f the RACH message part 
under the assumption o f perfect channel estimation. Figure C-2 shows the block diagram o f the 
simulator used. The received sequence was generated following the ETSI specifications [TS 101 851- 
3]. CRC bits were not implemented in the simulator since the errors were detected by comparison 
with the transmitted bits. Nevertheless, the effect o f the CRC has been considered when calculating 
the bit size o f each radio block at every TTI. A  randomly generated CRC o f 16 bits length was used 
in the simulation. It was also assumed that the TFCI bits were correctly demodulated. The functional 
blocks at the receiver side simply perform the reverse processes o f the corresponding blocks o f the
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transmission part. In particular, a uniformly spaced eight-level quantizer has been employed in 
connection with the Viterbi decoding process. The Transport Block sizes were chosen so that rate 
matching was implemented by repetition instead o f puncturing, and the average repetition distance 
was constant. The BLER performances have been evaluated for different spreading factors as well as 
for both TTI =  10 ms and TTI =  20 ms.
Table C-6: Simulation Parameter for the Message Part
D A TA  PA R T  
PARAM ETERS
Spreading Factor
256 128 64 32
Block size 
[bits]
TTI = 10 ms 24 72 168 360
TTI = 20 ms 72 168 360 744
CRC [bits] 16 16 16 16
Convolutional
Channel
coding
Constraint
length
9 9 9 9
Code rate 1/2 1/2 1/2 1/2
C O N TR O L PA R T  
PARAM ETERS
Spreading Factor
256 256 256 256
Slots per 10 ms 15 15 15 15
Pilot/TFCI bits per slot 8/2 8/2 8/2 8/2
Power ratio of control and data 
channel [dB]
0 0 0 0
C.2.2 Simulation Results
C.2.2.1 RACH Preamble Detection Probability Results
The preamble detection probability results for the scheme with extended signature set are presented 
first (with comparison with the ETSI S -UM TS-A  and 3GPP schemes). For clarity, the probability o f 
misdetection (1-Pd)  has been used, instead o f Pd. Figure C-3 and Figure C-4 show the preamble 
probability of misdetection performance using a coherent and a differential receiver, respectively. As 
can be seen, the required SIR for the detection o f the preamble defined in ETSI S-UM TS-A  is 
approximately 10 dB and 7 dB below that o f the 3 GPP preamble when a coherent and a differential 
approach is used, respectively. This observation confirms that a longer preamble performs better in 
terms o f probability o f detection.
These results also highlight that when extending the set o f signatures to 32, 64 and 128, the preamble 
detection performances do not change significantly in terms of the required SIR as compared to that 
o f the ETSI case. Thus the number o f available signatures can be increased per access slot without 
degrading the preamble detection performance. Note also that by comparing Figure C-3 and Figure 
C-4, it is observed that for the longer preamble, the differential scheme degrades by almost 2 dB in 
terms o f the required SIR for preamble detection performance as compared to the coherent scheme. 
This is because the performances were evaluated in a static propagation condition. Nevertheless, it
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has been shown that a differential approach will give improvements over a coherent approach at high 
Doppler frequencies [TSGR1#3(99)140], [SATIN03]. This is because with a longer preamble, 
coherent processing suffers large losses in the presence o f Doppler. Therefore, efficient channel 
estimation algorithms and pre-Doppler compensation are required if a coherent approach is adopted.
Figure C-3: Probability o f misdetection (1-Pa) 
comparison between the extended signature set 
scheme with the E TS I S -U M TS-A  and 3GPP 
schemes using a coherent receiver in A W G N
Figure C-4: Probability o f misdetection (1-Pa) 
comparison between the extended signature set 
scheme with the E TS I S-U M TS-A  and 3GPP 
schemes using a differential receiver in A W G N
Figure C-5 and Figure C -6 depict the preamble probability o f misdetection performance in a Rician 
fading environment (highway) using a differential receiver at a mobile speed o f 50 and 90 km/hr, 
respectively. It can be seen that the detection probability o f the preamble does not degrade much with 
mobile speed using the differential scheme, when compared to a coherent scheme, as was shown in 
[SATIN03]. Again, it can be observed that the detection probability performances of the extended 
signature set scheme in terms o f the required SIR are very similar to those o f the ETSI case. Hence it 
can be concluded that the detection probability of the preamble does not depend on the length o f the 
signature but instead on the length o f the preamble.
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Ec/No
Figure C-5: Probability o f misdetection (1-Pd) comparison between the extended signature set scheme 
with the E TS I S -U M TS-A  and 3G PP schemes using a d ifferential receiver in highway (R ician) fading
environment (mobile speed =  50 km/hr)
Figure C-6: Probability o f misdetection (1-Pd) comparison between the extended signature set scheme 
with the E TS I S -U M TS-A  and 3G PP schemes using a differential receiver in highway (R ician) fading
environment (mobile speed =  90 km/hr)
194
Appendix C. Physical RA CH  Parameters and Simulation
Next the results for the increased access slot availability scheme are presented.
Figure C-7: Probability o f misdetection (1-Pd) 
comparison between the increased access slot 
availability scheme with the E TS I S -U M TS-A  and 
3G PP schemes using a coherent receiver in A W G N
Figure C-8: Probability o f misdetection (1-Pd) 
comparison between the increased access slot 
availability scheme with the E TS I S -U M TS-A  and 
3GPP schemes using a differential receiver in 
A W G N
Figure C-7 and Figure C -8 compare the preamble misdetection probability between the increased 
access slot availability scheme with the ETSI S -UM TS-A  and 3GPP schemes in A W G N  using a 
coherent and a differential receiver, respectively. As expected, in the absence o f Doppler, the 
coherent scheme gives a slightly better performance o f about 1-2 dB in terms o f the required SIR for 
the preamble detection compared to the differential approach. From these results, it can be seen that 
preamble for ETSI3AS requires a lower SIR for detection than 3GPP but is higher than the ETSI S- 
U M T S -A  preamble since, as expected, a longer preamble performs better in terms o f probability o f 
detection. Similar observations are made for a fading environment, as illustrated in Figure C-9. For 
example, to achieve a Pd -  0.9 in the highway environment, the required SIR for ETSI3AS is lower 
than 3GPP by about 4.5 dB but higher than ETSI by about 3.4 dB. Although the detection probability 
of the proposed preamble is worse than ETSI by several dBs, the required SIR for the target Pd is still 
not excessively high in both A W G N  and Rician channels, and hence performance improvements at 
the system level can be expected since there are more access slots available with the proposed 
scheme (as were shown in Chapter 4).
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Ec/No
Figure C-9: Probability o f misdetection (1-Pd) comparison between the increased access slot availability 
scheme with the E TS I S -U M TS-A  and 3G PP schemes using a differential receiver in highway (R ician)
fading environment (mobile speed =  90 km/hr)
C.2.2.2 RACH Message BLER Results
Figure C-10: R A C H  message block error rate 
(B L E R ) in A W G N  for T T I  =  10 ms
Figure C - l l :  R A C H  message block error rate 
(B LE R ) in A W G N  for T T I  =  20 ms
Figure C-10 and Figure C - l l  show plots o f the BLER  for the RACH  message part vs. Eb/N0in an 
A W G N  condition for TTI =1 0  and 20 ms, respectively, where Eb is the bit energy o f the channel bits
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that is half o f the energy o f a QPSK symbol at the physical level. As can be seen, there is a 
dependency o f the BLER  on the spreading factor, which can be explained as follows. Although the 
number o f transmitted chips is the same for all the spreading factors, when a lower spreading factor is 
used, the number o f data bits increases. Thus the probability that at least a bit error occurs in the 
transport block becomes higher. For a target BLER  quality o f 10%, the required Eb/N0 varies from
2.4 dB to 4.6 dB (for the different values o f spreading factors) when TTI equal to 10 ms. For TTI of 
20 ms, the required Eh/No to achieve the same BLER  is now increased by 1 to 2 dB.
Similar observations on the effect of the spreading factor on the BLER  performance for the RACH  
message part were also made for a fading environment, as depicted in Figure C - l2 and Figure C-13.
Figure C-12: R A C H  message block error rate Figure C-13: R A C H  message block error rate
(B L E R ) in highway (R ician) fading environment for (B L E R ) in highway (R ician) fading environment for
T T I  =  10 ms (mobile speed =  90 km/hr) T T I  =  20 ms (mobile speed =  90 km/lir)
Figure C - l4 illustrates the effect o f different mobile speeds on the BLER  performance. It is observed 
that the performance at a higher speed is slightly better than at a lower speed. It is known that the 
interleaving depth should ideally be higher than the coherence time o f the channel for improved 
performance. With a large enough interleaving depth, the channel fading effects can be spread out, 
effectively transforming channel with bursty characteristics into a channel having independent errors. 
Higher mobile velocity corresponds to a larger Doppler, which results in a channel with a smaller 
coherence time. On the other hand, lower mobile velocity corresponds to a larger coherence time, 
which means that a larger interleaving depth is required [SUM02]. Therefore, when a constant 
interleaving depth is employed (10 ms was used here), a better performance is observed for mobile 
users with higher velocity.
Eb/No
197
BL
ER
Appendix C. Physical RA CH  Parameters and Simulation
Figure C-14: R A C H  message block error rate (B L E R ) for T T I  =  10 ms, SF =  256, TB  size =  51 bits at
different mobile speeds
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A p p e n d i x  D
S I P  S e s s i o n  E s t a b l i s h m e n t  S i m u l a t i o n  
P a r a m e t e r s
D .l Introduction
This appendix gives a more detailed explanation of the parameters used in the SIP-based session 
establishment simulation presented in the thesis (which are used throughout Chapters 5 and 6). These 
include parameters for the protocols involved, namely SIP, RSVP, PDP and RLC. Note that not all 
the parameters associated with the respective protocols are covered herein, but only those relevant 
parameters that are used in the simulation (as listed in Table 5-1).
D.2 SIP
Table D -l: SIP timers
SIP
T im er
M ean ing 3 G P P  va lu e  
to  b e  app lied  
at th eU E
TI Round trip time (R T T ) estimate 2s default
T2 The maximum retransmit interval for non-INVITE 
requests and IN V ITE  responses
16s
T4 Maximum duration a message will remain in the 
network
17s
Timer A INVITE  request retransmit interval, for UDP only initially T I
Timer B INVITE  transaction timeout timer 64*T1
Timer C proxy IN V ITE  transaction timeout >  3 min
Timer D Wait time for response retransmits >128s
Timer E non-INVITE request retransmit interval, UDP only initially T I
Timer F non-INVITE transaction timeout timer 64*T1
Timer G INVITE  response retransmit interval initially T I
Timer H Wait time for A C K  receipt 64*T1
Timer I Wait time for A C K  retransmits T4 for UDP
Timer J Wait time for non-INVITE request retransmits 64*T1 for 
UDP
Timer K Wait time for response retransmits T4 for UDP
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Table D -l defines the SIP timers used in the simulation. It also lists the 3 GPP recommended values 
for the UE, which have been modified when compared to RFC 3261 to accommodate the delays 
introduced by the air interface processing and transmission delays [TS 24.229],
D.3 R SYP
RSVP sends its messages as IP datagrams with no reliability enhancement. To recover from 
occasional packet losses, RSVP uses its periodic refresh mechanisms (this is also used to maintain 
reservation states). The (minimum) period between each refresh transmission of a given PATH or 
RESV message is governed by the refresh timer, R, where the default refresh interval, as specified in 
[RFC 2205], is 30s. The RSVP K  value is the (minimum) number o f refresh intervals that must 
elapse before a PATH  or RESV message, which is not being refreshed, will be aged out. Its default 
value, as specified in [RFC 2205], is 3.
D.4 PDP Context Activation &  Modification
Table D-2 defines the session management timers used during the PDP context activation and 
modification procedures along with their default values, as specified in [TS 24.008].
Table D-2: Session management timers used in the simulation
TIM ER
NUM.
TIM ER
V ALU E
C A U SE  OF S T A R T N O R M A L S T O P ON THE
1s t, 2nd , 3rd , 4th 
E X PIR Y
T3380 30s A C T IV A TE  PDP CO NTEXT 
REQUEST or A C T IV A TE  
SECONDARY PDP CO NTEXT 
REQUEST sent
A C T IV A TE  
PDP CONTEXT 
ACCEPT or 
A C T IV A TE  
SECONDARY 
PDP CO NTEXT 
ACCEPT received 
AC T IV A TE  
PDP CO NTEXT 
REJECT or 
A C T IV A TE  
SECONDARY 
PDP CO NTEXT 
REJECT received
Retransmission o f 
A C T IV A T E  PDP 
CONTEXT REQ 
or A C T IV A TE  
SECONDARY 
PDP CONTEXT 
REQUEST
T3381 8s M O D IFY  PDP CONTEXT 
REQUEST sent
M O D IFY PDP 
CONTEXT 
ACCEPT received
Retransmission o f 
M O D IFY  PDP 
CONTEXT 
REQUEST
200
Appendix D. SIP Session Establishment Simulation Parameters
D.5 R L C
Table D-3 describes the parameters o f the RLC protocol used in the simulation along with the 3 GPP 
recommended range of values, as specified in [TS 25.331].
Table D-3: Relevant R L C  parameters used in the simulation
Param eter D escrip tion T y p e  and 3G PP  
R ecom m en d ed  R an ge  o f 
V a lu es  [TS  25.331]
Transmission window size Maximum number o f  RLC 
PDUs sent without getting 
them acknowledged. This 
parameter is needed i f  
acknowledged mode is used. 
UE shall also assume that the 
R A N  receiver window is 
equal to this value
Integer 
(1, 8, 16, 32, 64, 128, 256, 
512, 768, 1024, 1536, 2047, 
2560, 3072, 3584, 4095)
Receiving window size Maximum number o f  RLC 
PDUs allowed to be received. 
This parameter is needed i f  
acknowledged mode is used. 
UE shall also assume that the 
R A N  transmitter window is 
equal to this value
Integer 
(1 ,8 , 16,32, 64, 128, 256, 
512, 768, 1024, 1536, 2047, 
2560, 3072, 3584, 4095)
Timerjpolljprohibit Minimum time between polls 
in ms (to prohibit transmission 
o f  polls within a certain 
period)
Integer 
(10...550 by step o f  10, 
600.. .1000 by step o f 50)
Timer_poll Time in ms (activated when a 
poll is sent) which upon 
expiiy o f  this timer, another 
poll is sent
Integer 
(10...550 by step o f  10, 
600... 1000 by step o f  50)
Last transmission PDU poll TRUE indicates that poll is 
made at last PDU in 
transmission buffer
Boolean
Last retransmission PDU poll TRUE indicates that poll is 
made at last PDU in 
retransmission buffer
Boolean
M axDAT Maximum number o f 
transmissions o f  an AM D  
PDU is equal to M axDAT -  1
Integer
(1 ,2 , 3, 4, 5, 6, 7, 8, 9,10,15, 
20, 25, 30, 35, 40)
201
Appendix E. Results on Poll Prohibit Timer Effect for Combined Solicited and Unsolicited STATUS
Report Trigger
A p p e n d i x  E
R e s u l t s  o n  P o l l  P r o h i b i t  T i m e r  E f f e c t  f o r  
C o m b i n e d  Solicited a n d  U n s o l i c i t e d  S T A T U S  
R e p o r t  T r i g g e r
Figure E -l to Figure E-6 compare the performance for the case when the poll prohibit timer is set 
with the scenario when it is not activated for combined solicited and unsolicited STATUS report 
feedback. Similar to the observations made in Chapter 5 (section 5.4.2.2), it can be seen that better 
performance is achieved when the poll prohibit timer is not configured (or set to a minute value). 
Obviously with both the unsolicited and solicited STATUS report options set, the results, as 
illustrated in this appendix, are better than the performance when only solicited STATUS report 
trigger is configured, as shown in Chapter 5. Comparing both set o f results, it is noted that not much 
further improvement is gained by configuring both the solicited and unsolicited feedback whilst the 
poll prohibit timer is deactivated. Hence when both the solicited and unsolicited STATUS report 
options are set, the difference in performance between no poll prohibit timer activated to when it is 
configured is not as much as for the case when only solicited STATUS report is triggered.
Figure E-7 to Figure E-10 illustrate the impact o f setting different values for the poll prohibit timer 
when both solicited and unsolicited STATUS report options are triggered. Again the observations 
made here agree with the ones in Chapter 5, in that lower values o f prohibit timer give a better 
performance. Also with both the solicited and unsolicited feedback configured, better results are 
obtained compared to when only solicited STATUS report trigger is configured (as shown in Chapter 
5). However, the difference in performance between the different set o f poll prohibit timer values is 
not as much here as when only solicited feedback is set. For example, with combined solicited and 
unsolicited STATUS report triggers, the difference in the session setup delay between a poll prohibit 
timer o f 4 times the poll timer value with a poll prohibit timer twice the poll timer value is 9.4s (cf. 
Figure E-9) when the BLER is 10%, but when only the solicited feedback is set, the difference in the 
session setup delay is 26.7s (cf. Figure 5-24).
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Tgood (s)
Figure E - l: Session setup delay comparison with and Figure E-2: Session setup delay comparison with and
without poll prohibit timer for B L E R  =  1%  in good 
state
without poll prohibit timer for B LE R  == 10% in good 
state
-9 - Tbad = 0.5s - With Poll Prohibit Timer 
-A- Tbad = 2s - With Poll Prohibit Timer 
Tbad = 4s - With Poll Prohibit Timer 
*o Tbad = 0.5s - Without Poll Prohibit Timer 
-A. Tbad = 2s - Without Poll Prohibit Timer 
-$■ Tbad = 4s - Without Poll Prohibit Timer
.... i - V -
l\ • \ 
: \
II : ' 
i| ; 1
. . >\; .
—  e___  ii i i ■» j- -■
4 5
Tgood (s) Tgood (s)
8 9 10
Figure E-3: Call blocking probability comparison 
with and without poll prohibit timer for B LE R  =  1%  
in good state
Figure E-4: Call blocking probability comparison 
with and without poll prohibit timer for B L E R  =  
10% in good state
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-e- Tbad = 0.5s - With Poll Prohibit Timer 
Tbad = 2s - With Poll Prohibit Timer 
ft- Tbad = 4s - With Poll Prohibit Timer 
-o Tbad = 0.5s - Without Pol I Prohibit Timer 
Tbad = 2s - Without Poll Prohibit Timer 
ft- Tbad = 4s - Without Poll Prohibit Timer
Tgood (s)
Figure E-5: R L C  PD U  delay comparison with and 
without poll prohibit timer fo r B L E R  =  1% in good 
state
Figure E-6: R L C  PDU delay comparison with and 
without poll prohibit timer for B LE R  =  10% in good 
state
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Figure E-7: Session setup delay fo r different prohibit 
timer values (prohibit timer values are given in 
terms o f poll timer value) (T g00d =  6s, T bad =  2s)
Figure E-8: Call blocking probability for different 
prohibit timer values (prohibit timer values are 
given in terms o f poll timer value) (T g00d =  6s, T bad =  
2s)
Figure E-9: R L C  SDU delay for different prohibit 
timer values (prohibit timer values are given in 
terms o f poll timer value) (T good =  6s, T bad =  2s)
Figure E-10: R L C  PD U  delay for different prohibit 
timer values (prohibit timer values are given in 
terms o f poll timer value) (T good =  6s, T bad =  2s)
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A p p e n d i x  F
S i m u l a t i o n  E n v i r o n m e n t  a n d  V a l i d a t i o n
F .l Simulation Approach
In telecommunication networks, as in many other areas o f science and engineering, computer 
simulation has increasingly become the most commonly used paradigm o f scientific investigations, in 
addition to the two traditional ones o f theoretical studies and experimentation. There are some strong 
reasons favouring the simulation approach in the study of current and future communication 
networks.
Firstly, these systems have grown too large that they are almost always too complex to be accurately 
described by a mathematical model that is analytically tractable. In these cases, a simulation may turn 
out to be the only type o f investigation tool possible. Moreover, approximations or assumptions 
normally made with the analytical approach so as to render an analysis tractable tend to simplify the 
system to such a high extent that the validity/applicability of the derived results becomes significantly 
limited.
Secondly, simulation becomes even more important when the network, or network subsystem 
(component) under study does not exist. Simulation in this case provides the first means to perform 
some system evaluation before deploying the network without committing resources for their 
acquisitions. With this approach, there is less risk, and also an operating cost reduction.
Thirdly, even when alternative methods o f network performance evaluation are feasible (for example 
using real-time experiments), simulation provides a much simpler and flexible way to modify the 
value o f various system parameters and evaluate their impact on the network performance for 
different parameters and environments. This is mainly due to a better control over the experimental 
conditions in a simulation than would generally be possible when experimenting with the real system 
itself. By being able to generate the same sequence o f events over and over again in a simulation, 
alternative scenarios can be tested under the same conditions, which would otherwise not be possible 
with real life experiment since exact conditions o f a real life experiment are unlikely to be repeated. 
Furthermore, simulation enables the control o f the time base, allowing the study o f a system with a 
long time frame in a much shorter time period, or alternatively the study o f the detailed workings o f a
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system in expanded time (i.e. increasing the run time, turning nanoseconds into seconds, for 
example).
Therefore, the simulation approach has been the main technique used in our study and analysis on 
session setup over an IP-based S-UMTS network. W e have strived to model the behaviour of each 
relevant protocol involved in the session setup as closely as possible to a level o f detail required 
within our research objectives and interest. The simulation tool and the validations o f the models 
developed are briefly described next.
F.2 O P N E T 1 Simulation Tool
Throughout the research work, the main modelling and simulation platform used was OPNET  
(OPtimised Network Engineering Tool) Modeler2 (Wireless/Radio Module), a commercial product 
from OPNET Technologies, Inc [OPNET]. OPNET Modeler is the industry’s leading network 
technology development environment (used by the world's most prestigious technology 
organizations), which provides a comprehensive development environment for the design, 
specification, simulation and performance analysis o f communication networks, devices, protocols, 
and applications with unmatched flexibility. Discrete event simulations are used as means o f 
analyzing system performance and their behaviour. Besides being widely accepted as the de-facto 
standard platform for IP network simulation, OPNET Modeler was the choice of the simulation tool 
used in our research work due to its state of the art features [OPNET]; among which include:
• Hierarchical design structure
OPNET simulator provides a hierarchical design platform, consisting o f a network level, node level 
and process level. Complex network topologies can also he managed with unlimited subnetwork 
nesting (Figure F -l).
• Clear and simple modelling paradigm
OPNET adopts a multi-paradigm approach, in that the model specification is divided into a set o f 
three modelling domains (Table F -l). The behaviour o f individual objects is modelled at the ‘Process 
Level’ and these objects are then interconnected to form devices at the ‘Node Level’ . These are in 
turn interconnected using links to form networks at the ‘Network Level’, and finally, multiple 
network scenarios can be organized into "Projects" to compare designs.
• Finite state machine (FSM) modelling of protocols and other processes
1 OPNET is a trademark o f  OPNET Technologies Inc.
2 Release 7.0 was used during the time o f study.
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The process model is expressed in O PNET ’s Proto-C, which consists o f state transition diagrams, a 
library o f kernel procedures and the standard C/C++ programming language. It offers the flexibility 
of simulating any required behaviour or defining any protocols with full control on the level o f detail.
Network M odel
Process M odel
Node M odel
Figure F - l: O P N E T  hierarchical modelling structure
Table F - l:  O P N E T  Modelling Domains
Domain Modelling Focus
Network Network topology described in terms o f subnetworks, 
nodes, links and geographical context.
Node Node internal architecture described in terms of 
functional elements (applications, processing, queueing) 
and data flow (communication interfaces) between them.
Process Behaviour o f processes (protocols, algorithms) that 
operate within the nodes o f the system, specified using 
finite state machines and extended high-level language
• Object-oriented modelling
Nodes and protocols are modelled as classes with inheritance and specialization.
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• Comprehensive support for protocol programming
Over 400 library functions (kernel procedures) simplify writing protocol models.
• Wireless, point-to-point, and multipoint links
Link behaviour is open and programmable. OPNET offers the ability to accurately account for the 
delay, availability, and bit errors characteristics o f links with full flexibility to incorporate physical 
layer characteristics and environmental effects. Besides providing the user to specify the various 
channel/transmitter/receiver attributes such as the data rate, packet format, frequency band, 
modulation type, spreading code, power, distance, and antenna directionality (Figure F-2), OPNET  
also provides a modular architecture supporting the development of specific link models at varying 
levels o f detail. This modular framework is called the Transceiver Pipeline, and a wireless/radio link 
pipeline, as depicted in Figure F-3, is divided into fourteen stages, each designed to model a 
particular aspect o f the channel. These pipeline stages, implemented as functions in C/C++ language, 
typically consist o f formulas and algorithms applied to the transmission data.
j (c h a n n e l)  Table
j  ( r a  _ rx ) A ttr ib u te s
(J) rname 0 (j|chaj™jT 
(J) [-modulation 
0  |-no«se figure 
0  f- ecc threshold 
0  [- lagain model 
0  [-powermodel 
(J) |-bkgnoise model 
0  (- incise model 
(J) t-snr model 
0  (-betmodel
® bmiroffl
0  lecc model0 A
/* Obtain the max interference power from the custom TOA sec in the tnoise stage */ max_intf « c-p_td_get_dbl (pkptr, opc_toa_ra_max_inoex tl);
/* Record this interference power. Note that this is done only once per packet */ /* because this stage is invoked only once per packet: at the end of reception */ opnk_jnaxintf_stat_write (max_intf);
/* Since the only valid transmissions are uplink transmissions to the first */ u
_____________
Figure F-2: Example o f O PN E T  radio link model attributes (receiver side) with source code for one o f
the pipeline stages
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transmitter
Executed once at the start of 
simulation for each pair of 
transmitter and receiver channels 
or dynamically by procedure call
i p ™ ™
stages 2 and up are executed separately for each receiver
stage 1 executed once per 
transmission
Executed at start of 
transmission
Executed at start of reception
Executed at constant SNR boundary
Executed at end of reception
multiple receivers
Figure F-3: Radio link pipeline stages in O PN E T
These fourteen pipeline stages for the wireless link, six stages associated with the transmitter and 
eight stages associated with the receiver, are briefly described as follows:
0 Receiver Group Model
Checks every possible transmitter-receiver channel pair, and maintains a receiver group for each 
transmitter channel. When a packet is sent, a copy o f that packet is made for each member o f the 
receiver group. During a simulation, subsequent pipeline stages can use dynamic criteria to determine 
a receiver channel’s eligibility for receiving a transmission.
1 Transmission Delay Model
Computes the time required for a transmission to complete.
2 Link Closure Model
Determines which receivers can be reached by the transmission (the rest o f the Pipeline will be 
executed separately for each receiver that passes this test).
3 Channel Match Model
Determines which receiver channels can demodulate the transmission, and which ones should treat it 
as noise.
4 Transmitter Antenna Gain Model
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Computes the gain o f the transmitter's antenna in the direction of the receiver.
5 Propagation Delay Model
Computes the time required for the transmitted signal to propagate between the transmitter and the 
receiver.
6 Receiver Antenna Gain Model
Computes the gain o f the receiver's antenna in the direction of the transmitter.
7 Received Power Model
Computes the average received power o f a transmission (typically factoring in antenna gains, channel 
frequency, transmitter power, distance, etc.). Fading effects are incorporated herein.
8 Background Noise Model
Computes the in-hand background noise for a receiver channel.
9 Interference Noise Model
Computes the interference noise which affects a transmission fragment (typically, the total power o f 
all other concurrent, in-band transmissions).
10 Signal to Noise Ratio (SNR) Model
Computes the SNR o f a transmission fragment (usually based on the ratio of received power to the 
sum o f background and interference noise).
11BER Model
Computes the mean bit error rate (BER) over each constant SNR fragment o f the transmission.
12 Error Allocation Model
Determines the number o f bit errors in each fragment o f the transmission.
13 Error Correction Model
Determines whether the allocated transmission errors can be corrected and i f  the transmitted data 
should be forwarded into the node for higher-level processing.
With the need to take into account the channel characteristics since they affect the performance of 
higher-layer protocols, the programmable features o f the wireless link available in OPNET are 
therefore an important aspect in our studies. Hence we have devoted a major effort into 
modifying/customizing the default radio link model source codes in OPNET to represent the 
characteristics o f the S-UMTS radio link. Since a link budget for S-UMTS was not available in the 
open literature at the start o f our research, we have followed most of the values from the link budget 
analysis (for a global GEO system) presented in [JOH95].
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• Total openness
Application Programming) Interfaces (APIs) for program-driven construction or inspection o f all 
models and result files. Source codes are provided for all standard models and they can easily be 
integrated into the users’ simulations (users are also given the ability to encrypt models to protect 
intellectual property).
• Integrated analysis tools
Comprehensive tools to display simulation results. These enable us to easily plot and analyze time 
series, histograms, probability functions, parametric curves, and confidence intervals, as well as 
export the results to spreadsheets or use XM L.
• Animation
Animate model behaviour, either during or after simulation and monitor statistic values during 
simulation execution.
• Integrated debugger
Quickly validate simulation behaviour or track down problems.
• Comprehensive library of detailed protocol and application models
The library includes Multi-Tier Applications, Voice, HTTP, TCP, IP, RSVP, Frame Relay, Ethernet, 
802.11 Wireless LANs, MPLS, PNNI, IP Multicast, Circuit Switch, Mobile IP, and many more. 
These models are provided as FSMs with open source code.
• Comprehensive library of network devices
The Standard Model Library includes hundreds o f vendor specific and generic device models 
including routers, switches, workstations, and packet generators as well as aggregate traffic from 
LA Ns or ‘Cloud’ nodes.
• Geographical and mobility modelling
Model cellular and satellite networks or any network with mobile nodes, where each node's position 
can be dynamically controlled or their trajectories be pre-defined. Also, maps and other background 
graphics can be added for context and visual enhancement.
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F.3 Functional Block Diagram  of Simulator
Throughout the development o f the simulators in our research work, we have followed the 
methodology as illustrated in Figure F-4. It is essential to note that only those elements relevant to 
our studies (needed for the performance measures o f interest) have been modelled in detail. For 
example, the RLC protocol used for the link layer retransmission was modelled in detail as per [TS 
25.322]. On the other hand, only those behaviours/functions o f the SIP protocol required for the 
session setup signalling have been implemented. The modelling o f certain entities that are not the 
main focus o f our research such as the UM TS core network or the Internet have been abstracted3 by a 
statistical distribution of delay (packet error can also be implemented, but this was not considered).
Figure F-4: Simulation methodology
Figure F-5 shows the high-level simulation block diagram of the random access over S-UMTS. The 
description for this RACH simulator can be found in Chapter 4 (section 4.4.1). Figure F-6 illustrates 
the state transition diagram (STD ) o f the RACH  process model as implemented in OPNET. The 
RACH process has been modelled according to the RACH transmission control procedure (at the 
M A C  layer) and the PRACH transmission procedure (at the physical layer), as depicted by Figure 4-8 
and Figure 4-9, respectively.
3 This method o f abstraction on aspects o f less interest not only speeds up the simulation process, but also it 
does not have a great impact o f the overall system performance.
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Figure F-5: Block diagram o f random access simulation model
Figure F-6: State diagram o f R A C H  process model in O PN E T
Figure F-7 shows the SIP-based session establishment over S-UMTS high-level simulation block 
diagram at the UE side. The session setup signalling sequences in the simulation followed the ones 
depicted in Figure 5-1, whereby the respective protocols involved in the signalling exchange were 
modelled according to their specifications. A  more detailed description o f the session setup simulator 
can be found in Chapter 5. Figure F-8 depicts the STD o f the R LC -AM  process model as
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implemented in OPNET, where the implementation o f the R LC -AM  mechanism has been based on 
[TS 25.322].
ii
Figure F-7: Block diagram o f session setup simulation model at the UE side
Figure F-8: State diagram o f R L C -A M  process model in O PN E T
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F.4 Simulation Models Verification and Validation
Much time and effort has been put into the verification and validation4 o f the simulation models in 
order to achieve a high level o f credibility o f our simulation studies. In particular, the developed 
models were assured to bear close (adequate) approximation to the systems to be modelled, i.e. 
within the specific scope identified in our studies (since models are generally not universally valid 
but are designed for specific purposes). W e  have employed the following mechanisms as part o f the 
simulation verification and validation process:
• In developing our simulation models, the ‘divide-and-conquer’ approach was used, whereby 
each module o f the whole simulation model was developed separately. Each element was then 
tested in turn to ensure that, firstly, they behave in the manner intended by the model code, and 
secondly, that their behaviour is representative o f the real system. Each module was isolated 
and the randomness associated to each process involved was removed in order to test the 
module under known conditions. Simulation conditions with a priori known results were 
carried out and the correct performance o f each module was checked. In particular, they were 
subjected to testing according to the protocol conformance testing (only those relevant tests for 
RACH  and R LC -A M  were performed), as specified in [TS 34.123-1]. For example, in 
determining the correct operation o f the timer Timer_Poll_Prohibit (for RLC), we have verified 
that no poll is transmitted if  one or several polls are triggered when the Timer Poll Prohibit 
timer is active and has not expired, and that the U E  polls only once after Timer_Poll_Prohibit 
expires even though triggered several times during the prohibit time. This verification was done 
by executing the test procedure and comparing the output o f the simulation with the expected 
sequences (more detail in [TS 34.123-1]).
• By using the OPNET interactive debugger, the simulation can be monitored as it progresses or 
the simulation can be advanced until a desired time has elapsed or a particular condition is met, 
after which the model information is displayed. With this ability to step through the simulation, 
a trace o f the state o f the simulated system (at certain points o f the simulation), i.e. the contents 
o f the state variables, event lists, and certain statistical counters can be observed. This method 
has been useful in following the model logic for each action o f each event type, and 
particularly in verifying the correctness of program by comparing the output with paper-and- 
pencil calculations. With this, modelling errors can be revealed quickly, which would 
otherwise be difficult.
4 Verification is concerned with determining whether the conceptual simulation model (model assumptions) has 
been correctly translated into a simulation software, i.e. the process o f debugging. Validation is the process o f  
determining whether a simulation model is an accurate representation o f  the system, for the particular 
objectives of the study [LAWOO]. In other words, verification is concerned with building the model right, 
whereas validation is concerned with building the right model [BAN01].
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• Rare events and extreme cases were also included (for example by ‘forcing’ the occurrence of 
certain type of errors) to test the ability and behaviour o f the model in responding to these 
conditions. Anticipated modelling errors or suspicious behaviours were also accounted for in 
the model by writing ‘i f  statements to test for these occurrences (that satisfy the conditions) 
and reporting them to a message or log file.
• As the separate modules are being put together for the overall simulation model, each time is 
more difficult to remove the randomness and to have an a priori knowledge of the test results. 
For this, extensive model testing was performed by making runs over a wide range of input 
parameter settings. A  trend analysis (also known as sensitivity analysis) was then conducted to 
see i f  typical outputs at least followed the expected direction when one or more input variables 
was changed. For example, in a random access system, if  the arrival rate of access attempts 
were to increase, it would be expected that the throughput would tend to increase until a certain 
point where saturation occurs and then the throughput would start to decrease due to system 
instability. With this technique, the model output can be checked for reasonableness (face 
validity) [BAN01]. It must be noted that validation is generally easier when the model is 
focused on comparative, rather than absolute behaviours [HEI01].
• The overall simulation model was also run under simplifying assumptions for which the results 
can be anticipated/computed. For example, when the session setup signalling model was 
performed under an error-free condition, it was found that the session setup delay matched the 
delay obtained using hand calculation.
• Some of the simulation input probability distributions (provided within OPNET) were also 
computed and checked, although it may not be necessary since OPNET has performed its own 
standard calibration and software validation procedures, and the fact that it has been used quite 
extensively within the research community for years.
• Any stochastic computer simulation, in which random processes are simulated, has to be 
regarded as a (simulated) statistical experiment and, because o f that, application o f statistical 
methods of analysis o f (random) simulation output data is mandatory [PAW02], Therefore to 
obtain a satisfactory level o f credibility o f the final simulation results, statistical errors 
associated with the results were computed. The degree o f confidence in the accuracy o f a given 
final (point) estimate, is commonly measured by the corresponding confidence interval (C l) at 
a given confidence level (CL), that is, by the interval C l expected to contain an unknown value 
with the probability CL [PAW02], In all our simulations, the simulations were performed so 
that 95% o f the time, the C l is within 3-4% o f the estimated value.
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