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Стаття присвячена питанням машинного розу-
міння текстів на природній мові. При цьому були 
розглянуті особливості проектування та практич-
ної реалізації синтаксичного текстового аналізатору 
російської мови та дано короткі відомості про мето-
ди, покладені в основу його функціонування. До осо-
бливостей реалізації можна віднести використання 
граматики залежностей для визначення категорій 
елементів мовних структур
Ключові слова: розуміння текстів на природній 
мові, первинний аналіз природної мови
Статья посвящена вопросам машинного понима-
ния текстов на естественном языке. При этом были 
рассмотрены особенности проектирования и практи-
ческой реализации синтаксического текстового ана-
лизатора русского языка и даны краткие сведения о 
методах, положенные в основу его функционирования. 
К особенностям реализации можно отнести исполь-
зование грамматики зависимостей для определения 
категорий элементов языковых структур
Ключевые слова: понимание текстов на естествен-
ном языке, первичный анализ естественного языка
1. Вступ
На сьогоднішній день машинне розуміння при-
родної мови є однією з найбільш актуальних задач 
в галузі комп’ютерних наук, рішення якої дозволи-
ло б досягти високого рівня формалізації мовних 
структур у різноманітних прикладних цілях. Крім 
традиційної галузі застосування результатів син-
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таксичного аналізу, таких як машинний переклад 
та генерація текстів на природній мові [1], модулі 
синтаксичного аналізу активно використовуються 
в системах автоматичного аналізу контенту при 
моніторинзі блогів і новин в мережі Internet; аналізі 
вихідного коду мов програмування в процесі транс-
ляції, компіляції або інтерпретації [2, 3]; аналізі 
коректності побудови та оптимізації математичних 
та хімічних виразів тощо.
2. Аналіз останніх досліджень і публікацій та 
постановка проблеми
Сьогодні в зарубіжній літературі [4-6] доміную-
чою парадигмою в синтаксичному аналізі є розбір 
керований даними (data-driven parsing). Це обумов-
лено доступністю вивірених корпусів дерев синтак-
сичного розбору для мов з жорстким порядком слів, 
таких як англійська. Тому, на ринку програмного 
забезпечення домінують синтаксичні аналізатори 
(парсери) на основі формальних граматик – явно за-
даних правил синтезу текстів.
Для мов із м’яким порядком слів, слов’янських, 
застосування цього підходу викликає складність, 
пов’язану з отриманням громіздких результуючих 
правил, і, як наслідок, високої трудомісткості розроб-
ки і підтримки. Сучасний стан програмних розробок 
для деяких слов’янських мов, таких як українська та 
російська, можна оцінити на щорічній міжнародній 
конференції «Діалог». Згідно [7], існуючі розробки 
містять ряд значних розбіжностей за принципами 
встановлення зв’язків при синтаксичному розборі і, 
як наслідок, не мають єдиного рішення для представ-
лення вихідних даних.
Тому, враховуючи все вище зазначене, актуаль-
ним питанням є проектування та розробка парсерів 
для мов із м’яким порядком слів, зокрема російської 
мови, орієнтована на використання сучасних підхо-
дів та парадигм в синтаксичному аналізі.
3. Результати
Під метою синтаксичного аналізу у цій статті 
будемо розуміти виділення базових синтаксичних 
структур і встановлення синтаксичних зв’язків між 
ними. Тобто, розроблюваний програмний засіб у 
якості вхідних данних буде отримувати довільний 
текст, вихідні дані будуть представляти собою його 
синтаксичну структуру у вигляді дерева залежно-
стей.
На рис. 1 у вигляді UML-діаграми прецедентів 
представлено зовнішнє оточення парсеру, що харак-
теризує його функціональне призначення відносно 
виділених діючих осіб: спеціаліста-мовознавця та ко-
ристувача системи, кожен з яких відіграє ключову 
роль на певному етапі життєвого циклу системи (пер-
ший – на етапі розробки системи, другий – на етапі 
експлуатації).
Розглянемо більш докладно принципи роботи 
парсеру. Теоретичною основою синтаксичного ана-
лізу є граматика членів речення. Отже, парсер має 
містити словник для аналіз граматичних конструк-
цій та граматичних атрибутів (частин мови, відмін-
ку, числа, роду та інші), а також словники основ та 
зворотів.
Рис. 1. Функціональне призначення парсеру
Головне завдання синтаксичного аналізу – по-
будувати всі зв’язки між вузлами в реченні на основі 
заданого аналізатора. Аналізатор не буде використо-
вувати ніякої семантичної інформації, тобто зв’язки 
між вузлами матимуть лише функціонально-син-
таксичний характер. Для визначення граматичних 
категорій для кожного слова в аналізаторі буде ви-
користовуватись граматика залежностей [8, 9], яка 
дозволяє встановити від якого слова залежить кожне 
слово в реченні і тип цих зв’язків не враховуючи по-
рядок слів.
Роботі аналізатора передує процедура розбиття 
тексту на речення (сегментація) і розбиття склад-
них речень на прості і окремі слова (токенізація), 
тобто побудова мінімальних одиниць синтаксичної 
структури. Її виконання проводиться за допомогою 
введення в синтаксичну структуру нетермінального 
вузла символу речення.
При цьому підрядні та сурядні сполучники ста-
ють частиною граматичної характеристики нетермі-
нальних вузлів.
Упорядкованість повідомлень між зазначеними 
структурними одиницями системи представимо з до-
помогою UML-діаграми послідовностей (рис. 2).
В результаті вдалого синтаксичного розбору ре-
чення згортається в зв’язне дерево з однією єдиною 
кореневою вершиною. Але, оскільки одна словофор-
ма може відповідати декільком граматичним формам 
слова, в тому числі і формам різних слів, в ході ана-
лізу потрібно застосовувати побудову дерева для всіх 
можливих варіантів граматичних форм. В програм-
ній реалізації дана проблема вирішується перебором 
всіх граматичних форм та їх синтаксичних дерев. 
Граматичні форми, які забезпечують максимальну 
згортку дерева, будемо вважати найбільш достовір-
ними.
Розглянемо особливості логіко-лінгвістичної мо-




Просте речення у формалізмі логіки предикатів 
– це атомарний предикат; складному реченню зістав-
ляється складне логічне висловлювання, яке є сукуп-
ністю атомарних предикатів, поєднаних логічними 
зв’язками.
Нехай кожне речення S  складається з множи-
ни слів M  та множини простих речень R Sν( ) . Тоді 
загальна форма логіко-лінгвістичної моделі набуває 
вигляду:
S M R S M R S n
S B C B C B C B Cv v v v v v v v
= ( ) ⊂ ( ) ={ }
∀ ∨ → ∨ ∨ ∨ ∨
, , ,
( & ) ( ) ( ) ( ~ )
ν ν ν 1
A
n R S n
v ,
, , , .ν νν= ⇔ ( ) =1 2
 (1)
Згідно (1), Av  – просте логічне висловлювання, 
яке описує просте речення. Bv  і Cv  – складні логіч-
ні висловлювання, які описують частину складного 
речення, що складається з n-тої кількості простих 
речень, і може набувати вигляду (1), якщо множина 
простих речень R Sν( )  містить більше двох елемен-
тів.
Якщо R Sν( )  містить два елементи, то вирази Bv  і 
Cv  представляють собою атомарні предикати.
Основними складовими моделі (1) є концептуальні 
відношення, які можуть зустрітися в текстовій інфор-
мації, і є відображенням синтаксичної структури будь-
якого речення природної мови, а саме:
− ( & )B Cv v  – опис частини складного речення 
складові якого рівноправні за змістом;
− ( )B Cv v→  – опис частини речення, в якому за-
лежна частина Cv  може уточнювати час, місце, причи-
ну, спосіб, про який 




−  ( )B Cv v∨  – 





−  ( ~ )B Cv v  – 
о п и с  ч а с т и н и 
складного речення 
складові якого рів-
нозначні за змістом, 
тобто тотожні.
Парсер реалізо-





вила, які до нього 
входять, реалізова-
но у вигляді Prolog 
бази знань.
Дерево синтак-
с и ч н о г о а н а л і з у 
представляється за 
допомогою Prolog терма, функтором якого є корінь 
дерева, а параметри – гілками (піддеревами) дерева 
[10].
На рис. 3 представлено головне вікно текстового 
редактору з вбудованим парсером.
Рис. 3. Головне вікно програми
Окрім проведення синтаксичного аналізу створе-
ний програмний продукт дозволяє створювати тек-
стові документи та виконувати команди редагування 
властиві звичайному текстовому редактору, а також 
обирати представлення результатів синтаксичного 
аналізу: псевдографічне, з допомогою графа залежно-
стей, у вигляді семантичного дерева понять, у вигляді 
xml-файла.
На рис. 4 представлено результат синтаксичного 
розбору речення.
Рис. 2. Взаємодія об’єктів парсеру
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Рис. 4. Результат роботи парсеру
4. Висновки
Як показала практика, незважаючи на обмеже-
ність синтаксичних аналізаторів тексту, працюючих 
без використання семантики, існують всі підстави 
стверджувати, що якість їх роботи в рамках обмеже-
ного використання обчислювальних ресурсів є досить 
задовільною.
В подальшому запропонована розробка буде удо-
сконалена шляхом розширення її функціональності 
в наслідок застосування семантичного аналізу та ви-
користання модуля роботи з іншими природними 
мовами.
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