As a generic inference mechanism, the belief rule-based (BRB) system can effectively integrate quantitative information with qualitative knowledge to model causal relationships of complex application systems. Based on the BRB, this paper develops a novel self-tuning strategy of PID parameters such that the output of closed-loop control system generated by PID controller can accurately follow control input. Firstly, the initial belief rule base is abstracted from expert's control experiences to depict the highly nonlinear relationship between the variables of control system and each PID parameter. Secondly, the objective function is established to minimize the error between the given control input and the closed loop output, and then the online optimization method via sequential linear programming is presented to optimize the parameters of BRB system so as to adaptively adjust PID parameters by the optimized BRB system in real time. Typical control simulation experiments of DC motor are implemented to illustrate the advantages of the proposed BRB-PID over widely used neural network-based PID.
Introduction
PID is one of the earliest control strategies proposed in classical control theory, which has been widely used in industrial control systems and achieved good control effect because of its simple form, available robustness and reliability [14] . To a great extent, the performance of PID controller depends on the approInformation Technology and Control 2018/3/47 552 priate selection of PID parameters. Hence, in order to obtain the satisfactory control effect, one has to study on available methods for determining the value of PID parameters, which are the key link in the design of PID controller, and what's more, with the increasing complexities of the structures, functions and operating conditions of controlled objects, this issue becomes more and more important for applications of PID strategy [17] . So experts and scholars have been concentrating on the self-tuning methods for PID parameters, so that the adaptive PID control could be chosen to adapt to the complex and changeable controlled objects, and meet the control requirements with high performance and high precision [16] . In essence, these methods all attempt to explore appropriate models to establish a nonlinear mapping relationship between the variables of a control system (including the given input, actual output, deviation and the deviation change rate, etc) and PID parameters (the proportional, integral, differential coefficients K P , K I , K D , respectively), also there exists various uncertainties in this mapping relationship due to the complexity of controlled objects and various disturbances [8] .
Nowadays, artificial intelligence methods have been widely used to turn or set PID parameters adaptively, which greatly enhance tuning effect and efficiency [2] , mainly including Expert system-based PID (ES-PID), Fuzzy inference-based PID (FI-PID) and Artificial neural network-based PID (ANN-PID) etc. ES-PID abstracts heuristic rules from expert's knowledge about controlled object and control experience to depict the nonlinear relationship between the control variables and PID parameters, and then, the designed inference engine can infer the corresponding values of PID parameters from the rules activated by the online values of control variables [9] . However, there are some difficult issues one has to face, such as, how to distinguish good knowledge from bad knowledge because the latter will lead to useless, conflicting, even counter-intuitive rules; how to enhance the online learning and updating abilities of expert system and improve completeness and adaptability of the constructed rule base [13] . In order to deal with fuzzy uncertainty of human knowledge, FI-PID introduces the fuzzy rules to model the imprecise relationship between the control variables and PID parameters, and then uses the fuzzy inference engine to adjust the values of PID parameters [7] . Comparing with traditional ES-PID, FI-PID can capture more useful information with uncertainty in expert's knowledge and has better generalization capability. However, similar with ES-PID, it also suffers from some difficulties including poor online learning and updating abilities and incompleteness of fuzzy rule base and so on [10] .
ANN-PID uses the hidden layer network structure to construct the connection between the input layer (control variables) and the output layer (PID parameters), and online optimizes network weights to obtain desired values of PID parameters which is a kind of typical adaptive PID control [20] . However, the neural network is a black box system, in which, the physical meanings of network nodes are obscure and even hard to understand for control engineers. Although, when objective functions are given, so many optimization strategies can be used to online adjust the networks weights, the optimized results are easy to fall into local minimum in training process because of the improper initial values of weights or other reasons [15] .
It can be concluded that fuzzy methods and ANN methods all have their specific advantages and disadvantages when they are used for self-tuning of PID parameters. We tend to search for such a method which can integrate and magnify advantages of these methods, and avoid their disadvantages. The belief rule base (BRB) system can provide such an inference mechanism to satisfy our desire since it can synthesize available methodologies including fuzzy set theory, expert system, evidential reasoning, multi-attribute decision making and utility theory [1] . The BRB system consists of two main parts: knowledge base (belief rule base) and fusion reasoning model (evidential reasoning). Its superiorities are reflected in the following three aspects [4] : (1) based on utility equivalent principle, it can uniformly describe subjective/ objective multi-source uncertainty information with randomness, fuzziness and incompleteness under the framework of belief rules. Compared with the traditional fuzzy rule, the consequent of belief rule is no longer a single hypothesis, but is a belief distribution about all hypotheses. Therefore, it can describe the uncertain relationship between rule antecedent (attributes) and consequent (hypotheses) more flexibly and precisely; (2) it uses Evidence Reasoning (ER) rule to fuse the belief distributions of the activated rules. Some details (rules and attributes weights and 
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The Design of BRB-PID Controller
Fig . 1 shows the structure of BRB-PID controller, in which, PID has the incremental form as given in (1) . The values of the parameters K P , K I and K D can be online estimated by, respectively, constructed three BRBs with the same inputs (r in , e, y out ) and the different outputs (K P , K I , K D ). The whole modeling and inference procedure can be described as follows. Firstly, based on the expert's control experiences, we can construct BRB models which consist of rules and their parameters including the reference valued of the input variables r in , e, y out (antecedent attributes), the output variables K P , K I and K D (consequent hypothesis) and the values of rule weights and attribute weights; secondly, when the input data are online obtained, they are inputted into the BRB models, and then the activated rules and the corresponding activation weights can be acquired. The ER algorithm is used to fuse the consequent belief distributions of the activated rules. The values of PID parameters can be estimated from the fused belief distribution via utility principle [1] . In this inference process, it should be noted that we must online optimize the parameters of BRB such that the error between the closed loop output deduced from BRB-PID and the control input is minimized because the initial BRB model coming and KD are proportional, integral and derivative gains, respectively. T is the sampling period. From (1), the increment can be given as
where ( ) ( 1) , PID has the incremental form as given in (1) . 554 from the expert's knowledge may be imprecise. Here, the sequential linear programming algorithm is presented to realize the optimization.

Construction of BRB for the Estimation of PID Parameters
The rth rule R r in BRB can be modeled as [12] :
1)) / 2, − [1] . In this inference process, it should be noted that we must online optimize the parameters of BRB such that the error between the closed loop output deduced from BRB-PID and the control input is minimized because the initial BRB model coming from the expert's knowledge may be imprecise. Here, the sequential linear programming algorithm is presented to realize the optimization.
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The rth rule R r in BRB can be modeled as [12] 
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here, α r i,j (k) represents the degree to which x i (k) approaches (3) where x i (j=1,2,…,N) denotes the ith antecedent attribute with the referential value A i r . β n,r ∈[0,1] (j=1,2,…,N) represents the belief degree to which D n is believed to be true given the precondition "
β N,r )} reflects uncertainties caused by the imprecise mapping relationship since it never requires to assign complete belief (β=1) to a certain D. When belief rule base is used to establish the relationship model between r in ,e,y out and K P ,K I ,K D , respectively, the physical meanings of BRB parameters are listed in Table 1 .
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Reasoning
When the input variable is online obtained at time k, denoted as xi(k), it can be inputted into BRB to estimate the values of PID parameters by the following step.
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Step 2: Calculation of activation weights of belief rules
The activation weight of the rth rule Rr is given as
where the relative attribute weight
Step 3: Estimation of PID parameters using ER algorithm If Rr is activated, then ωr>0 which can be used to discount the belief distribution {(D1,β1,r), (D2,β2,r),…, (DN,βN,r)}.
Using the analytical ER algorithm to fuse these [22] , we can obtain the fused belief degreeˆn β of the consequent hypothesis Dn.
so, the inference output can be represented as the fused belief structure(
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As a result, if we know the utility u(Dn) for the consequent hypothesis Dn, the estimated output can be calculated by the expected utility theorem [1] . 
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As a result, if we know the utility u(D n ) for the consequent hypothesis D n , the estimated output can be calculated by the expected utility theorem [1] .
It is noted that the above inference procedure is fit for the three BRBs systems about K P ,K I ,K D , respectively, so
Parameter Optimization of BRB Model Based on
BRB P ,BRB I ,BRB D , respectively. As a result, the optimization objective is to minimize ξ(P(k)) by adjusting P(k).
Notice that in most of researches on BRB system, all the parameters of BRB are off-line optimized by training sample set and such a global optimization needs high computational burden [19] . However, in our context, only the parameters of the rules activated by x(k) need to be optimized so what we acquire is partial and dynamic optimization strategy. Hence, we choose the sequential linear programming (SLP) algorithm to realize such strategy because of its fast processing speed, low computational complexity [19] . The specific process is settled as follows:
Step 1: Linearization of the objective function.
According to the above optimization model of the BRB-PID control system, the first-order derivation of the objective function ξ(P(k)) about P(k) needs to be calculated and then the first-order Taylor expansion of ξ(P(k)) can be obtained as follows
where P 0 (k) represents a given initial point. Thus, the nonlinear optimization problem min P ξ(P(k)) is converted into such a linear programming problem
Step 2: Determination of move limits.
The proper move limits are critical for the successful implementation of SLP. Here, the upper bounds UB(P(k)) of adjustable parameters can be acquired as follows:
The proper move limits are critical for the successful implementation of SLP. Here, the upper bounds UB(P(k)) of adjustable parameters can be acquired as follows: (8) so, the inference output can be represented as the fused belief structure
so, the inference output can be represented as the fused belief
As a result, if we know the utility u(Dn) for the consequent hypothesis Dn, the estimated output can be calculated by the expected utility theorem [1] .
It is noted that the above inference procedure is fit for the three BRBs systems about KP,KI,KD, respectively, so
in Ji a and L a denotes the number of the activated rules at time step k. "1,2,3" in the superscript T denote BRBP,BRBI,BRBD, respectively. As a result, the optimization objective is to minimize ξ(P(k)) by adjusting P(k). Notice that in most of researches on BRB system, all the parameters of BRB are off-line optimized by training sample set and such a global optimization needs high computational burden [19] . However, in our context, only the parameters of the rules activated by x(k) need to be optimized so what we acquire is partial and dynamic optimization strategy. Hence, we choose the sequential linear programming (SLP) algorithm to realize such strategy because of its fast processing speed, low computational complexity [19] . The specific process is settled as follows:
where P0(k) represents a given initial point. Thus, the nonlinear optimization problem minPξ(P(k)) is converted into such a linear programming problem
The proper move limits are critical for the successful implementation of SLP. Here, the upper bounds UB(P(k)) of adjustable parameters can be acquired as follows: (9) here X(k)=(x 1 (k),x 2 (k),x 3 (k)). As a result, if we know the utility u(D n ) for the consequent hypothesis D n , the estimated output can be calculated by the expected utility theorem [1] .
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where P0(k) represents a given initial point. Thus, the nonlinear optimization problem minPξ(P(k)) is converted into such a linear programming problem minPξ'(P0(k))(P(k)-P0(k)).
The proper move limits are critical for the successful implementation of SLP. Here, the upper bounds UB(P(k)) of adjustable parameters can be acquired as follows: (10) It is noted that the above inference procedure is fit for the three BRBs systems about
3. Parameter Optimization of BRB Model Based on SLP
are obtained by BRB inference given in Section 2.2.2, PID controller will generate the control valueˆ( ) u k , and thenˆ( ) u k is applied to the controlled object to get the closed loop outputˆ( ) y k . Although it is possible to respectively establish three fixed belief bases BRB P ,BRB I ,BRB D by extracting knowledge from experts for getting K P (k), K I (k) and K D (k) at each time step, the performance of the control system can be improved if the rules are fine tuned in real time through the following control objective function
SLP
After KP(k), KI(k) and KD(k) are obtained by BRB inference given in Section 2.2.2, PID controller will generate the control valueˆ( ) u k , and thenˆ( ) u k is applied to the controlled object to get the closed loop outputˆ( ) y k . Although it is possible to respectively establish three fixed belief bases BRBP,BRBI,BRBD by extracting knowledge from experts for getting KP(k), KI(k) and KD(k) at each time step, the performance of the control system can be improved if the rules are fine tuned in real time through the following control objective function
where, P(k)={ , a and L a denotes the number of the activated rules at time step k. "1,2,3" in the superscript T denote BRB P ,BRB I ,BRB D , respectively. As a result, the optimization objective is to minimize ξ(P(k)) by adjusting P(k).
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is an adjustable parameter set about all the activated rules in BRBP,BRBI,BRBD, the superscript a in Ji a and L a denotes the number of the activated rules at time step k. "1,2,3" in the superscript T denote BRBP,BRBI,BRBD, respectively. As a result, the optimization objective is to minimize ξ(P(k)) by adjusting P(k). Notice that in most of researches on BRB system, all the parameters of BRB are off-line optimized by training sample set and such a global optimization needs high computational burden [19] . However, in our context, only the parameters of the rules activated by x(k) need to be optimized so what we acquire is partial and dynamic optimization strategy. Hence, we choose the sequential linear programming (SLP) algorithm to realize such strategy because of its fast processing speed, low computational complexity [19] . The specific process is settled as follows:
The proper move limits are critical for the successful implementation of SLP. Here, the upper bounds UB(P(k)) of adjustable parameters can be acquired as follows: (12) where P 0 (k) represents a given initial point. Thus, the nonlinear optimization problem min P ξ(P(k)) is converted into such a linear programming problem min-
, ( 
Then, the initial move limits are set to be 10% of the above upper bounds.
Step 3: Acquisition of the optimal solution using linear programming.
After above two steps, the nonlinear objective function ξ(P(k)) can be linearized at a given initial point P0(k), a search space can be established around P0(k) using its initial move limits. Therefore, linear programming technology (such as Interior-point method) can be adopted for this need to be i the intersecti is subsequen
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After above two steps, the nonlinear objective function Then, the initial move limits are set to be 10% of the above upper bounds.
After above two steps, the nonlinear objective funcInformation Technology and Control 2018/3/47 556 tion ξ(P(k)) can be linearized at a given initial point P 0 (k), a search space can be established around P 0 (k) using its initial move limits. Therefore, linear programming technology (such as Interior-point method) can be adopted for this search process. If the intersection between the established search space and the linearized feasible space is not empty, then the optimal solution of the linearized programming problem will be searched [11] . Otherwise, the move limits need to be increased for expanding the search space until the intersection is not empty. The obtained optimal solution is subsequently used as a new basic point to re-linearize ξ(P(k)). This process is repeated recursively until some stopping criterion is satisfied.
Step 4: Stopping criteria.
The SLP iteration process will be stopped if a) the move limits of all adjustable parameters have been reduced to be significantly small, or b) the values of both parameters and objective function in two successive iterations do not markedly change [23] . The pseudo-code of the SLP algorithm is described in Table 2. After the SLP algorithm, one can obtain optimal ( ) o y k , namely the actual system output y out (k), which can be used to recursively predict next y out (k+1) and e(k+1). The detail of the iterative procedure is shown in the following experiments.
Experiments
In this section, we conduct two experiments on the excited DC motor system with the proposed adaptive BRB-PID controller. The first experiment mainly shows the precision of the BRB-PID controller. The _ Calculate the first order derivation of ξ(P(k)) with respect to P(k) and linearize ξ(P(k)) by Taylor expansion;
_ Set up the move limits of P(k) for linear search;
_ While any stopping criterion is satisfied, the SLP iteration process will be stopped;
_ Obtain the optimal solutionˆ( ) o P k using linear programming;
• End For;
second one emphasizes the robustness of the BRB-PID controller when the system inputs are disturbed.
In both experiments, BRB-PID controller is compared with ANN-PID controller to demonstrate its superiority in adaptivity by experimental data analysis.
Excited DC Motor System Model
The input and output of controlled object are armature voltage (u) and the speed (y out ) of motor, respectively. In the case of no load, the transfer function of the controlled object is [6] 5 / 11
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As a result, the transfer function G(s) is discretized as (14) where the gain factor of G(s) is K u =1/C e , electromagnetic time constant T a =L a /R a , L a and R a denote the armature inductance and resistance, respectively. The motor time constant T m =JR a /C e C m , J is the total moment of inertia in the motor shaft corresponding to rotational part, C e and C m denote the potential and torque constants, respectively. It is known that the initial rated armature voltage of the motor C H =220V, the rated armature current I H =55mA, R a =9.2Ω, J=2.4N·m·s 2 , T a =0.0017s and C e =0.192V·s/rad. The specific transfer function is
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The input and output of controlled object are armature voltage (u) and the speed (yout) of motor, respectively. In the case of no load, the transfer function of the controlled object is [6] 
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Simulation Experiment and Comparative Analyses
Experiment 1: For the closed-loop system shown in Fig.1 , the transfer function of controlled object is given in (15).
Here, the excitation signal of the BRB-PID controller is set
Here, the classical sine function (rin(k)=sin(πkts), k=1,2,…H, 
Experiment 1: For the closed-loop system shown in Fig.1 , the transfer function of controlled object is given in (15) . Here, the excitation signal of the BRB-PID controller is set as r in (k)=sin(πkt s ) to generate y out (k). Here, the classical sine function (r in (k)=sin(πkt s ), k=1,2,…H, sampling period t s =0.02s, H=400) is adopted as system input. According to the control experiences, the initial forms of BRB P , BRB I , BRB D are constructed respectively with model parameters as shown in Table 1 Tables 3-8 , respectively. After Tables 3-8, Table 9 gives the initial rules in BRB P as an example. In the same way, BRB I and BRB D can be constructed. At step
, respectively according to the reasoning procedure in Section 2.2.2. At the same time, the SLP in Section 3 is performed to optimize the adjustable parameters P(k)={ , T n r β |n=1,2,…,N; r=1,2,…,L a ; T=1,2,3} such that the optimal values of K P (k), K I (k) and K D (k) and the corresponding ˆ( ) o y k , namely y out (k) can be obtained. Note that, in this experiment, only partial parameters are selected to be optimized because it is enough for acquiring ideal control performances. Here, the BRB-PID controller is compared with the ANN-PID controller using general BP network proposed in [25] . Here, the inputs and outputs of BP network are, respectively, X=[r in ,y out ,e] and K P , K I , K D . Fig.2 gives the comparative results of the two methods to show that y out (k) tracks r in (k) in one experiment and Fig.3 gives the corresponding tracking errors.
Here, we give an iterative optimization procedure (k=4, 5) of the motor control and the related parameter optimization analysis for example.
When k=4, X (4) Table 10 . It means that only local parameters (P(k=4)={β ir | i=1, 2,3; r=23,24,27,28,39,40,43 , 44}) need to be optimized using SLP algorithm as listed in Table 11 . Certainly, such an iterative optimization process also is suitable for BRB I and BRB D , respectively. As a result, the different parameters in BRB P will be optimized at each step using the SLP algorithm according to different activated rules. Table 14 shows the corresponding pseudo-code of BRB-PID iteration for motor control. Finally, Table  10 (Table 12) shows the initial (optimized) activated rules in BRB P at k=4. Table 11 (Table 13) shows the initial (optimized) activated rules in BRB P at k=5. Table 4 The semantic values and reference values of y out for BRB P , BRB I , BRB D The emantic values (S, NS, PM and M) in tables 3-8 denote "small", "negative small", "positive large" and "large", respectively.
Table 9
The initial rules in BRB P Table 14 Pseudo-code of BRB-PID-based motor control _ use SLP algorithm in Table 2 to minimize ξ(P(1)) by adjusting parameter set P (1) , then obtain the optimal ˆ ( 1) o P and the corresponding optimal ˆ( 1), (1) 
No
_ use SLP algorithm to minimize ξ(P(k)) by adjusting P(k), then obtain the optimal ˆ( ) o P k and the corresponding optimal ˆ( ), ( ), ( ) Hangzhou Yan Shi Technology Co., Ltd.
