In this paper, a non-variational version of a max-min principle is extended, and some unique existence results for the periodic boundary value problem of the higher order nonconservative systems with resonance
Introduction and lemmas
Let X and Y be two subspaces of a real Hilbert space H such that H = X ⊕ Y . Let f : H → R of class C 2 and denote by ∇f and ∇ 2 f the gradient and the Hessian of f , respectively.
In 1975 Lazer et al. [3] under the following conditions,
proved that f has a unique critical point, i.e., there exists a unique v 0 ∈ H , such that ∇f (v 0 ) = 0. Moreover, this critical point is characterized by the equality
In [6] with the following conditions, These results were generalized in [7] and especially for a non-self adjoint extension of the results of Lazer. This extension was applied in [7] to prove that if the following conditions hold, 4) where N is a nonnegative integer and I is an n × n matrix, then the differential equations system
has a unique 2π -periodic solution, where A is a constant symmetric matrix. The system (1.5) is included in nonconservative system
As far as we know, there is no author to consider the following 2kth nonconservative system: 8) where u ∈ R n , A j is a constant symmetric matrix, j = 1, . . . , k and the periodic boundary value problem of Eqs. (1.7) or (1.8) is resonant. It is clear that the system (1.7) is also included in the nonconservative system (1.8). With the use of a non-variational version of a max-min principle, inspired by [6, 7] , in Section 2 we will consider a resonance case of the system (1.8).
To be more precise, we apply a min-max lemma to the periodic boundary value problem of the nonconservative system (1.8) and assume the following conditions hold:
where u ∈ R n , B 1 and B 2 are two real symmetric matrices, and the eigenvalues of In Section 3, we will show with some examples that our main results extend the results known so far.
We firstly employ the following lemma from [10] .
Lemma 1.1 [10] . Assume that H is a Hilbert space.
With this lemma we can prove the following lemma. Lemma 1.2 [4] . Let X and Y be two closed subspaces of a real Hilbert space H , and
for arbitrary u ∈ H , x ∈ X, y ∈ Y , and
The following lemma is required in the proof of our main theorem.
Lemma 1.3 [2]. Let H be a vector space such that for subspaces Y and Z, H
= Z ⊕ Y . If Z is finite-dimensional and X is a subspace of H such that X ∩ Y = {0} and dimension of X = dimension of Z, then H = X ⊕ Y .
Unique existence
Assume that G(u, t) is continuous for (u, t) ∈ R n × [0, 2π] and twice continuously differentiable about u. Denote by ∇G(u, t) and ∇ 2 G(u, t) the gradient and the Hessian of G(u, t), respectively. We will investigate the unique existence of periodic solutions for system (1.8).
Firstly, we will introduce two definitions. Proof. Because A 1 , A 2 , . . . , A k are admissible with the matrices B 1 and B 2 , and because conditions (1.9) hold for ∀t ∈ [0, 2π], ∀u ∈ R n , we can get orthogonal matrices 
it is easy to see that V is a Hilbert space with the following inner product:
Denote by · the norm induced by this inner product, and define subspaces of V as follows:
(p im cos mt + q im sin mt) ; 
for arbitrary v ∈ V . We observe that T in above is defined implicitly. From (2.5) and the fact that G is C 2 it can be proved that T is a C 1 -mapping and that 6) for all v(t), u(t), w(t) ∈ V . Again, from the Riesz representation there exists an element
It can be proved that it is a 2π -periodic solution to (1.8) if and only if u satisfies the operator equation
We will next show that T satisfies the conditions of Lemma 1.2. This will, in turn, imply that (1.8) has a unique 2π -periodic solution. For any x ∈ X and u ∈ V , we have that
using Parseval's formula, we have
By (1.9), we have
and
where M = max 1 i n {N i }, therefore
where
, we can get that for ∀y ∈ F and ∀u ∈ V
y (j ) (t) T y (j ) (t) + y T (t)y(t) dt
And from
we can prove that for ∀y ∈ Y and ∀u ∈ V ,
Obviously, for ∀x ∈ X and ∀y ∈ Y , we have the following:
Based on the conditions (1.9),
is positive definite on Y and negative definite on X, we see that X ∩ Y = {0}. Moreover, it is readily seen that
Thus, since it was shown above that V = Z ⊕ Y , it follows, by application of Lemma 1.3, that V = X ⊕ Y . We may, therefore, apply Lemma 1.2 to get the conclusion of the theorem. 2
If we set
and it is easy to know V is a Hilbert space about the following inner product:
Again, define the norm induced by this inner product and subspaces X, Y and Z, correspondingly; we can prove the following theorem similarly. 
Theorem 2.4. Assume that G(u, t) is continuous,
ρ(r) dr = +∞, then the system (1.8) has a unique 2π -periodic solution.
If we set A j = 0, j = 1, . . . , k, the system (1.8) becomes a conservative system and admissibility is trivial. Corollary 2.6. Assume the real symmetric matrices B 1 and B 2 such that 
Examples
We can state that Theorem 2.3 and its corollaries are more general than the results of [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] 
