Parallelogram polyominoes, partially labelled Dyck paths, and the Delta
  conjecture by D'Adderio, Michele & Iraci, Alessandro
ar
X
iv
:1
71
1.
03
92
3v
1 
 [m
ath
.C
O]
  1
0 N
ov
 20
17
PARALLELOGRAM POLYOMINOES,
PARTIALLY LABELLED DYCK PATHS,
AND THE DELTA CONJECTURE
MICHELE D’ADDERIO AND ALESSANDRO IRACI
Abstract. We introduce area, bounce and dinv statistics on decorated parallelogram poly-
ominoes, and prove that some of their q, t-enumerators match 〈∆hmen+1, sk+1,1n−k〉, ex-
tending in this way the work in (Aval et al. 2014). Also, we provide a bijective connection
between decorated parallelogram polyominoes and decorated labelled Dyck paths, which al-
lows us to prove the combinatorial interpretation of the coefficient 〈∆′em+n−k−1em+n, hmhn〉
predicted by the Delta conjecture in (Haglund et al. 2015). Finally, we define a statistic
pmaj on partially labelled Dyck paths, which provides another conjectural combinatorial
interpretation of ∆hℓ∆
′
en−k−1
en, cf. (Haglund et al. 2015).
This is an extended abstract of (D’Adderio, Iraci 2017): this forthcoming publication will
have proofs and additional details and results.
In [2], statistics area, bounce and dinv have been defined on parallelogram polyominoes, and
some of their q, t-enumerators have been shown to be 〈∆em+nem+n, hmhn〉 = 〈∆hmen+1, s1n+1〉.
In particular, the first author proposed a combinatorial intepretation of the full symmetric
function ∆hmen+1 at q = 1 in terms of labelled parallelogram polyominoes, and asked for a
dinv statistic that could give the more general ∆hmen+1 (cf. [1, Equations (8.1) and (8.14)]).
In [12] the authors state the so called Delta conjecture, which predicts a combinatorial
interpretation of the symmetric function ∆eken. This is a generalization of the Shuffle con-
jecture stated in [10] and [11] and proved in [3], which is related to the famous diagonal
harmonics discovered by Garsia and Haiman in their work towards a proof of the Schur
positivity of Macdonald polynomials (cf. [7, 8, 13, 14]).
Other than the results mentioned in [12], other consequences of this conjecture have been
proved, in particular in [5, 6, 17, 19], while the general Delta conjecture remains open.
The delta operator ∆f has been defined for any symmetric function f by Bergeron, Garsia,
Haiman and Tesler, and in fact in [12] the authors provide a generalization of their Delta
conjecture for the symmetric function ∆hℓeken in terms of partially labelled Dyck paths.
In this work we extend the results in [2], by providing a combinatorial interpretation of
the more general 〈∆hmen+1, sk+1,1n−k〉 in terms of decorated parallelogram polyominoes.
Also, we prove the formula for 〈∆′em+n−k−1em+n, hmhn〉 predicted by the Delta conjecture
in [12], by providing a recursion of these polynomials. This, together with the results in [5],
completely solves Problem 8.1 in [12].
Surprisingly, these two solutions are intimately related: indeed, with a bijection, we show
that these two combinatorial polynomials actually coincide.
In order to prove these results, we prove some symmetric function identities. The proofs
of these are based on theorems in [5] and [9]
Key words and phrases. Delta conjecture, Dyck paths, parallelogram polyominoes.
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Finally, we introduce a pmaj statistic on partially labelled Dyck paths, providing another
combinatorial interpretation of ∆hℓeken. Then, for the special case k = 0, we describe a
bijection with labelled parallelogram polyominoes, which allows us to define both a dinv and
a pmaj statistic on these objects: this answers the question in [1, Equation (8.14)].
This is an extended abstract of a forthcoming publication [4], which will have proofs and
additional details and results
1. Decorated parallelogram polyominoes
A parallelogram polyomino is a pair of lattice paths from (0, 0) to (m,n) such that the
first path (the red path) lies strictly above the second path (the green path), see Figure 1
for an example.
In [2], authors define three statistics area, bounce, and dinv on parallelogram polyominoes.
The pairs (area, bounce) and (dinv, area) give rise to a q, t-analogue of the Narayana numbers.
In this article we prefer to work with the almost equivalent reduced parallelogram poly-
ominoes. For reduced parallelogram polyominoes, we only ask that the red path lies weakly
above the green one.
Definition 1.1. A m×n reduced parallelogram polyomino is a pair of (m+n)-tuples (r, g),
with r = (r1, . . . , rm+n), g = (g1, . . . , gm+n) such that
• ri, gi ∈ {0, 1},
• for all i, it holds g1 + · · ·+ gi ≤ r1 + · · ·+ ri,
• g1 + · · ·+ gm+n = r1 + · · ·+ rm+n = n.
So r and g are the red and the green paths, encoded as sequences 1 and 0 representing north
and east unit steps respectively. See Figure 1 for an example.
We now define statistics for suitably decorated reduced polyominoes. While area and
bounce will naturally extend the corresponding ones given in [2], for the dinv we use a
“reversed” version, as it suits better our purposes.
1.1. The area word. Parallelogram polyominoes can be coded using their area word (see
[2]). We do the same for reduced polyominoes, using essentially the same bijection in [2,
Section 3]: to get the area word, one can interlace the two paths to build a Dyck path
D := (1, r1, 1 − g1, r2, 1 − g2, . . . , 1 − gm+n, 0) of length 2m + 2n + 2, which we think of as
a sequence of northeast and southeast steps (the 1s and the 0s respectively) starting from
(0, 0) and staying weakly above the x axis. Then we label the positive vertical levels with
the ordered alphabet 0 < 0¯ < 1 < 1¯ < . . . and so on. Starting from (0, 0), we go through the
path, and whenever we read a northeast step (i.e. a 1 inD), we write down the corresponding
level, while we write nothing for the southeast steps.
It follows from [2, Section 3] that this is a bijective correspondence between m×n reduced
parallelogram polyominoes and Dyck words of length m + n + 1 in the ordered alphabet
0 < 0¯ < 1 < 1¯ < . . . starting with 0, with exactly m + 1 unbarred letters, and exactly n
barred letters. By a Dyck word we mean that any letter is less or equal (in the order of the
alphabet) then the successor of the letter to its left.
As suggested by Figure 1, the area word can be computed in a different way, described
in [2, Section 2]. The same procedure works for reduced polyominoes, and gives the same
result (except for the starting 0, which is missing in regular parallelogram polyominoes).
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Figure 1. A 12× 7 polyomino with area word 0¯11¯22¯3222¯11¯2111¯22¯22.
1.2. The statistics area and area. On parallelogram polyominoes, one can define a statistic
area as the sum of the letters of the area word. This is actually the area of the polyomino,
i.e. the number of unit squares between the two paths.
Let us call rise a pair of consecutive letters in the area word of a polyomino such that the
former is barred, and the latter is its successor in the alphabet (e.g. 0¯1, 1¯2, 2¯3, . . . ). Then
we can decorate a polyomino by marking the unbarred letters of some of its rises. We define
a new statistic area on decorated polyominoes as the sum of the letters of the area word,
except the marked ones.
1.3. The statistics bounce and bounce. On parallelogram polyominoes we have a second
statistic, the bounce. It is computed by drawing the bounce path, which is a lattice path going
from (0, 0) to (m,n), as defined in [2]. Once again, for reduced polyominoes we need a slight
modification of the algorithm. To draw the bounce path, we proceed as follows: starting
from (0, 0), draw vertical steps until the bounce path hits the beginning of a horizontal red
step, then draw horizontal steps until it hits the beginning of a vertical green step, and so
on. Continue until you reach (m,n).
Starting from the letter 0, attach to each step of the bounce path a letter of the usual
alphabet, going up a level each time the path changes direction (i.e. when it bounces). Then
the bounce is the sum of the labels attached to the steps of the bounce path. See Figure 2
for an example. Notice that there may be no vertical steps labelled with 0, as both the red
and the green path can start horizontally; in that case, we start labelling steps with 0¯.
Let us call red valley a vertical step of the red path preceded by a horizontal step. We can
decorate a polyomino by marking some of its valleys, and define a statistic bounce as the
sum of the labels attached to the steps of the bounce path, except those lying in the same
row as a marked valley (which are unbarred). See Figure 2 for an example.
1.4. The statistic dinv. As for regular polyominoes, we have a third statistic, the dinv. Let
us call inversion any pair of letters in the area word such that the one on the left is the
successor, in the usual alphabet, of the one on the right (notice that this is the opposite of
what the authors did in [2]). Then we define the dinv of a reduced polyomino as the number
of its inversions.
We do not give a decorated version for this statistic (though it can be defined), as we do
not need it to state our results.
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Figure 2. A polyomino with the bounce path shown, and two marked red
valleys. In this case, we should ignore the red letters.
1.5. A bijection swapping (area, bounce) and (dinv, area). Let RP(m,n) be the set of
reduced polyominoes of size m × n. Let RP(m,n)•k be those with k decorated red valleys,
and RP(m,n)⋆k those with k decorated rises.
Theorem 1.2. There exists a bijection ζ : RP(m,n)•k → RP(n,m)⋆k mapping (area, bounce)
to (dinv, area) and swapping valleys and rises.
Sketch of the proof. The map ζ that we are going to define is very similar to the one in
[2, Section 4]. Given a polyomino in RP(m,n)•k, we want to write down the area word of a
polyomino in RP(n,m)⋆k using the labels of its bounce path.
We start writing down an amount of 0’s equal to the number of 0’s appearing as labels in
the bounce path, plus one (we need to artificially add the initial 0). Then we “project” the
0 labels and the 0¯ labels of the bounce path on the steps of the green path to the right and
below them, respectively, and we read them following the green path from (0, 0), bottom to
top, left to right. We insert now the 0¯’s among our 0’s according to the interlacing order we
just read (of course, ignoring the first artificial 0).
After that, we repeat the procedure projecting 0¯’s and 1’s on the steps of the red path
going from the first to the second bounce point on the red path, and so on. In the image,
we decorate a rise if and only if the corresponding red valley is decorated. We iterate these
steps until we reach the end of the bounce path.
This ζ obviously maps bounce to area, since we are just taking an anagram of the labels
while preserving decorations. It’s easy to check that ζ also maps area to dinv, since the
inversions in the image correspond to the squares inside the polyomino. To go back, reorder
in a weakly increasing way the area word to get the bounce path, and then draw the red and
green a paths between the bouncing points according to the interlace in the original area
word among consecutive (in the alphabet) letters. 
Example 1.3. Take the polyomino in Figure 2. The interlacing between 0’s and 0¯’s is
0¯0¯0000¯0¯0¯0¯0¯, the interlacing between 0¯’s and 1’s gives 0¯0¯0¯10¯0¯10¯0¯, and so on. Notice that
the decorated 1 has been mapped to a rise. The image by ζ of the polyomino in Figure 2
has area word 00¯0¯0000¯11¯21¯1¯0¯0¯11¯1¯20¯0¯.
1.6. Recursions for (area, bounce) and (dinv, area). Let RP(m,n\s)•k be the set of m× n
reduced polyominoes with k marked valleys and s−1 labels with value 0 in the bounce path.
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Let
RPq,t(m,n\s)
•k :=
∑
P∈RP(m,n\s)•k
qarea(P )tbounce(P ).
Theorem 1.4. Form ≥ 1, n ≥ 1, k ≥ 0, and 1 ≤ s ≤ n+1, the polynomials RPq,t(m,n\s)
•k
satisfy the recursion
RPq,t(m,n\s)
•k =
m∑
r=1
tm+n+1−r−s−k
[
r + s− 1
r
]
q
k∑
h=0
q(
h
2)
[
r
h
]
q
×
n−s+1∑
v=1
[
r + v − h− 1
r − 1
]
q
RPq,t(m− r, n− s\v)
•k−h
with initial conditions
RPq,t(m,n\n+ 1)
•k =
[
m+ n
m
]
q
and RPq,t(0, n\s)
•k = 1 if k = 0 and s = n+ 1, 0 otherwise.
Sketch of the proof. Given a polyomino in RP(m,n\s)•k, whose bounce path has r 0¯’s
and v 1’s (h of which are decorated), we can cut it one step after the second bounce and get
a polyomino in RP(m− r, n− s\v)•k−h: see Figure 3.
0
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0 0¯ 0¯ 0¯ 0¯ 0¯ 0¯ 0¯
1
1 1¯ 1¯ 1¯ 1¯ 1¯
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2
Figure 3. After one step of the recursion, we get the polyomino in the orange box.
The bounce of the original polyomino can be obtained by adding m+n+1− r− s− k to
the bounce of the smaller one. In fact, we are increasing by 1 all the m− r+ n− s labels of
the smaller polyomino, adding some 0’s, 0¯’s (that do not contribute), and a single 1 before
those labels (which gives the +1), and then ignoring the k marked letters (h 0’s that have
become 1’s, and k − h other letters that increased by one, but have to be ignored).
The area changes as follows. The green path from (0, 0) to (r, s− 1) gives a contribution
taken into account by the first q-binomial (notice that the step from (r, s− 1) to (r, s) must
be vertical). The red path from (0, s− 1) to (r, s + v − 1) gives a contribution that can be
split as follows: at first we ignore the decorated valleys, drawing a path from (0, s − 1) to
(r, s+ v−h−1) which gives a contribution taken into account by the third q-binomial; then
we add the h decorated valleys that occur before the second bounce, that have to be placed
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in h different spots (because they are valleys) among the r available ones, for a contribution
given by the second q-binomial together with its corrective power of q.
Putting these together gives us the desired recursion. 
Let RP(n\s,m)⋆k be the set of n×m reduced polyominoes with k decorated rises and s
many 0’s in the area word, and let RPq,t(n\s,m)
⋆k be its (dinv, area) q, t-enumerator.
Corollary 1.5. The recursion in Theorem 1.4 holds also for RPq,t(n\s,m)
⋆k.
This can be proved either directly as we did for (area, bounce), or using the ζ map of
Theorem 1.2.
2. Two cars parking functions
A parking function is a Dyck path with positive integer labels attached to vertical steps
such that they are strictly increasing along columns (bottom to top). A two cars parking
function is a parking function where the labels can only have value 1 or 2.
In his PhD thesis [18], Wilson stated some conjectures about these objects; we prove one
of those conjectures, giving also another interpretation of the result in terms of reduced
polyominoes.
1
1
2
2
1
1
1
2
1
2
1
Figure 4. A two cars parking function with seven 1’s and four 2’s.
Theorem 2.1. There is a bijection between RP(m,n)⋆k and the set of two cars parking
functions with n 1’s, m 2’s, and k decorated rises. It preserves the bistatistic (dinv, area).
Scketch of the proof. The bijection is extremely simple (and it motivates our definition
of dinv): given a parking function, take its area word and put a bar on the letters labelled by
a 1, then add a 0 at the beginning. This way you get the area word of a reduced polyomino,
and both dinv and area are preserved. 
Let Tq,t(n\s,m)
⋆k be the polynomial
∑
P q
dinv(P )tarea(P ), where the sum is over two cars
parking functions with m 1’s, n 2’s of which s − 1 on the main diagonal, and k decorated
rises.
The following corollary of Theorem 2.1 is essentially [18, Proposition 5.3.3.1].
Corollary 2.2 (Wilson). The polynomial Tq,t(n\s,m)
⋆k satisfies the same recursion as
RPq,t(m,n\s)
•k in Theorem 1.4.
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In particular, Tq,t(n\s,m)
⋆k = RPq,t(m,n\s)
•k. We use this connection to prove [18,
Conjecture 5.2.2.1].
3. Symmetric functions and combinatorial interpretations
All those combinatorial polynomials have an interpretation in terms of symmetric func-
tions, that we are going to state. First of all, we establish the following symmetric function
identities (see for example [5] for the undefined notations).
Theorem 3.1. Let m ≥ 0, n ≥ 0 and 0 ≤ k ≤ n. Then
〈∆hmen+1, sk+1,1n−k〉 = 〈∆
′
em+n−k−1
em+n, hmhn〉.
Theorem 3.2. Let m ≥ 0, n ≥ 0 and 0 ≤ k ≤ n. Then
m−k∑
r=1
tm−r−k〈∆hm−r−k∆eken
[
X
1− qr
1− q
]
, en〉 = 〈∆hmen+1, sk+1,1n−k〉.
Our main result is the following theorem.
Theorem 3.3.
(1) RPq,t(m\r, n)
⋆k = tm−r−k〈∆hm−r−k∆eken
[
X
1− qr
1− q
]
, en〉.
Sketch of the proof. The right hand side of (1) can be written in terms of the F
(d,ℓ)
n,k of
[5, Section 4] using [5, Equation (1.46)]. Now this and [5, Theorem 4.6] give a recursion for
our polynomials. A suitable manipulation (involving a change of variables) can bring it to
the form stated in Theorem 1.4. 
All these results together give the following theorem.
Theorem 3.4.
RPq,t(m,n)
⋆k = 〈∆hmen+1, sk+1,1n−k〉 = 〈∆
′
em+n−k−1
em+n, hmhn〉
Combining this with Corollary 2.2, this results proves the case hmhn of the Delta conjecture
in [12], i.e. [18, Conjecture 5.2.2.1].
In fact, the recursion mentioned in the proof of Theorem 3.3, together with the results in
[5], provides a complete solution of Problem 8.1 in [12].
4. Partially labelled Dyck paths
Other objects involved in this theory are the partially labelled Dyck paths defined in
[12, Section 7.2]. Let us consider the partially labelled Dyck paths of size m + n + 1 with
n + 1 labels, m blanks (that must be valleys), and k decorated rises. Let PLDP(m,n)⋆k be
this set. We are especially interested in the case k = n, which means that all the rises are
decorated and all the valleys are blanks.
In [12], the authors define two statistics dinv and area for these objects. We can actually
define a third statistic pmaj essentially as the usual one defined in [15, 16]. We proceed as
follows. First of all, add a 0 label to every unlabelled vertical step. Then, we pursue this
algorithm. At step 0, we start with an empty multiset S. Next, at step i, we add to S all
the labels appearing in the column i (if any), and write down the greatest letter in S lesser
or equal than the one written at step i− 1 (if any), or the greatest among all the letters in
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S if we can’t; now we remove from S the letter we just wrote, and go on until we reach the
last column. Finally, we reverse the word we just wrote and define the pmaj as the major
index of this word, i.e. the sum of the positions of the descents in this reversed word.
Conjecture 4.1.
∆hm∆
′
en−k
en+1 =
∑
P∈PLDP(m,n)⋆k
qarea(P )tpmaj(P )xP ,
where xP is the product of the xi as i runs over the nonzero labels of P .
Other than computer verification, in support of our conjecture, in the case m = 0, i.e. in
the Delta conjecture case, the predicted scalar product with ejhn−j+1 is exactly the combi-
natorial interpretation with the second bounce (denoted bounce′) of [5, Theorem 6.2].
For k = n, there is a bijection from these objects to labelled reduced polyominoes, where
the labelling (with positive integers) is done by putting a label below the first column, then
the other labels on vertical red steps such that columns are strictly increasing (i.e. we are
adding an artificial vertical red step at the beginning).
1
2
4
0
5
7
8
0
0
3
0
6
0
0
0
0
0
1
1
1
1
2
2
3
Figure 5. A partially labelled Dyck path with n = 7 and m = 4. The bounce
path is shown (its labels are blue): it goes diagonally in columns containing a
0 label.
Theorem 4.2. There is a bijection between PLDP(m,n)⋆n and labelled reduced polyominoes
of size m× n.
Proof. Let P ∈ PLDP(m,n)⋆n. Write its area word (the usual one for Dyck paths), colour-
ing in green the numbers corresponding to rows containing a valley, and in red the other
ones (for example, the Dyck path in Figure 5 has area word 012123441201).
Now, draw the red path of the polyomino as follows: starting from the second letter of
the area word, draw a vertical step if the letter is red, and a horizontal step if it is green.
Whenever you draw a vertical step, attach the label in the corresponding row (there must
be one, since vertical steps correspond to rows that do not contain valleys).
Next, draw the green path as follows. Draw a horizontal green step x rows below each
horizontal red step, where x is the value of the green letter corresponding to that horizontal
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red step. Then, connect them with vertical steps to get a lattice path from (0, 0) to (m,n).
See Figure 6 for an example. 
0
1
2 1
2
3
4 4 1
2 0
1
0
0
0
0¯ 0¯ 1
1
1
1¯ 2
2¯ 3
Figure 6. The image of the partially labelled Dyck path in Figure 5 with the
bijection. The statistics area and bounce are preserved.
The bijection we just defined maps area to the area of the polyomino (by construction).
It also defines a pmaj statistic on labelled polyominoes (which is easy to read on the image)
that collapses to the bounce statistic if the labels are ordered from 1 to n+1 bottom to top;
this gives another combinatorial interpretation for the Conjecture 4.1 in the case k = n.
Finally, it defines a new dinv statistic on polyominoes, answering the question in [1, Equa-
tion (8.14)].
If viewed in the other direction, this map gives a way to define a bounce statistic on
partially labelled Dyck paths, together with a way to draw a bounce path. An example is
shown in Figure 5.
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