We give a characterisation for non-local functionals
Introduction
The purpose of these notes is to study the properties of non-local functionals of the form
f (x, y, u(x), u(y)) dx dy,
especially regarding the existence of minimising points. Such kind of functionals recently appeared in a derivative-free characterisation of the Sobolev and the total variation seminorm [4, 10] . More precisely, it was shown that these seminorms can be written as the limit of a sequence of non-local functionals which essentially emerge from replacing the derivative in the seminorm by a difference quotient. As an application of this result, it became possible to reformulate variational problems such as e.g. the total variation regularisation for image denoising [12] by approximating the seminorm therein with the corresponding non-local functional, thus leading to variational problems for non-local functionals [1, 11] .
As another example where such non-local variational problems arose, we mention the variational formulation of neighbourhood filters [6] . In this case, the non-locality of the functional was utilised to measure and, by minimising the functional, also to enforce similarities of different regions in an image. For an overview of non-local functionals recently introduced in image analysis, we refer to [3] .
The main interest of this paper is the existence of minimising points of such functionals. Following the direct method in the calculus of variations, the existence can be guaranteed by imposing the condition that J is coercive, meaning that J (u) → ∞ whenever u p → ∞, and that J is sequentially lower semi-continuous with respect to the weak topology on L p (X; Ê n ) if p ∈ (1, ∞) and with respect to the weak-star topology on L ∞ (X; Ê n ) if p = ∞. Our aim is therefore to find a good characterisation for the sequential lower semi-continuity of a non-local functional.
Before doing so, we take in Section 3 a closer look at the conditions which we need to ensure that the function (x, y) → f (x, y, u(x), u(y)) is integrable for all functions u ∈ L p (X; Ê n ). It turns out that we can reach integrability with a weaker condition than the natural estimate of the form |f (x, y, w, z)| ≤ α(x, y) + β(x)|z| p + β(y)|w| p + C|w| p |z| p with α ∈ L 1 (X × X), β ∈ L 1 (X), C ∈ Ê, unlike in the case of local functionals (i.e.
functionals of the form J local : L p (X; Ê n ) → Ê, J local (u) = X f local (x, u(x)) dx) where this sort of bound is equivalent to the integrability, see e.g. Theorem 6.45 in [5] .
Then we turn to the sequential lower semi-continuity of non-local functionals. We show in Section 4 that the functional J is sequentially lower semi-continuous with respect to the strong topology if (in addition to some lower bound for the function f ) the map (w, z) → f (x, y, w, z) is for almost all (x, y) ∈ X×X lower semi-continuous. Afterwards, we establish in Section 5 the result that a non-local functional, fulfilling some regularity assumptions, is sequentially lower semi-continuous with respect to the weak topology on L p (X; Ê n ) if p ∈ (1, ∞) and with respect to the weak-star topology on L ∞ (X; Ê n ) if p = ∞ if and only if the function
is for every ψ ∈ L p (X; Ê n ) for almost all x ∈ X convex. Finally, we discuss in Section 6 which functions f lead to the same non-local functional. We make use of this ambiguity in the integrand to show that in the case n = 1 the condition that Φ x,ψ is for every ψ ∈ L p (X) for almost all x ∈ X convex is (for sufficiently regular functions f ) equivalent to the fact that there exists a functionf , defining the same non-local functional as f , such that the map (w, z) →f (x, y, w, z) is for almost all (x, y) ∈ X × X separately convex.
The first results in this direction (formulated on Sobolev instead of Lebesgue spaces) are going back to Pablo Pedregal [9] where he gave an equivalent characterisation of the sequential lower semi-continuity in terms of Jensen type inequalities for the integrand. In later papers [7, 2, 8] , it was further shown that at least in the homogeneous case, i.e. if the integrand is not explicitly depending on the variables x and y, the functional is sequentially lower semi-continuous if and only if the integrand is separately convex.
Integrability Conditions
We are looking for a criterion for a measurable function f :
Since the fact that we use in the two last components of the integrand f the same function u is only relevant when the values x and y are close to each other, we may try to consider instead of (6) the stronger condition where we impose integrability also for different functions ϕ, ψ ∈ L p (X; Ê n ) in these two components.
Proposition 3. Let f : X ×X ×Ê n ×Ê n → [0, ∞) be a measurable function. Then the following statements are equivalent:
ii. The function f fulfils
iii. There exists for every ψ ∈ L p (X; Ê n ) and every
for almost all x ∈ X and all w ∈ Ê n .
Proof. We start with the implication from (i) to (ii). Let us assume that we find two functions ϕ, ψ ∈ L p (X; Ê n ) such that the measurable function g :
To prove the implication, it is enough to construct a function u ∈ L p (X; Ê n ) with
If there exists a measurable set A ⊂ X with A A c g(x, y) dy dx = ∞, A c = X \A, we can simply choose u = χ A ϕ + χ A c ψ, to get (8) . Otherwise, if no such set A exists, we find a decreasing sequence (A k ) k∈AE of measurable sets
, and
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We next choose a subsequence (A k ℓ ) ℓ∈AE of (A k ) k∈AE such that the pairwise disjoint sets
We further divide for every ℓ ∈ AE the setÃ ℓ ×Ã ℓ into the measurable sets
Then we find for every ℓ ∈ AE a constant N ℓ ∈ AE such that
Using now Lemma 20, we get for every ℓ ∈ AE a δ ℓ ∈ (0, ∞) such that the checkerboard pattern
for all j ∈ [1, N ℓ ] ∩ AE.
Using thenÃ ℓ ×Ã ℓ ⊃ N ℓ j=1 E j,ℓ , we get by definition (9) of the sets E j,ℓ that
Taking now the estimate (11) into account, we find with our choice (10) 
This concludes the proof that (i) implies (ii). The converse direction is trivial.
Given condition (ii), we can use the result for local functionals. Indeed, we know that
for almost all x ∈ X and all w ∈ Ê n , see e.g. Theorem 6.45 in [5] . If p = ∞, we find for
for almost all x ∈ X and all w ∈ Ê n with |w| ≤ M , see e.g. Theorem 6.47 in [5] . Using the function p p M defined in (4), the conditions (12) and (13) can be written in the condensed form (7).
The implication from (iii) to (ii) is finally found by direct calculation. From condition (7), we get with the property (5) of the function p
We remark that condition (7) allows for non-integrable divergencies in the function (x, y) → sup w,z∈B f (x, y, w, z) even for bounded sets B ⊂ Ê n , unlike in the study of local functionals where such a behaviour does not get along with the finiteness of the functional. Since we do not want to deal with such divergencies, we give here additionally a stronger condition on f .
Definition 4.
If the function f : X × X × Ê n × Ê n → Ê fulfils that there exist for every
for almost all (x, y) ∈ X ×X and all w, z ∈ Ê n , then we call f a p-bounded function.
Proof. We may directly verify condition (15). Since the function f is p-bounded, we find for every M ∈ (0, ∞) a constant C ∈ (0, ∞) and positive functions α M ∈ L 1 (X × X) and β M ∈ L 1 (X) such that (14) holds. Then we get with the property (5) of the function p
To illustrate what kind of functions we are excluding with this stronger condition, let us construct an example of a function f which is not p-bounded, but fulfils the integrability condition (15).
Example 6. Let X = (0, 1) and choose n = 1. We define the function f by
for all functions ϕ, ψ ∈ L p (X). In particular, f fulfils condition (15). On the other hand, f cannot be p-bounded, since e.g.
which as a function of x ∈ X is not integrable as an estimate of the form (14) would require.
However, this construction only works if the function f depends on the variables x and y. Otherwise, every divergency of f at finite values of w and z would lead to a non-integrable divergency of (x, y) → f (x, y, u(x), u(y)) for some function u ∈ L p (X; Ê n ). In fact, if f does not explicitly depend on x and y, then the p-boundedness of f is equivalent to the integrability condition (15).
if and only if there exists for every
Proof. If f fulfils the condition (18), then (17) holds by Corollary 5.
For the other direction, we assume that for some M ∈ (0, ∞), there does not exist a constant C M such that condition (18) holds. Then we find a sequence (w k , z k )
and since the Lebesgue measure is nonatomic, see e.g. Corollary 1.21 in [5] .
We now define the function
Moreover, we find that
Thus, f does not fulfil condition (17).
Strong Sequential Lower Semi-Continuity
Before we analyse the sequential lower semi-continuity of non-local functionals with respect to the weak or to the weak-star topology on L p (X; Ê n ), we shortly give a criterion for the sequential lower semi-continuity with respect to the norm topology. To start with, let us briefly recall the definition of sequential lower semi-continuity. 
Similar to the case of local functionals
where the sequential lower semi-continuity of the functional J local is equivalent to the lower semi-continuity of the function Ê n → Ê, w → f local (x, w) for almost all x ∈ X, see e.g. Theorem 5.9 in [5] , the lower semi-continuity of the function Ê n × Ê n → Ê, (w, z) → f (x, y, w, z) is sufficient to guarantee the sequential lower semi-continuity of the non-local functional J p f provided the negative part of f is additionally p-bounded. In the local case, this kind of lower bound was already necessary for the functional J local to be well-defined.
To simplify the notation, we define for every function f :
Proposition 9. Let f : X×X×Ê n ×Ê n → Ê be a pairwise symmetric, measurable function whose negative part is p-bounded.
n ) defined by the function f is sequentially lower semi-continuous with respect to the strong topology on L p (X; Ê n ) if the function f (x,y) is for almost all (x, y) ∈ X ×X lower semi-continuous.
holds and such that we have
To be able to apply Fatou's lemma, we use that the negative part of f is p-bounded. We thus find for every
for almost all (x, y) ∈ X × X and all w, z ∈ Ê n . We then choose the constant M in the case p = ∞ greater than sup ℓ∈AE u k ℓ ∞ and find with the lower semi-continuity of f (x,y) for almost all (x, y) ∈ X ×X that lim
, and we conclude that J p f is sequentially lower semicontinuous with respect to the strong topology on L p (X; Ê n ).
We remark that without the lower bound on the function f , the lower semi-continuity of the function f (x,y) for almost all (x, y) ∈ X × X does not imply the sequential lower semi-continuity of the non-local functional J p f . Example 10. Similar to Example 6, we choose X = (0, 1) and n = 1 and define the map
has a negative part which is not p-bounded as was shown in Example 6, but f (x,y) is for all x, y ∈ X lower semi-continuous.
On the other hand, we find from (16) for the non-local functional
k for all x ∈ X, k ∈ AE, we get that (u k ) k∈AE converges uniformly to the zero function, but lim inf
Thus, J p f is not sequentially lower semi-continuous with respect to the strong topology on L p (X; Ê n ).
Weak Sequential Lower Semi-Continuity
After all the preparations, we are now ready to study the sequential lower semi-continuity of non-local functionals with respect to the weak topology on L p (X; Ê n ) for p ∈ [1, ∞) and with respect to the weak-star topology on L ∞ (X; Ê n ) for p = ∞.
Theorem 11. Let f : X ×X ×Ê n ×Ê n → Ê be a pairwise symmetric, measurable function whose negative part is p-bounded. Moreover, we assume that the function f (x,y) , defined by (19), is continuous for almost all (x, y) ∈ X×X and that there exist for every
for almost all (x, y) ∈ X ×X and all w, z ∈ Ê n with |w| ≤ M .
Proof. We first show that the function Φ x,ψ is for every ψ ∈ L
To begin with, we assume that J p f (ψ) < ∞. Since the Lebesgue measure is nonatomic, we find for every ϑ ∈ [0, 1] a sequence (E ϑ,k ) k∈AE of subsets of X such that the characteristic functions χ E ϑ,k ∈ L ∞ (X), k ∈ AE, converge weakly-star in L ∞ (X) to the constant function ϑ, see e.g. Proposition 2.87 in [5] . Then we define for arbitrary functions
and an arbitrary measurable subset
where we use the notation A c = X \A and where the functions ϕ k ∈ L ∞ (X; Ê n ) are given by
whereω ∈ L ∞ (X; Ê n ) is the convex combinationω = ϑω 1 + (1 − ϑ)ω 2 of ω 1 and ω 2 . So, the sequential lower semi-continuity of
We therefore get for all measurable sets A ⊂ X the inequality lim inf
f (x, y,ω(x),ω(y)) dy dx + 2
f (x, y,ω(x), ψ(y)) dy dx. (22) To get rid of the integrals over A×A, we will now consider the limit where the measure of A tends to zero. We remark that because of the p-boundedness of f − and the upper bound (20) of f , there exists for every M ∈ (0, ∞) a function g M ∈ L 1 (X×X) such that we have |f (x, y, ω(x),ω(y))| ≤ g M (x, y) and |f (x, y, ω(x), ψ(y))| ≤ g M (x, y)
for all ω,ω ∈ L ∞ (X; Ê n ) with ω ∞ ≤ M , ω ∞ ≤ M and almost all (x, y) ∈ X ×X. In particular, we have with M ≥ max{ ω 1 ∞ , ω 2 ∞ } that
for almost all (x, y) ∈ X ×X and all k ∈ AE. To get a bound for the integrals over A×A, we choose for every ε ∈ (0, ∞) and every measurable set E ⊂ X with positive measure a set E ′ M ⊂ E with positive measure such that
for all measurable sets A ⊂ E ′ M . We then get from inequality (22) that lim inf
f (x, y,ω(x), ψ(y)) dy dx (23) for all measurable sets A ⊂ E ′ M . By definition of the functions ϕ k , we find for all measurable sets
f (x, y, ω 2 (x), ψ(y)) dy dx.
Since the functions χ E ϑ,k converge for k → ∞ by definition of the sets E ϑ,k weakly-star in L ∞ (X) to the constant function ϑ, we further get that lim inf
for all measurable sets A ⊂ E 
for all measurable sets A ⊂ E ′ M . Since this holds for every M ∈ (0, ∞) for all functions ω 1 , ω 2 ∈ L ∞ (X; Ê n ) with ω 1 ∞ ≤ M and ω 2 ∞ ≤ M , we can use Lemma 21 and finally get after letting ε tend to zero that
for almost all x ∈ X, all ϑ ∈ [0, 1], and all w 1 , w 2 ∈ Ê n , which proves the convexity of Φ x,ψ for almost all x ∈ X.
It remains to consider the case where J 
n ) which converges pointwise almost everywhere and strongly in L p (X; Ê n ) to the function ψ. Then, by the previous result, we know that the functions Φ x,ψ k , k ∈ AE, are for almost all x ∈ X convex. Moreover, the local functional
is -because of the continuity of the function f (x,y) for almost all (x, y) ∈ X × X, the pboundedness of f − , and the upper bound (20) of f -for almost all x ∈ X and all w ∈ Ê n continuous with respect to the strong topology, see e.g. Corollaries 6.51 and 6.53 in [5] (the proof works in the same way as the proof of Proposition 9). Therefore, we have for almost all x ∈ X that Φ x,ψ (w) = lim
which shows that the function Φ x,ψ is for almost all x ∈ X convex. This concludes the proof that the sequential lower semi-continuity of J p f implies for every function ψ ∈ L p (X; Ê n ) for almost all x ∈ X the convexity of the function Φ x,ψ .
For the other direction, we assume that the function Φ x,ψ is for every ψ ∈ L
In particular, (u k ) k∈AE is bounded in L p (X; Ê n ) and therefore, there exists a subsequence (u k ℓ ) ℓ∈AE of (u k ) k∈AE generating a Young measure ν.
I.e. we have a map ν : X → M(Ê n ; Ê), x → ν x , where M(Ê n ; Ê) denotes all signed Radon measures on Ê n , which fulfils that ν x is a probability measure for almost all x ∈ X, and that for all φ ∈ C 0 (Ê n ) the function X → Ê, x → Ê n φ(w) dν x (w) is measurable and satisfies for every h ∈ L 1 (X) the equality
For a detailed introduction into the theory of Young measures, we refer to Chapter 8 in [5] . Since (u k ℓ ) ℓ∈AE generates the Young measure ν, the sequence (
denotes the product measure of ν x and ν y . Indeed, using the Stone-Weierstraß theorem, it is enough to verify that
. But this directly follows from Fubini's theorem and the relation (25), see Proposition 2.3 in [9] . Now, the p-boundedness of f − implies by the Dunford-Pettis theorem that the functions
are uniformly integrable. Thus, we can apply the fundamental theorem for Young measures, see e.g. Theorem 8.6 in [5] , and find that lim inf
Moreover, condition (20) implies that for almost all x ∈ X and all w ∈ Ê n the functions
are uniformly integrable. Thus, we get from the continuity of the functions f (x,y) for almost all (x, y) ∈ X ×X again with the fundamental theorem for Young measures that
for almost all x ∈ X and all w ∈ Ê n . So for almost all x ∈ X, the functioñ (27) is the limit of the convex functions Φ x,u k ℓ , ℓ ∈ AE, and is therefore convex.
Using now that ν x is by definition of a Young measure for almost all x ∈ X a probability measure, we find with Jensen's inequality that
Together with the pairwise symmetry of f , we then get
Using now the convexity of Φ y,u for almost all y ∈ X, we get again with Jensen's inequality that
Putting together the inequalities (26), (28), (29), and (30), we have shown that lim inf
proving the sequential lower semi-continuity of J p f .
Here, the proof that the convexity of the functions Φ x,ψ implies the sequential lower semi-continuity of the functional J p f makes only use of the upper bound (20) to show the convexity of the functionΦ x,ν defined in (27). We can therefore waive this upper bound if we guarantee the convexity ofΦ x,ν by imposing that the function f (x,y) is separately convex (i.e. the maps Ê n → Ê, w → f (x,y) (w, z) and Ê n → Ê, w → f (x,y) (z, w) are convex for all z ∈ Ê n ) for almost all (x, y) ∈ X ×X, see [9] . ), is for almost all (x, y) ∈ X ×X separately convex.
Equivalent Integrands
In this section, we will try to characterise the classes of functions which define the same non-local functional. In particular, we are interested in finding a good representative for each of these classes and thereby to possibly simplify the criterion of sequential lower semicontinuity given in Theorem 11.
We will restrict our attention to rather regular integrands.
Definition 13. Let f : X×X×Ê n ×Ê n → Ê be a pairwise symmetric, measurable function.
Moreover, we assume that the function
is integrable, that the function f (x,y) , defined by (19), is continuously differentiable for almost all (x, y) ∈ X × X, and that there exist for every M ∈ (0, ∞) positive functions
, with p * being the Hölder conjugate of p, such that
for almost all (x, y) ∈ X ×X and all w, z ∈ Ê n with |z| ≤ M . Then we call f a p-regular function.
We remark that for a p-regular function f the estimate |f (x, y, w, z)| ≤ |f (x, y, 0, 0)| + 
We will in the following give a characterisation of the class of functions whose corresponding non-local functional constantly vanishes. If we only consider real-valued non-local functionals, then two functions define the same non-local functional if and only if they differ by a function of this class.
Thus, we have for all i ∈ [1, n] ∩ AE, almost all x ∈ X, all w ∈ Ê n , and all functions u ∈ L ∞ (X; Ê n ) that X ∂ wi f (x, y, w, u(y)) dy = 0.
Indeed, there would otherwise exist an i 0 ∈ [1, n] ∩ AE, a set A ⊂ X with positive measure,
, and a sign ǫ ∈ {−1, 1} such that
Using the bound (32) of the function ∂ wi 0 f , we find a measurable subsetÃ ⊂ A such that
which is a contradiction to (36). Now, equation (37) is only possible if the function Ê n → Ê, z → ∂ wi f (x, y, w, z) is constant for all i ∈ [1, n] ∩ AE, almost all (x, y) ∈ X ×X, and all w ∈ Ê n . Defining therefore the function g :
we find with the fundamental theorem of calculus that g(x, y, w) = f (x, y, w, z)− f (x, y, 0, z) holds for almost all (x, y) ∈ X × X and all w, z ∈ Ê n . Thus, we get with the pairwise symmetry of f that f (x, y, w, z) = g(x, y, w) + g(y, x, z) + f (x, y, 0, 0) for almost all (x, y) ∈ X×X and all w, z ∈ Ê n . So, f has the form (35), where the function h ∈ L 1 (X×X) is defined by h(x, y) = f (x, y, 0, 0) for all x, y ∈ X. Moreover, the p-regularity of f implies the bound (33) for g, and the conditions (34) finally follow from J p f (0) = 0 and from (37) together with Fubini's theorem. Thus, we have shown that f ∈ N p 0 which concludes the proof.
Example 19. Let X = [−1, 1], n = 2, and p ≥ 2. We choose a non-negative, convex function a ∈ C 2 (Ê) with a(ζ) = |ζ| − 1 for all ζ ∈ Ê\(−2,2) and define the function b ∈ C 2 (Ê) by
Moreover, we define the function f :
Then we find for the Hessian matrix HΦ x,ψ of the function Φ x,ψ defined in (21) for every x ∈ X and ψ ∈ L p (X; Ê 2 ) the expression
Since a(ζ) ≥ |ζ| − 1 for all ζ ∈ Ê, we have for all ζ,ζ ∈ Ê that
Because of the condition (43), this implies that there exists for every w ∈ Ê 2 an i ∈ {1, 2} and a set A ⊂ X×[0, 1] with positive measure such that ∂ 2 wi g (x,y) (w) ≤ −1 for all (x, y) ∈ A.
But then for every (x, y) ∈ A and every z ∈ Ê 2 with (−1) i z 1 > 0, the Hessian matrix
is not positive semidefinite.
A. Some Technicalities
We give here two missing technicial details to the proofs in the previous sections. We begin with the statement that we can cover almost one forth of every set E ⊂ X×X by a set of the form A×A c with some measurable set A ⊂ X. To be more precise, let us introduce for every N ∈ AE the notation
for the cube in Ê N with side length a ∈ (0, ∞) and center x ∈ Ê N . In the space Ê m , we further define for every δ ∈ (0, ∞) the checkerboard pattern S δ ⊂ Ê m by
Lemma 20. Let E ⊂ X ×X be a measurable set. Then there exists for every ε ∈ (0, ∞) a δ 0 ∈ (0, ∞) such that
Proof. Let ε ∈ (0, ∞) be arbitrarily given. Since E is a measurable set, we can cover it with pairwise disjoint cubes Q 2m ai (ξ i ), a i ∈ É ∩ (0, ∞), ξ i ∈ É 2m , i ∈ AE, such that
We further choose γ ∈ (0, ∞) such that
Since the set S δ ×S c δ covers for every δ ∈ (0, ∞) exactly one forth of every cube whose side length is an integer multiple of 2δ, we have for every δ ∈ (0, ∞), a ∈ (2δ, ∞), and ξ ∈ Ê 
for every cube Q 2m a (ξ) with side length a ∈ (γ, ∞) and arbitrary center ξ ∈ Ê 2m , and therefore,
as desired.
In particular, this result shows that we can also choose for finitely many measurable sets E j ⊂ X ×X, j ∈ [1, N ] ∩ AE, N ∈ AE, and arbitrary ε ∈ (0, ∞) a δ ∈ (0, ∞) such that the set
for all j ∈ [1, N ] ∩ AE.
The second lemma slightly generalises the result that if a measurable function g : X × Ê n → Ê fulfils an integral inequality of the form A g(x, ω(x)) dx ≥ 0 for all sets A ⊂ X and all ω ∈ L ∞ (X; Ê n ), then g(x, w) ≥ 0 for almost every x ∈ X and for all w ∈ Ê n .
Lemma 21. Let g : X×Ê n → Ê be a function such that the map Ê n → Ê, w → g(x, w) is continuous for almost all x ∈ X, and such that there exists for every M ∈ (0, ∞) a function α M ∈ L 1 (X) with |g(x, w)| ≤ α M (x) for almost all x ∈ X and all w ∈ [−M, M ]. If there exists for every subset E ⊂ X with positive measure and every M ∈ (0, ∞) a measurable subset E Proof. We define for every k ∈ AE and M ∈ (0, ∞) the measurable set Let us assume by contradiction that there exists a set E ⊂ X with positive measure such that we find for every x ∈ E a value w ∈ Ê n with g(x, w) < 0. Then the union k,M∈AE E k,M ⊃ E has positive measure, too. We thus find some k, M ∈ AE with L m (E k,M ) > 0. Now, by assumption, there exists a set E 
