A ‘bottom up’, ab initio computational approach to understanding fundamental photophysical processes in nitrogen containing heterocycles, DNA bases and base pairs by Marchetti, Barbara et al.
                          Marchetti, B., Karsili, T. N. V., Ashfold, M. N. R., & Domcke, W. (2016). A
‘bottom up’, ab initio computational approach to understanding fundamental
photophysical processes in nitrogen containing heterocycles, DNA bases and
base pairs. Physical Chemistry Chemical Physics, 18(30), 20007-20027.
DOI: 10.1039/c6cp00165c
Publisher's PDF, also known as Version of record
License (if available):
CC BY
Link to published version (if available):
10.1039/c6cp00165c
Link to publication record in Explore Bristol Research
PDF-document
This is the final published version of the article (version of record). It first appeared online via Royal Society of
Chemistry at DOI: 10.1039/C6CP00165C. Please refer to any applicable terms of use of the publisher.
University of Bristol - Explore Bristol Research
General rights
This document is made available in accordance with publisher policies. Please cite only the published
version using the reference above. Full terms of use are available:
http://www.bristol.ac.uk/pure/about/ebr-terms.html
PCCP
Physical Chemistry Chemical Physics
www.rsc.org/pccp
ISSN 1463-9076
PERSPECTIVE
Tolga N. V. Karsili, Michael N. R. Ashfold et al.
A ‘bottom up’, ab initio computational approach to understanding 
fundamental photophysical processes in nitrogen containing heterocycles, 
DNA bases and base pairs
Themed issue: Prebiotic Chemistry
Volume 18 Number 30 14 August 2016 Pages 19979–20832
This journal is© the Owner Societies 2016 Phys. Chem. Chem. Phys., 2016, 18, 20007--20027 | 20007
Cite this:Phys.Chem.Chem.Phys.,
2016, 18, 20007
A ‘bottom up’, ab initio computational approach
to understanding fundamental photophysical
processes in nitrogen containing heterocycles,
DNA bases and base pairs†
Barbara Marchetti,a Tolga N. V. Karsili,*ab Michael N. R. Ashfold*a and
Wolfgang Domckeb
The availability of non-radiative decay mechanisms by which photoexcited molecules can revert to
their ground electronic state, without experiencing potentially deleterious chemical transformation, is
fundamental to molecular photostability. This Perspective Article combines results of new ab initio
electronic structure calculations and prior experimental data in an eﬀort to systematise trends in the
non-radiative decay following UV excitation of selected families of heterocyclic molecules. We start with
the prototypical uni- and bicyclic molecules phenol and indole, and explore the structural and
photophysical consequences of incorporating progressively more nitrogen atoms within the respective
ring structures en route to the DNA bases thymine, cytosine, adenine and guanine. For each of the
latter, we identify low energy non-radiative decay pathways via conical intersections with the ground
state potential energy surface accessed by out-of-plane ring deformations. This is followed by summary
descriptions and illustrations of selected rival (electron driven H atom transfer) non-radiative excited
state decay processes that demand consideration once the nucleobases are merely components in
larger biomolecular systems like nucleosides, and both individual and stacked base-pairs.
1. Introduction
Many recent experimental and theoretical studies have sought
to explore the photophysics of simple heteroatom containing
aromatic molecules1–7 like phenols8–28 and azoles29–39 following
excitation in the ultraviolet (UV) spectral region. Such systems are
often termed prototypical, on the basis that a thorough under-
standing of their response to photoexcitation might well offer
a useful guide to the photochemistry and photophysics of more
complex and more biologically relevant molecules. Detailed
understanding of their deactivation processes following UV
excitation has thus long been seen as paramount. The first
few excited states of these molecules can be partitioned in
several different ways. One distinction is obvious; any given
orbital promotion will support both singlet and triplet excited
states. Unless stated otherwise, this Perspective focuses solely
on the decay of singlet excited state molecules, since intersystem
crossing to triplet states is not viewed as a significant decay process
for the molecules and the (generally isolated molecule) conditions
featured in this Perspective.
The nature of the orbital populated by photoexcitation is
another key distinguisher. The highest occupied molecular
orbital (HOMO) in the ground electronic (S0) state of these
molecules ranges between a (bonding) ring-centred p orbital or
a (largely non-bonding) n orbital centred on the heteroatom,
whereas the orbital populated by photoexcitation may be a
(ring-centred, anti-bonding) p* orbital or a s* orbital localised
on the heteroatom – to which we return later. p*’ p transitions
typically have the largest absorption cross-sections and dominate
the UV absorption spectrum; the diabatic 1pp* states that result
are often termed optically ‘bright’. p* ’ n transitions are
generally weaker, but much of the recent interest1–5,7 in these
molecules has centred on the (hitherto often neglected) excited
states formed by s* ’ p (or s* ’ n) promotions which, for
brevity, we will henceforth describe simply as 1ps* excited
states. The 1ps* states generally have much smaller absorption
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cross-sections and, as a result, are sometimes described as
optically ‘dark’.
The energetic ordering of the first excited 1ps*, 1np* and 1pp*
states (i.e. the 11ps*, 11np* and 11pp* states) is molecule
dependent. In the case of azoles like pyrrole1,40 and imidazole,41–43
the 11ps* state is lowest in energy, whereas in the phenols2 the
11pp* state is the lowest energy excited state in the Franck–
Condon (FC) region. The s* orbital in these first row hetero-
cycles has significant Rydberg (3s) character in the FC region,
but acquires progressively more anti-bonding character upon
X–H (X = N, O, etc.) bond extension. As a result, given the
relative 11ps* ’ S0 excitation and X–H bond dissociation
energies, the potential energy surfaces (PESs) for these 11ps*
states are repulsive with respect to increasing RX–H. Exciting
molecules like imidazole at long UV wavelengths populates the
11ps* excited state directly and results in prompt N–H bond
fission. Long wavelength excitation of phenol, in contrast,
populates the 11pp* state which, at the diabatic level, is bound
but can predissociate by coupling with the 11ps* state and
subsequently breaking the O–H bond on a much longer
timescale.16,19
Bond fission is just one of the several possible decay pathways
available to the excited state molecules considered in this
Perspective. Almost all of these pathways involve radiationless
transfer from the initial state populated by photoexcitation (e.g.
between diﬀerent 1pp* and/or 1np* states, from a 1np* or 1pp*
state to a 1ps* state, or from a 1np* or 1pp* state to the S0 state).
As discussed below, the strength of such couplings maximises
at molecular geometries where the relevant PESs become near
degenerate – so called regions of conical intersection (CI).
The DNA/RNA bases illustrate this progressive increase
in complexity nicely. These molecules show strong p* ’ p
absorptions at wavelengths B260 nm,44,45 excitation of which
could potentially induce photoreactions and harmful structural
changes. Yet the DNA bases and base pairs display well-
documented photostability.46–53 This resistance to photodamage
is attributable to ultrafast and efficient non-radiative (and non-
reactive) relaxation to the S0 state via internal conversion (IC).
Femtosecond time-resolved studies of the isolated bases – in the
gas phase54–65 and in aqueous solution66–77 – return excitation
energy and environment dependent excited state lifetimes but, in
all cases, these lifetimes are short; radiationless transfer to the S0
state in the isolated bases typically occurs on a (sub)picosecond
time scale. Ab initio calculations attribute such efficient excited
state decay to the presence of low energy CIs between the excited
(1pp*) and S0 state PESs along out-of-plane deformation (ring
puckering) coordinates.78–107
Here we seek to explain, and to systematise, various of the
non-radiative excited state decay processes available to related
families of nitrogen containing heterocycles by pooling new
results obtained using a range of ab initio electronic structure
methods with existing literature data. Without question, the
existing literature contains reports of more comprehensive
and detailed computational studies of several of the systems
covered in this Perspective, and we have sought to cite these
at appropriate points in the narrative. The prime focus of the
present study is the systematic analysis of the excited state
photophysics of families of related molecules investigated in an
(as best as possible) even handed and self-consistent manner.
The philosophy of the study is as follows. Uracil (U), thymine
(T) and cytosine (C) are pyrimidine derivatives, and hydroxy-
pyridines and hydroxypyrimidines relate to phenol if one or
more of the ring C atoms are replaced by N atoms. Adenine (A)
and guanine (G) are purine derivatives. Purine itself can be
viewed as the result of substituting three of the ring C atoms in
indole by N atoms, and indole comprises imidazole fused with
a benzene ring. This Perspective thus starts by considering
trends in the excited state photophysics of the family of unicyclic
molecules shown in Fig. 1, wherein C atoms in phenol are
progressively replaced by N atoms, leading through selected
pyridines and pyrimidines en route (after appropriate tautomerism
and/or derivitization) to U, T and C. This is followed by a similar
analysis of the evolving excited state photophysics of the family of
bicyclic molecules shown in Fig. 2 as we step from indole through
two azaindoles and purine to A and G. Both studies serve to
illustrate the progressive lowering of the energies of 1pp*/S0 CIs
in out-of-plane deformation coordinates brought about by incor-
porating N atoms in the ring. The Perspective concludes by
Fig. 1 Unicyclic molecules considered in this work: (a) phenol,
(b) 2-hydroxypyridine, (c) 4-hydroxypyrimidine, (d) 2,4-dihydroxypyrimidine,
(e) 2(1H)-pyridone, (f) 4(3H)-pyrimidone, (g) uracil (U), (h) thymine (T) and
(i) cytosine (C), with the ring atoms numbered for future reference.
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highlighting additional non-radiative decay pathways (most
notably excited state H atom transfer processes) that demand
consideration as the molecular size and complexity increases
further – as exemplified by the ribonucleosides (Fig. 3) and the
base-pairs (Fig. 4).
2. Theoretical methodology
A brief overview of the ab initio computational methods used in
the present calculations is given here. Fuller details can be
found in the ESI.†
2.1 Ground state tautomerism
Using the Gaussian09 computational package,108 the ground
state tautomers were assessed by optimising, where appropriate,
the enol and keto forms along with the transition state (TS)
connecting the two structures using Møller–Plesset second order
perturbation theory (MP2) along with Dunning’s augmented
correlation consistent basis set of triple-x quality (AVTZ).109 The
minimum energy path (MEP) for tautomerism was computed at
theDFT/CAM-B3LYP/AVTZ level of theory using the intrinsic reaction
coordinate (IRC) algorithm embedded within Gaussian 09.
2.2 Individual bases
The geometries of the ground state minimum, all conical inter-
sections between the S0 and
1pp* PESs in the out-of-plane
distortion coordinate, Qoop, and (where appropriate) any TSs
of interest were optimised using Complete Active Space-Self
Consistent Field (CASSCF) methods coupled with the 6-31G(d)
basis set using Gaussian09.110 All possible out-of-plane deforma-
tion S0/
1pp* CIs were initially optimised. In each case, attention
then focussed on the minimum energy CI (MECI) and subse-
quent linear interpolations in internal coordinates (LIICs) were
constructed between the S0 minimum and this MECI. The
energies along this LIIC were then calculated using Complete
Active Space with second-order Perturbation Theory (CASPT2)
with a cc-pVDZ (VDZ) or AVDZ basis set, using the MOLPRO
v2010.1 computational package.111 For the specific cases of
phenol, 2-hydroxypyridine and 2-pyridone, unrelaxed CASPT2/
AVDZ scans were also calculated along the RX–H (X = O or N)
coordinate.
2.3 Nucleosides and base pairs
The S0 state geometries of the nucleosides were optimised
using MP2/6-31G(d) whilst the S0/
1pp* CI geometries were
optimised using CASSCF/6-31G(d). MP2/6-31G(d) and CASSCF/
6-31G(d) were also used to optimise the geometries of the S0
minimum and the S0/
1pp* CI, respectively, for the A–T base
pair. All MP2 and CASSCF calculations were carried out using
Gaussian09. In each case, potential energy profiles along the
Fig. 2 Bicyclic molecules considered in this work: (a) indole, (b) 7-azaindole,
(c) 5,7-azaindole, (d) 9H-purine, (e) adenine (A) and (f) guanine (G), with the
ring atoms numbered for future reference.
Fig. 3 The nucleosides: (a) 5-methyluridine, (b) cytidine, (c) adenosine
and (d) guanosine, with the ring atoms of the base numbered for future
reference.
Fig. 4 The DNA and RNA base pairs: (a) adenine–thymine (A–T) and
(b) guanine–cytosine (G–C), with the ring atoms in the respective bases
again numbered for future reference.
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LIIC linking these optimised critical points were constructed at
the CASPT2/VDZ level of theory using the MOLPRO v2010.1
computation package. Relaxed potential energy profiles along
the electron-driven proton (hydrogen) transfer (EDPT) coordi-
nate of current interest were calculated for these four nucleo-
sides and the A–T and G–C base pairs using ADC(2)/VDZ in
Turbomole v6.3112 for both the S0 and S1 (
1np*(charge transfer
(CT))) states. In the nucleosides, the driving coordinate of
interest in each case was the terminal ribose sugar O–H bond
whereas, in the base pairs, it was the individual base centred
O–H or N–H bonds.
2.4 Radical-anion pairs
Calculations on the G–C and A–T radical-anion base pairs were
performed in order to mimic inter-stack electron transfer. The
relaxed ground state potential energy profiles of the (adenine–
thymine) and (guanine–cytosine) radical-anion base pairs
were computed at the TD-DFT/CAM-B3LYP/VDZ level of theory
using RNH as the driving coordinate in Gaussian09.
3. Results and discussion
The material in this section is structured as follows: several of
the target molecules can exist as both keto- and enol-tautomers,
and Section 3.1 reviews how substituting C atoms in the ring by
N atoms aﬀects the relative stabilities of these tautomers in the
S0 state. The rest of the Perspective focusses on excited states.
Sections 3.2 and 3.3 explore how the stabilities and non-
radiative decay dynamics of the families of molecules displayed
in Fig. 1 and 2 are influenced by C 2 N atom substitution
within the ring. Sections 3.4 and 3.5 then explore some of
the additional non-radiative decay pathways (H atom transfer
processes) that can arise in the selected nucleosides and base
pairs shown in Fig. 3 and 4.
3.1 Ground state tautomerism
Table 1 compares the ground state energies of 2-hydroxypyridine,
4-hydroxypyrimidine and 2,4-dihydroxypyrimidine with those of
the corresponding keto-tautomers calculated at several diﬀerent
levels of theory. The respective stabilities listed in Table 1 are all
referenced to the more stable tautomer.
2-Hydroxypyridine/2-pyridone. As Table 1 shows, all
levels of theory investigated suggest that 2-hydroxypyridine
(i.e. the enol form) is the more stable tautomer [CCSD(T)
DEenol–ketoB 390 cm
1] – in accord with gas phase experimental
measurements.113 As Fig. 5(a) shows, the DFT/CAM-B3LYP/AVTZ
calculations return a large (B12000 cm1) barrier to tautomerism
in the isolated molecule. The greater relative stability calculated
for the enol tautomer is consistent with its larger number of
resonance structures over which the p electron density can be
delocalised. In solution, however, the relative stabilities of the two
tautomers are very sensitive to the solvent polarity; in aqueous
solution, for example, the stabilisation from hydrogen bonding
ensures that the keto-form is the majority tautomer.114,115
4-Hydroxypyrimidine/4-pyrimidone. Adding another N atom
within the six-membered ring stabilises the keto tautomer to
the extent that, in the isolated molecule, 4-pyrimidone is
calculated (and observed116,117) to be slightly the more stable
tautomer – as shown in Table 1 and Fig. 5(b). This can be
understood by recognising that, in the context of these hetero-
cycles, the N atom is an electron donor. The CQO group in the
keto form is able to accept and stabilise additional p density
introduced in the 1-position, whereas an OH group in the
4-position (as in the enol form) would tend to be destabilised.
2,4-Dihydroxypyrimidine/uracil. Two independent ground
state hydrogen transfer coordinates were explored for these
tautomers, illustrated by the red and blue curves in Fig. 5(c) and
(d). The calculations clearly show that uracil (structure 3d) is
the most stable tautomer (consistent with experimental obser-
vation118), followed by the hemi-keto tautomers (structures 3b
and 3c), with the fully enol tautomer (structure 3a) being the
least stable – for the same electronic reasons as outlined above.
Cytosine, adenine and guanine. Ground state tautomerism
is also possible in the other pyrimidine species shown in Fig. 1
(i.e. thymine (Fig. 1(h)) and cytosine (Fig. 1(i))) and in the various
purines depicted in Fig. 2. For brevity, we restrict discussion to the
DNA bases C, G and A. The distinguishing feature of these
molecules (cf. those discussed above) is the amino group, which
aﬀords additional possibilities of amino–imino tautomerism
Table 1 Relative stabilities (DE, in cm1) of the enol (E)–keto (K) tautomers of 2-hydroxypyridine/2-pyridone, 4-hydroxypyrimidine/4-pyrimidone and
2,4-dihydroxypyrimidine/uracil in their respective S0 states, calculated at many levels of theory and quoted relative to that of the more stable tautomer
(indicated in parentheses), along with relevant experimental data (where available)
Level of theory
2-Hydroxypyridine/2-pyridone 4-Hydroxypyrimidine/4-pyrimidone 2,4-Dihydroxypyrimidine/uracil
DE/cm1 (1a–1b) DE/cm1 (2b–2a)
DE/cm1
(3d–3a) (3d–3c) (3d–3b)
DFT/CAM-B3LYP/AVDZ 110 (E) 240 (K) 4090 (K) 4000 (K) 3830 (K)
DFT/CASSCF(10,8)/AVDZ 100 (E) 690 (K) — — —
MP2/AVTZ 840 (E) 260 (E) 3370 (K) 3760 (K) 3470 (K)
DF-MP2-F12/AVTZ 800 (E) 230 (E) 3450 (K) 3780 (K) 3530 (K)
CCSD/AVTZ 420 (E) 120 (K) 3890 (K) 4050 (K) 3650 (K)
CCSD(F12*)/AVTZ 410 (E) 130 (K) 3970 (K) 4080 (K) 3710 (K)
CCSD(T)(F12*)/AVTZ 390 (E) 100 (K) 3710 (K) 3860 (K) 3550 (K)
CASPT2(12,11)/AVTZ 1130 (E) 390 (K) — — —
Experiment 270 (E)112 167 (K)115,116 — — (K)117
Perspective PCCP
O
pe
n 
A
cc
es
s A
rti
cl
e.
 P
ub
lis
he
d 
on
 0
8 
M
ar
ch
 2
01
6.
 D
ow
nl
oa
de
d 
on
 2
8/
07
/2
01
6 
08
:4
0:
27
. 
 
Th
is 
ar
tic
le
 is
 li
ce
ns
ed
 u
nd
er
 a
 C
re
at
iv
e 
Co
m
m
on
s A
ttr
ib
ut
io
n 
3.
0 
U
np
or
te
d 
Li
ce
nc
e.
View Article Online
This journal is© the Owner Societies 2016 Phys. Chem. Chem. Phys., 2016, 18, 20007--20027 | 20011
and leads to a significant increase in the number of possible
tautomers.
In cytosine, for example, there are fourteen possible tautomer/
rotamers, five of which are shown in Fig. 6(a)–(e). The 1H-keto-
amino form (Fig. 6(a)) is the preferred tautomer in the Watson–
Crick (WC) base pairing. H atommigration from the N1–H group
to the neighbouring O atom or to the N3 atom gives rise to three
distinct tautomers – two 2-enol-amino structures (of which only
the anti-rotamer is shown in Fig. 6(b)) and the 3H-keto-amino
tautomer (Fig. 6(c)). The relative stabilities of the different
tautomeric forms are again sensitive to the chemical environment.
Microwave, resonance enhanced multiphoton ionisation (REMPI)
and core level photoemission measurements reveal both the
1H-keto-amino and 2-enol-amino tautomers in jet-cooled gas phase
samples.119–122 Low temperature matrix isolation studies (in the IR
and the UV) also identify both of these tautomers and conclude
that the 2-enol-amino tautomer is more abundant,123,124 whereas
the 1H-keto-amino form is most stable in aqueous solution.125
The available theoretical predictions are broadly supportive of
these conclusions.126–128 Under isolated molecule conditions, the
1H-keto-amino and 2-enol-amino tautomers are calculated to lie
lowest in energy (with the formerB500 cm1 more stable than the
latter), with the two imino (Fig. 6(d) and (e)) and the 3H-keto-amino
(Fig. 6(c)) tautomers consistently higher in energy. Micro-solvation
with water molecules, under isolated gas-phase conditions,127 is
predicted to favour the keto-amino tautomers, particular the
1H-keto-amino structure (calculated as being B2040 cm1
more stable than the 3H-equivalent) and to destabilise the enol
and imino tautomers.
In A, the H atom at the N9 position can migrate to any of the
other nitrogen atoms within the ring, giving a total of fourteen
possible tautomers/rotamers.129 Experimental studies have
identified the presence of the 9H-amino (Fig. 6(f)) and, in some
cases, the 7H-amino (Fig. 6(g)) tautomers in the gas phase,130–133
Fig. 5 Ground state MEP along the enol/keto tautomerism IRC calculated for
(a) 2-hydroxypyridine/2-pyridone, (b) 4-hydroxypyrimidine/4(3H)-pyrimidone
and (c) and (d) 2,4-dihydroxypyrimidine/uracil. The red curves in (c) and (d)
show the calculated MEP for the sequence 2,4-dihydroxypyrimidine (i.e. the
2,4-dienol tautomer) to the 2(3H)-enol–keto form (structure 3b) and on to the
1H,3H-diketo form, uracil (structure 3d), while the blue curves map the potential
for the same 2,4-dienol to uracil rearrangement but via the intermediate
4(1H)-enol–keto tautomer (structure 3c). The energies of structures 3a–c are
defined relative to the most stable structure (3d).
Fig. 6 Selected low energy tautomeric forms for cytosine (structures (a)–(e)), adenine (structures (f)–(i)) and guanine (structures (j)–(l)).
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inmatrix isolation conditions134 and in polar solvent environments
(e.g. water).135–138 All of these studies concur that the canonical
9H-amino form is the dominant tautomer in all environments
(as it is in DNA itself), though the 7H-amino variant gains some
relative stabilisation in polar solvents by virtue of its larger
dipole moment. These experimental conclusions have been
reinforced by numerous ab initio studies, though most predict
a significant (B2400–3000 cm1) energy difference between
the 9H- and 7H-amino tautomers.130,139,140 The 3H-amino-
and the various imino forms (e.g. the 1H,9H-imino structure
shown in Fig. 6(i)) are all calculated to be considerably higher
in energy.
G is functionalized with both amino and keto groups, and
has the greatest number of possible tautomers.141 An early IR
matrix isolation study showed G present as a mixture of enol
and keto tautomers,142 and more recent studies have identified
three diﬀerent tautomers (one enol and two keto forms) in
a supersonic jet.143–146 Guided by complementary ab initio
calculations, these were assigned to the 1H,7H-keto-amino
(Fig. 6(k)), the 1H,9H-keto-amino (Fig. 6(j)) and the 9H-enol-
amino (Fig. 6(l)) tautomers, with the latter likely present as two
different rotamers. Theory140,145–148 also predicts that the
1H,7H-keto-amino structure is the most stable as an isolated
molecule, followed by the 1H,9H-keto-amino tautomer (with
reported energy separations in the range 20–250 cm1) and
then the 9H-enol-amino tautomer (some 270–620 cm1 above
the global minimum structure). All of the other tautomers not
shown in Fig. 6 are predicted to lie at least 1000 cm1 above the
global minimum. Once again, however, this energetic ordering is
disturbed by solvating with water,146 under which circumstances
the tautomeric equilibria are predicted to shift in favour of the
3H,7H-keto-amino (now the most stable), 7H,9H-keto-amino and
3H,9H-keto-amino tautomers.
The primary aim of this Perspective is to seek trends and
diﬀerences in the excited state photophysics exhibited by these
molecules. Thus we choose to focus attention on the tautomeric
forms adopted by the various nucleobases in the common WC
or in the Hoogsteen base pairing schemes (i.e. 1H-cytosine,
9H-adenine and 1H,9H-guanine, as depicted in Fig. 1(i), 2(e) and (f)).
Nucleosides. The tautomeric equilibria in the nucleosides
are assumed not to diﬀer substantially from those found with
the individual bases, apart from the obvious cases where N1 (in
the pyrimidines) or N9 (in the purines) is terminated by the
pentose sugar and some of the tautomeric variety associated
with H migration between the various N sites in the isolated
monomers is obviously precluded.
3.2 Unicyclic ring systems and the pyrimidine bases
Vertical excitation energies. Table 2 lists vertical excitation
energies (VEEs) calculated for the two lowest singlet excited
states of the molecules depicted in Fig. 1 (with the character of
the dominant orbital promotion indicated in parentheses).
Fig. 7 shows the orbital promotions involved in forming the
excited states of 2-hydroxypyridine, 2-pyridone and 7-azaindole;
similar figures for the other systems considered in this
Perspective are shown in the ESI.† The adiabatic excitation
energies (AEEs) calculated for the respective first excited states
generally agree well with the available experimental values.
As discussed in Section 3.1, the molecules formed by intro-
ducing one (or more) N atoms into the ring can exist as enol
and keto tautomers. The present calculations show the S1 and
S2 states of 2-hydroxypyridine, 2-pyridone, 4-pyrimidone to
have 1pp* and 1np* character, respectively, in the FC region.
However, this energetic ordering is reversed in the cases of
4-hydroxypyrimidine, 2,4-dihydroxypyrimidine, U and T. Fig. 7
illustrates the (expected) better spatial overlap between the
orbitals involved in the p* ’ p excitations cf. the p* ’ n
excitations.
Several trends are evident in the data collected in Table 2.
Amongst the enols, the 1pp*-S0 term values are similar in phenol
and 2-hydroxypyridine, and larger in 4-hydroxypyrimidine and
2,4-dihydroxypyrimidine. The similar term values in phenol and
2-hydroxypyridine can be understood if the weak intramolecular
H-bond between the N atom and the OH at the C2 position in the
Table 2 Calculated vertical and (where available) adiabatic excitation energies (VEEs and AEEs) for the first three excited singlet states of the pyrimidine
systems, with the dominant transition character indicated in parenthesis next to the VEE values. Available experimental values are listed also, with (A) and
(V) specifying whether the measured data should be compared with the calculated AEE or VEE values. The last two columns show, respectively, the
optimised energy of any TS in the PEC along the LIIC linking the (vertical) 1pp* state and the 1pp*/S0 MECI and the energy of the
1pp*/S0 MECI itself.
All energies are quoted in units of eV
Moleculeref.
DE(S1–S0) DE(S2–S0) DE(S3–S0) DE(TS–S0) DE(CI–S0)
VEE AEE Exp. VEE Exp. VEE
Enol
Phenol9 4.57 (pp*) 4.34 4.51 (A) 5.40 (ps*) — — 4.89 4.63
2-Hydroxy-pyridine154,155,157 4.70 (pp*) 4.34 4.48 (A) 6.17 (np*) 6.79 (ns*) 4.71 4.32
4-Hydroxy-pyrimidine 4.94 (np*) 4.64 — 5.18 (pp*) — 5.28 (np*) 4.55 3.81
2,4-Dihydroxy-pyrimidine 4.90 (np*) 4.52 — 5.02 (pp*) — 6.43 (ps*) — 3.80
Keto
2-Pyridone156,195–197 4.34 (pp*) 3.57 3.70 (A) 4.81 (np*) — 5.15 (ns*) — 3.70
4-Pyrimidone 4.45 (pp*) — 3.85 (A) 4.92 (np*) — 5.58 (np*) — 3.12
Uracil198 4.80 (np*) 4.17 — 5.69 (pp*) 5.08 (V) 5.89 (ps*) — 3.92
Thymine199 4.85 (np*) 4.17 — 5.50 (pp*) 4.80 (V) 5.64 (ps*) — 4.09
Cytosine60,119 4.58 (pp*) — — 4.88 (np*) 3.95 (A) 5.34 (np*) — 3.46
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latter provides a similar stabilisation to both the p and p* orbitals.
OH group(s) are p-donors. This additional electron density is
preferentially localised at positions ortho- and para- to the ring-
atom bearing the OH group, and can be accommodated more
readily by a more electronegative N atom (cf. a C atom). The
increased 1pp*-S0 term values in 4-hydroxypyrimidine and
2,4-dihydroxypyrimidine (wherein the 1pp* state is raised above
the 11np* state) are thus attributed to preferential stabilisation
of the p (and destabilisation of the p*) orbital by the additional
N atom. Table 2 also shows that the S1 states of the keto
tautomers (2-pyridone and 4-pyrimidone) are formed by the
same orbital promotions as the corresponding enols, and that
their 1pp*-S0 term values are consistently smaller, despite the
gradual stabilisation of the S0 state of the keto form upon
N atom inclusion (recall Table 1). This can be understood by
considering the diﬀering p donating capabilities of NH and OH
groups, which will be amplified by the fact that the OH group is
pendant to the ring. The in-ring N atom in the NH group is
much more eﬀective at stabilizing the electron deficiency
introduced by p* ’ p excitation (and thus the 1pp*-S0 energy
gap) in the keto tautomers.
Photodissociation vs. photostability. As noted in the Intro-
duction, photoinduced O–H or N–H bond fission is a recognised
population loss process for many small, functionalised aromatic
and heteroaromatic molecules, including phenols and azoles.1,2,7
In the case of phenol, near UV excitation to the S1(1
1pp*)
state leads to O–H bond fission, on a nanosecond timescale.
Such behaviour can be understood in terms of the potential
energy cuts (PECs) shown in Fig. 8(a). The 1pp* state is
diabatically bound with respect to stretching RO–H, but the
1pp* and 1ps* potentials experience a CI at slightly extended
bond lengths (RO–H B 1.2 Å), and O–H bond fission can occur
by tunnelling under this CI.16,17,26,27
The ns lifetime of the 11pp* state of phenol implies the
absence of any eﬃcient rival non-radiative decay processes.
One such non-radiative decay process identified in similar
photoexcited molecules is internal conversion to the ground
state facilitated by a CI between the 11pp* and S0 states that can
be accessed by motion along an out-of-plane ring deformation
Fig. 7 Dominant orbital promotions involved in forming the first few
singlet excited states of 2-hydroxypyridine, 2-pyridone and 7-azaindole.
Fig. 8 Potential energy profiles for the ground and lowest singlet excited
states along, respectively, RX–H (X = O, N) and Qoop for phenol ((a) and (b)),
2-hydroxypyridine ((c) and (d)) and 2-pyridone ((e) and (f)). Filled points
define the energies of the optimised critical structures (i.e. the S0 and 1
1pp*
minima, the S0/
1pp* CI and the TS on the 11pp* potential leading to the
prefulvenic S0/
1pp* CI). The structures in each panel illustrate, respectively,
the X–H bond dissociation coordinate and the optimised geometry at the
prefulvenic S0/
1pp* CI.
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coordinate, Qoop (via a so-called prefulvenic geometry).
14,149–152
Fig. 8(b) shows the calculated geometry of this 11pp*/S0 MECI
in phenol – with C1 very obviously out of the plane. As in later
figures of this type, the open points show the ground (and
excited) state energies calculated at a sequence of points along
the LIIC connecting the optimised S0 state geometry to that
of the 11pp*/S0 MECI. The small number of filled points show
the energies of the optimised critical structures (notably the
minimum of the 11pp* state and the energy of any TS separating
this minimum excited state geometry from the MECI) calculated
at the CASPT2/AVDZ level of theory. These optimised energies are
also listed in Table 2. In the specific case of phenol, the key
finding from these calculations is the presence of a substantial
(B0.5 eV) energy barrier in the MEP towards this prefulvenic
MECI, that would be sufficient to render this pathway closed
following excitation at energies not far above the origin of the
11pp* state.
Fig. 8(c) and (d) show the corresponding PECs along RO–H
and the prefulvenic Qoop coordinate for 2-hydroxypyridine. The
most obvious feature of the former is the predicted elevation of
the 11ps* potential (or, more precisely, stabilisation of the S0
state by the intramolecular H-bonding interaction between
the OH group and the in-plane orbital on the adjacent ring
N atom), which manifests itself as an increased barrier to
tunnelling under the 11pp*/11ps* CI (cf. phenol). Indeed, if
the potentials along the LIIC displayed in Fig. 8(c) are anything
like quantitative, this barrier would preclude O–H bond fission
as a possible decay process following excitation near theminimum
of the 11pp* state of 2-hydroxypyridine. As Fig. 8(d) shows, the
predictedMECI alongQoop lies at an energy below that of the 1
1pp*
minimum but, as in phenol, motion towards this prefulvenic
11pp*/S0 CI is impeded by an energy barrier (the calculated energy
of the optimised TS is B0.37 eV above that of the 11pp* state
minimum (see Table 2)). Once again, therefore, theory would
predict a certain photophysical stability to the 11pp* state of
2-hydroxypyridine, consistent with previous theoretical studies153,154
and experimental observations of well-resolved vibronic structure in
the jet-cooled REMPI spectrum of this tautomer.155,156 We also note
that geminate recombination at the 11pp*/S0 CI could lead to
branching into the S0 state of the keto tautomer via a photoinduced
dissociation-association reaction. Though entropically unfavourable
under isolated gas-phase conditions, such a process would certainly
merit consideration if the chromophore was suspended in a rare-
gas matrix or in bulk solution.
Analogous PECs for 2-pyridone are presented in Fig. 8(e) and (f).
The profiles along the X–H stretch coordinate (RN–H in this case)
show qualitative similarities with those for the 11pp* and 11ps*
states of phenol (Fig. 8(a)) but the optimised energy of the 11pp*
state of 2-pyridone is well below the N–H dissociation limit,
thereby excluding N–H bond fission as a possible decay channel
following excitation at energies around the 11pp*-S0 origin. The
predicted MECI in the prefulvenic Qoop coordinate is below the
11pp*’ S0 vertical excitation energy, however (even after geometry
optimisation, see Table 2), and the calculated PEC along the LIIC
to the 11pp*/S0 CI is essentially barrierless. Such predictions
also appear to be consistent with the available experimental data:
the (split) origin band of the 11pp*-S0 transition of 2-pyridone
shows resolved rovibronic structure and the dispersed emission
spectrum following excitation to the origin level(s) reveals popula-
tion of an extensive range of ground state vibrational levels.157
The latter observation implies that the 11pp* and S0 states of
2-pyridone have different equilibrium geometries (as is also
implied by the difference in the VEE and AEE values reported in
Table 2). The reported two colour 1 + 10 REMPI spectrum via the
11pp* state, in contrast, is dominated by the origin band(s) – a
finding that canmost readily be explained by invoking a sharp drop
in excited state lifetime upon tuning to higher energies.154,155,158
PECs along Qoop for the ground and first three excited
singlet states of (a) thymine and (b) cytosine are shown in
Fig. 9. Again, these energies were calculated at the CASPT2 level
for a sequence of geometries along a LIIC linking the CASSCF
optimised S0 minimum and the S0/1
1pp* MECI. These values
are also reported in Table 2. The similarities between these
Fig. 9 Potential energy profiles along the out-of-plane ring deformation
coordinate Qoop for the ground and first few singlet excited states of
(a) T and (b) C. Filled points represent the energies of the optimised critical
structures (the S0 and
1np* state minima and the S0/
1pp* MECI) and the
structure in each panel shows the optimised geometry of this MECI.
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PECs for T and C, and those for 2-pyridone (Fig. 8(f)), are
obvious, notwithstanding the reversal in the energetic ordering
of the 11np and 11pp* states. In both T and C, the calculated
11pp* PEC leading to the 11pp*/S0 MECI in the Qoop coordinate
is barrierless. Indeed, the predicted energy of the 11pp*/S0
MECI is even below that of the 11np origin – consistent with
previous observations of ultrafast excited state decay following
UV excitation of both T and C.54,55,57,59
Notwithstanding the rich literature addressing the excited
state photophysics of the DNA/RNA bases, there have been few
systematic studies of the electronic and geometric reasons why
such out-of-plane ring deformations are eﬀective in promoting
ultrafast excited state decay – and thus photostability – in
pyrimidine derivatives like T and C, but not in simpler analogues
like phenol. Yet recognising the factors that underpin this photo-
stability could be important in guiding the development of more
efficient photoprotective molecules for use in, e.g., sunscreens or
artificial intraocular lenses. Thus we now summarise, and seek
to rationalise, how the introduction of N atoms into the phenol
ring and the addition of further OH and/or NH2 functionalities
influences the topography of the excited state PES(s) along Qoop
en route to the MECI with prefulvenic geometry.
Trends with respect to out-of-plane deformation. To aid this
discussion, Fig. 10 presents an overlay of the calculated 11pp*
excited state PECs for phenol, 2-hydroxypyridine, 4-hydroxy-
pyrimidine and 2,4-dihydroxypyrimidine (i.e. the enol tautomers
listed in Table 2) plotted as a function of the out-of-plane
deformation coordinate leading to the optimised 11pp*/S0 MECI.
A similar overlay for the corresponding keto tautomers is shown
in Fig. 11. The energies associated with each 11pp* PEC are
referenced to the minimum energy of the respective S0 states but,
for clarity and because the S0 PECs in Qoop are all rather similar,
only one S0 PEC (for 2-hydroxypyridine in Fig. 10, and for
2-pyridone in Fig. 11) is displayed in each panel. More detailed
depictions of the ground and excited state PECs for these
molecules, and side-on views illustrating the out-of-plane
displacements of the ring atoms at the various S0/1
1pp* MECIs
are provided in Fig. S1–S9 in the ESI.† The optimised energies of
the various 11pp*/S0 MECIs (DE(CI–S0)) and of any TS in the PEC
along the LIIC linking the (vertical) 11pp* state and the 11pp*/S0
MECI (DE(TS–S0)) are included in Table 2.
Inspecting these data, we see that the VEEs of the respective
11pp* states increase across the enol series phenol -
2,4-dihydroxypyrimidine, while the energies of the 11pp*/S0
MECIs decrease. As a consequence, the barrier to accessing
the 11pp*/S0 MECI decreases across the series and the gradient
along Qoop becomes progressively steeper with increasing N
incorporation and ring functionalization. The VEEs of the
11pp* states of the keto tautomers also increase across the
series 2-pyridone - U and T.159 The energies of the 11pp*/S0
MECIs increase in much the same order, but are always below
the corresponding VEEs. The 11pp* PECs leading to these
MECIs have similar gradients in all four species, and none
shows any obvious barrier. This diﬀerence in topography
(cf. the enol tautomers) can plausibly be traced to diﬀerences
in the extent of the p-conjugation in the enol and keto families.
The sp2 hybridisation of the N atom in 2-hydroxypyridine, for
example, would be expected to be stronger than that in the keto
analogue (2-pyridone), and thus more resistant to initial out of
plane deformation – consistent with the barrier predicted in the
PEC along Qoop in the former.
Various trends revealed in these data are now considered in
turn. The ground state of each of these systems is aromatic,
the equilibrium geometry of the ring atoms is planar and the
potential energy increases with out-of-plane ring deformation.
Introducing one or more heteroatoms into the ring will weaken
the rigidity, whereas adding OH groups (as in the enols) and,
particularly, CQO groups (as in the keto tautomers) tends
to reinforce the preference for planarity by extending the
p-conjugation. p* ’ p excitation destroys the aromaticity,
induces some expansion of the ring, and lowers the resistance
to out-of-plane ring deformation – to the extent that, in all bar
phenol, the 11pp* state potential is either essentially flat, or
unstable, with respect to out-of-plane deformation. Under such
circumstances, a CI with the S0 PES upon distorting along
Fig. 10 Overlaid PECs along Qoop for the
1pp* states and respective
1pp*/S0 MECIs for phenol, 2-hydroxypyridine, 4-hydroxypyrimidine and
2,4-dihydroxypyrimidine along with the calculated S0 PEC for 2-hydroxy-
pyridine. The filled points show the energies of the optimised critical
structures (i.e. the S0 state and the S0/
1pp* CI). The optimised geometry at
each MECI is shown below.
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Qoop is inevitable. As Fig. 10 and Table 2 show, the energy of
the 11pp*/S0 MECI in Qoop decreases upon introducing one or
more N atoms into the ring. In all cases other than phenol,
the 11pp*/S0 MECI in Qoop is calculated to lie below the VEE
of the 11pp* (and the 11np*) excited states. These MECIs also
lie below the calculated O–H and N–H bond dissociation
energies in 2-hydroxypyridine and 2-pyridone. Further, recal-
ling Fig. 8(c) and (e), the latter excited state bond fissions are
predicted to be hampered by a potential barrier (the lower
part of the 11pp*/11ps* CI in RX–H (X = N, O)). Thus we
conclude that, at least relative to X–H bond fission, IC to the
S0 state mediated by out-of-plane distortion is likely to be the
dominant decay process following long wavelength excitation
of the N-containing heterocycles in Table 2. However, we also
recognise that the excited state decay rate will be sensitive
not just to the detailed topography of the excited state PES
connecting the FC region to the 11pp*/S0 MECI in Qoop (which
may be influenced by substitution as, for example, for the
cases of 5-hydroxy- and 5-aminouracil160), but also to the
excitation energy.
The detailed form of the out-of-plane displacement leading
to the 11pp*/S0 MECI is also molecule dependent. As noted
above, p*’ p excitation results in some ‘loosening’ of the ring
structure and localisation of the p-bonding, with one or more
ring atoms tending towards a pyramidal bonding arrangement.
Among the enols, the atom exhibiting the greatest out-of-plane
distortion (defined relative to the best-fit plane through the six
ring atoms at the calculated geometry of the 11pp*/S0 MECI)
varies between C1 in phenol, C6 in 2-hydroxypyridine and C2 in
4-hydroxypyrimidine and 2,4-dihydroxypyrimidine – as shown
in Fig. 10 and Fig. S1–S4 (ESI†). The 11pp*/S0 MECI identified
in phenol has a classic prefulvenic structure, with C1 (i.e. the
C atom supporting the OH group) showing the greatest out-of-
plane distortion, while the finding that the C2 atom in both
pyrimidines shows the greatest out-of-plane distortion reflects
its location between the two N atoms, which more readily adopt
a local sp3 (pyramidal) coordination. The carbonyl group(s)
in the keto tautomers encourage local planarity; relative to
2,4-dihydroxypyrimidine, C2 in U (and T) is less distorted out
of the plane, with strain relief provided, instead, by increased
puckering at C5 and C6.
The VEEs of the 11np* states of 4-hydroxypyrimidine,
2,4-dihydroxypyrimidine, U and T are all calculated to be below
those of the corresponding 11pp* states (see Table 2) and,
as Fig. 9 showed (for the specific cases of T), the respective
PESs show a CI in the Qoop coordinate. As suggested pre-
viously,78–81,86,87,91,94,103 IC to the 11np* state could thus con-
stitute another possible non-radiative decay pathway following
excitation to the ‘bright’ 11pp* state in these molecules.
Conversely, one might also envisage instances where IC to the
11pp* state (and subsequent coupling to S0 via the 1
1pp*/S0
MECI) could provide a non-radiative population loss route
following excitation to higher vibrational levels within the
11np* manifold.
3.3 Bicyclic ring systems and the purine bases
Calculated VEEs for the first three excited singlet states of each
molecule shown in Fig. 2(a)–(f) are listed in Table 3, along with
the dominant character of the various excitations (in parenthesis).
The excited states in each case comprise two 1pp* states, tradi-
tionally labelled 1La and
1Lb, and a
1np* state. Apart from in the
case of indole, the lowest lying 1ps* excited state has not been
included in the present calculations, but H atom photofragment
translational spectroscopy measurements following near UV
photolysis of gas phase indole33 and adenine161 molecules suggest
that the threshold energy for N–H bond fission following
radiationless transfer to the 11ps* state in these molecules is
B4.71 eV and B5.33 eV, respectively.
The dominant orbital promotions involved in forming these
excited states in 7-azaindole were shown in Fig. 7. The 1La and
1Lb states diﬀer in the detail of the participating p and p*
orbitals. The 1La ’ S0 transitions are generally pictured as
p*(LUMO)’ p(HOMO) excitations and have the larger absorp-
tion cross-section.162 As in the pyrimidine systems, however,
the energetic ordering of the 1pp* (1La and
1Lb) and
1np* states
is sensitive to N substitution (as Table 3 shows, the 11np* state
Fig. 11 Overlaid PECs along Qoop for the
1pp* states and respective
1pp*/S0 MECIs for 2-pyridone, 4-pyrimidone, U and T along with the
calculated S0 PEC for 2-pyridone. The filled points show the energies of
the optimised critical structures (i.e. the S0 state and the S0/
1pp* CI). The
optimised geometry at each MECI is shown below.
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is the S1 state in 5,7-azaindole, purine and A) and can be
modified by solvation.163 The relative excited state energies
are also sensitive functions of Qoop, as shown for the cases of A
and G in Fig. 12.
Viewed in terms of these diabatic PECs in Qoop, we find that
the higher energy 21pp*(1La) PEC correlates with the
1pp*/S0
MECI in 5,7-azaindole, purine, A and G, whereas in indole and
7-azaindole it is the 11pp*(1Lb) PEC that correlates with this
MECI. Fig. 13 compares calculated PECs along the LIIC linking
the relevant (vertical) 1pp* excited state and the 1pp*/S0 MECI
for indole, 7-azaindole, 5,7-azaindole, purine and A. Each is
referenced to a common zero of energy (the respective S0
minimum) but again, to avoid congestion, only the S0 PEC for
indole is shown. More detailed depictions of the ground and
excited state PECs for these molecules, and cross-sectional
views showing the out-of-plane displacements of the ring atoms
at each of the 1pp*/S0 MECIs are provided in Fig. S10–S15 in
the ESI.† The optimised energies of the various 1pp*/S0 MECIs
(DE(CI–S0)) and of any TS identified in this PEC along Qoop
(DE(TS–S0)) are included in Table 3.
Many of the trends evident in Fig. 13 are reminiscent of
those discussed previously for the unicyclic systems. The 1pp*/
S0 MECI in indole is calculated to lie above the AEE of the
11pp* state. Motion along Qoop is thus unlikely to promote IC
following photoexcitation at the 11pp*(1Lb) ’ S0 origin –
consistent with the reported (B17 ns) excited state life-
time.164,165 As Fig. 13 shows, however, the introduction of even
one N atom into the six-membered ring raises the VEE of the
1pp* state and lowers the energy of the 1pp*/S0 MECI suffi-
ciently that the PEC linking the FC region to the 1pp*/S0 MECI
in Qoop becomes essentially barrierless. Notwithstanding that
in most cases it is the diabatic 21pp* PEC that links to this
MECI, the available literature166 supports the expectation
that molecules excited to (vibrationally excited levels of) the
11pp* and 11np* states will find efficient radiationless coupling
pathways to this (and related) CIs with the S0 PES.
The out-of-plane displacements required to access the various
1pp*/S0 MECIs also have obvious parallels with those discussed in
Section 3.2. Again, we choose to define these displacements with
respect to the plane of best-fit through the (nine in this case) ring
atoms. As Fig. 13 and Fig. S10–S15 (ESI†) show, the distortions are
largely concentrated in the 6-membered ring. The atom showing
the largest out-of-plane displacement at the 1pp*/S0 MECI is again
molecule dependent, but the largest distortions are always remote
from the bond that fuses the two ring systems. C5 is most
displaced in indole, but this switches to C6 in 7-azaindole
Table 3 Calculated VEEs and (where available) AEEs for the first three singlet excited states of the purine systems, with the dominant character of the
transition indicated in parenthesis next to the VEE values. Available experimental values are listed also, with (A) and (V) specifying whether the measured
data should be compared with the calculated AEE or VEE values. The last two columns show, respectively, the (unrelaxed) energy of any TS in the PEC
along the LIIC linking the (vertical) 1pp* state and the 1pp*/S0 MECI, and the optimised energy of the
1pp*/S0 MECI. All energies are quoted in units of eV
Moleculeref.
DE(S1–S0) DE(S2–S0) DE(S3–S0) DE(TS–S0) DE(CI–S0)
VEE AEE Exp. VEE Exp. VEE
Indole33,200 4.55 (pp*) 4.44 4.37 (A) 5.07 (pp*) 4.54 (A) 6.82 (ps*) 5.17 5.06
7-Azaindole201–204 4.61 (pp*) 4.33 4.29 (A) 5.01 (pp*) 4.32 (A) 5.20 (np*) — 4.28
5,7-Azaindole 4.50 (np*) — 4.97 (pp*) — 5.11 (pp*) — 3.82
Purine205 4.70 (np*) 4.59 3.88 (A) 4.99 (pp*) — 5.68 (pp*) — 4.01
Adenine160–206 4.86 (np*) 4.40 (A) 5.13 (pp*) 4.48 (A) 5.28 (pp*) — 3.90
Guanine207 5.25 (pp*) — 4.13 (A) 5.55 (np*)a — 6.53 (np*) — 3.47
a The relaxed S2/1
1np* state energy is 4.35 eV.
Fig. 12 Diabatic PECs alongQoop for the ground and first three singlet excited
states of (a) A and (b) G. The filled points depict the energies of optimised
critical structures (i.e. the S0, and 1
1np* state minimum energy geometries, and
the S0/
1pp* MECI – the optimised geometry of which is also shown).
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(reflecting the energetic preference for sp3 hybridising the
neighbouring N7 atom). The 1pp*/S0 MECI in 5,7-azaindole is
characterised by an obvious puckering around N5 and C6.
Introducing an additional N atom in the 5-membered ring (as
in purine, A and G) leads to a switch in the numbering
convention used when describing the imidazole containing
bicyclic systems – recall Fig. 2. It also allows greater relaxation
of the bond common to the two rings (the C4–C5 bond in these
molecules), with the result that C2 located between the N1 and
N3 atoms is predicted to show the largest out-of-plane displacement
at the 1pp*/S0 MECI – as in the unicyclic analogues 4-hydroxy-
pyrimidine, 2,4-dihydroxypyrimidine and 4-pyrimidone.
3.4 The ribonucleosides and deoxyribonucleosides
We now turn to the individual RNA base nucleosides: 5-methyl-
uridine (uridine, thymidine), cytidine, adenosine and guanosine.
The present study is limited to the oxygenated nucleosides with a
ribose sugar attached to the N terminus of each base, but replacing
one OH group on the ribose sugar by an H atom (as in the
deoxyribonucleosides) is not expected to have any substantial eﬀect
on the excited state photophysics described in this section. The
CASPT2 calculated PECs along Qoop displayed in Fig. 14 and 15
exhibit obvious similarities with those of the precursor base. For
comparative purposes, we have also scanned theQoop coordinate of
adenosine using the ADC(2)/cc-pVDZ level of theory. The resulting
PECs, shown in Fig. S34 of the ESI,† are reassuringly similar to
those calculated at the CASPT2/cc-pVDZ level.
The present calculations suggest that the S1 states of adenosine,
5-methyluridine and cytidine have predominant 1np* character in
the FC region, whereas that of guanosine is largely of 1pp*
character. In each case we identify a 1pp*/S0 MECI with prefulvenic
geometry lying at an energy below the calculated S1 state
minimum. The calculated 1pp* PEC from the FC region to this
MECI is in all cases barrierless. Such findings reinforce the view
that the nuclear deformations required to sample this MECI
are base-centred and suggest that the oxygenated ribose sugar
is largely a spectator in this particular radiationless pathway.
More detailed inspection reveals that the energies of the
various excited states and the prefulvenic 1pp*/S0 MECIs in
Fig. 13 Overlaid diabatic PECs along Qoop for the
1pp* state that corre-
lates with the 1pp*/S0 MECI in indole, 7-azaindole, 5,7-azaindole, purine
and A. The filled points show the energies of the optimised critical
structures (i.e. the S0 state minimum and the S0/
1pp* MECI) and, for clarity,
only the S0 PEC calculated for indole is shown (open black points). The
optimised geometry at each MECI is shown below.
Fig. 14 Diabatic PECs for the ground and first few singlet excited states of
(a) 5-methyluridine and (b) cytidine, along Qoop (left panel) and along the
EDPT coordinate (right panel) calculated at CASPT2 and ADC(2) levels of
theory, respectively. Filled points in the left hand panels represent the
energies of the optimised critical structures (i.e. the S0 state minimum and
the S0/
1pp* MECI – the optimised geometry of which is also shown)
whereas the convention for using open and filled points in the right hand
panels is detailed in the text.
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the nucleosides are slightly destabilised relative to the corres-
ponding quantities in the isolated base. These relative increases
in excitation energy can be traced to the stabilising eﬀects of
hydrogen bonding between an O–H group of the ribose sugar and
the base centred N or O atom in the ground state nucleoside.
Such H-bonding interactions are potentially important in the
present context, as they can promote rival radiationless decay
pathways in the DNA base residues, wherein the photoexcited
state of interest develops charge-transfer (CT) character and
undergoes intramolecular electron-driven proton (hydrogen)
transfer (EDPT) from the terminal O–H group of the ribose to
an N or O atom in the aromatic ring. In contrast to the PECs
along Qoop – which were calculated at the CASPT2 level to afford
fairest comparison with the corresponding PECs for the smaller
systems reported in Sections 3.1–3.3 – the PECs along the EDPT
coordinate shown in the right hand panels of Fig. 14 and 15 were
calculated at the ADC2 level. This is a pragmatic choice. The
electronic states that promote EDPT involve orbital promotions
that are sensitive to small changes in nuclear geometry. As such,
a poorly chosen active space in CASSCF/CASPT2 can lead to
spurious results along the charge-transfer coordinate, usually
associated with important orbitals entering/leaving the active
space. One way to circumvent this is to increase the active space
substantially, but this leads to a large increase in computational
expense. Given the available computational resources and
(relatively) large size of the nucleoside molecules, the increased
computational demands would have precluded detailed mecha-
nistic study along the EDPT path with CASPT2  especially in
mapping the relaxed excited state paths.
The PECs along the EDPT coordinate were derived as follows:
the S0 state was first scanned using the sugar O–H bond as the
driving coordinate (henceforth identified simply as RO–H). The
filled black points in each panel depict the ‘relaxed’ S0 state
energies calculated by fixing RO–H at selected values and allowing
all other internal degrees of freedom to relax to their minimum
energy configuration. The open coloured points show the various
excited state energies calculated at the corresponding S0 state
geometries. A relaxed scan was then constructed for the 1CT state
(filled red points), and the corresponding S0 state energies
calculated at the relaxed S1 geometries (shown by the open black
symbols). The dashed black and red curves show the potential
energy profiles for, respectively, the ground and first (adiabatic)
excited states along the LIIC connecting the S0 minimum geo-
metry and the relaxed 1CT structure at the shortest RO–H distance.
In all cases, the energy along the S0 optimised reaction path rises
while that of the 1CT state declines with increasing RO–H, with the
result that the two states become degenerate at extended O–H
bond lengths. The resulting 1CT/S0 CI is consistently calculated to
lie at energies below the relevant S1 minimum, and could thus
provide an alternative radiationless route to the S0 state following
UV excitation (i.e. could provide another route to photostability).
Radiationless transfer via such a low energy 1CT/S0 CI was
recently suggested as a possible explanation for experimental
reports167 that the excited state lifetime of adenosine is notice-
ably shorter than that of bare adenine. The calculated PECs
along the O–H  N3 EDPT coordinate of adenosine (Fig. 15(a))
agree well with the previous calculations by Tuna et al.168 These
show that, following vertical excitation to the ‘bright’ 1Lb state,
there are barrierless pathways to lower energy CIs with the S0
state in both the Qoop and EDPT coordinates. The
1CT/S0 CI is
calculated to lie at lower energy and, given that it is reached by
intramolecular transfer of a light H atom, could very well
constitute a competitive non-radiative decay pathway following
UV excitation. We note the obvious analogy between such a
1CT/S0 CI in an EDPT coordinate and the previously discussed
11ps*/S0 CI in the RO–H stretch coordinate in phenols. The
former will generally be stabilised (and thus potentially active
at lower excitation energies), however, given the presence of an
acceptor O (or N) site on the aromatic ring.
The other nucleosides also show a low energy 1CT/S0 CI in
the EDPT coordinate. The calculated PECs leading to the 1CT/S0
CI in guanosine, for example (right hand panel in Fig. 15(b)),
have very similar profiles to those for adenosine. So, too, do the
respective PECs linking the FC region to the 1pp*/S0 MECI
along Qoop (left hand panel in Fig. 15(b)). The calculated PECs
in the Qoop coordinate show obvious similarities with those of
Fig. 15 Diabatic PECs for the ground and first three singlet excited states
of (a) adenosine and (b) guanosine along Qoop (left panel) and along the
EDPT coordinate (right panel) calculated at CASPT2 and ADC(2) levels of
theory, respectively. Filled points in the left hand panels represent the
energies of the optimised critical structures (i.e. the S0 state minimum and
the S0/
1pp* MECI – the optimised geometry of which is also shown). The
convention for the use of open and filled points in the right hand panels is
detailed in the text.
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the corresponding base (guanine, Fig. 12(b)). Again, the excited
state and CI energies are somewhat elevated in the nucleoside –
reflecting the stabilisation of the ground state by intramolecular
H-bonding. As in adenosine, therefore, theory suggests that IC via
the 1CT/S0 CI could be a competitive photoprotection pathway
following UV photoexcitation of guanosine.
Analogous 1CT/S0 CIs have been identified in the respective
EDPT coordinates for 5-methyluridine and cytidine also
(Fig. 14(a) and (b)). In the specific case of 5-methyluridine,
however, the present calculations return an energy barrier in
the PEC linking the FC region and the 1CT/S0 CI, which is also
calculated to lie at relatively higher energy than in the other
nucleobases. For both 5-methyluridine and cytidine, the PEC
along Qoop leading to the
1pp*/S0 MECI with a prefulvenic
geometry is calculated to be barrierless. Based on the present
limited set of calculations, it is thus tempting to suggest that:
(i) EDPT will play a greater relative role in coupling photoexcited
cytidine, adenosine and guanosine molecules back to their
respective S0 states; and (ii) the non-radiative decay of
5-methyluridine (uridine), and the excited state lifetimes of
this nucleoside, should be largely determined by coupling at
the 1pp*/S0 CI in Qoop and thus similar to that of T (U). Zgierski
and Alavi reached broadly similar conclusions in prior compu-
tational studies of cytidine and bare cytosine.169 However,
recent time-resolved pump–probe studies of gas-phase adenosine,
cytidine and 5-methyluridine return excited state lifetimes that are,
in all cases, shorter than those of the corresponding isolated
nucleobase.170 This, the authors propose, reflects the additional
excited state decay via EDPT enabled by the sugar backbone, which
is not present in the isolated nucleobases.169 Clearly, there is a case
for further, higher level theoretical studies of the EDPT decay path
in all of the nucleosides.
3.5 The DNA and RNA base pairs
EDPT has also been identified as an eﬃcient deactivation
pathway following photoexcitation of WC DNA/RNA base pairs.
In the case of the WC A–T base pair,171,172 ab initio studies
identified a 1pp* CT state arising via electronic promotion from
an A-centred p orbital to a T-centred p* orbital in addition to a
number of locally excited (LE) 1np* and 1pp* states (i.e. states
formed by electron promotion localised on just A or T). Excitations
of the former type lead to charge separation, which is countered by
excited state proton transfer.
Key PECs along this EDPT coordinate (i.e. extending one of
the amine-centred N–H bonds attached to C6 in A towards the
O attached to C4 in T) are shown in Fig. 16(a). Again, the filled
black points show the ‘relaxed’ S0 energies calculated by
progressively extending this N–H driving coordinate and, at
each RN–H value, allowing all other internal degrees of freedom
to relax to the minimum energy configuration. The open coloured
points show the various excited state energies calculated at the S0
geometries returned in this way. The filled red points define the
‘relaxed’ PEC for the 1CT state, and the open black symbols show
the corresponding S0 state energies calculated at these relaxed
S1 geometries. As Fig. 16(a) shows, the PEC for the
1CT state
is barrierless and forms a CI with the S0 PES at extended RN–H.
The calculated energy of this MECI is below the VEE of any of the
‘bright’ LE states. Radiationless transfer to and from this 1CT state
thus provides a route by which base pairs initially excited to a 1pp*
LE state can return to the S0 state and, following a ground state
H atom transfer, reform the starting base pair structure – thereby
constituting another possible route to photostability. Perun
et al.170 also calculated PECs for the corresponding 1pp* LE and
1CT states for what is the most stable A–T conformer in the gas
phase (characterised by H-bonds between N9–H on A and the
OQC2 carbonyl group on T, and between N1–H on T and N3 on
A). The PEC for the 1CT state in this conformer, assuming RN9–H as
the driving coordinate, was found at significantly higher energies
than the analogous 1CT state in the WC A–T base pair and,
crucially, not to form a CI with the S0 PES.
Equivalent studies of the WC G–C base pair identified 1pp*
LE states centred on both G and C and a low-lying 1pp* CT state
formed by exciting a G-centred p electron to a C-centred p*
orbital.173–177 As Fig. 16(b) shows, the PEC for this 1CT state
Fig. 16 Potential energy profiles of (a) A–T and (b) G–C base pairs along
the EDPT coordinate calculated at ADC2 level of theory. The filled black
points show the ‘relaxed’ S0 energies calculated at each RN–H value having
allowed all other internal degrees of freedom to relax to the minimum
energy configuration. The open coloured points show the excited state
energies calculated at these optimised S0 geometries. The filled red points
show the ‘relaxed’ PEC for the 1CT state, while the open black points show
the corresponding S0 state energy calculated at each relaxed S1 geometry.
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calculated using RN1–H as the driving coordinate exhibits a CI
with the S0 state. Thus, as with the WC A–T base pair, theory
suggests EDPT via a 1CT state could provide an efficient non-
radiative route to the S0 state after UV excitation of the WC G–C
base pair. Again, the calculated PEC for the analogous 1CT state
in the most stable (gas phase) conformer of G–C (i.e. with
H-bonds between N1–H on G and OQC2 on C, and between the
C6QO on G and N1–H on C) using the RN1–H bond in G as the
driving coordinate shows no analogous CI with the S0 PES.
178
Analyses of REMPI spectra of jet-cooled samples of many
DNA/RNA base pair structures serve to reinforce these conclusions.
The long wavelength UV absorption spectra of those structures
assigned as WC conformers are broad and diﬀuse, whereas the
corresponding spectra of all other conformers investigated to
date exhibit sharp structure.179,180 Solution phase ultrafast
transient absorption studies of the WC G–C base pair confirm
that the spectral breadth is attributable to the short excited
state lifetime.181,182 All such observations serve to support
suggestions that the WC variants of the A–T and G–C base
pairs have a special status, distinguished by the availability of
uniquely efficient 1CT state based deactivation mechanisms
that minimise the opportunity for deleterious UV photoinduced
chemistry. However, we also note that solution phase transient
absorption studies of the WC G–C base pair (in chloroform)
suggest a small yield of products arising from a double proton
transfer process, wherein one of the H atoms in the amine
group attached to the C4 atom in the C moiety in the 1CT state
is transferred to the O atom in the C6QO group in G.183 The net
effect of the second (reverse) H atom transfer is to return
population to the S0 state, albeit in a different tautomeric form
than the starting WC base pair.
The importance of out-of-plane ring deformations in facili-
tating IC in N containing heterocycles has been highlighted
earlier in this Article. Thus, as for the isolated bases (Fig. 9 and
11), we have used a LIIC approach to calculate PECs along the
Qoop coordinate leading to the MECI between an excited state
and the S0 state of the WC A–T base pair. As Fig. 17 shows, the
potential energies of the first few singlet excited states generally
increase with out-of-plane distortion. However, the PEC for one
excited state in the energy range falls with increasing Qoop and
exhibits a CI with the S0 state. Inspecting the various orbital
promotions (shown in the ESI,† Fig. S33), we find that the
former excited states all arise via p* ’ n or p* ’ p electron
promotions localised on one of the chromophores, whereas the
one excited state that displays a very different Qoop dependence
is the first formed by a p*’ p excitation involving orbitals that
are delocalised (DE) over the entire base pair. The calculated
energy of this 1pp*(DE)/S0 MECI (B7 eV) is much higher than
that of the 1pp*/S0 MECIs identified in the corresponding Qoop
coordinate in the isolated A or T bases. This difference can be
attributed to the inter-base H-bonding interactions, which
serve to restrain the out-of-plane distortion of the individual
bases. This digression provides one illustration of the subtle,
yet complex, consequences of non-covalent interactions on the
relative efficacies of different non-radiative decay pathways: out-of-
plane deformations are pivotal in promoting the non-radiative
decay of the excited states of individual DNA bases yet, once non-
covalently linked as a WC base pair, the dominant relaxation
pathway is generally via CIs located along the EDPT coordinate.
A thorough survey of even a subset of the many other instances
where non-covalent interactions have been implicated in the
non-radiative decay of stacked base pairs, and single and double
stranded DNA, is outside the scope of this article. But we end by
highlighting one example that serves to illustrate the potential for
competition between base-pairing and base-stacking interactions.
Early reports of a longer lived (B100 ps) decay component in
transient absorption studies following UV excitation of single
and double-stranded oligonucleotides composed of A and T
units184,185 have since been extended and generalised to include
other bases and short segments of both single and double
stranded DNA.186–193 The long lived component is now attributed
to excited states arising as a result of photo-induced intrastrand
electron transfer (ET), whereby a p electron from one base in a
stack of nucleosides or base pairs is promoted to a p* orbital of an
adjacent base in the same stack (i.e. electron hole pair creation in
neighbouring stacked DNA bases). The intrastrand ET could then
drive interstrand proton transfer from, or to, the base paired with,
respectively, the radical anion and the radical cation formed in
the ET process – yielding rare tautomers of the original base pair
which then decay on a sub-nanosecond timescale. The similarities
between this and the classic EDPT mechanism invoked to explain
the ultrafast non-radiative decay of electronic excitation in
isolated base pairs170,172 (illustrated in Fig. 16) are self-evident.
So, too, is the difference. The electron and proton implicated in
these long-lived excited states originate from neighbouring bases
in a stack (rather than the same base in a single base pair).
The PECs shown in Fig. 18 illustrate aspects of this behaviour.
We start with a G–C base pair within a stack, and assume that the
C carries a negative charge as a result of photo-induced ET from a
neighbouring base (in the strand). This we model as a radical-
anion G–C pair. Fig. 18(a) shows the relaxed PEC along RN1–H
Fig. 17 PECs alongQoop for the ground and first few singlet excited states
of the WC A–T base pair calculated at CASPT2 level of theory. Filled points
define the energies of the optimised S0 minimum and the prefulvenic
1pp*/S0
MECI, the optimised geometry of which is shown at the lower right.
PCCP Perspective
O
pe
n 
A
cc
es
s A
rti
cl
e.
 P
ub
lis
he
d 
on
 0
8 
M
ar
ch
 2
01
6.
 D
ow
nl
oa
de
d 
on
 2
8/
07
/2
01
6 
08
:4
0:
27
. 
 
Th
is 
ar
tic
le
 is
 li
ce
ns
ed
 u
nd
er
 a
 C
re
at
iv
e 
Co
m
m
on
s A
ttr
ib
ut
io
n 
3.
0 
U
np
or
te
d 
Li
ce
nc
e.
View Article Online
20022 | Phys. Chem. Chem. Phys., 2016, 18, 20007--20027 This journal is© the Owner Societies 2016
(the same driving coordinate as in Fig. 16(b)) for the ground
state neutral G–C base pair (solid black points), and PECs for
the G–C radical-anion pair both at the relevant neutral S0
minimum energy geometries and after allowing all other
nuclear degrees of freedom to relax to the minimum energy
geometry of its doublet ground (D0) state (depicted by open and
filled red points, respectively). The inset at the upper right
shows the calculated neutral (S0) and radical-anion (D0) PECs
along a LIIC linking the minimum energy geometry of the
ground state neutral (at RN1–H = 1.038 Å) and the minimum
energy configuration of the radical-anion at RN1–H = 1.238 Å.
The calculated PECs show a low energy CI in the RN1–H
coordinate associated with proton transfer from the G to the
C. This process, which the main figure shows to be mildly
exothermic, is illustrated on the structure shown at the lower
right. Fig. 18(b) shows the corresponding PECs for the neutral
A–T base pair and the A–T radical-anion along the same RN–H
coordinate as used in Fig. 16(a). The LIIC used in the upper
insert in this case spans the range 1.0r RN–Hr 1.2 Å. Though
qualitatively similar to those for the G–C base pair (Fig. 18(a)),
these PECs show significant differences: the energy of the
neutral base pair at its equilibrium geometry is always below
that of the radical-anion, and the potential energy of the relaxed
D0 PEC if anything increases with increasing RN–H. These model
calculations thus suggest no driving force for proton transfer
from A to T. Such contrasting propensities for proton transfer,
from G to C but not from A to T, accord well with the
recent time-resolved vibrational spectroscopy measurements
of Zhang et al.193
4. Conclusions
This Perspective Article reports a systematic analysis of possible
non-radiative decay mechanisms following UV photoexcitation
of families of nitrogen containing heterocycles. The availability
of non-radiative decay mechanisms by which photoexcited
molecules can funnel back to their ground state, without
experiencing potentially deleterious chemical transformation,
is fundamental to molecular photostability. Photostability
requires that the rate of internal conversion to the original
ground state configuration far exceeds that of any competing
population loss process (e.g. fluorescence, isomerisations,
reaction, bond fission, etc.). To achieve such ‘ultrafast’ non-
radiative decay from an excited state PES to the ground state,
the molecule must be able to sample regions of conical inter-
section between the PESs.194
The present investigation relies on use of electronic structure
methods, complemented by a large body of pre-existing experi-
mental and theoretical literature. Starting from phenol and
indole, we have explored the structural and photophysical
consequences of progressive incorporation of N atoms into
the ring structure. Specific unicyclic systems investigated include
selected hydroxypyridines, hydroxypyrimidines and the DNA
bases T, U and C. Amongst the bicyclic systems, we have
focussed on two azaindoles, purine, A and G. Having identified
and rationalised specific photophysical trends in these families
of molecular prototypes, we then extended the study to consider
some of the additional richness and complexity with regard to
excited state non-radiative decay that can arise via non-covalent
interactions – in, for example, ribonucleosides, base pairs and
stacked bases and base pairs. CIs are shown to be pervasive, but
the forms of nuclear distortion required to access the CIs of
lowest energy (and thus facilitate non-radiative decay) are seen
to be sensitively dependent on the starting molecule, and its
immediate environment. Nonetheless, as we now summarise,
certain guiding trends and principles clearly emerge from
the study.
Addressing first the isolated molecular prototypes, N incor-
poration is shown to result in a progressive relative stabilisation
of the ground state keto-tautomer (cf. the enol-form), consistent
with the observed dominance of keto-tautomers in the DNA/RNA
nucleobases, ribonucleosides andWC base pairs. Focussing now
Fig. 18 Calculated PECs along the N–H  N (N–H  O) proton transfer
coordinate (shown by the arrow on the respective structures at the bottom
right) for the neutral and radical-anion forms of the (a) G–C and (b) A–T
WC base pair. The relaxed S0 state energies are shown as black points, the
open red points show the energies of the radical-anion D0 state at the
corresponding S0 relaxed geometry, and the filled red points show the D0
state energies after relaxing all degrees of freedom apart from the RN–H
coordinate of interest. The upper inset shows the calculated PECs along a
LIIC linking the minimum energy geometries of the S0 state (filled black
point) and the D0 state after extending RN–H by 0.2 and 0.3 Å (filled red
point) for the G–C and A–T pair, respectively.
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on excited states, O–H bond fission is a common population
loss process following UV photoexcitation of phenols.9,17,19,25
However, the present work shows that incorporating even one
N atom affords sufficient stabilisation of the 1pp* PES towards a
1pp*/S0 CI in an out-of-plane deformation coordinate that IC via
such prefulvenic distorted structures becomes the dominant
(and efficient) decay route following UV excitation of the
N-containing unicycles. Such predictions accord with the available
excited state lifetime data. The simplest bicyclic system considered
in this work, indole, already contains one N atom. This atom is in
the 5-membered ring, however, and the lowest energy 1pp*/S0 CI in
the Qoop coordinate is calculated to lie well above the S1(
1Lb)’ S0
origin – consistent with prior observations of fluorescence from
electronically excited state indole molecules.195 The present calcu-
lations show that the addition of at least one more N atom, in the
6-membered ring, is necessary in order to modify the topography
of the 1pp* PES sufficiently that distortion along Qoop to a CI with
the S0 PES becomes a barrierless, exothermic non-radiative decay
pathway. Such trends, identified in both the unicyclic and bicyclic
families, are consistent with the well-documented ultrafast excited
state decay (and the photostability) of the isolated DNA(RNA) bases
T(U), C, A and G.
Understanding the excited state decay dynamics of isolated
nucleobases is a necessary but, as the latter part of this
Perspective Article shows, not a suﬃcient prerequisite for
unravelling the dominant non-radiative decay mechanism(s)
operating when the base is a part of a larger chemical structure.
In the nucleosides, for example, one or more heteroatoms in
the base may experience H-bonding interactions with OH
groups of the sugar backbone. From the perspective of the
respective bases, such interactions are predicted to have only a
minor perturbative eﬀect on the 1pp* PES leading to the 1pp*/S0
MECI along Qoop. But the existence of such H-bonds can also
promote new, alternative non-radiative decay pathways wherein
charge-transfer character induced by the photexcitation causes
an H atom to migrate from the sugar to one of the heteroatoms
of the base. The present calculations hint that – particularly in
the cases of adenosine, guanosine and cytidine – such an EDPT
mechanism could be a competitive route for channeling excited
state population back to the S0 state via a CI in the relevant
O–H  N coordinate.
H-bonds are central to base pair formation, and have a
profound eﬀect on the photophysics of electronically excited
base pairs. Isolated base-pairs decay non-radiatively, on an
ultrafast timescale. But this decay is not via 1pp*/S0 CIs in the
Qoop coordinate as in the individual bases; the energies of such
CIs are substantially raised in the base-pairs by the interbase
H-bonds that restrain the out-of-plane distortion of either
component base. Rather, the minimum energy decay pathway
following UV excitation involves interbase charge-transfer,
and subsequent motion through a low energy CI in the EDPT
coordinate associated with extending the N6–H bond in A (in
the WC A–T base pair) or N1–H in G (in the WC G–C base pair).
The WC structures are not the lowest energy conformers of the
isolated base pairs in the gas phase. But equivalent calculations
for these minimum energy conformers of A–T and G–C reveal
no similar low energy 1CT/S0 CI in the EDPT coordinate,
encouraging suggestions that the WC variants are special – by
virtue of their having a particularly efficient 1pp* CT state based
deactivation mechanism that minimises the opportunity for
potentially UV induced photodamage.
This survey ends with a note of caution. Not only do studies
of the isolated bases fail to reveal key aspects of the excited
state photophysics displayed by the WC base pairs, but theore-
tical studies of the isolated base pairs also fail to account for all
aspects of the photophysics exhibited by stacks of base pairs.
Specifically, several recent experiments identify a longer life-
time component within the excited state decay which theory
can explain by invoking a role for photoinduced intrastrand
electron transfer, which drives subsequent interstrand proton
transfer within a base pair – thereby returning the system to the
ground state of (a variant) of the original base pair.183–192 Given
the evident influence of non-covalent interactions, it is worth
reiterating that the calculations reported in this Perspective
are all performed under isolated molecule conditions. Many
prior absorption studies have shown that solvation affects
the absorption spectra (and thus the relative energies of the
excited states) of such systems. However, none of the recent
time-resolved experiments or theoretical investigations suggest
that solvent interactions change the following fundamental
conclusion: the excited states of individual DNA/RNA bases,
of the WC base pairs, and of assemblies of such base pairs, in
the gas phase or in solution, all have access to a sufficiently
diverse range of low energy non-radiative decay pathways to
ensure rapid and efficient repopulation of the ground state,
and thus photostability.
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