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a b s t r a c t
The traditional data envelopment analysis (DEA)model does not include a decisionmaker’s
(DM) preference structure while measuring relative efficiency, with no or minimal input
from the DM. To incorporate DM’s preference information in DEA, various techniques have
been proposed. An interesting method to incorporate preference information, without
necessary prior judgment, is the use of an interactive decision making technique that
encompasses both DEA and multi-objective linear programming (MOLP). In this paper, we
will use Zionts–Wallenius (Z–W) method to reflecting the DM’s preferences in the process
of assessing efficiency in the general combined-oriented CCR model. A case study will
conducted to illustrate how combined-oriented efficiency analysis can be conducted using
the MOLP method.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Data envelopment analysis (DEA) is a nonparametric frontier estimation methodology based on linear programming to
measure the relative efficiency of a decision making unit (DMU) and provide DMUs with relative performance assessment
on multiple inputs and outputs. Based on different empirical axioms and corresponding to different characteristics of the
production possibility set and production frontiers, different DEA models, are developed and applied in practice. In fact,
DEA can be applied to analyze multiple outputs and multiple inputs without preassigned weights. Also, it can be used to
measuring a relative efficiency based on the observed data without knowing information on the production function and
finally decision maker’s preferences can be incorporated in DEA models. Generally, there is two approaches to incorporate
the specific preference structure of the decision maker in DEA models. The first approach used the preference information
to provide more meaningful efficiency scores that can be referred to efficiency scores models. The second approach used
the preference information to derive more effective targets that can be referred to target setting models.
Among the efficiency scores models, value efficiency analysis [1–3], through the selection of a most preferred solution,
is an appealing way of incorporating the DM preference information in order to compute value efficiency scores that is also
compatible with the use of weight restrictions [4].
Among the target setting models, the most common approach of taking into account the DM preference information is
through the use ofmulti-objective programming. The solution of amulti-objective optimization problem is dependent upon
the decisionmaker’s preferences,which could be represented by a utility function that aggregates all objective functions into
a scalar criterion. Inmost decision situations, a global utility function is not knownexplicitly and only local information about
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the utility function could be elicited. This leads to interactive procedures facilitating tradeoff analysis. One of the earliest
attempts to integrate multi-objective procedures and DEA techniques was made by Golany [5], who suggests an interactive
multi-objective linear programming (MOLP) procedure for estimating a target set of output levels given the available input
levels of a DMU. Stewart [6] contrasts the concept of relative efficiency in DEA with that of Pareto optimality in MOLP and
discusses some issues in applying interactiveMOLP techniques to solve the weight restriction problem in DEA. Thanassoulis
and Dyson [7] proposed a weights-based general preference structure model in which the DM selects a subset of inputs
and outputs whose targets should be preferentially improved and specifies weights that reflect the relative importance
of such improvements. Post and Spronk [8] combined the use of DEA and interactive multiple goal programming where
preference information are incorporated interactively with the DM by adjusting the upper and lower feasible boundaries
of the input and output levels. Joro et al. [9] compared DEA models with a reference point MOLP approach and presented a
lexicographic extension of the reference point model that can exhaust all input and output slacks. Changing the input and
output weight vectors all efficient operation points can be obtained. Korhonen et al. [10] extended this approach presenting
a parameterized general DEA model, which corresponds to a reference direction approach. Korhonen and Syrjänen [11]
presented an MOLP-DEA approach but in a centralized resource allocation context. Li and Reeves [12] proposed a multiple
criteria data envelopment analysis model which can be used to improve discriminating power of classical DEA method
and also effectively yield more reasonable input and output weights without a priori information about the weights. The
proposed model involved broader definitions of relative efficiency than the classical one introduced by Charnes et al. [13].
More specifically, in that model, several different efficiencymeasures defined under the same constraints. Then, efficiencies
evaluated under the framework of MOLP. Estellita Lins et al. [14] proposed a multi-objective ratio optimization (MORO)
to generate efficient operation points from which the DM may a posteriori choose the one of her preference and, also, an
interactive method for multi-objective target optimization. Bogetoft and Nielsen [15] proposed interactive benchmarking
using a directional distance function approach where the direction vector components can be directly given as relative
weights of inputs and outputs or, by subtraction, as aspiration, goal or reference target levels. Yang et al. [16] investigated
equivalence models and interactive tradeoff analysis procedures in MOLP, such that DEA-oriented performance assessment
and target setting can be integrated in away that the decisionmakers’ preferences can be taken into account in an interactive
fashion. In fact they investigated three equivalence models between the output-oriented dual DEA model and the minimax
reference point formulations, namely the super-ideal point model, the ideal point model and the shortest distance model.
Lozano and Villa [17] proposed two different multi-objective DEA target setting. The first one was an interactive approach
in which at each iteration, the DM projects the current operation point, improving some selected inputs and outputs,
maintaining others and allowing others to worsen, all in a controlled manner.The relative weights of the inputs and outputs
to improve or that canworsen at each iteration computed from a simple AHP hierarchy. The secondmethod proposed uses a
lexicographic multi-objective approach in which the DM specifies a priori a set of priority levels and, using AHP, the relative
importance given to the improvements of the inputs and outputs at each priority level. In this paper, we will establish
an equivalence model between the general combined-oriented CCR model and MOLP and show how a DEA problem can be
solved interactively by transforming it intoMOLP formulation.Weuse Zionts–Wallenius (Z–W)method [18] to reflecting the
DM’s preferences in the process of assessing efficiency. A case study is conducted to illustrate how DEA-oriented efficiency
analysis can be conducted using the MOLP method.
This paper is organized as follows: In Section 2, we first introduce some basic DEA models and also some fundamental
concepts of multi-objective linear programming. The equivalence model between DEA and MOLP, and the general
formulation for our proposed model is shown in Section 3. Section 4 describes briefly an interactive multi-objective
programming method. An application on the performance measurement of a bank in IRAN is examined in Section 5. Finally,
we conclude in Section 6.
2. Preliminaries
In this section, we review some basic DEA techniques and also the concept of multi-objective linear programming.
2.1. DEA models
DEAwas suggested by Charnes [13] is amethod formeasuring the relative efficiency of DMUs performing similar tasks in
a production system that consumes multiple inputs to produce multiple outputs. It also provides reference units known as
composite or virtual units which lie on the efficient frontier and are used as target units for inefficient DMUs to benchmark
against.
we assume that there exist n DMUs to be evaluated. Each DMU consumes varying amounts of m different inputs to
produce s different outputs. Specifically, DMUj consumes amounts Xj = (xij) of inputs (i = 1, 2, . . . ,m) and produces
amounts Yj = (yrj) of outputs (r = 1, 2, . . . , s). All data are assumed to b nonnegative but at least one component of
every input and output vector is positive, that is; Xj ≥ 0, Xj 6= 0 and Yj ≥ 0, Yj 6= 0. Xp = (x1p, x2p, . . . , xmp) and
Yp = (y1p, y2p, . . . , ysp) are amounts of inputs and outputs of DMUp, which is evaluated.
The DEA postulates that underlying the production possibility set (PPS), denoted by
T = {(X, Y ) : output vector Y ≥ 0 can be produced from input vector X ≥ 0} ,
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possess the following properties:
(P1) (Envelopment). The observed (Xj, Yj) ∈ T , j = 1, 2, . . . , n.
(P2) (Constant returns to scale). If (X, Y ) ∈ T , then (λX, λY ) ∈ T for all λ ≥ 0.
(P3) (Convexity). T is a closed and convex set, i.e. If (X1, Y1) ∈ T and (X2, Y2) ∈ T then for all λ ∈ (0, 1), λ(X1, Y1) + (1 −
λ)(X2, Y2) ∈ T .
(P4) (Plausibility). If (X, Y ) ∈ T , Xt ≥ X and Yt ≤ Y , then (Xt , Yt) ∈ T .
(P5) (Minimum extrapolation). T is the smallest set that satisfies postulates P1− P4.
The above-mentioned postulates define the following unique set:
Tc = {(X, Y ) : X ≥ λX, Y ≤ λY , λ ≥ 0} .
We now turn to efficiency estimation of DMUs from the PPS.
The classic Farrell input efficiency measure, is defined as
E(Xp, Yp) = min
{
αp|(αpXp, Yp) ∈ Tc
}
which by considering Tc , we have the following linear programming:
min αp
s.t.
n∑
j=1
λjxij ≤ αpxip, i = 1, 2, . . . ,m
n∑
j=1
λjyrj ≥ yrp, r = 1, 2, . . . , s
λj ≥ o j = 1, 2, . . . , n.
(1)
This model is input-oriented CCR model. In this model, an efficiency score is generated for a DMU by minimizing inputs
with fixed outputs and for each observed DMUp an imaginary composite unit is constructed that outperforms DMUp. Also,
λj represents the proportion to which DMUj is used to construct the composite unit for DMUp(j = 1, 2, . . . , n). In model
(1), the composite unit produces inputs that are at most equal to a proportion α of the inputs of DMUp with 0 < αp ≤ 1,
where the αp is the efficiency score of DMUp, and consumes at least the same levels of outputs as DMUp. If αp < 1, DMUp is
not efficient and the parameter αp indicates the extent by which DMUp has to decrease its inputs to become efficient.
In a similar way, the output efficiency measure is defined as the inverse of
max
{
βp|(Xp, βpYp) ∈ Tc
}
which by considering Tc , we have the following linear programming:
max βp
s.t.
n∑
j=1
λjxij ≤ xip, i = 1, 2, . . . ,m
n∑
j=1
λjyrj ≥ βpyrp, r = 1, 2, . . . , s
λj ≥ o j = 1, 2, . . . , n.
(2)
This model is output-oriented CCR model. In this model, an efficiency score is generated for a DMU by maximizing outputs
with limited inputs and for each observed DMUp an imaginary composite unit is constructed that outperforms DMUp. Also,
λj represents the proportion to which DMUj is used to construct the composite unit for DMUp(j = 1, 2, . . . , n). In model
(2), the composite unit consumes at most the same levels of inputs as DMUp and produces outputs that are at least equal to
a proportion βp of the outputs of DMUp with βp ≥ 1. The inverse of βp is the efficiency score of DMUp. If βp > 1, DMUp is
not efficient and the parameter βp indicates the extent by which DMUp has to increase its outputs to become efficient.
In this paper, without loss of generality, wewill consider a DEAmodel by using a general directional vector d = (dx, dy) ≥
(0, 0) and d 6= 0 (for a discussion on directional distance functions, see [19]). Halme et al. [1] called the model a general
combinedmodel. Input-orientedmodel (1) and output-orientedmodel (2) are the special cases of that model. To obtain this
model, we define the combined efficiency measure as follows:
max
{
θp|(Xp − θpdx, Yp + θpdy) ∈ Tc
}
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which by considering Tc , we have the following linear programming, known as the combined-oriented CCR model:
max θp
s.t.
n∑
j=1
λjxij ≤ xip − θpdix, i = 1, 2, . . . ,m
n∑
j=1
λjyrj ≥ yrp + θpdry, r = 1, 2, . . . , s
λj ≥ o j = 1, 2, . . . , n
(3)
where the directional vector d = (dx, dy) = (d1x, . . . , dmx, d1y, . . . , dsy) shows the direction that DMUp can move to lie
on efficient frontier. In fact, DMUp lies on efficient frontier by at most decreasing in its inputs and at most increasing in its
outputs.
In the combined-oriented CCR model (3), the composite unit produces inputs that are at most equal (Xp − θpdx) and
consumes outputs at least equal to (yp + θpdy) with 0 ≤ θp < 1, where 1 − θp is the efficiency score of DMUp. If
0 < θp < 1, DMUp is not efficient and the parameter θpdx indicates the extent by which DMUp has to decrease its inputs
and the parameter θpdy indicates the extent by which DMUp has to increase outputs to become efficient.
Note that the above models are based on constant returns to scale (CRS). This, however, disregards economies of scale.
Variable returns to scale in efficiency analysis were taken into account in another version of DEA model developed by
Banker, Charns and Cooper (BCC) [20], called BCCmodel which is different from CCRmodel in that the former has additional
convexity constraint of all λj restricted to sum to 1.
2.2. Multi-objective linear programming
The field of multi-objective linear programming (MOLP) has attracted a lot of attention and many approaches were
developed to address these problems. Sadegh Zadeh [21] developed amulti-objective inversemodeling strategy by coupling
a mass conservative numerical simulator of the direct problem, sets of experimental data, and an efficient and robust
optimization algorithm to identify hydraulic parameters in flow through variably saturated porous media. Calvete and
Gale [22] investigated general bi-level problems with multiple objectives at the upper level, when all objective functions
are linear and constraints at both levels define polyhedra. They reformulated this problem as a multi-objective problem
with linear objective functions over a feasible region which is defined by a linear optimization problem and, in general, is
non-convex. Jana, et al. [23] proposed a multi-objective non-linear programming model with transaction cost, and a fuzzy
non-linear programming technique used to solve the Portfolio selection problem.
Amulti-objective linear programming (MOLP) problem is to optimize a vector of linear functions in the presence of linear
constraints and can be formulated as follows:
max h(x) = [h1(x), . . . , hi(x), . . . , hk(x)]
s.t.
x ∈ X
(4)
involving k(≥ 2) conflicting objective functionshi : X → R thatwewant tomaximize simultaneously. The decision variables
x = (x1, x2, . . . , xn)T belong to the nonempty feasible region X = {x : Ax = b, x ≥ 0, b ∈ Rm}, where A is am× nmatrix.
Objective vectors in objective space Rm consist of objective values h(x) = (h1(x), h2(x), . . . , hk(x))T and the image of the
feasible region is called a feasible objective region Z = h(X).
In the absence of a precise statement of a decision maker’s (DM) preference for outcomes in objective space, MOLP
problems do not generally have a unique solution, like in single-objective linear programming. Therefore, the task of an
MOLP solution process is not to find an optimal solution but, instead, to find nondominated solutions and to help select a
most preferred one. Loosely speaking, a solution, represented by a point in decision variable space, is nondominated if it is
not possible to move the point within the feasible region to improve an objective function value without deteriorating at
least one of the other objectives. More precisely, a decision vector x∗ ∈ X is said to be nondominated solution if there does
not exist another x ∈ X such that hi(x) ≥ hi(x∗) for all i = 1, 2, . . . , k and hj(x) > hj(x∗) for at least one index j. In multiple
criteria terminology, a nondominated solution is also called an efficient solution. To prevent possible confusion with DEA’s
efficiency concept, we will use the term ‘‘nondominated’’. For more details about multi-objective optimization, readers are
referred to Steuer [24] and Hwang and Masud [25].
3. Conducting combined-oriented CCR model performance assessment using an MOLP method
In the combined-oriented CCR model (3), an efficiency score is generated for a DMU simultaneously by maximizing
outputs and minimizing inputs. Either way, this can be regarded as a kind of multiple objective optimization problem. In
this section, the theoretical considerations of combining MOLP and the combined-oriented CCRmodel are presented.
Suppose an optimization problem has m + s objectives reflecting the different purposes and desires of the DM. Such a
problem can be represented in a general form as follows:
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max h(λ) = [f1(λ), . . . , fi(λ), . . . , fm(λ), g1(λ), . . . , gr(λ), . . . , gs(λ)]
s.t.
λ ∈ Λ
(5)
where Λ is the feasible decision space, fi(λ) (i = 1, 2, . . . ,m) and gr(λ) (r = 1, 2, . . . , s) are continuously differentiable
objective functions.
we recall that in an MOLP problem, it is generally impossible to find a solution that optimizes all objectives
simultaneously. In order to reach to a special nondominated extreme point, the MOLP formulation (5) can be written in
min-ordering approach as follows:
max min
1≤i≤m,1≤r≤s
{fi(λ), gr(λ)}
s.t.
λ ∈ Λ.
(6)
The mini-ordering formulation (6) can then be written as follows by introducing an auxiliary variable θ :
max θ
s.t.
θ ≤ fi(λ) i = 1, 2, . . . ,m
θ ≤ gr(λ) r = 1, 2, . . . , s
λ ∈ Λ.
(7)
This approach does not need any interobjective or other subjective preference information from the DM once the problem
constraints and objectives have beendefined. Thus this approach requires that theDMbe able to accept the solution obtained
from themethod. The advantage of this route is that in the process of obtaining the solution the DMwill not be disturbed by
the analyst, which is preferable from the point of view of DM. But a major disadvantage then is the necessity for the analyst
to make many assumptions about the DM’s preference. This is difficult to do with even the best and most knowledgeable
analyst.
From the formulation (3), the combined-oriented CCR model can be equivalently rewritten as follows:
max θp
s.t.
n∑
j=1
λjxij ≤ xip − θpdix, i = 1, 2, . . . ,m
n∑
j=1
λjyrj ≥ yrp + θpdry, r = 1, 2, . . . , s
λ ∈ Λp
(8)
whereΛp =
{
λ = (λ1, λ2, . . . , λn)|λj ≥ 0, j = 1, 2, . . . , n
}
.
In order to prove that the combined-oriented CCR formulation (8) is equivalent to the min-ordering formulation in (7),
certain conditions have to be applied. The purpose for establishing the equivalence conditions is to use the interactive
techniques in MOLP to locate the most preferred solution (MPS) on the efficient frontier for target setting and resource
allocation.
Suppose dix > 0 (i = 1, 2, . . . ,m) and dry > 0 (r = 1, 2, . . . , s) and also suppose in formulation (7), fi(λ) and gr(λ) are
defined as follows respectively:
fi(λ) =
(
xip −
n∑
j=1
λjxij
)/
(dix) (9)
gr(λ) =
(
n∑
j=1
λjyrj − yrp
)/
(dry). (10)
Suppose the feasible spaceΛ in formulation (7) andΛp in formulation (8) are the same. Since dix > 0 (i = 1, 2, . . . ,m) and
dry > 0 (r = 1, 2, . . . , s), formulation (8) can then be written as follows:
max θp
s.t. (
xip −
n∑
j=1
λjxij
)/
(dix) ≥ θp, i = 1, 2, . . . ,m(
n∑
j=1
λjyrj − yrp
)/
(dry) ≥ θp, r = 1, 2, . . . , s
λ ∈ Λp.
(11)
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The equivalence relationship between the combined-oriented CCR model (8) and the min-ordering formulation (7) can be
established by the following theorem.
Theorem 3.1. Suppose dix > 0 (i = 1, 2, . . . ,m) and dry > 0 (r = 1, 2, . . . , s). The combined-oriented CCR model (8) can be
equivalently transformed to the min-ordering formulation (7) using formulations (9), (10) and the following equations:
Λ = Λp (12)
θ = θp. (13)
Proof. Using (9), (10), (12) and (13), the combined-oriented CCR model (11) can be rewritten as follows:
max θ
s.t.
θ ≤ fi(λ) i = 1, 2, . . . ,m
θ ≤ gr(λ) r = 1, 2, . . . , s
λ ∈ Λ.
(14)
The above model is the min-ordering model (7). 
We note that the combined-oriented BCC model can also be transformed to an equivalent min-ordering formulation
similar to the above model by adding the convexity constraint
∑n
j=1 λj = 1.
In fact, the above Theorem shows that the combined-oriented CCR model is actually constructed to locate a specific
efficient solution, termed as DEA efficient solution on the efficient frontier of the following generic MOLP formulation for
the observed DMUp:
max

(
x1p −
n∑
j=1
λjx1j
)
d1x
, . . . ,
(
xmp −
n∑
j=1
λjxmj
)
dmx
,
(
n∑
j=1
λjy1j − y1p
)
d1y
, . . . ,
(
n∑
j=1
λjysj − ysp
)
dsy

s.t.
λ ∈ Λ
(15)
that does not include DM’s preference structures or value judgments in measuring relative efficiency and setting target
values, so the efficiency score of the DMUp can be generated by solving formulation (15). Hence, an interactiveMOLPmethod
can be used to solve the DEA problem.
The equivalence model shown above is only valid for combined-oriented DEA models. Similarly, the equivalence model
has been extended to input-oriented CCR model (1) and output-oriented CCR model (2).
4. An interactive MOLP method
Many interactive methods have been developed for solving multi-objective linear programming during the years.
In interactive methods, a solution pattern is formed and iteratively repeated, and the DM takes actively part in the
solution process by specifying and refining preference information. In this way, the DM can learn about the possibilities
and limitations of the problem and about the interdependencies among the objective functions. In addition, only such
nondominated solutions are generated that are interesting to the DM. Assuming the DM has time enough to take part in
an interactive solution process, the final solution can be expected to be more satisfactory than with the other approaches
because the DM can genuinely affect and direct the solution process in order to find the most preferred solution. DM can
even change one’s mind while learning. In this paper, we will use Zionts–Wallenius (Z–W) method to reflecting the DM’s
preferences in the process of assessing efficiency.
The method of Zionts–Wallenius (Z–W) can be used to design an interactive procedure for searching for most preferred
solution (MPS), that maximizes the DMs implicit utility function. Zionts–Wallenius (Z–W)methodwas introduced by Zionts
andWallenius in 1976 and updated in 1983. It is applicable to problem in (5) where the objective functions are concave and
Λ is a convex set. The overall utility function is assumed to be unknown explicitly to theDM, but is implicitly a linear function
and more generally a concave function of the objective functions. The method makes use of such an implicit function on an
interactive basis. The first step of the method is to choose an arbitrary set of positive multipliers or weights and generate a
composite objective function or utility function using these multipliers. The composite objective function is then optimized
to produce a nondominated solution to the problem. From the set of nonbasic variables, a subset of efficient variables is
selected (an efficient variable is onewhich,when introduced into the basis, cannot increase one objectivewithout decreasing
at least one other objective). For each efficient variable a set of tradeoffs is defined by which some objectives are increased
and others reduced. A number of such tradeoffs are presented to theDM , who is requested to state whether the tradeoffs are
desirable, undesirable or neither. From his/her answers a new set of consistent multipliers is constructed and the associated
nondominated solution is found. The process is then repeated, and a new set of tradeoffs is presented to the DM at the
current solution, convergence to an overall optimal solution with respect to the DMs implicit utility function is assured.
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Table 1
Inputs and outputs.
Input Output
Payable interest The total some of four main deposits
Personnel Other deposits
Non-Performing loans Loans granted
Received interest
Fee
Table 2
Input-data and output-data for 20 branches of bank.
I1 I2 I3 O1 O2 O3 O4 O5
1 5 007.37 36.29 87 243 2696 995 263 643 1675 519 108 634.76 965.97
2 2 926.81 18.8 9 945 340 377 95 978 377 309 32 396.65 304.67
3 8 732.7 25.74 47 575 1027 546 37 911 1233 548 96 842.33 2 285.03
4 945.93 20.81 19 292 1145 235 229 646 468 520 32 362.8 207.98
5 8 487.07 14.16 3 428 390 902 4 929 129 751 12 662.71 63.32
6 13 759.35 19.46 13 929 988 115 74 133 507 502 53 591.3 480.16
7 587.69 27.29 27 827 144 906 180 530 288 513 40 507.97 176.58
8 4 646.39 24.52 9 070 408 163 405 396 1044 221 56 260.09 4 654.71
9 1 554.29 20.47 412 036 335 070 337 971 1584 722 176 436.81 560.26
10 17 528.31 14.84 8 638 700 842 14 378 2290 745 662 725.21 58.89
11 2 444.34 20.42 500 641 680 114 183 1579 961 17 527.58 1 070.81
12 7 303.27 22.87 16 148 453 170 27 196 245 726 35 757.83 375.07
13 9 852.15 18.47 17 163 553 167 21 298 425 886 45 652.24 438.43
14 4 540.75 22.83 17 918 309 670 20 168 124 188 8 143.79 936.62
15 3 039.58 39.32 51 582 286 149 149 183 787 959 106 798.63 1 203.79
16 6 585.81 25.57 20 975 321 435 66 169 360 880 89 971.47 200.36
17 4 209.18 27.59 41 960 618 105 244 250 9136 507 33 036.79 2781.24
18 1 015.52 13.63 18 641 248 125 3 063 26 687 9 525.6 240.04
19 5 800.38 27.12 19 500 640 890 490 508 2946 797 66 097.16 961.56
20 1 445.65 28.96 31 700 119 948 14 943 297 674 21 991.53 282.73
5. Application example
In this section, we apply this approach to some commercial bank branches in Iran. There are 20 branches in this district.
Each branch uses 3 inputs to produce 5 outputs. Table 1 shows the kind of these inputs and outputs. Also the data set for 20
branches of that bank is given in Table 2.
The general combined-oriented CCR model is run to find the respective efficiency scores. As shown in Table 3, branches
2, 3, 5, 12, 13, 14, 15, 16, 18 and 20 are inefficient branches of the bank. For example, branch 2 has an efficient score o.65
implying that it is operating as an inefficient branch of bank and also its composite unit on the efficient frontier can be
represented as a linear combination of 0.25 of branch 4, 0.14 of branch 8, 0.04 of branch 10, 0.14 of branch 11.In fact, the
composite unit of branch 2 is given as follows:
(I1, I2, I3) = (1930.317, 12.0877, 6508.32)
(O1,O2,O3,O4,O5) = (461320.45, 99246.48, 576145.28, 44925.9822.885.9234)
This means the first input (Payable interest) should be reduced from 2926.81 to 1930.317, the second input (Personnel)
should be reduced from18.8 to 12.0877 and the third input (Non-Performing loans) should be reduced from9945 to 6508.32
for branch 2 to become efficient. Also, the Outputs O1, O2, O3, O4 and O5 should be increased to 46 1320.45, 99 246.48,
57 6145.28, 44 925.9822 and 885.9234 respectively. However, the DM is not accepted the DEA composite input and output
values as the MPS for branch 2. Hence, using interactive MOLP method is need to search MPS along the frontier for branch
2. The first iteration of the interactive Z–W method gives a unit as a linear combination of 0.01 of branch 0.47 of branch 8,
0.9 of branch 11 and 0.13 of branch 17 as follows:
(I1, I2, I3) = (2960.4466, 17.157, 9055.62)
(O1,O2,O3,O4,O5) = (341 393.81, 234 863.53, 1825 461.47, 36 618.1352, 30 024.088).
The DM is still not satisfied with the solution obtained by first iteration. In iteration 2, the solution is as a linear
combination of 0.03 of branch 10 and 0.84 of branch 11 as follows:
(I1, I2, I3) = (2579.0949, 17.598, 679.14)
(O1,O2,O3,O4,O5) = (560 036.46, 96 345.06, 1395 889.59, 34 604.9235, 901.2471).
Again, the DM is not accepted the solution of iteration 2 and carry on interactively to search for the MPS that satisfied all
preferences. The third iteration of interactive Z–Wmethod gives a unit as a linear combination of 0.08 of branch 4 and 0.61
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Table 3
DEA results: Efficiency scores and observed DMUs composite unit.
1− θ 1 4 6 7 8 9 10 11 17 19
1 1 1
2 0.65 0.25 0.14 0.04 0.14
3 0.93 0.32 0.45 0.07 0.02
4 1 1
5 0.85 0.32 0.36
6 1 1
7 1 1
8 1 1
9 1 1
10 1 1
11 1 1
12 0.59 0.29 0.22 0.06 0.04 0.06
13 0.74 0.05 0.07 0.41 0.06 0.06
14 0.54 0.04 0.15 0.06 0.27
15 0.97 1.13 0.22 0.04 0.07
16 0.54 0.27 0.15 0.04 0.17
17 1 1
18 0.56 0.29 0.06 0.01
19 1 1
20 0.57 0.05 0.49 0.05 0.01 0.01 0.02
of branch 8 with the following input and output values:
(I1, I2, I3) = (2909.969, 16.623, 7076.06, 679.14)
(O1,O2,O3,O4,O5) = (340 598.23, 265 663.24, 674 456.41, 36 907.6799, 2 856.0115).
Now, the DM completely satisfied with the above input and output values. This means the MPS has been found and hence
the interactive process terminate.
In a similar way, the efficiency score of branch 14 is 0.54 implying that it is operating as an inefficient branch too. The
combined-oriented composite unit for inefficient branch 14 is as a linear combination of 0.04 of branch 1, 0.15 of branch 4,
0.6 of branch 6 and 0.27 of branch 8 with the following input and output values:
(I1, I2, I3) = (2422.4.83, 12.36, 9668.16)
(O1,O2,O3,O4,O5) = (448975.76, 127897.52, 449688.55, 27605.5127, 1355.4171).
This solution do not satisfy DM and then the interactive Z–Wmethod is used to search MPS. Initially, this method generates
a target unit as ’’0.86 branch 4 + 0.15 branch 8 + 0.07 branch 11’’ that DM do not accept this unit as the MPS for branch 14.
The second iteration gives a unit as ’’0.07 branch 11 + 0.43 branch 17 ’’ that DM is still not satisfied with this solution. Finally,
Iteration 3 gives a target unit as ’’0.08 branch 4 + 0.25 branch 8 + 0.2 branch 10’’ with the input and output values as follows:
(I1, I2, I3) = (4510.6044, 9.5368, 5084.96)
(O1,O2,O3,O4,O5) = (313 419.8, 102 326.48, 704 474.8, 49 128.404, 947.7854).
However, DM accepted this solution as the MPS for branch 14 and hence the interactive method terminate.
As we show, the combined-oriented CCR efficiency results generated do not consider the value judgments of the DM.
Hence, interactive MOLP methods search the MPS along the efficient frontier for inefficient branches.
6. Conclusions
In this paper, we established an equivalence model between the combined-oriented CCRmodel and MOLP and showed
how a DEA problem can be solved interactively by transforming it into MOLP formulation. This provided the basis to
apply interactive techniques in MOLP to solve DEA problems and further locate the MPS along the efficient frontier for
each inefficient DMU. We used Zionts–Wallenius (Z–W) method to reflecting the DM’s preferences in the process of
assessing efficiency. An application example illustrated how the equivalence models and the interactive procedure can be
implemented to support integrated efficiency analysis and target setting. We emphasize that for the sake of illustrating the
performance of our approach, it has been here developed using the (Z–W) method, but it is no restrict at all to use any
interactive MOLP method. In fact, comparisons of the results among the several interactive MOLP methods can be made on
which method may best fit the data set and the DM’s preferences.
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