Abstract: Generally, the dynamic range of night vision scenes is large. Owing to the limited dynamic range of traditional low light imaging technology, the captured images are always partially overexposed or underexposed. Multi-exposure fusion is the most effective method of overcoming the dynamic range limitation of sensor, and multi-frame low dynamic range (LDR) image fusion is a key consideration. However, existing fusion methods have problems such as image detail blurring and image aliasing. This paper proposes an image multi-scale decomposition method based on gradient domain guided filter (GDGF), which can better extract image details. The fusion algorithm adopts different fusion strategies for different scales. The low-frequency layer of the image uses a new weighted sparse representation (wSR) method, which can eliminate the image boundary problems and more adequately retain the image edges.
Introduction
Low-light-level night vision imaging technology expands the human vision and is widely used in monitoring, security, and military applications. For traditional vacuum low-light-level imaging devices or recently developed solid-state night vision imaging devices, such as the low-light-level complementary metal-oxide-semiconductor (CMOS) or electron-multiplying charge-coupled devices (EMCCD), the dynamic range is limited. Thus, it is difficult to adequately image night scenes, wherein the dynamic range is typically large. To some extent, the image quality can be improved using image enhancement methods [1] , [2] ; however, it is difficult to recover the image details that are lost owing to the dynamic range limitation. An effective method is to merge multi-frame LDR images with different exposures into one high dynamic range (HDR) image, and adequately expose each pixel in at least one LDR image.
Traditional HDR fusion methods are based on the response function of cameras and must consider the integral time and other parameters, while the quality of the fused HDR image is influenced by the image compression and tonal mapping method used. The abovementioned method is more difficult to implement for a low-light-level camera with many image pre-processing functions. Because pixel-level fusion methods require less image acquisition information, these methods are simple and fast, and can potentially have wide application. Image feature extraction is a key of pixel-level fusion methods, of which there are currently two common categories. The first is the transform domain fusion method, whereby the image detail can be better represented and extracted in the transform domain. Such methods include the discrete wavelet transform (DWT) [3] , stationary wavelet transform (SWT) [4] , dual-tree complex wavelet transform (DTCWT) [5] , [6] , curvelet transform (CVT) [7] , [8] , and nonsubsampled contourlet transform (NSCT) [9] and so on. However, such methods are limited in extracting image details, owing to the predefined image primitives. In recent years, sparse representation (SR) has been widely used in image fusion [10] , [11] , where the signal is approximated by a linear combination of a few "atoms" from an over-complete dictionary. This dictionary is obtained by a learning method and results in accurate image feature extraction and representation. Additionally, a sliding window and overlapping sub-block technology can be used to suppress the image noise and misalignment. However, when the SR is applied to low-light-level image fusion, an obvious boundary effect appears in the fused image. In our previous study, this problem was solved using weighted sparse representation (wSR) [12] methods. However, weighted fusion has the disadvantage of introducing a certain amount of edge smoothing. To ensure better protection for the image edge, the wSR method must be further improved.
Another fusion method is based on edge-preserving decomposition. The edge of the image directly affects the perception of the human eye. Therefore, the protection of the image edge is crucial for a fusion algorithm. The Gaussian filter and its improvements are the first edge-preserving decomposition applied to image fusion [13] . However, owing to the edge offset, the edge of the fused image may appear blurred. Other edge filters include the anisotropic diffusion [14] , weighted least-squares [15] , and bilateral filters [16] , for example. However, their edge protection ability is insufficient, and gradient inversion may still occur. Recently, the guided filter (GF) method was proposed. The computing time of GF is independent of the filter size. Moreover, GF is based on a local linear model, which qualifies it for edge extraction. However, GF is still insufficient for global edge extraction. Based on the GF, the weighted guided filter (wGF) [18] has been proposed, which further improves the edge protection without increasing the computational complexity. Unlike the GF and wGF, the gradient domain guided filter (GDGF) [19] adopts an explicit first-order edge-aware constraint to further improve edge protection. Therefore, the GF and its improvements are widely used for image fusion [20] , [21] . However, the fusion methods based on GFs typically use a fixed filtering radius and smoothing degree to distinguish the image details and contours. Obviously, this way is limited to extracting the image details; thus, the fusion effect must be further improved.
Considering the abovementioned problems, this study proposes an image pyramid structure based on GFGD for night vision HDR image fusion. The proposed structure was used to improve the image detail and contour extraction, and thereby solve a problem faced by most current fusion algorithms based on GFs. Hence, for the abovementioned image pyramid, an improved fusion strategy is proposed based on our previous study. The previously proposed wSR fusion algorithm was improved in the low-frequency layer to overcome the image boundary and edge smoothing problem, and further improve the robustness of the algorithm.
GDGF and wSR Methods

GDGF
GF considers that a point on an arbitrary function has a linear relationship with neighboring points. Therefore, a complicated function can be described by a large number of local linear functions. When calculating the value of a point, only the average of all linear functions containing the point needs to be calculated. Moreover, the GF algorithm has the advantage of being fast, and the complexity of the algorithm is only related to the size of the input image, but not to the size of the filter.
In GF, the zero-order (intensity domain) constraint is specified to obtain the desired pixel values and first-order (gradient domain) constraints to smooth the pixel values. Because there are no explicit constraints for treating the edges, it is difficult to preserve them in some cases. Therefore, in GDGF, an explicit first-order edge-aware constraint is introduced to render the filtered result such that it is more similar to the input data near the edges, which preserves the edges better than GF.
Let r (p ) be a square window with radius r and center pixel p. In the following equations, the letter with single quote in the upper right corner represents the guided image space or a calculative quantity, while the one without the quote is the input and output image space. GDGF assumes that the output W k,p (p ) is a linear relationship of the input image, as follows:
Here a k,p and b k,p are constants in the windows. These two constants are obtained by minimizing the loss function, as follows:
Here, the regularization parameter λ is used to penalize the larger a k,p ; Y k (p ) and γ p are two edge-aware filtering factors based on the variance σ(p ) of the two normalized size neighborhoods, and are defined as follows:
Here, M denotes the total number of pixels in the guided image; ε is a small positive number for preventing the denominator from being equal to zero, and is generally selected as (0.001 × L); L is the dynamic range of the image;μ σ is usually larger than 1 if p is at an edge and smaller than 1 if p is in a smooth area. The value of γ p approaches 1 if the pixel p is at an edge and 0 if it is in a smooth region. As such, the filter is less sensitive to the selection of λ. Subsequently, edges could be preserved better.
GDGF improves the filtering performance near the edges by introducing two edge-aware factors. The edges are retained as much as possible and the non-edge parts are smoothed. Therefore, GDGF has a superior performance compared with GF and does not introduce additional computational complexity. Moreover, the computational complexity of GDGF is still only related to the size of the input image. In this paper, GDGF and GF are collectively referred to as GF, without being distinguished.
wSR
The SR algorithm is based on the assumption that a signal can be approximately represented by a linear combination of a few "atoms" from an over-complete dictionary D ∈ R n×M (n < M ) containing M n-dimensional vectors. For any signaly ∈ R n , there exists a linear combination of "atoms" from D approximating the signal asy ≈ D x. The vector x contains the coefficients of y in D. Typically, D is redundant; therefore, the solution is generally not unique. Finding the smallest possible number of nonzero components of x involves solving the following optimization problem: Here, x 0 is the number of nonzero components in x, and ε is a small constant. As can be seen in Fig. 1 , the process of wSR is as follows [12] : assuming that two vectors represent the same image region, y i (l i , δ i ) and y i +1 (l i +1 , δ i +1 ), where l is the mean grayscale level of the vector, and δ is the SR decomposition coefficient of the image vector minus the mean value, then, the fusion coefficient δ is chosen using the absolute-maximum method, while l is calculated as the weighted average of each mean grayscale, as follows:
where || * || 1 is the l 1 -norm and ω is the weight. Compared with the previous fusion method, the wSR method eliminates the image aliasing and boundary effect, greatly maintains the original image information and structure and obtains a better quality fused image. However, through subsequent investigation, it was found that direct grayscale weighted averaging introduces image edge smoothing. Therefore, the wSR algorithm must be further improved.
Weight Sparse Representation and Gradient Domain Guided Filter Pyramid Based Fusion Algorithm (GF-wSR)
This paper proposes a new image pyramid structure for image fusion based on GF so as to improve image detail extraction. Hence, the image edges of each scale can be fully extracted using different filter radii at different scales. With regard to the fusion strategy, the wSR method was improved to fuse the low-frequency layer of the image. Moreover, GF was used to maintain the low-frequency layer edge. The sliding window and overlapping sub-block technique could better suppress the noise and image misalignment, and further improve the robustness of the algorithm.
GF Multi-Scale Decomposition
The multi-scale decomposition (MST) structure reduces the dependence on the filter parameters and improves the robustness of the fusion algorithm. Moreover, it can improve the extraction image details and quality of the fusion image. The image decomposition process is shown in Fig. 2 , where I 0 is the input image, the initial filtering radius r 1 = 1, e is a fixed value, and the decomposition equation of each layer is expressed as follows: Here, the filtering radius r i = 2 × r i −1 . According to the MST, the image pyramid D i ( i = 0 ∼ n) is achieved for storing the image details of each scale.
The number of the decomposition layers is determined as follows:
Where W and H are the width and height of the image.
Improved wSR Method
Because the weight of the previous wSR algorithm is directly calculated by the Gaussian function of the pixel grayscale value, the image grayscale is directly weight-averaged, which may result in a certain degree of edge smoothing. Therefore, this study used the edge protection ability of GF to improve the previous weight calculation method and further improve the edge protection of the wSR. In the improved wSR method, the weight matrix W corresponding to the image I is expressed as follows:
Here, x is the normalized grayscale value and σ is a constant. The weight ω in Eq. (7) is the average value of the corresponding image patch.
The weighted matrix described herein is only applied to the low-frequency layer of the image pyramid, while the detail layer uses the maximum fusion rule, because the weighted average of the image details may result in edge smoothing and contrast reduction. Additionally, unlike most multi-exposure image fusion methods, the image low-frequency layer of the image pyramid contains less contrast information, and thus it is only required to consider the good exposure of the pixels when calculating the weighted matrix.
Flow of GF-wSR Algorithm
As shown in Fig. 3 , the main process of the GF-wSR algorithm is as follows:
r Decomposing the input image (I 1 , I 2 ) according to Eqs. (8) and (9) to obtain an n + 1 layer
r For the image detail layers (D * 0 − D * n−1 ), the absolute maximum fusion rule is used as follows:
r Then, the fused detail layer can be obtained as follows:
r Calculating the adequate exposure weight function e according to the input image (I 1 , I 2 ), and obtaining the corresponding weight matrix (W 1 ,W 2 ) using Eq. (10); r The low-frequency layer (D 1n , D 2n ) and corresponding weight matrix (W 1 ,W 2 ) are fused according to Eq. (7) using the improved wSR method to obtain a low-frequency layer F base of the fused image;
r The final fused image is F = F base + F detail .
Experimental Results
Hardware Platform
We developed a low-light-level dual-channel camera (DCC) based on the GSENSE400 CMOS sensor made by Gpixel Inc. [22] , as shown in Fig. 4 . The GSENSE400 has a back-illuminated structure, and its main performance parameters are as follows: the number of active pixels is 2048 (H) × 2048 (V); the pixel size is 11 μm × 11 μm; the frame rate is 24 fps; the temporal dark noise is 1.6 e-; the single-channel dynamic is approximately 68 dB. To effectively image both bright and dark targets, each DCC pixel was sampled twice by two different analog-to-digital converters (ADCs) with different exposure times, which resulted in high-gain (HG) (long exposure time) and lowgain (LG) (short exposure time) image outputs of the same scene. The advantages of obtaining HDR information using the dual-sampling structure are as follows: 1) the two channels simultaneously output an image of the same scene in a single frame time, which effectively avoided motion blur and ghost problems; 2) the two channels share the same pixels and can be accurately registered. Thus, the image misalignment, which can occur with multi-frame/field methods, is avoided, and the workload of the subsequent image fusion is reduced. 
Subjective Evaluation
To compare the subjective effect of each fusion method, this study selected the LP, DTCWT, CVT, NSCT, and guided filter fusion (GFF) and the previously proposed wSR fusion methods for comparison. In the parameter settings, the e of GF was 0.5 in the image decomposition. The size of the sliding window in wSR was 8 × 8 pixels, with 6 pixels overlapping the sub-blocks. In Eq. (10), δ is an empirical value equal to 0.5, and the filter radius of the GF is equal to 5. To verify the fusion effect of the wSR-GF fusion method, this study selected the three different typical low-light-level night vision scenes shown in Fig. 5-7 . There are standard target in a darkroom, standard target with flowers and outdoor building at night. To more intuitively compare the fusion results for each group of images shown in Fig. 5-7 , Fig. 8-10 shows the fusion details of each image group, from which the following observations can be made:
r Traditional MST methods have insufficient detail extraction ability, poor edge protection, and may exhibit gradient inversion. In the MST, the uniform region of the image may exhibit aliasing. Additionally, the fused MST images have a certain degree of edge smoothing, which reduces the quality of the fused image.
r The fusion algorithm based on GF had better edge protection ability, without gradient inversion.
However, the traditional GF fusion algorithm does not have a multi-scale structure, and its edge detail extraction ability is still limited. The fused image of GF still exhibits edge smoothing.
r The fusion results obtained using the early version wSR methods are satisfactory; however, owing to the weighted average of the grayscale, a certain degree of edge smoothing still occurred. r The GF-wSR fusion algorithm extracted the image details using a multi-scale GF pyramid and resulted in good edge protection without gradient inversion. The improved wSR fusion at the low-frequency image layer further preserved the image detail, eliminated the possible boundary effects, and was more robust to image noise and misalignment. Therefore, the image details were better preserved. The edges of the fused image were clear and free of blurring, gradient inversion, or aliasing.
Objective Evaluation
Objective evaluation often uses parameters such as the entropy (En), average gradient (AG), mutual information (MI), mean structural similarity (MSSIM), fast feature mutual information (FFMI), visual information fidelity for fusion (VIFF), and fusion quality index (Q 0 , Q W , and Q E ), for example. Better performance is indicated by the higher values of these parameters.
The En parameter reflects the average amount of information in the image and the aggregation feature of the image grayscale distribution, as follows:
Here, N is the total number of grayscales in the image, and p i is the proportion of pixels with gray values for i in the image.
The AG value [23] can sensitively reflect the small details of the image and can be used to evaluate the image blur. In the image, the gray level change rate is large in a certain direction, and its gradient is also large. Therefore, the AG value can be used to measure the sharpness of the image and to reflect the small details and texture features of the image. The MI value [24] can be used to measure how much information from the original image is retained in the fused image, and is expressed as follows:
Here, P FA (f, a) is the combined histogram distribution of the fused image and the original image; the final MI is calculated once for each original image.
The FFMI [25] parameter evaluates the structural similarity between the fused image and the original image. First, the features are extracted from the original image and the fused image, and the feature image is subsequently normalized. Then, the FFMI is calculated using MI, and is subsequently normalized. The VIFF [26] process first decomposes the source and fused images. Then, the VIFF uses the models in the feature mutual information (VIF) [27] to capture the visual information from the two source-fused pairs. Using a visual information index, the VIFF measures the effective visual information of the fusion for all blocks in each sub-band. Finally, the assessment result is calculated by integrating all information in each sub-band.
Finally, the Q 0 , Q W , and Q E [28] quality indices use local measures to estimate how well the salient information from the inputs is presented in the fused images, as follows:
Here, σ xx and σ yy are the variance and heteroscedasticity, respectively; W is the image sub-block; c(ω) is the weight function; α is a constant related to the boundary.
The objective evaluation indicator values for each group of images are presented in Table 1 , wherein the optimal values are indicated in boldface. Amongst all types of image fusion methods, GF-wSR accounted for the largest portion of optimal indications. The previously proposed wSR algorithm also performed satisfactorily, and the GF-wSR achieved more comprehensive improvement on the wSR algorithm. The objective evaluation index reflecting the GF-wSR fusion has advantages in terms of detail protection, image information extraction, and original image structure maintenance.
In this study, all algorithms were run on a PC with an i7-6700 CPU at 3.40 GHz and 8 GB of memory. Table 2 presents the running time for the three groups of images fused by each algorithm. With the multi-scale GF pyramid structure, the wSR algorithm only needed to process the lowfrequency layer; therefore, the wSR-GF could run faster compared with the single-layer wSR fusion algorithm.
Camera Dynamic Range Analysis
In this study, a dynamic range test for the DCC system was carried out indoors. The test used a standard light source and an adjustable current source to form a tunable light source. Additionally, a light-emitting diode (LED) was used as a source of bright light to obtain a high dynamic range adjustable light. The light passed through the integrating sphere to form a uniform light. The camera and the illuminometer (KLL-04, wide-range illuminometer of China National Institute of Metrology) were located at the same position, respectively, to image and test the illuminance of the light source. Through the test system shown in Fig. 11 , the responses of the single-channel and fusion results were tested, respectively. The results are presented in Table 3 , which lists the input illuminance and average grayscale of the corresponding 100 pixels in the center of the imaging area.
The dynamic range of the single-channel and fused image were calculated based on the test data. As presented in Table 4 , the image fusion of the DCC could effectively improve the dynamic range of the camera and obtain the HDR image. Additionally, it can be seen that the dark current noise levels of the two channels were different; therefore, when fusion was carried out, it was ensured that a low noise channel was used for shorter exposure time imaging. Thus, this design can make full use of hardware resources.
To analyze the dynamic characteristics of the actual scene, an illuminometer was used to measure the illuminance of different imaging areas in different scenes. The illuminometer was located in the imaging plane while the measurement was carried out. Then, the two-channel image was fused by GF-wSR. Fig. 12 shows an outdoor scene wherein the illuminance of the sky was between 10 −1 -10 −2 lux during the image acquisition. Fig. 13 shows a scene wherein the light transmits the target in a dark room. The experimental results revealed that the DCC fusion image could adequately image the night vision scene in the 10 4 lux dynamic range; the specific calculation results are presented in Table 5 . Evidently, because only two channels were used, the extended range of the dynamic range could not be the same as that of the time-separate system. As can be seen from Fig. 13 , under certain aperture and integration time settings, the 10 −3 lux illuminance imaging area was not adequately imaged. However, compared with the general single-frame night vision imaging camera, the dynamic range of the two-channel camera was greatly improved. 
Conclusions
This paper proposes an image fusion method for overcoming the dynamic range problem of the night vision scene being large, and improving the dynamic range of the system based on a dualchannel low-light-level camera. To address the shortcomings of existing image fusion algorithms, a weight sparse representation and a gradient domain guided filter pyramid based fusion algorithm are proposed. The GF-wSR algorithm uses a multi-scale GF pyramid to improve the extraction of image details. Moreover, the algorithm uses an improved wSR fusion method in the low-frequency layer of the pyramid, which further improves the detail protection ability and robustness of the algorithm, and eliminates the image boundary effect that may occur when using the traditional SR algorithm. The experimental results and data revealed that the proposed algorithm could satisfactorily fuse the HDR night vision image and improve the dynamic range of the DCC system. Compared with the traditional fusion algorithm, GF-wSR has the advantages of image edge protection, feature representation, and original image information retention. The algorithm improves the dynamic range of the camera and enriches the image information output, which greatly facilitates the subsequent application of the image.
Although the GF-wSR algorithm has advantages in fusion effect and computation time compared to the same type algorithms, there is still a gap in computation time compared to the traditional fusion algorithm. Therefore, the GF-wSR algorithm has not been hardware and real-time implemented on the DCC platform. The future development direction is to further improve the operational efficiency of the GF-wSR algorithm and consider the hardware and real-time implementation of the algorithm. In addition, from the test results we can see, the dynamic range improve of the DCC was still limited. The further improving of the camera requires more image. Therefore, simultaneously abtain more image imformation on the basis of DCC will become the key to the further improvement of the dynamic range of the camera.
