Abstract. The aim of this paper is to study moduli of 3-dimensional diffeomorphisms f with hyperbolic fixed points p the stable and unstable manifolds of which have quadratic tangencies and such that Df (p) has non-real expanding eigenvalues and a real contracting eigenvalue. We show that, for most of such diffeomorphisms, all the eigenvalues of Df (p) are moduli and the restriction of a conjugacy homeomorphism to a local unstable manifold is a uniquely determined linear conformal map.
Let M be a closed manifold and Diff r (M ) the space of C r -diffeomorphisms with r ≥ 2. First we consider the case of dim M = 2 and suppose that f j (j = 0, 1) are elements of Diff r (M ) with two saddle fixed points p j , q j . Suppose moreover that W u (p j ) and W s (q j ) have a quadratic heteroclinic tangency r j and there exists a conjugacy homeomorphism h between f 1 and f 2 with h(p 0 ) = p 1 , h(q 0 ) = q 1 and h(r 0 ) = r 1 . Then, Palis [Pa] proved that log |λ 0 | log |µ 0 | = log |λ 1 | log |µ 1 | under ordinary conditions, where λ j is the contracting eigenvalue of Df (p j ) and µ i is the expanding eigenvalue of Df (q j ). We call such topological conjugacy invariants moduli. In [Po] , Posthumus proved that the homoclinic version of Palis' results. In fact, he proved that, if f j (j = 0, 1) has a saddle fixed point p j with a homoclinic quadratic tangency, then log |λ 0 | log |µ 0 | = log |λ 1 | log |µ 1 | holds, where λ j , µ j are the contracting and expanding eigenvalues of Df (p i ). Moreover, he showed that, by using some results of de Melo [dM] , λ 0 = λ 1 and µ 0 = µ 1 hold if log |λ 0 | log |µ 0 | is irrational. We refer to [dMP, dMvS, PT, GPvS, Ha] and references therein for more results on moduli of 2-dimensional diffeomorphisms.
In this paper, we will study moduli of a 3-dimensional diffeomorphism f with a hyperbolic fixed point p such that W u (p) and W s (p) have a quadratic tangency and Df (p) has non-real expanding eigenvalues re ± √ −1θ with r > 1 and a contracting eigenvalue 0 < λ < 1. Moduli for diffeomorphisms of dimension more than two have been already studied by Newhouse-Palis-Takens [NPT] . The assertion (1) of Theorem A below is implied in the case (D) of Theorem 1.1 in [NPT, Chapter III] . Similar results are often obtained in studies of moduli of diffeomorphisms, most of which are based on a standard argument by Palis [Pa] . However, our proof is different from theirs. We use a convergent sequence of mutually parallel straight segments in W u loc (p) which is mapped to such a sequence of straight segments in W u loc (h(p)) by h, see Figure 3. 1. An advantage of our proof is that these sequences are applicable to prove the assertion (2) of Theorem A and (1), (2) of Theorem B.
Theorem A. Let M be a 3-manifolds and f j (j = 0, 1) elements of Diff r (M ) for some r ≥ 3 which have hyperbolic fixed points p j and homoclinic quadratic tangencies q j positively associated with p j and satisfy the following conditions.
• For j = 0, 1, there exists a neighborhood
is linear and Df j (p j ) has non-real eigenvalues r j e ± √ −1θj and a real eigenvalue λ j with r j > 1, θ j = 0 mod π and 0 < λ j < 1.
• f 0 is topologically conjugate to f 1 by a homeomorphism h : M → M with h(p 0 ) = p 1 and h(q 0 ) = q 1 . Then the following (1) and (2) hold.
(1) log λ 0 log r 0 = log λ 1 log r 1 .
(2) Either θ 0 = θ 1 or θ 0 = −θ 1 mod 2π.
Here we say that a homoclinic quadratic tangency q 0 is positively associated with p 0 if both f n 0 (q 0 ) and f −n 0 (α) lie in the same component of U (p 0 ) \ W u loc (p 0 ) for a sufficiently large n ∈ N and any small arc α in W s (p 0 ) containing q 0 . Results corresponding to Theorem A for 3-dimensional flows with Shilnikov cycles are obtained by Togawa [To] , Takens [Ta] , Dufraine [Du] , Rodrigues [Ro] and so on. See the Section 2 in [Ro] for details.
In the case of θ 0 /2π irrational, we also have the following theorem.
Theorem B. Under the assumptions in Theorem A, suppose moreover that θ 0 /2π is irrational. Then the following (1) and (2) hold.
(1) λ 0 = λ 1 and r 0 = r 1 .
is a uniquely determined linear conformal map.
We refer to Carvalho-Rodrigues [CR] for some results related to Theorem B on 3-dimensional flows with Bykov cycles.
In contrast to Posthumus' results for 2-dimensional diffeomorphisms, the eigenvalues λ 0 and r 0 are proved to be moduli without the assumption that log λ 0 log r 0 is irrational. For any r j > 1 and θ j ∈ R (j = 0, 1), let ϕ j : C → C be the map defined by ϕ j (z) = r j e √ −1θj z. Then there are many choices of conjugacy homeomorphisms on C for ϕ 0 and ϕ 1 . For example, we take two-sided Jordan curves Γ j in C with ϕ j (Γ j ) ∩ Γ j = ∅ and bounding disks in C containing the origin arbitrarily. Then there exists a conjugacy homeomorphism h : C → C for ϕ 0 and ϕ 1 with h(Γ 0 ) = Γ 1 . On the other hand, Theorem B (2) implies that we have severe constraints in the choice of conjugacy homeomorphisms for 3-dimensional diffeomorphisms as above.
Limit straight segments
For j = 0, 1, let f j be a diffeomorphism and q j a quadratic tangency associated with a hyperbolic fixed point p j satisfying the conditions of Theorem A. We set f 0 = f , p 0 = p, q 0 = q, r 0 = r, θ 0 = θ and λ 0 = λ for short. Similarly, let f 1 = f , p 1 = p , q 1 = q , r 1 = r , θ 1 = θ and λ 1 = λ . Suppose that (z, t) = (x, y, t) with z = x + √ −1y is a coordinate around p with respect to which f is linear. For a small a > 0, let D a (p) be the disk {z ∈ C ; |z| ≤ a}. We may assume that q is contained in the interior of D a (p) × {0} ⊂ W 
and V q a small neighborhood of q in U a (p). Suppose that U a (p) has the Euclidean metric induced from the linearizing coordinate on U a (p). By choosing the coordinate suitably and replacing θ by −θ if necessary, we may assume that the restriction f | Da(p) is represented as re √ −1θ z for z ∈ C with |z| < a.
Similarly, one can suppose that f | D a (p ) is represented as r e √ −1θ z for some a > 0. The orthogonal projection pr : U a (p) → D a (p) defined by pr(x, y, t) = (x, y).
In this section, we will construct a proper straight segment γ 0 in D a (p) with p ∈ γ 0 which is mapped to a straight segment in U a (p ) by h. The segment γ 0 is the limit of the front curves γ mj ,nj in U a (p) given below. In our proofs of Theorems A and B, it is crucial that γ 0 does not pass through the center p of D a (p).
We set q = (0, t 0 ). Let H be the component of W u (p) ∩ V q containing q. One can retake the linearizing coordinate on C if necessary so that the line in V q passing through q and parallel to the x-axis in U a (p) meets H transversely. Then H is represented as the graph of a C r -function x = ϕ(y, t) with
By the implicit function theorem, there exists a C r−1 -function t = η(y) defined in a small neighborhood V of 0 in the y-axis and satisfying η(0) = t 0 and ∂ϕ(y, η(y))/∂t = 0. Then the curve γ in V q parametrized by ϕ(y, η(y)), y, η(y) divides H into two components and γ = pr( γ) is a C r−1 -curve embedded in D a (p). Let H + (resp. H − ) be the closure of the upper (resp. lower) component of H \ γ. For a sufficiently large n 0 ∈ N, the component
where
) and γ 0 = pr( γ 0 ). Then γ 0 is called the front curve of H 0 and γ 0 is the folding curve of H 0 .
Figure 1.2.
We note that Nishizawa [Ni] has studied surfaces similar to H 0 as above in a situation different from ours. In fact, he considered a 3-dimensional diffeomorphism g which has a saddle fixed point s such that all the eigenvalues of Dg(s) are real and has a homoclinic quadratic tangency associated with s. Here we consider the component
Since the homoclinic tangency q is positively associated with p, one can show that there exists H − 0;u which meets W s (p) transversely at a point z other than p by using an argument similar to that in [Ni, Lemma 4.4] . See Figures 4.3 and 4.4 in [Ni] for the situation. To show the claim, the assumption of θ 0 = 0 mod π in Theorem A is crucial. In fact, the condition guarantees us to have an arbitrarily large u such that the interior of . Since ρ has a tangency of order at least two with a straight segment at q,
for some constant t 0 > 0. By the inclination lemma, D m uniformly C r -converges to D a (p). A small arc in W s (p) containing q as an interior point meets D m transversely in two points for all sufficiently large m. Let H m be the component of
r -functions ϕ m (y, t) C r -converging to ϕ and representing H m as the graph of x = ϕ m (y, t). Then the front curve γ m in H m is defined as the front curve γ 0 in H 0 . Since ∂ϕ m (y, t)/∂t C r−1 -converges to ∂ϕ(y, t)/∂t, γ m also C r−1 -converges to γ 0 . Note that γ m divides H m into the upper surface H Let α be an oriented C r−1 -curve in D a (p) of bounded length. Since r − 1 ≥ 2, there exists the maximum absolute curvature κ(α) of α. If α passes through sufficiently near the center 0 of D a (p) and κ(α) < 1/(dist(0, α) + 1), then α has a unique point z(α) closest to 0. We denote by ϑ(α) mod 2π the angle between α and the positive direction of the x-axis at 0, where α is the oriented curve in D a (p) obtained from α by the parallel translation taking z(α) to 0. By (1.3), there exists a constant d 0 > 0 such that
Since γ m C r−1 -converges to γ 0 , κ(γ m ) also converges to κ(γ 0 ) as m → ∞. This shows that Fix w with 0 < w < a/2 arbitrarily. For any n ∈ N, let m(n) be the minimum positive integer such that
Then γ m,n = f n ( γ m ) ∩ H m,n is the front curve of H m,n and γ m,n = pr( γ m,n ) is the folding curve of H m,n = pr( H m,n ). Then c m,n = pr( c m,n ) is a unique point of γ m,n closest to 0. Here we orient γ m = γ m,0 so that γ m,0 C r−1 -converges as oriented arcs to γ 0 as m → ∞. Suppose that γ m,n has the orientation induced from that on γ m,0 via pr • f n . In particular, it follows that
There exist subsequences {m j }, {n j } of N and wr −1 ≤ w 0 ≤ w such that
If necessary taking subsequences of {m j } and {n j } simultaneously, we may also assume that ϑ(γ mj ,nj ) has a limit θ . Since f (z) = re
Thus the following lemma is obtained immediately.
Lemma 1.1. The sequence γ mj ,nj uniformly converges as oriented arcs to an oriented straight segment γ 0 in D a (p) with ϑ(γ 0 ) = θ and dist(γ 0 , 0) = w 0 .
We say that γ 0 is the limit straight segment of γ mj ,nj .
Images of limit straight segments
Let U a (p ), U b (p ) be the circular columns defined as U a (p) for some 0 < a < b which are contained in a coordinate neighborhood around p with respect to which f is linear. One can retake a > 0 and choose such a , b so that U a (p ) ⊂ h(U a (p)) ⊂ U b (p ). Let H m,n be the component of h( H m,n ) ∩ U a (p ) defined as H m,n and pr( H m,n ) = H m,n . One can define the front and folding curves γ m,n , γ m,n in H m,n and H m,n as γ m,n , γ m,n in H m,n and H m,n respectively. See Figure 2 .1.
Since h is only supposed to be a homeomorphism, h( γ m,n ) ∩ U a (p ) would not be equal to γ m,n . We will show that this equality holds in the limit. For the sequences {m j }, {n j } given in Section 1, we set H mj ,nj = H (j) , H mj ,nj = H (j) , H mj ,nj = H (j) and H mj ,nj = H (j) for simplicity. Similarly, suppose that
and γ mj ,n1 is the front curve of
for any x, y ∈ H (j) , d H (j) (x, y) is the length of a shortest path in H (j) connecting x with y. The path metrics d H (j) on H (j) and d H (j) on H (j) are defined similarly.
Lemma 2.1. (i) For any ε > 0, there exists a constant η(ε) > 0 independent of j ∈ N and satisfying the following conditions.
• lim ε→0 η(ε) = 0.
• Let x, y be any points of H (j) both of which are contained in one of H
(ii) For any ε > 0, there exists a constant δ(ε) > 0 independent of j ∈ N and satisfying the following conditions.
• lim ε→0 δ(ε) = 0.
One can take these constants η(ε), δ(ε) so that they work also for d H (j) and
Proof. (i) The assertion is proved immediately from the fact that H
(ii) Suppose that x, y ∈ H + (j) . First we consider the case that both x and y are contained in one of H + (j) and H
Since h is uniformly continuous on U a (p), there exists a constant δ 1 (ε) > 0 with lim ε→0 δ 1 (ε) = 0 and d(x, y) ≥ δ 1 (ε). Hence, in particular,
Next we suppose that x ∈ H + (j) and y ∈ H − (j) . Consider a shortest arc α in H (j) connecting x and y. Since α = h(α) is contained in H (j) , α intersects γ mj ,nj nontrivially. Let z be one of the intersection points of α with h −1 ( γ mj ,nj ). Suppose
, by the result in the previous case we have d H (j) (x , z ) < ε/2 and d H (j) (z , y ) < ε/2, and hence
Thus δ(ε) := δ 1 (ε/2) satisfies the conditions of (ii).
The following is a key lemma of this paper.
Lemma 2.2. For any ε > 0, there exists j 0 ∈ N such that, for any j ≥ j 0 ,
where Proof. For σ = ±, we will show that h
is uniformly continuous, there exists ν(ε) > 0 such that, for any x , y ∈ U a (p ) with d (x , y ) < ν(ε), the inequality d(x, y) < η(δ(ε)) holds, where x = h −1 (x ), y = h −1 (y ). Since both H + (j) and H − (j) uniformly converge to the same half disk H in D a (p ), there exists j 0 ∈ N such that, for any j ≥ j 0 and any ( H (j) ). This completes the proof.
From the proof of Lemma 2.2, we know that there exists a simple arc in h( γ mj ,nj )∩ H (j) connecting the two components of ∂ H (j) ∩ ∂N ε ( γ mj ,nj , H (j) ).
Proof. Since γ 0 is the limit straight segment of γ mj ,nj and h is uniformity contin-
is equal to the limit straight segment of γ mj ,nj .
For any straight segment l in D a (p) such that h(l) is also a straight segment in D b (p ), we denote h(l) ∩ D a (p ) simply by h(l). In particular, Corollary 2.3 implies that h(γ 0 ) = γ 0 .
Proof of Theorem A
Suppose that St a (p) is the set of oriented proper straight segments in D a (p) passing through 0, that is, each element of St a (p) is an oriented diameter of the disk D a (p). For any l ∈ St a (p) and n ∈ N, the component of f n (l)∩U a (p) containing 0 is also an element of St a (p). We denote the element simply by f n (l). Since f n | Da(p) preserves angles on D a (p), by (1.6), for any k, n ∈ N,
as m → ∞. By this fact together with Lemma 1.1, one can show that γ mj +k,nj uniformly converges as m → ∞ to a straight segment γ k in U a (p) with
Thus we have obtained the parallel family {γ k } of oriented straight segments in D a (p). See Figure 3 .1. By Corollary 2.3, {γ k } with γ k = h(γ k ) is also a parallel family of oriented straight segments in D a (p ) satisfying the condition
corresponding to (3.1) for some θ and w 0 > 0. Let γ ∞ ∈ St a (p) (resp. γ ∞ ∈ St a (p )) be the limit of γ k (resp. γ k ). Proof of Theorem A. By Lemma 1.1 and (1.7), w 0 = lim j→∞ d 0 t 0 λ mj r nj . This implies that lim j→∞ m j n j = − log r log λ . Applying the same argument to γ mj ,nj , we also have lim j→∞ m j n j = − log r log λ . This shows the part (1) of Theorem A. Now we will prove the part (2). For any n ∈ N ∪ {0}, we set f n (γ ∞ ) = γ ∞,n and f n (γ ∞ ) = γ ∞,n . By Corollary 2.3,
We identify St a (p) with the unit circle S 1 = {z ∈ C ; |z| = 1} by corresponding l ∈ St a (p) to e √ −1ϑ (l) . Then the action of f on St a (p) is equal to the θ-rotation R θ on S 1 defined by R θ (z) = e √ −1θ z. If θ/2π = v/u for coprime positive integers u, v with 0 ≤ v < u. Since h(γ ∞ ) = γ ∞ , we have f k (γ ∞ ) = γ ∞ for k = 1, . . . , u−1 and f u (γ ∞ ) = γ ∞ . This implies that θ /2π = v /u for some v ∈ N with 0 ≤ v < u. Since R θ (γ ∞ ) and R θ (γ ∞ ) have the same itinerary on {e √ −1(θ +2kπ/u) ; k = 0, 1, . . . , u − 1} and {e √ −1(θ +2kπ/u) ; k = 0, 1, . . . , u − 1} respectively, it follows that v = v , and hence θ = θ .
Next we suppose that θ/2π is irrational. Then, for any l ∈ St a (p), there exists a subsequence {n k } of N such that the sequence γ ∞,n k uniformly converges to l as k → ∞. By (3.3), γ ∞,n k uniformly converges to l = h(l). Since γ ∞,n k ∈ St a (p ), l is also an element of St a (p ). Thus we have a homeomorphism η : S 1 → S 1 with respect to which R θ and R θ are conjugate. Since the rotation number is invariant under topological conjugations, θ/2π = θ /2π mod 1 holds. This completes the proof of the part (2).
Proof of Theorem B
In this section, we will prove Theorem B. Suppose that f, f are elements of Diff r (M ) satisfying the conditions of Theorems A and θ/2π is irrational. Since θ = θ mod 2π, for any k, j ∈ N,
Let l j (j = 1, 2) be any elements of St a (p). As in the proof of Theorem A, there exist subsequences {n k }, {n j } of N such that the sequencers {γ ∞,n k }, {γ ∞,nj } uniformly converge to l 1 and l 2 respectively. Then, {γ ∞,n k }, {γ ∞,nj } also uniformly converge to the elements l 1 = h(l 1 ) and l 2 = h(l 2 ) of St a (p ) respectively. Then, by (4.1),
For the proof of Theorem B, we need another family of straight segments in D a (p). Fix an integer a 0 with a 0 > max log(2r) log(λ −1 ) , log(2r ) log(λ −1 ) .
For any k ≥ 0, we consider the straight segment
Proof of Theorem B. Let α be the element of St a (p) with ϑ(ξ 0 ) − ϑ(α) = π/2 and α = h(α) ∈ St a (p ). We will show that θ α := ϑ(ξ 0 ) − ϑ(α ) is also equal to π/2 mod 2π. See subsequence ξ kj uniformly converges to α. Since h| Da(p) is uniformly continuous, ξ kj also uniformly converges to α . On the other hand, since ϑ(ξ kj ) − ϑ(α) = k j θ + π/2 mod 2π and ϑ(ξ kj ) − ϑ(α ) = k j θ + θ α mod 2π,
as j → ∞. Thus we have θ α = π/2 mod 2π. We denote by z(x) ∈ C the entry of x ∈ D a (p) with respect to the linearizing coordinate on D a (p). Similarly, the entry of x ∈ D a (p ) is denoted by z (x ). Let x 0 be the intersection point of α and ξ 0 , and let x 0 = h(x 0 ). One can set z(x 0 ) = ρ 0 e For any x ∈ ξ 0 , there exists l ∈ St a (p) with {x} = ξ 0 ∩ l. Then x = h(x) is the intersection of ξ 0 and l = h(l). By (4.2), ϑ(l) − ϑ(α) = ϑ(l ) − ϑ(α ) mod 2π and hence z(x) = z new (x ). We say the property that h is identical on ξ 0 . Since θ/2π is irrational, there exists k * ∈ N satisfying π 3 ≤ ϑ(ξ k * ) − ϑ(ξ 0 ) ≤ π 2 mod 2π.
Then ξ k * meets ξ 0 at a single point x k * in D a (p). For α k * = f k * (α) and α k * = h(α k * ), we have ϑ(ξ k * ) − ϑ(α k * ) = ϑ(ξ k * ) − ϑ(α k * ) = π/2. Since h is identical at x k * , h is proved to be identical on ξ k * by an argument as above. Then one can show inductively that, for any n ∈ N, h is identical on ξ nk * . Since ∞ n=1 ξ nk * = D a (p), h is also identical on D a (p). In particular, this implies that h| Da(p) is a linear conformal map with respect to the original coordinates. We write z(q) = ρ 1 e √ −1ω1
and z (q ) = ρ 1 e √ −1ω 1 . It follows from the assumption of h(q) = q in our theorems that h(z) = ρ 1 ρ −1 1 e √ −1(ω 1 −ω1) z for any z ∈ C with |z| ≤ a. This shows the assertion (2) of Theorem B and r = r . Then, by the assertion (1) of Theorem A, we also have λ = λ . This completes the proof.
