Joint approximate diagonalization of non-commuting symmetric matrices is an important process in independent component analysis. It is known that this problem can be formulated as an optimization problem on the Stiefel manifold. Riemannian optimization techniques can be used to solve this optimization problem. Among the available techniques, we have studied Riemannian Newton's method for the joint diagonalization problem. In particular, we have shown that the resultant Newton's equation can be effectively solved using the Kronecker product and vec operator. We have performed numerical experiments to show that the proposed method improves the accuracy of an approximate solution of the problem, and have applied the method to independent component analysis.
Introduction
The joint diagonalization (JD) problem for N real n × n symmetric matrices A 1 , A 2 , . . . , A N is often considered on the orthogonal group O(n). The problem is to find an n × n orthogonal matrix X that minimizes the sum of the squared off-diagonal elements, or equivalently, maximizes the sum of the squared diagonal elements of X T A l X, l = 1, . . . , N [18] . For more information regarding finding non-orthogonal matrices, see [20] . A solution to the JD problem is valuable for independent component analysis (ICA) and the blind source separation problem [2, 5, 6, 8, 17] .
Several approaches have been proposed in the context of Jacobi methods [3, 5, 6] and Riemannian optimization [17, 19] . In [17] , the JD problem was considered on the Stiefel manifold St(p, n) := Y ∈ R n×p | Y T Y = I p with p ≤ n. That is, the required matrix was a rectangular orthonormal matrix. The orthogonal group O(n) is a special case of the Stiefel manifold because O(n) = St(n, n).
Riemannian optimization refers to optimization on Riemannian manifolds. Unconstrained optimization methods in Euclidean space such as steepest descent, conjugate gradient, and 2 Joint diagonalization problem on the Stiefel manifold
Joint diagonalization problem
Let A 1 , A 2 , . . . , A N be N real n×n symmetric matrices. We consider the following JD problem on the Stiefel manifold St(p, n) [17] :
subject to Y ∈ St(p, n), (2.2) where St(p, n) = Y ∈ R n×p | Y T Y = I p for p ≤ n, · F denotes the Frobenius norm, and diag(·) denotes the diagonal part of the matrix.
We wish to apply Newton's method to Problem 2.1, so the Hessian Hess f of f is fundamental. To derive and analyze the Hessian and other requisites, we first review the geometry of St(p, n).
The geometry of the Stiefel manifold
In this subsection, we review the geometry of the Stiefel manifold St(p, n), as discussed in [1, 9] .
The tangent space T Y St(p, n) of St(p, n) at Y ∈ St(p, n) is
In later sections, we will make full use of the equivalent form [9] T Y St(p, n) = Y B + Y ⊥ C | B ∈ Skew(p), C ∈ R (n−p)×p , (2.4) rather than Eq. (2.
3), where Y ⊥ is an arbitrary n × (n − p) matrix that satisfies Y T Y ⊥ = 0 and Y T ⊥ Y ⊥ = I n−p , and Skew(p) denotes the set of all p × p skew-symmetric matrices. We here note that dim(St(p, n)) = p(p − 1) 2 + p(n − p) = dim(Skew(p)) + dim(R (n−p)×p ), (2.5) which is an important relation for rewriting Newton's equation into a system of dim St(p, n) linear equations. Because St(p, n) is a submanifold of the matrix Euclidean space R n×p , it can be endowed with the Riemannian metric 6) which is induced from the natural inner product in R n×p . We view St(p, n) as a Riemannian submanifold of R n×p with the above metric. Under this metric, the orthogonal projection
where sym(·) denotes the symmetric part of the matrix. In optimization algorithms on the Euclidean space, the line search is performed after computing the search direction. In Riemannian optimization, the concept of a straight line is replaced with a curve (not necessarily geodesic) on a general Riemannian manifold. A retraction on the manifold in question is needed to implement Riemannian optimization algorithms [1] . It defines an appropriate curve for searching a next iterate point on the manifold. We will use the QR retraction R on the Stiefel manifold St(p, n) [1] defined as
where qf(·) denotes the Q factor of the QR decomposition of the matrix. In other words, if a full-rank matrix W ∈ R n×p is uniquely decomposed into W = QR, where Q ∈ St(p, n) and R is a p × p upper triangular matrix with strictly positive diagonal entries, then qf(B) = Q.
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The gradient and the Hessian of the objective function
We now return to Problem 2.1. We need the gradient, grad f , and Hessian, Hess f , of the objective function, f , on St(p, n) to describe Newton's equation for the problem. Newtons equation is defined at each Y ∈ St(p, n) as
where ξ ∈ T Y St(p, n) is an unknown tangent vector. Expressions for the gradient and Hessian can also be found in [17] . In this subsection, we first briefly described how to compute them. Letf be the function on R n×p defined in the same way as the right-hand side of (2.1). We note that f is the restriction off to St(p, n). Because we view the Stiefel manifold, St(p, n), as a submanifold of the Euclidean space R n×p , the gradient grad
where gradf is the Euclidean gradient off on R n×p . Furthermore, the Hessian Hess
Therefore, we only have to compute gradf (Y ) and
We use the relation
The gradient grad f of f on St(p, n) can be obtained using Eq. (2.10) and (2.14) as
We can also express 
2) appears too difficult to solve. This is because Eq. (3.2) is complicated, and ξ is an n × p matrix with p(p − 1)/2 + p(n − p) < np independent variables. To overcome these difficulties, we wish to obtain the representation matrix of Hess f (Y ) as a linear transformation on T Y St(p, n), for an arbitrarily fixed Y . To this end, we identify 
and
where skew(·) denotes the skew-symmetric part of the matrix.
Kronecker product and the vec and veck operators
The vec operator and the Kronecker product are useful for rewriting a matrix equation. They can be used to transform the matrix into an unknown column vector [13, 15] . The vec operator vec(·) acts on a matrix W = (w ij ) ∈ R m×n as vec(W ) = w 11 , . . . , w m1 , w 12 , . . . , w m2 , . . . , w 1n , . . . , w mn .
That is, vec(W ) is an mn-dimensional column vector obtained by stacking the columns of W one underneath the other. The Kronecker product of U ∈ R m×n and V ∈ R p×q (denoted by U ⊗ V ) is an mp × nq matrix defined as
The following useful properties of these operators are known.
• For U ∈ R m×p , V ∈ R p×q , and
• There exists an n 2 × n 2 permutation matrix T n such that
where T n is given by
, and E (p×q) ij denotes the p × q matrix that has (i, j)-components equal to 1, and others equal to 0.
Furthermore, we can easily derive the following properties.
•
• There exists an n 2 × n 2 diagonal matrix ∆ n such that
where
is an appropriate vector expression of C, because all the elements of C are independent variables. On the contrary, for B ∈ Skew(p) in Eq. (3.3), vec(B) contains p zeros stemmed from the diagonal elements of B. These should be removed. In addition, vec(B) contains duplicates of each independent variable, because the upper triangular part (excluding the diagonal) of B is the negative of the lower triangular part. Therefore, we use the veck operator [11] . The veck operator veck(·) acts on an n × n skew-symmetric matrix S as veck(S) = s 21 , . . . , s n1 , s 32 , . . . , s n2 , . . . , s n,n−1 .
(3.13)
That is, veck(S) is an n(n−1)/2-dimensional column vector obtained by stacking the columns of the lower triangular part of S one underneath the other. There exists a matrix D n ∈ R n 2 ×n(n−1)/2 that only depends on n (the size of S) such that
where D n is given by
n(i−1)+j, j(n−(j+1)/2)−n+i . We here note that Eq. (3.14) is valid only if S is skew-symmetric. Because each column of D n has a 1 and a −1, and because each row of D n has at most one nonzero element, we have
Representation matrix of the Hessian and Newton's equation
We have obtained all the requisites in the previous subsections. We regard the Hessian
Our goal is to obtain the representation matrix H A of H.
From Eq. (3.5) and (3.6), veck(B H ) and vec(C H ) are calculated using
Therefore, we obtain the linear relation
Here, the representation matrix of H, H A , is given by
20)
, can be solved using the following method. We first note that Newton's equation is equivalent to
(3.24)
Applying the veck operator to first equation of Eq. (3.24), and the vec operator to the second, yields
where ξ = Y B + Y ⊥ C with B ∈ Skew(p) and C ∈ R (n−p)×p . If H A is invertible, we can solve Eq. (3.25) using veck(B) vec(C)
. (3.27) so that the independent coordinates of B 1 and B 2 are counted twice. If we endowed St(p, n) with the canonical metric [9] , the representation matrix would be symmetric (see Appendix A for more details). Although the representation matrix (H A ) with the induced metric is not symmetric, it does satisfy the following. We have 
Newton's method
. See also [14] .
Algorithm 3.1 Method for computing
. . , x n denote the columns of X, that is, X = (x 1 , . . . , x n ). if {x ′ 1 , . . . , x ′ i , x j } is linearly independent then 6:
x ′ i+1 = x j and i = i + 1.
7:
end if 8:
Using Algorithm 3.1 and the QR retraction, we propose Algorithm 3.2 as Newton's method for Problem 2.1. We here note that D T p = −D T p T p , which is shown in Appendix A. For the reader's convenience, we also describe Algorithm 3.3. This is Newton's method for the case n = p, that is, the case of the orthogonal group. If n = p, the relationships Y Y T = I n and Y T ⊥ = 0 simplify the algorithm.
Application to independent component analysis 4.1 Independent component analysis and the joint diagonalization problem
The simplest ICA model assumes the existence of n independent signals s 1 (t), . . . , s n (t). The observations of n mixtures x 1 (t), . . . , x n (t) are given by the mixing equation
where x(t) = (x 1 (t), . . . , x n (t)) T , s(t) = (s 1 (t), . . . , s n (t)) T , and A is an n × n mixing matrix. The problem is to recover the source vector s, using only the observed data (x) under the assumption that the entries s 1 , . . . , s n of s are mutually independent. The problem is formulated as the computation of an n × n matrix B, which is called a separating matrix, such that
is an appropriate estimate of the source vector s(t). In other words, we wish to find B such that the elements z 1 , . . . , z n of z are mutually independent. See [4] for more details. The ICA problem is often solved by minimizing an objective function, called a contrast function. One choice for such a function is the JADE (joint approximate diagonalization of eigen-matrices) contrast φ, which is the sum of fourth-order cross-cumulants of the elements z 1 , z 2 , . . . , z n of z. We can assume that x, and therefore z, are zero-mean random variables because we can subtract the mean E[x] from x if needed The fourth-order cumulants C ijkl [z] of zero-mean random variables z i , z j , z k , z l can expressed by
The JADE contrast φ of z is then defined as
To reformulate the problem as a JD problem, we define cumulant matrices. The cumulant matrix, Q z (M ), associated with a given n × n matrix M = (m ij ) is defined to have an (i, j)-th component
If we assume that z is whitened, the cumulant matrix Q z (M ) can be expressed as 1, 2, . . . , N .
5:
Compute the matrices H
, and H (k) 22 using
Construct B (k) ∈ Skew(p) and C (k) ∈ R (n−p)×p that satisfy vec(B (k) ) =b (k) and vec(C (k) ) = c (k) .
9:
Compute
10:
Compute the next iterate
Compute the matrix H (k)
A using
Computeb (k) ∈ R n 2 using
Construct B (k) ∈ Skew(p) that satisfys vec(B (k) ) =b (k) .
8:
Compute the next iterate Y (k+1) = qf(Y (k) + ξ (k) ). 10: end for
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In addition, owing to the assumption of whiteness, we only have to seek a separating matrix B in the orthogonal group O(n). Then, using z = Bx, we can show that [5, 6] 
where off(·) denotes the off-diagonal part of the matrix, and
Therefore, if we define Q x (M kl ), k ≤ l as N := n(n + 1)/2 matrices A 1 , . . . , A N , and define Y = B T , the optimization problem for the JADE contrast is as follows.
Problem 4.1.
Thus, Problem 4.1 is equivalent to Problem 2.1 with p = n. In the next section, we apply Algorithm 3.3 to ICA.
Application to image separation
ICA can be applied to image separation [10] . For simplicity, we will omit the discussion of the process of removing the mean values and whitening, assuming the zero-mean property and whiteness if needed. We used the three images shown in Fig. 4 .1, which were expressed by 256 × 256 matrices, I 1 , I 2 , I 3 . We regarded the three images as mutually independent signals using the following We wished to find a separating matrix B, such that Z := BX is as mutually independent as possible, without using any information from S.
We first computed n(n + 1)/2 = 6 matrices
, as discussed in the previous subsection. Here, we regard the operation E[·] as the sample mean. All that is left is to jointly diagonalize A 1 , A 2 , . . . , A 6 . That is, to solve Problem 4.1. Because Newton's method has only a local convergence property, we need an approximate solution of the problem in advance. One way to calculate this approximate solution is to use the Jacobi-like method proposed by Cardoso and Souloumiac [7] . In this experiment, we obtained an approximate solution Y J using the Jacobi-like method, and then applied Newton's method (Algorithm 3.3) with the initial point Y J to obtain Y N . After that, we computed Z = Y T N X and estimated the separated images (Fig. 4.3 • The value of the objective function g defined by Eq. (4.9):
• Norm of the gradient of the objective function g:
Note that both norms ( · Y N and · Y J ) are the same Frobenius norm · F , if we regard the tangent vectors as elements in R 3×3 . Although g(Y N ) < g(Y J ) in our experiment, this is not enough to say that our proposed method always decreases the value of the objective function because the difference (5.3291× 10 −15 ) is too small. We will see this matter further in a larger example problem in the next subsection. However, we can at least observe that the proposed method does not degrade the solution in view of the cost of the objective function. Moreover, it is clear that the proposed method improves the solution in view of the gradient of the objective function. Therefore, the proposed method can improve approximate solutions, so that mixed sources can be separated more clearly.
Numerical experiments for larger problems
To more intensively investigate the performance of the proposed algorithm, we return to Problem 2.1 and consider the case n = p = 50, N = 10. We prepared N randomly chosen n×n symmetric matrices A 1 , A 2 , . . . , A N . In a manner similar to that in the previous subsection, we first applied the Jacobi-like method [7] to obtain an approximate solution Y J . We then applied the proposed Newton method to obtain Y N . The results were as follows.
• Value of the objective function f defined by (4.9):
• Norm of the gradient of the objective function f :
• Orthogonality:
It is obvious that the proposed method improves the accuracy of the approximate solution.
We performed another experiment for p < n. In this case, n = 50, p = 30, N = 10 and A 1 , A 2 , . . . , A N were constructed as follows. We constructed N randomly chosen n×n diagonal matrices Λ 1 , Λ 2 , . . . , Λ N , and a randomly chosen n×n orthogonal matrix P , where the diagonal elements λ n of each Λ i are positive and in descending order. We then computed A 1 , A 2 , . . . , A N as A i = P Λ i P T , i = 1, 2, . . . , N . Note that Y opt := P I n,p is an optimal solution to the problem. We computed an approximate solution Y app := qf(Y opt + Y rand ), where Y rand is a randomly chosen n × p matrix that has elements less than 0.01 (absolute values). With Y app obtained as an initial point, we applied the proposed Newton's method. We compared the accuracy of the resultant solution Y N (obtained after 5 iterations of the proposed method) with that of Y app .
• Difference between the objective function f and the optimal value f (Y opt ): As expected, we can observe from Fig. 4 .4 the quadratic convergence of the sequence generated by the proposed method. 
Concluding remarks
We have considered the joint diagonalization problem on the Stiefel manifold St(p, n), and have developed Newton's method for the problem. It is difficult to solve Newton's equation, Hess f (Y )[ξ] = − grad f (Y ), in its original form because we must find an n × p matrix ξ under the condition ξ T Y + Y T ξ = 0. To resolve this, we have computed the representation matrix of the Hessian of the objective function, using the Kronecker product and the vec and veck operators. The representation matrix is a dim(St(p, n)) × dim(St(p, n)) symmetric matrix, and we have succeeded in reducing Newton's equation into the form Ax = b with dimension dim(St(p, n)), which is less than np. Therefore, the resultant equation can be efficiently computed. With this reduced equation, we have developed a new algorithm for the JD problem. Furthermore, we have performed numerical experiments to check that the present algorithm is competent for practical applications, and that the algorithm has quadratic convergence. Specifically, we have applied the proposed method to the image separating problem as an example of independent component analysis, and have solved larger problems to more clearly see the performance of our algorithm.
