Abstract. We consider the functional regular variation in the space D of càdlàg functions of multivariate mixed moving average (MMA) processes of the type Xt = f (A, t − s)Λ(dA, ds). We give sufficient conditions for an MMA process (Xt) to have càdlàg sample paths. As our main result, we prove that (Xt) is regularly varying in D if the driving Lévy basis is regularly varying and the kernel function f satisfies certain natural (continuity) conditions. Finally, the special case of supOU processes, which are used, e.g., in applications in finance, is considered in detail.
Introduction
In many applications of stochastic processes, the center of the distributions involved and related quantities (e.g. sample means, variances etc.) can be modeled quite well. In view of the central limit theorem, Gaussian distributions play an important role in that field. However, this needs not to be true for the tail of the distribution which is of great importance in many areas of application. Possible examples are severe crisis in stock markets or extreme weather events which can cause huge losses to the financial industry, insurance companies and also to private people. Therefore, it is of great importance to model the distribution tail and related quantities (e.g. quantiles, exceedances, maxima etc.) correctly.
A very well established concept to model extreme values is regular variation. It has its origin in classical extreme value theory, where limit distributions for sample maxima are derived. The maximum domains of attraction of two of the three possible standard extreme value distributions (Fréchet and Weibull) can be described by regular variation of functions, meaning functions behaving like a power law in the limit, see also [18] and [37] .
Moreover, regular variation can intuitively be extended to a multivariate setup. It is then formulated in terms of vague convergence of measures given by
where X is a multivariate random vector, (a n ) an increasing sequence and µ is a Radon measure. Since µ is homogeneous, multivariate regular variation of X can be interpreted as convergence of the radial part X to a univariate regularly varying random variable Y and of the spherical part X/ X to a random variable Z on the unit sphere, which is independent of Y and can be described by the measure µ. Detailed introductions to multivariate regular variation can be found in [37] and [24] .
Finally, [22] extended the definition (1.1) to the space of multivariate stochastic processes with sample paths in the space D of càdlàg functions, i.e. right-continuous functions with limits from the left. The formulation of regular variation in such generality has the advantage that, in addition to functionals based on the values of a stochastic process at fixed time points, one can also analyze functionals acting on the complete sample paths of the process. This is a very powerful tool for the analysis of extremal properties of a process, especially in combination with methods for weak convergence of point processes which are closely related to regular variation (see Section 6) . Despite the power of this technique, conditions ensuring regular variation in D have so far been given only for few classes of processes.
In this paper we apply the concept of regular variation on D to multivariate mixed moving average (MMA) processes with càdlàg sample paths. MMA processes have been first introduced by [43] in the univariate stable case and are given as integrals of the form
where Λ is a multivariate Lévy basis. The class of (multivariate) MMA processes covers a wide range of processes which are well known and extensively used in applications. Examples include Ornstein-Uhlenbeck processes (cf. [2] and [34] ), superpositions of Ornstein-Uhlenbeck (supOU) processes (cf. [1] and [3] ), (fractionally integrated) CARMA processes (cf. [12] , [30] ) and increments of fractional Lévy processes (cf. [29] , [7] and references therein).
Regular variation of the finite-dimensional distributions of MMA processes has already been proved in [32] , given that the underlying Lévy basis is regularly varying and the kernel function satisfies the integrability condition f ∈ L α . In this paper we give additional integrability and continuity conditions on the kernel function f such that the MMA process is functionally regularly varying on D. Furthermore, we also analyze the special case of multivariate supOU processes given by
A(t−s) Λ(dA, ds) and give some more accessible sufficient conditions for supOU processes to be functionally regularly varying. The paper is organized as follows. In Section 2.2 we introduce the notion of multivariate regular variation and related properties. In Section 2.3 we recall the definition of MMA processes and the related integration theory. Furthermore, we review the conditions for existence of MMA processes and for regular variation of their finite dimensional distributions. The sample path behavior of MMA processes is discussed in Section 3. We give an overview over the relevant literature and derive new sufficient conditions for MMA processes to have càdlàg sample paths in the case where the underlying Lévy process is of finite variation. In Section 4 we introduce the notion of functional regular variation and prove that MMA processes are regularly varying on D, given certain conditions. In Section 5 we verify these conditions in the special case of supOU processes. Finally, in Section 6 we show the connection between functional regular variation and point process convergence and discuss the relevance of the results to the extremal analysis of MMA processes. For matrices, M n,d is the set of all n × d matrices and
is the set of all d × d matrices with all eigenvalues having strictly negative real part. I d is the d × d identity matrix. We write A T for the transposed of a matrix A and A for the matrix norm induced by the Euclidean norm. If random variables, vectors, processes, measures etc. are considered, they are given as measurable mappings with respect to a complete probability space (Ω, F, P ).
Vague convergence is defined in terms of convergence of Radon measures and it is denoted by v − →. It is defined on the one-point uncompactification R d \{0}, which assures that the sets bounded away from the origin can be referred to as the relatively compact sets in the vague topology. Similarly,ŵ-convergence is given by the convergence of boundedly finite measures and is defined on D 0 = (0, ∞] × S D , which can be viewed as the one-point uncompactification in D.
2.2. Multivariate Regular Variation. Regular variation on R d is expressed in terms of vague convergence of measures and several different, but equivalent, definitions exist. For detailed and very good introductions to regular variation we refer to [9] , [36] , [37] and [27] .
Definition 2.1 (Multivariate Regular Variation). A random vector X ∈ R d is regularly varying if there exists a sequence (a n ) n∈N , 0 < a n ր ∞, and a nonzero Radon measure µ on
Similarly, we call a Radon measure ν regularly varying if (a n ) and µ exist as above such that, as n → ∞, n ν(a
The limiting measure µ of the definition is homogeneous, i.e. it necessarily satisfies the condition
for all B ∈ B(R d \{0}) and t > 0. Hence, we write X ∈ RV (α, (a n ), µ) or ν ∈ RV (α, (a n ), µ),
respectively. In the special case of an infinitely divisible random vector X ∈ R d with Lévy measure ν we know that X ∈ RV (α, (a n ), µ) if and only if ν ∈ RV (α, (a n ), µ) (see [23] , Proposition 3.1). This result is very useful throughout this work, since MMA processes are infinitely divisible, just as the driving Lévy bases are. A detailed introduction to infinitely divisible distributions and Lévy processes can be found in [42] , for instance.
Multivariate Mixed Moving Average Processes.
In this section we shortly recall the definition and main properties of multivariate mixed moving average processes (short MMA processes).
A multivariate (R n -valued) MMA process (X t ) can be defined as an integral over a measurable kernel function f : 
Thus, Lévy bases are also called infinitely divisible independently scattered random measures (i.d.i.s.r.m.). Following the relevant literature (cf. [19] , [20] , [21] , [3] and [32] ) we only consider time-homogeneous and factorisable Lévy bases, i.e. Lévy bases with characteristic function
, where Π = λ × π is the product of a probability measure π on M − d (R) and the Lebesgue measure λ on R and
is the characteristic function of an infinitely divisible distribution with characteristic triplet (γ, Σ, ν). The distribution of the Lévy basis is then completely determined by (γ, Σ, ν, π) which is therefore called the generating quadruple. By L we denote the underlying Lévy process which is given by
For more details on Lévy bases see [35] and [33] .
We should stress that the set M 
be a measurable function. Then f is Λ-integrable as a limit in probability in the sense of [35] if and only if
T dsπ(dA) and
However, since the focus of this section is on regularly varying processes, we will also use some more convenient conditions for this special setting. They have been derived in [32] and are based on integrability conditions described by the following space of functions 
be a measurable function. Then f is Λ-integrable in the sense of [35] and X t is well defined for all t ∈ R, stationary and infinitely divisible with known characteristic triplet (see Theorem 2.2) if one of the following conditions is satisfied:
Regular Variation of X t for fixed t ∈ R as well as regular variation of the finite dimensional distributions of the process (X t ) have been derived in [32] under similar conditions. 
Furthermore, the finite dimensional distributions (X t 1 , . . . , X t k ), t i ∈ R and k ∈ N, are also regularly varying with index α and a given limiting measure µ t 1 ,...,t k .
Comparable necessary conditions for regular variation do also exist, see [32] , Theorem 3.4, for details.
Next we introduce a result which allows to decompose a Lévy basis into a drift, a Brownian part, a part with bounded jumps and a part with finite variation. This is the extension of the Lévy-Itô decomposition to Lévy bases. 
, where
Moreover, the Lebesgue integral exists with respect to N for all ω ∈ Ω.
Throughout the remainder of this paper we assume that all Lévy bases occurring are already modified such that they have the above Lévy-Itô decomposition. Moreover, for a Lévy basis Λ we define two Lévy bases Λ (1) and Λ (2) by
for all Borel sets B.
In the case of an underlying Lévy process with finite variation, Theorem 2.5 and Theorem 2.2 can be combined to obtain integrability conditions for this special setting. Note that by Theorem 21.9 in [42] finite variation of (L t ) is equivalent to Σ = 0 and x ≤1 x ν(dx) < ∞. 
and the integrals on the right hand side exist as Lebesgue integrals for every ω ∈ Ω. Moreover, the distribution of X is infinitely divisible with characteristic function
where
The condition f ∈ L 1 is obsolete if γ 0 = 0.
Sample Path Behavior
In Section 4 we review the concept of regular variation for càdlàg processes and apply it to MMA processes. Therefore, we first have to discuss the sample path behavior of MMA processes.
Many examples of results for MMA processes to have càdlàg sample paths exist in the special case where the underlying Lévy process has sample paths of finite variation, i.e. Σ = 0 and x ≤1 x ν(dx) < ∞. In this case, the sample path behavior of the driving Lévy process transfers to the sample paths of the MMA process. For example, define for any Lévy process L t the corresponding filtered Lévy process X t by
for t ∈ [0, 1]. If X t exists, L t is of finite variation and the kernel function f is bounded and continuous, then X t has càdlàg sample paths (cf. [22] , Lemma 28).
Another result for supOU processes is given by Theorem 3.12 in [3] . This result can be extended to the general case of MMA processes. 
and assume that for some δ > 0 and for every t 1 , t 2 ∈ R such that t 1 ≤ t 2 and t 2 − t 1 ≤ δ the function sup t∈[t 1 ,t 2 ] f ′ (A, t − s) satisfies the conditions of Proposition 2.6, where (γ, 0, ν, π) is replaced by ( γ , 0, ν T , π) and the Lévy measure
exists (in the sense of Proposition 2.6), then setting
we have
and consequently X t has sample paths in D which are of finite variation on compacts.
Proof. Obviously the process Z t exists (in the sense of Proposition 2.6).
We follow the steps of the proof of Theorem 3.12 in [3] and begin by showing that Z t is locally uniformly bounded on compacts. Note that by Proposition 2.6 the processes X t and Z t can be given as integrals with respect to a Poisson measure and π × λ. For δ > 0 and every t 1 , t 2 ∈ R such that t 1 ≤ t 2 and t 2 − t 1 ≤ δ we obtain
where T : R d → R is given by T (x) = x and Λ T is the transformed Lévy basis with characteristic triplet ( γ , 0, ν T , π). Existence of the right hand side is covered by Proposition 2.6. Thus Z t is locally uniformly bounded and it follows by Fubini that
(1) The inclusion of kernel functions with a discontinuity at s = 0 is motivated by the class of causal MMA processes where the kernel function is of the form f (A, s)1 [0,∞) (s). For example, in the supOU case the kernel function is e As 1 [0,∞) (s) and the limits at s = 0 can be given directly by C 1 = 0 and C 2 = I d yielding (see Theorem 3.12 in [3] )
(2) The result can obviously be extended to the case where f (A, 0 − ) and f (A, 0 + ) exist for all A, but are not independent of A. Then (3.2) holds with the Lévy process
If C 1 − C 2 = 0 in the above theorem, further properties of the sample paths of X t follow directly. In the case of moving average processes, where π is a one-point measure, the condition only requires that f is continuous in s = 0. Processes of this class include, for example, two-sided CARMA and two-sided Ornstein-Uhlenbeck processes.
Similar results for the sample paths of MMA processes, where the driving Lévy process is not of finite variation, are in general not so easy to obtain. [4] , Corollary 3.3, give necessary and sufficient conditions for filtered Lévy processes of the form (3.1) to have càdlàg sample paths of bounded variation even if the driving Lévy process itself has sample paths of unbounded variation. Furthermore, they also study two-sided moving averages of the form
where f 1 , f 2 : R → R are measurable kernel functions such that f 1 (s) = f 2 (s) = 0 for all s ∈ (−∞, 0). They give necessary and sufficient conditions for such processes to have càdlàg sample paths of finite variation. These conditions also allow the underlying Lévy process to be of infinite variation. For MMA processes [6] gives necessary and sufficient conditions for finite variation and absolute continuity of sample paths for underlying Lévy processes of infinite variation. Moreover, [4] also consider the special case where the driving Lévy process is symmetric α-stable with α ∈ (1, 2] (cf. [4] , Lemma 5.2, Proposition 5.3 and Proposition 5.5). Conditions for α-stable MMA processes, α ∈ (0, 2), to have càdlàg sample paths are also given in [5] , Section 4.
Additionally, there also exist some results for the stronger property of continuous sample paths. See [28] , [13] and [39] for results on general MMA processes to have continuous sample paths. For the special case of α-stable MMA processes, see also [41] and [38] .
Functional Regular Variation
We follow [22] If we use the polar coordinate transformation T :
, we see that the spaces D\{0} and (0, ∞) × S D are homeomorphic. Thus, the Borel sets B(D 0 ) of interest can be viewed as the infinite dimensional extension of the one-point uncompactification that is used to introduce finite dimensional regular variation (cf. [9] , [18] and [36] ). Regular Variation on D can then be introduced in terms of the so-calledŵ-convergence of boundedly finite measures on D 0 . A measure µ on a complete separable metric space E is said to be boundedly finite if µ(B) < ∞ for every bounded set B ∈ B(E). Let (µ n ) n∈N be a sequence of boundedly finite measures on E. Then (µ n ) converges to µ in theŵ-topology if µ n (B) → µ(B) for all bounded Borel sets B ∈ B(E) with µ(∂B) = 0. We write µ nŵ − → µ. Note that for locally compact spaces E the boundedly finite measures are called Radon measures and the notions ofŵ-convergence and vague convergence coincide. See [14] and [25] for details onŵ-convergence and vague convergence.
We are now able to formulate regular variation for stochastic processes with sample paths in D.
Definition 4.1 (Regular Variation on D).
A stochastic process (X t ), t ∈ [0, 1], with sample paths in D is said to be regularly varying if there exists a positive sequence (a n ), n ∈ N, with a n ր ∞ and a nonzero boundedly finite measure µ on B(D 0 ) with µ(D 0 \D) = 0 such that, as n → ∞, nP (a
. As in the finite dimensional case, direct calculation shows that the measure µ is homogeneous, i.e. there exists a positive index α > 0 such that µ(uB) = u −α µ(B) for all u > 0 and for every B ∈ B(D 0 ). Thus, we say that the process (X t ) is regularly varying with index α and write X ∈ RV D 0 (α, (a n ), µ).
Analogously to multivariate regular variation, several alternative definitions of regular variation on D exist, we will just state one example here.
Theorem 4.2 ([22], Theorem 4).
A process (X t ) with sample paths in D is regularly varying if and only if there exists an index α > 0 and a probability measure σ on B(S D ) such that for every positive x > 0, as u → ∞,
The probability measure σ is called the spectral measure of X. [22] , Section 3, can be applied. If L t ∈ RV (α, (a n ), tµ) for one and thus all t > 0, then it follows by Theorem 13 of [22] that (L t ) ∈ RV D 0 (α, (a n ), µ) for some measure µ. For details we refer to [22] , Example 17.
Example 4.3 (Lévy Process
We will now recall some useful results from [22] related to regular variation on D. Since it is often of interest, how the regular variation property is preserved under mappings, we look at a continuous mapping theorem. Therefore, for any function h from a metric space E to a metric space E ′ we introduce the set disc(h) which consists of all discontinuities of h.
Theorem 4.4 ([22], Theorem 6)
. Let (X t ) be a stochastic process with sample paths in D and let E ′ be a complete separable metric space. Assume that X ∈ RV D 0 (α, (a n ), µ) and h : D → E ′ is a measurable mapping such that µ(disc(h)) = 0 and h −1 (B) is bounded in D 0 for every bounded B ∈ B(E ′ ). Then, as n → ∞,
There also exists a different version of the previous theorem for the special case of positively homogeneous mappings of order γ > 0, i.e. mappings h : D → D with h(λx) = λ γ h(x) for all λ ≥ 0 and x ∈ D. See [22] , Theorem 8, for details.
The next theorem states some necessary and sufficient conditions for regular variation on D. In the theorem, we use the notation w(x, T 0 ) := sup
and
Theorem 4.5 ([22], Theorem 10)
. Let (X t ) be a stochastic process with sample paths in D.
Then the following statements are equivalent. (i) X ∈ RV D 0 (α, (a n ), µ).
(ii) There exists a set T ⊆ [0, 1] containing 0, 1 and all but at most countably many points of [0, 1], a positive sequence a n ր ∞ and a collection {µ t 1 ,...,t k : t i ∈ T, k ∈ N} of Radon measures on B(R dk \{0}) with µ t 1 ,...,t k (R dk \R dk ) = 0 and µ t is nonzero for some t ∈ T such that
holds for all t 1 , . . . , t k ∈ T . Furthermore, for every ε, η > 0, there exist δ ∈ (0, 1) and n 0 ∈ N such that, for all n ≥ n 0 ,
2)
3) Now we will extend the finite dimensional regular variation of MMA processes in the sense of Theorem 2.4 to regular variation in D by applying Theorem 4.5. Therefore, we need to restrict the MMA process (X t ) as defined in Section 2.3 to the time interval [0, 1]. Note that a restriction to any other compact time interval [a, b], a < b, would not change any of the results. Furthermore, we assume that (X t ) has sample paths in the space D of càdlàg functions. See Section 3 for possible conditions ensuring this. We start with the main theorem for functional regular variation of MMA processes.
In order not to overload the notation we from now on assume always that t, t 1 , t 2 are restricted to the set [0; 1] when taking suprema without writing this explicitly. Furthermore, we are now using the decomposition (2.6) of our Lévy basis Λ into Λ (1) and Λ (2) .
Moreover, suppose that the MMA process
(in the sense of Theorem 2.2) and that the processes X t and X
satisfies (4.5) and, as δ → 0,
, where µ is uniquely determined by the measures µ t 1 ,...,t k in Theorem 2.4.
Note that an essential part of the proof of the theorem is going to be to show that under the above assumption it is essentially only X (2) that matters regarding the extremal behaviour. 
follows by dominated convergence and the assumption f δ ∈ L α for some δ > 0. On the other hand, suppose that the set
Then the monotonicity of f δ in δ implies lim δ→0 f δ (A, s) > 0 for every (A, s) ∈B c and thus (ii) f ∈ L α−ε for one ε ∈ (0, α) and α ≤ 1.
Proof. For (i) we calculate
x ν(dx) < ∞ by [42] , Corollary 25.8, and similarly for (ii) we obtain
Remark 4.11. The conditions of Lemma 4.10 are only sufficient, not necessary, similar to the ones of Theorem 2.3. Thus in general we will only demand the weaker condition (4.5) which is also one of the existence conditions for MMA processes with driving Lévy process of finite variation in Proposition 2.6. Furthermore, we see from Lemma 4.10(i) that condition (4.5) in Proposition 2.6 can be dropped if α > 1.
Proof of Theorem 4.7.
In this subsection we now gradually prove Theorem 4.7. Let (X t ) be an MMA process as given in Theorem 4.7, i.e. (X t ) exists for t ∈ [0, 1] (in the sense of Theorem 2.2), the kernel function f is bounded by C ∈ R + and the regular variation conditions of Theorem 2.4 hold. Then there exists a positive sequence a n ր ∞ and a collection {µ t 1 ,...,t k : t i ∈ T, k ∈ N} of Radon measures on B(R dk \{0}) with µ t 1 ,...,t k (R dk \R dk ) = 0 and µ t is nonzero for some t ∈ T such that
Applying Theorem 4.5, it is left to show that the conditions (4.2), (4.3) and (4.4) hold. Using the Lévy-Itô decomposition we have two independent Lévy bases Λ (1) and Λ (2) such that Λ (1) has generating quadruple (γ, Σ, ν 1 , π) and Λ (2) has generating quadruple (0, 0, ν 2 , π), where ν 1 = ν| B 1 (0) and ν 2 = ν| B 1 (0) c . This yields
Note that the term X (2) t can be written in the form
where N is a Poisson random measure with mean measure ν × π × λ. Before we proceed, we need to ensure the existence of X
(1) t and X
t . Therefore, we give conditions for ω-wise existence of X (2) t as a Lebesgue integral. Then the existence of X
follows from the existence of X t and X (2) t .
Proposition 4.12. Let X (2) t be the process given by (4.10), where Λ (2) is a Lévy basis with generating quadruple (0, 0, ν 2 , π). If
exists as a Lebesgue integral for all ω ∈ Ω.
Proof. By definition, X (2) t has no Gaussian component and x ≤1 x ν 2 (dx) = 0 and thus we have an underlying Lévy process of finite variation. Now the result follows as a special case of Proposition 2.6, where the condition f ∈ L 1 is obsolete due to the absence of a drift.
Like for X t , we also assumed that X (2) t has càdlàg sample paths. Then also X
has càdlàg sample paths. Appropriate conditions for MMA processes to have càdlàg sample paths have been given in Section 3. Now we continue the proof of Theorem 4.7 by verifying the relative compactness conditions (4.2), (4.3) and (4.4). The essential point is to relate the conditions back to the analogous conditions on the underlying Lévy process.
For the first condition (4.2) we obtain sup ≤ nP a
For every ε, η > 0 we have to show that there exists n 0 ∈ N and δ > 0 such that for n ≥ n 0 these quantities can be bounded by η. Regarding the quantities based on X
(1) t we observe nP a
and for (4.3)
and thus it is sufficient to prove the bound only for the right hand side of the inequality. given by (4.9) exists for t ∈ [0, 1] and that X (1) t has càdlàg sample paths. Moreover, suppose that ν ∈ RV (α, (a n ), µ ν ). Then X
for all δ ∈ (0, 1) and ε > 0.
Proof. We start by observing that X (1) t is càdlàg and thus also separable and hence we can estimate sup
Due to the equivalence of norms, we can now choose the matrix norm
and denote by X
t,i ∈ R, 1 ≤ i ≤ n, the i-th component of X (1) t , i.e.
Furthermore, define the (countable) set
Then we obtain
where sup s∈ T is a subadditive functional on R T . Furthermore, by Theorem 2.2 the processes X
t,i are infinitely divisible with specified characteristic triplet (γ t,i , Σ t,i , ν t,i ) and Lévy measure
for all B ∈ B(R), where f i denotes the i-th row of f , i.e.
. . .
It follows that X (1) = {X (1) s : x ∈ T } is infinitely divisible with characteristic triplet ( γ, Σ, ν), where γ, Σ and ν are given as projective limits of the corresponding finite dimensional characteristics described by (γ t,i , Σ t,i , ν t,i ) (cf. [31] ). Moreover, the boundedness f ≤ C implies f i ≤ C and this, together with the definition of ν 1 = ν| B 1 (0) , yields that the support of the Lévy measures ν t,i and ν can be bounded by C. Now we are able to apply Lemma 2.1 of [11] to obtain
for all ε > 0. Finally, the finite exponential moments in combination with Lemma 1.32 of [27] yield
for all ε > 0.
Next we check the process X 
given by (4.10) satisfies the relative compactness conditions (4.2), (4.3) and (4.4).
Proof. We define the difference function g t 1 ,t 2 (A, s) := f (A, t 1 − s) − f (A, t 2 − s) and mention that for every t 1 , t 2 ∈ [0, 1] the random vector
is again MMA and by Theorem 2.3 and Theorem 2.4 it exists and is regularly varying with index α. Condition (4.2): We verify the condition by showing that, as δ → 0,
for every ε > 0. We use the decomposition
which yields nP a
With ν 2 = ν| B 1 (0) c and using the transformation T :
), (4.13) where Λ (2,T ) is a Lévy basis with generating quadruple (0, 0, ν 2 T , π) and the transformed Lévy measure ν 2 T is given by ν 2
) we denote the underlying Lévy process given by L ∈ RV (α, (a n ), µ ν T ) and then by Example 4.3 also (L (2,T ) t ) ∈ RV D 0 (α, (a n ), µ) for some measure µ. Now another application of Theorem 4.5 yields that condition (4.2) holds for the process (L 
Similarly, the supremum of the second term Z (2) t 1 ,t 2 can be bounded by
Then assumption (4.7) implies f δ ∈ L α for some δ > 0 sufficiently small and another application of Theorem 2.4 yields Y ∈ RV (α, (a n ), µ Y ) with
Finally, as n → ∞, we obtain nP a
and since µ ν is a Radon measure the result follows by the assumption. Condition (4.3): The condition follows likewise to condition (4.2) (note also that the MMA process (X t ) is stationary).
Condition (4.4): For the third condition we use (4.11) again and obtain
Applying (4.13) this implies, as δ → 0,
since this is exactly condition (4.4) for the Lévy process L 
and consequently, as δ → 0,
This concludes the proof of Theorem 4.7.
Application to SupOU Processes
Superpositions of Ornstein-Uhlenbeck processes (supOU processes) have useful properties and a wide range of applications. A supOU process (X t ) can be defined as an MMA process with kernel function f (A, s) = e As 1 [0,∞) (s). (5.1) We will shortly recall the main results of [3] and [32] . Sufficient conditions for the existence of supOU processes are given in the following theorem which takes the special properties of supOU processes into account. ln( x )ν(dx) < ∞ and there exist measurable functions ρ :
−ρ(A)s ∀s ∈ R + π-almost surely and
is well defined for all t ∈ R and stationary. Furthermore, the stationary distribution of X t is infinitely divisible with characteristic triplet (γ X , Σ X , ν X ) given by Theorem 2.2.
Conditions for regular variation of X t and of the finite-dimensional distributions of (X t ) are given by the following result. 
R + e As Λ(dA, ds) ∈ RV (α, (a n ), µ X ) with Radon measure
Furthermore, the finite dimensional distributions (X t 1 , . . . , X t k ), t i ∈ R and k ∈ N, are also regularly varying with index α and given limiting measure µ t 1 ,...,t k .
In order to apply Theorem 4.7 to obtain conditions for regular variation of supOU processes in D, we state some useful sufficient conditions for the function f δ (A, s) = sup to be an element of L α for α > 0.
where µ is uniquely determined by the measures µ t 1 ,...,t k in Corollary 5.2.
Proof. Applying Theorem 4.7, we start by observing that the supOU kernel function f (A, s) = e As 1 [0,∞) (s) ≤ κ(A)
is bounded if κ is. Next we show that, as δ → 0,
(ii) α ≤ 1 and there exists ε ∈ (0, α) such that In correspondence with Remark 5.4 we mention that for all α > 0, ε ∈ (0, α) and for all probability measures π the conditions 
Point Process Convergence
In this section we discuss the use of the results of the previous two sections in combination with point process results for stochastic processes with sample paths in D. Therefore, let M p (D 0 ) denote the space of all point measures on D 0 equipped with theŵ-topology and let ε x be the Dirac measure at the point x. Furthermore, let X i , i ∈ N, be a sequence of iid copies of a regularly varying stochastic process X ∈ RV D 0 (α, (a n ), µ) with values in D.
We start by stating the main result that links regular variation of X to weak convergence of the point processes
The following theorem is the extension of the classical result of Proposition 3.21 in [36] to a state space which is not locally compact. Similar results have also been proved by [17] , Theorem 2.4, in the case of real-valued processes which are regularly varying with index 1 and by [15] for D-valued random fields. Proof. The proof can be obtained by changing from vague-topology to theŵ-topology in the proof of Proposition 3.21 in [36] . This change of topology does not affect the proof which is based on the Laplace functionals of the point processes involved (cf. [15] , Proof of Lemma 2.2).
This result can now be combined with the results of Sections 4 and 5 to obtain functional point process convergence for MMA and supOU processes. Point processes of that kind include full information of the complete paths of the process X. In combination with the continuous mapping theorem (cf. [14] , Proposition A2.3.V) this is an extremely powerful tool to analyze the extremal behavior of MMA and supOU processes. Using such methods, one gets a better understanding of the structure of the extreme values and their properties, e.g. the extremal clustering behavior or long memory effects.
In contrast to finite-dimensional point process results, functional point process convergence does not only allow to analyze, for example, the behavior of maxima at fixed time points, but also of functionals acting on the paths of the process in compact time intervals. Examples of such functionals are the subadditive functionals (e.g. suprema) studied by [40] for a subexponential, by [11] for an exponential, and by [10] for a univariate regularly varying setting. Moreover, since point processes of suprema do not incorporate the directions of the extremes, it is also possible to include the directions into the analyzed point processes. Regarding the above issues introductions to the use of point processes in extreme value theory can be found in [18] , [36] , [37] , [26] and [16] and for the exemplary use of functional point processes, see [17] and [15] .
A thorough investigation of all these issues for mixed moving average processes is beyond the scope of the present paper and the topic of future research.
