Abstract. Shadowing is a means of characterizing global errors in the numerical solution of initial value ordinary differential equations by allowing for a small perturbation in the initial condition. The method presented in this paper allows for a perturbation in the initial condition and a reparametcrization of time in order to compute the shadowing distance in the neighborhood of a periodic orbit or more generally in the neighborhood of an attractor. The method is formulated for one-step methods and both a serial and parallel implementation are applied to the forced van der Pol equation, the Lorenz equation and to the approximation of a periodic orbit.
1. Introduction. Of practical importance when solving differential equations numerically is to determine a bound or estimate of the global error. There are several approaches to this problem. The classical approach is forward error analysis where one asks that there be a solution of the original problem "close" to the numerically computed solution with the same initial condition. This is the ideal situation, but it does not appear that forward error analysis is applicable to a wide range of physically relevant problems. Another approach is backward error analysis where one asks that there be a solution to a "nearby" problem, i.e., a problem whose vector field is a small perturbation of the vector field of the original problem, "close" to the numerically computed solution. For conservative systems this seems to be the best possible error analysis statement one can hope to obtain. A third approach is to perturb the initial condition while leaving the vector field unperturbed. This is the idea behind shadowing error analysis. The difficulty with this approach is that it does not appear applicable to nonhyperbolic problems such as the case near a periodic orbit or general nontrivial attracting set, i.e., problems for which numerical methods typically rescale time. In this paper we present a method of shadowing error analysis that is applicable in the case of a hyperbolic periodic orbit and general hyperbolic attracting sets. The approach taken in this paper is to allow for reparameterization of time, which is effectively allowing for a special perturbation of the vector field as well as a perturbation of the initial condition. Thus, the method presented here may be thought of as a combination of standard shadowing error analysis and backward error analysis.
Our main contribution is in developing a simple, practical, automatic, parallel shadowing error analysis method while obtaining very accurate approximations of the amplification of the local error that gives the global error. To determine this amplification factor we find and bound the norm of a right inverse of a linear operator that has the form of a "multiple shooting matrix" but without boundary conditions. We choose as a right inverse the pseudo inverse. This choice is independent of the dynamics of the problem and allows for the automatic determination of the norm of a right inverse (the pseudo inverse). We solve directly for the norm of the pseudo inverse of an approximation to the exact linear operator by forming the approximate pseudo inverse a row or rows at a time. The rows of the pseudo inverse can be found quite efficiently using parallel numerical linear algebra techniques. We determine the difference in the norm (ii) IlL -DF(z)tll <_ o forsome right inverse DE(z) of DE(z) .
Assume that ilF(z)II _< 6 and let := 23(0 + c).
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Proof The proof is immediate from Theorem 2.1 with eo "= . DF (z) , the norm of a right inverse of L, a bound, r/, on the difference in the norms of DF (z) and Lt, and a bound on the local error 3. In our computation we approximate the local error 3 using the local error control mechanism of the numerical integration scheme.
We concentrate our efforts on the magnification of the local error, ILtll + , that gives the global error. Our goal is to obtain accurate approximations of the norm of a right inverse in the supremum norm. We choose as our right inverse the pseudo inverse. This choice has the advantage that no a priori information about the dynamics, i.e., number of stable modes, etc., is necessary to determine the right inverse. The disadvantage of the choice of the right inverse is that it may be computationally expensive to bound its norm. As such, we form the pseudo inverse of L explicitly, rows at a time, using parallel numerical linear algebra techniques. In this way we are able to obtain the supremum norm of the approximate right inverse very accurately so that any crude bounds or estimates appear in the perturbation term, r/.
Basic algorithm. Our basic algorithm is the following one.
Algorithm
Step 1. Use a numerical integrator to simultaneously integrate I Jc f(x), (3.1) / fi Df (x(t))u from tj to tj+ with initial data xj and uj I for j 0 M 1 to obtain xj+ an approximation of p (hi, xj) and Aj an approximation to CPxj (hi, xj).
Step 2. Find c such that IIL*II _< c.
Step 3. Find a bound r/such that II DF (x) L II _< 0.
Step 4. If (iii) in Theorem 2.2 is satisfied, then set the global shadowing error to e 2(c + ). We employ the following lemma, which is a standard result for perturbation in linear systems (see [GvL, p. 59] IIA-111ZXA We estimate II A-I1 numerically using the condition number estimation code of Higham (see [Hi] ) and find IILtll during our computations, so the only quantities we must find bounds for are AA and Ab. We do so in the following calculations.
Estimates for one-step methods. We make repeated use of the following lemma. Proof This is a simple application of Gronwall's inequality (see [Ha, and (3.9)
Then we set (3.10) AA sup{28 + CI + 02. C }. n Periodic orbits. To show that there exists a periodic orbit near a computed solution we must consider the operator F(z) in (2.3) with periodic boundary conditions, i.e., with the extra equation (F(z))t XM Xo added to (2.3). Thus, the value of 8 is the maximum of the local error and the difference between x0 and XM. Additionally, we add to (2. 
X X
We employ the Shennan-Morrison-Woodbury formula (see [GvL] ) to solve for Lt when using periodic boundary conditions. 4. Implementation details. We have implemented both a serial and a parallel version of our algorithm for computing a numerical solution of an initial value problem combined with an a posteriori estimate of the shadowing global error. Both codes employ the variable order, variable stepsize, extrapolation code ODEX (see [HNW] ) that is based upon the explicit Euler and explicit midpoint rules. We have modified the local error control so that the error test is a one-norm test for the system (3.1). Thus, we are able to assume the error bounds in (3.7).
Our serial code was developed and all experiments using it were run on a Silicon Graphics Indigo while our parallel code runs on a Connection Machine CM-5. To determine in serial we employ the LAPACK codes DPBTRF and DPBTRS for the Cholesky factorization of a positive definite band matrix and the subsequent solves, respectively. For our parallel code we employed the Connection Machine Scientific Software Library (CMSSL) routines B LOCK_TRIDIAG_FACTOR and BLOCK_TRIDIAG_SOLVE_FACTORED for factoring and solving block tridiagonal linear systems, respectively. Several methods for factoring and solving block tridiagonal linear systems are available and our experiments were done using block cyclic reduction with substructuring. The CMSSL routines allow for the solution of multiple right-hand sides in parallel and in this way we are able to perform the estimate In our code we provide subroutines to evaluate the original problem and the linear variational equation simultaneously, the one and supremum norm of the first derivative of the vector field at a point, and the supremum norm of the second derivative of the vector field. We only evaluate the first and second derivates pointwise, but routines to evaluate these derivates in a neighborhood to obtain rigorous bounds on the quantities used in (3.6)-(3.10) may be provided. These could be made into rigorous bounds using the dense output option of ODEX and then obtaining bounds in a neighborhood of each of these points using Gronwall type estimates. Additional input values are the desired initial condition of the original problem, the selected local error tolerance and the value of 0. We have chosen the values of 0 used in our numerical results in 5 through experimentation. In practice one would choose 0 0 when no reparameterization is thought to be necessary and 0 > 0 when it was thought that reparameterization of time is necessary. Several strategies are possible for choosing an appropriate positive value of 0. If some knowledge of the ratio of the error in the time step versus the error in the solution values is available, then 0 may be chosen based on this. Alternatively, one could choose 0 based entirely on providing a well-conditioned matrix A (see for example [Sk] ) and the value of 0 could depend on the particular block of the diagonal of A that is being computed, i.e., set 0 {0n }. We note that if the chosen value of 0 results in a matrix A where IA-II is deemed too large, then the matrix A can easily be recomputed for a small cost with a different value of 0 since the major cost in our procedure is in the determination of the rows of L t.
5. Numerical results. In this section we present results of our algorithm applied to several nonlinear problems. Since our local error estimates are not rigorous we concentrate on the amplification factor IlL*11 or IIL*II / 0 which is the amplification of twice the local error that gives the global error. Throughout this section "" denotes our local error tolerance and the global error estimate is given by "" where := 26(llLtlloo + ). In the tables below, if the inequality (3.6) is not satisfied, then we will denote this by putting "-" in the column and a "-" is put in the "r/" column if II A-I1 "AA 1. The value IILtll is the norm ofthe pseudo inverse defined by the mapping corresponding to the approximation of the operator D F(z) while "r/" measures the difference between IILtll and IIDF(z)tlI, the norm of the pseudo inverse corresponding to the local solution operator. Additionally, in our tables we record the values of "0" which describes the norm used in the time rescaling, "IIA -l I1," the norm of the inverse of the symmetric matrix A, and "Cost" which measure the computational cost of determining the error estimate; i.e., Cost (Total CPU Time)/(CPU Time for solving (3.1)). Here Cost is measuring total time in parallel computations versus time in parallel computations to solve (3.1) and total time in serial computations versus time in serial computations to solve (3.1) depending on whether the serial or parallel version is being used. We measure the cost in solving (3.1) instead of just the original equation even though the second component of (3.1) is necessary only to obtain our error estimates. The value "T" is the final time computed, while "M" denotes the number of time steps taken.
The results on the CM-5 are based upon a beta version of the software and, consequently, is not necessarily representative of the performance of the full version of this software. All experiments on the CM-5 were performed using 256 nodes.
Example 5.1. The first example we consider is the forced van der Pol equation
:/+ c(x 2-1): + x =/ cos(ogt).
We employ the parameter values ta k cr 2/5 where k =//(2ct) and tr (1 a2)/c and the initial condition (x (0), :(0)) (0, 0).
We record the results of our experiments in Tables 1 and 2 . From Table 3 contains some numerical results we obtained for the Lorenz equation. The procedure quickly breaks down when no time reparameterization is requested (i.e., for 0 0). For this problem reparameterizing time is essential. For 1000 time steps we see that 0 1 is too large and 0 1.D 4 is too small, but 0 1.D 2 works quite well and suggests the global error is little more than 10 times the local error. Again we see that the norms of A -and Lt increase as 0 decreases, although for 0 we are not able to satisfy the inequality (3.6). For 0 5.D 2 we note that the value of IIL*llo stays relatively constant as the number of time steps increases. These results were obtained for a reasonably sized local error tolerance of 3 1.D 6. The differences in "T" for the serial versus the parallel runs are due to differences in the machine precisions on the two machines. Our results suggest that there exists a true trajectory of the Lorenz equation that visits an e-neighborhood of the computed orbit pictured in Fig. 2 where r (x 2 + y2)1/2. We consider the initial condition (x0, y0, z0) (1, 0, 0). We use as a final time for the numerical integration T 6.283186 which is six-digit accurate approximation to to the actual period 2zr. For this problem we restricted the maximum possible order of ODEX to order eight. The results for showing the existence of an actual periodic orbit near the numerically computed orbit in Fig. 3 are tabulated in Table 4 . These numerical results suggest that there exists a periodic solution of the original IVP with a slightly different period that is within of the computed orbit in Fig. 3 . Time reparameterization is necessary as one would expect when approximating a periodic orbit numerically with a standard method. 6. Conclusions. The method presented here is a simple, accurate method for determining the shadowing global error with or without time reparametefization. The amplification factor II L llo is computed quite accurately and all gross estimates are contained in the perturbation term, r/. The perturbation term is derived from simple estimates for errors in the solution of linear systems, Because of our choice of the pseudo inverse as our right inverse of choice the method is very automatic and the rescaling of time can easily be modified by changing the value of 0. The method is applicable to initial value problems that are expansive or even nonhyperbolic in some direction; i.e., for problems where forward error analysis is not applicable. The method can be made rigorous by obtaining rigorous bounds on the local error, the errors in the factor and solves used to obtain Lt, the norm of A -1 and the quantities in (3.6)-(3.10) and roundoff errors. As can be seen from our experiments in 5 the parallel version provides a global error estimate in 2-5 times the cost of integrating the original problem coupled with the linear variational equation. The pseudo inverse method presented in this paper could be made much more efficient if we were able to determine which fight-hand side produced the row of the pseudo inverse that gives us the norm of the pseudo inverse.
In future work we intend to explore a practical formulation for shadowing when using multistep methods. To be practical a formulation must not consider a multistep method as a one-step method in a higher dimension. Additionally, we plan to consider shadowing as a means of a posteriori error analysis for time dependent partial differential equations. This will involve developing new techniques since the simultaneous solution of a fundamental matrix solution of the linear variational equation coupled with the original problem is impractical for many partial differential equations.
