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SQUARE FUNCTIONS FOR NONCOMMUTATIVE DIFFERENTIALLY
SUBORDINATE MARTINGALES
YONG JIAO, NARCISSE RANDRIANANTOANINA, LIAN WU, AND DEJIAN ZHOU
Abstract. We prove inequalities involving noncommutative differentially subordinate martin-
gales. More precisely, we prove that if x is a self-adjoint noncommutative martingale and y
is weakly differentially subordinate to x then y admits a decomposition dy = a + b + c (resp.
dy = z + w) where a, b, and c are adapted sequences (resp. z and w are martingale difference
sequences) such that:
∥∥∥(an)n≥1
∥∥∥
L1,∞(M⊗ℓ∞)
+
∥∥∥
(∑
n≥1
En−1|bn|
2
)1/2∥∥∥
1,∞
+
∥∥∥
(∑
n≥1
En−1|c
∗
n|
2
)1/2∥∥∥
1,∞
≤ C
∥∥x∥∥
1
(resp. ∥∥∥
(∑
n≥1
|zn|
2
)1/2∥∥∥
1,∞
+
∥∥∥
(∑
n≥1
|w∗n|
2
)1/2∥∥∥
1,∞
≤ C
∥∥x∥∥
1
).
We also prove strong-type (p, p) versions of the above weak-type results for 1 < p < 2. In order to
provide more insights into the interactions between noncommutative differential subordinations
and martingale Hardy spaces when 1 ≤ p < 2, we also provide several martingale inequalities
with sharp constants which are new and of independent interest.
As a byproduct of our approach, we obtain new and constructive proofs of both the non-
commutative Burkholder-Gundy inequalities and the noncommutative Burkholder/Rosenthal in-
equalities for 1 < p < 2 with the optimal order of the constants when p→ 1.
1. Introduction
It is a well known fact that probabilistic inequalities and martingale inequalities in particular
have broad impacts across many different fields of mathematics. Just like its commutative counter-
part, noncommutative martingale theory has now emerged as a very useful tool in various aspects
of noncommutative analysis, noncommutative (or quantum) probability, and operator algebras.
Recall that the origin of the current phase of development of the theory of noncommutative mar-
tingale comes from the establishment of the noncommutative Burkholder-Gundy inequality by
Pisier and Xu in [34] . As explained in [34], the interests on noncommutive martingales were pri-
marily motivated by mathematical physics. Since [34], the theory of noncommutative martingale
has been steadily progressing to a point where many classical inequalities now have noncommuta-
tive analogues. The articles [4, 13, 14, 15, 19, 20, 23, 21, 28, 31, 32, 36] contain samples of various
noncommutative analogues of some of the most well known classical inequalities and techniques
in the literature. We also refer to the book [33, Chap. 14] for an up-to-date overview of the
current status of the noncommutative martingale theory. For the classical theory, the so-called
differential subordination occupies a prominent role. The main objective of the present paper
is to further advance the topic of differential subordination in the noncommutative settings. To
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motivate our consideration, let us briefly describe the classical situation. Suppose that (Ω,Σ,P)
is a probability space and f = (fn)n≥1 and g = (gn)n≥1 are martingales. We say that g is dif-
ferentially subordinate to f if for every n ≥ 1, the inequality |dgn| ≤ |dfn| holds almost surely
(here, (dfn)n≥1 and (dgn)n≥1 are the martingale difference sequences of the martingales f and g
respectively). The notion of differential subordination was introduced by Burkholder in [7] and
became one of the fundamental tools in martingale theory. To be more specific, it is being used as
general framework for some basic operations in martingale theory such as martingale transforms
and square functions. Two fundamental results proved by Burkhorder in [7] assert that if g is
differentially subordinate to f then we have the weak-type inequality
(1.1) ‖g‖1,∞ ≤ 2‖f‖1
and the strong type Lp-bound
(1.2) ‖g‖p ≤ (p∗ − 1)‖f‖p, 1 < p <∞,
where p∗ = max{p, p′} with p′ being the conjugate index of p. For more information on classical
differential subordinations, we refer to the monograph [29].
In the recent article [15], the first and third authors and Ose¸kowski thoroughly examined possi-
ble generalizations of the concept of differential subordination in the context of noncommutative
martingales. As it is often the case when dealing with the noncommutative case, it turns out that
one needs to work with two different versions of domination relations according to 1 ≤ p < 2 or
p ≥ 2. One called weak differential subordination is needed in order to handle inequalities in the
range 1 ≤ p < 2 while a weaker version called very weak differential subordination is sufficient for
the case p ≥ 2. We refer to the preliminary section below for the exact formulations of these two
notions of dominations. The main achievement in the paper [15] is twofold: the first is to identify
the right formulations of noncommutative dominations for the two separate cases described above
and the second is to show that under these appropriate dominations, the two inequalities (1.1)
and (1.2) remain valid (but with different constants) for the noncommutative setting. Versions
of differential subordinations were also considered in [16] for noncommutative submartingales.
Motivated by these results, we consider in this paper the cases of square functions and condi-
tioned square functions of differentially subordinate martingales. That is, estimating Hardy space
norms of noncommutative differentially subordinate martingales. We should emphasize that the
general theme considered here has trivial answer for the classical situation. Take for instance
the case of square functions: if f = (fn)n≥1 is a martingale on a given probability space and
g = (gn)n≥1 is differentially subordinate to f then S(g) ≤ S(f) where S(f) and S(g) refer to the
square functions of f and g respectively. By the definition of classical martingale Hardy space
Hp(Ω), one immediately gets
(1.3)
∥∥g∥∥
Hp(Ω)
≤ ∥∥f∥∥
Hp(Ω)
, for 1 ≤ p ≤ ∞.
By the classical Burkholder-Gundy inequalities ([8]), one readily gets that for some constant cp
(1.4)
∥∥g∥∥
Hp(Ω)
≤ cp
∥∥f∥∥
p
, for 1 < p <∞.
Similarly, from a classical result of Burkholder on weak-type (1, 1) boundedness of square functions
([5]), one also easily deduces that
(1.5) ‖S(g)‖1,∞ ≤ ‖S(f)‖1,∞ ≤ 2‖f‖1.
Similar type inequalities also hold for conditioned Hardy spaces norms and weak-type inequality
involving conditioned square functions (see Section 4 below for more details).
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The noncommutative situation is radically different for the case 1 ≤ p < 2. The main difference
lies with the fact that in the noncommutative situation, we have two types of square functions
and noncommutative martingale Hardy spaces consisting of sum of row Hardy spaces and column
Hardy spaces when 1 ≤ p < 2. As a result, suitable decompositions are needed when computing
Hardy space norms. This phenomenon reveals that noncommutative analogue of the weak-type
inequality (1.5) and noncommutative analogues of (1.3) and (1.4) for 1 ≤ p < 2 become highly
nontrivial. To further support this claim, assume that a noncommutative martingale y = (yn)n≥1
is weakly differentially subordinate to another martingale x = (xn)n≥1. Although we have the
noncommutative analogue of the Burkholder weak-type (1, 1) boundedness of square functions in
[37], it is in the form of a decomposition x = a + b such that ‖Sc(a)‖1,∞ + ‖Sr(b)‖1,∞ ≤ C‖x‖1
where Sc(·) (resp. Sr(·)) denotes the column (resp. row) square functions. Such decomposition is
usually made up of non self-adjoint martingales and it is very unclear if we can relate y (or any
decomposition of y) to a and b through some form of dominations. Therefore, a noncommutative
analogue of (1.5) cannot be easily deduced. It is our intent in this paper to clarify this situation.
In particular, we consider the question of whether noncommutative analogues of (1.3), (1.4),
(1.5), as well as their conditioned versions exist. As we will see below, only the case 1 ≤ p < 2 is
of interest since when p ≥ 2, the martingale Hardy space norms do not require any decomposition
and therefore inequalities (1.3) and (1.4) are clearly satisfied by self-adjoint martingales under the
assumption of very weak differential subordinations. Our approach for the weak-type situation
was to consider concrete decompositions of weakly differentially subordinate martingales in the
spirit of the decompositions used in [37, 38]. More precisely, we show (Theorem 4.1 and Theo-
rem 4.5) using concrete decompositions that noncommutative weak-type inequalities analogous to
(1.5) hold for mixture of column and row conditioned square functions together with a diagonal
part in the spirit of [38] as well as mixture of column and row square functions formulated in the
style of [37]. For strong-type (p, p), we establish the exact analogue of (1.4) for 1 < p < 2.
The paper is organized as follows. In the next section, we present some necessary background
on noncommutative spaces and gather some basic facts and preliminary results concerning non-
commutative martingales that we will need throughout.
Section 3 includes a new description of a Gundy type decomposition for differentially sub-
ordinate martingales which is different from the versions in [31] and could be of independent
interest. This new decomposition is crucial in our approach to the weak-type (1, 1) situation.
In fact, it allows us to extend some of the techniques used in [31] for L1-bounded martingales
to weakly differentially subordinate martingales. For instance, using our version of Gundy’s de-
composition, we obtain a new proof of the weak-type (1, 1) for weakly differentially subordinate
martingale [15, Theorem 4.1] in the same spirit as the proof of the weak-type (1, 1) boundedness
of noncommutative martingale transforms presented in [31].
Section 4 contains our principal results. More precisely, we present full descriptions of the
two concrete decompositions of weakly differentially subordinate martingales and show that they
satisfy weak-type (1,1) inequalities analogous to (1.5). We also extrapolate that noncommutative
analogues of (1.4) hold when 1 < p < 2 and the noncommutative Hardy spaces hp(M) and
Hp(M) are used. This section also contains noncommutative extensions of some sharp constant
results due to Wang in [44] (Theorem 4.11). To the best of our knowledge, sharp constant
inequalities for noncommutative martingales have not been considered previously. Based on
these noncommutative extensions of Wang’s results, our noncommutative analogue of (1.4) using
hp(M) (see Theorem 4.8 below) implies the strong-type (p, p) inequality from [15, Theorem 5.1(i)].
It turns out that our Theorem 4.11 and the previously described strong type (p, p) results provide
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new and constructive proofs of both the noncommutative Burkholder-Gundy inequalities and the
noncommutative Burkholder/Rosenthal inequalities when 1 < p < 2.
In the last section, we discuss how some estimates from Section 4 can be used to prove some mo-
ment inequalities associated with convex functions. The results obtained in this section partially
answer some open problems from [1].
2. Preliminaries
2.1. Noncommutative spaces. Throughout this paper, M will always denote a finite von
Neumann algebra equipped with a normal faithful normalized trace τ . If M is acting on a
Hilbert space H then a closed densely defined operator x on H is said to be affiliated with M
if u∗xu = x for all unitary operators u in the commutant M′ of M. If x is a densely defined
self-adjoint operator on H and x =
∫∞
−∞ sde
x
s is its spectral decomposition then for any Borel
subset B ⊆ R, we denote by χB(x) the corresponding spectral projection
∫∞
−∞
χB(s) de
x
s . Since
M is finite, every closed densely defined operator x affiliated with M is τ -measurable in the
sense that for every ε > 0, there exists a projection p ∈ M with τ(1 − p) < ε and xp ∈ M. For
a τ -measurable operator x, the decreasing function on [0,∞) defined by s 7→ τ(χ(s,∞)(|x|)) will
be referred to as the distribution function of x. Denote by L0(M, τ) the set of all τ -measurable
operators. The set L0(M, τ) is a ∗-algebra with respect to the strong sum, the strong product,
and the adjoint operation. For x ∈ L0(M, τ), the generalized singular-value function of µ(x) of
x is defined by:
µt(x) = inf
{
s ≥ 0 : τ(χ(s,∞)(|x|)) ≤ t
}
for t > 0.
For a complete study of generalized singular value functions and distributions functions, we refer
to [11]. For the case whereM is the abelian von Neumann algebra L∞(0, 1) with the trace given
by integration with respect to the Lebesgue measure on (0, 1), L0(M, τ) becomes the linear space
consisting of those measurable complex functions on (0, 1) which are bounded except on a set
of arbitrarily small measure and for f ∈ L0(M, τ), µ(f) is the decreasing rearrangement of the
function |f | in the sense of [26]. For 0 < p ≤ ∞, we denote by Lp(M, τ) or simply Lp(M)
the noncommutative Lp-space associated with the pair (M, τ). As usual, L∞(M, τ) is just the
von Neumann algebra M with the operator norm. Beside the Lp-spaces, we will also need to
work with more general noncommutative symmetric spaces. A (quasi) Banach function space
(E, ‖ · ‖E) of measurable functions on the interval (0, 1) is called symmetric if for any g ∈ E and
any f ∈ L0(0, 1)) with µ(f) ≤ µ(g), we have f ∈ E and ‖f‖E ≤ ‖g‖E .
For a given symmetric (quasi) Banach function space (E, ‖ · ‖E) on (0, 1), we define the corre-
sponding noncommutative space by setting:
E(M, τ) = {x ∈ L0(M, τ) : µ(x) ∈ E}.
Equipped with the (quasi) norm ‖x‖E(M,τ) := ‖µ(x)‖E , the space E(M, τ) is a complex (quasi)
Banach space ([24, 45]) and is usually referred to as the noncommutative symmetric space as-
sociated with (M, τ) corresponding to the symmetric space (E, ‖ · ‖E). When E = Lp(0, 1) for
some 0 < p < ∞, then E(M, τ) coincides with Lp(M, τ). The particular case of noncommu-
tative weak-L1 space L1,∞(M, τ) will be heavily used. This is defined as the collection of all
x ∈ L0(M, τ) for which the quasi-norm∥∥x∥∥
1,∞
= sup
t>0
tµt(x) = sup
λ>0
λτ
(
χ
(λ,∞)(|x|)
)
is finite. According to the general construction described above, the linear space L1,∞(M, τ) is a
quasi-Banach space. In the sequel, we will also use weak-L1 space associated with the semifinite
von neuamann algebra M⊗ℓ∞ whose definition is identical to the finite case. We refer to the
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survey [35] for more in depth treatment of noncommutative spaces. We end this subsection by
recording a general inequality on distribution function of operators that we will use repeatedly in
the sequel.
Lemma 2.1. Let a and b be τ -measurable operators and t, s > 0. We have
τ
(
χ
(t+s,∞)
(|a+ b|)) ≤ τ(χ(t,∞)(|a|))+ τ(χ(s,∞)(|b|)).
Proof. We note first that |a+ b| ≤ u|a|u∗ + v|b|v∗ where u and v are partial isometries from M.
Since χ(t+s,∞)(|a+ b|) is equivalent to a subprojection of χ(t+s,∞)(u|a|u∗ + v|b|v∗), we have
τ(χ(t+s,∞)(|a+ b|)) ≤ τ(χ(t+s,∞)(u|a|u∗ + v|b|v∗)).
Next, we note that since u|a|u∗ and v|b|v∗ are positive operators, we further get according to [42,
Lemma 16] that
τ(χ(t+s,∞)(|a+ b|)) ≤ τ(χ(t,∞)(u|a|u∗)) + τ(χ(s,∞)(v|b|v∗)).
To conclude the proof, we make the simple observation that
τ
(
χ
(t,∞)(u|a|u∗)
) ≤ τ(χ(t,∞)(|a|)) and τ(χ(s,∞)(v|b|v∗)) ≤ τ(χ(s,∞)(|b|))
These follow easily from the property of distribution functions that for any given τ -measurable
operator x, the identity τ
(
χ
(t,∞)(x
∗x)
)
= τ
(
χ
(t,∞)(xx
∗)
)
holds. Indeed, using x = |a|1/2u∗, we
immediately obtain that x∗x = u|a|u∗ and xx∗ ≤ |a|, thus the first inequality follows. Identical
arguments can be applied to v|b|v∗. 
2.2. Noncommutative martingales. In this subsection, we will review the basics of noncom-
mutative martingales, recall some recently introduced notions of noncommutative differential
subordinations for martingales, and present some preliminary results that we will need in the
sequel.
2.2.1. Definitions and martingale Hardy spaces. Let (Mn)n≥1 be an increasing sequence of von
Neumann subalgebras of M such that the union of the Mn’s is w∗-dense in M. Since M is
finite, for every n ≥ 1, there exists a τ -invariant conditional expectation fromM ontoMn. Since
En is τ -invariant, it extends to a contractive projection from Lp(M, τ) onto Lp(Mn, τn) for all
1 ≤ p ≤ ∞, where τn denotes the restriction of τ on Mn.
A sequence x = (xn)n≥1 in L1(M) is called a noncommutative martingale with respect to the
filtration (Mn)n≥1 if for every n ≥ 1,
En(xn+1) = xn.
If in addition, all the xn’s are in Lp(M) for some 1 ≤ p ≤ ∞, x is called an Lp-martingale. In
this case, we set:
‖x‖p = sup
n≥1
‖xn‖p.
If ‖x‖p < ∞, x is called an Lp-bounded martingale. For n ≥ 1, we define dxn = xn − xn−1 with
the convention that x0 = 0 and E0 = E1. The sequence dx = (dxn)n≥1 is called the martingale
difference sequence of the martingale x. The martingale (xn)n≥1 is said to be finite if there exists
N ≥ 1 such that xn = xN for all n ≥ N .
We now review the construction of various Hardy spaces for noncommutative martingales. We
begin with descriptions to some general spaces that we will need in the sequel. For 0 < p ≤ ∞
and a sequence a = (an)n≥1 in Lp(M), we set∥∥a∥∥
Lp(M;ℓc2)
=
∥∥∥(∑
n≥1
|an|2
)1/2∥∥∥
p
.
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We define Lp(M; ℓc2) to be the collection of all sequence a = (an)n≥1 in Lp(M) for which the
quantity
∥∥a∥∥
Lp(M;ℓc2)
is finite. It is well-known that when equipped with ‖ · ‖Lp(M;ℓc2), the linear
space Lp(M; ℓc2) becomes a (quasi)-Banach space. We refer to [34, 35] for this fact. We will also
need the conditioned Lp-spaces which are defined as follows: for 0 < p ≤ ∞ and a sequence
a = (an)n≥1 in L2(M), we set∥∥a∥∥
Lcondp (M;ℓ
c
2)
=
∥∥∥(∑
n≥1
En−1(a∗nan)
)1/2∥∥∥
p
.
For 0 < p < 2, we define Lcondp (M; ℓc2) to be the completion of the space of all finite sequences
in L2(M) equipped with the (quasi) norm ‖ · ‖Lcondp (M;ℓc2) while for 2 ≤ p ≤ ∞, we may define
Lcondp (M; ℓc2) directly as the set of all sequences a = (an)n≥1 in Lp(M) for which the increasing
sequence
{(∑n
k=1 Ek−1(a∗kak)
)1/2}
n≥1
is bounded in Lp(M). In this range, Lcondp (M; ℓc2) is also
equipped with the norm ‖ · ‖Lcondp (M;ℓc2). We can extend the above definition in the context of
weak-L1-space by setting for any sequence a = (an)n≥1 in L2(M),∥∥a∥∥
Lcond1,∞ (M;ℓ
c
2)
=
∥∥∥(∑
n≥1
En−1(a∗nan)
)1/2∥∥∥
1,∞
.
We refer to [19, 21] for more details on these conditioned spaces. Following [34], we define the
column and row versions of square functions relative to a martingale x = (xn)n≥1:
Sc,n(x) =
( n∑
k=1
|dxk|2
)1/2
, Sc(x) =
( ∞∑
k=1
|dxk|2
)1/2
.
and
Sr,n(x) =
( n∑
k=1
|dx∗k|2
)1/2
, Sr(x) =
( ∞∑
k=1
|dx∗k|2
)1/2
.
For 1 ≤ p ≤ ∞, the column martingale Hardy space Hcp(M) (resp. the row martingale Hardy
space Hrp(M)) is defined to be the space of all martingales x for which Sc(x) ∈ Lp(M) (resp.
Sr(x) ∈ Lp(M)) under the norm, ‖x‖Hcp = ‖Sc(x)‖p (resp. ‖x‖Hrp = ‖Sr(x)‖p). For 0 < p < 1,
Hcp(M) (resp. Hrp(M)) is the completion of all finite martingale x ∈ L2(M) under the quasi-
norm ‖ · ‖Hcp (resp. ‖ · ‖Hrp). The noncommutative martingale Hardy spaces Hp(M) are defined
as follows: if 0 < p < 2,
Hp(M) = Hcp(M) +Hrp(M)
equipped with the (quasi) norm
‖x‖Hp = inf
{‖y‖Hcp + ‖z‖Hrp}
where the infimum is taken over all decomposition x = y+ z with y ∈ Hcp and z ∈ Hrp(M). When
2 ≤ p <∞,
Hp(M) = Hcp(M) ∩Hrp(M)
equipped with the norm
‖x‖Hp = max
{‖x‖Hcp , ‖x‖Hrp}.
We now consider the conditioned version of Hcp(M) and Hrp(M) developed in [21]. Let x =
(xn)n≥1 be a martingale in L2(M). We set
sc,n(x) =
( n∑
k=1
Ek−1|dxk|2
)1/2
, sc(x) =
( ∞∑
k=1
Ek−1|dxk|2
)1/2
.
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The operator sc(x) is called the column conditioned square function of x. For convenience, we
will use the notation
σc,n(a) =
( n∑
k=1
Ek−1|ak|2
)1/2
, σc(a) =
( ∞∑
k=1
Ek−1|ak|2
)1/2
for sequence a = (ak)k≥1 in L2(M) that is not necessarily a martingale difference sequence. For
2 ≤ p ≤ ∞, the column conditioned martingale Hardy space hcp(M) is defined to be the space of
all martingales x for which sc(x) belongs to Lp(M), equipped with the norm ‖x‖hcp = ‖sc(x)‖p.
We refer to [21] for the fact (hcp(M), ‖ · ‖hcp) is a Banach space. For 0 < p < 2, we define hcp(M)
to be the completion of the linear space of finite martingales in L2(M) under the (quasi) norm
‖x‖hcp = ‖sc(x)‖p. Obvious modification as before is made to describe the row versions. We will
also need a third type of Hardy space known as the diagonal Hardy space hdp(M). This is defined
as the subspace of ℓp(Lp(M)) consisting of all martingale difference sequences. The conditioned
Hardy spaces are defined as follows: if 0 < p < 2,
hp(M) = hcp(M) + hrp(M) + hdp(M)
equipped with the (quasi) norm
‖x‖hp = inf
{‖y‖hcp + ‖z‖hrp + ‖w‖hdp}
where the infimum is taken over all decomposition x = y + z + w with y ∈ hcp(M), z ∈ hrp(M),
and z ∈ hdp(M). When 2 ≤ p <∞,
hp(M) = hcp(M) ∩ hrp(M) ∩ hdp(M)
equipped with the norm
‖x‖hp = max
{‖x‖hcp , ‖x‖hrp , ‖x‖hdp}.
2.2.2. Differential subordination. We now isolate three different types of differential subordination
of noncommutative martingales which constitute the main focus of the present paper.
Definition 2.2 ([28]). Let x, y be two self-adjoint L2-martingales. We say that y is differentially
subordinate to x if the following two conditions hold:
(i) for any n ≥ 1 and any projection R ∈ Mn, we have
τ(RdynRdynR) ≤ τ(RdxnRdxnR);
(ii) for any n ≥ 1 and any orthogonal projections R, S in Mn such that R + S ∈ Mn−1, we
have
τ(RdynSdynR) ≤ τ(RdxnSdxnR);
Definition 2.3 ([15]). Let x, y be two self-adjoint martingales. We say that y is weakly differ-
entially subordinate to x if for any n ≥ 1 and any projection R ∈ Mn−1, we have
(2.1) RdynRdynR ≤ RdxnRdxnR.
We say that y is very weakly differentially subordinate to x if for every n ≥ 1, we have
(2.2) dy2n ≤ dx2n.
In the commutative case, all three dominations are equivalent to the property that |dyn| ≤ |dxn|
for all n ≥ 1, which is the classical notion of differential subordination introduced by Burkholder
in [7]. In the noncommutative setting, it is clear from the definitions that the differential sub-
ordination implies the the weak differential subordination and the latter implies the very weak
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differential subordination. However, it was shown in [15] that the three notions are not equiva-
lent in general. The main discovery of [15] is that the notion of weak differential subordination
is needed in order to generalize weak-type (1, 1) and strong-type (p, p) results from the classical
setting to the noncommutative setting when 1 < p < 2, while the notion of very weak differential
subordination is sufficient for the range p ≥ 2. Below, we will concentrate on the range 1 ≤ p < 2
and investigate how weak differential subordinations interact with noncommutative martingale
Hardy spaces. We note that martingale transforms with commuting symbols (in the sense of
[34, 36]) of self-adjoint martingales are examples of weak differential subordinations. Indeed, if
(xn)n≥1 is a self-adjoint martingale and for each n ≥ 2, ξn−1 is a self-adjoint contraction that
belongs to Mn−1 ∩M′n, then by commutation, one can easily verify that for every projection
R ∈Mn−1,
Rξn−1dxnRξn−1dxnR ≤ RdxnRdxnR.
For the case where the ξn−1’s are not self-adjoint, one can consider their real and imaginary
parts separately and get combinations of two weakly differentially subordinate martingales. An-
other example of weak differential subordinate martingale was also exhibited in the proof of [15,
Lemma 3.3].
2.2.3. Cuculescu projections and their relatives. We recall the so-called Cuculescu projections
associated to a given self-adjoint L1-bounded martingale x. Such sequence of projections will
play crucial role in the construction below. We will also introduce some other sequences of
projections derived from the Cuculescu projections and gather some of their properties that are
relevant for our proofs.
Fix λ to be a positive real number. Set q
(λ)
0 = 1 and inductively we define the decreasing
sequence of projections
q(λ)n := q
(λ)
n−1
χ
[−λ,λ]
(
q
(λ)
n−1xnq
(λ)
n−1
)
= χ[−λ,λ]
(
q
(λ)
n−1xnq
(λ)
n−1
)
q
(λ)
n−1.
The sequence (q
(λ)
n )n≥1 was first considered in [9] and will be referred to as the Cuculescu pro-
jections associated with λ. Their significance in the area of noncommutative martingales is now
well-established. We record some of the basic properties that we will use.
Proposition 2.4 ([31, Proposition 1.4]). The sequence (q
(λ)
n ) satisfies the following properties:
(i) for every n ≥ 1, q(λ)n ∈ Mn;
(ii) for every n ≥ 1, q(λ)n commutes with q(λ)n−1xnq(λ)n−1;
(iii) for every n ≥ 1, |q(λ)n xnq(λ)n | ≤ λq(λ)n . In particular, ‖q(λ)n xnq(λ)n ‖∞ ≤ λ;
(iv) for every N ≥ 1,
τ
(
1− q(λ)N
)
≤ 1
λ
τ
(
(1− q(λ)N )|xN |
)
≤ 1
λ
‖x‖1.
Following [37, 38], we consider collection of projections derived from the Cuculescu projections.
For n ≥ 1 and i ∈ Z, we set:
ei,n :=
∞∧
k=i
q(2
k)
n and πi,n := ei,n − ei−1,n.
The family {ei,n}n≥1,i∈Z is decreasing on n and increasing on i. Therefore, for every n ≥ 1,
(πi,n)i∈Z is a sequence of pairwise disjoint projections satisfying the trivial but crucial identity
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that for every k ∈ Z,
k∑
i=−∞
πi,n = ek,n
where the convergence of the series is relative to the strong operator topology. We also note that
since 1− ek,n → 0 when k →∞, we have
∑
i∈Z πi,n = 1 for the strong operator topology.
The family of projections (ek,n)k,n satisfies similar properties as displayed by (q
(λ)
n ) in Propo-
sition 2.4(iv). More precisely, for N ≥ 1 and k ∈ Z, the following inequality holds:
(2.3) τ
(
1− ek,N
) ≤ 1
2k−1
τ
(
(1− ek,N )|xN |
)
.
To see this, we have by the definition of ek,N and Proposition 2.4 that
τ
(
1− ek,N
) ≤∑
j≥k
τ
(
1− q(2j)N
) ≤∑
j≥k
2−jτ
(
(1− q(2j)N )|xN |
)
.
Since for j ≥ k, q(2j)N ≥ ej,N ≥ ek,N , we have
τ
(
1− ek,N
) ≤ (∑
j≥k
2−j)τ
(
(1− ek,N )|xN |
)
= 2−k+1τ
(
(1− ek,N )|xN |
)
.
In the sequel, we will mainly use the corresponding sequence of pairwise disjoint projections
by grouping together the πi,n’s when i ≤ 0. That is, for n ≥ 1, we set:{
p0,n := e0,n
pi,n := πi,n for i ≥ 1.
Then, we have the following basic properties:
• For any given n ≥ 1, (pk,n)k≥0 is a sequence of pairwise disjoint projections in Mn.
• For any given m ≥ 1, ∑mk=0 pk,n = em,n and ∑∞k=0 pk,n = 1 for the strong operator topology.
These various family of projections play important role in our construction in the next section.
We now gather some auxiliary inequalities that are essential in our presentation.
Lemma 2.5. (i) For every λ > 0, the following inequality holds:
N∑
n=1
τ
(
q(λ)n dxnq
(λ)
n−1dxnq
(λ)
n
)
≤ ∥∥q(λ)N xNq(λ)N ∥∥22 + 2λτ((1− q(λ)N )|xN |).
(ii) For any given k ≥ 0, the following inequality holds:
N∑
n=1
τ
(
ek,ndxnek,n−1dxnek,n
)
≤ 2k+1‖xN‖1.
(iii) For every N ≥ 1,
N∑
n=1
τ
(
ek,ndxnek,n−1dxnek,n
)
≤
∥∥ek,NxNek,N∥∥22 + 6 . 2kτ((1− ek,N )|xN |).
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Proof. The first inequality is from [15, Lemma 4.3]. Below, we write for m ≥ 1 and k ≥ 0, qk,m
for q
(2k)
m .
For the second inequality, we make the observation that since ek,m ≤ qk,m for m ≥ 1 and k ≥ 0,
we have
τ
(
ek,ndxnek,n−1dxnek,n
)
≤ τ
(
qk,ndxnqk,n−1dxnqk,n
)
.
It follows from the first inequality that:
(2.4)
N∑
n=1
τ
(
ek,ndxnek,n−1dxnek,n
)
≤ ‖qk,NxNqk,N‖22 + 2k+1τ
(
(1− qk,N)|xN |
)
.
To deduce the second inequality, it suffices to observe that ‖qk,NxNqk,N‖22 ≤ 2kτ(qk,N |xN |).
Indeed, ‖qk,NxNqk,N‖22 ≤ ‖qk,NxNqk,N‖∞‖qk,NxNqk,N‖1 ≤ 2k‖qk,NxNqk,N‖1 and by writing xN =
x+N − x−N , it follows from triangle inequality that ‖qk,NxNqk,N‖1 ≤ τ(qk,N |xN |). We can then
deduce from (2.4) that
N∑
n=1
τ
(
ek,ndxnek,n−1dxnek,n
)
≤ 2k[2τ(|xN |)− τ(qk,N |xN |)] ≤ 2k+1τ(|xN |).
In order to verify the third inequality, we need to majorize ‖qk,NxNqk,N‖22 in (2.4) in terms of
‖ek,NxNek,N‖22. Since qk,N − ek,N and ek,N are two disjoint projections, we have
‖qk,NxNqk,N‖22 = ‖(qk,N − ek,N )qk,NxNqk,N‖22 + ‖ek,NxNqk,N(qk,N − ek,N)‖22 + ‖ek,NxNek,N‖22
≤ 22k+1τ(qk,N − ek,N)+ ‖ek,NxNek,N‖22
≤ 22k+1τ(1− ek,N)+ ‖ek,NxNek,N‖22
≤ 2k+2τ((1− ek,N)|xN |)+ ‖ek,NxNek,N‖22
where in the last inequality we use (2.3). We obtain the inequality as stated by combining this
last estimate with (2.4). 
The next two lemmas deal with martingales that are Lp-bounded for some p > 1.
Lemma 2.6. Let 1 < p < ∞ and x = (xn)n≥1 be a self-adjoint Lp-bounded martingale then for
every N ≥ 1,
∞∑
j=0
2(p−1)jτ
(
(1− ej,N )|xN |
) ≤ 2(p−1)2
(2p−1 − 1)p
∥∥xN∥∥pp.
Proof. Since 1− ej,N =
∑
m≥j+1 pm,N , we have∑
j
2(p−1)jτ
(
(1− ej,N)|xN |
)
=
∑
j
2(p−1)j
∑
m≥j+1
τ
(
pm,N |xN |
)
=
∑
m≥1
( ∑
j≤m−1
2(p−1)j
)
τ
(
pm,N |xN |
)
≤ 1
2p−1 − 1 τ
([∑
m≥1
2(p−1)mpm,N ]|xN |
)
.
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We note that if xN ∈ Lp(M), then according to [15, Lemma 5.3], the operator
∑
m≥1 2
(p−1)mpm,N
belongs to Lp/(p−1)(M). Using Ho¨lder’s inequality together with (2.3), we get
∑
j
2(p−1)jτ
(
(1− ej,N)|xN |
) ≤ 1
2p−1 − 1
(∑
m≥1
2pmτ
(
pm,N
))(p−1)/p∥∥xN∥∥p
≤ 1
2p−1 − 1
( 2p−1
2p−1 − 1
∥∥xN∥∥p)p−1∥∥xN∥∥p
=
2(p−1)
2
(2p−1 − 1)p
∥∥xN∥∥pp
where in the second inequality, we use the estimate from [15, Lemma 5.3]. 
Lemma 2.7. Let 1 < p < 2 and assume that x = (xn)n≥1 is a self-adjoint martingale that is
Lp-bounded. Then for every N ≥ 1,
∞∑
k=0
2(p−2)k
∥∥ek,NxNek,N∥∥22 ≤ 2p2+1(1− 2p−2)(2p−1 − 1)p∥∥xN∥∥pp.
Proof. For k ≥ 0, we claim that the following inequality holds:
(2.5)
∥∥ek,NxNek,N∥∥22 ≤ 2 k∑
j=−∞
22jτ
(
ej,N − ej−1,N
)
.
This is implicit in [15] but we include the argument for completeness. First, we recall that
ek,N =
∑k
i=−∞ πi,N and the πi,N ’s are pairwise disjoint. This implies that
∥∥ek,NxNek,N∥∥22 = ∑
−∞<i,j≤k
‖πi,NxNπj,N‖22
≤ 2
∑
−∞<i≤j≤k
‖πi,NxNπj,N‖22
= 2
∑
−∞<j≤k
‖ej,NxNπj,N‖22
= 2
∑
−∞≤j≤k
τ(πj,N [ej,NxNej,NxNej,N ]πj,N).
Since ‖ej,NxNej,N‖∞ ≤ 2j , it follows that
∥∥ek,NxNek,N∥∥22 ≤ 2∑kj=−∞ 22jτ(πj,N). Thus, (2.5) is
verified.
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With this estimate, we may deduce that
∞∑
k=0
2(p−2)k
∥∥ek,NxNek,N∥∥22 ≤ 2 ∞∑
k=0
2(p−2)k
k∑
j=−∞
22jτ
(
ej,N − ej−1,N
)
= 2
∞∑
j=−∞
22j
( ∑
k≥j∨0
2(p−2)k
)
τ
(
ej,N − ej−1,N
)
=
2
1− 2p−2
[ 0∑
j=−∞
22jτ
(
ej,N − ej−1,N
)
+
∞∑
j=1
2pjτ
(
ej,N − ej−1,N
)]
≤ 2
1− 2p−2
∞∑
j=−∞
2pjτ
(
ej,N − ej−1,N
)
=
2p+1
1− 2p−2
∞∑
j=−∞
2pjτ
(
ej+1,N − ej,N
)
.
Let aN =
∑∞
j=−∞ 2
j(ej+1,N − ej,N ). By [15, Lemma 5.3], aN ∈ Lp(M) and satisfies:
‖aN‖p ≤ 2
p−1
2p−1 − 1‖xN‖p.
Therefore, we arrive at the following estimate:
∞∑
k=0
2(p−2)k
∥∥ek,NxNek,N∥∥22 ≤ 2p+11− 2p−2 ‖aN‖pp
≤ 2
p+1
1− 2p−2
( 2p−1
2p−1 − 1
)p‖xN‖pp.
The desired inequality is achieved. 
3. Noncommutative Gundy’s decomposition and differential subordination
In this section, we present a new Gundy type decomposition that is well-suited for dealing
with weakly differentially subordinate martingales. We recall that Gundy’s decomposition for
noncommutative martingales was first considered in [31, Theorem 2.1]. However, as we will see
below, the version given there does not easily fit with the notion of weak differential subordination.
We now state our new version:
Theorem 3.1. Let x = (xn)n≥1 be a self-adjoint L1-bounded martingale and y is a self-adjoint
martingale that is weakly differentially subordinate to x. For any given positive real number λ,
there exist four martingales α, β, γ, and υ satisfying the following properties:
(i) y = α+ β + γ + υ;
(ii) the martingale α satisfies: ‖α‖22 ≤ 2λ‖x‖1;
(iii) the martingale β satisfies: ∑
n≥1
‖dβn‖1 ≤ 4‖x‖1;
(iv) γ and υ are L1-martingales with:
max
{
λτ
( ∨
n≥1
supp|dγn|
)
, λτ
( ∨
n≥1
supp |dυ∗n|
)}
≤ ‖x‖1.
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We should point out here that according to [15], the martingale y is not necessarily L1-bounded
and therefore the noncommutative Gundy’s decomposition from [31] does not apply directly to
the martingale y.
Proof. We consider the Cuculescu projections (q
(λ)
n )n≥1 relative to the martingale x. Below, we
simply write (qn) for (q
(λ)
n ). We define the martingales α, β, γ, and υ as follows:
(Gλ)

dαn := qn−1dynqn − En−1(qn−1dynqn);
dβn := qn−1dyn(qn−1 − qn)− En−1
(
qn−1dyn(qn−1 − qn)
)
;
dγn := dyn(1− qn−1);
dυn := (1− qn−1)dynqn−1.
Clearly, dα, dβ, dγ, and dυ are martingale difference sequences and y = α + β + γ + υ. It is
important to note here that the four martingales in the decomposition depend on both martingales
x and y as the Cuculescu projections were taken relative to x.
By Proposition 2.4, item (iv) is clearly satisfied. It remains to verify items (ii) and (iii). We
begin with item (ii). Using the inequality τ(|a−E(a)|2) ≤ τ(|a|2) for any conditional expectation
E and an operator a ∈ L2(M), we have for every n ≥ 1,
‖dαn‖22 ≤ ‖qn−1dynqn‖22
= τ
(
qndynqn−1dynqn
)
= τ
(
qn[qn−1dynqn−1dynqn−1]qn
)
.
Since y is weakly differentially subordinate to x, we obtain that
(3.1) ‖dαn‖22 ≤ τ
(
qndxnqn−1dxnqn
)
.
By Lemma 2.5(i), we have for every N ≥ 1,
(3.2)
∥∥αN∥∥22 = N∑
n=1
‖dαn‖22 ≤ ‖qNxNqN‖22 + 2λτ
(
(1− qN )|xN |
)
.
Using the fact that ‖qNxNqN‖∞ ≤ λ, we further get
N∑
n=1
‖dαn‖22 ≤ λ‖qNxNqN‖1 + 2λτ
(
(1− qN )|xN |
)
≤ λ‖qNx+NqN‖1 + λ‖qNx−NqN‖1 + 2λτ
(
(1− qN)|xN |
)
= λτ
(
qN |xN |qN ) + 2λτ
(
(1− qN )|xN |
)
≤ 2λ‖xN‖1.
Taking N →∞, we conclude that ‖α‖22 ≤ 2λ‖x‖1.
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For the martingale β, we observe first that since y is weakly differentially subordinated to x,
we have for every n ≥ 1,
|qn−1dyn(qn−1 − qn)|2 = (qn−1 − qn)dynqn−1dyn(qn−1 − qn)
= (qn−1 − qn)[qn−1dynqn−1dynqn−1](qn−1 − qn)
≤ (qn−1 − qn)[qn−1dxnqn−1dxnqn−1](qn−1 − qn)
= (qn−1 − qn)dxnqn−1dxn(qn−1 − qn)
= |qn−1dxn(qn−1 − qn)|2.
This shows in particular that for every n ≥ 1,
|qn−1dyn(qn−1 − qn)| ≤ |qn−1dxn(qn−1 − qn)|.
Moreover, by commutation (Proposition 2.4(ii)), the following equality holds:
qn−1dxn(qn−1 − qn) = (qn−1 − qn)xn(qn−1 − qn)− qn−1xn−1(qn−1 − qn).
We then have the following estimates for the L1-norms:
‖qn−1dyn(qn−1 − qn)‖1 ≤ ‖qn−1dxn(qn−1 − qn)‖1
≤ ‖(qn−1 − qn)xn(qn−1 − qn)‖1 + ‖qn−1xn−1qn−1(qn−1 − qn)‖1.
Fix N ≥ 1 and n ≤ N . As ‖qn−1xn−1qn−1‖∞ ≤ λ, we get that,
‖qn−1dyn(qn−1 − qn)‖1 ≤ ‖(qn−1 − qn)En(xN )(qn−1 − qn)‖1 + λτ
(
qn−1 − qn
)
≤ ‖(qn−1 − qn)xN (qn−1 − qn)‖1 + λτ
(
qn−1 − qn
)
.
It follows that for every N ≥ 1,
N∑
n=1
‖qn−1dyn(qn−1 − qn)‖1 ≤ τ
(
(1− qN)|xN |
)
+ λτ
(
1− qN
)
.
Using the fact that conditional expectations are contractions in L1(M), we deduce that for every
N ≥ 1,
(3.3)
N∑
n=1
‖dβn‖1 ≤ 4τ
(
(1− qN )|xN |
)
.
Taking the limit as N →∞, we conclude that ∑n≥1 ‖dβn‖1 ≤ 4‖x‖1 as claimed. 
We observe that since y is an L1-martingale that is not necessarily bounded, the martingales γ
and υ are not necessarily L1-bounded. However, the interest on γ and υ is only on their respective
support projections. We also note that since y is self-adjoint, we may take by symmetrization
that α and β are self-adjoint martingales and γ∗ = υ.
Even for the case y = x, the decomposition considered here is different from the ones presented
in [31, Corollary 2.9]. It turns out that this new set up provides much better constants on the
norms of α and β than the decomposition previously considered in [31]. In fact, the constants
obtained in items (ii) and (iii) are identical to those from the original decomposition for the
classical case using one stoping time provided by Burkholder in [6, Theorem 4.1]. We also note that
another version of Gundy’s decomposition was considered in [15] to accommodate the differential
subordination but the version given there was not made up of martingales and much less intuitive
than Theorem 3.1.
DIFFERENTIALLY SUBORDINATE MARTINGALES 15
We conclude this section with a natural application of Theorem 3.1. We provide a very concise
alternative proof of the weak type (1, 1) inequality for weak differential subordination from [15] in
the spirit of the proof of weak type (1, 1) boundedness of noncommutative martingale transforms
from [31, Theorem 3.1]. This approach also produces a better constant.
Theorem 3.2 ([15, Theorem 4.1]). Let x be a self-adjoint L1-bounded martingale and y is a
self-adjoint martingale that is weakly differentially subordinate to x. Then for every N ≥ 1,∥∥yN∥∥1,∞ ≤ c∥∥xN∥∥1
where c = 2 + 2B2 +
4B
B − 1 for B > 1.
Proof. By the definition of the weak-L1 norm, we need to verify that for every λ > 0, we have
λτ
(
χ
(λ,∞)(|yN |)
) ≤ c∥∥xN∥∥1.
By homogeneity, it is enough to establish the inequality for λ = 1. Consider the decomposition
of y = α+ β + γ + υ according to Theorem 3.1 with λ = 1. Fix B > 1 and set η = 1/B.
From Lemma 2.1, we have for every 0 < δ < 1,
τ
(
χ
(1,∞)(|yN |)
) ≤ τ(χ(ηδ,∞)(|αN |)) + τ(χ((1−η)δ,∞)(|βN |))
+ τ
(
χ
(η(1−δ),∞)(|γN |)
)
+ τ
(
χ
((1−η)(1−δ),∞)(|υN |)
)
= I + II + III + IV.
For the first term I, we use Chebychev’s inequality to deduce:
(3.4) I ≤ 1
η2δ2
‖αN‖22 ≤
2
η2δ2
∥∥xN∥∥1.
For the second term II, we proceed similarly:
II ≤ 1
(1− η)δ
∥∥βN∥∥1
≤ 1
(1− η)δ
N∑
n=1
∥∥dβn∥∥1 ≤ 4(1− η)δ∥∥xN∥∥1.
(3.5)
For III, we note that |γN | = |
∑N
n=1 dγn| is supported by the projection
∨N
n=1 supp|dγn| and
therefore χ(η(1−δ),∞)(|γN |) is a subprojection of
∨N
n=1 supp|dγn|. With this observation, it follows
that
(3.6) III ≤ τ
( N∨
n=1
supp|dγn|
)
≤ ∥∥xN∥∥1.
The last term IV can be estimated similarly:
IV = τ
(
χ
((1−η)(1−δ),∞)(|υN |)
)
= τ
(
χ
((1−η)(1−δ),∞)(|υ∗N |)
)
≤ τ
( N∨
n=1
supp|dυ∗n|
)
≤
∥∥xN∥∥1.
(3.7)
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Combining estimates from (3.4, 3.5, 3.6, 3.7) and taking δ → 1, we conclude that
τ
(
χ
(1,∞)(|yN |)
) ≤ ( 2
η2
+
4
1− η + 2
)∥∥xN∥∥1
=
(
2 + 2B2 +
4B
B − 1
)∥∥xN∥∥1.
The proof is complete. 
Remark 3.3. Taking for instance B = 1.75 yields c = 17.4583 which is better than the constant
36 in [15, Theorem 4.1].
4. Differential subordinations and martingale Hardy spaces
In this section, we present the primary objective of the paper. That is, to relate the notion of
weak differential subordination with column and row square functions. We organize the section
into three subsections. The first one is dedicated to weak-type results, the second deals with
the corresponding strong type variants when 1 < p < 2, while in the last subsection, we present
noncommutative analogues of sharp constant result due to Wang [44] which we use to compare
the various strong type results from the second subsection.
4.1. Weak-type (1, 1) inequalities. In this subsection, we provide two weak-type (1, 1) inequal-
ities involving weak differential subordinations. Recall that as was discovered in [15], this version
of noncommutative differential subordination is needed when dealing with weak-type (1, 1) and
strong type for 1 < p < 2. The inequalities considered below are motivated by [15, Theorem 4.1].
They are in the spirit of the weak-type analogues of the noncommutative Burkholder and the
weak-type analogue of noncommutative Burkholder-Gundy from [37, 38].
Theorem 4.1. Suppose that x is a self-adjoint L2-martingale and y is a self-adjoint martin-
gale that is weakly differentially subordinate to x. Then there exist three adapted sequences
η = (ηn)n≥1, ζ = (ζn)n≥1, and ξ = (ξn)n≥1 such that dy = η + ζ + ξ and satisfy the weak-
type estimate: ∥∥η∥∥
L1,∞(M⊗ℓ∞)
+
∥∥ζ∥∥
Lcond1,∞ (M;ℓ
c
2)
+
∥∥ξ∥∥
Lcond1,∞ (M;ℓ
r
2)
≤ K∥∥x∥∥
1
.
Before we proceed with the proof, let us point out that as already mentioned in the introduction
section, the corresponding result for classical martingales can be easily deduced from previously
known inequalities and therefore did not attract any interest in general. Indeed, let (Ω,Σ,P) be
a probability space and f = (fn)n≥1 be a bounded martingale in L1(Ω) (with respect to a given
filtration of σ-subalgebras of Σ). Assume that g = (gn)n≥1 is a martingale that is differentially
subordinate to f in the sense of [7]. Following the classical Davis decomposition, define for n ≥ 1,{
un := dgnχ{f∗n<2f∗n−1}
vn := dgnχ{f∗n≥2f∗n−1}
where (f∗n)n≥1 denotes the sequence of maximal functions. Then dgn = un+vn and by differential
subordination, |un| ≤ |dfn|χ{f∗n<2f∗n−1} and |vn| ≤ |dfn|χ{f∗n≥2f∗n−1}. It then follows immediately
from [30, Corollary C] that:∥∥∥(∑
n≥1
En−1(|un|2)
)1/2∥∥∥
1,∞
+ sup
λ>0
{
λ
∑
n≥1
P[|vn| ≥ λ]
}
≤ C∥∥f∥∥
1
.
This clearly shows that Theorem 4.1 is satisfied for classical martingales.
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The noncommutative situation is very different. First, the observation above for the classical
case suggests that the natural approach should follow the spirit of the decomposition considered
in [38]. However, as we will see below, this does not lead to simple comparisons as in the classical
case described above.
Below, we consider the family of projections {pi,n}i,n constructed from the martingale x as
described in the previous section. First, set η1 = y1, ζ1 = 0, and ξ1 = 0. For n ≥ 2, we define:
(4.1)

ηn :=
∑
0≤j<i
(pi,n − pi,n−1pi,n)dynpj,n−1;
ζn :=
∑
0≤i≤j
pi,ndynpj,n−1;
ξn :=
∑
0≤j<i
pi,n−1pi,ndynpj,n−1.
Observe that by assumption, y is also an L2-martingale. Since for every n ≥ 2, dyn ∈ L2(M), it
is not difficult to verify that the three sequences are well-defined and belong to L2(M). This fact
is essential in computing their respective norms in conditioned spaces. It is also worth pointing
out here that all three sequences depend on both martingales x and y as the family of projections
(pi,n)i,n was derived from x. Clearly, η, ζ, and ξ are adapted sequences and dy = η + ζ + ξ.
We emphasize that although y is weakly differentially subordinate to x, that information does
not carry over through the decomposition. In fact, none of the three adapted sequences consists
of self-adjoint operators. In particular, for any n ≥ 2, no immediate comparison can be made
between say |ζn| (or |ζ∗n|) and |dxn|. Similar remark can be made with η and ξ.
Our aim is to carefully analyze distribution functions of appropriate operators relative to the
three sequences η, ζ, and ξ. Without loss of generality, we may assume that both x and y are finite
L2-martingales. That is, x = (xn)1≤n≤N for some fixed N . Consequently, all three sequences in
(4.1) are finite sequences.
In this case, σc(ζ) is a well-defined operator since the ζn’s belong to L2(M). By the definition of
column conditioned spaces, ‖ζ‖Lcond1,∞ (M;ℓc2) = ‖σc(ζ)‖1,∞. Similarly, ‖ξ‖Lcond1,∞ (M;ℓr2) = ‖σc(ξ
∗)‖1,∞.
On the other hand, we will view the sequence η = (ηn)
N
n=1 as an operator affiliated with the
von Neumann algebra M⊗ℓ∞. For convenience, we write η =
∑N
n=1 ηn ⊗ en where (en)n≥1
denotes the unit vector basis of ℓ∞. Below, Tr denotes the natural trace on M⊗ℓ∞. That is, for
a =
∑
n≥1 an ⊗ en, the trace of a is given by Tr(a) =
∑
n≥1 τ(an).
Thus, according to the definition of the weak-L1-norm, proving Theorem 4.1 amounts to getting
the right estimates for the distribution functions of σc(ζ) and σc(ξ
∗) as τ -measurable operators
and the distribution function of η as Tr-measurable operator. We record these estimates in
Proposition 4.2 and Proposition 4.4 below as they will also be needed in the next two subsections.
We start with the column and row parts.
Proposition 4.2. For every k ≥ 0, the following two inequalities hold:
τ
(
χ
(2k ,∞)
(
σc(ζ)
)) ≤ 2−2k∥∥ek,NxNek,N∥∥22 + 8 . 2−kτ((1− ek,N )|xN |)
and
τ
(
χ
(2k ,∞)
(
σc(ξ
∗)
)) ≤ 2−2k∥∥ek,NxNek,N∥∥22 + 8 . 2−kτ((1− ek,N)|xN |).
For the proof, we begin with a crucial lemma that provides the decisive step that transforms
the norms of conditioned square functions of the sequences ζ and ξ into square functions of some
truncations of x.
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Lemma 4.3. For every k ≥ 0 and n ≥ 2, the following two inequalities hold:
τ
(
ek,n−1En−1(|ζn|2)ek,n−1
)
≤ τ
(
ek,ndxnek,n−1dxnek,n
)
and
τ
(
ek,n−1En−1(|ξ∗n|2)ek,n−1
)
≤ τ
(
ek,ndxnek,n−1dxnek,n
)
.
Proof. A straightforward computation shows that for every n ≥ 2,
En−1(|ζn|2) =
∑
l,j≥0
∑
i≤l∧j
pl,n−1En−1[dynpi,ndyn]pj,n−1.
Fix k ≥ 0. Since ek,n−1 =
∑k
j=0 pj,n−1, we have:
ek,n−1En−1(|ζn|2)ek,n−1 =
∑
0≤l,j≤k
∑
i≤l∧j
pl,n−1En−1[dynpi,ndyn]pj,n−1.
Taking the trace and using the fact that conditional expectations are trace invariant,
τ
(
ek,n−1En−1(|ζn|2)ek,n−1
)
=
∑
0≤j≤k
∑
0≤i≤j
τ
(
pj,n−1En−1[dynpi,ndyn]pj,n−1
)
=
∑
0≤j≤k
τ
(
pj,n−1dynej,ndynpj,n−1
)
.
Since for 0 ≤ j ≤ k, ej,n ≤ ek,n ≤ ek,n−1, we get
τ
(
ek,n−1En−1(|ζn|2)ek,n−1
)
≤
∑
0≤j≤k
τ
(
pj,n−1dynek,ndynpj,n−1
)
=
∑
0≤j≤k
τ
(
pj,n−1dynek,ndyn
)
= τ
(
ek,n−1dynek,nek,n−1dyn
)
= τ
(
ek,n[ek,n−1dynek,n−1dynek,n−1]
)
≤ τ(ek,n[ek,n−1dxnek,n−1dxnek,n−1])
where in the last inequality we use the fact that ek,n−1 ∈ Mn−1 and y is weakly differentially
subordinate to x. This proves the first inequality. The second inequality is slightly more delicate.
We begin from the identity:
En−1(|ξ∗n|2) =
∑
l,i≥0
∑
i<l∧j
pl,n−1En−1[pl,ndynpj,n−1dynpi,n]pi,n−1.
Performing the same computation as in the first part leads to
τ
(
ek,n−1En−1(|ξ∗n|2)ek,n−1
)
=
∑
0≤i≤k
τ
(
pi,n−1pi,ndynei,n−1dynpi,npi,n−1
)
.
Since ei,n ≤ ek,n, we have
τ
(
ek,n−1En−1(|ξ∗n|2)ek,n−1
)
≤
∑
0≤i≤k
τ
(
pi,n−1pi,ndynek,n−1dynpi,npi,n−1
)
.
We also make the observation that pi,n ≤ ei,n ≤ ek,n−1. This further leads to
τ
(
ek,n−1En−1(|ξ∗n|2)ek,n−1
)
≤
∑
0≤i≤k
τ
(
pi,n−1pi,n[ek,n−1dynek,n−1dynek,n−1]pi,npi,n−1
)
.
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Using the weak differential subordination assumption, we obtain
τ
(
ek,n−1En−1(|ξ∗n|2)ek,n−1
)
≤
∑
0≤i≤k
τ
(
pi,n−1pi,n[ek,n−1dxnek,n−1dxnek,n−1]pi,npi,n−1
)
= τ
(
[
∑
0≤j≤k
pi,npi,n−1pi,n]ek,n−1dxnek,n−1dxnek,n−1
)
≤ τ([ ∑
0≤i≤k
pi,n
]
ek,n−1dxnek,n−1dxnek,n−1
)
= τ
(
ek,ndxnek,n−1dxnek,n−1
)
.
The proof of the lemma is complete. 
Proof of Proposition 4.2. We present the proof for σc(ζ). The argument for σc(ξ
∗) is identical.
Let k be a fixed positive integer. For simplicity, denote π := ek,N and write
σc(ζ) = σc(ζ)π + σc(ζ)(1− π).
According to Lemma 2.1, for any given 0 < α < 1,
τ
(
χ
(2k ,∞)
(
σc(ζ)
)) ≤ τ(χ(α2k ,∞)(|σc(ζ)π|))+ τ(χ((1−α)2k ,∞)(|σc(ζ)(1− π)|)).
Since |σc(ζ)(1 − π)| is supported by 1 − π, the projection χ((1−α)2k ,∞)
(|σc(ζ)(1 − π)|) is a sub-
projection of 1− π. Therefore, we obtain that
τ
(
χ
(2k ,∞)
(
σc(ζ)
)) ≤ τ(χ(α2k ,∞)(|σc(ζ)π|))+ τ(1− π).
Using Chebyshev’s inequality and letting α→ 1 on the first term of the right hand side, we get
τ
(
χ
(2k,∞)
(
σc(ζ)
)) ≤ 2−2kτ(πσ2c (ζ)π)+ τ(1− ek,N )
≤ 2−2kτ(πσ2c (ζ)π)+ 2−k+1τ((1− ek,N )|xN |)(4.2)
where we use (2.3) on the second inequality.
Next, recall that the sequence (ek,m) is decreasing on m. In particular, ek,m ≥ π for every
1 ≤ m ≤ N − 1. With this fact, we may express the operator πσ2c (ζ)π as:
πσ2c (ζ)π = π
( N∑
n=1
En−1(|ζn|2)
)
π
= π
( N∑
n=2
ek,n−1En−1(|ζn|2)ek,n−1
)
π.
Taking traces on both sides leads to the inequality
τ
(
πσ2c (ζ)π) ≤
N∑
n=2
τ
(
ek,n−1En−1(|ζn|2)ek,n−1
)
.
Now, we appeal to Lemma 4.3 to further get
τ
(
πσ2c (ζ)π) ≤
N∑
n=2
τ
(
ek,ndxnek,n−1dxnek,n
)
.
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Therefore, we see that (4.2) further implies
τ
(
χ
(2k ,∞)
(
σc(ζ)
)) ≤ 2−2k N∑
n=2
τ
(
ek,ndxnek,n−1dxnek,n
)
+ 2−k+1τ
(
(1− ek,N )|xN |
)
.
We arrive at the desired estimate by incorporating the inequality from Lemma 2.5(iii) on the first
quantity of the right hand side. 
Now we deal with the distribution function of η. The proof is more involved. Since the trace
on M⊗ℓ∞ is not normalized, we need to estimate the distribution function for the full range of
the positive real line. This is done in the next result.
Proposition 4.4. (i) For every k ≥ 1, the following estimate holds:
Tr
(
χ
(2k ,∞)(|η|)
) ≤ 2−2k+2∥∥ek,NxNek,N∥∥22 + 28 . 2−kτ((1− ek,N )|xN |)+ τ(χ(2k ,∞)(|x1|)).
(ii) For every 0 < λ ≤ 1, we have
Tr
(
χ
(λ,∞)(|η|)
) ≤ τ(χ(λ,∞)(|x1|))+∑
i≥0
τ(1− ei,N ).
Proof. • Assume that k ≥ 1. Set ri,n := r(pi,n − pi,n−1pi,n) and li,n := l(pi,n − pi,n−1pi,n) where
r(a) (resp. l(a)) denotes the right (resp. left) support projection of an operator a. It is clear that
ri,n ≤ pi,n. In particular, (ri,n)i is a pairwise disjoint sequence. We claim that for every i ≥ 1,
(4.3) li,n ≤ ei−1,n−1 − ei−1,n.
To verify this claim, recall that pi,n = ei,n − ei−1,n and pi,n−1 = ei,n−1 − ei−1,n−1. Then
pi,n − pi,n−1pi,n = ei,n − ei−1,n − (ei,n−1 − ei−1,n−1)(ei,n − ei−1,n)
= ei,n − ei−1,n − ei,n−1ei,n + ei,n−1ei−1,n + ei−1,n−1ei,n − ei−1,n−1ei−1,n.
Since (ei,n) is decreasing on n and increasing on i, we have ei,n−1ei,n = ei,n, ei−1,n−1ei−1,n = ei−1,n,
and ei,n−1ei−1,n = ei−1,n where the last equality follows from ei,n−1 ≥ ei−1,n−1 ≥ ei−1,n. It follows
that the first four terms add up to zero and therefore
pi,n − pi,n−1pi,n = ei−1,n−1ei,n − ei−1,n.
Clearly, ei−1,n−1(pi,n − pi,n−1pi,n) = pi,n − pi,n−1pi,n. Also, we have ei−1,n(pi,n − pi,n−1pi,n) =
ei−1,nei−1,n−1ei,n−ei−1,n = 0. It follows that (ei−1,n−1−ei−1,n)(pi,n−pi,n−1pi,n) = pi,n−pi,n−1pi,n
and therefore we have (4.3) from the definition of left support projection.
Now we proceed with the proof. To make the argument more transparent, we introduce the
following notations:
U := 1⊗ e1 +
N∑
n=2
(∑
0<i
pi,n − pi,n−1pi,n
)⊗ en;
V := y1 ⊗ e1 +
N∑
n=2
( ∑
0≤j<i
ri,ndynpj,n−1
)⊗ en;
Π0 := 1⊗ e1 +
N∑
n=2
(∑
i>0
ri,n
)⊗ en;
Πk := χ(2k ,∞)(|x1|)⊗ e1 +
N∑
n=2
( ∑
i≥k+1
ri,n
)⊗ en.
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One can easily check that η = UΠ0V . The operators Π0 and Πk are projections in M⊗ℓ∞
satisfying Πk ≤ Π0. We will need the following two properties:
(1) Tr(Πk) ≤ τ(χ(2k ,∞)(|x1|)) +
∑
i≥k τ
(
1− ei,N
)
;
(2) supn,k
∥∥∑
i≥k pi,n − pi,n−1pi,n
∥∥
∞
≤ 2.
A verification of item (2) can be found in [38, Lemma 3.6]. On the other hand, we have from the
definition that,
Tr(Πk) = τ(χ(2k ,∞)(|x1|)) +
N∑
n=2
∑
i≥k+1
τ(ri,n)
= τ(χ(2k ,∞)(|x1|)) +
N∑
n=2
∑
i≥k+1
τ(li,n).
Since li,n ≤ ei−1,n−1 − ei−1,n, a fortiori, we have
Tr(Πk) ≤ τ(χ(2k ,∞)(|x1|)) +
N∑
n=2
∑
i≥k+1
τ(ei−1,n−1 − ei−1,n)
≤ τ(χ(2k ,∞)(|x1|)) +
∑
i≥k+1
τ(1− ei−1,N ).
Thus, we have deduced property (1). That is,
(4.4) Tr(Πk) ≤ τ(χ(2k ,∞)(|x1|)) +
∑
i≥k
τ(1− ei,N ).
Next, we write η = U(Π0 −Πk)V + UΠkV and fix 0 < α < 1. By Lemma 2.1, we have
Tr
(
χ
(2k ,∞)(|η|)
) ≤ Tr(χ(α2k ,∞)(|U(Π0 −Πk)V |)) +Tr(χ((1−α)2k ,∞)(|UΠkV |)).
We observe that by definition, the support projection of |UΠkV | is a subprojection of r(ΠkV ).
But since r(ΠkV ) is equivalent to l(ΠkV ) (see for instance [43, p. 304]) and l(ΠkV ) is clearly
a subprojection of Πk, we see that χ((1−α)2k ,∞)(|UΠkV |) is equivalent to a subprojection of Πk
in M⊗ℓ∞. Therefore, Tr(χ((1−α)2k ,∞)(|UΠkV |)) ≤ Tr(Πk). Applying Chebyshev inequality and
taking α→ 1 in the first term, we obtain that
Tr
(
χ
(2k ,∞)(|η|)
) ≤ 2−2k∥∥U(Π0 −Πk)V ∥∥22 +Tr(Πk).
We proceed to estimate the L2-norm of U(Π0 −Πk)V .
∥∥U(Π0 −Πk)V ∥∥22 = ∥∥y1χ[0,2k](|x1|)∥∥22 + N∑
n=2
∥∥ ∑
0≤j<i≤k
(pi,n − pi,n−1pi,n)dynpj,n−1
∥∥2
2
=
∥∥y1χ[0,2k](|x1|)∥∥22 + N∑
n=2
∥∥(∑
l≥0
pl,n − pl,n−1pl,n
) ∑
0≤j<i≤k
pi,ndynpj,n−1
∥∥2
2
=
∥∥y1χ[0,2k](|x1|)∥∥22 + N∑
n=2
∥∥∑
l≥0
pl,n − pl,n−1pl,n
∥∥2
∞
∥∥ ∑
0≤j<i≤k
pi,ndynpj,n−1
∥∥2
2
.
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By the property (2) stated above, ‖∑l≥0 pl,n − pl,n−1pl,n‖∞ ≤ 2. Therefore,∥∥U(Π0 −Πk)V ∥∥22 ≤ ∥∥y1χ[0,2k](|x1|)∥∥22 + 4 N∑
n=2
∥∥ ∑
0≤j<i≤k
pi,ndynpj,n−1
∥∥2
2
=
∥∥y1χ[0,2k](|x1|)∥∥22 + 4 N∑
n=2
∥∥ ∑
1≤i≤k
pi,ndynei−1,n−1
∥∥2
2
=
∥∥y1χ[0,2k](|x1|)∥∥22 + 4 N∑
n=2
∑
1≤i≤k
∥∥pi,ndynei−1,n−1∥∥22.
Since ei−1,n−1 ≤ ek,n−1 and (pi,n)i are pairwise disjoint, we further get∥∥U(Π0 −Πk)V ∥∥22 ≤ ∥∥y1χ[0,2k](|x1|)∥∥22 + 4 N∑
n=2
∥∥ek,ndynek,n−1∥∥22
=
∥∥y1χ[0,2k](|x1|)∥∥22 + 4 N∑
n=2
τ
(
ek,n[ek,n−1dynek,n−1dynek,n−1]ek,n
)
.
By assumption, ek,n−1dynek,n−1dynek,n−1 ≤ ek,n−1dxnek,n−1dxnek,n−1. Also |y1|2 ≤ |x1|2. We
deduce that∥∥U(Π0 −Πk)V ∥∥22 ≤ ∥∥x1χ[0,2k](|x1|)∥∥22 + 4 N∑
n=2
τ
(
ek,n[ek,n−1dxnek,n−1dxnek,n−1]ek,n
)
which is equivalent to
(4.5)
∥∥U(Π0 −Πk)V ∥∥22 ≤ ∥∥x1χ[0,2k](|x1|)∥∥22 + 4 N∑
n=2
∥∥ek,ndxnek,n−1∥∥22.
At this point, we have from combining (4.4) and (4.5) that:
Tr
(
χ
(2k ,∞)(|η|)
) ≤ 2−2k+2 N∑
n=2
∥∥ek,ndxnek,n−1∥∥22 +∑
i≥k
τ(1− ei,N )
+ 2−2k
∥∥x1χ[0,2k](|x1|)∥∥22 + τ(χ(2k ,∞)(|x1|)).
To simplify the right hand side, we will incorporate the third term into the first term. To do
this, we simply observe that at the first level of the Cuculescu construction, only one operator is
being used and therefore all projections involved commute. In particular, we have χ[0,2k](|x1|) =
q
(2k)
1 = ek,1. Therefore, ‖x1χ[0,2k](|x1|)‖22 = ‖ek,1dx1ek,0‖22. This allows us to write:
Tr
(
χ
(2k ,∞)(|η|)
) ≤ 2−2k+2 N∑
n=1
∥∥ek,ndxnek,n−1∥∥22 +∑
i≥k
τ(1− ei,N ) + τ(χ(2k,∞)(|x1|)).
By Lemma 2.5(iii) and (2.3),
Tr
(
χ
(2k ,∞)(|η|)
) ≤ 2−2k+2∥∥ek,NxNek,N∥∥22 + 24 . 2−kτ((1− ek,N )|xN |)
+
∑
i≥k
2−i+1τ
(
(1− ei,N )|xN |
)
+ τ(χ(2k ,∞)(|x1|)).
DIFFERENTIALLY SUBORDINATE MARTINGALES 23
Since 1− ei,N ≤ 1− ek,N for i ≥ k, we conclude that
Tr
(
χ
(2k ,∞)(|η|)
) ≤ 2−2k+2∥∥ek,NxNek,N∥∥22 + 28 . 2−kτ((1− ek,N )|xN |)+ τ(χ(2k ,∞)(|x1|)).
This completes the proof of the first item.
• Fix 0 < λ ≤ 1. Let Θ := η − (y1 ⊗ e1). It is clear from disjointness that χ(λ,∞)(|η|) =
χ
(λ,∞)(|y1|)⊗e1+χ(λ,∞)(|Θ|). Since we clearly have by assumption that |y1| ≤ |x1|, it follows that
τ(χ(λ,∞)(|y1|)) ≤ τ(χ(λ,∞)(|x1|)). We claim that the inequality Tr(χ(λ,∞)(|Θ|)) ≤
∑
i≥0 τ(1−ei,N )
holds. To verify this claim, we consider a slight modification of the projection Π0 defined earlier.
Set Π˜0 :=
∑N
n=2(
∑
i>0 ri,n)⊗ en. We observe that
Θ = UΠ˜0V.
Then, as before, the support projection of |Θ| is a subprojection of r(Π˜0V ) which in turn is equiv-
alent to l(Π˜0V ). But l(Π˜0V ) ≤ Π˜0. This shows that χ(λ,∞)(|Θ|) is equivalent to a subprojection
of Π˜0. This leads to
Tr
(
χ
(λ,∞)(|Θ|)
) ≤ Tr(Π˜0) = N∑
n=2
∑
i>0
τ(ri,n).
We can deduce as before that
∑N
n=2
∑
i>0 τ(li,n) ≤
∑
i>0 τ(1− ei−1,N ) =
∑
i≥0 τ(1− ei,N ). The
proof of the proposition is complete. 
We are now ready to provide the proof of the main theorem.
Proof of Theorem 4.1. We will divide the proof into the column/row part and the diagonal part.
For the column part, we will show that there is an absolute constant K so that for every λ > 0,
(4.6) λτ
(
χ
(λ,∞)
(
σc(ζ)
)) ≤ K‖x‖1.
Since M is a finite von Neumann algebra, it suffices to establish (4.6) for λ = 2k when k ≥ 0 is
arbitrary. Note that ‖ek,NxNek,N‖22 ≤ 2k‖xN‖1. This simple inequality along with Proposition 4.2
clearly lead to the conclusion that
(4.7) 2kτ
(
χ
(2k,∞)
(
σc(ζ)
)) ≤ 9‖x‖1.
The proof for the column part is complete. In light of the second inequality in Proposition 4.2,
the proof for the row part is identical. That is,
(4.8) 2kτ
(
χ
(2k ,∞)
(
σc(ξ
∗)
)) ≤ 9‖x‖1.
We now provide the proof of the diagonal part. Proposition 4.4(i) gives for every k ≥ 1 that
Tr
(
χ
(2k ,∞)(|η|)
) ≤ 2−2k+2(2k‖xN‖1) + 29 . 2−k‖xN‖1 = 33(2−k‖xN‖1).
On the other hand, for every 0 < λ ≤ 1, Proposition 4.4(ii) and (2.3) imply that
Tr
(
χ
(λ,∞)(|η|)
) ≤ λ−1‖x1‖1 + 2(∑
i≥0
2−i‖xN‖1
) ≤ 5(λ−1‖xN‖1).
Combining the previous two estimates, we can conclude that for every l ∈ Z,
(4.9) 2lTr
(
χ
(2l,∞)(|η|)
)
) ≤ 33‖xN‖1.
Thus, getting the desired estimate for the diagonal part. Finally, combining (4.7), (4.8), and
(4.9), we conclude that∥∥ζ∥∥
Lcond1,∞ (M;ℓ
c
2)
+
∥∥ξ∥∥
Lcond1,∞ (M;ℓ
r
2)
+
∥∥η∥∥
Lcond1,∞ (M⊗ℓ∞)
≤ 51∥∥x∥∥
1
.
24 JIAO, RANDRIANANTOANINA, WU, AND ZHOU
The proof is complete. 
Our next result is the companion of Theorem 4.1 for the case of square functions.
Theorem 4.5. Suppose that x is a self-adjoint L2-martingale and y is a self-adjoint martingale
that is weakly differentially subordinate to x. Then there exist two martingales yr and yc such
that y = yc + yr and satisfy the weak-type estimate:∥∥Sc(yc)∥∥1,∞ + ∥∥Sr(yr)∥∥1,∞ ≤ K∥∥x∥∥1.
We now proceed with the proof of Theorem 4.5. The martingales yc and yr are defined from
their respective martingale difference sequences as follows:
(4.10)

dyc1 :=
∑
0≤i≤j
pi,1dy1pj,1;
dycn :=
∑
0≤i≤j
pi,n−1dynpj,n−1 for n ≥ 2;
dyr1 :=
∑
0≤j<i
pi,1dy1pj,1;
dyrn :=
∑
0≤j<i
pi,n−1dynpj,n−1 for n ≥ 2.
Clearly, y = yc+ yr. Since x is an L2-martingale, by the weak differential subordination assump-
tion, y is also an L2-martingale. By the L2-boundedness of triangular truncations, it is also clear
that yc and yr are L2-martingales. However, since y
c and yr are not self-adjoint martingales,
neither of them can be weakly differentially subordinate to x.
We will present the argument for ‖Sc(yc)‖1,∞. We emulate the idea of the proof of [31, Theo-
rem 3.2] taking advantage of the new version of Gundy’s decomposition for weakly differentially
subordinate martingales presented in the previous section. Before we proceed with the proof, we
need to an intermediary result on triangular truncations.
Let P = {pi}mi=1 be a finite sequence of mutually disjoint projections inM. We denote by T (P)
the triangular truncation with respect to P. That is, for any operator a ∈ L0(M, τ), we set:
T (P)a =
∑
1≤i≤j≤m
piapj.
We will make use of the following property of countable set of triangular truncations:
Lemma 4.6. If (Pn)n≥1 is a family of finite sequences of mutually disjoint projections and (an)n≥1
is a sequence in L1(M, τ), then∥∥∥(∑
n≥1
∣∣T (Pn)an∣∣2)1/2∥∥∥
1,∞
≤ 20
√
2
∑
n≥1
∥∥an∥∥1.
A version of Lemma 4.6 for sequences of positive elements of L1(M) appeared in [37, Propo-
sition 1.6] with constant equals to 5
√
2. By the quasi-triangle inequality ‖w1 + w2‖1,∞ ≤
2‖w1‖1,∞ + 2‖w2‖1,∞, one can easily verify that the lemma holds with constant equals to 10
√
2
for sequences of self-adjoint operators. Finally, Lemma 4.6 follows from splitting the sequence
(an)n≥1 into real and imaginary parts.
We are now ready to present the proof. As in the conditioned case, it suffices to establish that
there exists a constant K such that for any arbitrary k ≥ 0:
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(4.11) 2kτ
(
χ
(2k ,∞)
(
Sc(y
c)
)) ≤ K‖x‖1.
Fix k ≥ 0 and N ≥ 2. For simplicity, let π = ek,N . First, we write
Sc,N (y
c) = Sc,N(y
c)π + Sc,N(y
c)(1− π).
According to Lemma 2.1, for any given 0 < δ < 1,
τ
(
χ
(2k,∞)
(
Sc,N(y
c)
)) ≤ τ(χ(δ2k ,∞)(|Sc,N(yc)π|))+ τ(χ((1−δ)2k ,∞)(|Sc,N(yc)(1− π)|))
≤ τ
(
χ
(δ2k ,∞)
(|Sc,N(yc)π|))+ τ(1− π).(4.12)
We note that πS2c,N(y
c)π = π(S
(k)
c,N(y
c))2π where S
(k)
c,N(y
c) denotes the following truncated square
function
S
(k)
c,N(y
c) =
∣∣∣ ∑
0≤i≤j≤k
pi,1dy1pj,1
∣∣∣2 + N∑
n=2
∣∣∣ ∑
0≤i≤j≤k
pi,n−1dynpj,n−1
∣∣∣2
1/2 .
We refer to the proof of [37, Proposition A] for this fact. Next, we consider the decomposition
of y according to Theorem 3.1 using the parameter λ = 2k. This gives y = α + β + γ + υ as
described in (Gλ).
As in [31], for n ≥ 1, set
P
(k)
n := (pi,n)
k
i=0.
Then with this notation, we see that
S
(k)
c,N (y
c) =
(∣∣T P(k)1 (dy1)∣∣2 + N∑
n=2
∣∣T P(k)n−1(dyn)∣∣2)1/2.
We make the following crucial observation. Since dγn is right supported by 1− q(2
k)
n−1. A fortiori,
it is right supported by 1− ek,n−1 =
∑
l≥k+1 pk,n−1. This reveals that T P
(k)
n−1(dγn) = 0. Similarly,
by using the left support projections, we see that T P(k)n−1(dυn) = 0. Therefore,
S
(k)
c,N(y
c) =
(∣∣T P(k)1 (dα1 + dβ1)∣∣2 + N∑
n=2
∣∣T P(k)n−1(dαn + dβn)∣∣2)1/2.
Using the elementary identity |a+ b|2 ≤ 2|a|2 + 2|b|2, we have
(S
(k)
c,N(y
c))2 ≤ 2(S(k)c,N(α))2 + 2(S(k)c,N (β))2
where we use the notation
S
(k)
c,N(α) =
(∣∣T P(k)1 (dα1)∣∣2 + N∑
n=2
∣∣T P(k)n−1(dαn)∣∣2)1/2
and
S
(k)
c,N(β) =
(∣∣T P(k)1 (dβ1)∣∣2 + N∑
n=2
∣∣T P(k)n−1(dβn)∣∣2)1/2.
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The preceding discussion and Lemma 2.1 lead to:
τ
(
χ
(δ2k ,∞)
(|Sc,N (yc)π|)) = τ(χ(δ2k ,∞)(|S(k)c,N(yc)π|))
≤ τ
(
χ
(δ222k ,∞)
(|S(k)c,N(yc)|2))
≤ τ
(
χ
(δ222k−1,∞)
(
2|S(k)c,N (α)|2
))
+ τ
(
χ
(δ222k−1,∞)
(
2|S(k)c,N(β)|2
))
= τ
(
χ
(δ222k−2,∞)
(|S(k)c,N(α)|2))+ τ(χ(δ222k−2,∞)(|S(k)c,N(β)|2)).
Using Chebychev’s inequality, we further get:
τ
(
χ
(δ2k ,∞)
(|Sc,N(yc)π|)) ≤ δ−22−2k+2‖S(k)c,N(α)‖22 + τ(χ(δ2k−1,∞)(S(k)c,N(β)))
≤ δ−22−2k+2‖S(k)c,N(α)‖22 + δ−12−k+1‖S(k)c,N (β)‖1,∞.
Combining this last estimate with (4.12) and taking δ → 1, we have
τ
(
χ
(2k,∞)
(
Sc,N(y
c)
)) ≤ 2−2k+2‖S(k)c,N(α)‖22 + 2−k+1‖S(k)c,N(β)‖1,∞ + τ(1− ek,N ).
Using the fact that triangular truncations are contractive projections in L2(M) on the first term
on the right hand side and Lemma 4.6 on the second term, we further get
(4.13) τ
(
χ
(2k ,∞)
(
Sc,N(y
c)
)) ≤ 2−2k+2‖αN‖22 + (20√2)2−k+1 N∑
n=1
‖dβn‖1 + τ(1− ek,N).
We can conclude from (3.2), (3.3), and (2.3) that
τ
(
χ
(2k ,∞)
(
Sc,N(y
c)
)) ≤ 2−k+3‖xN‖1 + (80√2)2−k+1‖xN‖1 + 2−k+1‖xN‖1
= [10 + 160
√
2]2−k‖xN‖1.
Taking the limit with N →∞, we obtain (4.11) with K = 10+160√2. The proof is complete. 
Remark 4.7. Inspecting the proof of Theorem 3.1, more specifically, the estimates on the L2-
norms of (dαn)n≥1 and the L1-norms of (dβn)n≥1, one can show that the distribution function
of Sc(y
c) can be majorized with an upper bound similar to that of the distribution of σc(ζ) from
Proposition 4.2. More precisely, we have for every N ≥ 1,
(4.14) τ
(
χ
(2k ,∞)
(
Sc,N(y
c)
)) ≤ 2−2k+2∥∥ek,NxNek,N∥∥22 + [160√2 + 26]2−kτ((1− ek,N )|xN |).
The same estimate applies to the distribution function of Sr,N (y
r). These are nearly identical to
the estimates from Proposition 4.2 and will be useful in the extensions to convex functions and
the strong type (p, p) case below.
We will sketch the argument for inequality (4.14). First, it follows from the proof of Lemma 2.5
and (3.1) that for N ≥ 1,
(4.15) ‖αN‖22 ≤
∥∥ek,NxNek,N∥∥22 + 6 . 2kτ((1− ek,N)|xN |).
Also since 1− q(2k)N ≤ 1− ek,N , it follows from (3.3) that
(4.16)
N∑
n=1
‖dβn‖1 ≤ 4τ
(
(1− ek,N )|xN |
)
.
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Incorporating (4.15) and (4.16) into the inequality (4.13), we obtain
τ
(
χ
(2k ,∞)
(
Sc(y
c)
)) ≤ 2−2k+2[∥∥ek,NxNek,N∥∥22 + 6 . 2kτ((1− ek,N)|xN |)]
+ (20
√
2)2−k+1
[
4τ
(
(1− ek,N )|xN |
)]
+ τ
(
1− ek,N
)
≤ 2−2k+2∥∥ek,NxNek,N∥∥22 + [160√2 + 26]2−kτ((1− ek,N)|xN |)
where in the second inequality we use (2.3). 
4.2. Strong type (p, p) inequalities for 1 < p < 2. In this subsection, we consider the cor-
responding strong-type (p, p) for weakly differentially subordinate martingales. Our first result
deals with conditioned Hardy spaces which is the strong type version of Theorem 4.1.
Theorem 4.8. Suppose that x is a self-adjoint L2-martingale and y is a self-adjoint martingale
that is weakly differentially subordinate to x. Then there exist three martingales yd, yc, and yr
(depending only on x and y) such that y = yd + yc + yr and for every 1 < p < 2,∥∥yd∥∥
hdp
+
∥∥yc∥∥
hcp
+
∥∥yr∥∥
hrp
≤ cp
∥∥x∥∥
p
where
cp =
2p+1
(2p−1 − 1)
[(
8 +
6
1− 2p−2
)1/p
+
(
77 +
24
1− 2p−2
)1/p]
.
In particular, cp = O((p − 1)−1) when p→ 1.
We divide the proof into two steps:
Step 1. We begin by describing a concrete decomposition of y. Consider the martingales
wd, wc, and wr whose martingale difference sequences are for n ≥ 1, dwdn := ηn − En−1(ηn),
dwcn := ζn − En−1(ζn), and dwrn := ξn − En−1(ξn), where η, ζ, and ξ are the adapted sequences in
(4.1). Clearly, y = wd + wc + wr and the decomposition is independent of p. We provide some
general estimates for the martingales wd, wc, and wr.
Norms estimates for the column and row parts. Using the fact that for every operator a ∈ L2(M)
and n ≥ 1, En−1|a− En−1(a)|2 = En−1|a|2 − |En−1(a)|2 ≤ En−1|a|2, it is clear that
‖wc‖hcp ≤ ‖ζ‖Lcondp (M;ℓc2) = ‖σc(ζ)‖p
We claim that for every 1 < p < 2, ‖σc(ζ)‖pp ≤ 1+κp‖x‖pp for some suitable constant κp depending
only on p. It suffice to show that for every 1 < p < 2 and N ≥ 1, ‖σc,N (ζ)‖pp ≤ 1 + κp‖xN‖pp.
Our approach was inspired by ideas from [15] taking advantage of various properties of projec-
tions that are relatives to the Cuculescu projections established in the previous section. Below,
we will use the well-known fact that for any given operator a, its Lp-norm can be computed with
the integral formula: ∥∥a∥∥p
p
=
∫ ∞
0
ptp−1τ
(
χ
(t,∞)(|a|)
)
dt.
We begin with the following elementary estimate:
(4.17)
∥∥σc,N(ζ)∥∥pp ≤ 1 + (2p − 1)∑
k≥0
2pkτ
(
χ
(2k ,∞)(σc,N (ζ))
)
.
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According to the estimates on the distribution of σc,N (ζ) stated in Proposition 4.2, we have∥∥σc,N (ζ)∥∥pp ≤ 1 + (2p − 1) ∞∑
k=0
2pk
(
2−2k
∥∥ek,NxNek,N∥∥22 + 8 . 2−kτ((1− ek,N )|xN |))
= 1 + (2p − 1)
∞∑
k=0
2(p−2)k
∥∥ek,NxNek,N∥∥22 + 8(2p − 1) ∞∑
k=0
2(p−1)kτ
(
(1− ek,N )|xN |
)
.
The last step is to apply Lemma 2.6 and Lemma 2.7 to conclude that∥∥σc,N(ζ)∥∥pp ≤ 1 + [ (2p − 1)2p2+1(1− 2p−2)(2p−1 − 1)p + 8(2p − 1)2(p−1)
2
(2p−1 − 1)p
]∥∥xN∥∥pp
= 1 +
2p
2
(2p−1 − 1)p
[2(2p − 1)
1− 2p−2 + 8(2
p − 1)2−2p+1
]∥∥xN∥∥pp
= 1 +
2p
2
(2p−1 − 1)p
[2(2p − 1)
1− 2p−2 + 8(2
−p+1 − 2−2p+1)
]∥∥xN∥∥pp.
(4.18)
As 2p − 1 ≤ 3 and 2−p+1 − 2−2p+1 ≤ 1, we have∥∥σc,N (ζ)∥∥pp ≤ 1 + 2p2(2p−1 − 1)p [8 + 61− 2p−2 ]∥∥xN∥∥pp.
Taking limits as N →∞, we conclude that:
(4.19)
∥∥wc∥∥p
hcp
≤
∥∥σc(ζ)∥∥pp ≤ 1 + 2p2(2p−1 − 1)p [8 + 61− 2p−2 ]∥∥x∥∥pp.
Similarly, we may also state
(4.20)
∥∥wr∥∥p
hrp
≤ 1 + 2
p2
(2p−1 − 1)p
[
8 +
6
1− 2p−2
]∥∥x∥∥p
p
.

Norm estimates for the diagonal part. Since conditional expectations are contractions in Lp(M),
we have ‖wd‖hdp ≤ 2‖η‖Lp(M⊗ℓ∞) so we will only work on ‖η‖Lp(M⊗ℓ∞). As in the column part, it
suffices to estimate the Lp-norm of the finite sequence η
(N) = (ηn)1≤n≤N for N ≥ 1. Elementary
calculation shows that ∥∥η(N)∥∥p
p
≤ (2p − 1)
∑
k∈Z
2pkTr
(
χ
(2k,∞)(|η(N)|)
)
.
Next, we divide the right hand side into two parts:∑
k∈Z
2pkTr
(
χ
(2k ,∞)(|η(N)|)
)
=
∑
k≥1
2pkTr
(
χ
(2k,∞)(|η(N)|)
)
+
∑
−∞<k≤0
2pkTr
(
χ
(2k,∞)(|η(N)|)
)
= A+B.
From Proposition 4.4(i), we have
A ≤ 4
∑
k≥1
2(p−2)k
∥∥ek,NxNek,N∥∥22 + 28∑
k≥1
2(p−1)kτ
(
(1− ek,N)|xN |
)
+
∑
k≥1
2pkτ
(
χ
(2k ,∞)(|x1|)
)
≤ 4
∑
k≥1
2(p−2)k
∥∥ek,NxNek,N∥∥22 + 28∑
k≥1
2(p−1)kτ
(
(1− ek,N)|xN |
)
+
∥∥x1∥∥pp.
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Using the estimate from Lemma 2.7 in the first term, Lemma 2.6 in the second term, and the
fact that ‖x1‖p ≤ ‖xN‖p, we arrive at the estimate:
A ≤
[
4
2p
2+1
(1 − 2p−2)(2p−1 − 1)p + 28
2(p−1)
2
(2p−1 − 1)p + 1
]∥∥xN∥∥pp.
We may record after simplification that:
(4.21) (2p − 1)A ≤ 2
p2
(2p−1 − 1)p
[
15(2p − 1) + 8(2
p − 1)
1− 2p−2
]∥∥xN∥∥pp.
Now we estimate B. Since the trace τ is normalized, it follows from Proposition 4.4(ii) that for
every k ≤ 0,
Tr
(
χ
(2k ,∞)(|η(N)|)
) ≤ 1 +∑
i≥0
τ(1− ei,N )
≤ 1 +
∑
i≥0
∑
j≥i
τ(1− q(2j)N ).
We claim that τ(1− q(2j)N ) ≤ 2−pj‖xN‖pp. This follows from the following fact (whose verification
can be found in the proof of [31, Proposition 1.4]): for l ≥ 1,
2j(q
(2j)
l−1 − q
(2j)
l ) ≤ |(q
(2j )
l−1 − q
(2j )
l )(q
(2j )
l−1 xlq
(2j)
l−1 )(q
(2j )
l−1 − q
(2j)
l )|.
This implies that for every 1 ≤ l ≤ N ,
τ(q
(2j)
l−1 − q(2
j)
l ) ≤ 2−jp
∥∥(q(2j )l−1 − q(2j)l )xl(q(2j )l−1 − q(2j )l )∥∥pp
≤ 2−jp∥∥(q(2j )l−1 − q(2j)l )xN (q(2j)l−1 − q(2j)l )∥∥pp.
Taking the summation over l gives the claim. We now have for every k ≤ 0,
Tr
(
χ
(2k ,∞)(|η(N)|)
) ≤ 1 +∑
i≥0
∑
j≥i
2−jp
∥∥xN∥∥pp
= 1 +
[ 22p
(2p − 1)2
]∥∥xN∥∥pp.
It then follows that
(4.22) (2p − 1)B ≤ 2p +
[ 23p
(2p − 1)2
]∥∥xN∥∥pp.
Combining the two estimates (4.21) and (4.22), and taking limits as N →∞, we arrive at∥∥η∥∥p
p
≤ 2p + 2
p2
(2p−1 − 1)p
[
15(2p − 1) + 8(2
p − 1)
1− 2p−2 +
23p(2p−1 − 1)p
2p
2
(2p − 1)2
]∥∥x∥∥p
p
.
Using 2(2p−1− 1)p/2p2 ≤ 1 and 1 ≤ 2p− 1 ≤ 3, we have after simplification of the right hand side
that:
(4.23)
∥∥wd∥∥p
hdp
≤ (2∥∥η∥∥
p
)p ≤ 22p + 2
p2+p
(2p−1 − 1)p
[
77 +
24
1− 2p−2
]∥∥x∥∥p
p
.
Thus we obtain an estimate for the diagonal part.
Step 2. We should emphasize that the estimates in (4.19), (4.20), and (4.23) in the previous
step are non-homogeneous. In this step, we will remedy this imperfection.
30 JIAO, RANDRIANANTOANINA, WU, AND ZHOU
For each m ∈ N, consider the martingale x(m) = mx and y(m) = my. Then x(m) is a self-adjoint
L2-martingale and y
(m) is weakly differentially subordinate to x(m). According to Step 1, y(m)
admits a decomposition y(m) = y(m,d) + y(m,c) + y(m,r) satisfying the norm estimates for every
1 < p < 2: ∥∥y(m,c)
m
∥∥p
hcp
≤ 1
mp
+
2p
2
(2p−1 − 1)p
[
8 +
6
1− 2p−2
]∥∥x∥∥p
p
;
∥∥y(m,r)
m
∥∥p
hrp
≤ 1
mp
+
2p
2
(2p−1 − 1)p
[
8 +
6
1− 2p−2
]∥∥x∥∥p
p
;
∥∥y(m,d)
m
∥∥p
hdp
≤ 2
2p
mp
+
2p
2+p
(2p−1 − 1)p
[
77 +
24
1− 2p−2
]∥∥x∥∥p
p
.
(4.24)
Consider the sequence
{
y(m,c)/m
}
m≥1
in hc1(M). Since it is bounded in hcp(M) for all 1 <
p < 2, by taking a subsequence if necessary, we may assume that it admits a weak-limit in
h
c
1(M). Similarly, we may assume that
{
y(m,r)/m
}
m≥1
admits a weak-limit in hr1(M). For the
diagonal part, consider the sequence
{
dy(m,d)/m
}
m≥1
in ℓ1(L1(M)) ⊂ ℓ2(L1(M)). Since for any
1 < p < 2, ℓp(Lp(M)) ⊂ ℓ2(L1(M)) and
{
dy(m,d)/m
}
m≥1
is bounded in ℓp(Lp(M)), identical
argument allows us to also assume that
{
dy(m,d)/m
}
m≥1
converges weakly in ℓ2(L1(M)). Set
yc := w − limm→∞ y(m,c)/m in hc1(M), yr := w − limm→∞ y(m,r)/m in hr1(M), and dyd :=
w − limm→∞ dy(m,d)/m in ℓ2(L1(M)). Then, we clearly have y = yc + yr + yd (as sequences in
L1(M)) and this decomposition is independent of p.
Now fix 1 < p < 2. There exists an increasing sequence of integers (mj)j≥1 (which may depend
on p) so that for † ∈ {c, r, d}, {y(mj ,†)/mj}j≥1 converges weakly in h†p(M). Since the inclusions
h
c
p(M) ⊂ hc1(M), hrp(M) ⊂ hr1(M), and ℓp(Lp(M)) ⊂ ℓ2(L1(M)) are continuous, such weak-limit
must be equal to y†. It then follows from (4.24) that
∥∥yc∥∥p
hcp
≤ 2
p2
(2p−1 − 1)p
[
8 +
6
1− 2p−2
]∥∥x∥∥p
p
;
∥∥yr∥∥p
hrp
≤ 2
p2
(2p−1 − 1)p
[
8 +
6
1− 2p−2
]∥∥x∥∥p
p
;
∥∥yd∥∥p
hdp
≤ 2
p2+p
(2p−1 − 1)p
[
77 +
24
1− 2p−2
]∥∥x∥∥p
p
.
We can now conclude from combining these three inequalities that
‖yd‖hdp + ‖yc‖hcp + ‖yr‖hrp ≤ cp
∥∥x∥∥
p
where cp is the constant in the statement of the theorem. This completes the proof. 
The construction used in the proof of the preceding theorem also provides estimates of the L2-
norms. The following corollary improves [20, Theorem 6.1.8] on three fronts: first, it is valid for
weakly differentially subordinate martingales, second the decomposition is valid simultaneously
for all 1 < p ≤ 2, and finally it gives a much simpler estimate on the L2-norms. It also improves
the simultaneous decomposition from [39, Theorem 2.10]. We should note that the approaches
used in both [20] and [39] are interpolations as opposed to the constructive approach used here.
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Corollary 4.9. Suppose x is a self-adjoint L2-bounded martingale and y is a self-adjoint mar-
tingale that is weakly differentially subordinate to x. Then there exists three martingales yd, yc,
and yr (depending only on x and y) such that:
(i) y = yd + yc + yr;
(ii) for every 1 < p < 2,
∥∥yd∥∥
hdp
+
∥∥yc∥∥
hcp
+
∥∥yr∥∥
hrp
≤ Cp
∥∥x∥∥
p
;
(iii) max
{∥∥yd∥∥
2
,
∥∥yc∥∥
2
,
∥∥yr∥∥
2
} ≤ 5∥∥x∥∥
2
.
Here Cp ≤ C(p− 1)−1 as p→ 1.
Proof. We use the decomposition in Theorem 4.8 to get (i) and (ii). It is clear from (4.1) that
max{‖yc‖2, ‖yr‖2} ≤ 2‖y‖2 ≤ 2‖x‖2. Triangle inequality then gives ‖yd‖2 ≤ 5‖y‖2 ≤ 5‖x‖2. 
We now present the corresponding result for Hardy spaces norms.
Theorem 4.10. Suppose that x is a self-adjoint L2-martingale and y is a self-adjoint martin-
gale that is weakly differentially subordinate to x. Then there exist two martingales yc and yr
(depending only on x and y) such that y = yc + yr and for every 1 < p < 2,∥∥yc∥∥
Hcp
+
∥∥yr∥∥
Hrp
≤ cp
∥∥x∥∥
p
with cp = O((p − 1)−1) when p→ 1.
Proof. We assume without loss of generality that x is a finite martingale and consider the de-
composition y = yc + yr provided by (4.10). It is enough to consider just the column part since
the row part can be proved using identical argument. To estimate ‖yc‖Hcp , we use as before the
elementary inequality: ∥∥yc∥∥p
Hcp
≤ 1 + (2p − 1)
∑
k≥0
2pkτ
(
χ
(2k ,∞)
(
Sc(y
c)
))
.
Using estimates on the distribution function of Sc(y
c) from Remark 4.7, the proof is now just a
notational adjustment of the proof for ‖σc(ζ)‖p in Theorem 4.8. Details are left to the reader. 
4.3. Comparisons of norms. In this subsection, we will compare the three strong type results
Theorem 4.8, Theorem 4.10, and [15, Theorem 5.1(i)]. This will be achieved by comparing for
1 ≤ p < 2, the Lp-norms, the conditioned Hardy space norms, and the Hardy space norms
in the style of noncommutative Burkholder inequalities and noncommutative Burkholder-Gundy
inequalities ([21, 34]).
We take the opportunity to present our results with their respective sharp constants which
are interesting questions on their own. The next theorem contains noncommutative analogues of
results of Wang in [44] (see also [29, Theorem 8.19]). These inequalities are new and could be of
independent interest. We should note here that except for the constants, the range 1 ≤ p < 2 are
known as they are parts of the noncommutative Burkholder inequalities and the noncommutative
Burkholder-inequalities (see for instance, [22]). Our approach below is very different from Wang’s
proof. It was inspired by an argument used in [4] to describe an equivalent quasi-norm on hcp(M)
when 0 < p < 2 which in turn was adapted from an argument due to Herz [12] for the classical
case. We now state the main result of this subsection:
Theorem 4.11. Let 0 < p ≤ 2. For every x ∈ hcp(M), the following two inequalities hold:∥∥x∥∥
p
≤
√
2/p
∥∥x∥∥
hcp
and ∥∥x∥∥
Hcp
≤
√
2/p
∥∥x∥∥
hcp
.
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In each of the two inequalities, the constant
√
2/p is the best possible.
For the proof we need the following lemma:
Lemma 4.12 ([4, Lemma 3.1]). Let f be a function in C1(R+) and a, b ∈ M+, then
τ
(
f(a+ b)− f(a)) = τ (∫ 1
0
f ′(a+ tb)b dt
)
.
Proof of Theorem 4.11. Let W be the collection of all sequences of positive operators (wn)n≥1
such that {w−1+
2
p
n }n≥1 is nondecreasing with each wn ∈ L1(Mn−1), is invertible with bounded
inverse, and satisfies ‖wn‖1 ≤ 1. For an L2-martingale x, we set
N cp(x) = inf
[τ(∑
n≥1
w
1− 2
p
n |dxn|2
)]1/2
: (wn)n≥1 ∈W
 .
We estimate N cp(x) from above and from below. The estimate from above is already included in
the proof of [4, Proposition 3.2] but we include the argument for completeness. Let x ∈ L2(M)
with ‖x‖hcp = 1. By approximation, we may assume that x ∈ M and sc,n(x) is invertible with
bounded inverse for every n ≥ 1.
For n ≥ 1, take wn = spc,n(x). Then, (wn)n≥1 ∈W . Since the sequence (wn)n≥1 is predictable,
we have
τ
(∑
n≥1
w
1− 2
p
n |dxn|2
)
= τ
(∑
n≥1
w
1− 2
p
n En−1(|dxn|2)
)
= τ
(∑
n≥1
sp−2c,n (x)(s
2
c,n(x)− s2c,n−1(x))
)
.
Applying Lemma 4.12 with f(t) = tp/2, a+ b = s2c,n(x) and a = s
2
c,n−1(x), we obtain
p
2
τ
(
sp−2c,n (x)
[
s2c,n(x)− s2c,n−1(x)
])
≤ τ
(∫ 1
0
p
2
[
s2c,n−1(x) + t
(
s2c,n(x)− s2c,n−1(x)
)] p
2
−1[
s2c,n(x)− s2c,n−1(x)
]
dt
)
= τ
(
spc,n(x)− spc,n−1(x)
)
where we have used the fact that the function t 7→ t p2−1 is operator nonincreasing when 0 < p < 2.
Taking summation over n leads to
(4.25) N cp(x)
2 ≤ 2
p
τ
(
spc(x)
) ≤ 2
p
.
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Now we estimate N cp(x) from below. Fix (wn)n≥1 ∈W . Since (wn)n≥1 is a predictable sequence,
we have
τ
(
w
1− 2
p
n |dxn|2
)
= τ
(
w
1− 2
p
n En−1(|dxn|2)
)
= τ
(
w
1− 2
p
n En−1(|xn − xn−1|2)
)
= τ
(
w
1− 2
p
n En−1(|xn|2 − |xn−1|2)
)
= τ
(
w
1− 2
p
n (|xn|2 − |xn−1|2)
)
= τ
(
w
1− 2
p
n |xn|2
)− τ(w1− 2pn |xn−1|2).
Since (w
1− 2
p
n )n≥1 is decreasing, we have τ
(
w
1− 2
p
n |xn|2
) ≥ τ(w1− 2pn+1 |xn|2). This implies that
τ
(
w
1− 2
p
n |dxn|2
) ≥ τ(w1− 2pn+1 |xn|2)− τ(w1− 2pn |xn−1|2).
Taking summation over n (with x0 = 0), we have for every k ≥ 1,
τ
(
w
1− 2
p
k+1 |xk|2
) ≤ τ(∑
n≥1
w
1− 2
p
n |dxn|2
)
.
Using Ho¨lder’s inequality, we get∥∥xk∥∥p ≤ ∥∥wk+1∥∥− 12+ 1p1 ∥∥xkw 12− 1pk+1 ∥∥2
≤ [τ(∑
n≥1
w
1− 2
p
n |dxn|2
)]1/2
.
Taking the infimum over all (wn)n≥1 ∈W and the supremum over all k ≥ 1, we obtain
(4.26)
∥∥x∥∥
p
≤ N cp(x).
The first inequality in Theorem 4.11 clearly follows from combining (4.25) and (4.26).
The second inequality can be deduced using similar argument. Indeed, for every n ≥ 1,
τ
(
w
1− 2
p
n |dxn|2
)
= τ
(
w
1− 2
p
n [S
2
c,n(x)− S2c,n−1(x)]
)
≥ τ(w1− 2pn+1S2c,n(x))− τ(w1− 2pn S2c,n−1(x)).
The rest of the proof is identical with S2c,n(x) in place of |xn|2. The fact that the constant
√
2/p
is sharp is already the case for the commutative martingales as shown in [44, Theorem 1]. 
We can also make the comparisons at the level of mixed Hardy spaces and mixed conditioned
Hardy spaces. The following follows directly from Theorem 4.11 and its row version.
Corollary 4.13. Let 0 < p ≤ 2. For every x ∈ hp(M), we have∥∥x∥∥
p
≤ cp
∥∥x∥∥
hp
where cp =
{
3
1−p
p
√
2/p if 0 < p < 1√
2/p if 1 ≤ p ≤ 2.
Similarly, we have ∥∥x∥∥
Hp
≤ c′p
∥∥x∥∥
hp
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where c′p =
{
2
1−p
p
√
2/p if 0 < p < 1√
2/p if 1 ≤ p ≤ 2.
Remark 4.14. From the noncommutative Davis decomposition ([20, 32, 41]), we may also deduce
from Theorem 4.11 that for 1 ≤ p < 2 and x ∈ Hp(M), we have
(4.27)
∥∥x∥∥
p
≤ cp
∥∥x∥∥
Hp
with cp =
(
(δ′p/(2−p))
1/2+1
)√
2/p+2/p where δ′p/(2−p) denotes the constant from the noncommu-
tative dual Doob inequality relative to the index p/(2 − p) ([19, 22]). This should be compared
with [21, Corollary 4.3]. We should point out that even for classical martingales, (4.27) is not
valid for 0 < p < 1 (see [8, Example 8.1]).
We refer to [41] for the definition of the space h1cp (M) used below. In order to see (4.27), let
ε > 0 and fix a decomposition x = x(1) + x(2) so that∥∥x(1)∥∥
Hcp
+
∥∥x(2)∥∥
Hrp
≤ ∥∥x∥∥
Hp
+ ε.
Inspecting the proof of the noncommutative Davis decomposition from [20], we have two martin-
gales x(1,d) and x(1,c) with x(1) = x(1,d)+x(1,c), ‖x(1,d)‖
h
1c
p
≤ ((δ′p/(2−p))1/2+1)√2/p‖x(1)‖Hcp and
‖x(1,c)‖hcp ≤
√
2/p‖x(1)‖Hcp . For more details on how the above constants are deduced, we refer
to the argument in the proof of [20, Lemma 6.1.4].
It is clear that ‖x(1,d)‖p ≤ ‖x(1,d)‖h1cp ≤
(
(δ′p/(2−p))
1/2+1
)√
2/p‖x(1)‖Hcp . By Theorem 4.11, we
also have ‖x(1,c)‖p ≤
√
2/p‖x(1,c)‖hcp ≤ (2/p)‖x(1)‖Hcp . Combining the two estimates, we clearly
get:
‖x(1)‖p ≤
[(
(δ′p/(2−p))
1/2 + 1
)√
2/p + 2/p
]‖x(1)‖Hcp .
Similar estimate applies to x(2). 
Using Corollary 4.13, we see that Theorem 4.8 implies both [15, Theorem 5.1(i)] and Theo-
rem 4.10 while still maintaining the optimal orders of the constants when p → 1. It is worth
pointing out that using the noncommutative Burkholder/Rosenthal inequalities, one can still de-
duce Theorem 4.8 from [15, Theorem 5.1(i)]. However, we no longer able to maintain the correct
order of constants if we follow that route. Therefore, we may treat Theorem 4.8 as the strongest
of the three strong-type results. On the other hand, the decomposition used in the proof of The-
orem 4.8 is far more complex than the one used in Theorem 4.10 and [15, Theorem 5.1(i)] does
not require any decomposition so it is still justified to have separate proofs for Theorem 4.10 and
[15, Theorem 5.1(i)].
At the time of this writing, we do not know if one can compare the corresponding weak-type
results (Theorem 4.1, Theorem 4.5, and [15, Theorem 4.1]). For instance, unlike the case of
0 < p ≤ 2 stated in Theorem 4.11, we do not know if there exists an absolute constant C with
‖x‖1,∞ ≤ C‖sc(x)‖1,∞ (or ‖Sc(x)‖1,∞ ≤ C‖sc(x)‖1,∞) for every martingale x. Another obstacle
for potential comparisons is the fact that it is still unknown if the decomposition in Theorem 4.1
can be achieved with martingale difference sequences as opposed to just adapted sequences. As
a result, it is unclear at this point if Theorem 4.1 implies [15, Theorem 4.1] or Theorem 4.5.
Remark 4.15. It is important to observe that the argument used to prove Theorem 4.8 (if one
only considers the special case y = x) and Corollary 4.13 provide direct and constructive proofs
of the noncommutative Burkholder/Rosenthal inequalities for 1 < p < 2 with optimal order
DIFFERENTIALLY SUBORDINATE MARTINGALES 35
of the constants when p → 1. To the best of our knowledge, all available proofs prior to this
point were either by duality or relaying on interpolation techniques. Likewise, Theorem 4.10 and
Corollary 4.13 provide direct and constructive proofs of the noncommutative Burkholder-Gundy
inequalities for 1 < p < 2 with optimal order of the constants when p→ 1.
5. Remarks and open problems
5.1. Modular inequalities. In this subsection, we will demonstrate that our method of proof
in Subsection 4.1 is general enough to cover some special cases of noncommutative moment
inequalities associated with Orlicz functions. By an Orlicz function Φ on [0,∞), we mean a
continuous, increasing, and convex function such that Φ(0) = 0 and limt→∞Φ(t) = ∞. We will
assume throughout that Φ is an Orlicz function satisfying the ∆2-condition, that is, for some
constant C > 0,
(5.1) Φ(2t) ≤ CΦ(t), t ≥ 0.
Given 1 ≤ p ≤ q < ∞, we recall that an Orlicz function Φ is said to be p-convex if the function
t 7→ Φ(t1/p) is convex, and to be q-concave if the function t 7→ Φ(t1/q) is concave. The function
Φ satisfies the ∆2-condition if and only if it is q-concave for some q < ∞. If Φ is q-concave for
1 < q <∞ then the function t 7→ t−1Φ(t) is increasing and the function t 7→ t−qΦ(t) is decreasing.
We denote by LΦ the associated Orlicz function space. We refer to [25, 27] for backgrounds on
Orlicz functions and Orlicz spaces.
Given an operator x ∈ L0(M, τ) and an Orlicz function Φ, we may define Φ(|x|) using functional
calculus. That is, if |x| = ∫∞0 s de|x|s is its spectral decomposition, then
Φ(|x|) =
∫ ∞
0
Φ(s) de|x|s .
In this case, Φ(|x|) ∈ L0(M, τ) and its trace τ(Φ(|x|)) is referred to as the Φ-moment of the
operator |x|. For more information and background on moment inequalities involving convex
functions, we refer to [2, 3, 10, 17, 18, 40, 41].
Below, the following two basic facts will be used. First, the Orlicz function Φ has a represen-
tation
Φ(t) =
∫ t
0
ϕ(s) ds, t > 0
where ϕ is the right derivative of Φ. Second, if a is a positive τ -measurable operator then according
to [11, Corollary 2.8], we have:
τ
(
Φ(a)
)
=
∫ ∞
0
Φ(µt(a)) dt.
As noted earlier, we aim to provide modular extensions of the weak-type (1, 1) results stated
in Theorem 4.1 and Theorem 4.5. We begin with the conditioned version which reads as follows:
Theorem 5.1. Let Φ be an Orlicz function that is q-concave for some 1 ≤ q < 2. There exists
a constant CΦ so that if x is a self-adjoint L2-martingale that is bounded in LΦ(M) and y is a
self-adjoint martingale that is weakly differentially subordinate to x, then there exist three adapted
sequences η = (ηn)n≥1, ζ = (ζn)n≥1, and ξ = (ξn)n≥1 such that dy = η + ζ + ξ and satisfy for
every λ > 0:
Φ(λ)Tr
(
χ
(λ,∞)(|η|)
)
+Φ(λ)τ
(
χ
(λ,∞)
(
σc(ζ)
))
+Φ(λ)τ
(
χ
(λ,∞)
(
σr(ξ)
)) ≤ CΦ sup
n≥1
τ
(
Φ(|xn|)
)
.
The modular extension of Theorem 4.5 is formulated as follows:
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Theorem 5.2. Let Φ be an Orlicz function that is q-concave for some 1 ≤ q < 2. There exists
a constant CΦ such that if x is a self-adjoint L2-martingale that is bounded in LΦ(M) and y
is a self-adjoint martingale that is weakly differentially subordinate to x, then there exist two
martingales yc and yr such that y = yc + yr and for every λ > 0:
Φ(λ)τ
(
χ
(λ,∞)
(
Sc(y
c)
))
+Φ(λ)τ
(
χ
(λ,∞)
(
Sr(y
r)
)) ≤ CΦ sup
n≥1
τ
(
Φ(|xn|)
)
.
Remark 5.3. The preceding two theorems are new even for the case y = x. In that particular
situation, the only relevant case is when Φ is such that sup{p : Φ is p-convex} = 1. Since when Φ is
p-convex and q-concave for 1 < p ≤ q <∞, stronger results on Φ-moment Burkholder/Rosenthal
inequalities ([40, 41]) and Φ-moment Burkholder-Gundy inequalities ([2, 10, 18]) are available.
Theorem 5.1 and Theorem 5.2 partially answer open problems from [1, Remark 6.1]. We do
not know if the assumption 1 ≤ q < 2 can be removed.
For the proofs, we need two auxiliary lemmas about the Cuculescu projections when the asso-
ciated martingale is bounded in a noncommutative Orlicz space. The next lemma may be viewed
as a Φ-moment version of Proposition 2.4(iv). We use this as a convex function companion of
Lemma 2.6.
Lemma 5.4. Let Φ be an Orlicz function that satisfies the ∆2-condition. If x = (xn)n≥1 is a
self-adjoint martingale that is bounded in LΦ(M), then for every N ≥ 1 and k ≥ 0,
Φ(2k)2−kτ
(
(1− ek,N)|xN |
) ≤ cΦτ(Φ(|xN |)).
Proof. Under the ∆2-condition, Φ is q-concave for some q < ∞. If q = 1, then there is nothing
to prove so we will assume that inf{q : Φ is q-concave} > 1. We note from the representation of
Φ and the q-concavity that for every u ≥ 0,
(5.2) Φ(u) ≤ uϕ(u) ≤ qΦ(u)
where ϕ denotes the right derivative of Φ. Next, we observe that if α ∈ R+ and π ∈ M is a
projection, then
Φ(απ) = Φ(α)π.
We will make use of the classical Young inequality (see for instance, [27, Chap I]) which states
that for every u, v ∈ R+,
uv ≤ Φ(u) + Φ∗(v).
We are now ready to present the proof. Since q > 1, the complementary function Φ∗ is a p-convex
Orlicz function for some 1 < p <∞. We may choose tΦ so that for every u ∈ R+,
(5.3) Φ∗(tΦu) ≤ (2q)−1Φ∗(u).
First, we have from (5.2) that
Φ(2k)2−kτ
(
(1− ek,N )|xN |
) ≤ ϕ(2k)τ((1− ek,N )|xN |).
Next, we have from [11, Theorem 4.2(iii)] that:
ϕ(2k)τ
(
(1− ek,N )|xN |
)
=
∫ 1
0
µt
(
ϕ(2k)(1− ek,N )|xN |
)
dt
≤
∫ 1
0
µt
(
tΦϕ(2
k)(1− ek,N )
)
. µt
(
t−1Φ |xN |
)
dt.
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Applying the Young inequality, we further get
Φ(2k)2−kτ
(
(1− ek,N )|xN |
) ≤ ∫ 1
0
Φ∗
[
µt
(
tΦϕ(2
k)(1 − ek,N )
)]
+Φ
[
µt
(
t−1Φ |xN |
)]
dt
=
∫ 1
0
Φ∗
[
µt
(
tΦϕ(2
k)(1 − ek,N )
)]
dt+
∫ 1
0
Φ
[
µt
(
t−1Φ |xN |
)]
dt
= τ
(
Φ∗
[
tΦϕ(2
k)
(
1− ek,N
)])
+ τ
(
Φ(t−1Φ |xN |)
)
= Φ∗
(
tΦϕ(2
k)
)
τ
(
1− ek,N
)
+ τ
(
Φ(t−1Φ |xN |)
)
≤ (2q)−1Φ∗(ϕ(2k))τ(1− ek,N)+ τ(Φ(t−1Φ |xN |)).
where in the last inequality we use (5.3). According to [25, p.13], we have uϕ(u) = Φ(u) +
Φ∗(ϕ(u)). Combining this identity with (5.2) and (2.3), we deduce that
Φ(2k)2−kτ
(
(1− ek,N )|xN |
) ≤ (2q)−1[2kϕ(2k)− Φ(2k)]2−k+1τ((1− ek,N )|xN |) + τ(Φ(t−1Φ |xN |))
≤ q−1(q − 1)Φ(2k)2−kτ((1− ek,N)|xN |)+ τ(Φ(t−1Φ |xN |)).
This implies that Φ(2k)2−kτ
(
(1 − ek,N )|xN |
) ≤ qτ(Φ(t−1Φ |xN |)). The desired inequality follows
from the ∆2-condition. 
The next lemma may be viewed as a Φ-moment weak form of Lemma 2.7.
Lemma 5.5. Let Φ be an Orlicz function that is q-concave for some 1 ≤ q < 2. Then there exists
a constant c′Φ so that if x = (xn)n≥1 is a self-adjoint martingale that is bounded in LΦ(M) and
k ≥ 0, the following inequality holds for every N ≥ 1:
Φ(2k)2−2k
∥∥ek,NxNek,N∥∥22 ≤ c′Φτ(Φ(|xN |)).
Proof. We begin with an estimate recorded in (2.5) that for k ≥ 0, we have
∥∥ek,NxNek,N∥∥22 ≤ 2 k∑
j=−∞
22jτ
(
1− ej−1,N
)
.
Then, from (2.3) and Lemma 5.4, there exists a constant αΦ such that
Φ(2k)2−2k
∥∥ek,NxNek,N∥∥22 ≤ αΦΦ(2k)2−2k k∑
j=−∞
22j
1
Φ(2j−1)
τ
(
Φ(|xN |)
)
.
Since t 7→ t−qΦ(t) is a non-increasing function, it follows that
Φ(2k)2−2k
∥∥ek,NxNek,N∥∥22 ≤ αΦ2(q−2)k k∑
j=−∞
2(2−q)jτ
(
Φ(|xN |)
)
.
Since q < 2, the series is convergent and therefore the required estimate is achieved. 
Proof of Theorem 5.1. As in the proof of Theorem 4.1, we divide the proof into column/row part
and diagonal part . We assume that x is a finite martingale (xn)1≤n≤N and consider the same
decomposition as in Theorem 4.1. For the column part, we need to verify that for λ > 0,
(5.4) Φ(λ)τ
(
χ
(λ,∞)
(
σc(ζ)
)) ≤ CΦτ(Φ(|xN |)).
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It suffices to verify this for λ = 2k for k ≥ 0. From the estimate on the distribution function
stated in Proposition 4.2, we have
Φ(2k)τ
(
χ
(2k ,∞)
(
σc(ζ)
)) ≤ Φ(2k)2−2k∥∥ek,NxNek,N∥∥22 + 8Φ(2k)2−kτ((1− ek,N )|xN |)
≤ (c′Φ + 8cΦ)τ(Φ(|xN |))
where cΦ and c
′
Φ are the constants from Lemma 5.4 and Lemma 5.5 respectively. This proves
(5.4). The row part is identical.
For the diagonal part, we need to verify
(5.5) Φ(λ)Tr
(
χ
(λ,∞)(|η|)
) ≤ τ(Φ(|xN |)).
For λ ≥ 1, it suffices as before to take λ = 2k for k ≥ 0. This can be deduced as in the column
part using Proposition 4.4(i). Indeed,
Φ(2k)Tr
(
χ
(2k,∞)(|η|)
) ≤ Φ(2k)2−2k+2∥∥ek,NxNek,N∥∥22 + 28Φ(2k)2−kτ((1− ek,N)|xN |)
+Φ(2k)τ
(
χ
(2k ,∞)(|x1|)
)
≤ (4c′Φ + 28cΦ)τ(Φ(|xN |)) +Φ(2k)τ(χ(Φ(2k),∞)(Φ(|x1|)))
≤ (4c′Φ + 28cΦ + 1)τ(Φ(|xN |)).
For 0 < λ < 1, we get from Proposition 4.4(ii) and Lemma 5.4 that
Φ(λ)Tr
(
χ
(λ,∞)(|η|)
) ≤ Φ(λ)τ(χ(λ,∞)(|x1|))+Φ(λ)∑
i≥0
τ
(
1− ei,N
)
≤ Φ(λ)τ(χ(Φ(λ),∞)(Φ(|x1|))) +Φ(λ)∑
i≥0
2−i+1τ
(
(1− ei,N )|xN |
)
≤ τ(Φ(|xN |)) + 2cΦΦ(λ)∑
i≥0
1
Φ(2i)
τ
(
Φ(|xN |)
)
.
Since t 7→ t−1Φ(t) is increasing, we deduce that
Φ(λ)Tr
(
χ
(λ,∞)(|η|)
) ≤ (1 + 2cΦΦ(λ)
Φ(1)
∑
i≥0
2−i
)
τ
(
Φ(|xN |)
) ≤ (1 + 4cΦ)τ(Φ(|xN |))
where in the second inequality we use the fact that Φ is an increasing function. The proof is
complete. 
Proof of Theorem 5.2. In light of Remark 4.7, the proof is identical to the column/row part of
Theorem 5.1. Details are left to the reader. 
5.2. Concluding remarks. Assume that 1 < p < 2 and y = (yn)n≥1 is a self-adjoint noncom-
mutative martingale that is weakly differentially subordinate to another martingale x = (xn)n≥1.
From Theorem 4.8 and Corollary 4.13, we have
(5.6)
∥∥y∥∥
hp
≤ cp
∥∥x∥∥
hp
with cp = O((p− 1)−1) when p→ 1. Similarly, Theorem 4.10 and Remark 4.14 yield
(5.7)
∥∥y∥∥
Hp
≤ c′p
∥∥x∥∥
Hp
with c′p = O((p − 1)−1) when p → 1. Inequalities (5.6) and (5.7) are extensions of (1.3) to
the noncommutative setting when 1 < p < 2. The fact that the constant in (1.3) is equal to 1
naturally leads to the following two questions:
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Problem 5.6. Let cp and c
′
p denote the best constants for (5.6) and (5.7) respectively. Does
there exist an absolute constant c satisfying cp ≤ c and c′p ≤ c for 1 < p ≤ 2?
We note from the Davis decomposition ([20, 41]) and Corollary 4.13 that the set {cp : 1 < p ≤ 2}
is bounded if and only if {c′p : 1 < p ≤ 2} is bounded. A related question deals with the case
p = 1.
Problem 5.7. Does there exist a constant C so that if y is a self-adjoint martingale that is
weakly differentially subordinate to another self-adjoint martingale x ∈ H1(M), then∥∥y∥∥
H1
≤ C
∥∥x∥∥
H1
?
Due to the isomorphism between h1(M) and H1(M), Problem 5.7 is equivalent to asking if∥∥y∥∥
h1
≤ C∥∥x∥∥
h1
. A positive answer to Problem 5.7 would imply that if x ∈ H1(M) then y is an
L1-bounded martingale thus providing a sufficient condition for the question of when a weakly
differentially subordinate martingale is bounded in L1(M).
We conclude the paper with a note on the case p ≥ 2. Comparing Hardy space norms in relation
with differential subordinations for the case p ≥ 2 is not as interesting as the case 1 ≤ p < 2.
This is due to the fact that no decomposition is required for this range and therefore we have
the same trivial comparisons of square functions as in the classical case. Indeed, if 2 ≤ p ≤ ∞,
x is a self-adjoint Lp-bounded martingale, and z is a self-adjoint martingale that is very weakly
differentially subordinate to x in the sense of Definition 2.3, then clearly, we have ‖z‖Hp ≤ ‖x‖Hp
and ‖z‖hp ≤ ‖x‖hp . Moreover, if BMO(M) is the noncommutatine martingale BMO-space (see
[34] for definition) and x ∈ BMO(M), then ‖z‖BMO(M) ≤ ‖x‖BMO(M).
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