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Lossless Nonlinear Networks L. WINSLOW AND R. SAEKS
Over the past decade a number of results concerning the relationship between causality and various energy concepts such as losslessness, passivity, and stability have been obtained [l] - [4] for linear networks. For nonlinear networks, however, no analogous results have been established except for the case of weakly additive networks [S] , [6] , wherein the linear theory holds without modification. ' In the present correspondence it is shown that an arbitrary solvable network is lossless if and only if it is isometric and causal in an appropriate sense.
The key to the characterization of lossless and passive networks is the concept ot causality. In fact, the primary difficulty encountered in extending the linear results to the nonlinear case is due to the fact that the "same-input same-output"
and '(zero-input zero-output' definitions for causality are not equivalent in the nonlinear case. As such, we must deal with several distinct modes of causality, our theorem being predicated on the properties of a new causality concept which falls between the two classical concepts (and is therefore equivalent to them in the linear case).
Following the formulation of [4] we adopt a scattering formalism with the space of admissible signals (incident and reflected waves) for the network taken to be locally integrable (n-vector valued) functions which have support bounded on the left (i.e., for each admissible input or output f there exists a real number r, such that f(t) = 0 for almost all t< r,). A solvable network may then be represented by an operator S mapping this space of admissible signals into itself in such a way that a (globally) square integrable incident wave a is mapped into a (globally) square integrable reflected wave b =Sa.
For any admissible signalf we denote byft its truncate defined by and for any square integrablef we denote by ]]f]] its LP norm:
Note that our choice of admissible signals assures that f" is square integrable for all f and this fact together with the solvability of S assures that .Sf" is also square integrable; hence, both these functions are assured to have well-defined norms. Using the above notation we may now define three alternative causality concepts as follows. C-l: A network is C-l causal if (SJ)~ = (Sb)l whenever at =bl. C-Z: A network is C-2 causal if Ij(Sa)l[] <]1Sat]l for all a. C-3: A network is C-3 causal if (.SO)~=O whenever al=O. C-l is the usual "same-input same-output" causality, while C-3 is the 'usual "zero-input zero-output" causality. C-2, however, is a new formulation of the causality concept which lies between C-l and C-3 as per the following proposition.
Proposition 1) C-l causality implies C-2 causality. 2) C-2 causality implies C-3 causality if SO =O. 3) All three causality concepts are equivalent if S is weakly additive (i.e., .Sa=Sa~+Sat where al =a-at) and SO=O. Proof: a) If S is C-l causal, then since (a")" =al, (Su)' = (soy.
Hence, IICW~II = l/(S4 5 /lGai)ll (4) showing that S is also C-2 causal. showing that (Sa)~=O and thus verifying that S is C-3 causal. c) Finally, if S is weakly additive, it is known that C-3 causality implies C-l causality [6] . Hence, if SO=O, the three concepts are equivalent.
In essence, the above proposition implies that C-2 is, indeed, a viable causality concept lying midway between the two classical causality concepts and may therefore be used as the basis for the following theorem on lossless networks. Recall that a network is passive if and only if
for all a and t where b=S'a, and it is lossless if it is passive and isometric. Equivalently, in our operator notation the above passivity condition becomes Theorem il4l -ll(Sa)t/l 2 0. (7) An n-port is lossless if and only if it is C-2 causal and isometric. Proof: Consistent with the definition we must prove that an isometric operator is passive if and only if it is C-2 causal. Now if S is C-2 causal and isometric we have /l(w~II I ll~4l = II4l.
Hence, upon rearranging the terms we have the passivity inequality of 7. Conversely, if the passivity inequality holds and 5' is isometric we have
showing that S is indeed C-2 causal.
Note that the theorem is false if one replaces C-2 causality with either of the more classical (C-l or C-3) causality concepts which are distinctly different from the C-2 causality concept for nonlinear networks. Of course, for linear or weakly additive n-ports the three causality concepts coincide whence the theorem yields the classical result.
Unlike the linear case, the above characterization for lossless networks has no analog for passive n-ports (with isometric replaced by contractive).
One can, however, show that a contractive C-2 causal n-port is passive and that a passive n-port is contractive and C-3 causal, but since the two causality concepts do not coincide (except in the weakly additive case), a single necessary and sufficient condition is not obtained (except for the weakly additive case wherein the,classical result is obtained 
The voltage transfer parameters of the balanced symmetrical twin-T network with parallel loading, shown in Fig. 2 
qs is the pole Q of the passive network2 corresponding to t(s) in Fig. 1 . can be used instead of the twin-T.
In the case of a bridged-T network, (5) has the form of (25). that is. it includes a linear term (wz/ql)s in the numerator.
Substituting (5) and (6) in (3), a function of the form is obtained. In order to obtain an all-pass function it is necessary that w. = wp (114 q* = -qp = -q.
To satisfy (1 la) it can be seen from (7) and (8) 
The factor K is given by K=l-p+p. (16) Using (lib), (13), and (14), deline the p and r values required for a given p. Solving for p and r, respectively, two implicit quadratic functions are obtained:' and P(8q2 + 49) -P(8q2 + 104 -1) i-4q = 0 (17) r2(4q2 -1) + r(8q2 -6q -1) --8q = 0. (18) Solving (17) and (18) and retaining only the positive solutions, the P(a) and r(q) functions plotted in Fig. 3 (a) and (b) are obtained. Substituting the solutions into (16), the corresponding factor K, which represents the gain of the all-pass section, is obtained as a function of p [ Fig. 3(c) ]. It shows that the all-pass section with a parallel-loaded twin-T invariably has some loss, which increases for low 4 values. Whether this loss can be tolerated or not depends on the application. Often it can be,compensated for by gain in an amplitudeshaping filter section. In spite of the disadvantage of loss at low Q values, the configuration of Fig. 2 has an important advantage; the RC combination in parallel with the high-impedance input terminal of the noninverting operational amplifier can compensate for any parasitic input capacitance present at this terminal. In fact the internal parasitic phase of the amplifier can also be compensated for by selecting a proper imbalance of Y and c. The correct imbalance is difficult to calculate accurately, but can be adjusted for functionally with the circuit in the active mode. A value that is, say, 15 percent higher than the nominal value I is progressively decreased until the amplitude characteristic of the network is flat.
By rearranging the loading network of the twin-T from a parallel to a series conhguration as shown in Fig. 4 , an all-pass network with zero loss is obtained. The transfer function of this circuit is readily calculated; the resulting voltage transfer parameters are of the same form as (5) and (6), except that QR = (4 + r)-1
and the factor (l+c)-r is now unity. In order to fulfill (lla), (12) (21)
The factor K equals unity.
With (llb), (20) and (21) Solving these equations for p and r, the solutions for series loading plotted in Fig. 3 (a) and (b) are obtained. Notice that for q> 1, which is generally the range of interest, the required p values for a given q are almost identical to those for parallel loading. The Y values for parallel loading are almost half those required for series loading; thus, the parallel-lo,ad resistor is twice as large as the series-load resistor. Most significant is the difference in K which is constant and equal to unity for series loading [ Fig. 3(c) ]. This no-loss advantage is offset by the fact that it is more difficult to compensate the series-loading network for parasitic phase introduced by the P-amplifier. If rfc, the parameters tal and ~32 are third order with a parasitic noncanceling pole-zero pair on the negative real axis. In the parallel-loading case, this pole-zero pair is automatically cancelled with a balanced twin-T, irrespective of r and c;, so that the loading components can be adjusted to oompensate for phase parasitics of the amplifier. Consequently the parallel-load configuration of Fig. 2 can be used at higher frequencies than the series-load configuration.
It is evident from Fig. 3(a) and (b) tion to the basic topology of Fig. 1 . provides poles and zeros on the real axis very easily (Fig. 5) . The RC network is now a grounded three-terminal network, with the voltage transfer functions t(s). The overall transfer function is then given by T(S) = Eout/Ein = L%(S) -, (P -1).
Let t(s) be an unloaded RC null network (e.g. twin-T or bridged-T) with the transfer function 
For a balanced twin-T, u=O and p=2. The pole Q of the all-pass network is identical to the pole Q of t(s), PR. The zero Q= -qR. Generating right-half-plane zeros with a twin-T, Y becomes negative and 0 in (29) less than 2. The choice of the zeros of t(s) has some bearing on the overall sensitivity of the network. This is less relevant here where the pole Q's are very low. It is more relevant for the complex pole configurations of Figs. 2 and 4.
Incidentally, a general synthesis approach for all-pass networks with poles and zeros on the real axis using the configuration shown in Fig. 5 was recently published [lo] . This configuration was shown to be the basis for numerous all-pass networks with real poles and zeros that had been published prior to it [ll ]-[ 131. Other possibilities for t(s) than those suggested by (25) were also shown to provide the desired all-pass function.
