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Abstract 
The objective of this paper is to compare time series forecasting by using three different backpropagation neural networks. 
A daily time series of Vale Company in the period March 1, 2000-June 10, 2006 is used as a reference against which results 
from other forecasts are compared. Three types of backpropagation neural networks are constructed with different input 
layers: the first among those makes use of the real time series data; the second uses the normalized real time series data; and 
the third uses the normalized real time series data and the Choquet integral in order to fuzzify the input layer. In all of the 
three backpropagation neural networks a hidden layer with tangent sigmoid transfer function and different numbers of 
neurons are used. In the output of the three neural networks a linear transfer function with one neuron for obtaining a linear 
equation after their training is used. The forecasting equations obtained for each neural networks are used with outsample 
data to forecast Vale’s time series data and compare against real data. On the basis of the obtained results we conclude that 
the use of Choquet integral in this context is powerful enough so that its use must be recommended. 
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1. Introduction 
The objective of this paper is the application of Artificial Neural Networks (ANN) in time series forecasting 
using the Choquet integral to fuzzify the input layer of a backpropagation neural network and compare these 
results with classical approaches. 
Models based on neural networks have been used with success to forecast time series with a strong nonlinear 
component. This has been explained by a neural network’s capacity to operate as a “universal approximation” 
of continuous functions Cybenko [1]. This approach has been frequently used in financial time series, Draisma 
et al [2], Cheng [3], Refenes [4], as well as in electrical charge consumption prediction Park [5], where other 
statistical techniques have shown low efficiency.  
A daily time series of Vale in the period of 01/03/2000 to 10/06/2006 is taken to compare the results 
obtained by the neural networks. 
There are three types of backpropagation neural networks constructed with different input layer: in the first 
one it used the real time series data; the second, normalized real time series data and the third, normalized real 
time series data and the Choquet integral. All backpropagation neural networks have used a hidden layer with 
tangent sigmoid transfer function with different number of neurons. The output of the three neural networks has 
used a linear transfer function with one neuron. 
The linear equation used was obtained after training these neural networks to forecast Vale’s time series data 
and having compared the results. The results have demonstrated the strong performance when the Choquet 
integral with normalized data series in input layer was used. 
2. Neural Networks 
Haykin [6] has defined Artificial Neural Networks as: “processors, widely parallel and distributed with a 
natural propensity to store knowledge originated from experience and make it useful. Similar to the human 
brain in two aspects: 
x the net acquires knowledge through a learning process and 
x the connection intensity among neurons, known as synaptic weights is used to store knowledge”. 
In figure 1, a neuron example is presented. The inputs are expressed by Xp. The vectors [W1, W2,...,Wp] can 
be seen as a weight matrix and a transfer function f  has been used to calculate the output y. 
 
 
Fig.1. A neuron example 
A neural network has a learning process. This process may be simplified as Trippi [7] says: Artificial Neural 
Networks learn from their mistakes. Normally the learning (or training) process considers three phases:  
x output computation; 
x neural network output and the desired output comparison; 
x weight and parameters adjustment. 
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The learning process usually begins with random weights. The difference between the actual output (Y or 
Yt) and the desired output (Z) is denoted by' . The objective is to minimize '  (or try to reduce it to zero). 
The '  reduction occurs through the weights and parameters incremental change.  
The backpropagation algorithm was created, through the Widrow-Hoff learning rule generalization, and it 
was introduced in feedforward perceptron networks in 1960-1962. The Widrow-Hoff learning rule is also 
known as the Delta Rule – LMS (Least Mean Squared Error). This rule’s aim is to find a group of weights and 
parameters that can minimize the error neural network output.  
E = ½ ¦
 
R
p 1
¦
 
S
i 1
(yp,i –y’p,i )²    (1) 
where,  
R = quantity of patterns or input vectors; 
S = quantity of output neurons – output vector dimension;  
yp,i = desired output in the nth neuron, when the eth pattern is presented; 
y’p,i = obtained output by the net in the nth neuron, when the eth pattern is presented.  
The change in the weight of Wi,j in the Widrow-Hoff rule is calculated by: 
 'Wi,j = - K w E /w Wi,j  (2) 
where K = learning rate and w E / w Wi,j is the partial derivation of the output function in relation to the 
respective connection’s weight – gradient. The main restriction in the least error in the decreasing gradient is 
that the neuron transference function has to be monotonic and derivable at any point. 
According to Oliveira [8], the backpropagation algorithm has a learning rule that consists of the weight’s 
and parameters’ functions adjustments through the minimization of the sum of squared error that uses gradient 
method.  
3. The Choquet Integral in the Unipolar Scale  
The Choquet integral makes use of fuzzy measures. Those measures are very important for problems that 
require reliability (in a sense that an element belongs to a set) and plausibility which is dual to reliability. The 
fuzzy measures also assign different degrees of importance to preferences and verify whether the criteria are 
met. 
Following Grabisch [9], the set nXXXX uu .....21  of feasible alternatives is considered. The decision 
maker has preferences with respect to X that are expressed by a binary relation of the type ؼ. 
Now considering the function that is given by          nnnn yyFxxFyx PPPP ,...,,..., 1111 tot , F, the Choquet 
integral, and niSXii ,...1,:  oP  are aggregation functions.  RS is a scale that represents the decision maker’s preferences. 
There are two types of scales: the first one, the limited unipolar scale, applies when ]1;0[ S , where zero 
means the absence of a property and 1 means the total certainty about the existence of such a property. In 
modeling, one can affirm the existence of two elements in iX  that have the notations iU and iP , where iU  
is an 
element of iX  that represents the complete dissatisfaction of the decision maker and iP  
represents his/her 
complete satisfaction, then   0 ii UP  and   1 ii PP . The second scale, the unlimited unipolar one, applies 
when  RS . This scale serves to represent the priorities and is of relative importance. For convenience, we 
use the notation   1 ii SP .  
According to Sugeno [10], the function Ru N o2:  is a capacity if 0)(  Iu . A capacity µ that satisfies 
BABA d ),()( PP  is a fuzzy measure. This fuzzy capacity is normalized if 1)(  NP , where N is the set of 
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natural numbers. The fuzzy capacity is additive if, for all disjoint sets NBA , , one has 
)()()( BABA PPP   . It is symmetrical if, for all subsets A, B, we have )()( BABA PP   . 
The formal definition of the discrete Choquet integral in a unipolar scale can be defined as: Let 
': o RNf to be the Choquet integral f in relation to a capacity µ given by:        ^ ` ¦  ni niii fffC 1 1 ,..., VVPVVP  
where V is a permutation in N such that nff VV dd ....1  and 00  Vf . 
To prepare an example, we assume that the scores of 4 students in 3 subjects are as shown in Table 1. 
Table 1 – Students’ evaluations in 3 subjects 
Criterion 
Alternative 
Student A Student B Student C Student D 
Subject 1 4 3 1 2 
Subject 2 6 5 6 5 
Subject 3 3 5 3 2 
The dean of the school wants to give a full scholarship to a student by sticking to the following rule: every 
chosen student must be good in subjects 1, 2 and 3 (exactly in this order, which means that subject 1 is more 
important than subject 2 and subject 2 is more important than subject 3) (i.e. 321 SubjectSubjectSubject   ).  
The ordering of these 4 students can be determined by using the Choquet integral as shown in table 2. The 
steps below are then followed. 
Step 1 – Determining the fuzzy measures 
A fuzzy measure indicates the degree of evidence that an element belongs to a set. A 2-additive model and 
Shapley-Schubik index were used to determine the fuzzy measures. 
For example, considering three subjects in this order 321 SubjectSubjectSubject   . The fuzzy measures 
used in this example were: ^ `  13,2,1  P ,   0 IP , ^`  35.01  P , ^ `  02  P , ^ `  03  P , ^ `  34.02,1  P , ^ `  03,1  P , ^ `  33.03,2  P . 
Step 2: Calculating the Choquet integral 
These calculations are performed by summing up the values along each column. This sum gives the values 
of the Choquet integral. The ranking of the alternatives that are provided by the Choquet integral is then 
obtained by ordering these alternatives from the highest to the lowest values [11]. The results are presented in 
Table 2. 
Table 2. Ranking obtained by using the Choquet integral in the unipolar scale  
Alternatives 
Criterion Student A Student B Student C Student D 
Subject 1 
^` 
4.135.04
14
 
 P  ^` 
05.135.03
13
 
 P  ^`  35.01  P  ^`   7.035.02
12
 
 P  
Subject 2 
^ ` 
  68.034.046
2,12
 
 P
 
^ ` 
  68.034.035
2,12
 
 P
 
^ ` 
  7.134.016
2,15
 
 P  ^ `   02.134.025
2,13
 
 P  
Subject 3 
^ ` 
99.033.03
3,23
 
 P  ^ `  03,2)55(   P  ^ `   99.033.03
3,2)36(
 
  P  ^ `   99.033.025
3,27
 
 P  
Choquet 
integral 
1.4+0.68+0.99= 
3.07 
1.05+0.68+0= 
1.73 
0.35+1.7+0.99= 
3.04 
0.7+1.02+0.99= 
2.71 
Ordering 1 4 2 3 
The resulting order is: BStudentDStudentCStudentAStudent    . This arrangement means that 
Student A is preferable to the other ones. 
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4. An Empirical Study 
A daily time series of Vale Company in the period of Jan/03/2000 to Oct/06/2006 was used, as shown in 
figure 1. 
 
 
Fig.2. Vale’s  prices for six years 
Three backpropagation neural network were used to forecast this time series. 
The first one was a backpropagation neural network with one hidden layer with tangent sigmoid transfer 
function with 20, 30 and 60 neurons. The input layer were the real values of this time series and the output 
layer had a linear transfer function with one neuron. The best result obtained was using 30 neurons in the 
hidden layer. 
In figure 2 the results for this neural network and the real values of time series are presented. 
 
Fig.3. Neural network 1 results and real values of time series 
As it can be seen, the neural network forecasted values are negative and the real ones are positive. In figure 
3 the neural network errors are plotted and one can see their increase. 
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Fig.4. Neural network 1 error 
The second case used a backpropagation neural network with one hidden layer with tangent sigmoid transfer 
function with 20,40 and 60 neurons. The input layer has the normalized values of this time series and the output 
layer has a linear transfer function with one neuron. The best result was obtained with 40 neurons in the hidden 
layer. 
In figure 4 the results obtained for this neural network and the real values of time series are presented. 
 
Fig.5. Neural network 2 results and real values of time series 
As it can be seen, some of neural network forecasted values are negative and the real ones are positive. In 
figure 5 the neural network errors that are better than without normalizing data series are plotted. 
 
Fig.6. Neural network error 
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The third case was a backpropagation neural network with one hidden layer with tangent sigmoid transfer 
function with 20, 30 and 60 neurons. The input layer has the normalized values of this time series and the 
Choquet integral fuzzify the input layer. Many different values of fuzzy measures have been used and here only 
the best one is presented. To use the Choquet integral, the normalized time series was segmented in different 
parts and each of them were multiplied by a fuzzy number  jP with the restriction that σ ߤ௝ ൌ ͳ௠௝ୀଵ . 
 
 The output layer has a linear transfer function with one neuron. The best result is the obtained with 10 
neurons in the hidden layer. 
In figure 6 the obtained results for the neural network and the real values of time series are presented. 
 
 
Fig.7. Neural network 3 results and real values of time series 
As it can be seen, neural network forecasted values are better than the other cases. In figure 7, the neural 
network errors are plotted proving to have better results than the other cases. 
 
Fig.8. Neural network error 
The forecasting equations obtained by the neural network are shown in figure 8. 
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Fig.9. Forecasting equations 
The validation equation is given by output=0.96target + 0.0063, where: 
x output= neural network results after training 
x target = data that have not been used to train the neural network; 
The Pearson’s coefficient is R=0.99 that implies in a very high dependence relation between the output and 
the target. 
In figure 9, the mean squared error using Choquet integral is shown. 
 
 
Fig.10. Mean squared error 
It can be seen that the best performance of this neural network is 0.0002 in epoch 6, a very low error. 
In table 1 the three studied neural networks results are presented. 
Table 1. Results for the neural networks 
 With non normalized data 
series 
With normalized data series With normalized data series 
and Choquet integral 
Mean squared error 10000 0.001 0.00001 
Forecasting equation Output = 0.95target + 51 Output = 0.89 target + 0.069 Output = 0.96 target + 0.0063 
R value 0.94 0.95 0.99 
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From this table it is possible to assume that the neural network using Choquet integral is the best one. In 
table 2, the results using the forecast equation for twenty five points of target data for the neural network 
without normalized data are shown: 
Table 2. Forecast results and errors for the neural network without normalized data 
Target Data Output neural 
network without 
normalized data  
0.95 target + 51 
Error Target Data Output neural 
network without 
normalized data  
0.95 target + 51 
Error 
12.21 62.60 -50.39 11.77 62.18 -50.41 
12.25 62.64 -50.39 11.61 62.08 -50.42 
12.44 62.82 -50.38 11.71 62.12 -50.41 
12.21 62.60 -50.39 11.77 62.18 -50.41 
12.24 62.63 -50.39 11.93 62.33 -50.40 
11.97 62.37 -50.40 11.86 62.27 -50.41 
12.00 62.40 -50.40 11.81 62.22 -50.41 
12.02 62.42 -50.40 11.78 62.19 -50.41 
11.99 62.39 -50.40 11.71 62.12 -50.41 
12.14 62.53 -50.39 11.88 62.29 -50.41 
12.03 62.43 -50.40 11.71 62.12 -50.41 
11.93 62.34 -50.40 11.53 61.95 -50.42 
11.91 62.32 -50.40    
The error was computed by taking the difference between target data and the output of neural network 
without normalized data. As it can be seen, the error is great, with mean -50.40 and standard deviation 0.01. 
The results for the neural network with normalized data using its forecast equation are presented in table 3 
using twenty five points of target data. 
Table 3. Forecast results and errors for the neural network with normalized data 
Target Data Output neural network 
with normalized data  
0.89target + 0.069 
Target Data Output neural network 
with normalized data  
0.89target + 0.069 
12.21 10.97 11.77 10.45 
12.25 11.14 11.61 10.49 
12.44 10.93 11.71 10.54 
12.21 10.96 11.77 10.68 
12.24 10.72 11.93 10.62 
11.97 10.75 11.86 10.58 
12.00 10.77 11.81 10.55 
12.02 10.73 11.78 10.72 
11.99 10.87 11.71 10.17 
12.14 10.77 11.88 10.48 
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12.03 10.68 11.71 10.33 
11.93 10.67 11.53 10.42 
11.91 10.54   
 
The error is computed by taking the difference between target data and the output of neural network with 
normalized data in absolute values. As exposed, the error is low, with mean 11.49 and standard deviation 2.07. 
Using the forecast equation for twenty five points of target data, the results for the neural network with 
normalized data and Choquet integral are shown in table 4: 
Table 4. Forecast results and errors for the neural network with normalized data and Choquet integral 
Target Data Output neural network with 
normalized data and Choquet integral 
0.96 target + 0.0063 
Target Data Output neural network with 
normalized data and Choquet integral 
0.96 target + 0.0063 
12.21 12.09 11.77 11.65 
12.25 12.12 11.61 11.81 
12.44 11.86 11.71 11.75 
12.21 11.89 11.77 11.69 
12.24 11.91 11.93 11.66 
11.97 11.87 11.86 11.59 
12.00 12.02 11.81 11.77 
12.02 11.91 11.78 11.59 
11.99 11.82 11.71 11.42 
12.14 11.80 11.88 11.52 
12.03 11.65 11.71 11.59 
11.93 11.55 11.53 11.80 
11.91 11.59   
 
The error was computed by taking the difference between target data and the output of neural network with 
normalized data and Choquet integral. As it can be seen, the error is low, with mean 11.76 and standard 
deviation 0.18 calculated using absolute values. 
5. Conclusions 
The results obtained in this paper demonstrate that the use of Choquet integral to fuzzify the input data can 
be very efficient to minimize error forecasting. It also shows the strong capability of a neural network using 
Choquet integral in data with great nonlinear component. Finding neural models using Choquet integral to 
forecast time series has enabled a breakthrough in the research field, especially due to the market demand. It is 
no doubt that this methodology will evolve in a company’s financial area responsible for important managing 
decisions. There is still the possibility of introducing them into computer systems. A recommendation for 
future research would be a comparison between Box and Jenkins techniques. 
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