Absrrul-This paper presents two methods, based on the rational approximation of functions, for designing Gabor like IIR filters with reduced computational complexity. The performance of the designed filters is discussed and comparisons with other approaches are made.
1.

~NTRODUCT'ION
Gabor filters [ 1 J are widely used as pre-processors in signal processing applications, especiaily in computer vision and image processing applications such as pattern recognition, motion analysis, stereoscopy etc.
[2]- [5] . Their use in these applications has been motivated partially by the fact that they can model responges of orientation selective cells in the visual cortex. Another motivation of using such filters as feature extractors is that they are capable of extracting both local (spatial) and frequency information from an image with minimum uncertainty, by performing a local frequency analysis. A further important property is that a narrow-band Gabor function closely approximates analytic functions, allowing separate analysis of the magnitude (envelope) and phase characteristics in the spatial or temporal domains. A two-dimensional (2D) separable Gabor filter is described by the impulse response (a 2D complex exponential modulated by a 2D Gaussian window) and respectively the transfer hnction (a 2D Gaussian shifted at [ax, Tz, 1 in the (w, , w,) frequency plane):
Most applications require filter banks, each filter being described by different central frequency and selectivity. The choice of the filter parameters depends on the application, for example in [5] the parameters were specified as follows: n~= =~~o s~" ,~~= I Z " s i n~" ,~~= 2 x,pW=uunlN .
v = l , ..., M , u = l , , . . , N where U and v are frequency and orientation indexes, respectively. A wavelet property of g,.,(x,y) is often preferred i.e., C T , ,~, , = k and the functions are self-similar (scaled, dilated and rotated versions of a mother fimction).
The major disadvantage of Gabor filtering approaches, when applied as a convolution of a discrete signal of f i i t e length with a window whose elements are given by a discrete Gabor function, is that they are computationally intensive due to the large number of filter coefficients. The high number of operations required by FIR implementation, given by the product of the signal dimension and the filter cbefficients of Gabor filters, is critical for those applications that require real-time processing. One possibility to circumvent this disadvantage is to filter the signal in the fiequency domain using Fast Fourier Transform (FFT). This can be done by calculating the spectrum of the signal, using FIT, multiplying it by the transfer function of the filter and using'the inverse FFT'to achieve the filtered signal in the original domain. This operation is equivalent to the circular convolution of a finite length signal with the filter's impulse response. The computational . complexity of this filtering procedure is of the same order as for an FFT, i.e. M log,(M) for an M -sized signal.
It is know that the number of operations required by Gabor FIR filters depends on the effectiye length of their impulse response. This drawback can be avoided by using IIR filters with a reduced number of coefficients designed by approximating the frequency characteristics of Gabor filters, as introduced in [6]. Since the desired filters are zero phase, the IIR filtering can be achieved only by using a forward-backward filtering approach as in [6]-[SI. Using this filtering procedure the computational complexity will be smaller than when using FFT.
The filters presented by Young in [6] are designed by approximating the Gaussian iransfer fimction using a rational approximation given in [7] . Their design procedure is limited to sixth-order filters, due the form of approximation found in the mentioned references, and ii was done by transforming a differential equation represented by a Laplace transform in a set of difference equation considered in the Z-domain by means of backward difference technique.
We will present two different methods for designing the filters coefficients, using the Padt and Pad&-Chebyshev approximations. Using these approximation methods, it is possible to design filters having arbitrary order and to obtain better approximation performances than obtained in [6]. Since 2D Gabor filters are separable, i.e., G(wx,w,,) = G(w,)G(#,,), only the mono-dimensional case (ID) will be considered further on, since the 2D filters can be substituted by two cascaded ID filters operating along each direction.
THE DESIGN OF IIR APPROX~MATION OF GABOR FILTERS
To design an 1IR approximation of a Gabor filter, it suffices to design an IIR approximation of a Gaussian filter, and then to shift its transfer function to a desired central frequency no. This is equivalent to multiplying the filter coeficients of the approximated Gaussian filter with a corresponding complex exponential:
The transfer function of a Gaussian filter is real valued (zero phase) and since its approximation must have the same properties the coefficients of the polynomial Q(z) must feature the symmetry: qh =q-k . Thus the transfer function of. the approximated Gaussian filter has the following:
A transfer function (4) can be obtained by making the change of variable:
and finding a rational approximation generically denoted for any degree N as R(x) for G(x) and making the reversed change of variable x = c o s o . Using the trigonometric identities for cos' x , the resulting transfer function will have the form (4), and the filter coefficients of the approximated Gaussian filter can be identified by inspection. For determining the rational approximation R(x) of G(x) and then the transfer h c t i o n of the Gaussian filter, Pad6 and Pad6 -Chebyshev approximations can be used.
A. Design Using Pad6 Approximation
The theoretical background of Padk approximation can be found in [lo]. In our case the approximation of G(x) consists of a rational function R(x) which is determined from the Taylor series expansion in x = I that corresponds to o = 0 , This rational function can be found by constraining its value and its first N derivatives at the approximation point to be identical with G(x) and its N derivatives, respectively:
Using this approximation, the transfer functions for IIR Gaussian filters of order 2N (N=l, 2,3) are given by:
The quality of the approximations can be estimated by means of the root-squared error ( R T E ( 0 , N ) ) and the maximum absolute error ( E,, (a, N) ): The transfer h c t i o n of a Gabor filter has the form (1 1) and its pole-zero map corresponds to a rotation of the pole-zero map of the approximated Gaussian filter with an angle a, referred to the origin of the complex plane.
1.1
The transfer function of the form (lo), which i s non-causal, can always be generically expressed as the product or the sum of two transfer functions, which corresponds to a parallel or a serial implementation, respectively. These functions are involving causal and stable filters H s , p + ( z ) , having assigned an input sequence of length M must be forward-backward filtered according to the foltowing recurrence relations:
: The parallel implementation can be described in a simiIar manner and gives an atmost identical impulse response if the spatial and spectral aliasing is avoided by imposing the condition (1 4) presented in [63, thus, the effective length of the impulse response 'will be smaller'than A4 and its spec%um will not tie. distorted. ,
Compared' to . parallel" implementation the serial. implementation dops not generally give the same result when the two. (backward and forward) filters are applied to an arbitrary signal, in opposite order.% presented when zero initial condition of the filters are considered. To illustrate this effect, the difference between the output of a IIR Gaussian filter approximation, when a random signal was filtered' forwardbackward (FB) and backward-forward (BF), is presented in Figure 6 . To minimize.this difference, the initial condition must be determined using the approach. -(a,N) ) of the impulse response. These errors &,-" (v, N) are represented in Figure 7 . The RSE of the impulse response being the same as those from frequency domain presented in Figure 1 and Figure 3 . For the filters of order 2N when N=1,2 these errors are larger than those presented in [6] . For N=3 the errors for the filter designed using Fade approximation has almost the same performarices and the filter designed using Pade-Chebyshev approximation has better performances. These approximation performances increase with the order o f . the filters. 
