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Abstract 
MEMS inertial sensors based on capacitive comb electrodes provide very low signal amplitudes. To accurately process these 
signals, the connected read-out system needs to be robust against process, voltage and temperature variation. This is 
accomplished through digital calibration techniques, which use adaptive linear filters to correct the digital output signal. In this 
paper we expand the digital calibration part to introduce an innovative monitor concept for process variability. By using the 
signal of an available temperature sensor and the filter coefficients of the calibration system, a measure for the influence of 
process variability is provided. The proposed concept has successfully been verified to monitor process corners in a 350nm 
CMOS sensor interface. 
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1. Introduction 
The measurement of acceleration in safety-critical applications, e.g. airbag sensors, needs to be very accurate and 
robust. Therefore, high precision components are required in the sensor element and in the sensor-connected read-
out system [1]. Due to their high sensitivity, MEMS elements based on capacitive sensing are usually used to 
measure the acceleration. A major drawback of this structure is the low amplitude of its output signal, which has to 
be amplified in the read-out system before analog-to-digital conversion is performed. For this reason high demands 
are placed on the analog amplifier. Inevitably, the whole read-out system underlies behavioral inconsistencies, 
 
 
* Nico Hellwege, Faculty 01 / NW1, Otto-Hahn-Allee 1, 28359 Bremen, Germany. Tel.: +49-421-218-62551; fax: +49-421-218-9862551. 
E-mail address: hellwege@me.uni-bremen.de 
 2015 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the organizing committee of EUROSENSORS 2015
638   N. Hellwege et al. /  Procedia Engineering  120 ( 2015 )  637 – 640 
caused by variations in the CMOS process, supply voltage and ambient temperature (PVT). To ensure an accurate 
acceleration measurement, process variabilities need to be monitored and, if possible, corrected at all time [2].  
This work presents a new approach of a process variability monitor for MEMS sensor interfaces. With this 
concept linear gain errors of the amplifier are continuously monitored and corrected. The found gain error is 
exploited to give an estimate for the ambient temperature. The estimated temperature is compared with the measured 
temperature, provided by an available temperature sensor. The difference in these two signals is a unique monitor for 
process shifts, which can also be used to monitor long-term parameter shifts. 
2. Sensor System Modeling 
The block diagram of a MEMS inertial sensor system is shown on the top left side of Fig. 1. It consists of a 
capacitive sensor, an amplifier and an analog-to-digital converter (ADC) with a resolution of 14 Bit. A possible 
implementation of the MEMS sensor is shown in Fig. 2. The connected read-out system amplifies and digitizes the 
analog sensor signal x into the digital output signal d. While the sensor element and the ADC are considered ideal, 
the amplifier model is based on a 350nm wideband amplifier with a temperature-dependent amplification A. Apart 
from this, no other gain errors are taken into account. The behavior of the wideband amplifier for different 
temperatures is depicted in Fig. 3. It shows the relative dc-gain for five different gain-configurations. The gain is 
normalized to the value at 20°C, the standard operating point of the sensor system. Since A is temperature-
dependent, a gain-error ea occurs for a change in the ambient temperature.  
3. Correction System and Proposed Monitoring Concept 
The right-hand side of Fig. 1 shows the applied correction system based on digital calibration [3, 4]. It is used to 
detect and correct linear gain-errors ea of the amplifier. Due to the chosen model, these errors can only result from 
changes in temperatures. To detect them properly, an additional and well known test signal is required. In this 
approach a binary pseudo-random noise (PN) sequence is added to the sensor output signal x. The sum x+PN is 
amplified and digitized by the read-out system. Afterwards, the PN sequence is subtracted and the resulting signal 
dc,in should be PN-free. However, non-idealities of the amplifier alter the signal, such that a residuum of will remain.  
The signal correction can be separated into two steps. In the first step, the PN-residuum is eliminated from the 
signal dc,in. This is performed by the adaptive filter H1, which creates a correction signal c from the PN sequence  
by c = h1 ∙ PN. The required filter coefficient h1 is found by correlating the signal dc,int to the original PN. During this 
procedure a fixed number of samples L from dc,int and PN are taken to calculate the correlation coefficient  
COR(n) = r(dc,int , PN). Afterwards, this coefficient is used to successively adapt the value of h1. Utilizing the least-
mean-square (LMS) algorithm in the calibration process, the value of h1 is given by  
       1 1( 1) ( ) ( )h n h n μ COR n    .  (1) 
Fig. 1: Complete sensor system with digital calibration and process variability monitor. 
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The algorithm updates the value of h1 every L samples with a step size of μ. The calibration process finishes, 
when the PN-residuum is completely eliminated from the signal dc,int, and the correct value of h1 is found. The 
second step of the signal correction is performed by the adaptive filter H2. It corrects the linear gain error ea by 
multiplying the signal dc,int with the filter coefficient h2. The value of h2 is directly derived from h1 by the relation  
       2
1
1( )
( ) 1
h n
h n
  .  (2) 
 
The proposed monitoring system is depicted in the bottom right corner of Fig. 1. It uses the filter coefficient h1 
and the signal of an available temperature sensor to create the monitor signal ymon. To successfully monitor process 
variabilities this way, the temperature-dependent dc-gain of the amplifier must be known to the system. The dc-gain 
for the typical mean process corner is given in Fig. 3 and can be used to formulate a function f0(h1). With f0(h1) an 
estimate for the ambient temperature  ෨ܶ  can be predicted from h1, which is found in the digital calibration process. 
The temperature sensor is assumed to be error-free and provides an unbiased temperature value T. With the two 
values T and  ෨ܶ  a monitor signal ymon =  ෨ܶ െ ܶ is created. If only temperature-dependent gain errors ea are present,  
T and  ෨ܶ  are equal and ymon is zero. Due to process variations, additional errors occur and alter the estimated 
temperature  ෨ܶ  As a result, ymon becomes non-zero and is therefore used as a monitor for different process variations. 
4. Simulation Results 
A 350nm wideband amplifier with an amplification of A = 4096 is selected. The parameters of the correction 
system are set to the following values: the number of samples L is 100 and the step size μ of the LMS-algorithm  
is 2-15. Besides, all digital output values and internal signals of the correction system are quantized with a resolution 
of 14 Bit. The initial values for h1 and h2 are 0 and 1.  
In the first simulation the wideband amplifier operates in the nominal process corner and the ambient temperature 
is varied. Fig. 4 shows the results for the estimated temperature  ෨ܶ , which is calculated with f0(h1). It can be seen, 
that a very accurate estimation of the real temperature T is provided by the correction system after initialization is 
completed. For the entire simulation time, the difference between the estimated and the real temperature is not more 
than 1°C, which corresponds to a relative gain-error of 0,07% (see also first line of Tab. 1).  
In a second simulation the influence of process variation on the monitor signal ymon is analyzed. For this reason, 
the amplifier is considered to work in five different process corners. The temperature-dependent dc-gain of the 
amplifier is shown in Fig. 5 for the selected corners. As before, the calculation of  ෨ܶ  is performed by using f0(h1). 
Since f0(h1) is bound to the nominal process corner, the estimated temperature  ෨ܶ  will differ from the real value T 
and ymon will be non-zero. This behavior can be observed from Fig. 6 and Tab. 1. It becomes clear, that operating the 
sensor system in different process corners leads to a significant change in the monitor signal. Thus, the difference in 
temperature is an appropriate indicator to monitor process variations in a MEMS sensor interface.  
Fig. 2: Possible implementation of a MEMS based on capacitive 
sensing. x is the sensor output signal. 
Fig. 3: Temperature-dependent dc-gain of a 350nm wideband 
amplifier. All curves are normalized to the gain at 20°C. 
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5. Conclusion 
An innovative process variability monitor is presented in this work. It uses the filter coefficients of a digital 
calibration based correction system to predict the ambient temperature of the examined system with a deviation of 
not more than 1°C. Additionally, the estimated temperature is compared to the real temperature. The difference 
between these values is used to create a monitor signal, which is well-suited to detect process variations. 
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Fig. 4: Estimated temperature ෨ܶ  at different ambient temperatures for 
a simulation time of 30 seconds. Initial value for ෨ܶ  is 20°C. 
Fig. 5: Gain in dependence of temperature for different process corners 
and a fixed gain configuration (A = 4096). 
Fig. 6: Monitor signal ymon: difference between T and ෨ܶ  for a wide 
temperature range and a fixed gain configuration (A = 4096). 
Corner -20 °C 20 °C 40 °C 60 °C 
typical  
mean -0,20 ± 0,18 -0,82 ± 0,13 -0,48 ± 0,45 -0,17 ± 0,17 
worst 
one -37,64 ± 0,12 -40,07 ± 0,12 -40,32 ± 0,16 -38,84 ± 0,22 
worst 
power 72,82 ± 0,13 85,76 ± 0,12 93,86 ± 0,12 103,56 ± 0,13 
worst 
speed -29,07 ± 0,35 -35,18 ± 0,42 -38,35 ± 0,27 -39,69 ± 0,50 
worst 
zero 120,57 ± 0,15 134,77 ± 0,11 142,11 ± 0,44 149,03 ± 0,24 
Table 1: Mean and standard deviation of the monitor signal ymon for 
different corners and set ambient temperatures. 
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