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Preliminaries
Data modelling & parameter estimation
• We perform experiments or make observations in order to learn about a
phenomenon, which only can be partially observed.
• First step: describe the resulting data (plots, summaries, statistics, etc)
• To interpret the data we usually have to model them
• Data (measurements) are always noisy
• Inference is the process of making general statements about a
phenomenon, via a model, using noisy and incomplete data.
• Generative model is the theoretical model that generates (simulates) the
observable data from the model parameters (mathematical equation)
• Measurement or noise model describes how the measurement process
affects our data. It describes a probability distribution over possible
observations given the ideal (noise-free) data, i.e. the Likelihood.
Example
x ∼ N (µ, σ), where x is the measured data, µ = g(θ) is the ideal data, and
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Data modelling & parameter estimation
The key to data modeling is to use the given data, together the
generative and measurement models to make consistent, probabilistic
inferences.
Given some data D, for a specified model M, with parameter(s) θ:
• Parameter estimation. To infer the parameter posterior pdf
p(θ|D,M)
• Model comparison. Given a set of different models {Mi}, find out
which one is best supported by the data: model posterior probability
P(Mi |D), or posterior odds ratio of two models P(D|Mi )/P(D|Mj)
• Prediction. Predict some new data, p(x̃ |D,M)
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Probability Theory
Notation
• x denotes the studied random variable (phenomenon), or the given
data D ≡ x (measurements) (x = {x1, . . . , xn} random sample)
• We use the terms ’distribution’ and ’density’ interchangeably, and




• x ∼ N(µ, σ) or p(x) = N(x |µ, σ)
• E [x ] =
∫
xp(x)dx ; var(x) =
∫
(x − E [x ])2p(x)dx
• Given u, v : p(u, v) is the joint density function, p(u|v) the
condicional pdf, and p(u) =
∫
p(u, v)dv marginal pdf (and vice
versa).
• The joint pdf can be factorized as the product of the marginal and
conditional pdf’s : p(u, v) = p(u|v)p(v), or
p(u, v ,w) = p(u|v ,w)p(v |w)p(w), etc
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Probability Theory
Bayesian Inference
Given a model M, with parameter(s) θ,
• Likelihood: p(x |θ,M) ≡ p(x |θ), sampling or data distribution. Key
function in data modeling, it describes both the phenomenon and
the measurements.
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Probability Theory
Bayesian Inference
Given a model M, with parameter(s) θ,
• Likelihood: p(x |θ,M) ≡ p(x |θ), sampling or data distribution. Key
function in data modeling, it describes both the phenomenon and
the measurements.
• Prior: p(θ|M) ≡ p(θ), pdf over the model params. θ. Information
we have, independent of the data, about the possible values of θ.
• Joint probability d. for θ and x : p(θ, x) = p(θ)p(x |θ)
• Posterior: p(θ|x ,M) pdf over the model params., given the data and
the background inform. on M, is the answer to an inference problem





∝ p(θ)p(x |θ) = p∗(θ|x)︸ ︷︷ ︸
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Probability Theory
Bayesian Inference
• Evidence or marginal likelihood: probability, assuming model M, of
observing the data for any values of θ,
p(x |M) =
{∑
θ p(θ)p(x |θ), discrete∫
p(θ)p(x |θ)dθ, continuous
(normalization cte)
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Probability Theory
Bayesian Inference
• Evidence or marginal likelihood: probability, assuming model M, of
observing the data for any values of θ,
p(x |M) =
{∑
θ p(θ)p(x |θ), discrete∫
p(θ)p(x |θ)dθ, continuous
(normalization cte)
• Multiparameter models: θ = (θ1, θ2)
• Joint posterior density: p(θ1, θ2|x) ∝ p(θ1, θ2)p(x |θ1, θ2)
• Conditional posterior distributions: p(θ1|x , θ2), and p(θ2|x , θ1)
• Marginal posterior distribution of θ1, by averaging or marginalizing
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Probability Theory
Bayesian Inference
• Prior predictive distribution or marginal distribution of x : before






• Posterior predictive distribution: after the data have been observed,
we can predict an unknown observable x̃ from the same process
p(x̃ |x) =
∫







∗ Assumed conditional independence of x and x̃ given θ
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Probability Theory
Mean and variance of conditional distributions
E (u) = E (E (u|v))
Var(u) = E (Var(u|v)) + Var(E (u|v))
Transformation of variables
v = f (u), u and v has the same dimension, and f is a one-to-one











u ∈ (0,∞) ⇒ log(u) ∈ R





∈ R, where logit−1(v) = e
v
1+ev
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Computation & simulations in Bayesian Inference
Summarizing the posterior distribution
1. Choose a grid of θ over an interval that covers the post. d.
2. Compute the product of the prior, p(θ), and the likelihood
L(θ) = f (x |θ) on the grid: p(θi |x) ∝ p(θi )L(θi ), i = 1, . . . , n.
3. Normalize, to approximate the posterior density by a discrete




i = 1 . . . , n
4. Take a sample with replacement from the discrete distribution
{θ1, . . . , θm | x} (m=1000 adequate for estimating the P95 in this way)
⇒ Simulation forms a central part of the Bayesian analysis applications.
⇒ To draw easily approximate samples from post. d., even when the density
function cannot be explicitly integrated.
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Computation & simulations in Bayesian Inference
Sampling using the inverse cumulative distribution function
Cdf F (a) = P(x ≤ a) =
{∑
x≤a p(x) discrete∫ a
−∞ p(x)dx continuous
1. Draw random sample from u ∼ U(0, 1) : {u1, . . . , um}
2. Let x = F−1(u) (F not necessarily 1-to-1, but F−1(u) unique)
3. Then, {F−1(u1), . . . ,F−1(um)} will be a random draw from p(x)
Examples
• x ∼ Exp(λ), F (x) = 1− e−λx → x = F−1(u) = − log(1−u)
λ
. Draw {u1, . . . , um}








• x1 ≤ x2 ≤ . . . ≤ xk , with probability mass function pi (
∑m
i=1 pi = 1), and let
F (xj ) =
∑
i≤j pi . Given u ∼ U(0, 1), then:
P(F (xj−1) ≤ u ≤ F (xj )) = F (xj )− F (xj−1) = pj = P(x = xj )
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Integration in Bayesian Inference



















A simple solution to integrating a function is to evaluate it over a
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Model Comparison & Bayesian Evidence




















The evidence as a marginal likelihood
p(x |M) =
∫
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Assigning priors
How do we assign a prior?
• posterior pdf depends on both the prior and the likelihood;
• As data become more informative, posterior dominated by the
likelihood (narrower);
• When data are poor, prior plays a more dominant role.
• Prior should incorporate any relevant information we have, what you
know/believe/understand about the problem, the parameter range,
limits/bounds of measurement or observability (there is no rule)
• Often we adopt standard distributions; discrete priors using
histogram (finite support), etc.
• Non-informative priors: No population basis, minimal role in the
posterior distribution (uniform !!)
• Improper priors can lead to proper posterior distributions
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Assigning priors: Non-informative priors
Location paramaters
• θ specifies the location of some quantity (mean), and we have no prior
knowledge other than some limits/range
• Posterior should be independent of the origin coord. system
p(x − θ|x) ∝ p(θ)p(x − θ|θ)
⇒ prior invariant to linear transformation of θ, p(θ + c)dθ = p(θ)dθ :
p(θ) ∝ cte
Scale paramaters
• θ size or scale of some quantity (std. dev), and we know nothing about it,
other than it must be positive.
⇒ prior invariant with respect to being stretched, p(θ)dθ = p(cθ)cdθ :
p(θ) ∝ 1
θ
• Equiv. : p(logθ) ∝ 1, or p(θ2) ∝ 1
θ2
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Assigning priors: Non-informative priors
Jeffreys prior
• Jeffreys’ invariance principle: an approach to define no-inform prior, based
on 1− 1 transformations, φ = h(θ) : p(φ) = p(θ)
∣∣∣ dθdφ ∣∣∣ = p(θ) |h′(θ)|−1





















∣∣∣ dθdφ ∣∣∣2]) 12 = I(θ)1/2 ∣∣∣ dθdφ ∣∣∣






















































• p(θ) ∝ θ−1/2(1− θ)−1/2
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Single Parameter Models
Single-parameter models: Binomial distribution
• x = total number of successes in the n Bernouilli trials ( 0/1:
failure/success).





θx(1− θ)n−x , θ proportion of successes, or
probability of success in each trial.
Example I: Estimate the AGN fraction
in a galaxy sample
• It is observed a sample of 980
galaxies
• 15 of which are classified as AGN
• 0.001 ≤ p ≤ 0.015 at low redshift
(Bufanda et al. 2016)




































































⇒ To perform Bayesian inference, we must specify a prior distr. for θ
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Single-parameter models: Binomial distribution
Non-informative prior
• Prior θ ∼ U(0, 1) : p(θ) = 1






• Posterior distribution p(θ|x) ∝ p(θ)p(x |θ):
p(θ|x) ∝ θx(1− θ)n−x ⇒ θ|x ∼ Beta(x + 1, n − x + 1)
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Single-parameter models: Binomial distribution
Non-informative prior
• Prior θ ∼ U(0, 1) : p(θ) = 1






• Posterior distribution p(θ|x) ∝ p(θ)p(x |θ):




θα−1(1− θ)β−1, θ ∈ [0, 1]






(α+ β)2(α+ β + 1)
Mo(θ) =
α− 1
α+ β − 2
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Single-parameter models: Binomial distribution
Posterior as a compromise between
data & prior
E(θ) = E(E(θ|x))
Var(θ) = E(Var(θ|x)) + Var(E(θ|x))
Summarizing post. inference
• Plots: Post. d contains all the current inform. about
param.
• Numerical summaries: mean, median, mode(s), std.
dev, interquantile range, ...
• Post. uncertainty: post. quantiles and intervals














, λ ∈ [0, 1]
• Var(θ|x) = (x+1)(n−x+1)
(n+2)2(n+3)

















Uniform prior −> Posterior is Beta(x+1,n−x+1)
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Single-parameter models: Binomial distribution
Example I: Estimate the AGN fraction in a galaxy sample
Summarizing post. P2.5 P50 P97.5 E (θ|x) Var(θ|x) Mo
Exact p(θ|x) 9.351e-3 1.597e-2 2.509e-2 1.629e-2 4.038e-3 1.531e-2
Normal approx. 8.379e-3 1.629e-2 2.421e-2 1.629e-2 4.038e-3 1.629e-2




























Sample (n=1000) from the posterior
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Single-parameter models: Binomial distribution
Informative prior: conjugated family
• Prior θ ∼ Beta(α, β) : p(θ) ∝ θα−1(1− θ)β−1 conjugate family
for the binomial likelihood







p(θ|x) ∝ θx+α−1(1− θ)n−x+β−1 ⇒ θ|x ∼ Beta(α + x , β + n − x)
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Single-parameter models: Binomial distribution
Informative prior: conjugated family
• Prior θ ∼ Beta(α, β) : p(θ) ∝ θα−1(1− θ)β−1 conjugate family
for the binomial likelihood







p(θ|x) ∝ θx+α−1(1− θ)n−x+β−1 ⇒ θ|x ∼ Beta(α + x , β + n − x)
• E (θ|x) = α + x
α + β + n
= λ
α





, λ ∈ [0, 1]
• Var(θ|x) = E(θ|x)(1−E(θ|x))α+β+n+1
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Single-parameter models: Binomial distribution
Informative prior: conjugated family
• Prior θ ∼ Beta(α, β) : p(θ) ∝ θα−1(1− θ)β−1 conjugate family
for the binomial likelihood







p(θ|x) ∝ θx+α−1(1− θ)n−x+β−1 ⇒ θ|x ∼ Beta(α + x , β + n − x)
• E (θ|x) = α + x
α + β + n
= λ
α





, λ ∈ [0, 1]
• Var(θ|x) = E(θ|x)(1−E(θ|x))α+β+n+1











∣∣∣x) CLT−→ N(0, 1) (more accurate φ = logit(θ) = θ1−θ )
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Single-parameter models: Binomial distribution
Example I: Estimate the AGN fraction in a galaxy sample
• Prior knowledge/assumption: E(θ) = 0.01, Var(θ) = 2.5e − 5









Post. Beta( 18.95 , 1356.05 )
Prior Beta( 3.95 , 391.05 )
Post. with unif. prior Beta( 16 , 966 )
Conjugated prior
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Single-parameter models: Binomial distribution
Example I: Estimate the AGN fraction in a galaxy sample
Illustrate the effect of priors
alpha/(alpha+beta)=0.01, alpha+beta=853.48 alpha/(alpha+beta)=0.01, alpha+beta=2000
alpha/(alpha+beta)=0.01, alpha+beta=200 alpha/(alpha+beta)=0.01, alpha+beta=395











Post. with unif. prior Posterior Prior
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Single-parameter models: Binomial distribution
Informative non-conjugated prior
’Brute-force’ numerical approximation method
1. Choose a grid {θi} of θ over an interval that covers the post. d.
2. Compute the product of the prior, p(θ), and the likelihood
L(θ) = f (x |θ) on the grid:
p(θi |x) ∝ p(θi )L(θi ), i = 1, . . . , n
3. Normalize, to approximate the posterior density by a discrete




i = 1 . . . , n
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Single-parameter models: Binomial distribution
Example I: Estimate the AGN fraction in a galaxy sample
As an alternative to the conjugated beta family, we might prefer a prior
distribution that is centered around 0.01 but is flat far away from this value to
admit the possibility that the truth is far away (piecewise linear prior density)
































































































































































































Post. with unif. prior
Non−Conjugated prior
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Single-parameter models: Binomial distribution
































































































































































































































Sample (n=1000) from the posterior
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Single-parameter models: Binomial distribution
Example I: Estimate the AGN fraction in a galaxy sample
Prior Summaries of the post. d. E (θ|x) SD(θ|x) Mo P2.5 P97.5
U(0, 1)
Exact p(θ|x) 1.629e-02 4.038e-03 1.531e-02 9.351e-03 2.509e-02
post. sample n=1000 1.629e-02 3.920e-03 3.421e-02 9.476e-03 2.463e-02
Beta(3.95, 391.05)
Exact p(θ|x) 1.378e-02 3.143e-03 1.307e-02 8.317e-03 2.058e-02
post. sample n=1000 1.372e-02 3.126e-03 2.402e-02 8.598e-03 2.023e-02
Beta(8.86, 844.62) Exact p(θ|x) 1.301e-02 2.646e-03 1.248e-02 8.348e-03 1.868e-02
Beta(2, 198) Exact p(θ|x) 1.441e-02 3.467e-03 1.358e-02 8.421e-03 2.194e-02
Beta(20, 1980) Exact p(θ|x) 1.174e-02 1.973e-03 1.142e-02 8.197e-03 1.591e-02
Non-conj.
discrete approx. p(θi |x) 1.350e-02 2.543e-03 1.320e-02 8.700e-03 1.830e-02
post. sample n=1000 1.356e-02 2.533e-03 1.980e-02 9.000e-03 1.830e-02
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Single-parameter models: Binomial distribution
Example I: Estimate the AGN fraction in a galaxy sample
Simulate samples from the resulting non-standard posterior distribution using
inverse cdf using the discrete grid.
0.00 0.01 0.02 0.03
Non−conjugate posterior
0.00 0.01 0.02 0.03
Posterior−cdf




Histogram of posterior samples
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Example I: Estimate the AGN fraction in a galaxy sample
• (A) Non-inform. prior θ ∼ U(0, 1) = Beta(1, 1) : p(θ|MA) = 1
• (B) Inform. conj. prior θ ∼ Beta(α, β) : p(θ|MB) = B(α, β)−1θα−1(1− θ)β−1

































⇒ BFA,B ' 0.0299 model B is favored over A
NOTE: Beta function B(a, b) =
∫ 1
0
xa−1(1 − x)b−1dx =
Γ(a)Γ(b)
Γ(a + b)
, a > 0, b > 0
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Multi Parameter Models
Multiparametric Models: Normal distribution
Non-informative prior
• Prior p(µ, σ2) = p(µ)p(σ2) ∝ σ−2 , improper (p(µ, logσ) ∝ 1)








• Posterior distribution :





(n − 1)s2c + n(x̄ − µ)2
])
(b) p(µ, σ2|x) = p(µ|σ2, x)p(σ2|x), one of the few multipar. prob.
simple enough to solve analytically
(b.1) Draw σ2 from Marg. post. d.
p(σ2|x) =
∫













(b.2) Given σ2, draw µ from Cond. post . d






∼ N(x̄ , σ2/n)
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Multiparametric Models: Normal distribution
Non-informative prior











∼ tn−1(x̄ , s2/n)
• Predictive post. d. of
p(x̃ |x) =
∫ ∫
p(x̃ |µ, σ2, x)p(µ, σ2|x)dµdσ









(b) Gral. sampling: (1) Draw µ, σ2 from joint post. d; (2) Given (µ, σ2),
sample x̃ from N(µ, σ2)
(c) p(x̃ |σ2, x) =
∫
p(x̃ |µ, σ2, x)p(µ|σ2, x)dµ ∼ N
(
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Multiparametric Models: Normal distribution
Example II: Estimating the speed of light
• Simon Newcomb, 1882. Experiment to measure the speed of light. 66
measurements of the time required for light to travel a distance of 7442 m.
There are two inusual low measurements.
• We assume a Normal distribution (no the best choice), and indep.

























Marg. post without outlyers
Normal approx without outlyers
Newcomb's measurments
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Multiparametric Models: Normal distribution
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Marginal posterior of σ2




Marginal posterior of µ
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Multiparametric Models: Normal distribution
Posterior predictive checking
• Self-consistency check: If the model fits, then replicated data generated under
the model (x rep ∼ p(x̃ |x)) should look similar to observed data x . I.e., obs. data
should look plausible under posterior predictive distribution.
• Discrepancy can be due to model misfit or chance. Any systematic differences
indicate potencial failings of the model




−50 −25 0 25 50 −50 −25 0 25 50 −50 −25 0 25 50 −40 −20 0 20
Minimum of x and xrep
Smallest observation in the replicated data (hist.) 
vs in the original data (vertical line)
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Multiparametric Models: Normal distribution
Posterior predictive checking
• Test quantities or discrepancy measure: T (x , θ) measures the discrepancy
between the model and data
• Tail probabilities. Lack of fit of the data with respect to post. predictive d. can
be measured by the tail-area probability, p-value, of the test quantity.
P(T (x rep , θ) ≥ T (x , θ) | x) (simulation)
• In practice, we usually compute the post. pred. d by simulation. And p-value is
approx. by the proportion of these N simulations s.t.
T (x rep,i , θi ) ≥ T (x , θi ), i = 1, . . . ,N
100 150 200 250
Light speed example with poorly chosen test statistic
            Pr(T(x*,theta) >= T(x,theta)|x) = 0.597
Day 2: Data Modelling & Parameter estimation 34
Multiparametric Models: Normal distribution
Informative prior





(n − 1)s2c + n(x̄ − µ)2
])
• Conjugated Prior: p(µ, σ2) = p(σ2)p(µ|σ2), where σ2 ∼ χ2(ν0, σ20) and







0 + κ0(µ0 − µ)2
])














• Joint posterior distribution :
















x̄ κn = κ0 + n
νn = ν0 + n νnσ2n = ν0σ
2
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• Condicional post. d of µ, given σ2











• Sampling from the joint posterior distribution
p(µ, σ2|x) = p(µ|σ2, x)p(σ2|x)
{
1) σ2|x ∼ Inv-χ2(νn, σ2n)
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Multiparametric Models
Example III: Radio-source spectra
We have noisy flux density measurements,
Si , at different frequencies fi (green).
Assume these follows a power law of slope
−1, but have a ε = 10% Gaussian noise.
In purple, same data but with an offset
error of 0.4 units
• Model A: S = κf −γ
• Model B: S = β + κf −γ
• Data: x ≡ {x1, . . . , xn}, where
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Multiparametric Models
Example: Radio-source spectra, Model A










• Prior: p(κ, γ) ∝ 1
• Likelihood: L(κ, γ) = f (x |κ, γ) =
n∏
i=1
f (xi |κ, γ)
• Joint posterior:
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Multiparametric Models











































































Marginal posterior of  κ
0.5 1.0
Marginal posterior of  γ
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Multiparametric Models
Example: Radio-source spectra, Model B



















, known µβ and ε

















































Si − κf −γi
ε2κ−2f −2γi
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Multiparametric Models








































































































































































Marginal posterior of  κ
0.25 0.50 0.75 1.00 1.25
Model A
Model B
Marginal posterior of  γ
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Bayesian Computation
Bayesian Computation
• The quintessential objective of Bayesian analysis is the posterior
distribution of the parameters,




θ = (θ1, . . . , θk) unknown, with prior d p(θ)
Data x = (x1, . . . , xn), iid p(x |θ) =
∏n
i=1 p(xi |θ)
• In general, the main problems are
1. Draw samples from the posterior d. : Rejection sampling, MCMC
algorithms (Gibbs & Metropolis-Hastings)
2. Compute integrals with respect to posterior d : Monte Carlo
integration, Importance sampling
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Bayesian Computation
Example I(bis): Estimate the AGN fraction
It is observed m = 20 sample of ni galaxies, where xi = No. of AGN
Data: x = {(xi , ni )}i=1,...,20
xi ∼ B(ni , θ),
θ ∼ Beta(α, β),
}
θ|x ∼ Beta (α+
∑
xi , β +
∑
(ni − xi ))
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Bayesian Computation
Beta-binomial Model















θ|x ∼ Beta (α+
∑
xi , β +
∑
(ni − xi ))
• xi ∼ Beta− bin(n, α, β), i.e. p(xi |α, β) =
∫ 1
0 p(xi |θ)p(θ)dθ










)B(xi + α, ni − xi + β)
B(α, β)
where η = α
α+β
= E(θ) ∈ (0, 1), and κ = α+ β > 0 ’prior sample size’
• EB-bin(x) = n αα+β = nη = Ebin(x)
• VarB-bin(x) = nαβ(α+β+n)(α+β)2(α+β+1) = nη(1− η)
κ+n
κ+1
> Varbin(x) (over dispersion)
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Bayesian Computation
Example I(bis): Estimate the AGN fraction
• Non-inform uniform prior d. to prior mean and variance∗ :































 −6.907755  4.6 517 
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Bayesian Computation
Approximations based on Posterior Modes
• Method of summarizing a multivariate post. d. p(θ|x), based on behavior
of density about its mode
• Let h(θ) = log (p(θ)p(x |θ)), and θ̂ = Mo(θ|x). 2nd order Taylor’s series:
h(θ) ≈ h(θ̂) + 1
2
(θ − θ̂)Th′′(θ̂)(θ − θ̂)→ θ|x ∼ N(θ̂, (−h′′(θ̂))−1)
• To find θ̂: Newton’s Method, Nelder-Mead’s Algorithm (laplace)
Example I(bis): Estimate the AGN fraction






• PI90%(logitη) = (−4.45,−4.16),
PI90%(logκ) = (6.03, 8.73)
• η̂ = E(θ) = 0.01336;
(α̂, β̂) = (21.46, 1584.41)
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Bayesian Computation
Produce simulated samples from a given post. d p(θ|x) (unfamiliar func.
form), where the normalizing cte. may not be known
Rejection Sampling
• To find a proposal d. p̃(θ) s.t.:

easy-to-sample PDF
resembles the post. d. (location and spread)
∃c : p(θ|x) ≤ cp̃(θ) ∀θ
• Obtain draws from p(θ|x) using the following accept/reject algorithm:
1. Independently simulate:
u ∼ U[0, 1], and θi from p̃(θ).




3. Repeat 1-2 until suff. sample
size is reached: {θ1, . . . , θn}
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Bayesian Computation
Example I(bis): Estimate the AGN fraction




∣∣∣µ = φ̂ = (−4.30, 7.38), S = 2Σ)
• p(φ|x) ≤ cp̃(φ), ∀φ⇔ log(c) ≈ maxφ logp(φ|x)− log p̃(φ)
• E(φ|x) ' (−4.3051, 7.513)± (0.0039, 0.0388) (by Monte Carlo approx.)
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Bayesian Computation
Produce simulated samples from a given post. d p(θ|x) (unfamiliar func.
form), where the normalizing cte. may not be known
Importance Sampling

























, ω(θ) = p(θ)p(x|θ)
p̃(θ)
weight f.
1. Simulate {θk}k=1,...,m from p̃(θ)
2. Imp. Sam. Estimate h̄SI =
∑m






(h(θk )−h̄SI )2ω(θk )∑m
k=1
ω(θk )
3. Sampling Importance Resampling: Take new {θ∗j }j from discrete




{θ∗j }j ≈ p(θ|x)
)
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Bayesian Computation
Example I(bis): Estimate the AGN fraction




∣∣∣µ = φ̂ = (−4.30, 7.38), S = 2Σ)
• E(φ|x) ' (−4.3048, 7.4420)± (0.00297, 0.0304) (by Monte Carlo approx.)
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Bayesian Computation: Markov Chain Monte Carlo (MCMC)
• Algorithms for summarizing the posterior distribution
• RS, IS, SIR algs. are general-purpose methods for simulating an
arbitrary post. d. Requires the construction of a suitable proposal
density, that may be difficult to find for high-dim problems.
• MCMC algs. are attractive: easy to set up and program, and little
prior input from the user
• Sampling strategy sets up an irreducible, aperiodic Markov Chain
[sequence of random vars. {θt}t=1,2,..., s.t. p(θt |θ1, . . . , θt−1) = p(θt |θt−1), ∀t]
for which the stationary distribution equals the posterior d.
• Basic Markov Chain simulation methods: Metropolis-Hastings &
Gibbs sampling
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Bayesian Computation: Markov Chain Monte Carlo (MCMC)
Metropolis-Hastings Algorithm
• Given p̃(θ), proposal, jumping or jumping distribution, (easy-to-sample
pdf, and approx. the target d.), and starting point θ0 (crude approx.
estimate), for t = 1, 2, . . .
1. Sample θ∗ from p̃(θ∗|θt−1) (transition kernel)
2. Compute the ratio R = p(θ
∗|x)p̃(θt−1|θ∗)
p(θt−1|x)p̃(θ∗|θt−1)
3. Set θt =
θ∗ with prob. P = min{R, 1}θt−1 otherwise
4. Repeat steps 1− 3, up to desired sample size. Eliminate the first
simulations to make the result independent of the choice of θ0
• Metropolis Alg.: p̃(θ) symmetric,
p̃(θt |θt−1) = p̃(θt−1|θt);→ R = p(θ
∗|x)
p(θt−1|x)
• Independence Chain: p̃(θ∗|θt−1) = p̃(θ∗)
• Random Walk Chain: p̃(θ∗|θt−1) = h(θ∗ − θt−1), h-symmetric d. about
the origin
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Bayesian Computation











































































































































































































































































































































































































































































































































































































































































































































































































































































Random Walk Metropolis−Hastings Alg.
Independence Metropolis−Hastings Alg.
MCMC algorithms for posterior sampling
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Bayesian Computation: Markov Chain Monte Carlo (MCMC)
Gibss Sampling
• Given the param. vector θ = (θ1, . . . , θp), p(θ|x) may be of
high-dimension and difficult to summarize.
• We can set up a Markov-Chain simulation alg. for the joint post d by
succesfully simulating individual params. from the set of p-cond. distr.
• Given an initial param., θ0 = (θ01, . . . , θ0p),
• for t = 1, 2, . . .








θtp ∼ p(θ1|x , θt1, . . . , θtp−1)

one-cycle of Gibbs sampling
• Eliminate first simulations to make indp. the results from the initial
choice of the params.
• Metropolis within Gibbs: when it is not convenient/possible to sample
directly from the cond. distr., one can use a Metropolis Alg. to simulate
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µ 2
● Chain Steps of the sampler 90% HPD
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Hierarchical Models
Hierarchical Models
• Multi-parameters models, related or connected in some way by the
estructure of the problem → joint prob.d. should reflect their
dependence







• φ unknown, and thus has its own prior d., hyperprior distr. p(φ)
• Exchangeability: No information, other than data, available to
distinguish between θj ’s, and no ordering or grouping





as J→∞−−−−−−−→ p(θ) =
∫ (∏J
j=1 p(θj | φ)
)
p(φ)dφ
• Joint prior d: p(θ, φ) = p(φ)p(θ | φ)
• Joint posterior d:
p(θ, φ | x) ∝ p(θ, φ)p(x | θ, φ) = p(φ)p(θ | φ)p(x | θ)
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Hierarchical Models
Drawing simulations from the joint posterior distribution
1. Draw φ from its marginal post. d.,
p(φ | x) =
∫
p(φ, θ | x)dθ, integrating over θ
=
p(φ, θ | x)
p(θ | φ, x)
, or algebraically (conjugated HM)
2. Draw θ from its conditional post. d., given the drawn value φ, for
fixed obs. x (analiticaly or MCMC):
p(θ | φ, x) =
J∏
j=1
p(θj | φ, x) −→ θj ∼ p(θj | φ, x)
3. If desired, draw predictive values x̃ from posterior predictive d.,
corresponding to an existing θj , or a future θ̃j drawn from the same
super population.
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Hierarchical Models
Example I(bis): Estimate the AGN fraction
• It is observed 20 samples of ni galaxies, where xi = No. of AGN, and θi
prob. of being an AGN galaxy, i = 1, . . . , 20.
• xi ∼ B(ni , θi ) iid,
θi ∼ Beta(α, β) iid, unknown (α, β)
}
→ θi |xi ∼ Beta(α+xi , β+ni−xi )
(i) Puntual estimate, α̂, β̂: E(θ) = α
α+β
' θ̄; Var(θ) = E(θ)(1−E(θ))
α+β+1
' S2θ
(ii) Full Bayesian treatment of the Hierarchical model:
→ Non informative hyper-prior, p(α, β)
→ Joint post. d, p(θ, α, β | x)
→ Marginal post. d, p(α, β | x)
→ Cond. post. d, p(θ | α, β, x)
(α, β)
. . .θ1 θ2 θ20
. . .x1 x2 x20
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Hierarchical Models
Example I(bis): Estimate the AGN fraction
• Joint posterior d.




p(θ | α, β)
Bin(n,θ)︷ ︸︸ ︷














θxii (1− θi )
ni−xi
• Hyperprior d. selection:












, log(α + β)
)





















, log(α + β)
)
∝ αβ(α + β)−5/2
∗ General problem in HM when uniform priors for the log of std. dev. of the exchangeable params, results in improper post. d.
To avoid impropriety, assign unif. prior to std. dev. itself, rather than its log
∗∗ Transformation of variable: if v = f (u),→ pu (f−1(v))
∣∣∣ dvdu ∣∣∣
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Hierarchical Models
Example I(bis): Estimate the AGN fraction
• Conditional post. d. of θ, given (α, β) and fixed obs. x :
p(θi | α, β, x) ∝ p(θi | α, β)p(x | θj) ∝ θα−1i (1− θi )
β−1θxii (1− θi )
ni−xi ∼ Beta(α + xi , β + ni − xi )
p(θ | α,β, x) =
20∏
i=1
p(θi | α, β, x) =
20∏
i=1
Γ(α + β + ni )
Γ(α + xi )Γ(β + ni − xi )
θα+xi−1i (1− θi )
β+ni−xi−1
• Marginal post. d. of (α, β):
p(α,β | x) = p(α,β,θ|x)






Γ(α + xi )Γ(β + ni − xi )
Γ(α + β + ni )
Initial approx. E(θ) ' θ̄,Var(θ) ' S2θ
(α0, β0) = (7.17, 489.58)
(log(α0
β0












The marginal posterior of hyperparams in HM
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Hierarchical Models
Example I(bis): Estimate the AGN fraction
Posterior moments,










, log(αm + βn) | x
)
= 2.4
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Hierarchical Models
Example I(bis): Estimate the AGN fraction
θ1




































































































































Posterior samples from the distribution of distributions Beta(α,β)
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Hierarchical Models
Example I(bis): Estimate the AGN fraction










Separate model, hyperprior Beta(1,1)
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Hierarchical Models
Example: Radio-source spectra























, Hyper-prior: p(µβ) ∝ 1
• Likelihood:





























• p(κ, γ, β|D) =
∫ ∞
−∞
p(κ, γ, β;µβ |D)dµβ ∝ L(κ, γ, β)
• p(κ, γ|D) =
∫ ∞
−∞






















Si − κf −γi
ε2κ−2f −2γi
; C = −
n∑
i=1
(Si − κf −γi )
2
ε2κ−2f −2γi
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