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A QUANTITATIVE CENTRAL LIMIT THEOREM FOR THE
EFFECTIVE CONDUCTANCE ON THE DISCRETE TORUS
ANTOINE GLORIA AND JAMES NOLEN
Abstract. We study a random conductance problem on a d-dimensional discrete
torus of size L > 0. The conductances are independent, identically distributed ran-
dom variables uniformly bounded from above and below by positive constants. The
effective conductance AL of the network is a random variable, depending on L, and
the main result is a quantitative central limit theorem for this quantity as L → ∞.
In terms of scalings we prove that this nonlinear nonlocal function AL essentially
behaves as if it were a simple spatial average of the conductances (up to logarithmic
corrections). The main achievement of this contribution is the precise asymptotic
description of the variance of AL.
Keywords: CLT, variance estimate, stochastic homogenization, random conduc-
tance.
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1. Introduction and statement of the main result
This article is about a random conductance problem on the integer lattice Zd. We
regard Zd as a graph with edge set B = {(x, z) ∈ Zd × Zd | |x − z| = 1}. For edges
(x, z) ∈ B, we also write x ∼ z. We define the set of conductances a(e) on the edges e ∈ B
by Ω = [λ, 1]B for some fixed 0 < λ ≤ 1. We equip Ω with the σ-algebra F generated by
cylinder sets and with a probability measure P. We assume that P is invariant under the
group of transformations τz : Ω → Ω defined by a(·) 7→ a(z + ·) for all z ∈ Zd, and that
this group of transformations acts ergodically on (Ω,F ,P).
A realization a ∈ Ω is a countable set {a(e)}e∈B of conductances and is called an
environment. If Xt is a continuous-time random walk in this random environment a with
infinitesimal generator
Lu(x) :=
∑
z∼x
a(x, z)(u(z) − u(x)),
acting on functions u : Zd → R, then the rescaled walk εXt/ε2 (parabolic scaling) converges
to a Brownian motion in Rd with some covariance 2Ahom, as ε→ 0 (in a P-annealed sense
[21], and in a quenched sense [32, 25] if P is a product measure, for example). We refer to
Ahom as the effective conductivity of the random environment, and it is characterized by
ξ · Ahomξ = E [(ξ +∇φ) · a(ξ +∇φ)(0)] , (1.1)
for all ξ ∈ Rd with |ξ| = 1, where φ and a are defined as follows. For x ∈ Zd, we set
a(x) := diag [a(x, x+ e1), . . . , a(x, x+ ed)] where ei is the i
th standard basis vector in Rd.
We use ∇ to denote the forward discrete gradient (u : Zd → R) 7→ (∇u : Zd → Rd) defined
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componentwise by [∇u(x)]i = u(x+ ei)− u(x) for all i ∈ {1, . . . , d}, and φ : Zd × Ω→ R
is defined, for almost every realization a, as the unique solution of
L(ξ · x+ φ(x,a)) = 0 in Zd, φ(0,a) = 0.
This φ is called the corrector in the direction ξ. The generator L can also be written as
Lu(x) = −∇∗ · a(x)∇u(x)
for all u : Zd → R and all x ∈ Zd, where ∇∗ is the backward discrete gradient (u : Zd →
R) 7→ (∇∗u : Zd → Rd) defined componentwise by [∇∗u(x)]i = u(x) − u(x − ei) for all
i ∈ {1, . . . , d}. Since∇φ is a stationary function of a (that is, ∇φ(x+z,a) = ∇φ(x,a(·+z))
for all x, z ∈ Zd and P-almost every a), and the measure P is preserved by translation of
a, the expectation in (1.1) does not depend on the point where the argument is taken.
Throughout this paper, P will be a product measure P = π⊗B where π is a Borel probability
measure on [λ, 1]. In this case, the conductivity Ahom is actually a scalar multiple of the
identity matrix. In particular, Ahom is independent of the unit vector ξ. Henceforth, we
will use Ahom to denote this scalar quantity.
The convergence of the rescaled walk εXt/ε2 to a Brownian motion with covariance
2Ahom may be regarded as a central limit theorem (quenched or annealed) for a random
walk in a random environment. Alternatively, from the point of view of stochastic homog-
enization theory for PDEs [30, 22], Ahom is the effective or homogenized coefficient for the
operator L (or its continuum analogue). In this context, formula (1.1) for Ahom comes
from an application of the ergodic theorem, in the form of the almost sure identity
Ahom = lim
L↑∞
L−d
∑
x∈[0,L)d∩Zd
(ξ +∇φ) · a(ξ +∇φ)(x). (1.2)
Viewing (1.2) as an ergodic theorem, one may ask whether a central limit theorem also
holds for an appropriate renormalization of the sum in (1.2). This question is highly non
trivial since the gradient of the corrector ∇φ(·,a) is a nonlinear nonlocal function of the
random field a, and it is not clear how (and even whether) mixing properties of a can be
transmitted to ∇φ. Nevertheless, understanding the map a 7→ ∇φ(·,a) and the statistics
of quantities like the sum in (1.2) is the key to the development of a quantitative theory
of stochastic homogenization.
In addition to its theoretical interest, stochastic homogenization is used as a practical
tool in scientific computing to reduce the complexity of computations for highly heteroge-
neous materials, see for instance [8, 7] in the applied mathematics community and [34, 20]
in the applied mechanics community. In order to make practical use of the homogenization
theory, one needs to approximate Ahom. When the law of a can be periodized on large
scales (cf. discussion in [10, Paragraph 3.2.3]), a general consensus is that Ahom should
be approximated by periodization. More precisely, following [13, Section 5], we define for
L ∈ N the set TL = [0, L)d ∩ Zd which we regard as a discrete torus of size L, and we
define the edges BL = {(x, x + ei) | x ∈ TL, i = 1, . . . , d}. For all x, z ∈ TL we say that
x ∼ z if |x− z| = 1, where | · | is the distance on the torus. We define a periodic extension
of the coefficient a by
aL(x+ Lz, x+ Lz + ei) = a(x, x+ ei), ∀ x ∈ TL, z ∈ Zd. (1.3)
Equivalently,
aL(x+ Lz) = a(x), ∀ x ∈ TL, z ∈ Zd. (1.4)
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The map a 7→ aL defined in this way maps Ω to Ω; under this map, the measure P pushes
forward to a measure which concentrates on L-periodic coefficients. Therefore, we regard
aL as an element of ΩL = [λ, 1]
BL which is equipped with the product measure PL = π
⊗BL ,
π being the measure on [λ, 1] associated with P = π⊗B. The periodic approximation φL of
φ is now defined to be the unique L-periodic solution of the corrector equation
−∇∗ · aL(ξ +∇φL(x)) = 0, x ∈ TL, (1.5)
satisfying
∑
x∈TL φL(x) = 0, and we define the averaged energy density AL (or effective
conductance on the discrete torus TL) as
AL = L
−d ∑
x∈TL
(ξ +∇φL) · aL(ξ +∇φL)(x). (1.6)
Observe that AL and φL depend implicitly on the unit vector ξ, whereas Ahom does not
depend on ξ; nevertheless, the estimates of this manuscript will be uniform in ξ. The
contributions of Neukamm, Otto, and the first author [13] (which started with [15], based
upon [27]) established that
E
[|AL −Ahom|2] . L−d. (1.7)
This estimate contains two statements: the control of the random error due to fluctua-
tions of AL around E [AL] and the control of the systematic error Ahom − E [AL] due to
periodization of the law (see [13, Theorem 2]). As empirical evidence suggests [37], not
only in terms of scaling but also in terms of convergence in law the associated CLT is
expected to hold true. As a second step towards a CLT, the second author proved in the
continuum setting [28, 29] (where the discrete elliptic equation on the torus is replaced by
a divergence form linear elliptic PDE) that the fluctuations of AL − E [AL] (rescaled by
the square-root of the variance) are asymptotically normal.
The aim of this contribution is to go beyond the scaling (1.7) and the asymptotic nor-
mality, and prove the associated full central limit theorem for AL by estimating the Kol-
morogov distance of L
d
2 (AL−Ahom) to a normal variable. Recall that if X and Y are two
real-valued random variables, then the Kolmogorov distance between their distributions
is
dK(X,Y ) = sup
t∈R
|P(X ≤ t)− P(Y ≤ t)|.
Theorem 1. Let d ≥ 2. Let P be a nontrivial product measure, ξ ∈ Rd with |ξ| = 1 be
fixed, AL be given by (1.6), and Ahom by (1.1). Then there exists σ > 0 such that for all
L ∈ N we have
dK
(
L
d
2
AL −Ahom
σ
,G
)
. L−
d
2 logd L, (1.8)
where G is a standard normal variable.

Remark 1.1. The same statement also holds for the 1-Wasserstein distance instead of
the Kolmogorov distance.
On the one hand, this result gives a complete numerical analysis of the widely-used
periodization method in computational mechanics. On the other hand, it is the first
quantitative central limit theorem in stochastic homogenization (a qualitative version has
been proved in [3], albeit in the perturbation regime of small ellipticity contrast). It shows
in particular that L
d
2 (AL−Ahom) fluctuates as the centered Gaussian of variance σ2 up to
3
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a small error in Kolmogorov distance. In view of the recent contributions [17, 18, 1, 19, 29],
we believe this result holds true for a continuum equation as well.
The result of Theorem 1 is probabilistic in nature. However, the arguments of probabil-
ity theory are wrapped up into some well-known estimates that hold for product measures,
and most of the work relies on analysis. Estimate (1.8) combines three statements:
(i) a normal approximation estimate for AL,
(ii) an estimate of the systematic error E [AL]−Ahom,
(iii) an estimate of the rescaled variance Ldvar [AL]− σ2.
Let us quickly address (i) and (ii). The normal approximation of AL was already unravelled
by the second author in [28, 29] in the continuum setting, however with the 1-Wasserstein
distance instead of the Kolmogorov distance. Its proof exploits the product structure
of the law in two respects: the validity of the Efron-Stein inequality (in the spirit of
the covariance estimate of Lemma 2.6) and the refinement by Chatterjee [4, 5] of Stein’s
method. To make this strategy work, moment bounds on ∇φL are needed. These are
obtained in [28] in the continuum setting following the approach of [15] (they are however
suboptimal for d = 2) and using averaged gradient bounds on the Green function. The
adaptation of this approach to the discrete setting dealt with here is straightforward (and
optimal for all d ≥ 2) given the moment bounds of [13], the annealed estimates on the
Green function of [24], and the recent refinement of Chatterjee’s method [4] by Lachie`ze-
Rey and Peccati [23] for the Kolmogorov distance (see Theorem 2 below). The result is
the following proposition. We display its proof for completeness in Section 3:
Proposition 1. Let σ2L := L
dvar [AL]. Then
dK
(
L
d
2
AL − E [AL]
σL
,G
)
. L−
d
2 logL. (1.9)

As already mentioned, the quantitative estimate of E [AL]− Ahom is the object of [13,
Proposition 3], which we recall here for completeness:
Proposition 2.
|E [AL]−Ahom| . L−d logd L. (1.10)

We now turn to the main achievement of this article: the definition of σ and the estimate
of Ldvar [AL]− σ2:
Proposition 3. Let σ2L := L
dvar [AL]. There exists σ > 0 such that for all L ∈ N we have
|σ − σL| . L−
d
2 logd L. (1.11)

This result is proved in Section 2. Its proof essentially builds upon ideas and results
of [15, 11, 13, 24, 36, 29]. Their combination is however subtle. The general strategy is
as follows. The only important probabilistic ingredient is a covariance estimate (in the
spirit of the Efron-Stein inequality, see Lemma 2.6). We shall also take advantage of a
logarithmic-Sobolev inequality in the form obtained in [24] (see Lemma 2.2), but in view
of our recent contributions [17, 14] this is less essential (though it is convenient and holds
true for product measures, as considered here). As opposed to the error term Ahom−E [AL]
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analyzed in [13] for which the limit Ahom is well-defined, the estimate of σ
2 − Ldvar [AL]
first requires us to define the asymptotic standard deviation σ. Although we are not now
able to do this by a direct approach (σ is formally given by a series which is not absolutely
convergent), we shall argue that Ldvar [AL] is a Cauchy sequence. In order to compare
Ldvar [AL] to L
′dvar [AL′ ] for two values L′ ≥ L, we shall localize the dependence of the
correctors with respect to aL and aL′ to some region of size not exceeding L (therefore
independent of L′) by adding a massive term to the corrector equation of magnitude µ
(which we think to be of order L−2), giving rise to an approximate corrector φL,µ, cf. (2.4).
We are thus left with two contributions to estimate Ldvar [AL]−L′dvar [AL′ ]: the error due
to boundary conditions (whose influence is tamed by the massive term) and a systematic
error due to the modification of the corrector equation by the massive term. The latter
is the most subtle error term. It involves the fourth moment E
[|∇φL,µ −∇φL|4]. On the
one hand, relying on the optimal bounds of the spectrum of L projected on the local drift
obtained in [13], we shall estimate the second moment E
[|∇φL,µ −∇φL|2] by spectral
theory. On the other hand, we shall upgrade the estimate of the second moment to the
fourth moment by using the logarithmic-Sobolev inequality. To make this strategy work
we rely on the sensitivity calculus introduced in [15] (which essentially measures how
much the solution of a PDE depends on changes of the coefficients) and on the optimal
annealed estimates of the Green functions obtained in [24]. Since the CLT scaling naturally
improves with dimension, our approximation φL,µ of φL will not be precise enough in
high dimensions. This will be solved by using higher order approximations obtained by
Richardson extrapolation (with respect to µ), as introduced in [11].
Theorem 1 is then a direct combination of Propositions 1—3. Up to logarithmic cor-
rections, the three terms (1.9), (1.10), and (1.11) yield the same contribution to (1.8). If
instead of AL we simply consider the arithmetic average of a(e) over edges e in BL and
we replace Ahom by E [a(e)] and σ by var [a(e)]
1
2 , then (1.8) is standard and holds without
the correction logd L. However, we believe that this logarithmic correction is optimal for
AL.
Let us conclude this introduction by mentioning a couple of recent results towards
Theorem 1, besides the works [28, 29] by the second author in the continuum setting. In
[3], Biskup, Salvi, and Wolff proved that for λ close enough to 1 (that is, in the perturbative
regime of small ellipticity contrast), there exists some asymptotic standard deviation σ > 0
such that the following convergence in law holds:
L
d
2 (AL,dir − E [AL,dir])→ Gσ,
as L→∞, where Gσ is a normal variable with variance σ2 > 0, and AL,dir is the averaged
energy on ([0, L) ∩ Z)d of the approximation of the corrector φ by using homogeneous
Dirichlet boundary conditions (instead of the periodic boundary conditions used here).
Their proof relies on Meyers’ estimates for the bounds on the corrector and on Lindenberg-
Feller type conditions for the CLT, so that their result addresses (i) and (iii) in a qualitative
way and in a perturbative regime (whereas (ii) is expected to be of order L−1 for Dirichlet
boundary conditions, that is, larger in general than the fluctuations of order L−
d
2 ). In
[31], Rossignol proves that in the periodic setting the random variable
L
d
2
AL − E[AL]
σL
5
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converges in law to a standard normal, as L → ∞. This result is a qualitative version
of Proposition 1 (that is, without error estimate). We refer to [2] for a recent survey of
several other problems related to random conductance models.
2. Asymptotic behavior of the rescaled variance and proof of
Proposition 3
2.1. Structure of the proof and auxiliary results. From a formal expansion, one
expects the following formula to hold for σ2:
σ2 =
∑
z∈Zd
cov [(ξ +∇φ) · a(ξ +∇φ)(z); (ξ +∇φ) · a(ξ +∇φ)(0)] , (2.1)
where ∇φ(0) := limL↑∞∇φL(0) in L2(Ω). Yet, we are not able to prove that this formula
makes sense. Indeed, this sum displays cancellations which cannot be unravelled by using
the triangle inequality (each term is expected to scale as the mixed second gradient of
the elliptic Green function, the sum of which converges but is not absolutely convergent).
Instead, we will show that σL is a Cauchy sequence which has a positive limit σ as L→∞.
To circumvent the difficulty in making sense of (2.1), we make use of a regularization
of the corrector equation by a massive term of magnitude µ > 0, and let φµ : Z
d×Ω→ R
be the unique bounded solution of
µφµ(x,a)−∇∗ · a(x)(ξ + φµ(x,a)) = 0 x ∈ Zd, (2.2)
(such a solution is measurable on Ω and can be defined by the Green representation formula
for all a ∈ Ω — and not only P almost surely). Then the formula
σ2µ :=
∑
z∈Zd
cov [(ξ +∇φµ) · a(ξ +∇φµ)(z); (ξ +∇φµ) · a(ξ +∇φµ)(0)] (2.3)
makes sense (we shall prove that the covariances are summable). Likewise, for all L ∈ N
we consider the unique [0, L)d-periodic solution φµ,L : Ω× Zd → R of
µφµ,L(x,a)−∇∗ · aL(x,a)(ξ +∇φµ,L(x,a)) = 0 in Zd, (2.4)
where aL(·,a) is the periodic extension of a defined at (1.4).
In a second step we compare ∇φµ,L to ∇φL and ∇φµ,L to ∇φµ, and then optimize µ
with respect to L to show that σL is Cauchy as L→∞. The fact that the limit is positive
is a consequence of the following proposition.
Proposition 4. If P is a nontrivial product measure, then there exists σ > 0 such that
for all L ∈ N,
var [AL] ≥ σL−d,
so that σL =
(
Ldvar [AL]
) 1
2 ≥ σ. 
Although we do not prove that the limit σ of σL coincides with (2.1), this optimization
in µ is a way to take implicitly into account the cancellations in (2.1).
From a technical point of view, it is not enough to replace ∇φL by ∇φL,µ in large dimen-
sions since the scaling of the CLT improves wrt the dimension whereas E
[|∇φL −∇φL,µ|2]
has a limited precision (which turns out to be µd up to dimension 4, where it saturates
at µ4). To enhance the convergence rate and make the approximation error smaller than
the CLT scaling, we shall use Richardson extrapolation. As opposed to [13], we use the
6
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Richardson extrapolation at the level of the corrector rather than at the level of the ho-
mogenized coefficients.
Definition 2.1 (Richardson extrapolations). For all µ > 0 and L ∈ N, the sequences
{φk,µ}k∈N, {φL,k,µ}k∈N : Ω× Zd → R are defined by φ1,µ := φµ, φL,1,µ := φL,µ, and by the
general induction formula
φ(L,)k+1,µ :=
1
2k − 1(2
kφ(L,)k,µ
2
− φ(L,)k,µ). (2.5)
We then set
Ak,µ := E [(ξ +∇φk,µ) · a(ξ +∇φk,µ)(0)] ,
AL,k,µ := L
−d ∑
x∈TL
(ξ +∇φL,k,µ) · aL(ξ +∇φL,k,µ)(x),

Proposition 3 is then a consequence of Proposition 4 and of the following two proposi-
tions.
Proposition 5. For all µ > 0 and all k, L ∈ N, set
σ2L,k,µ := L
dvar [AL,k,µ] . (2.6)
Then for all k > d4 we have
|σ2L − σ2L,k,µ| . (µL)
d
2 + (µL)d. (2.7)

Proposition 6. For all µ > 0 and k ∈ N, there exists σk,µ ∈ R+, such that for all L ∈ N,
|σ2L,k,µ − σ2k,µ| . Ld log(2 +
√
µL)e−c
√
µL, (2.8)
where c > 0 only depends on λ and d, and the multiplicative constant depends on k, next
to λ and d. 
Indeed, for all L ∈ N and all L < L′ ≤ 2L, we have for all µ > 0 and k > d4
|σ2L − σ2L′ | ≤ |σ2L − σ2L,k,µ|+ |σ2L,k,µ − σ2k,µ|+ |σ2k,µ − σ2L′,k,µ|+ |σ2L′,k,µ − σ2L′ |
(2.7)&(2.8)
. (µL)
d
2 + (µL)d + Ld log(2 +
√
µL)e−c
√
µL.
Optimizing this inequality with respect to µ yields (by taking µ = K
(
1
L log
(
L
logL
))2
for
K large enough):
|σ2L − σ2L′ | . L−
d
2 logd L. (2.9)
Let now M,L ∈ N with M ≥ L, and let m ∈ N0 be such that 2mL < M ≤ 2m+1L. Then,
by the triangle inequality, we have
|σ2L − σ2M | ≤
m−1∑
l=0
|σ22lL − σ22l+1L|+ |σ22mL − σ2M |
(2.9)
.
∞∑
l=0
(2lL)−
d
2 logd(2lL) . L−
d
2 logd L, (2.10)
7
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so that σ2L is a Cauchy sequence, from which we deduce the existence of the limit σ
2 and
the estimate |σ2−σ2L| . L−
d
2 logd L. Proposition 4 then implies that σ2 > 0, so that (2.10)
turns into the desired estimate (1.11):
L−
d
2 logd L & |σ2 − σ2L| = |σ − σL|(σ + σL) ≥ 2σ|σ − σL|.
2.2. Proof of Proposition 4. A version of this was proved by Wehr [35] under an addi-
tional regularity assumption about the law of a(e) and with Dirichlet boundary conditions
for φL, but without the uniform lower bound assumption a(e) ≥ λ > 0. See also [28] for
a continuum version of Proposition 4. The starting point is the lower bound
var [X] ≥
∑
j∈BL
var [ E[X | a(j)] ] (2.11)
that holds for all X ∈ L2(ΩL,PL), where E[X | a(j)] is the conditional expectation of
X, given conductivity a(j) on the edge j ∈ BL, that we shall apply to the averaged
energy AL of the corrector φL. This lower bound follows from the fact that the random
variables {a(j)}j∈BL are independent under the product measure PL = π⊗BL on ΩL (cf.
[36, Proposition 3.1]).
Due to stationarity and the fact that
E[AL] = L
−d ∑
x∈TL
E[(∇φL + ξ) · aL(∇φL + ξ)(x)] ∈ [λ, 1],
it follows that for some i ∈ {1, . . . , d},
E[(∇φL(j) + ξ · ei)2] ≥ λ/d,
where j is the edge j = (0, 0 + ei). We claim that
var [ E[AL | a(j)] ] & L−2d (2.12)
as L → ∞. This fact, the lower bound (2.11), and the stationarity of a imply that for
some σ > 0, var [AL] ≥ σL−d holds for all L ∈ N.
Now we establish (2.12). With g(α) = E[AL | a(j) = α], we write the variance as
var [ E[AL | a(j)] ] = 1
2
ˆ
[λ,1]2
(g(α) − g(α′))2dπ(α) ⊗ dπ(α′)
where π is the law of a(j) on [λ, 1], and π ⊗ π is the product measure on [λ, 1]2. Hence,
provided g is differentiable,
var [E[AL | a(j)]] ≥ 1
2
(
inf
α∈[λ,1]
g′(α)
) ˆ
[λ,1]2
(α− α′)2dπ(α) ⊗ dπ(α′)
=
1
2
(
inf
α∈[λ,1]
g′(α)
)2
var [a(j)] . (2.13)
Let aˆ and a coincide except at edge j, and denote by ajL and aL the associated coeffi-
cient fields, φjL and φL the associated correctors, and A
j
L and AL the associated averaged
8
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energies. By symmetry of aL and a
j
L and the corrector equation, we then have
Ld(AjL −AL) =
∑
x∈TL
(∇φjL + ξ) · ajL(∇φjL + ξ)(x)−
∑
x∈TL
(∇φL + ξ) · aL(∇φL + ξ)(x)
=
∑
x∈TL
(∇φjL + ξ) · ajL(∇φL + ξ)(x)−
∑
x∈TL
(∇φjL + ξ) · aL(∇φL + ξ)(x)
=
∑
x∈TL
(∇φjL + ξ) · (ajL − aL)(∇φL + ξ)(x). (2.14)
Therefore, with j = (0, 0 + ei), g(α) = E[AL | a(j) = α] is differentiable and its derivative
is given by
g′(α) = L−dE[(∇φL(j) + ξ · ei)2 | a(j) = α].
We claim that there is a constant c > 0, independent of L and j = (0, j + ei), such that
g′(α) ≥ cg′(β), for all α, β ∈ [λ, 1]. (2.15)
Therefore,
g′(α) ≥ c
ˆ
[λ,1]
g′(β) dπ(β) = cL−dE[(∇φL(j) + ξ · ei)2] ≥ L−d cλ
d
.
Returning to (2.13), we conclude that
var [ E[AL | a(j)] ] & L−2dvar [a(j)] .
Thus, as long as π, the law of a(j), is nontrivial, the desired bound (2.12) holds.
It remains to prove (2.15), which is a discrete version of [28, Lemma 2.2]. Suppose aL
and a′L are two periodic coefficients which agree everywhere except on edges j ∈M ⊂ BL.
Let φL = φL(x,aL) and φ
′
L = φL(x,a
′
L) be the associated L-periodic correctors. Then
the function v = φL − φ′L satisfies
−∇∗ · a′L∇v = −∇∗ · (a′L − aL)(∇φL + ξ), in TL.
By the energy estimate, we conclude that∑
j∈BL
(∇v(j))2 .
∑
j∈M
(∇φL(j) + ξ · ei)2.
From this and the triangle inequality it follows that∑
j∈M
(∇φ′L(j) + ξ · ei)2 .
∑
j∈M
(∇φL(j) + ξ · ei)2
which implies (2.15).
2.3. Proof of Proposition 5. By definition of σ2L and σ
2
L,k,µ,
L−d|σ2L − σ2L,k,µ|
= |var [AL]− var [AL,k,µ] |
= |E [(AL −AL,k,µ − E [AL] + E [AL,k,µ])(AL +AL,k,µ − E [AL]− E [AL,k,µ])] |
. E
[
(AL −AL,k,µ)2
] 1
2
(
var [AL]
1
2 + E
[
(AL −AL,k,µ)2
] 1
2
)
. (2.16)
9
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We reformulate the first term of the RHS. By the weak form of the corrector equation
(1.5) for φL and symmetry of aL(a),
Ld(AL −AL,k,µ)
=
∑
TL
(ξ +∇φL) · aL(ξ +∇φL)−
∑
TL
(ξ +∇φL,k,µ) · aL(ξ +∇φL,k,µ)
=
∑
TL
∇(φL − φL,k,µ) · aL(ξ +∇φL)
︸ ︷︷ ︸
= 0
+
∑
TL
(ξ +∇φL,k,µ) · aL(∇φL −∇φL,k,µ)
=
∑
TL
∇(φL,k,µ − φL) · aL(ξ +∇φL)
︸ ︷︷ ︸
= 0
+
∑
TL
(∇φL −∇φL,k,µ) · aL(ξ +∇φL,k,µ)
= −
∑
TL
∇(φL − φL,k,µ) · aL∇(φL − φL,k,µ). (2.17)
Expanding the square of the RHS of (2.17), using Cauchy-Schwarz’ inequality, and sta-
tionarity, this yields
E
[
(AL −AL,k,µ)2
] ≤ E [|∇φL −∇φL,k,µ|4] ,
so that (2.16) turns into
|σ2L − σ2L,k,µ| . LdE
[|∇φL −∇φL,k,µ|4] 12 (var [AL] 12 + E [|∇φL −∇φL,k,µ|4] 12 ). (2.18)
By [13, Proposition 2], var [AL] . L
−d, and it remains to bound the first term of the
RHS of (2.18), that is, the fourth moment of |∇φL − ∇φL,k,µ|. The desired bound (2.7)
in Proposition 5 will follow from (2.18) and the estimate
E
[|∇φL −∇φL,k,µ|4] 12 . µ d2 . (2.19)
To prove the latter it will be convenient to write this difference in the form of
∇φL,k,µ −∇φL =
ˆ µ
0
∇∂µˆφL,k,µˆdµˆ,
where the identity holds as functions of TL → Rd. Indeed, on the one hand, µ 7→ φL,k,µ
is analytic from (0,∞) to L∞(TL,R), and on the other hand φL = limµ↓0 φL,k,µ for all
k ∈ N. The estimate (2.19) is indeed a consequence of
E
[|∇∂µˆφL,k,µˆ|4] 14 . µˆ d4−1, (2.20)
by integration between 0 and µ and the triangle inequality:
E
[|∇φL −∇φL,k,µ|4] 14 △−ineq.≤ ˆ µ
0
E
[|∂µˆ∇φL,k,µˆ|4] 14 dµˆ (2.20). µ d4 .
The strategy to prove (2.20) is to start with the second moment (using spectral theory)
and increase the integrability by using a logarithmic-Sobolev inequality.
We now address the estimate of the second moment using spectral theory.
10
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Lemma 2.1. For all L ∈ N, d ≥ 2, µ > 0 and k ∈ N,
E
[|∇∂µφL,k,µ|2] 12 .


k < d4 : µ
k−1,
k = d4 : µ
d
4
−1| log µ| 12 ,
k > d4 : µ
d
4
−1,

 (2.21)
where the multiplicative constant is independent of µ and L. 
Before we give the proof of Lemma 2.1 based on spectral theory, let us give the intuition
for this scaling when k = 1. First of all, since the bounds are polynomial, we may
expect that E
[|∇∂µφL,k,µ|2] 12 . µ−1E [|∇φL,k,µ|2] 12 . The difference φL − φL,µ satisfies
the following equation on TL
µ(φL − φL,µ)−∇∗ · aL∇(φL − φL,µ) = µφL.
This yields the a priori estimate
E
[|∇(φL − φL,µ)|2] . µE [φL(φL − φL,µ)] ,
the RHS of which we can write as a covariance cov [φL;φL − φL,µ]. This covariance is the
source of cancellations, which can be unravelled either by the use of spectral theory or by
the use of the covariance estimate of Lemma 2.6 below (this more intuitive approach is
carried out in [16] to estimate E
[|∇φL −∇φL,µ|2]). In particular, except in dimension d =
2, the Cauchy-Schwarz inequality E [φL(φL − φL,µ)] ≤ var [φL]
1
2 var [φL − φL,µ]
1
2 would not
yield the right scaling. As opposed to the direct approach based on the covariance estimate,
the spectral approach allows one to treat all k at once.
Proof of Lemma 2.1. Estimate (2.21) is a consequence of the optimal bound on the spec-
tral exponents conjectured in [26] and proved in [13] on the elliptic operator −∇∗ · aL∇
in probability. We recall this spectral result in the first step, and then prove the claim by
induction in the last two steps.
Step 1. Spectral theory.
We follow the approach introduced in [30] in the continuum setting. Let L ∈ N. Since
the measure PL = π
⊗BL on ΩL = [λ, 1]BL is invariant by integer shifts of the torus, we
can define a difference calculus on the Hilbert space L2(ΩL,PL). We define the forward
discrete derivative D as the map (ψ : ΩL → R) 7→ (Dψ : ΩL → Rd) defined componentwise
by [Dψ(aL)]i = ψ(aL(· + ei)) − ψ(aL) for all i ∈ {1, . . . , d}, and the backward discrete
derivative D∗ as the map (ψ : ΩL → R) 7→ (D∗ψ : ΩL → Rd) defined componentwise by
[D∗ψ(aL)]i = ψ(aL)− ψ(aL(· − ei)) for all i ∈ {1, . . . , d}. For all µ ≥ 0 we then consider
the unique weak solution φ˜L,µ ∈ L2(ΩL,PL) of
µφ˜L,µ(aL)−D∗ · aL(ξ +Dφ˜L,µ(aL)) = 0,
which exists by the Riesz representation theorem (for µ = 0, we denote φ˜L,0 by φ˜L).
Richardson extrapolations φ˜L,k,µ are defined accordingly.
Note that the stationary extension Zd × ΩL ∋ (x,aL) 7→ φ˜L,µ(aL(·+ x)) coincides PL-
almost surely with the solution φL,µ(x,aL) of (2.4) (where aL also denotes the periodic
extension on Zd of aL ∈ ΩL), and likewise for derivatives with respect to µ. Since P = π⊗B
and PL = π
⊗BL , if χ ∈ L2(ΩL,PL) then χ ∈ L2(Ω,P), and
E
[
χ2
]
= EL
[
χ2
]
,
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which yields the starting point of this proof:
E
[|∇∂µφL,k,µ|2] = EL [|D∂µφ˜L,k,µ|2] . (2.22)
Since LL = −D∗ · aLD is a bounded non-negative self-adjoint linear operator on
L2(ΩL,PL), it admits a spectral resolution:
LL =
ˆ ∞
0
νPL(dν).
Set e := D∗ · aLξ. As proved in [13, Corollary 1], we have for all νˆ ≥ 0,ˆ νˆ
0
EL [ePL(dν)e] . νˆ
d
2
+1, (2.23)
where the multiplicative constant does not depend on νˆ, L, or ξ (|ξ| = 1). This is the key
to the proof of (2.21).
Step 2. Spectral formula for the RHS of (2.22): we claim that
EL
[
|D∂µφ˜L,k,µ|2
]
.
ˆ
R+
µ2(k−1)
(µ+ ν)2k+1
EL [ePL(dν)e] , (2.24)
where the multiplicative constant does depend on k, but not on µ and L.
By definition, for all µ ≥ 0 and k ∈ N,
φ˜L,k,µ = ψk,µ(LL)e,
where
ψ1,µ : R
+ → R+, ν 7→ ψ1,µ(ν) = 1
µ+ ν
,
and for all k ∈ N,
ψk+1,µ : R
+ → R+, ν 7→ ψk+1,µ(ν) = 1
2k − 1(2
kψk,µ
2
(ν)− ψk,µ(ν)).
Likewise,
∂µφ˜L,k,µ = ∂µψk,µ(LL)e.
Hence, by ellipticity of aL, and the spectral theorem, we have
EL
[
|D∂µφ˜L,k,µ|2
]
. EL
[
D∂µφ˜L,k,µ · aLD∂µφ˜L,k,µ
]
= EL [e∂µψk,µ(LL)LL∂µψk,µ(LL)e]
=
ˆ ∞
0
ν
(
∂µψk,µ(ν)
)2
EL [ePL(dν)e] .
The claim (2.24) then follows from the following identity, that we shall prove by induction,
∂µψk,µ(ν) = µ
k−1 pk(µ, ν)∏k−1
i=0 (2
−iµ+ ν)2
, (2.25)
where pk(µ, ν) =
∑k−1
j=0 ajµ
jνk−1−j is the sum of monomials of total degree k − 1. For
k = 1,
∂µψ1,µ(ν) = − 1
(µ+ ν)2
,
12
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and (2.25) holds with p1 ≡ −1. Assume that (2.25) holds at step k ∈ N. Note that
∂
∂µ
(
ψk,µ
2
(ν)
)
= 12∂µψk,µ2
(ν). We then have
∂µψk+1,µ(ν) =
1
2k − 1
(
2k
∂
∂µ
(
ψk,µ
2
(ν)
)
− ∂µψk,µ(ν)
)
=
1
2k − 1
(
2k−1(
µ
2
)k−1
pk(
µ
2 , ν)∏k−1
i=0 (2
−i−1µ+ ν)2
− µk−1 pk(µ, ν)∏k−1
i=0 (2
−iµ+ ν)2
)
=
µk−1
2k − 1
pk(
µ
2 , ν)(µ + ν)
2 − pk(µ, ν)(2−kµ+ ν)2∏k
i=0(2
−iµ+ ν)2
.
By the induction assumption, pk(
µ
2 , ν)(µ+ν)
2−pk(µ, ν)(2−kµ+ν)2 is the sum of monomials
µjνi of total degree i+ j = k+2. In addition the coefficient of the term νk+2 vanishes, so
that this polynomial is divisible by µ. We may then set
pk+1(µ, ν) :=
1
µ(2k − 1)
(
pk(
µ
2
, ν)(µ + ν)2 − pk(µ, ν)(2−kµ+ ν)2
)
,
and (2.25) holds at step k + 1.
The claim (2.24) then follows from bounding monomials µjνk−1−j by (µ+ ν)k−1 for all
j ∈ {0, . . . , k − 1}, µ, ν ≥ 0.
Step 3. Proof of (2.21).
Note that by an a priori estimate on Dφ˜L and spectral calculus,
1 & EL
[
Dφ˜L · aLDφ˜L
]
= EL
[
φ˜LLLφ˜L
]
= EL
[
eL
−1
L e
]
=
ˆ ∞
0
ν−1EL [eP (dν)e] .
Hence,
ˆ ∞
1
µ2(k−1)
(µ+ ν)2k+1
EL [ePL(dν)e] ≤ µ2(k−1)
ˆ ∞
0
ν−1EL [ePL(dν)e] . µ2(k−1),
so that the main contribution to the RHS of (2.21) comes from the spectral integral
between 0 and 1, which we shall estimate using (2.23) — in the spirit of [26, 11].
The fundamental theorem of calculus and Fubini’s theorem imply that for all f ∈
C1((0, 1]),
ˆ 1
0
f(ν)EL [ePL(dν)e] = −
ˆ 1
ν=0
ˆ 1
νˆ=ν
f ′(νˆ)dνˆEL [ePL(dν)e] + f(1)
ˆ 1
ν=0
EL [ePL(dν)e]
= −
ˆ 1
νˆ=0
f ′(νˆ)EL [ePL([0, νˆ])e] dνˆ + f(1)EL [ePL([0, 1])e] .
13
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Since EL [ePL([0, 1])e] ≤ EL
[
e
2
]
. 1, used with f(ν) = 1
(µ+ν)2k+1
and combined with
(2.23), this yields for all k ∈ N
ˆ 1
0
1
(µ+ ν)2k+1
EL [ePL(dν)e] .
ˆ 1
0
1
(µ+ ν)2k+2
EL [ePL([0, ν])e] dν + 1
(2.23)
.
ˆ 1
0
ν
d
2
+1
(µ+ ν)2k+2
dν + 1
≤
ˆ 1
0
1
(µ+ ν)2k+1−
d
2
dν + 1
.


k < d4 : 1,
k = d4 : | log µ|+ 1,
k > d4 : µ
d
2
−2k + 1,

 ,
which completes the proof of (2.21). 
We now turn to the bound of the fourth moment, for which we appeal to the following
form of the logarithmic-Sobolev inequality (LSI) satisfied by product measures (see in
particular [24, Lemma 4]):
Lemma 2.2. Let PL be a product measure on ΩL. Then for all q ≥ 1 and ε > 0, there
exists C(q, ε) <∞ (independent of L) such that for all X ∈ L2(ΩL),
EL
[|X|2q] 12q ≤ C(q, ε)EL [X2] 12 + εEL

( ∑
e∈BL
sup
aL(e)
∣∣∣ ∂X
∂aL(e)
∣∣∣2)q


1
2q
, (2.26)
where for all e ∈ BL, aL(e) denotes the ith entry of the diagonal matrix aL(z) at point
z ∈ TL for which e = (z, z + ei). 
We shall call the derivative of X with respect to aL(e) in (2.26) a vertical derivative,
following the terminology of [13]. With the help of Lemma 2.2 we shall upgrade Lemma 2.1
to
Lemma 2.3. For all L ∈ N, d ≥ 2, µ > 0, k ∈ N, and q ≥ 1,
E
[|∇∂µφL,k,µ|2q] 12q .


k < d4 : µ
k−1,
k = d4 : µ
d
4
−1| log µ| 12 ,
k > d4 : µ
d
4
−1,

 (2.27)
where the multiplicative constant is independent of µ and L. 
Before we turn to the proof of Lemma 2.3 proper, we recall the definition of periodic
Green’s functions, the standard quenched estimates which follow from the De Giorgi-
Nash-Moser theory, and the annealed bounds obtained by Marahrens and Otto under the
validity of (2.26).
Lemma 2.4. For all L ∈ N, aL ∈ ΩL, and µ ≥ 0, let GL,µ(·, ·;aL) : TL×TL → R denote
the periodic Green function, that is, for all y ∈ TL the unique solution in L2(TL) of
µGL,µ(x, y;aL)−∇∗x · aL(x)∇xGL,µ(x, y;aL) = δ(x− y)− L−d.
14
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For d > 2 we have the pointwise bound
|GL,µ(x, y)| . e
−c√µ|x−y|
1 + |x− y|d−2 , (2.28)
where | · | is the distance on the torus.
In addition, if PL is a product measure, then for all d ≥ 2 and all q ≥ 1,
EL [|∇GL,µ(x, y)|q]
1
q .
e−c
√
µ|x−y|
1 + |x− y|d−1 , (2.29)
EL [|∇∇GL,µ(x, y)|q]
1
q .
e−c
√
µ|x−y|
1 + |x− y|d , (2.30)
where the multiplicative constant depends on q, next to d and λ. 
We refer the reader to [12, Proof of Lemma 3.1] for the pointwise bound on GL,µ, and
to [24, Theorem 1] for the annealed bounds (which we have stated here with the massive
term and periodic boundary conditions, the results hold as well on Zd and/or with µ = 0).
We are now in position to prove Lemma 2.3, which is the most technical part of this
article.
Proof of Lemma 2.3. We proceed in four steps. In the first step we present the general
strategy for k = 1 (in particular, for d = 2 and d = 3 it will imply the result for all k ∈ N).
In the second step we derive a general formula for the vertical derivative ∂
aL(e)
(∇∂µφL,k,µ).
In the third step, we estimate the supremum of this derivative, and we conclude in the
fourth and last step.
Step 1. Proof of (2.27) for k = 1.
Substep 1.1. Representation formula for the vertical derivative.
Differentiating with respect to µ the equation satisfied by φL,1,µ
µφL,1,µ −∇∗ · aL(ξ +∇φL,1,µ) = 0 in TL (2.31)
yields
µ∂µφL,1,µ −∇∗ · aL∇∂µφL,1,µ = −φL,1,µ in TL. (2.32)
Let e = (z, z + ei) for some z ∈ TL and i ∈ {1, . . . , d}. The function φL,1,µ (and therefore
∂µφL,1,µ, in view of (2.32)) is differentiable with respect to aL(e) (see for instance [15,
Lemma 2.4]). Differentiating (2.31) with respect to aL(e) yields
µ
∂
∂aL(e)
φL,1,µ −∇∗ · aL∇ ∂
∂aL(e)
φL,1,µ = ∇∗i
(
(ξ +∇φL,1,µ) · eiδ(z − ·)
)
in TL,
which we may rewrite by the Green representation formula as
∂
∂aL(e)
φL,1,µ(x) =
∑
y∈TL
GL,µ(x, y)∇∗i
(
(ξ +∇φL,1,µ(y)) · eiδ(z − y)
)
= −
∑
y∈TL
∇yiGL,µ(x, y)
(
(ξ +∇φL,1,µ(y)) · eiδ(z − y)
)
= −∇ziGL,µ(x, z)(ξ · ei +∇iφL,1,µ(z)). (2.33)
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Likewise, differentiating (2.32) with respect to aL(e) yields
µ
∂
∂aL(e)
∂µφL,1,µ −∇∗ · aL∇ ∂
∂aL(e)
∂µφL,1,µ
= − ∂
∂aL(e)
φL,1,µ +∇∗i
(
∇i∂µφL,1,µδ(z − ·)
)
in TL,
so that we have by the Green representation formula and (2.33)
∂
∂aL(e)
∂µφL,1,µ(x) (2.34)
= −
∑
y∈TL
GL,µ(x, y)
∂
∂aL(e)
φL,1,µ(y) +
∑
y∈TL
GL,µ(x, y)∇∗i
(
∇i∂µφL,1,µ(y))δ(z − y)
)
= (ξ · ei +∇iφL,1,µ(z))
∑
y∈TL
GL,µ(x, y)∇ziGL,µ(y, z) −∇ziGL,µ(x, z)∇i∂µφL,1,µ(z),
which finally yields
∂
∂aL(e)
∇∂µφL,1,µ(x) = −∇x∇ziGL,µ(x, z)∇i∂µφL,1,µ(z)
+ (ξ · ei +∇iφL,1,µ(z))
∑
y∈TL
∇xGL,µ(x, y)∇ziGL,µ(y, z). (2.35)
In order to use the LSI (2.26) with X = ∇∂µφL,1,µ(x), it remains to bound the supremum
of (2.35) with respect to aL(e).
Substep 1.2. Supremum of the vertical derivatives and proof of
sup
aL(e)
∣∣∣ ∂
∂aL(e)
∇∂µφL,1,µ(x)
∣∣∣ . |∇∇GL,µ(x, z)||∇∂µφL,1,µ(z)|
+ (|∇φL,1,µ(z)|+ 1)
( ∑
y∈TL
|∇xGL,µ(x, y)||∇zGL,µ(y, z)|
+ |∇∇GL,µ(x, z)|
∑
y∈TL
|∇zGL,µ(y, z)|2
)
. (2.36)
We start with the suprema of Green’s functions and claim that for all e = (z, z + ei) and
all x, y ∈ TL,
sup
aL(e)
|∇zGL,µ(z, y)| . |∇zGL,µ(z, y)|, (2.37)
sup
aL(e)
|∇z∇yGL,µ(z, y)| . |∇z∇yGL,µ(z, y)| . 1, (2.38)
sup
aL(e)
|∇xGL,µ(x, y)| . |∇xGL,µ(x, y)|+ |∇zGL,µ(z, y)||∇x∇zGL,µ(x, z)|. (2.39)
Let aˆL coincide with aL on TL \ {z}, let denote by GˆL,µ the periodic Green function
associated with aˆL, and set δG := GL,µ − GˆL,µ. The function δG satisfies for all y ∈ TL
the equation on TL
µδG(x, y) −∇∗ · aˆL(x)∇δG(x, y) = −∇∗ · (aˆL − aL)(x)∇GL,µ(x, y),
16
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which turns, by the Green representation formula, into
∇xδG(x, y) =
∑
y′∈TL
∇x∇y′GˆL,µ(x, y′) · (aˆL(y′)− aL(y′))∇y′GL,µ(y′, y)
= ∇x∇zGˆL,µ(x, z) · (aˆL(z)− aL(z))∇zGL,µ(z, y).
Since sup
aˆL∈ΩL supTL×TL |∇∇GˆL,µ| . 1 (see for instance [15, Corollary 2.3]), this implies
(2.37) by the triangle inequality with the choice x = z. This also implies (2.39) by the
triangle inequality provided we prove (2.38). Let j ∈ {1, . . . , d}. The function ∇yjδG(·, y)
satisfies the equation
µ∇yjδG(x, y) −∇∗ · aˆL(x)∇∇yjδG(x, y) = −∇∗ · (aˆL − aL)(x)∇∇yjGL,µ(x, y),
which turns, by the Green representation formula, into
∇x∇yjδG(x, y) =
∑
y′∈TL
∇x∇y′GˆL,µ(x, y′) · (aˆL(y′)− aL(y′))∇y′∇yjGL,µ(y′, y)
= ∇x∇zGˆL,µ(x, z) · (aˆL(z)− aL(z))∇z∇yjGL,µ(z, y),
which proves (2.38) using sup
aˆL∈ΩL supTL×TL |∇∇GˆL,µ| . 1 for the choice x = z.
The estimate (2.36) follows from (2.37)—(2.39) provided we show that
sup
aL(e)
|∇φL,1,µ(x)| . |∇φL,1,µ(x)|+ |∇φL,1,µ(z)|, (2.40)
sup
aL(e)
|∇∂µφL,1,µ(z)| . |∇∂µφL,1,µ(z)|
+(|∇φL,1,µ(z)|+ 1)
∑
y∈TL
|∇zGL,µ(y, z)|2. (2.41)
We start with (2.40). Let φˆL,1,µ be the corrector associated with aˆL, and set δφ :=
φL,1,µ − φˆL,1,µ. The function δφ satisfies the equation
µδφ(x) −∇∗ · aˆL(x)∇δφ(x) = −∇∗ · (aˆL − aL)(x)∇φL,1,µ(x),
which yields the a priori estimate∑
x∈TL
|∇δφ(x)|2 . |∇φL,1,µ(z)|2,
and proves (2.40) by the triangle inequality.
We now turn to the proof of (2.41). Formula (2.35) for x = z, combined with (2.40) for
x = z and (2.37) & (2.38), turns into a differential inequality for the quantity u : aL(e) 7→
∇∂µφL,1,µ(z) on [λ, 1]:
|u′| . |u|+ (|∇φL,1,µ(z)| + 1)
∑
y∈TL
|∇zGL,µ(y, z)|2,
from which the desired estimate (2.41) follows. The proof of the sensitivity estimate (2.36)
is complete.
Substep 1.3. Application of the LSI (2.26) to X = ∇∂µφL,1,µ(0).
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We apply (2.26) to X = ∇∂µφL,1,µ(0) for some general q ≥ 1 and some ε > 0 to be fixed
later, and bound the second RHS term using (2.36) and the triangle inequality:
EL

( ∑
e∈BL
sup
aL(e)
∣∣∣ ∂X
∂aL(e)
∣∣∣2)q


1
2q
. EL

( ∑
z∈TL
|∇∇GL,µ(0, z)|2|∇∂µφL,1,µ(z)|2
)q
1
2q
+ EL

( ∑
z∈TL
X1(z)
2
)q
1
2q
, (2.42)
where we have set
X1(z) := (|∇φL,1,µ(z)|+ 1)
×
( ∑
y∈TL
|∇xGL,µ(0, y)||∇zGL,µ(y, z)| + |∇∇GL,µ(0, z)|
∑
y∈TL
|∇zGL,µ(y, z)|2
)
.
We start with the second RHS term. By the triangle inequality, for all q ≥ 1,
EL

( ∑
z∈TL
X1(z)
2
)q
1
q
≤
∑
z∈TL
EL
[
X1(z)
2q
] 1
q .
We focus on the summand. By the Ho¨lder and triangle inequalities,
EL
[|X1(z)|2q] 12q
. (EL
[|∇φL,1,µ|4q] 14q + 1) ∑
y∈TL
(
EL
[|∇xGL,µ(0, y)|8q] 18q EL [|∇zGL,µ(y, z)|8q] 18q
+EL
[|∇∇GL,µ(0, z)|8q] 18q EL [|∇zGL,µ(y, z)|16q] 18q ).
We then appeal to the boundedness of the finite moments of |∇φL,1,µ| (cf. [13, Propo-
sition 1]) and to the annealed estimates (2.29) and (2.30) on the Green functions in
Lemma 2.4, which yields
EL
[|X1(z)|2q] 12q . ∑
y∈TL
( e−c√µ|y|
1 + |y|d−1
e−c
√
µ|y−z|
1 + |y − z|d−1 +
e−c
√
µ|z|
1 + |z|d
e−2c
√
µ|y−z|
1 + |y − z|2(d−1)
)
.

 d = 2 : µ
− 1
4
e−c
√
µ|z|
1+|z| 12
d > 2 : e
−c√µ|z|
1+|z|d−2

 .
18
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(For d = 2 we have used the elementary estimate e
−c√µ|y|
1+|y| . µ
− 1
8
e−c
√
µ|y|
1+|y|1+ 14
for µ . 1.) We
thus obtain for the second RHS term of (2.42):
EL

( ∑
z∈TL
X1(z)
2
)q
1
q
.
∑
z∈TL
{
d = 2 : µ−
1
2
e−c
√
µ|z|
1+|z|
d > 2 : e
−c√µ|z|
1+|z|2(d−2)
}
.


d = 2 : µ−1,
d = 3 : µ−
1
2 ,
d = 4 : | log µ|,
d > 4 : 1.

 (2.43)
We now turn to the first RHS term of (2.42) and apply Ho¨lder’s inequality to
|∇∇GL,µ(0, z)|2|∇∂µφL,1,µ(z)|2
=
(
|∇∇GL,µ(0, z)|
2(q−1)
q
)(
|∇∇GL,µ(0, z)|
2
q |∇∂µφL,1,µ(z)|2
)
with exponents ( qq−1 , q):
EL

( ∑
z∈TL
|∇∇GL,µ(0, z)|2|∇∂µφL,1,µ(z)|2
)q
1
2q
≤ EL

( ∑
z∈TL
|∇∇GL,µ(0, z)|2
)q−1( ∑
z∈TL
|∇∇GL,µ(0, z)|2|∇∂µφL,1,µ(z)|2q
)
1
2q
.
An elementary energy estimate on z 7→ ∇xiGL,µ(0, z) for i = 1, . . . , d yields∑
z∈TL
|∇∇GL,µ(0, z)|2 . 1, (2.44)
so that this estimate turns by stationarity into
EL

( ∑
z∈TL
|∇∇GL,µ(0, z)|2|∇∂µφL,1,µ(z)|2
)q
1
2q
(2.44)
. EL

∑
z∈TL
|∇∇GL,µ(0, z)|2|∇∂µφL,1,µ(z)|2q


1
2q
= EL

|∇∂µφL,1,µ(0)|2q ∑
z∈TL
|∇∇GL,µ(−z, 0)|2


1
2q
(2.44)
. EL
[|∇∂µφL,1,µ(0)|2q] . (2.45)
Substep 1.4. Proof of (2.27) for k = 1.
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We are now in position to conclude the proof of this step. The combination of (2.26) with
(2.42), (2.43), and (2.45), shows there exists some constant C(q) < ∞ such that for all
ε > 0:
EL
[|∇∂µφL,1,µ|2q] 12q ≤ C(q, ε)EL [|∇∂µφL,1,µ|2] 12 + εC(q)EL [|∇∂µφL,1,µ|2q] 12q
+ εC(q)


d = 2 : µ−
1
2 ,
d = 3 : µ−
1
4 ,
d = 4 : | log µ| 12 ,
d > 4 : 1.

 .
We then choose ε > 0 small enough so that we may absorb the second RHS term in the
LHS. Lemma 2.3 for k = 1 then follows from Lemma 2.1. By definition of the Richardson
extrapolation, this also yields by the triangle inequality for all k ∈ N and all q ≥ 1,
EL
[|∇∂µφL,k,µ|2q] 12q .


d = 2 : µ−
1
2 ,
d = 3 : µ−
1
4 ,
d = 4 : | log µ| 12 ,
d > 4 : 1.


which, in the case k > 1, is only optimal for d = 2, 3. Note that combined with (2.41), the
moment bounds of [13, Proposition 1], and the annealed estimate (2.29), this also yields
EL
[
sup
aL(e)
|∇∂µφL,k,µ|2q
] 1
2q
.


d = 2 : µ−
1
2 ,
d = 3 : µ−
1
4 ,
d = 4 : | log µ| 12 ,
d > 4 : 1,


which we will use in the sequel. It remains to prove (2.27) for k ≥ 2. We proceed by
induction. The rest of the proof follows the same strategy as in Step 1. Since the result is
already proved for d = 2, we shall now assume that d > 2 so that we do not have to use
bounds on the Green function itself for d = 2.
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Step 2. Representation formula for the vertical derivative of ∇∂µφL,k,µ: for all k, L ∈ N,
µ = µ0 > 0, x ∈ TL, and e = (z, z + ei) ∈ BL,
∂
∂aL(e)
∇∂µφL,k,µ(x)
= −∇x∇ziGL,µ(x, z)∇i∂µφL,k,µ(z)
−
k−1∑
j=1
(ˆ µ0
µ0
2
. . .
ˆ µj−1
µj−1
2
µ1 . . . µj
∑
y1∈TL
· · ·
∑
yj∈TL
×∇xGL,µ1(x, y1)GL,µ2(y1, y2) . . . GL,µj (yj−1, yj)
×∇ziGL,µj (yj, z)∇i∂µjφL,k−j,µj(z)dαk−j+1(µj ;µj−1) . . . dαk(µ1;µ0)
)
+
ˆ µ0
µ0
2
. . .
ˆ µk−2
µk−2
2
µ1 . . . µk−1
∑
y1∈TL
· · ·
∑
yk∈TL
×∇xGL,µ1(x, y1)GL,µ2(y1, y2) . . . GL,µk−1(yk−2, yk−1)
×GL,µk−1(yk−1, yk)∇ziGL,µk−1(yk, z)(ξ · ei +∇iφL,1,µk−1(z))
×dα2(µk−1;µk−2) . . . dαk(µ1;µ0), (2.46)
where dαj(·;µ) is a positive measure on the interval (µ2 , µ) of total mass bounded by 2.
This formula directly follows from the corresponding formula for ∂∂aL(e)∂µφL,k,µ(x):
∂
∂aL(e)
∂µφL,k,µ(x)
= −∇ziGL,µ(x, z)∇i∂µφL,k,µ(z)
−
k−1∑
j=1
(ˆ µ0
µ0
2
. . .
ˆ µj−1
µj−1
2
µ1 . . . µj
∑
y1∈TL
· · ·
∑
yj∈TL
×GL,µ1(x, y1)GL,µ2(y1, y2) . . . GL,µj (yj−1, yj)
×∇ziGL,µj (yj, z)∇i∂µjφL,k−j,µj(z)dαk−j+1(µj ;µj−1) . . . dαk(µ1;µ0)
)
+
ˆ µ0
µ0
2
. . .
ˆ µk−2
µk−2
2
µ1 . . . µk−1
∑
y1∈TL
· · ·
∑
yk∈TL
×GL,µ1(x, y1)GL,µ2(y1, y2) . . . GL,µk−1(yk−2, yk−1)
×GL,µk−1(yk−1, yk)∇ziGL,µk−1(yk, z)(ξ · ei +∇iφL,1,µk−1(z))
×dα2(µk−1;µk−2) . . . dαk(µ1;µ0). (2.47)
By induction, it holds that
µφL,k+1,µ −∇∗ · aL(ξ +∇φL,k+1,µ) = µφL,k,µ.
Differentiating this equation with respect to µ yields
µ∂µφL,k+1,µ −∇∗ · aL∇∂µφL,k+1,µ = µ∂µφL,k,µ + (φL,k,µ − φL,k+1,µ). (2.48)
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By definition (2.5) of the Richardson extrapolation we rewrite the second RHS term as
φL,k,µ − φL,k+1,µ = 1
2k − 1((2
k − 1)φL,k,µ − 2kφL,k,µ
2
+ φL,k,µ)
=
2k
2k − 1(φL,k,µ − φL,k,µ2 )
=
2k
2k − 1
ˆ µ
µ
2
∂µ1φL,k,µ1dµ1,
so that (2.48) turns into
µ∂µφL,k+1,µ −∇∗ · aL∇∂µφL,k+1,µ = µ
ˆ µ
µ
2
∂µ1φL,k,µ1dαk(µ1;µ), (2.49)
where dαk(µ1;µ) :=
2k
µ(2k−1)dµ1 + δ(µ1 − µ), which satisfies as claimed
´ µ
µ
2
dαk(µ1;µ) =
2k−1
2k−1 + 1 ≤ 2. Next we differentiate (2.49) with respect to aL(e) and obtain
µ
∂
aL(e)
∂µφL,k+1,µ −∇∗ · aL∇ ∂
aL(e)
∂µφL,k+1,µ = µ
ˆ µ
µ
2
∂
aL(e)
∂µ1φL,k,µ1dαk(µ1;µ)
+∇∗i
(
∇i∂µφL,k+1,µδ(z − ·)
)
in TL.
This yields the Green representation formula
∂
aL(e)
∂µφL,k+1,µ(x) = −∇ziGL,µ(x, z)∇i∂µφL,k+1,µ(z)
+
∑
y∈TL
GL,µ(x, y)µ
ˆ µ
µ
2
∂
aL(e)
∂µ1φL,k,µ1(y)dαk(µ1;µ),
from which (2.46) follows by induction starting with (2.34) for k = 1.
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Step 3. Supremum of the vertical derivative of ∇∂µφL,k,µ: for all k, L ∈ N, µ = µ0 > 0,
x ∈ BL, and e = (z, z + ei) ∈ BL,
sup
aL(e)
∣∣∣ ∂
∂aL(e)
∇∂µφL,k,µ(x)
∣∣∣
= |∇x∇ziGL,µ(x, z)||∇∂µφL,k,µ(z)|
+
k−1∑
j=1
(ˆ µ0
µ0
2
. . .
ˆ µj−1
µj−1
2
µ1 . . . µj
∑
y1∈TL
· · ·
∑
yj∈TL
×
(
|∇xGL,µ1(x, y1)|+ |∇zGL,µ1(y1, z)|
(|∇∇GL,µ1(x, z)|+ |∇∇GL,µ(x, z)|))
×gµ(|y1 − y2|) . . . gµ(|yj−1 − yj|)|∇zGL,µj (yj , z)| sup
aL(e)
|∇i∂µjφL,k−j,µj(z)|
×dαk−j+1(µj;µj−1) . . . dαk(µ1;µ0)
)
+
ˆ µ0
µ0
2
. . .
ˆ µk−2
µk−2
2
µ1 . . . µk−1
∑
y1∈TL
· · ·
∑
yk∈TL
×
(
|∇xGL,µ1(x, y1)|+ |∇zGL,µ1(y1, z)|
(|∇∇GL,µ1(x, z)| + |∇∇GL,µ(x, z)|))
×gµ(|y1 − y2|) . . . gµ(|yk−1 − yk|)|∇zGL,µk−1(yk, z)|(1 + |∇φL,1,µk−1(z)|)
×dα2(µk−1;µk−2) . . . dαk(µ1;µ0), (2.50)
where gµ : R
+ → R+ is defined for d > 2 by
gµ(t) :=
e−c
√
µt
1 + td−2
(2.51)
for some c > 0 depending only on k, λ and d.
Set
α :=
k−1∑
j=1
(ˆ µ0
µ0
2
. . .
ˆ µj−1
µj−1
2
µ1 . . . µj
∑
y1∈TL
· · ·
∑
yj∈TL
×
(
|∇xGL,µ1(x, y1)|+ |∇zGL,µ1(y1, z)|
(|∇∇GL,µ1(x, z)| + |∇∇GL,µ(x, z)|))
×gµ(|y1 − y2|) . . . gµ(|yj−1 − yj|)|∇zGL,µj (yj, z)| sup
aL(e)
|∇i∂µjφL,k−j,µj(z)|
×dαk−j+1(µj ;µj−1) . . . dαk(µ1;µ0)
)
β :=
ˆ µ0
µ0
2
. . .
ˆ µk−2
µk−2
2
µ1 . . . µk−1
∑
y1∈TL
· · ·
∑
yk∈TL
×
(
|∇xGL,µ1(x, y1)|+ |∇zGL,µ1(y1, z)|
(|∇∇GL,µ1(x, z)| + |∇∇GL,µ(x, z)|))
×gµ(|y1 − y2|) . . . gµ(|yk−1 − yk|)|∇zGL,µk−1(yk, z)|(1 + |∇φL,1,µk−1(z)|)
×dα2(µk−1;µk−2) . . . dαk(µ1;µ0),
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so that by (2.37)—(2.40), we have sup
aL(e) α . α and supaL(e) β . β. Then, by (2.28) in
Lemma 2.4, (2.46) turns into
∣∣∣ ∂
∂aL(e)
∇∂µφL,k,µ(x)
∣∣∣ . |∇x∇ziGL,µ(x, z)||∇i∂µφL,k,µ(z)| + α+ β. (2.52)
For x = z, using (2.38) in the form of sup |∇∇G| . 1, this yields a differential inequality
for aL(e) 7→ ∇∂µφL,k,µ(z), from which we infer that
sup
aL(e)
|∇∂µφL,k,µ(z)| . |∇∂µφL,k,µ(z)|+ α+ β. (2.53)
The combination of (2.52) and (2.53) yields the desired estimate (2.50).
Step 4. Proof of (2.27) by induction.
The induction assumption at step k ∈ N reads: for all q ≥ 1,
EL
[
sup
aL(0)
|∇∂µφL,k,µ(0)|2q
] 1
2q
.


k < d4 : µ
k−1,
k = d4 : µ
d
4
−1| log µ| 12 ,
k > d4 : µ
d
4
−1,

 (2.54)
which directly implies the claim by discarding the supremum in the expectation.
For k = 1, (2.54) is a consequence of (2.36) and (2.27) (which we proved in Step 1 for
k = 1), since for all q ≥ 1, sup
aL∈ΩL |∇∇GL,µ(0, 0)| . 1, EL [|∇φL,1,µ|q]
1
q . 1 uniformly
with respect to µ ≥ 0, and
EL

( ∑
y∈TL
|∇GL,µ(0, y)|2
)q
1
q
.
{
d = 2 : | log µ|,
d > 2 : 1.
}
Assume now that (2.54) holds at step k ∈ N. From the logarithmic-Sobolev inequality
in the form of (2.26) and the sensitivity estimate (2.50), we learn that EL
[|∇φL,k+1,µ|2q] 12q
is bounded by the sum of k + 3 terms: the second moment EL
[|∇φL,k+1,µ|2] 12 which is
controlled by Lemma 2.1, the nonlinear term
C(q)εEL

( ∑
z∈TL
|∇∇GL,µ(0, z)|2|∇φL,k+1,µ(z)|2
)q
1
2q
,
which we absorb in the LHS for ε small enough (arguing as for (2.45)), and k + 1 linear
terms. We start with the estimate of the last linear term, which involves ∇φL,1,µk . In
addition to gµ (cf. (2.51)), we define hµ, γµ : R
+ → R+ by
hµ(t) :=
e−c
√
µt
1 + td−1
, γµ(t) :=
e−c
√
µt
1 + td
.
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Since all the finite moments of ∇φL,1,µk are bounded and the measures dαk−j have mass
of order one, we have by Ho¨lder’s inequality, and the annealed estimates (2.29) and (2.30):
EL
[( ∑
z∈TL
(ˆ µ0
µ0
2
. . .
ˆ µk−1
µk−1
2
µ1 . . . µk
∑
y1∈TL
· · ·
∑
yk+1∈TL
×
(
|∇xGL,µ1(x, y1)|+ |∇zGL,µ1(y1, z)|
(|∇∇GL,µ1(x, z)| + |∇∇GL,µ(x, z)|))
×gµ(|y1 − y2|) . . . gµ(|yk − yk+1|)|∇zGL,µk(yk+1, z)|(1 + |∇φL,1,µk(z)|)
×dα2(µk;µk−1) . . . dαk+1(µ1;µ0)
)2)q] 12q
. µk−1
( ∑
z,y1,...,yk+1,y
′
1...,y
′
k+1∈TL
(hµ(|y1|) + hµ(|y1 − z|)γµ(|z|))
×(hµ(|y′1|) + hµ(|y′1 − z|)γµ(|z|))gµ(y1 − y2) . . . gµ(yk−1 − yk)gµ(yk − yk+1)
×gµ(|y′1 − y′2|) . . . gµ(|y′k−1 − y′k|)gµ(|y′k − y′k+1|)hµ(|yk+1 − z|)hµ(|y′k+1 − z|)
) 1
2
.
Since the functions gµ, hµ and γµ are bounded pointwise for d > 2, we may directly
estimate this (2k + 3)-ple sum (by comparison to the corresponding integrals), which
yields the desired RHS of (2.54).
We now estimate the k remaining linear terms, which involve {∇∂µφL,j,µ}j=1,...,k. We
proceed as above and use in addition the induction assumption up to step k in the sub-
optimal form for d > 2, for all 1 ≤ j ≤ k and q ≥ 1:
EL
[
sup
aL(0)
|∇∂µφL,j,µ(0)|2q
] 1
2q
. µ−
1
4 ,
which follows from bounding the RHS of (2.54) for d = 3. This yields for all 1 ≤ j ≤ k,
EL
[( ∑
z∈TL
(ˆ µ0
µ0
2
. . .
ˆ µj−1
µj−1
2
µ1 . . . µj
∑
y1∈TL
· · ·
∑
yj∈TL
×
(
|∇xGL,µ1(x, y1)|+ |∇zGL,µ1(y1, z)|
(|∇∇GL,µ1(x, z)| + |∇∇GL,µ(x, z)|))
×gµ(|y1 − y2|) . . . gµ(|yj−1 − yj|)|∇zGL,µj (yj, z)| sup
aL(e)
|∇i∂µjφL,k−j,µj(z)|
×dαk−j(µj ;µj−1) . . . dαk+1(µ1;µ0)
)2)q] 1
2q
. µ
d
4
− 1
4
(
µ2j−
d
2
∑
z,y1,...,yj ,y′1,...,y
′
j∈TL
(hµ(|y1|) + hµ(|y1 − z|)γµ(|x− z|))
×(hµ(|y′1|) + hµ(|y′1 − z|)γµ(|z|))gµ(|y1 − y2|) . . . gµ(|yj−1 − yj|)hµ(|yj − z|)
) 1
2
. µ
d
4
− 1
4 ,
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by a direct comparison of the (2j + 1)-ple sum for d > 2 to integrals. This estimate is of
higher order than the RHS of (2.54) and holds for all 1 ≤ j ≤ k. This proves that
EL
[|∇∂µφL,k,µ(0)|2q] 12q .


k < d4 : µ
k−1,
k = d4 : µ
d
4
−1| log µ| 12 ,
k > d4 : µ
d
4
−1.


To prove the same bound on the supremum (2.54), we appeal to (2.53), and bound the
terms α and β as above using in addition the induction assumption.

2.4. Proof of Proposition 6. We start by proving that (2.3) and the associated Richard-
son extrapolation variants are well-defined.
Lemma 2.5. For all k ∈ N and µ > 0, let φk,µ be as in Definition 2.1. Then, σ2k,µ ∈ R+
is well-defined as the following sum:
σ2k,µ =
∑
x∈Zd
cov [(ξ +∇φk,µ) · a(ξ +∇φk,µ)(x); (ξ +∇φk,µ) · a(ξ +∇φk,µ)(0)] . (2.55)
In order to prove Lemma 2.5 we shall appeal to the following covariance estimate valid
for product measures (cf. [16, Lemma 3]):
Lemma 2.6. Let PL be a product measure on ΩL for L ∈ N ∪ {+∞} (with ΩL = Ω for
L = +∞). Then for all X,Y ∈ L2(ΩL),
covL [X;Y ] .
∑
e∈BL
EL
[
sup
aL(e)
∣∣∣ ∂X
∂aL(e)
∣∣∣2
] 1
2
EL
[
sup
aL(e)
∣∣∣ ∂Y
∂aL(e)
∣∣∣2
] 1
2
, (2.56)
where for all e ∈ BL, aL(e) denotes the ith entry of the diagonal matrix aL(z) at point
z ∈ Zd for which e = (z, z + ei). 
Proof of Lemma 2.5. We split the proof into three steps. We first estimate vertical deriva-
tives for k = 1, then prove the summability of the series by applying the covariance es-
timate of Lemma 2.6 and appealing to the annealed estimates of Lemma 2.4. We then
conclude in the last step for k > 1.
Step 1. Vertical derivative of the energy density for k = 1 and proof of
sup
a(e)
∣∣∣∂Eµ(x)
∂a(e)
∣∣∣ . (1 + |∇φµ(z)|)2δ(z − x)
+ |∇x∇ziGµ(x, z)|(1 + |∇φµ(x)|2 + |∇φµ(z)|2), (2.57)
where Eµ(x) := (ξ +∇φµ) · a(ξ +∇φµ)(x), e = (z, z + ei) for some i ∈ {1, . . . , d}, and Gµ
is the massive Green function on Zd associated with the operator µ−∇∗ · a∇.
By the Leibniz rule,
∂Eµ(x)
∂a(e)
= (ξ +∇φµ(x)) · ∂a(x)
∂a(e)
(ξ +∇φµ(x)) + 2∇∂φµ(x)
∂a(e)
· a(x)(ξ +∇φµ(x)),
so that (2.33) (in its whole space version, the proof of which is identical) yields
∂Eµ(x)
∂a(e)
= (ξ · ei +∇iφµ(z))2δ(z − x)− 2∇iφµ(z)∇x∇ziGµ(x, z) · a(x)(ξ +∇φµ(x)).
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The desired estimate then follows from taking the supremum over a(e) on the mixed
second gradient of the Green function and on the gradient of the corrector, as we already
did in (2.38) and (2.40) on the L-torus (the proofs are identical).
Step 2. Proof of the summability of the RHS of (2.55) for k = 1.
Let x ∈ Zd. The covariance estimate (2.56) on Ω yields
cov [Eµ(x); Eµ(0)] .
∑
e∈B
E
[
sup
a(e)
∣∣∣∂Eµ(x)
∂a(e)
∣∣∣2
] 1
2
E
[
sup
a(e)
∣∣∣∂Eµ(0)
∂a(e)
∣∣∣2
] 1
2
.
We estimate each term using (2.57), the boundedness of the fourth moment of the gradient
of the corrector (cf. [13, Proposition 1]) and the annealed estimate (2.29) (also valid
on the whole space with the massive term), so that by Cauchy-Schwarz’ inequality and
stationarity of ∇φµ,
E
[
sup
a(e)
∣∣∣∂Eµ(x)
∂a(e)
∣∣∣2
] 1
2
. δ(z − x) + e
−c√µ|z−x|
1 + |z − x|d . (2.58)
We may then estimate the above covariance as follows:
|cov [Eµ(x); Eµ(0)] | .
∑
z∈Zd
(δ(z − x) + e
−c√µ|z−x|
1 + |z − x|d )(δ(z) +
e−c
√
µ|z|
1 + |z|d ) .
e−c
√
µ|x|
1 + |x|d . (2.59)
Summing (2.59) over x ∈ Zd finally yields
∑
x∈Zd
|cov [Eµ(x); Eµ(0)] | .
∑
x∈Zd
e−c
√
µ|x|
1 + |x|d . 1 + | log µ|,
that is, the claimed summability.
Step 3. Reduction to the case k = 1.
By definition of the Richardson extrapolation, ∇φk,µ =
∑k−1
i=0 cj,k∇φk, µ
2j
for some coeffi-
cients cj,k. The result for k > 1 thus follows from the corresponding result for k = 1 by
the triangle inequality. 
We are in position to prove Proposition 6. For notational convenience we center the
periodic cell at 0 in the following.
Proof of Proposition 6. As for the proof of Lemma 2.5, by definition of extrapolation and
by the triangle inequality it is enough to prove the claim for k = 1, so that we only consider
k = 1 in the proof and we drop the subscript k in our notation. We split the proof into
four steps. We start with a reformulation of σ2µ − σ2L,µ as the sum of three terms, which
we estimate one by one.
Step 1. Reduction of the claim.
We first argue that
σ2L,µ := L
dvar [aL,µ] =
∑
x∈[−⌈L
2
⌉,L
2
)d∩Zd
cov [EL,µ(x); EL,µ(0)] , (2.60)
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where EL,µ(x) = (ξ+∇φL,µ) ·aL(ξ+∇φL,µ)(x) and ⌈t⌉ denotes the smallest integer larger
or equal to t. Indeed, by stationarity,
σ2L,µ = L
−d ∑
x∈TL
∑
y∈TL
cov [EL,µ(x); EL,µ(y)]
= L−d
∑
x∈TL
∑
y∈TL
cov [EL,µ(x− y); EL,µ(0)] =
∑
x∈TL
cov [EL,µ(x); EL,µ(0)] ,
so that (2.60) follows by choosing [−⌈L2 ⌉, L2 )d ∩ Zd as a representation of TL.
In particular, (2.60) allows one to rewrite the difference σ2µ − σ2L,µ as the sum of three
terms
σ2µ − σ2L,µ = I1(L, µ) + I2(L, µ) + I3(L, µ),
where
I1(L, µ) :=
∑
x∈[−⌈L
4
⌉,L
4
)d∩Zd
(
cov [Eµ(x); Eµ(0)]− cov [EL,µ(x); EL,µ(0)]
)
,
I2(L, µ) :=
∑
x∈Zd\[−⌈L
4
⌉,L
4
)d
cov [Eµ(x); Eµ(0)] ,
I3(L, µ) := −
∑
x∈
(
[−⌈L
2
⌉,L
2
)d\[−⌈L
4
⌉,L
4
)d
)
∩Zd
cov [EL,µ(x); EL,µ(0)] .
The desired estimate (2.8) then follows from the combination of the following three esti-
mates:
|I1(L, µ)| . Ld log(2 +√µL)e−c
√
µL, (2.61)
|I2(L, µ)| . log(2 +√µL)e−c
√
µL, (2.62)
|I3(L, µ)| . log(2 +√µL)e−c
√
µL, (2.63)
which we prove in the last three steps.
Step 2. Proof of (2.61).
Let x ∈ [−⌈L4 ⌉, L4 )d∩Zd. By bilinearity of the covariance, the Cauchy-Schwarz and triangle
inequalites, and stationarity of the energy densities Eµ and EL,µ, we have
|cov [Eµ(x); Eµ(0)] − cov [EL,µ(x); EL,µ(0)] |
= |cov [Eµ(x)− EL,µ(x); Eµ(0)] + cov [EL,µ(x); Eµ(0) − EL,µ(0)] |
=
∣∣∣E [(Eµ(x)− EL,µ(x)− E [Eµ(x)− EL,µ(x)])(Eµ(0)− E [Eµ(0)])]
+E
[(
EL,µ(0) − Eµ(0) − E [Eµ(0) − EL,µ(0)]
)(
EL,µ(x)− E [EL,µ(x)]
)] ∣∣∣
≤ 4E [(Eµ(x)− EL,µ(x))2] 12 E [E2µ] 12 + 4E [(Eµ(0) − EL,µ(0))2] 12 E [E2L,µ] 12 . (2.64)
On the one hand, by definition of the energy densities EL,µ and Eµ and by [13, Proposi-
tion 1],
E
[E2L,µ] 12 . E [1 + |∇φL,µ|4] 12 . 1 (2.65)
E
[E2µ] 12 . E [1 + |∇φµ|4] 12 . 1. (2.66)
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On the other hand, by definition of aL, we have for all z ∈ [−⌈L2 ⌉, L2 )d ∩ Zd
Eµ(z)− EL,µ(z)
= (ξ +∇φµ) · a(ξ +∇φµ)(z) − (ξ +∇φL,µ) · aL(ξ +∇φL,µ)(z)
= (ξ +∇φµ) · a(ξ +∇φµ)(z) − (ξ +∇φL,µ) · a(ξ +∇φL,µ)(z)
= (∇φµ −∇φL,µ) · a(ξ +∇φµ)(z) − (ξ +∇φL,µ) · a(∇φL,µ −∇φµ)(z),
so that by Cauchy-Schwarz’ inequality and [13, Proposition 1],
E
[
(Eµ(x)− EL,µ(z))2
] 1
2 . E
[|∇φµ(z)−∇φL,µ(z)|4] 14 . (2.67)
It remains to estimate the RHS of (2.67). To this end, recall that for µ > 0, the function
φL,µ is the unique bounded solution on Z
d of
µφL,µ −∇∗ · aL(ξ +∇φL,µ) = 0,
where aL is the periodic extension on Z
d of a|[−⌈L
2
⌉,L
2
)d∩Zd . Hence the difference δL,µ :=
φµ − φL,µ solves
µδL,µ −∇∗ · a∇δL,µ = ∇∗ · (a− aL)∇φL,µ,
and the Green representation formula yields for all z ∈ Zd,
∇δL,µ(z) =
∑
y∈Zd
∇∇Gµ(z, y) · (a(y)− aL(y))∇φL,µ(y)
=
∑
y∈Zd\[−⌈L
2
⌉,L
2
)d
∇∇Gµ(z, y) · (a(y)− aL(y))∇φL,µ(y).
By the triangle inequality, Cauchy-Schwarz’ inequality, the annealed estimate (2.30) in
Lemma 2.28, and [13, Proposition 1], this turns into
E
[|∇φµ(z)−∇φL,µ(z)|4] 14
.
∑
y∈Zd\[−⌈L
2
⌉,L
2
)d
E
[|∇∇Gµ(z, y) · (a(y)− aL(y))∇φL,µ(y)|4] 14
.
∑
y∈Zd\[−⌈L
2
⌉,L
2
)d
E
[|∇∇Gµ(z, y)|8] 18 E [|∇φL,µ(y)|8] 18
.
∑
y∈Zd\[−⌈L
2
⌉,L
2
)d
e−c
√
µ|z−y|
1 + |z − y|d .
Since x ∈ [−⌈L4 ⌉, L4 )d ∩ Zd we thus have
E
[|∇φµ(x)−∇φL,µ(x)|4] 14 . ∑
y∈Zd\[−⌈L
4
⌉,L
4
)d
e−c
√
µ|y|
1 + |y|d . log(2 +
√
µL)e−c
√
µL. (2.68)
The combination of (2.64)—(2.68) proves the desired estimate (2.61) by summation over
x ∈ [−⌈L4 ⌉, L4 )d ∩ Zd.
Step 3. Proof of (2.62).
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This is a direct consequence of the covariance estimate (2.59) in the proof of Lemma 2.5,
after summation over Zd \ [−⌈L4 ⌉, L4 )d:
|I2(L, µ)| ≤
∑
x∈Zd\[−⌈L
4
⌉,L
4
)d
|cov [Eµ(x); Eµ(0)] |
(2.59)
.
∑
x∈Zd\[−⌈L
4
⌉,L
4
)d
e−c
√
µ|x|
1 + |x|d . log(2 +
√
µL)e−c
√
µL.
Step 4. Proof of (2.63).
The proof is similar to the proof of (2.62). The starting point is the defining equation
(2.31) on the torus. Using the covariance estimate of Lemma 2.6 on ΩL, the same proof
as for (2.58) leads to
EL
[
sup
aL(e)
∣∣∣∂EL,µ(x)
∂aL(e)
∣∣∣2
] 1
2
. δ(z − x) + e
−c√µ|z−x|
1 + |z − x|d ,
for all x, z ∈ TL, e = (z, z + ei) for some i ∈ {1, . . . , d}, and where (in this step)
|x − z| denotes the distance on the torus TL. Using the identity cov [EL,µ(x); EL,µ(0)] =
covL [EL,µ(x); EL,µ(0)], this yields as in Step 3,
|I3(L, µ)| ≤
∑
x∈[−⌈L
2
⌉,L
2
)d\[−⌈L
4
⌉,L
4
)d∩Zd
|covL [EL,µ(x); EL,µ(0)] |
.
∑
x∈[−⌈L
2
⌉,L
2
)d\[−⌈L
4
⌉,L
4
)d∩Zd
e−c
√
µ|x|
1 + |x|d . log(2 +
√
µL)e−c
√
µL.

3. Normal approximation and proof of Proposition 1
3.1. Structure of the proof and auxiliary results. Using a version of Stein’s method,
developed by Chatterjee [4] and extended by Lachie`ze-Rey and Peccati [23], we shall prove
the following:
Proposition 7. Let σ2L := L
dvar [AL]. There exists r > 8 such that
dK
(
L
d
2
AL − E[AL]
σL
,G
)
.
L−
d
2
σ3L
(1 + E
[|∇φL|12] 12 ) + L− d2 logL
σ2L
(1 + E [|∇φL|r]
4
r ), (3.1)
where G is a standard normal random variable. 
The combination of Proposition 7 with the moments bounds E [|∇φL|q] . 1 for all
q ≥ 1 from [13, Proposition 1] and with the lower bound on σL from Proposition 4 proves
Proposition 1.
The structure of the argument for Proposition 7 is similar to the analysis in [29] in the
continuum setting. The main ingredient is a result on normal approximation [4, 23]. Under
the product measure PL on ΩL = [λ, 1]
BL , the conductances {a(j)}j∈BL are independent
random variables. Let f ∈ L2(ΩL,PL); we want to know whether the distribution of f(a)
is close to normal.
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Let a′ = {a′(j)}j∈BL denote an independent copy of the random conductance a =
{a(j)}j∈BL . Given j ∈ BL, define a new coefficient aj = {aj(ℓ)}ℓ∈BL by
aj(ℓ) =
{
a(ℓ), ℓ 6= j
a′(ℓ), ℓ = j, (3.2)
for ℓ ∈ BL. That is, we replace the jth component of a by the jth component of a′.
Similarly, for any set of edges B ⊂ BL, we define a coefficient aB by replacing a(ℓ) by
a′(ℓ), for all ℓ ∈ B. Next, define the discrete difference
∆jf(a) = f(a
j)− f(a).
This is a function of both a and a′ (of a and a′(j)) and we sometimes write ∆jf(a, a′) to
emphasize this point. If j /∈ B, then define
∆jf(a
B) = f(aB∪{j})− f(aB).
The following identity is due to Lachie`ze-Rey and Peccati:
Theorem 2. [23, Theorem 4.2] Let f ∈ L2(ΩL,PL) satisfy E[f ] = µ and var [f ] = s2.
Then
dK
(
f − µ
s
, Y
)
≤
√
2π
16s3
∑
j∈BL
E
[|∆jf(a)|3]+ 1
4s3
∑
j∈BL
E
[|∆jf(a)|6] 12
+
1
s2
var
[
E[T (a, a′)|a]] 12 + 1
s2
var
[
E[T ′(a, a′)|a]] 12 (3.3)
where Y ∼ N(0, 1),
T (a, a′) =
1
2
∑
j∈BL
∑
B⊂BL
j /∈B
KL,B∆jf(a)∆jf(a
B),
T ′(a, a′) =
1
2
∑
j∈BL
∑
B⊂BL
j /∈B
KL,B∆jf(a)|∆jf(aB)|,
and KL,B = |B|!(|BL| − |B| − 1)!/(|BL|!).
Remark 3.1. The right-hand side of (3.3) controls not only the Kolmogorov distance,
but also the Wasserstein distance (up to a factor 2, cf. [4, Theorem 2.2]). If a is a
smooth function of Gaussian variables, then one can also control the total variation, cf.
[6, Theorem 3.1].
Remark 3.2. If SL,j denotes the collection of all subsets B ⊂ BL which do not contain the
index j, then the weights KL,B ≥ 0 define a probability measure on SL,j:
∑
B∈SL,j KL,B =
1.
3.2. Proof of Proposition 7. We split the proof into four steps. The strategy consists
in applying Theorem 2 to AL and use the moment bounds on ∇φL of [13, Proposition 1]
and the annealed bounds on the Green function of [24] gathered in Lemma 2.4 to estimate
the RHS of (3.3). In the first step we simplify the RHS of (3.3) using the Efron-Stein
inequality. In the second step we control the sensitivity ∆AL of the effective conductance
with respect to local changes of the conductances via the sensitivity ∆φL of the corrector
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itself. The sensitivity of the corrector is then estimated in Step 3, and we conclude the
proof in Step 4.
Step 1. Reformulation of the RHS of (3.3).
Let us define
hj(a) =
1
2
∑
B⊂BL
j /∈B
KL,BE[∆jf(a)∆jf(a
B)
∣∣ a],
h′j(a) =
1
2
∑
B⊂BL
j /∈B
KL,BE[∆jf(a)|∆jf(aB)|
∣∣ a],
so that E[T (a, a′)|a] =∑j hj(a) and E[T ′(a, a′)|a] =∑j h′j(a). The terms var [E[T (a, a′)|a]]
and var [E[T ′(a, a′)|a]] in the RHS of (3.3) can be estimated by the Efron-Stein inequality
([9], [33]). To this end, we introduce a third coefficient a′′ = {a′′(ℓ)}ℓ∈BL which is an
independent copy of a and a′. Let us define coefficient ak by
ak(ℓ) =
{
a(ℓ), ℓ 6= k
a′′(ℓ), ℓ = k (3.4)
for all ℓ ∈ BL. For any function g(a, a′) : ΩL × ΩL → R we define
∆kg(a, a
′) = g(ak, a′)− g(a, a′). (3.5)
In particular, ∆kg(a, a
′) = 0 if g(a, a′) does not depend on ak. We use the notation gk to
denote the action of replacing a(k) by a′′(k) in the argument of g:
g(a, a′)k = g(ak, a′).
Thus, ∆kg(a, a
′) = (g(a, a′))k−g(a, a′). Let us emphasize that ak will always refer to (3.4)
while aj refers to (3.2). The coefficients aj and ak have the same law, but the coefficient
denoted by aj is not equivalent to ak even when the values of the indices k and j are the
same.
Applying the Efron-Stein inequality and then Minkowski’s inequality, we have
var
[
E[T (a, a′)|a]] = var

∑
j∈BL
hj(a)

 ≤ 1
2
∑
k∈BL
E

∣∣∣ ∑
j∈BL
∆khj(a)
∣∣∣2


≤ 1
2
∑
k∈BL

∑
j∈BL
E[|∆khj(a)|2]
1
2

2 , (3.6)
and likewise for var [E[T ′(a, a′)|a]]. By Jensen’s inequality,
E[|∆khj(a)|2]
1
2 ≤ E[(∆k∆jf(a))2∆jf(aB)
2
]
1
2 + E[(∆jf(a
k))2(∆k∆jf(aB))
2]
1
2 ,(3.7)
E[|∆kh′j(a)|2]
1
2 ≤ E[|∆k∆jf(a)|∆jf(aB)||2]
1
2 + E[(∆jf(a
k))2(∆k|∆jf(aB)|)2]
1
2 ,(3.8)
where we have used the notation · to indicate averaging with respect to the set B. Specif-
ically, if SL,j denotes the collection of all subsets B ⊂ BL which do not contain the index
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j (recall Remark 3.2), then
∆jf(aB) =
∑
B⊂BL
j /∈B
KL,B∆jf(a
B) =
∑
B∈SL,j
KL,B∆jf(a
B), (3.9)
|∆jf(aB)| =
∑
B⊂BL
j /∈B
KL,B|∆jf(aB)| =
∑
B∈SL,j
KL,B |∆jf(aB)|. (3.10)
From (3.6), (3.7), (3.8), and the triangle inequality in the form |∆jf(aB)| ≤ |∆jf(aB)|,
we see that the right side of (3.3) is controlled by the sums
S1 =
∑
k∈BL

∑
j∈BL
E[(∆k∆jf(a))
2|∆jf(aB)|2]
1
2

2 , (3.11)
S2 =
∑
k∈BL

∑
j∈BL
E[(∆jf(a
k))2(∆k|∆jf(aB)|)2]
1
2

2 , (3.12)
S3 =
∑
j∈BL
E[|∆jf(a)|6]
1
2 . (3.13)
Step 2. Sensitivity estimate of f and control of ∆fj and ∆k∆jf .
As announced, we apply Theorem 2 to the random variable
f(a) = AL = L
−d ∑
x∈TL
(ξ +∇φL) · a(ξ +∇φL)(x).
We thus need to compute and estimate the terms ∆jf and ∆k∆jf appearing in (3.3).
Let us introduce the notation φjL = φL(x, a
j), φkL = φL(x, a
k) (recall (3.2) and (3.4)).
Given an edge j ∈ BL such that j = (x, x+ eℓ), we use the notation ∇φL(j) for the scalar
[∇φL(x)]ℓ = φL(x+ eℓ) − φL(x), which is the forward difference of φL across the edge j.
We claim that for all j 6= k ∈ BL and q ≥ 1,
LqdE[|∆jf(a)|q] . 1 + E[|∇φL(j, a)|2q ], (3.14)
LqdE[|∆jf(aB)|
q
] . 1 + E[|∇φL(j, a)|2q ], (3.15)
L2d(∆k|∆jf(a)|)2 .
(
1 + |∇φL(j, a)|2 + |∇φL(j, ak)|2 + |∇φL(j, aj)|2
)
× (|∇∆kφL(j, a)|2 + |∇∆kφL(j, aj)|2) . (3.16)
By (2.14) in the proof of Proposition 4, we have
Ld∆jf(a) = L
d(AjL −AL) =
∑
x∈TL
(∇φjL + ξ) · (∆ja)(∇φL + ξ)(x).
We will say that the matrix ∆ja = diag[a
j(x, x+ e1)− a(x, x+ e1) , . . . , aj(x, x+ ed)−
a(x, x+ed)] is “supported on edge j” to mean that if j = (y, y+eℓ) then (∆ja(x))m,n = 0
except when x = y and m = n = ℓ. Hence
Ld∆jf(a) = ∇(φjL + x · ξ)(j)(a′(j)− a(j))∇(φL + x · ξ)(j), (3.17)
which immediately implies
Ld|∆jf(a)| . 1 + |∇φL(j, a)|2 + |∇φL(j, aj)|2.
33
34 A. GLORIA AND J. NOLEN
This estimate yields (3.14). Indeed, since φL is stationary with respect to integer shifts
and because a and aj have the same law, the random variables |∇φL(j, a)| and |∇φL(j, aj)|
are identically distributed, so that (3.14) follows.
Now we prove (3.15). Jensen’s inequality implies
|∆jf(aB)|q =
( ∑
B⊂BL
j /∈B
KL,B|∆jf(aB)|
)q ≤ ∑
B⊂BL
j /∈B
KL,B|∆jf(aB)|q.
Therefore from (3.14) we obtain
LqdE[|∆jf(aB)|q] ≤ Lqd
∑
B⊂BL
j /∈B
KL,BE[|∆jf(aB)|q] ≤ 1 + CqE[|∇φL(0, a)|2q ].
It remains to prove (3.16). If j 6= k, then (aj)k = (ak)j, and therefore we have by the
triangle inequality∣∣∆k|∆jf(a)|∣∣ ≤ |∆k∆jf(a)| = |∆kf(aj)−∆kf(a)| = |f((aj)k)−f(aj)−(f(ak)−f(a))|
= |f((ak)j)− f(ak)− (f(aj)− f(a))| = |∆jf(ak)−∆jf(a)|.
We then insert (3.17) and rearrange the terms:∣∣Ld∆k|∆jf(a)|∣∣
≤ |Ld(∆jf(ak)−∆jf(a))|
= |∇(φjkL + x · ξ)(j)(a′(j) − a(j))∇(φkL + x · ξ)(j)
−∇(φjL + x · ξ)(j)(a′(j) − a(j))∇(φL + x · ξ)(j)|
= |∇(φjkL − φjL)(j)(a′(j)− a(j))∇(φkL + x · ξ)(j)
−∇(φjL + x · ξ)(j)(a′(j) − a(j))∇(φL − φkL)(j)|
= |∇∆kφjL(j)(a′(j) − a(j))∇(φkL + x · ξ)(j)−∇∆kφL(j)(a′(j)− a(j))∇(φjL + x · ξ)(j)|.
This turns into (3.16) by Cauchy-Schwarz’ inequality. If k = j, then (aj)k = aj so that∣∣∆k|∆jf(a)|∣∣ ≤ |∆k∆jf(a)| = |∆kf(a)|. Hence we have
L2d(∆k|∆jf(a)|)2 ≤ L2d|∆kf(a)|2 . 1 + |∇φL(j, a)|4 + |∇φL(j, ak)|4 (3.18)
when j = k.
Step 3. Sensitivity estimate of ∇φL. We claim that for wk := ∆kφL(x, a), we have
|∇wk(j)| ≤ |∇x∇yGL(j, k, a)|
(
|∇φL(k, ak)|+ 1
)
, (3.19)
where∇x∇yGL(j, k, a) is the mixed second gradient of the periodic Green functionGL(x, y, a)
of Lemma 2.4 (with µ = 0) at edges j = (x, x+ eℓ) and k = (y, y + em).
Indeed, since the function wk satisfies
−∇∗ · aL∇wk = ∇∗ · (∆kaL)(∇φkL + ξ) in TL,
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the Green representation formula yields
wk(x) =
∑
y∈TL
GL(x, y, a)∇∗ · (∆kaL)(∇φkL + ξ)(y)
= −
∑
y∈TL
∇yGL(x, y, a) · (∆kaL)(∇φkL + ξ)(y). (3.20)
Hence,
∇wk(x) = −
∑
y∈TL
∇x∇yGL(x, y, a) · (∆kaL)(∇φkL + ξ)(y), (3.21)
from which (3.19) follows since ∆ka is supported on edge k, and |∆ja| ≤ 1.
Step 4. Conclusion.
It remains to combine the estimates of Steps 2 and 3 to bound the sums S1, S2, and S3
defined in (3.11)–(3.13). We start with S1. By (3.16) in Step 2 and (3.19) in Step 3, we
have
|∆k∆jf(a)|2 . L−2d
(
1 + |∇φL(j, a)|2 + |∇φL(j, aj)|2 + |∇φL(j, ak)|2
)
×
(
(1 + |∇φL(k, ak)|2)(∇x∇yGL(j, k, a))2+
+(1 + |∇φL(k, ajk)|2)(∇x∇yGL(j, k, aj))2
)
. (3.22)
for all j 6= k. All of the |∇φL|2 terms here have the same marginal distribution. Combined
with (3.15), this yields by Ho¨lder’s inequality with exponents p > 1 and q = 4 pp−1 (so that
2
q +
1
q +
1
q +
1
p = 1):
E[|∆jf(aB)|
2
(∆k∆jf(a))
2]
1
2 . L−2d
(
1 + E[|∇φL|2q]
2
q
)
E[|∇x∇yGL(k, j)|2p]
1
2p . (3.23)
By the annealed estimate (2.30) (for µ = 0) in Lemma 2.4, this turns into
E[|∆jf(aB)|2(∆k∆jf(a))2]
1
2 . L−2d
(
1 + E[|∇φL|2q]
2
q
)
(1 + |j − k|)−d. (3.24)
The same estimate holds in the case j = k; this is obtained by using (3.18) in the place of
(3.16) to bound ∆k∆jf . Therefore, we have proved
S1 . L
−3d(log(L))2
(
1 + E[|∇φL|2q]
4
q
)
.
The estimate of the sum S2 is very similar. By Jensen’s inequality (recall Remark 3.2),
and the triangle inequality,(
∆k(|∆jf(aB)|)
)2
≤
∑
B∈SL,j
KL,B
(
∆k(|∆jf(aB)|)
)2 ≤ ∑
B∈SL,j
KL,B
(
∆k(∆jf(a
B))
)2
.
If k ∈ B ⊂ BL, then ∆k(∆jf(aB)) = 0, since ∆jf(aB) doesn’t depend on a(k) in this case
(although it does depend on a′(k)). On the other hand, if k /∈ B∪{j}, then ∆k(∆jf(aB)) =
∆k∆jf(a
B) has the same as the law of ∆k∆jf(a). Consequently, by (3.14) and (3.16) in
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Step 2, (3.19) in Step 3, and Ho¨lder’s inequality as above, we obtain
E[(∆jf(a
k))2(∆k|∆jf(aB)|)2]
≤
∑
B∈SL,j
KL,BE
[
|(∆jf(ak)))2(∆k∆jf(aB))2
]
. L−4d
∑
B∈SL,j
KL,B
(
1 + E[|∇φL(j, a)|2q ]
4
q
)
E[|∇x∇yGL(k, j, a)|2p]
1
p
= L−4d
(
1 + E[|∇φL|2q]
4
q
)
E[|∇x∇yGL(k, j)|2p]
1
p .
Therefore, E[(∆jf(a
k))2(∆k|∆jf(aB)|)2]
1
2 . L−2d
(
1 + E[|∇φL|2q]
2
q
)
(1 + |j − k|)−d, as
above, which implies
S2 . L
−3d(log(L))2
(
1 + E[|∇φL|2q]
4
q
)
.
By (3.14) we also have
S3 . L
−2d
(
1 + E[|∇φL|12]
1
2
)
.
In view of Theorem 2, (3.6), (3.7), and these bounds on S1, S2, and S3 we conclude that
dK
(
f − E[f ]
L−
d
2σL
, Y
)
.
L−
d
2
σ3L
(
1 + E[|∇φL|12]
1
2
)
+
L−
d
2 logL
σ2L
(
1 + E[|∇φL|2q]
2
q
)
,
as desired.
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