Dedicated to Eiichi Bannai on the occasion of his 60th birthday a b s t r a c t A wedge product of Schur rings was introduced by K.H. Leung and S.H. Man in order to classify Schur rings over a cyclic group. The wedge product presented by Leung and Man was defined in an internal form. The external version of wedge product of Schur rings was described by Evdokimov and Ponomarenko under the name ''generalized wreath product''. The goal of this paper is to generalize this operation to arbitrary association schemes.
Introduction
Association schemes were first introduced by Bose and Shimamoto in [3] more than fifty years ago. Since then the association schemes have become one of the central objects in algebraic combinatorics. Their theory was founded in a seminal book of Bannai and Ito [2] . Quite recently a more abstract approach to association schemes was proposed by Zieschang [17] . It should be mentioned that some concepts used today in the association scheme theory were introduced much earlier for Schur rings [16] . In our paper we extend a wedge product of S-rings introduced in [13, 14, 5] to the whole class of association schemes. Note that a group-theoretical analog of this operation (sub-wreath product) was announced in [11] and described in detail in [12] .
Notation
Let X be a finite set. A (binary) relation on X is an arbitrary subset of X × X . A relational product of r, s ⊆ X × X is written as r * s. The diagonal relation on X is denoted as i X . Given a binary relation s ⊆ X 2 , we define its transposed as s t := {(y, x) | (x, y) ∈ s}. The s-neighbourhood of a point x ∈ X is denoted as xs. If s is a binary relation on X and Y ⊆ X , then s Y denotes s ∩ (Y × Y ). Analogously, if S is a set of relations, then S Y := {s Y | s ∈ S}.
If S is a set the elements of which are sets, then S ∪ denotes the union ∪ s∈S s. Given a field F, the set of all square X × X -matrices is denoted as M X (F). The usual product of two matrices A, B ∈ M X (F) is written as AB (or A · B). The Schur-Hadamard (entrywise) product is denoted by A • B. The identity and the all-one matrices are denoted as I X and J X respectively. All matrices with constant row sum form a subalgebra of M X (F) which will be denoted as M 1 X (F). The adjacency matrix of s ⊆ X 2 is denoted by A(s). If S is a set of binary relations on X , then A(S) stands for the adjacency matrix of the union A(S ∪ ).
The adjacency matrix A(α) of a function α : X → W is the adjacency matrix of the corresponding binary relation, that is A(α) xw := δ α(x)w where x ∈ X , w ∈ W .
The kernel of a function α : X → W , denoted by Ker(α), is an equivalence relation on X defined by α(x) = α(y). If s is a binary relation on X , then α(s) := {(α(x), α(y)) | (x, y) ∈ s}.
As usual α −1 (w) is a preimage of w ∈ W . If s is a binary relation on W , then α −1 (s) :
We say that α is regular if |α −1 (w)| does not depend on a choice of w ∈ W . In particular, a regular function is always surjective. A superposition of two functions is written as αβ and (αβ)(x) = α(β(x)).
If P and S are partitions of the same set, then P S will mean that S is a refinement of P .
Association schemes
Most of our notations related to association schemes follow [17] .
An association scheme is a pair (X, S) where X is a finite set and S is a partition of X × X which satisfies the following conditions (AS1) i X ∈ S; (AS2) ∀ s∈S s t ∈ S; (AS3) for each triple r, s, t ∈ S there exists a non-negative integer p str such that |xr ∩ ys t | = p rst holds for each pair (x, y) ∈ t.
Note that it follows from the axioms that the number |xs|, x ∈ X does not depend on x. It is called the valency of s and is denoted as n s . If T ⊆ S, then n T := s∈T n s .
Let F be an arbitrary field. The vector subspace of M X (F) spanned by the adjacency matrices A(s), s ∈ S is a subalgebra of M X (F) which is called the adjacency algebra of (X, S) and is denoted by F[S]. The basis A(s), s ∈ S is called the standard basis of F[S]. The X × X -matrix A(S) defined by A(S) xy = s whenever (x, y) ∈ s is called the adjacency matrix of S. Since all the matrices of the standard basis have constant row sum, we always have that F[S] ⊆ M 1 X (F). The adjacency algebra contains I X , J X and is closed with respect to ·, • and t . The theorem below is a folklore, so we omit its proof.
is an adjacency algebra of some association scheme if and only if it contains I X , J X and is closed with respect ·, • and t .
Given two association schemes (X, S) and (X, R) defined on the same set X , we say that S is a fusion
Given two subsets E, F of S, we define their complex product [17] EF as a set of all s ∈ S the adjacency matrices of which appear in the product A(E)A(F ) with non-zero coefficients. We write ef and eF instead of {e}{f } and {e}F respectively.
Closed subsets
A subset N of S is called closed [17] , denoted as N ≤ S, if mn t ⊆ N holds for all m, n ∈ N. An equivalent characterization is this: N ⊆ S is closed iff N ∪ is an equivalence relation on X . If N ≤ S, then the subspace C[N] spanned by the adjacency matrices A(n), n ∈ N contains I X and is closed with respect to ·, • and t .
Each closed subset N ≤ S determines two types of left/right cosets: the geometric and the algebraic ones. The geometric (algebraic) left cosets are subsets of X (subsets of S) of the form xN, x ∈ X (gN, g ∈ S, resp.). Both types of cosets form a partition of the corresponding set which are denoted by X /N and S/N respectively.
A closed subset N ≤ S determines a quotient scheme and a family of subschemes of S. The point set of a quotient scheme consists of geometric cosets xN, x ∈ X . The relation set of the quotient scheme is defined as follows S/ /N :
The quotient scheme is denoted as (X/N, S/ /N).
A subscheme (X, S) xN is an association scheme with the point set xN and the set of relations {s xN | s ∈ N}.
A closed subset N ≤ S is called normal, denoted as N S, if Ns = sN for each s ∈ S. This is equivalent to saying that A(N) is contained in the center of the algebra C[S].
In what follows we need the following elementary statement. 
According to [17] (Theorem 1.5.4), n TsT = n T n s T . Now the claim follows.
Products of association schemes
There are various kinds of association scheme products. Some of them, like semi-direct [4] and exponentiation [6] are defined between a scheme and a group. In this subsection we consider those products which may be constructed between arbitrary schemes.
Given two schemes (X, S) and (Y , R), one can define their tensor product, [15] (direct product in [17] ) as a scheme on the set X × Y the relations of which are
In what follows we write S ⊗ R for the set {s ⊗ r | s ∈ S and r ∈ R}. The scheme S ⊗ R has a natural fusion which is called the wreath product of S and R, denoted by S R. Its relations are
Note that this operation is a particular case of the wreath product of cellular algebras proposed in [15] . ∪ · · · . ∪ Ns k , s 1 = i X be a decomposition of S into a disjoint union of algebraic N-cosets. Let L ≤ R be an arbitrary closed subset. Then the crested product is a fusion of S ⊗ R the basic relations of which are
In what follows we denote the crested product as S N ⊗ L R.
Epimorphisms of association schemes
Let (X, S) and (W , R) be two association schemes. A scheme epimorphism [17] is a mapping ϕ :
In what follows we write Ker(ϕ) for Ker(ϕ S ) and A(ϕ) for A(ϕ X ).
A scheme epimorphism with a normal kernel will be called normal. A scheme epimorphism with a trivial kernel is called a scheme isomorphism.
An algebraic isomorphism between two schemes (X, S) and (W , R) is a bijection ϕ : S → R such that its linear extension is an isomorphism between the adjacency algebras. In other words, ϕ is an algebraic isomorphism if and only if it preserves the structure constants, that is p srt = p ϕ(s)ϕ(r)ϕ(t) holds for each triple r, s, t ∈ S. Note that if ϕ : X ∪ S → W ∪ R is a scheme isomorphism, then ϕ S is an algebraic isomorphism between S and R. Proposition 1.3. Let (X, S) and (W , R) be association schemes. Let ϕ : X ∪ S → W ∪ R be a scheme epimorphism. Then for s ∈ S and r ∈ R the following hold:
A(ϕ(s)).
By the Homomorphism Theorem [17] , ϕ induces an isomorphism between the schemes (X/Ker(ϕ), S/ /Ker(ϕ)) and (Y , W ). Therefore n s Ker(ϕ) = n ϕ(s) , and, consequently,
(b) Pick an arbitrary pair x, y ∈ X . Then
Remark. Part (b) of the above statement is true for any function ϕ : X → W and arbitrary relation r ⊆ W 2 .
The construction
Let (X, G) be an association scheme and
Assume that for each i there exist an association scheme (Y i , B i ) and a scheme normal epimorphism
is commutative for all i = 2, . . . , m. Note that Eq.
Assuming that Y i 's are pairwise disjoint we set 
for each g, h ∈ G where p gh are the structure constants of (X, G).
where q abc are the structure constants of B 1 .
The association scheme described in the theorem below will be called the wedge product of
and (X, G).
). Moreover, let K := Ker(ψ 1 ). Then:
Proof. STEP A. A is an adjacency algebra of an association scheme.
Since
and is closed with respect to t . Thus we have to show that A is closed with respect to • and ·. Since each of the summands is closed with respect to both of these operations, it is sufficient to show that
For this purpose we pick arbitrary b ∈ B 1 and g ∈ G and compute the products
Thus
Step
By Proposition 1.3, part (d) we obtain
Since ϕ i is an algebraic isomorphism, n ϕ i (b) = n b . The diagram (2) is commutative, therefore
Since d ∈ D,
Thus (3) may be rewritten in the matrix form or, in the matrix form
Since A(ψ ) t A(ψ ) = |Y | |X| I X , we can rewrite the latter equality as follows
Hence the matrices A(x), x ∈ B 1 ∪ (G \ D) are linearly independent. It remains to show that they span A. 1 (d 1 ) )), and, consequently,
Since the matrices
It follows from Proposition 2.1 that A(i X )A(ḡ) = |Y | |X| A(ḡ). Therefore
Summing up the latter equality by b ∈ B 1 we obtain A( K )A(ḡ) = n K A(ḡ). The second equality follows from A( K )A(g t ) = n K A(g t ).
. If x ∈ G \ D, then the equality A(x)A( K ) = A( K )A(x) follows from the previous step. If x ∈ B 1 , then x = b for some b ∈ B 1 and the equality A(x)A( K ) = A( K )A(x)
An important partial case of this construction appears if D is trivial. In this case commutative diagram (2) transfers to a more simple condition: the schemes (Y i , B i ) should be pairwise algebraically isomorphic. This is a well-known wreath product construction proposed in [15] . If the schemes (Y i , B i ) are pairwise isomorphic, then we obtain a wreath product described in the previous section. The properties of a wedge product given in parts (a) and (b) of Theorem 2.2 are characteristic for this operation. More precisely, we have the following. Theorem 2.3. Let (Y , S) be a scheme and K ≤ B closed subsets of S such that:
Then S is a wedge product of the schemes (Y , S) yB and (Y /K , S/ /K ).
The proof of this theorem is straightforward, so we leave it to the reader. It follows from this theorem that a crested product S N ⊗ L R mentioned in the previous section is a partial case of the wedge product whenever N is non-trivial and L is proper. Indeed by choosing K := N ⊗ {i Y } and B := S ⊗ L we satisfy the assumptions of Theorem 2.3. Hence S N ⊗ L R is a wedge product of S ⊗ L and S/ /N ⊗ R.
Wedge product of thin association schemes
In this section we apply the above construction to thin schemes. More precisely, we show that each group homomorphism α : B → G gives rise to a wedge product of thin association schemes.
Recall that a thin association scheme [17] (regular scheme in [7] ) corresponding to a finite group G 
It is easy to check that these mappings yield a commutative diagram (2) . 
The relationḡ corresponding to g ∈ G \ D has the following form
While the relations { b} do not depend on a transversal {g 1 , . . . , g m }, the relationsḡ, g ∈ G do depend on a choice of coset representatives. We claim that a change of a transversal yields an isomorphic scheme. Indeed, let g i := d i g i , d i ∈ D, i = 1, . . . , m be another transversal and { g} g∈G\D be relations defined by (4) with respect to a new transversal. Then
showing that g γ =ḡ. Since a transversal change yields an isomorphic scheme, it depends only on a homomorphism α : B → G. For this reason, we denote this scheme as B α G.
Example. Let B = G = {e, a, b, c} be a Klein 4-group with identity e. Take α : B → G defined as follows, α(e) = α(a) = e, α(b) = α(c) = a. Then D = {e, a} and we can choose g 1 = e, g 2 = b. The adjacency matrix of the scheme G α B has the following form
cbbcc a e c bbbcc b c e accbb c b a eccbb bbcc e a b c bbcc a e c b ccbb b c e ā ccbb c b a e
In the statement below, O θ (S) and O θ (S) mean a thin radical and a thin residue in the sense of [17] . 
The automorphism group of B α G
In order to describe the automorphism group we need more notation. Let σ (f ) ∈ S m , f ∈ G denote the permutation corresponding to right multiplication by f , that is Dg i f = Dg i σ (f ) . Thus g i fg −1 i σ (f ) ∈ D for each i ∈ [1, m] and f ∈ G. Let τ : D → B be an arbitrary injection which satisfies α(τ (d)) = d, d ∈ D. The set τ (D) is a transversal of K -cosets in B.
For = (bk i , i). To check an inclusionG ⊂ Aut(B α G) let us pick an arbitrary f ∈ G. If ((a, i), (c, j)) ∈ b, then i = j and ac −1 = b. It follows from (a, i)f = (aρ(f , i), i σ (f ) ),
Now take a pair ((a, i), (c, j)) ∈ḡ. Then α(a)g i (α(c)g j ) −1 = g. Applyingf we obtain (a, i)f = (aρ(f , i), i σ (f ) ), (c, j)f = (cρ(f , j), j σ (f ) ).
Therefore the pair ((b, i), (a, j))f belongs to the relationḡ where
Together with ρ(f , k) = τ (g k fg −1 k σ (f ) ) and α(τ (d)) = d, we obtain that 
Therefore the automorphismf p −1 stabilizes the coset (K , 1) setwise. Since K is the thin residue of B α G, each automorphism of B α G which fixes setwise one geometric K -coset should fix setwise every geometric
It follows from the proof of the above proposition that A := Aut(B α G) = K mG acts transitively on the set of geometric K -cosets. The kernel of this action is K m . This gives us an isomorphism K mG /K m ∼ = G and |K mG | = |K | m |G|. Since A acts transitively on the set of geometric K -cosets and K m acts transitively inside every K -coset, the group A is transitive on Y . A stabilizer A (e,1) of a point (e, 1) (e is the identity element of B) consists of all tuples (k 1 , . . . , k m ) ∈ K m where k 1 = e. The lengths of its orbits are either 1 or |K |. The singleton orbits are those of the form {(b, 1)}. Since the orbit lengths of a point stabilizer coincide with the valencies of the scheme, the scheme B α G is Schurian. The statement below gives a criterion when a scheme B α G may be realized as a Schur ring over a finite group. . We claim that F ≤ K mG . Pick an arbitrary element ι −1 (λ(h, * )), κ(h) ∈ F . Applying π to ι(B)h i h = ι(B)h i κ(h) we obtain Dg i π(h) = Dg i κ(h) . Combining this with Dg i π (h) = Dg i σ (π(h)) we obtain κ(h) = σ (π (h)). Consider an elementπ (h) = (ρ(π (h), * ), σ (π (h))). It follows from α(ι −1 (λ(h, i))) = α(ι −1 (h i hh −1 i κ(h) )) = π (h i hh −1 i κ(h) ) = g i π (h)g −1 i σ (π(h)) = α(τ (g i π (h)g −1 i σ (π(h)) )) = α(ρ(π (h), i)) that ι −1 (λ(h, i))K = ρ(π (h), i)K . Therefore ι −1 (λ(h, * )), κ(h) ∈ K mπ (h) implying F ≤ K mG .
Necessity. Now let H be a regular subgroup of K mG . The mapping (k 1 , . . . , k m )f → f is a group epimorphism. Let us denote its restriction on H as π . Note that π (h) is a unique element f ∈ G with the property (K , 1) h = (K , 1)f . Since H is regular on B × [m], for each b ∈ B there exists a unique ι(b) ∈ H such that (e, 1) ι(b) = (b, 1) (recall that e is the identity element of B). It is clear that ι is an injective mapping. Let us check that it is a homomorphism. Indeed, the pairs (a, 1) and (e, 1) are related via a. Therefore the pairs (a, 1) ι(b) and (e, 1) ι(b) = (b, 1) are related via a as well. Hence (a, 1) ι(b) = (ab, 1) = (e, 1) ι(ab) . This implies (e, 1) ι(a)ι(b) = (a, 1) ι(b) = (e, 1) ι(ab) ⇒ ι(a)ι(b) = ι(ab).
Write f := π (ι(b)), b ∈ B. Then (K , 1)f = (K , 1) ι(b) = (Kb, 1). On the other hand, (K , 1)α (b) = (K τ (α(b)), 1) = (Kb, 1). Since G acts regularly on the blocks (Kb, i), the equality (K , 1)f = (K , 1) 
