Variance reduced stochastic gradient (SGD) methods converge significantly faster than the vanilla SGD counterpart. However, these methods are not very practical on large scale problems, as they either i) require frequent passes over the full data to recompute gradients-without making any progress during this time (like for SVRG), or ii) they require additional memory that can surpass the size of the input problem (like for SAGA).
Introduction
We study optimization algorithms for empirical risk minimization problems f : R d → R of the form
where each f i : R d → R is L-smooth. Problems with this structure are omnipresent in machine learning, especially in supervised learning applications (Bishop, 2016) .
Stochastic gradient descent (SGD) (Robbins and Monro, 1951) is frequently used to solve optimization problems in machine learning. One drawback of SGD is that it does not converge at the optimal rate on many problem classes (cf. (Nemirovski et al., 2009; Lacoste-Julien et al., 2012) ). Variance reduced methods have been introduced to overcome this challenge. Among the first of these methods were SAG (Roux et al., 2012) , SVRG (Johnson and Zhang, 2013) , SDCA (Shalev-Shwartz and Zhang, 2013) and SAGA (Defazio et al., 2014) . The variance reduced methods can roughly be divided in two classes, namely i) methods that achieve variance reduction by computing (non-stochastic) gradients of f from time to time, as for example done SVRG, and ii) methods that maintain a table of previously computed stochastic gradients, such as done in SAGA.
Whilst these technologies allow the variance reduced methods to converge at a faster rate than vanilla SGD, they do not scale well to problems of very large scale. The reasons are simple: i) not only is computing a full batch gradient ∇f (x) almost inadmissible when the number of samples n is large, the optimization progress of SVRG completely stalls while this expensive computation takes place. This is avoided in SAGA, but ii) at the cost of O(dn) additional memory. When the data is sparse and the stochastic gradients ∇f i (x) are not, the memory requirements can thus surpass the size of the dataset by orders of magnitude.
In this work we address these issues and propose a class of variance reduced methods that have i) shorter stalling phases of only order O(n/k) at the expense of onlyÕ(kd) additional memory. Here k is a parameter that can be set freely by the user. To get short stalling phases, it is advisable to set k such as to fit the method complexity additional memory in situ ∇f i comp. no full pass Gradient Descent O(nκ log 1 ) Table 1 : Comparison of running times and (additional) storage requirement for different algorithms on strongly convex functions, where κ = L/µ denotes the condition number. Most algorithms require in situ computations of many ∇f i (x) for the same x without making progress. The longest such stalling phase is indicated, sometimes amounting to a full pass over the data (also indicated).
capacity of the fast memory of the system. We show that the new methods converge as fast as SVRG and SAGA on convex and non-convex problems, but are more practical for large n. As a side-product of our analysis, we also crucially refine the previous theoretical analysis of SVRG, as we will outline in Section 1.2 below.
SVRG, SAGA and k-SVRG
SVRG is an iterative algorithm, where in each each iteration only stochastic gradients, i.e. ∇f i (x) for a random index i ∈ [n], are computed, much like in SGD. In order to attain variance reduction a full gradient ∇f (x) is computed at a snapshot point in every few epochs. There are three issues with SVRG: i) the computation of the full gradient requires a full pass over the dataset. No progress (towards the optimal solution) is made during this time (see illustration in Figure 1 ). On large scale problems, where one pass over the data might take several hours, this can yield to wasteful use of resources; ii) the theory requires the algorithm to restart at every snapshot point, resulting in discontinuous behaviour (see Fig. 1 ) and iii) on strongly convex problems, the snapshot point can only be updated every Ω(κ) iterations (cf. (Bubeck, 2014; Johnson and Zhang, 2013) ), where κ = L/µ denotes the condition number (see (9)). When the condition number is large, this means that the algorithm relies for a long time on "outdated" deterministic information.
In practice-as suggested in the original paper by Johnson and Zhang (2013) -the update interval is often set to O(n), without theoretical justification. SAGA circumvents the stalling phases by treating every iterate as a partial snapshot point. That is, for each index i ∈ [n] a full dimensional vector is kept in memory and updated with the current value ∇f i (x) if index i is picked in the current iteration. Hence, intuitively, in SAGA the gradient information at partial snapshot point does have more recent information about the gradient as compared to SVRG.
A big drawback of this method is the memory consumption: unless there are specific assumptions on the structure 1 of f , this requires O(dn) memory (sparsity of the data does not necessarily imply sparsity of the gradients). For large scale problems it is impossible to keep all data available in fast memory (i.e. cache or RAM) which means we can not run SAGA on large scale problems which do not have GLM structure. Although SAGA can sometimes converge faster than SVRG (but not always, cf. (Defazio et al., 2014) ), the high memory requirements prohibit it's use. One main advantage of this algorithm is that the convergence can be proven for every single iterate 2 -thus justifying stopping the algorithm at any arbitrary time-whereas for SVRG convergence can only be proven for the snapshot points.
We propose k-SVRG, a class of algorithms that addresses the limitations of both, SAGA and SVRG. Compared to SVRG the proposed schmes have a reduced memory footprint of onlyÕ(kd) and therefore allow to optimally use the available (fast) memory. Compared to SVRG the schemes avoid long stalling phases on large scale applications (see Fig. 1 ). The methods do not require restarts and show smoother convergence than SVRG (see Fig. 1 ). As for SVRG, the convergence can only be guaranteed for snapshot points. However, unlike as in the original SVRG, the proposed 1-SVRG updates the snapshot point every SVRG recomputes the gradient at the snapshot point which yields to stalling for a full epoch both with respect to computation (left) and memory access (middle). SAGA requires only one stochastic gradient computation per iteration (left), but also one memory access (middle: roughly the identical performance as SVRG w.r.t. memory access). Right: k-SVRG does not reset the iterates at a snapshot point and equally distributes the stalling phases.
single epoch (n iterations) and thus provides more fine grained performance guarantees than the original SVRG with Ω(κ) iterations between snapshot points.
Contributions
We present k-SVRG, a limited memory variance reduced optimization algorithm that combines several good properties of SVRG as well as of SAGA. We propose two variants of k-SVRG that require to storeÕ(k) vectors and enjoy the theoretical convergence guarantees, and one (more practical) variant that requires only 2k additional vectors in memory. Some key properties of our proposed approaches are:
• Low memory requirements (like SVRG, unlike SAGA): We break the memory barrier of SAGA. The required additional memory can freely be chosen by the user (parameter k) and thus all available fast memory (but not more!) can be used by the algorithm.
• Avoiding long stalling phases (like SAGA, unlike SVRG): This is in particular useful in large scale applications.
• Refinement of the SVRG analysis. To the best of our knowledge we present the first analysis that allows arbitrary sizes of inner loops, not only Ω(κ) as was supported by previous results.
• Linear convergence on strongly-convex problems (like SVRG, SAGA), cf. Table 1 .
• Convergence on non-convex problems (like SVRG, SAGA).
Outline. We informally introduce k-SVRG in Section 2 and give the full details in Section 3. All theoretical results are presented in Section 4, the proofs can be found in Appendix C and D. We discuss the empirical performance in Section 5.
Related Work
Variance reduction alone is not sufficient to obtain the optimal convergence rate on problem (1). Accelerated schemes that combine the variance reduction with momentum as in Nesterov's acceleration technique (Nesterov, 1983) achieve optimal convergence rate (Allen-Zhu, 2017; Lin et al., 2015) . We do not discuss accelerated methods in this paper, however, we assume that it should be possible to accelerate the presented algorithm with the usual techniques. There have also been significant efforts in developing stochastic variance reduced methods for non-convex problems (Allen-Zhu and Yuan, 2016; Reddi et al., 2016b Reddi et al., , 2015 Allen-Zhu and Hazan, 2016; Shalev-Shwartz, 2016; Paquette et al., 2018) . We will especially build on the technique proposed in (Reddi et al., 2016b) to derive the convergence analysis in the non-convex setting.
Recent work has also addressed the issue of making the stalling phase of SVRG shorter. In ) the authors propose SCSG, a method that makes only a batch gradient update instead of a full gradient update. However, this gives a slower rate of convergence (cf. Table 1 ). In another line of work, there was an effort to combine the SVRG and SAGA approach in an asynchronus optimization setting (Reddi et al., 2015) (HSAG) to run different updates in parallel. HSAG interpolates between SAGA and SVRG "per datapoint" which means snapshot points corresponding to indices in a (fixed) set S are updated like in SAGA, whereas all other snapshot points are updated after each epoch. This is orthogonal to our approach: we treat all datapoints "equally". All snapshot points are updated in the same, block-wise fashion. Also, convergence of HSAG is not guaranteed for every value of k. In another line of work Hofmann et al. (2015) studied a version of SAGA with more than one update per iteration.
k-SVRG: A Limited Memory Approach
In this section, we informally introduce our proposed limited memory algorithm k-SVRG. For this, we will first present a unified framework that allows us to describe the algorithms SVRG and SAGA in concise notation. Let x 0 , x 1 , . . . , x T denote the iterates of the algorithm, where
, of the objective function (1) we denote by θ i ∈ R d the corresponding snapshot point. The updates of the algorithms take the form
with
where η > 0 denotes the stepsize, and i t ∈ [n] an index (typically selected uniformly at random from the set [n]). The updates of SVRG and SAGA can both be written in this general form, as we will review now.
SVRG As mentioned before, SVRG maintains only one active snapshot point x, i.e.
Instead of storing all components ∇f i (x) separately, it suffices to store one single snapshot point x as well as ∇f (x) in memory, as all components of the gradient ∇f i (x) can be recomputed when applying the update (2). This results in a slight increase in the computation cost, but in drastic reduction in the memory footprint. SAGA The update of SAGA takes exactly the form (2). In general θ i = θ j for i = j. Thus all θ i parameters need to be kept in memory. In practice often ∇f i (θ i ) is stored instead, as this avoids recomputation of ∇f i (θ i ). k-SVRG As a natural interpolation between those two algorithms we propose the following: instead of maintaining just one single snapshot point or n of them, just maintain a few. Precisely, the proposed algorithm maintains a set of snapshot points Θ ⊂ R d of cardinalityÕ(k log k), with the property θ i ∈ Θ for each i ∈ [n]. Therefore, it suffices to store only Θ in the memory, and a mapping from each index i to its corresponding element in Θ. This needsÕ((dk + n) log k) memory. Opposed to SAGA, it is not adviced to store ∇f i (θ i ) directly, as this would require O(dn) memory. k 2 -SVRG We also propose a heuristic variant of k-SVRG that maintains at most 2k snapshot points.
This method comes without theoretical convergence rates, however, it shows quite good performance in practice.
We will give a formal definition of the algorithm in the next Section 3. Below we introduce some notation that will be needed later.
Notation
Our algorithm consists of updates of two types: updates of the iterates as in (2), performed in the inner loop and the updates of the snapshot points at the end of the inner loops (thus constituting the outer loop).
for t = 0 . . . − 1
7:
pick i t ∈ [n] uniformly at random 8:
end for
13:
if variant k-SVRG-V2(q) 
In k-SVRG-V2(q), we sample q indices without replacement from [n] at the end of the m th outer loop, which form the set Φ m , and then update the snapshot points as before in (6). The suggested choice of q is O(n/k), and whenever we drop the argument, we simply set q = = n/k . Memory Requirement. To estimate the memory requirement we need to know the number of different elements in the set Θ of snapshot points. The well-studied Coupon-Collector problem (cf. (Holst, 1986) ) tells us that in expectation there are O(n log n) uniform samples needed to pick every index of the set [n] at least once. In Algorithm 1 precisely samples are picked in each iteration of the inner loop, which implies each single index in [n] gets picked after O(k log k) outer loops. Thus there are in expectation only O(k log k) different different snapshot points at any time (n ≤ k ). These statements do also hold with high probability at the expense of additional poly-log factors in n. Thus,Õ((dk + n) log k) memory suffices to invoke Algorithm 1. We can enforce a hard limit on the memory by slightly violating the random sampling assumption: instead of sampling without replacement in k-SVRG-V2, we just process all indices according to a random permutation, and reshuffle after each epoch (the pseudocode is given in Algorithm 2 in Appendix A). Clearly, as we process the indices by the order given by random permutations, each index gets picked at least once every 2n iterations, i.e. at least once after 2n/ ≤ 2k outer loops. Therefore, there are at most 2k distinct snapshot points at any time. th outer loop (to not clutter the nation we assumed here n = k ). We give the pseudocode for k 2 -SVRG in Appendix A.
Remark 1 (Implementation). One of the main advantages of k-SVRG is that no full pass over the data is required at the end of an outer loop. The update ofx m+1 in line 12 can be computed on the fly with the help of an extra variable. To implement the update of the θ i 's on line 17 we use the compressed representation of the set Θ as discussed above. The update ofᾱ m+1 in line 18 requires 2 gradient computations for k-SVRG-V2, but only for k-SVRG-V1, as
for computed values α m i for i ∈ Φ m .
Theoretical Analysis
In this section, we provide the theoretical analysis for the proposed algorithms from the previous section. We will first discuss the convergence in the convex case in Section 4.1 and then later will discuss the convergence in the non-convex setting in Section 4.2. For both cases we will assume that the functions
Strongly Convex Problems
In this subsection we additionally assume f to be µ-strongly convex for µ > 0, i.e. we assume it holds:
It will also become handy to denote
, following the notation in (Hofmann et al., 2015) .
Lyapunov Function. Similar as in (Defazio et al., 2014) and (Hofmann et al., 2015) , we show convergence of the algorithm by studying a suitable Lyapunov function. In fact, we are using the same family of functions as in (Hofmann et al., 2015) where L : R n × R → R is defined as follows:
with γ := ηn L and 0 ≤ σ ≤ 1 a constant parameter that we will set later. We will evaluate this function at tuples (x m , H m ), where x m = x m 0 are the iterates of the algorithm. In order to show convergence we therefore also need to define a sequence of parameters H m that are updated in sync with x m . Clearly, if
We will now proceed to define a sequence H m with this property. It is important to note that these quantities do only show up in the analysis, but neither need to be be computed nor updated by the algorithm.
Similar as in (Hofmann et al., 2015 ), we will define quantities H m i with the property
2 , and thus their sum,
We initialize (conceptually) α
, and then update the bounds H m i in the following manner:
Here Φ m denotes the set of indices that are used to computex m+1 in either k-SVRG-V1 or k-SVRG-V2, see Algorithm 1.
Convergence Results. We now show the linear convergence of k-SVRG-V1 (Theorem 2) and k-SVRG-V2 (Theorem 1).
Proof Sketch. By applying Lemmas 3 and 4, we directly get the following relation:
where p 2 and r 2 are constants that will be specified in the proof. From this expression it becomes clear that we get the statement of the theorem if we can ensure p 2 ≤ (1 − ηµ) and r 2 ≥ 0. These calculations will be detailed in the proof in Appendix C.
Theorem 2. Let {x m } m≥0 denote the iterates in the outer loop of k-SVRG-V1. If µ > 0, and step size
Proof. The proof of Theorem 2 is very similar to the one of Theorem 1. A detailed proof is provided in the Appendix C.
Let us state a few observations:
Remark 2 (Convergence rate). Both results show convergence at a linear rate. The convergence factor (1 − ηµ) is the same that appears also in the convergence rates of SVRG and SAGA. For SAGA a decrease by this factor can be show in every iteration for the corresponding Lyapunov function. Thus, after steps, SAGA achieves a decrease of (1 − ηµ) , i.e. of the same order 3 as k-SVRG. On the other hand, the proof for SVRG shows decrease by a constant factor after κ iterations. The same improvement is attained by k-SVRG after min{ n/ , κ/ } inner loops, i.e. min{n, κ} total updates. Hence, our rates do not fundamentally differ from the rates of SVRG and SAGA (in case n κ we even improve compared to the former method), but they provide an interpolation between both results.
Remark 3 (Relation to SVRG). For k = 1 and q = = n, our algorithms resemble SVRG with geometric averaging. However, our proof gives the flexibility to prove convergence of SVRG with inner loop size n, instead of Ω(n + κ) as in Johnson and Zhang (2013) . The analysis of SVRG is further strengthened in many subtle details, for instance we dont require x m =x m as in vanilla SVRG, we have shorter stalling phases (for k 1) and the possibility to choose q and differently opens more possibilities for tuning.
Remark 4 (Relation to SAGA). In SAGA, exactly one snapshot point is updated per iteration. The same number of updates are performed (on average) per iteration for the setting q = . Hofmann et al. (2015) study a variant of SAGA that performs more updates per iteration (q ≥ ), but there was no proposal of choosing q < .
Remark 5 (Dependence of the convergence rate on q and k). For ease of presentation we have state here the convergence results in a simplified way, omitting dependence on k entirely (see also Remark 2). However, some mild dependencies can be extracted from the proof. For instance, it is intuitively clear that choosing a larger q in Theorem 1 should yield a better rate. This is indeed true. Moreover, also setting q < /3 smaller will still give linear convergence, but at a lower rate. For our application we aim to choose q as small as possible (reducing computation), without sacrificing too much in the convergence rate.
In the rest of this subsection, we will give some tools that are required to prove Theorems 1 and 2. The proof of both statements is given in Appendix C. Lemma 3 establishes a recurrence relation between subsequent iterates in the outer loop.
Lemma 3. Let {x m } m≥0 denote the iterates in the outer loop of Algorithm 1. Then it holds:
We further need to bound the expression α m i − ∇f i (x ) 2 that appears in the right hand side of equation (16). Recall that we have already introduced bounds
2 for this purpose. We now follow closely the machinery that has been developed in (Hofmann et al., 2015) in order to show how these bounds decrease (in expectation) from one iteration to the next.
Lemma 4. Let the sequence {H m } m≥0 be defined as in Section 4.1 and updated according to equation (12) and let {x m } m≥0 denote the sequence of snapshot points in Algorithm 1. Then it holds:
where
Non-convex Problems
In this section, we discuss the convergence of the proposed algorithm for non-convex problems. In order to employ Algorithm 1 on non-convex problems we use the setting µ = 0. We limit our analysis for only non-convex smooth functions. Throughout the section, we assume that each f i is L-smooth (8), and provide the convergence rate of algorithm k-SVRG-V2 only. However, convergence of the algorithm k-SVRG-V1 for the non-convex case can be shown in the similar way as for k-SVRG-V2. The convergence also extends to the class of gradient dominated functions by standard techniques (cf. (Reddi et al., 2016b; Allen-Zhu and Yuan, 2016) ). We follow the proof technique from (Reddi et al., 2016b) to provide the theoretical justification of our approach. However, the proof is not straight forward, due to the difficulty that is imposed by the block wise update of the snapshot points in k-SVRG-V2.
Lyapunov Function. For the analysis of our algorithms, we again choose a suitable Lyapunov function similar to the one chosen in (Reddi et al., 2016b) . In the following, let M denote the total number of outer loops performed.
where {c m } M m=0 denotes a sequence of parameters that we will introduce shortly (note the superscript indices). By initializing θ
These two properties will be exploited in the proof below. Similar to the previous section, we define quantities H m := that will be used in the proof:
with b 1 := (1 − 2L 2 η 2 2 ) −1 and γ ≥ 0 a parameter that will be specified later. As mentioned, we will set c M = 0 and (20) 
Convergence Results. Now we provide the main theoretical result of this subsection. Theorem 5 shows sub-linear convergence for non-convex functions. 
where Γ := min 0≤m≤M −1 Γ m . In particular, for parameters η = 1 5Ln 2/3 , γ = L n 1/3 and = 3 2 n 1/3 and n > 15 it holds:
Proof Sketch. We need to rely on some technical results that will be presented in Lemmas 6, 7 and 8 below. Equation (23) can be readily be derived from Lemma 8 by first taking expectation and then using telescopic summation. Since Γ = min 0≤m≤M −1 Γ m , we get:
By setting θ
. We find a lower bound on Γ as a final step in our proof. Details about all the constants are given in detail in the Appendix D.
Remark 6 (Upper bound on ). It is important to note here that unlike in the convex setting, Theorem 5 does not allow to set the number of steps in the inner loop, i.e. , arbitrarily large. That essentially means that the number of snapshot points cannot be reduced below a certain threshold in k-SVRG-V2 for non-convex problems. The limitation on occurs due to the fact that we cannot work with a Lyapunov function which only depends on the inner loop iteration as done in (Reddi et al., 2016a) and hence the expected variance keeps on adding itself to the next variance term which finally gives an extra dependence of the order 2 . But we do believe that the limitation on can be improved further. Besides that limitation on , we get the same convergence rate for our method as that of non-convex SVRG and non-convex SAGA. 
This result suggests that we now should relate the variance of the stochastic gradient update with the expected true gradient and the Lyapunov function. This is done in Lemma 7, with the help of the result from Lemma 11 which is provided in Appendix D.
Lemma 7. Consider the setting of Theorem 5. Upon completion of the m th outer loop it holds:
Finally, we can proceed to present the most important lemma of this section from which the main Theorem 5 readily follows. 
Experiments
To support the theoretical analysis, we present numerical results on 2 -regularized logistic regression problems, i.e. problems of the form
The regularization parameter λ is set to 1/n, as in (Nguyen et al., 2017) . We use the datasets covtype(train,test) and MNIST(binary) 4 . Some statistics of the datasets are summarized in all experiments we use x 0 = 0 and perform a warm start of the algorithms, that is we provide ∇f (x 0 ) as input. Several cold start procedures (where ∇f i are injected one by one) have been suggested (cf. (Defazio et al., 2014) ) but discussing the effects of these heuristics is not the focus of this paper.
We conduct experiments with SAGA, SVRG (we fix the size of the inner loop to n) and the proposed k-SVRG for k = {1, 10, 100, 1000} in all variants (k-SVRG-V1, k-SVRG-V2 and k 2 -SVRG). For simplicity we use the parameters l = q = n/k throughout.
The running time of the algorithms is dominated by two important components: the time for computation and the time to access the data. The actual numbers depend on the hardware and problem instances. Fig. 1 (left) . We count the number of gradient evaluations of the form ∇f i (x). In SAGA, each step of the inner loop only comprises one computation, whereas for SVRG, two gradients have to be computed in the inner loop. The figure nicely depicts the stalling of SVRG after one pass over the data (when a full gradient has to be computed in situ).
Gradient Computations (#GC).
Effective Data Reads (#ER). Fig. 1 (middle) . We count the number of access to the data, that is when a d-dimensional vector needs to be fetched from memory. In the SVRG variants this is one data point in each iteration of the inner loop, and O( n/k ) data points when updating the gradients (see Remark 1). For SAGA in each iteration two values have to be fetched. For the k-SVRG variants the stalling phases are more equally distributed (for k large). Moreover, there is no big jump in function value as the current iterate does not have to be updated (a difference to SVRG).
Illustrative Experiment, Figure 1
For the results displayed in Figure 1 in Section 1.1 we set the learning rate to an artificially low value η = 0.1/L for all algorithms. This allows to emphasize the distinctive features of each method. Figure 4 in the appendix depicts additional k-SVRG variants for the same setting.
Experiments on Large Datasets
Due to the large memory constrained of SAGA, we do not run SAGA on large scale problems. Even though for every method there is a theoretical safe stepsize η, it is common practice to tune the stepsize according to the dataset (cf. (Defazio et al., 2014; Schmidt et al., 2017) ). By extensive testing we determined the stepsizes that achieve the smallest training error after 10n #ER for covtype (test) and after 30n #ER for mnist. 5 The determined optimal learning rates are summarized in Table 3 . For covtype (train) we figured η = 5.7/L is a reasonable setting for all algorithms.
In Figure 2 we compare all algorithms on mnist. We observe that k 2 -SVRG performs best on mnist, followed by the other k-SVRG variants which perform very similar to SVRG. In Figure 3 we compare all algorithms on covertype (train) and the picture is similar: k 2 -SVRG works the best, followed by k-SVRG-V1, then k-SVRG-V2 and all variants of k-SVRG outperform SVRG. We observe that the parameter k seems to affect the performance only by a small factor on these datasets. However, it is not easy to predict the Table 3 : Determined optimal stepsizes η for the datasets covtype (test) and mnist and parameters k = (1, 10, 100, 1000).
best possible k without tuning it but larger values of k do not seem to make performance worse; allowing to choose k as large as supported on the system used. Additional results are displayed in Appendix E.
Conclusion
We propose k-SVRG, a variance reduction technique suited for large scale optimization and show convergence on convex and non-convex problems at the same theoretical rates as SAGA and SVRG. Our algorithms have a very mild memory requirement compared to SAGA and the memory can be tuned according to the available resources. By tuning the parameter k, one can pick the algorithm that fits best to the available system resources. I.e. one should pick a picking large k for systems with fast memory, and smaller k when data access is slow (in order that the additional memory still fits in RAM). This can provide a huge amount of flexibility inn distributed optimization as we can choose different k on different machine. We could also imagine that automatic tuning of k as the optimization progresses, i.e. automatically adapting to the system resources, might yield the best performance in practice. However, this feature needs to be investigated further.
For future work, we plan to extend our analysis of k 2 -SVRG using tools along the line of the recently proposed analysis of reshuffled SGD (HaoChen and Sra, 2018) . From the computational point of view, it is also important to investigate if the gradients at the snapshot points could be replaced with inexact approximations of the gradients which are computationally cheaper to compute.
A Pseudo-code for k 2 -SVRG We provide the pseudo code k 2 -SVRG in Algorithm 2 below. For simplicity we assume here n (mod) = 0, i.e. n = k .
ind ← randperm(n)
7:
for t = 0 . . . − 1 10:
12:
16: 
B Definitions and Notations
We reiterate some definitions here again before proving the main results of this paper.
which is equivalent to
A differentiable non-convex function is L-smooth if (31) holds. A differentiable convex function f :
Frequently, we will be denoting f := f (x ).
Series Expansion. The following observation will be useful in the analysis later. For any integer k and real number ζ < 1 we have
and it is easily verified that whenever ζ ≤ 1 k :
(
(1 − ζ)
Frequently used Inequalities. For a, b ∈ R d we have:
For for β = 1 this simplifies to:
Also the following inequality holds:
Notation for Non-Convex Proofs (see Section D). As defined in equation (3), we have the following optimization updates:
where 
Also, we will be using the following relations which immediately follow by taking expectation:
Since f is a convex function, we have by Jensen's inequality for weights
. Hence from equations (43) and (44), we get the result:
Proof of Lemma 4. Recall that we defined h
We need to derive an upper bound on H m+1 . By the update equation (12) we have
is not known until the inner loop has terminated, we will now proof a slightly more general statement.
Define
We will now proof that the claimed statements hold for H m+1 (x) and we will putx m+1 in place of x at the end of the proof. Now for any fixed but arbitrary x, we have:
where Q = −1 t=0 1 − 1 n t . Now if we replace x byx m+1 we get the claimed result:
k-SVRG-V2 Finding the relation between H m+1 and H m is much more simpler for k-SVRG-V2 as a set of independet q points are used for the update of H m+1 .
which is the claimed bound.
Using the results obtained in Lemmas 3 and 4, we are now ready to prove the main theoretical results of the Section 4.1.
Proof of Theorem 1. We apply the results from Lemma 3 and Lemma 4 for k-SVRG-V2 to estimate the Lyapunov function:
Now in equation (49), we need to find parameters such that
)
Condition 1: If we choose η ≤ σ q µn+2L , then (Condition 1) is satisfied. We show the calculations below:
After division by η σ Condition 2: If we choose η ≤ min
The outline of the calculations are provided below. As γ = ηn L the condition reads as
which can be equivalently stated as 2Lη
using the definition of S . Observe
where we used η ≤ σ q µn+2L . Since σ ≤ 1 we have σqµ σµn+2L ≤ qµ µn+2L and we can further estimate:
Hence, the condition in equation (52) is satisfied if
as claimed. Finally, if we choose q ≥ 3 and σ = 2q Proof of Theorem 2. We apply the result from Lemma 3 and Lemma 4 for k-SVRG-V1 to estimate the Lyapunov function:
Now in equation (55), we need to find parameters such that
2n ) µn+2L then (Condition 1) is satisfied. We show the calculations below:
with (35). Hence, (Condition 1) is satisfied if it holds:
We now finish the proof similarly as the proof of (Condition 1) in the proof of Theorem 1 above. With the help of equation (34) we derive that η ≤
2n ) µn+2L is a sufficient condition to imply (Condition 1).
Condition 2: If we choose η ≤ min
By the definition of Q and S , the condition can equivalently be written as
From equation (34), we have 1 − 1 n ≥ 1 − n . Hence it suffices to choose η such that
We simplify the above equation further to get:
with (35). We will now derive a condition on η such that s 1 ≥ 0. By rearranging the terms in s 1 we see that it suffices to hold
where we used the assumption η ≤
Finally, we see that if we choose η ≤
(which is of the same order as the σ in the theorem 1 upto a constant factor) then (Condition 1) and (Condition 2) both hold simultaneously.
D Proofs for Non-Convex Problems
In this section we derive the proof of Theorem 5. First of all, we mention a result from Reddi et al. (2016b) which is not directly applicable to our case as the setting is different, but which served as an inspiration for the proof.
Lemma 10 (Reddi et al. (2016b)). Consider the SAGA updates for non-convex optimization problem where each f i is L-smooth and
We will now derive a similar statement that holds for our proposed algorithm.
Lemma 11. Consider the setting of Theorem 5. Then it holds:
Proof. We use the following notation, ξ
23 Hence, finally we have
Lemma 12. Consider the iterates {x 
Proof.
Applying Cauchy-Schwarz in (68) gives,
from which the final expression follows:
Proof of Lemma 6. We take the expectation of the Lyapunov function:
Note that we here only analyze k-SVRG-V2 for which the samples to update the snapshot point are independent of the samples used to generate the sequence x m t . Also recall that q = . First we consider the second part of the Lyapunov function which is
2 and find its recurrence relation with
From Lemma 12, we know that:
We consider now the second term in (71), keeping in mind that
Combining equation (73) and Lemma 12, we get:
Hence, we have:
Proof of Lemma 7. From Lemma 11, we have:
We sum the equation (75) for t = 0 to t = − 1 to get the following:
Since,
F , we get the following relation:
Hence, finally we have:
Remark 7. Unfortunately, equation (78) limits us to choose as large as we would like (e.g. = n in case k = 1), as otherwise the term (1 − 2L 2 η 2 2 ) would become too small. In the proof of Theorem 5 we will choose η = O(
from (87) and the first part of the theorem follows. To show the second part we need to derive a lower bound on Γ for the given parameters η = 
Using this relationship and c M = 0, it is easy to see that
for all m = 0, . . . , M . Now we are ready to derive a lower bound on Γ m . Using 
28
Now we consider the term g 1 . As b 1 ≤ 2 we have
where the last inequality is due to n > 15. By combining (90) and (91) 
covtype (test)
10-SVRG V2 100-SVRG V2 1000-SVRG V2 Figure 6 : Evolution of residual loss on covtype (test) for SVRG and k-SVRG-V2 for k = {1, 10, 100, 1000}. 
