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Abstract. In this paper, we propose a novel learning-based pipeline for
partially overlapping 3D point cloud registration. The proposed model
includes an iterative distance-aware similarity matrix convolution mod-
ule to incorporate information from both the feature and Euclidean space
into the pairwise point matching process. These convolution layers learn
to match points based on joint information of the entire geometric fea-
tures and Euclidean offset for each point pair, overcoming the disadvan-
tage of matching by simply taking the inner product of feature vectors.
Furthermore, a two-stage learnable point elimination technique is pre-
sented to improve computational efficiency and reduce false positive cor-
respondence pairs. A novel mutual-supervision loss is proposed to train
the model without extra annotations of keypoints. The pipeline can be
easily integrated with both traditional (e.g. FPFH) and learning-based
features. Experiments on partially overlapping and noisy point cloud reg-
istration show that our method outperforms the current state-of-the-art,
while being more computationally efficient.
Keywords: Point Cloud Registration
1 Introduction
Point cloud registration is an important task in computer vision, which aims
to find a rigid body transformation to align one 3D point cloud (source) to
another (target). It has a variety of applications in computer vision, augmented
reality and virtual reality, such as pose estimation and 3D reconstruction. The
most widely used traditional registration method is Iterative Closest Point (ICP)
[3], which is only suitable for estimating small rigid transformation. However,
in many real world applications, this assumption does not hold. The task of
registering two point clouds with large rotation and translation is called global
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registration. Some global registration methods [43,42] are proposed to overcome
the limitation of ICP, but are usually very slow compared to ICP.
In recent years, deep learning models have dominated the field of computer
vision [15,13,31,8,9]. Many computer vision tasks are proven to be solved better
using data-driven methods based on neural networks. Recently, some learning-
based neural network methods for point cloud registration are proposed [1,35,36].
They are capable of dealing with large rotation angles, and are typically much
faster than traditional global registration methods. However, they still have ma-
jor drawbacks. For example, DCP [35] assumes that all the points in the source
point cloud have correspondences in the target point cloud. Although promising,
learning-based point cloud registration methods are far from perfect.
In this paper, we propose the Iterative Distance-Aware Similarity Ma-
trix Convolution Network (IDAM), a novel learnable pipeline for accurate
and efficient point cloud registration. The intuition for IDAM is that while many
registration methods use local geometric features for point matching, ICP uses
the distance as the only criterion for matching. We argue that incorporating
both geometric and distance features into the iterative matching process can
resolve ambiguity and have better performance than using either of them. More-
over, point matching involves computing a similarity score, which is usually
computed using the inner product or L2 distance between feature vectors. This
simple matching method does not take into consideration the interaction of fea-
tures of different point pairs. We propose to use a learned module to compute
the similarity score based on the entire concatenated features of the two points of
interest. These two intuition can be realized using a single learnable similarity
matrix convolution module that accepts pairwise inputs in both the feature
and Euclidean space.
Another major problem for global registration methods is efficiency. To re-
duce computational complexity, we propose a novel two-stage point elimi-
nation technique to keep a balance between performance and efficiency. The
first point elimination step, hard point elimination, independently filters out
the majority of individual points that are not likely to be matched with confi-
dence. The second step, hybrid point elimination, eliminates correspondence
pairs instead of individual points. It assigns low weights to those pairs that are
probable to be false positives while solving the absolute orientation problem. We
design a novel mutual-supervision loss to train these learned point elimina-
tion modules. This loss allows the model to be trained end-to-end without extra
annotations of keypoints. This two-stage elimination process makes our method
significantly faster than the current state-of-art global registration methods.
Our learned registration pipeline is compatible with both learning-based and
traditional point cloud feature extraction methods. We show by experiments
that our method performs well with both FPFH [27] and Graph Neural Network
(GNN) [37,17,40] features. We compare our model to other point cloud regis-
tration methods, showing that the power of learning is not only restricted to
feature extraction, but is also critical for the registration process.
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2 Related Work
Local Registration The most widely used traditional local registration method
is Iterative Closest Point (ICP) [3]. It finds for each point in the source the closest
neighbor in the target as the correspondence. Trimmed ICP [5] extends ICP to
handle partially overlapping point clouds. Other methods [26,28,4] are mostly
variants to the vanilla ICP.
Global Registration The most important non-learning global registration
methods is RANSAC [6]. Usually FPFH [27] or SHOT [33] feature extraction
methods are used with RANSAC. However, RANSAC is very slow compared to
ICP. Fast Global Registration (FGR) [43] uses FPFH features and an alternat-
ing optimization technique to speed up global registration. Go-ICP [42] adopts
a brute-force branch-and-bound strategy to find the rigid transformation. There
are also other methods [20,11,41,14] that utilize a variety of optimization tech-
niques.
Data-driven Registration PointNetLK [1] pioneers the recent learning-based
registration methods. It adapts PointNet [22] and the Lucas & Kanade [18]
algorithm into a single trainable recurrent deep neural network. Deep Closest
Point (DCP) [35] proposed to use a transformer network based on DGCNN
[37] to extract features, and train the network end-to-end by back-propagating
through the SVD layer. PRNet [36] tries to extend DCP to an iterative pipeline
and deals with partially overlapping point cloud registration.
Learning on Point Cloud Recently a large volume of research papers ap-
ply deep learning techniques for learning on point clouds. Volumetric methods
[21,45] apply discrete 3D convolution on the voxel representation. OctNet [24]
and O-CNN [34] try to design efficient high-resolution 3D convolution using the
sparsity property of point clouds. Other methods [38,16,32,19] try to directly de-
fine convolution in the continuous Euclidean space, or convert the point clouds
to a new space for implementing easy convolution-like operations [25,30]. Con-
trary to the effort of adapting convolution to point clouds, PointNet [22] and
PointNet++ [23], which use simple permutation invariant pooling operations to
aggregate information from individual points, are widely used recently due to
their simplicity. [37,17] view point clouds as graphs with neighbors connecting
to each other, and apply graph neural networks (GNN) [40] to extract features.
3 Model
This section describes the proposed IDAM point cloud registration model. The
diagram of the whole pipeline is shown in Fig. 1. The details of each component
is explained in the following sections.
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Fig. 1. The overall architecture of the IDAM registration pipeline. Details of hard point
elimination and hybrid point elimination are demonstrated in Fig. 2.
3.1 Notation
Here we introduce some notation that will be used throughout the paper. The
problem of interest is that for a given source point cloud S of NS points and a
target point cloud T of NT points, we need to find the ground truth rigid body
transformation (R∗, t∗) that aligns S to T . Let pi ∈ S denote the ith point in
the source, and qj ∈ T the jth point in the target.
3.2 Similarity Matrix Convolution
To find the rigid body transformation R∗ and t∗, we need to find a set of point
correspondences between the source and target point clouds. Most of the existing
methods achieve this by using the inner product (or L2 distance) of the point
features as a measure of similarity, and directly pick the ones with the highest
(or lowest for L2) response.
However, this has two shortcomings. First of all, one point in S may have
multiple possible correspondences in T , and one-shot matching is not ideal since
the points chosen as correspondences may not be the correct ones due to ran-
domness. Inspired by ICP, we argue that incorporating distance information
between points into an iterative matching processing can alleviate this problem,
since after an initial registration, correct point correspondences are more likely
to be closer to each other.
The second drawback of direct feature similarity computation is that it has
limited power of identifying the similarity between two points because the way
of matching is the same for different pairs. Instead, we have a learned network
that accepts the whole feature vectors and outputs the similarity scores. This
way, the network takes into consideration the combinations of features from two
points in a pair for matching.
Based on the above intuition, we propose distance-aware similarity ma-
trix convolution for finding point correspondences. Suppose we have the geo-
metric features uS(i) for pi ∈ S and uT (j) for qj ∈ T , both with dimension K.
We form the distance-augmented feature tensor at iteration n as
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T(n)(i, j) = [uS(i); uT (j); ‖pi − qj‖; pi − qj‖pi − qj‖ ] (1)
where [·; ·] denotes concatenation. The (2K + 4)-dimensional vector at the (i, j)
location of T(n) is a combination of the geometric and Euclidean features for the
point pair (pi,qj). The 4-dimensional Euclidean features comprise the distance
between pi and qj , and the unit vector pointing from qj to pi. Each augmented
feature vector in T(n) encodes the joint information of the local shapes of the
two points and their current relative position, which are useful for computing
similarity scores at each iteration.
The distance-augmented feature tensor T(n) can be seen as a (2K + 4)-
channel 2D image. To extract a similarity score for each point pair, we apply a
series of 1×1 2D convolution on T(n) that outputs a single channel image of the
same spatial size at the last layer. This is equivalent to applying a multi-layer
perceptron on the augmented feature vector at each position. Then we apply a
Softmax function on each row of the single channel image to get the similarity
matrix, denoted as S(n). S(n)(i, j) represents the “similarity score” (the higher
the more similar) for pi and qj . Each row of S
(n) defines a normalized probability
distribution over all the points in T for some p ∈ S. As a result, S(n)(i, j) can
also be interpreted as the probability of qj being the correspondence of pi. The
1×1 convolutions learn their weights using the point matching loss described
in Section 3.4. They learn to take into account the interaction between the shape
and distance information to output a more accurate similarity score compared
to simple inner product.
To find the correspondence pairs, we take the argmax of each row of S(n). The
results are a set of correspondence pairs {(pi,p′i) | ∀pi ∈ S}, with which we solve
the following optimization problem to find the estimated rigid transformation
(R(n), t(n))
R(n), t(n) = argmin
R,t
∑
i
‖Rpi + t− p′i‖2 (2)
This is a classical absolute orientation problem [10], which can be efficiently
solved with the orthogonal Procrustes algorithm [7,2] using Singular Value De-
composition (SVD). R(n) and t(n) are then used to transform the source point
cloud to a new position before entering the next iteration. The final estimate for
(R∗, t∗) is the composition of the intermediate (R(n), t(n)) for all the iterations.
3.3 Two-stage Point Elimination
Although similarity matrix convolution is powerful in terms of matching, it is
computationally expensive to apply convolution on the large NS×NT ×(2K+4)
tensor, because NS and NT are typically more than a thousand. However, if we
randomly down-sample the point clouds, the performance of the model would
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Fig. 2. Comparison of hard point elimination and hybrid point elimination. Hard point
elimination filters points based on the features extracted independently for each point,
while hybrid point elimination utilizes the joint information of the point pairs to com-
pute weights for the orthogonal Procrustes algorithm.
degrade drastically since many points no longer have correspondences. To tackle
this dilemma, we propose a two-stage point elimination process. It consists of
hard point elimination and hybrid point elimination (Fig. 2), which tar-
gets on improving efficiency and accuracy respectively. While manually labelling
keypoints for point clouds is not practical, we propose a mutual-supervision
loss, that uses the information in the similarity matrices S(n) to supervise the
point elimination modules. The details of the mutual-supervision loss is described
in Section 3.4. In this section, we present the point elimination process for in-
ference.
Hard Point Elimination To reduce the computational burden of similarity
matrix convolution, we first propose the hard point elimination (Fig. 2 Left).
Given the extracted local shape features for each point, we apply a multi-layer
perceptron on the feature vector, and output a significance score. A high score
means a more prominent point, such as a corner point, that can be matched
with high confidence later (see the Appendix for visualization). It filters out
those points in the “flat” regions that are ambiguous during matching. This
process is done on individual points, and does not take into account the point
pair information as in similarity matrix convolution. As a result, it is efficient
to compute the significance score. We preserve the M points for each point
cloud with highest significance scores, and eliminate the remaining points. In
our network, we choose M =
⌈
N
6
⌉
, where N can be NS or NT . Denote the set of
points in S preserved by hard point elimination as BS , and that for the target
as BT .
Hybrid Point Elimination While hard point elimination improves the effi-
ciency significantly, it has negative effect on the performance of the model. The
correct corresponding point in the target point cloud for a point in the source
point cloud may be mistakenly eliminated in hard elimination. Therefore, simi-
larity matrix convolution will never be able to find the correct correspondence.
However, since we always try to find the correspondence with the maximal sim-
ilarity score for every point in the source, these “negative” point pairs can make
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the rigid body transformation obtained by solving Eq. 2 inaccurate. This prob-
lem is especially severe when the model is dealing with two point clouds that
only partially overlap with each other. In this case, even without any elimination,
some points will not have any correspondence whatsoever.
To alleviate this problem, we propose a hybrid point elimination (Fig. 2
Right) process, applied after similarity matrix convolution. Hybrid point elimi-
nation is a mixture of both hard elimination and soft elimination, and operates
on point pairs instead of individual points. It uses a permutation-invariant pool-
ing operation to aggregate information across all possible correspondences for a
given point in the source, and outputs the validity score, for which a higher
score means higher probability of having a true correspondence. Formally, let F
be the intermediate output (see Fig. 1) of the similarity matrix convolution of
shape M ×M ×K ′. Hybrid point elimination first computes the validity score
v(i) = σ(f(
⊕
j
(F(i, j)))) (3)
where σ(·) is the sigmoid function, ⊕ is an element-wise permutation invariant
pooling method, such as “mean” or “max”, and f is a multi-layer perceptron
that takes the pooled features as input and outputs the scores. This permutation
invariant pooling technique is used in a variety point cloud processing [22,23] and
graph neural network [37,17] models. Following [22,23] we use element-wise max
for
⊕
. This way, we have a validity score for each point in the source, and thus
for each point pair. It can be seen as the probability that a correspondence pair
is correct.
With this validity score, we then compute the hybrid elimination weights.
The weight for the ith point pair is defined as
wi =
v(i) · 1Jv(i) ≥ mediank(v(k))K∑
i v(i) · 1Jv(i) ≥ mediank(v(k))K (4)
where 1J·K is the indicator function. What this weighting process does is that it
gives 0 weight to those points with lowest validity scores (hard elimination), and
weighs the rest proportionally to the validity scores (soft elimination). With this
elimination weight vector, we can obtain the (R(n), t(n)) with a slightly different
objective function from Eq. 2
R(n), t(n) = argmin
R,t
∑
i
wi‖Rpi + t− p′i‖2 (5)
This can still be solved using SVD with little overhead. Ideally, the hybrid
point elimination can eliminate those point pairs that are not correct due to
noise and incompletion, giving better performance on estimating R(n) and t(n)
(see the Appendix for visualization).
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3.4 Mutual-Supervision Loss
In this section, we describe in detail the mutual-supervision loss that is used
to train the network. With this loss, we can train the similarity matrix convo-
lution, along with the two-stage elimination module, without extra annotations
of keypoints. The loss is the sum of three parts, which will be explained in the
following.
Note that training on all the points during each forward-backward loop is
inefficient and unnecessary. However, since hard point elimination does not func-
tion properly during training yet, we do not have direct access to BS and BT (see
the definitions in Section 3.3). Therefore, we need some way to sample points
from the source and the target for training. This sampling technique is described
in Section 3.5. In this section we accept that as given, and abuse the notation
BS for the source sampled set and BT for the target sampled set, which
both contain the M sampled points for training. Let pi denote the ith point in
BS and qj denote the jth point in BT
Point Matching Loss The point matching loss is used to supervise the similar-
ity matrix convolution. It is a standard cross-entropy loss. The point matching
loss for the nth iteration is defined as
L(n)match(S, T ,R∗, t∗) =
1
M
M∑
i=1
− log(S(n)(i, j∗)) · 1J‖R∗pi + t∗ − qj∗‖2 ≤ r2K
(6)
where
j∗ = argmin
1≤j≤M
‖R∗pi + t∗ − qj‖2 (7)
is the index of the point in the target sampled set BT that is closest to the ith
point in the source sampled set BS under the ground truth transformation. r is
hyper-parameter that controls the minimal radius within which two points are
considered close enough. If the distance of pi and qj∗ is larger than r, they can
not be seen as correspondences, and no supervision signal is applied on them.
This happens frequently when the model is dealing with partially overlapping
point clouds. The total point matching loss is the average of those for all the
iterations.
Negative Entropy Loss This loss is used for training hard point elimina-
tion. The problem for training hard point elimination is that we do not have
direct access to annotations of keypoints. Therefore, we propose to use a mu-
tual supervision technique, which uses the result of the point matching loss
to supervise hard point elimination. This mutual supervision is based on the
intuition that if a point pi ∈ BS is a prominent point (high significance score),
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the probability distribution defined by the ith row of S(n) should have low en-
tropy because it is confident in matching. On the other hand, the supervision
on the similarity matrices has no direct relationship to hard point elimination.
Therefore, the negative entropy of the probability distribution can be seen as
a supervision signal for the significance scores. Mathematically, the negative
entropy loss for the nth iteration can be defined as
L(n)hard(S, T ,R∗, t∗) =
1
M
M∑
i=1
|s(i)−
M∑
j=1
S(n)(i, j) log(S(n)(i, j))|2 (8)
where s(i) is the significant score for the ith point in BS . Although this loss
can be defined for any iteration, we only use the one for first iteration, because
in the early stages of registration the shape features are more important than
the Euclidean features. We want the hard point elimination module learns to
filter points only based on shape information. We cut the gradient flow from
the negative entropy loss to S(n) to prevent interference with the training of
similarity matrix convolution.
Hybrid Elimination Loss A similar mutual supervision idea can also be used
for training the hybrid point elimination. The difference is that hybrid elimina-
tion takes into account the point pair information, while hard point elimination
only looks at individual points. As a result, the mutual supervision signal is much
more obvious for hybrid point elimination. We simply use the probability that
there exists a point in BT which is the correspondence of point pi ∈ BS as the
supervision signal for vi (validity score). Instead of computing the probability
explicitly, the hybrid elimination loss for the nth iteration is defined as
L(n)hybrid(S, T ,R∗, t∗) =
1
M
M∑
i=1
−Ii · log(vi)− (1− Ii) · log(1− vi) (9)
where
Ii = 1J‖R∗pi + t∗ − qargmaxj S(n)(i,j)‖2 ≤ r2K (10)
In effect, this loss assigns a positive label 1 to those points in BS that correctly
finds its correspondence, and a negative label 0 to those that do not. In the long
run, those point pairs with high probability of correct matching will have higher
validity scores.
3.5 Balanced Sampling for Training
In this section, we describe a balanced sampling technique to sample points for
training our network. We first sample
⌈
M
2
⌉
points from S with the following
unnormalized probability distribution
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ppos(i) = 1J(min
q∈T
‖R∗pi + t∗ − q‖2) ≤ r2K +  (11)
where  = 10−6 is some small number. This sampling process aims to randomly
sample “positive” points from S, in the sense that they indeed have correspon-
dences in the target. It introduces the  to avoid errors when encountering the
singularity cases where no points in the source have correspondences in the tar-
get.
Similarly, we sample (M − ⌈M2 ⌉) “negative” points from S using the unnor-
malized distribution
pneg(i) = 1J(min
q∈T
‖R∗pi + t∗ − q‖2) > r2K +  (12)
This way, we have a set BS of points of size M , with both positive and
negative instances. To sample points from the target, we simply find the closest
points of each point from BS in the target
BT = {argmin
q
‖R∗pi + t∗ − q‖ | i ∈ BS} (13)
This balanced sampling technique randomly samples points from S and T ,
while keeping a balance between points that have correspondences and points
that do not.
4 Experiments
This section shows the experimental results to demonstrate the performance and
efficiency of our method. We also conduct ablation study to show the effectiveness
of each component of our model.
4.1 Experimental Setup
We train our model with the Adam [12] optimizer for 40 epochs. The initial
learning rate is 1 × 10−4, and is multiplied by 0.1 after 30 epochs. We use a
weight decay of 1×10−3 and no Dropout [29]. We use the FPFH implementation
from the Open3D [44] library and a very simple graph neural network (GNN)
for feature extraction. The details of the GNN architecture are described in
the supplementary material. For both FPFH and GNN features, the number of
iterations is set to 3.
Following [36], all the experiments are done on the ModelNet40 [39] dataset.
ModelNet40 includes 9843 training shapes and 2468 testing shapes from 40 ob-
ject categories. For a given shape, we randomly sample 1024 points to form a
point cloud. For each point cloud, we randomly generate rotations within [0◦, 45◦]
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and translation in [−0.5, 0.5]. The original point cloud is used as the source, and
the transformed point cloud as the target. To generate partially overlap point
clouds, we follow the same method as [36], which fixes a random point far away
from the two point clouds, and preserve 768 points closest to the far point for
each point cloud.
We compare our method to ICP, Go-ICP, FGR, FPFH+RANSAC, Point-
NetLK, DCP and PRNet. All the data-driven methods are trained on the same
training set. We use the same metrics as [36,35] to evaluate all these methods.
For the rotation matrix, the root mean square error (RMSE(R)) and mean ab-
solute error (MAE(R)) in degrees are used. For the translation vector, the root
mean square error (RMSE(t)) and mean absolute error (MAE(t)) are used.
4.2 Results
In this section, we show the results for three different experiments to demonstrate
the effectiveness and robustness of our method. These experimental settings are
the same as those in [36]. We also include in the supplementary material some
visualization results for these experiments.
Unseen Shapes First, we train our model on the training set of ModelNet40
and evaluate on the test set. Both the training set and test set of ModelNet40
contain point clouds from all the 40 categories. This experiment evaluates the
ability to generalize to unseen point clouds. Table 1 shows the results.
Table 1. Results for testing on point clouds of unseen shapes in ModelNet40.
Model RMSE(R) MAE(R) RMSE(t) MAE(t)
ICP 33.68 25.05 0.29 0.25
FPFH+RANSAC 2.33 1.96 0.015 0.013
FGR 11.24 2.83 0.030 0.008
Go-ICP 14.0 3.17 0.033 0.012
PointNetLK 16.74 7.55 0.045 0.025
DCP 6.71 4.45 0.027 0.020
PRNet 3.20 1.45 0.016 0.010
FPFH+IDAM 2.46 0.56 0.016 0.003
GNN+IDAM 2.95 0.76 0.021 0.005
We can see that local registration method ICP performs poorly because the
initial rotation angles are large. FPFH+RANSAC is the best performing tra-
ditional method, which is comparable to many learning-based methods. Note
that both RANSAC and FGR use FPFH methods, and our method with FPFH
features outperforms both of them. Neural network models have a good bal-
ance between performance and efficiency. Our method outperforms all the other
methods with both hand-crafted (FPFH) and learned (GNN) features.
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Surprisingly, FPFH+IDAM has better performance than GNN+IDAM. One
possibility is that the GNN overfits to the point clouds in the training set,
and does not generalize well to unseen shapes. However, as will be shown in
later sections, GNN+IDAM is more robust to noise and also more efficient that
FPFH+IDAM.
Unseen Categories In the second experiment, we use the first 20 categories
in the training set of ModelNet40 for training, and evaluate on the other 20
categories on the test set. This experiment tests the capability to generalize to
point clouds of unseen categories. The results are summarized in Table 2. We
can see that without training on the testing categories, all the learning-based
methods perform worse consistently. Traditional methods are not affected that
much as expected. Based on different evaluation metrics, FPFH+RANSAC and
FPFH+IDAM are the best performing methods.
Table 2. Results for testing on point clouds of unseen categories in ModelNet40.
Model RMSE(R) MAE(R) RMSE(t) MAE(t)
ICP 34.89 25.46 0.29 0.25
FPFH+RANSAC 2.11 1.82 0.015 0.013
FGR 9.93 1.95 0.038 0.007
Go-ICP 12.53 2.94 0.031 0.010
PointNetLK 22.94 9.66 0.061 0.033
DCP 9.77 6.95 0.034 0.025
PRNet 4.99 2.33 0.021 0.015
FPFH+IDAM 3.04 0.61 0.019 0.004
GNN+IDAM 3.42 0.93 0.022 0.005
Gaussian Noise In the last experiment, we add random Gaussian noise with
standard deviation 0.01 to all the shapes, and repeat the first experiment (unseen
shapes). The random noise is clipped to [−0.05, 0.05]. As shown in Table 3, both
traditional methods and IDAM based on FPFH features perform much worse
than the noise-free case. This demonstrates that FPFH is not very robust to
noise. The performance of data-driven methods are comparable to the noise-free
case, thanks to the powerful feature extraction networks. Our method based on
GNN features has the best performance compared to others.
4.3 Efficiency
We test the speed of our method, and compare it to ICP, FGR, FPFH+RANSAC,
PointNetLK, DCP and PRNet. We use the Open3D implementation of ICP, FGR
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Table 3. Results for testing on point clouds of unseen shapes in ModelNet40 with
Gaussian noise.
Model RMSE(R) MAE(R) RMSE(t) MAE(t)
ICP 35.07 25.56 0.29 0.25
FPFH+RANSAC 5.06 4.19 0.021 0.018
FGR 27.67 13.79 0.070 0.039
Go-ICP 12.26 2.85 0.028 0.029
PointNetLK 19.94 9.08 0.057 0.032
DCP 6.88 4.53 0.028 0.021
PRNet 4.32 2.05 0.017 0.012
FPFH+IDAM 14.21 7.52 0.067 0.042
GNN+IDAM 3.72 1.85 0.023 0.011
and FPFH+RANSAC, and the official implementation of PointNetLK, DCP and
PRNet released by the authors. The experiments are done on a machine with 2
Intel Xeon Gold 6130 CPUs and a single Nvidia GeForce RTX 2080 Ti GPU.
We use a batch size of 1 for all the neural network based models. The speed is
measured in seconds per frame.
We test the speed on point clouds with 1024, 2048 and 4096 points, and the
results are summarized in Table 4. It can be seen that neural network based
methods are generally faster than traditional methods. When the number of
points is small, IDAM with GNN features is only slower than DCP. But as the
number of points increases, IDAM+GNN is much faster than all the other meth-
ods. Although FPFH+RANSAC has the best performance among non-learning
methods, it is also the slowest. Note that our method with FPFH features is 2×
to 5× faster than the other two methods (FGR and RANSAC) which also use
FPFH.
Table 4. Comparison of speed of different models. IDAM(G) and IDAM(F) repre-
sent GNN+IDAM and FPFH+IDAM respectively. RANSAC also uses FPFH. Speed
is measured in seconds-per-frame.
IDAM(G) IDAM(F) ICP FGR RANSAC PointNetLK DCP PRNet
1024 points 0.026 0.050 0.095 0.123 0.159 0.082 0.015 0.022
2048 points 0.038 0.078 0.185 0.214 0.325 0.085 0.030 0.048
4096 points 0.041 0.175 0.368 0.444 0.685 0.098 0.084 0.312
4.4 Ablation Study
In this section, we present the results of ablation study of IDAM to show the ef-
fectiveness of each component. We examine three key components of our model:
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distance-aware similarity matrix convolution (denoted as SM), hard point elimi-
nation (HA) and hybrid point elimination (HB). We use BS to denote the model
that does not contain any of the three components mentioned above. Since hard
point elimination is necessary for similarity matrix convolution due to memory
constraints, we replace it with random point elimination in BS. We use inner-
product of features in BS when similarity matrix convolution is disabled. As a
result, BS is just a simple model that uses the inner-product of features as simi-
larity scores to find correspondences, and directly solves the absolute orientation
problem (Eq. 2). We add the components one by one and compare their perfor-
mance for GNN features. We conducted the experiments under the settings of
“unseen categories” as described in Section 4.2. The results are summarized in
Table 5.
It can be seen that even with random sampling, similarity matrix convolution
already outperforms the baseline (BS) by a large margin. The two-stage point
elimination (HA and HB) further boosts the performance significantly.
Table 5. Comparison of the performance of different model choices for IDAM. These
experiments examine the effectiveness of similarity matrix convolution (SM), hard point
elimination (HA) and hybrid point elimination (HB).
Model RMSE(R) MAE(R) RMSE(t) MAE(t)
BS 7.77 5.33 0.055 0.047
BS+SM 5.08 3.58 0.056 0.042
BS+HA+SM 4.31 2.89 0.029 0.019
BS+HA+SM+HB 3.42 0.93 0.022 0.005
5 Conclusions
In this paper, we propose a novel data-driven pipeline named IDAM for partially
overlapping 3D point cloud registration. We present a novel distance-aware sim-
ilarity matrix convolution to augment the network’s ability of finding correct
correspondences in each iteration. Moreover, a novel two-stage point elimina-
tion method is proposed to improve performance while reducing computational
complexity. We design a mutual-supervised loss for training IDAM end-to-end
without extra annotations of keypoints. Experiments show that our method per-
forms better than the current state-of-the-art point cloud registration methods
and is robustness to noise.
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1Appendix A Graph Neural Network
In this section, we describe the details of the graph neural network (GNN) we
use in our IDAM+GNN model.
Suppose we have a point cloud P. Let Ni denote the set of indices of K points
closest to the point pi in P. In the nth layer of GNN, let u(n)i be the feature
vector for pi. Then the features for the next layer is computed as
u
(n+1)
i = f(
⊕
j∈Ni
g(u
(n)
i − u(n)j )) (1)
where f and g are multi-layer perceptrons (MLP),
⊕
is the element-wise max
operation. We use a 2-hidden-layer MLP with output dimensions (64, 64) for g,
and a single-layer MLP with output dimension 64 for f . Batch normalization [3]
and ReLU [2] are used in each layer in the MLPs.
The initial features u
(0)
i are just the 3D coordinates of the points in P. We
stack 5 layers of Eq. 1 to hierarchically extract high-level features. The dimension
of the output features is 64.
Appendix B Visualization
In this section, we show some visualization results. Appendix B.1 shows the vi-
sualization of IDAM+GNN registering two partially overlapping point clouds in
ModelNet40. Appendix B.2 shows the results of the same model on the Stan-
ford 3D Scan dataset [1]. Appendix B.3 shows the visualization of the preserved
points by hard point elimination. Appendix B.4 visualizes how the hybrid point
elimination works.
Appendix B.1 ModelNet40
In this section, We show the visualization of IDAM+GNN registering two par-
tially overlapping point clouds in ModelNet40. The model is trained on the whole
training set of ModelNet40 with Gaussian noise of standard deviation 0.01. The
visualization shows the results of the model on the shapes in the test set of Mod-
elNet40. This corresponds to the “Gaussian Noise” experiment in the paper. The
results are shown in Fig. 1.
Appendix B.2 Stanford 3D Scan
We also test the same model (Appendix B.1) on the Stanford 3D Scan dataset [1].
We use the same method described in the paper to generate partially overlapping
point clouds. Note that we only train on the ModelNet40 dataset. This shows
the generalization ability of our model. The results are shown in Fig. 2.
2Fig. 1: The results of IDAM+GNN on ModelNet40. In each cell separated by the
horizontal line, the top row shows the initial positions of the two point clouds,
and the bottom row shows the results of registration.
3Fig. 2: The results of IDAM+GNN on the Stanford 3D Scan dataset. The model
is trained on the training set on ModelNet40, and no fine-tuning is done on
Stanford 3D Scan. In each cell separated by the horizontal line, the top row
shows the initial positions of the two point clouds, and the bottom row shows
the results of registration.
4Appendix B.3 Hard Point Elimination
This section shows the visualization results for the hard point elimination Fig. 3.
In each point cloud of 1536 points, the top 128 points with the highest signifi-
cance scores are highlighted.
Fig. 3: Visualization of the points preserved by hard point elimination. Each
point cloud contains 1536 points, and the top 128 points with the highest sig-
nificance scores are highlighted.
Appendix B.4 Hybrid Point Elimination
Fig. 4 shows the visualization of hybrid point elimination. For each point cloud
pair, the correspondence pairs with non-zero weights are highlighted in green
and those with zero weights are highlighted in red. We can see that most of the
false positive correspondences are connected by red lines, and are thus filtered
out by hybrid point elimination. This shows the effectiveness of hybrid point
elimination in eliminating low-quality point pairs.
5Fig. 4: Visualization of hybrid point elimination. The correspondence pairs with
non-zero weights are highlighted in green and those with zero weights are high-
lighted in red.
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