INTRODUCTION
This supplementary material file provides some basic material regarding the foundations of concepts and techniques outlined in the main manuscript. It also provides a section dedicated to software and benchmark datasets.
DATA COMPRESSION PARADIGMS
We provide an outline of the basic textual compression paradigms used in the main paper. Each paradigm is illustrated via an example.
Substitutional methods
The main strategy of algorithms in this class is to substitute "repeated strings", i.e., exact replicas of a substring in a string, within the text with a convenient coding scheme. Those methods generally fall into the Macro Model for Data Compression introduced and studied by Storer and Szymanski (1982) . The well known algorithms by Lempel (1977, 1978) , as well as many others, turn out to be instances of that paradigm, which is based on the principle of finding exact repeated substrings in a string and replacing them by pointers to a common copy. That is, redundancy in a string is translated into the notion of exact replicas of substrings. For instance, the Ziv and Lempel (1977) algorithm first parses the input string into distinct phrases and then each phrase is encoded by a triplet of numbers. An example of the parsing rule is provided in Fig. 1 .
Statistical methods
This class of algorithms is based on the idea of data modeling, i.e., the identification of a probabilistic model for the generation of the data that has to be compressed . Those models are then used to encode symbols via knowledge of their emission probabilities. This latter step is usually accomplished with the use of arithmetic coding routines (Rissanen and Langdon, 1979; Witten et al., 1987) . The strength of these methods is in their ability to achieve compression performance close to the source entropy by carefully encoding the most likely symbols using a small number of bits. The simplest of those statistical methods is the Huffman algorithm (Cover and Thomas, 1991) . In that case, the source model is fixed via a symbol probability distribution and an optimal code is assigned to the symbols of the source. An example is provided in Fig. 2. 
Transformational methods
The most effective, as well as popular, example of this technique is data compression based on the Burrows and Wheeler transform (Burrows and Wheeler, 1994) (BWT for short) that we describe next. The BWT of x, denoted bwt(x), can be formally defined as follows: (A) Create a list of the cyclic shifts of x (see Figure  3 (a)); (B) sort that list, (see Figure 3 (b)); (C) apply the permutation resulting from the sorting step to x. A more intuitive, and quite common description of the transform algorithm simply states to form a conceptual matrix of the cyclic shifts of x, sort its rows and take the last column (see Figure 3 (a) and 3(b) again). The main feature of BWT derives from its ability to induce a clustering of equal contexts that results in many runs of identical symbols in bwt(x). This is also the reason why bwt(x) is easier to compress than x. In order to obtain a compression of bwt(x), several post-processing strategies can be followed, all implying the final use of an order zero compressor, such as arithmetic coding (Ferragina et al., 2005) .
Grammatical methods
In this class of methods, a text string x is compressed by inferring or using a context-free grammar G(x) generating it. Then, the string is encoded by a proper encoding of the relevant production rules. Once again, production rules that are used more frequently are encoded using fewer bits. This technique is quite novel and it has not reached yet its full potential (Nevill-Manning and Witten, 1997; Larsson and Moffat, 1999; Kieffer and Yang, 2000) . In fact, as of now, it has been mostly used for "artificial" languages rather than natural ones or biological sequences. Technically, there are two approaches to the problem: (GA) Each string x is assigned a context-free grammar G (x) that defines the specific language L(x) = {x}. G(x) is usually inferred from x, e.g., (Cook et al., 1976; Marsh and Sager, 1982; Cameron, 1988; Stolcke and Omohundro, 1994; Nevill-Manning and Witten, 1997) . Then, the productions specifying G are encoded and transmitted with the use of statistical encoders, i.e., arithmetic coding. That is, the set of production rules are considered as symbols of a new string to be transmitted.
(GB) A context-free grammar G is a priori defined to account only for some specific regularities of the textual information one needs to encode. Then, given x, only the subset of production rules of G that are relevant to generate (parts of) x is encoded and transmitted. Both the transmitter and the receiver must know G.
An example is provided in Fig. 4 .
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The LZ77 parsing of the string x = AAACCGAAAC. From top to bottom, to the left, the division of x into phrases and to the right the corresponding encoding of the phrase into a triplet. A triplet (i, l, c) encodes the start position i of the longest match found "in the past" (colored in blue), its length l, the mismatch character c (colored in gray).
Fig. 2.
The Huffman coding of the string x = AAACCGAAAC. The frequency table for the alphabet is to the left. The corresponding Huffman tree is to the right. A codeword for a symbol is given by the labels on the path from the root to the leaf associated to the symbol. Finally, the corresponding encoded string is given in output.
ENTROPY, THE AEP, UNIVERSALITY THEOREMS FOR DATA COMPRESSORS AND RÉNYI ENTROPY
Consider an information source S and let the block-entropy of S be
where pi(n) denotes the probability of the i-th string in Σ n in lexicographic order. The entropy H(S) of the source can then be defined as
The AEP
We now turn to the AEP, which has the following technical form (Cover and Thomas, 1991) :
distributed) random variables, with probability law p(X), then:
An analogous result can be proven for ergodic and stationary sources (Cover and Thomas, 1991) . Intuitively, the AEP is the equivalent of the Weak Law of Large Numbers and, in fact, it is a direct consequence of it in the i.i.d. case.
One remarkable consequence of Theorem 1 is that we can partition the set of sequences of a given length in two sets, one in which each sequence has probability zero and another in which all sequences have the same non-zero probability. This partition is formalized via the definition of typical set A (n) : it is the set of sequences x 1 x 2 . . . x n such that 2
From Theorem 1 and its own definition, A (n) has the following additional properties (Cover and Thomas, 1991) :
where | A | denotes the number of elements in the set A.
Those properties play a key role in estimating entropy. In fact, from (1), that problem reduces to the estimation of p(x1x2 . . . xn), for one or more sequences in the typical set. An alternative method is to estimate the number N * of elements in the typical set, since all elements there are equiprobable.
Universality theorems
Another way to estimate entropy is with the use of a data compressor C. Such a method would give a compressive estimate of entropy. In order for such an estimation to be reliable, the compressor C must have an asymptotic convergence to the entropy of the source emitting the string. Universal data compressors have such a property that, in addition, can be shown to hold for classes of sources rather Fig. 3 . The Burrows-Wheeler transform for the string x = ACTAGA. The matrix on the right has the rows sorted in lexicographic order. The output of the BWT is the last column of the matrix, i.e., AG$TAAC. than a single specific one. We exemplify those types of theorems via the Lempel-Ziv LZ77 method.
THEOREM 2. Let {X i } ∞ i=−∞ be a stationary, ergodic process with finite entropy rate H(X). Moreover, let x = ...x1 · · · xn... be a sequence being produced by the process and let l(x) be the length, in bits of the LZ77coding of x. Then:
THEOREM 3. Under the same assumptions as in Theorem 2, let C n be the number of phrases produced by the LZ77 parsing rule applied to a sample of length n of the process. Then,
In other words, as long as the string x being compressed is produced by a stationary and ergodic source, the compression ratio guaranteed by the LZ77 algorithm tends asymptotically to the entropy rate of the process, i.e., it is universal for that class of sources and therefore, at least in theory, a good entropy estimator for that class.
Rényi entropy
Let X be a random variable with density f (x). The Rényi entropy (Rényi, 1961) hr(X) of order r is defined as:
for 0 < r < ∞, r = 1. For the limit r → 1, one obtains Shannon entropy function.
BASIC OPERATIONS SUPPORTED BY SELF-INDEXES
The vast majority of self-indexes known so far support the following operations. Given a pattern string P and a text string T : (a)
count(P, T )-return the number of occurrences of P in T ; (b) locate(P, T )-return the locations of the occurrences of P in T ; (c) extract(T, i, j)-return the substring T [i, j]. We also mention that
CSAs have been augmented to support efficiently the lcp operation (Sadakane, 2003) : (d) lcp(i, j)-return the longest common prefix of the suffixes starting at locations i and j of T .
KOLMOGOROV COMPLEXITY, THE UNIVERSAL SIMILARITY METRIC AND ITS COMPRESSION APPROXIMATIONS
We now recall some basic definitions about USM and its compressive approximations. Roughly speaking, the conditional Kolmogorov complexity K(x|y) of two strings x and y is the length of the shortest binary program P that computes x with input y (Li and Vitányi, 1997) . Thus, K(x|y) represents the minimal amount of information required to generate x by any effective computation when y is given as an input to the computation. The Kolmogorov complexity K(x) of a string x is defined as K(x|λ), where λ stands for the empty string. Let
be the universal similarity metric (Li et al., 2003) . In fact, it is a metric, it is normalized and it is universal: a lower bound to, and therefore a refinement of, any distance function that one can define and compute. Unfortunately, being Kolmogorov complexities noncomputable in the Turing sense, USM must be approximated, usually approximating K(x) and K(x|y) via data compression. Let
where C is a data compressor and |C(z)| denotes the length of its output (a binary string) on input z. Furthermore, the authors of the USM methodology have devised compressive estimates of it: namely,
Based on it, we consider
Notice that this is a slight variation with respect to the original definition to make the function symmetric. Finally, in the realm of data mining and as an approximation of USM (Keogh et al., 2004) and independently in table compression applications (Buchsbaum et al., 2003) , the following dissimilarity function was proposed:
Given the three formulae above and the fact that C is a data compression program, it is evident that the USM is a methodology to compute similarity between sequences, rather than being a formula or procedure returning a numeric value. The successful application of the methodology depends on the choice of compression program and which of the three available formulae is used. Some guidelines regarding those choices have been given in the main paper. Additional ones can be found in (Ferragina et al., 2007a) . Abel (2002) offers information and resources about the general topic of data compression. Additional software and documentation can be found at (Mahoney, 2008) . Many of the papers we have reviewed offer either prototype implementations of the software associated with the reported research or full-fledged software packages, documented and ready to use. Here we limit ourselves to mentioning, by topic, a few of those that seem of broad interest.
SOFTWARE AND BENCHMARK DATASETS
Biological data compression. A corpus of DNA sequences, containing also the de facto standard corpus on which most data compressors have been evaluated, is at (Manzini and Rastero, 2005 ). An analogous benchmark dataset for proteins, due to NevillManning and , can be found in the corpora at the data compression web site. The code of XM, together with other software of interest is at (Cao et al., 2007) . In addition, the code for GeneCompress is available for free download at (Bioinformatics Solutions, 2003) . As for table compression, the only public software is at (Fowler, 2003) . A powerful, generalpurpose library for data transformations, prior to compression, is at (Vo, 2002) . Unfortunately, the table compression tools are not public.
Entropy estimators. CDNA, a program for entropy estimation is available at (Loewenstern and Yianilos, 1999) .
Compressed suffix arrays and self-indexes. An implementation of the CSA, specialized for DNA, is available at (Lippert et al., 2005) . The genome browser supported by CSA is available at (Välimäki et al., 2008) . Pizza&Chili is a general-purpose, standardized and highly engineered, software repository with a collection of self-indexes (Ferragina et al., 2008) . Moreover, the Pizza&Chili corpus contains benchmark datasets and a programming environment for experimentation.
Compression-based similarity measures. For DNA sequences, the most used dataset comes from the NCBI taxonomy classification of species based on mitochondrial genomes (Wheeler et al., 2000) and it seems to be a de facto benchmark. As for proteins, the gold classification standard is usually taken to be the CATH database (Pearl et al., 2005) , although no benchmark dataset seems to have emerged in this context. A general-purpose, extensive platform for the use of the USM methodology is available at (Ferragina et al., 2007b) and includes a collection of compression programs covering the entire spectrum, the three known approximations of the USM as well as datasets for experimentation. Based on the same methodology, an entire classification system for proteins has been built and made available to the scientific community (Barthel et al., 2008) . CompLearn, by (Cilibrasi et al., 2005) , is a general purpose suite of simpleto-use utilities that apply compression techniques to the process of discovering and learning patterns.
Alignments and HMMs. Java code for compression-based local alignments is available at (Crochemore and de Carvalho Jr, 2003) , while an initial implementation of the compression-based computation of the Viterbi dynamic programs for HMMs is available at (Lifshits et al., 2008) .
Network Reverse Engineering. The ARACNE software system for reverse engineering of cellular networks is available at (Margolin et al., 2006) .
