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ABSTRACT 
 
HASHI, a new multilingual concordancer:  
From the perspective of studies on Japanese, Japanese pedagogy, 
and sociolinguistics. 
 
by 
Ryo Tanaka 
 
 
   The present study is an attempt to solve problems of existing 
corpora and concordancers, especially in areas where 
improvements are necessary for better linguistic research and 
linguistic pedagogical practices. The research methodology 
commonly   applied in such fields of research as Japanese syntax, 
Japanese pedagogy, and sociolinguistics includes analysis of 
collected examples. The present survey reveals that corporal 
methods have the potential to be utilized at the stages other than 
that of collecting examples. 
   The major problem in collecting examples is that it is difficult to 
extract data of sentence patterns such as “動詞  ても  動詞  ても” 
and “～が  ～に  動詞 .”  It has become customary to classify 
collected examples nonmechanically without the aid of corporal 
method. In other words, corporal method to analyze data using tag 
is not utilized fully albeit much __ demand. This implies the 
necessity of an improved corporal method which adopts more 
convenient and adjusted system than current tagging system. It is 
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also desirable for a new corporal system to be capable of various 
corporal analyses such as the one which incorporates numerical 
survey and statistical data of lexical frequency and strength of 
syntagmatic co-occurrence. Another demand is for the system to 
extract frequently used data of sentence patterns automatically, its 
numerical solution is __ yet to be invented.  
   Meanwhile, it is also necessary  to develop a system which is 
capable of deeper analyses based on individual study fields and 
perspectives. For example, the unit of word differs across 
theoretical viewpoints. In other words, different theories of 
grammar and mechanical processing segments sentences into 
words differently. The new methodological system needs to be able 
to function based on such various definitions of units at each 
researcher ’s command. By the same token, more sophisticated 
features attributed to linguistic data as follows should be able to 
input efficiently into corpora with less expertise in programming: 
semantic usage of particles, classification within verbs, 
pedagogical classification of Japanese sentence pattern, error 
information and its taxonomy, the presence/absence of utterance 
right, the presence/absence of nod assent, and the direction of the 
speaker ’s gaze. 
   To sum up the above, the current corporal methodology needs _ 
the following new features: 
 
 (1). Universal and convenient system to collect target examples.  
 (2). Efficient tagging system that allow the information to be 
tagged from any research perspectives.  
 (3). Automatic detection of linguistic tendencies utilizing 
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numerical analysis. 
 (4). Flexibility to produce data according to diverse research 
perspectives and interests. 
 (5). Integrated system with all the processes generally used in 
linguistic research. 
 
   This study tried to inspect these issues, successfully making 
and presenting the following new concordancers: “ToriBASHI,” 
“SaiBASHI,” and “HASHI,” which incorporated the features listed 
above in the following manner: number 1, number 2, and number 
3-4 respectively. 
   In chapter 1, the problems of the current concordancer are 
manifested by inspecting existing linguistic analysis software.  
   In chapter 2, the solution about collecting complex examples 
such as extraction of sentence patterns are introduced (which 
corresponds to the feature number 1; on data retrieval). For 
instance, when collecting sentence pattern of “[verb] temo [verb] 
temo” as is seen in “tabetemo tabetemo” or “hashittemo 
yukkuritoaruitemo,” past concordancers functioned only by formal 
and complicated retrieval cues or descriptive script specifying 
grammatical and case information of each words one by one 
sequentially, only to retrieve imperfect and merely approximate 
results. This problem was overcome by making it possible to 
retrieve with the proximal cue which is similar in form with the 
simpler formula “動詞  ても～動詞  ても .”  
   In chapter 3, improved system of tagging collected examples is 
stated (which corresponds to the feature number 2 above). The 
dominant tagging method, in which keyboard is used, had a 
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problem regarding data reliability due to the inefficiency and 
error-prone nature of the input _by human hands. This problem 
was solved by preparing pre-fabricated tagging list and easy 
selective tagging system. It also became possible for users to set up 
tagging standards freely according to their interests. When tagging 
a word in an identical manner across the sentences, mechanical 
tagging and automatic retrieval and re-aggregation are 
implemented. 
   In chapter 4, the features number 3 and 4 are considered and 
incorporated. The numerical methods of collecting and analyzing 
data are undercultivated both in corpora as a whole and in 
individual words. As to holistic corporal level, “N -mgram,” which is 
N-gram with specified number of slots, is introduced; enabling 
retrieving of such expression as “よう  な  ◯  が  し  た .” N-mgram 
collects expressions partly identical with each other, making the 
most of the advantage of N-gram to be able to collect expressions 
automatically. As to lexical level, “POPAK” was developed, which 
is capable of both processing KWIC, collection of examples of 
designated word, and Picture, numerical detecting system of lexical 
tendency. Owing to this, such facts became evident as verb “なる”  
is most often used in the sentence pattern “の  ○  が  ○  に  なっ  
た .”  
 As for lexical units, which work as the fundamental elements of a 
corpus, user flexibility was pursued. A user can select desirable 
definitions of units of both Japanese research and mechanical 
processing. Moreover, original unit can be created according to the  
researchers’ needs. Based on the system, simultaneous tagging 
became implementable from even more diverse perspectives. 
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Tagging became more robust universally by implementing various 
systems such as selection from lists, automatic discrimination of 
tags, and tagging identical features consecutively. Also, further 
functions including tagging information about speakers or 
composers and correspondence with vocal data are mounted, 
allowing the making of corpora possible in any field of study.  
   In the final chapter, the issues _pursued in this study and their 
respective solutions are summarized, followed by presentation of 
possible implications to linguistic research, along with statement 
on limitations of this study and outlook for the further study.  
 This study is significant in making advanced corporal operation 
accessible to wider population of linguistic researchers and 
language teachers who may have less expertise. Furthermore, it 
became feasible to make a specialized corpus according to the users’ 
academic fields and perspectives. 
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第１章 コーパス利用研究の問題点と先行研究  
 
1.1 言語研究におけるコーパス利用の現状  
 現在、言語研究において大規模データの量的分析のアプローチは急速に広ま
っている。つまり、これは実際に使用された言語データの大規模な集積である
コーパスの普及を意味する。国立国語研究所の『日本語話し言葉コーパス』『現
代日本語書き言葉均衡コーパス（BCCWJ）』を筆頭に、名古屋大学の『名大会
話コーパス』、東京外国語大学の『BTSJ による日本語話し言葉コーパス』など
多数のコーパスが作成され続けている。同様に、インターネット上で誰でもダ
ウンロードできる青空文庫には著作権の切れた小説を始めとした文書が大量に
保存されている。これらも重要な言語研究の材料といえる。他にもまとまった
言語データとして各新聞社から一年分ごとにデジタルデータ化した過去の新聞
記事を購入することができる。これらも実質的なコーパスとみなすと、有償無
償、大小合わせて十分な数と内容のコーパスが整備されつつあるといえる。さ
らに、コーパスは大規模なプロジェクトによって作成されるもの以外にも、各
研究者個人がその研究目的のために個々にデータを集めて作成するような、短
期間で作成するものや小規模なものもある。このようにコーパスはますます多
様化しており、言語研究の多くの分野で非常に効果的に扱えるものであり、そ
の使用領域はさらに広がっていくものと思われる。  
 これらコーパスは、あくまでも言語資源の蓄積である以上、いわゆる「コー
パス言語学」のアプローチのみならず、従来の日本語学、日本語教育学、社会
言語学などの各研究分野が対象としてきた言語の実例データとなんら変わるこ
とはない。つまり、コーパスとはコーパス研究のためだけに存在するのではな
く、実例を元に行われるあらゆる研究分野で対象となりえる貴重な言語データ
である。本章では、これらコーパスが実際にどの程度利用されているかの現状
を、日本語を対象とした研究分野別に見ていく。  
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1.1.1 日本語学の場合  
 日本語学分野においての調査は『日本語文法』2007 年から 2014 年の論文、
研究ノートを対象に行った。該当時期の論文のうち、書評、レビュー、展望、
理論言語学的研究、教科書分析、外国語研究、音声研究の論文のものは省き、
最新のものから 100 本分を調べた。  
 
表 1-1 『日本語文法』におけるコーパス利用数  
論文 100 
コーパス使用 31 
タグ付与 2 
既存タグ付与ソフト使用 0 
独自書式による書き起こし 4 
 
 『日本語文法』では、文法の研究が主であるため用例が必要である。そのた
め、用例を収集する目的としてコーパスやそれに近い独自作成のデータの使用
が４割弱の研究で利用されている。コーパスから収集された用例は、その後、
構文や用法、機能などによって分類され、その分類ごとにまとめて傾向などを
分析するという手法がほとんどの論文で行われていた。  
 このうち、コーパスを利用した文法研究において現在最も一般的な手順を踏
んでいると考えられる研究の例として清水（2010）を挙げる。その手順とは以
下の一連のものである  
 
１）なんらかの機械的な検索方式を用いコーパスから用例を収集する。  
２）収集した用例を目視で選別する。  
３）該当する用例を全てパターンに分け規則性や傾向性を発見する。  
 
 主な研究内容は以下のとおりである。  
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 テーマ：「「A テモ B テモ」文の分析」  
 データ：『CD-毎日新聞  1991 ～  1999 年度版』、『BCCWJ1 領域内公開デー
タ（2009 年度版）』、検索エンジン Google、から収集  
 内容：「A テモ B テモ」文の A と B に現れる動詞の共起パターンの調査  
 手順：  
  １）「動詞の連用形＋テモ（デモ）」を２回含む文を機械的に抽出する。  
    （「東京へ行っても大阪へ行っても」のような文があるため、２つの「テ
モ」の間に１～５つの形態素が入るものまでが検索の対象となる。） 2 
  ２）該当しないものを目視で取り除く。  
  ３）抽出した 2850 例を、A と B が異なるものと同じものとに分ける。前
者が「選択並列用法」、後者が「反復用法」となる。  
 結果：  
  ＜選択並列用法＞  
   抱いてもミルクを飲ませても泣きやみません。  
  ＜反復用法＞  
   ５歳の娘は食べても食べても太らない。  
  選択並列用法は、２つの「テモ」と主節との関係で４つに分類される。  
１）「A テモ」＝逆条件、「B テモ」＝逆条件  
抱いてもミルクを飲ませても泣きやみません。  
２）「A テモ」＝並列、「B テモ」＝逆条件  
勝っても負けても悔いのない試合を通して（後省略）  
３）「A テモ」＝並列、「B テモ」＝並列  
血糖値は上がりすぎても下がりすぎても困る（後省略）  
４）「A テモ」＝逆条件、「B テモ」＝並列  
数学なんてやってもやんなくても出来ないし（後省略）  
反復用法は、分類をしていない。「A テモ B テモ」節には進展性の意味を
持つ動詞が現れる、ただし主節に動作・状態が続いた場合「当然現れるは
                                                   
1 国立国語研究所による『現代日本語書き言葉均衡コーパス』のこと。  
2 ここでの検索は一般的な研究よりもやや高度な方法を用いていると考えられる。  
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ずの事態が変わらず続いている」という事態の継続を表す表現が現れるこ
とが明らかになった、と述べている。  
 
 当該研究では、用例の収集に関してはコーパスを使うことで、大量のデータ
から極めて効率よく高精度に行えているものと考えられる。その後、多くの研
究と同様に、その収集した結果を分類している。分類の際の具体的な作業方法
が明記されていないが、それ以外の方法が詳細に記載されていることから、特
別な処理方式は取っていないと思われる。つまり、収集した用例を全て紙に印
刷し、ペンなどでマークを付けていく、もしくは『メモ帳』や『秀丸』のよう
なテキストエディタ上でパターン情報を記載していく、または『Microsoft 
Excel（以下、MS-Excel）』のような一般用途のソフトによって同様に情報を記
載する方式などを行ったと考えられる。  
 この、分類による分析では、「タグ 3」を用いれば効果的に分析を行うことが
できるようになるであろう。ここでは、「選択並列用法」「反復用法」「並列」「逆
条件」などの分類名がタグとなる。収集した用例へタグを付与することで、こ
れを元に用例をさらに絞り、より詳細な結果を得ることができるようになる。
またタグにより集計を行うことで、分類ごとの使用数を瞬時に知ることができ
る。またその結果を条件ごとに切り替えながら見比べることで、その場での新
たな発見に合わせて柔軟に用例の傾向に迫ることができる。  
 収集した用例に対して研究者自身がタグ付与を行っていた研究は中俣（2010）
と丸山（2008）の２つのみであった。ただし、２つの研究とも、使用コーパス
に関して極めて詳しい記述がなされており、コーパスに長けた研究者であるこ
とが伺える。つまりタグ付与を行う研究者は、コーパスやその利用技術に関し
てかなり詳しいもののみである可能性が高いといえる。しかし、そのタグを付
与していた研究者でも既存のタグ付与ソフトは使用せず、独自の方式で行って
いた。論文中に明記はされていないため実際の方法は不明だが、おそらく手作
                                                   
3 形態素解析ソフトなどのタガーによって付与される語の基本形情報や品詞情報も本稿
では同様にタグとして扱う。また研究によっては「アノテーション」と表現している
ものもあるが、同様のものとして扱う。  
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業で行ったと思われる。このように、用例の分類など実質的にタグ付与と同等
の作業を行っていてもタグ自体は利用していないか、もしくはコーパス利用に
長けていて、タグ付与を行っている研究者であっても実際に既存のタグ付与ソ
フトは使用していないのが現状である。  
 日本語学の分野の特徴は次のようになる。用例の検索は４割弱がコーパスや
それに近いデータから行い、既存の検索方式を用いている。ただし、複雑な文
型 4などの場合、特殊な方式を用いて収集している。収集した用例は分類して傾
向性や特徴を分析している。ただし、タグなどを用いずに目視や簡易的な方式
で行っている。  
 
1.1.2 社会言語学の場合  
 社会言語学分野においての調査は『社会言語科学』2007 年から 2014 年の研
究論文、資料、ショートノートを対象に行った。このうち、書評、展望、実地
調査のものは省き、最新のものから 100 本分を調べた。  
 
表 1-2 『社会言語科学』におけるコーパス利用数  
論文  100 
コーパス使用  8 
タグ付与  6 
既存タグ付与ソフト使用  1 
独自書式による書き起こし  56 
 
 『社会言語科学』では、分析用の用例の収集に関して既存の一般公開されて
いるコーパスの利用はそれほどなかった。この分野の研究では談話分析や会話
分析が多く、書き言葉ではなく話し言葉が研究対象になることが多い。またそ
の話し言葉でも自由会話だけでなく、「助言場面」「３人での同時会話」など特
                                                   
4 日本語教育で用いる教育用の日本語表現のみならず、日本語記述文法研究会（ 2008）で
は、「クラス全員が鈴木を天才と思っている。」「机の上には辞書がある」（日本語記述文
法研究会 2008：143）などを構文と呼ぶが、本研究ではこれらも同様に文型と呼ぶ。  
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殊な条件付けを行った発話データも対象となる。このため、言語データを用い
た研究のほとんどが研究者自ら発話を録音し文字化したものを分析している。  
 用例の収集に関して、特定表現を検索するというより、発話が重なった箇所、
勧誘が行われた箇所など特定の場面の例を抽出して分析するものが多かった。  
 論文中に明記されたものから見ると、タグ付与に関してはやや行われている。
また、文字化の際に発話内容以外のさまざまな情報を書き加えている研究が多
い。これは既存のコーパス自体を使用せず、独自データを文字化してコーパス
と同等に使用している研究が極めて多いためであろう。  
 
 
図 1-1 名塩・水島（2011）でのトランスクリプト  
 
 図 1-1 に見られるように、01,02 など発話の番号、D:,E:など発話者の記号、
hhh で示された笑い声、 [ で示された同時発話箇所、 ( )で示された非言語行
動や注釈、などさまざまな情報が発話データ中に書き込まれている。これらは、
意味合いとしてはタグと同等と考えられる。  
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図 1-2 坊農（2011）でのトランスクリプト  
 
 情報の付与の形式としては、図 1-2 は手話を記録したコーパスの例であるが、
RH で示された右手の動き、LH で示された左手の動き、日本語に置き換えたと
きの言葉、がそれぞれ別々に全３層で記録されている。このように同時に起こ
る多様な種類の情報を記録するための工夫やニーズが存在することも分かる。  
 しかしこれらの研究でも文字化やタグ付与を、 テキストファイルや
『Microsoft Word』上で行っているため、付与した情報がほとんど目視だけで
しか利用されていない。つまり、ほとんどの研究者が実際にタグ付与と同じく
らいの労力をかけて豊富な情報を付与しているのであるが、それらの情報は目
視以外ではほぼ活用できていないといえる。  
 社会言語学分野での特徴は次のようになる。分析元のデータであるコーパス
自体を自作していることが非常に多い。またその際に研究目的ごとに情報を付
与している。付与される情報は実質的にタグと同等である。タグ付与に関して
は、収集した用例の分類のタグよりもコーパス全体へのタグであり、種別も多
様で、さらに多種類のタグの同時付与などの試みも見られた。このようにタグ
の利用やニーズは極めて高いと思われる。  
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 分析項目となる用例の収集は、特定の語などの言語形式ではないため、コー
パスからの検索などは行わず、目的表現や箇所を目視で探し当てて収集してい
る。用例の収集後にはあらかじめ付与したタグを目視することにより、傾向性
をさぐっている。付与したタグはコーパスの利点を発揮せず、ほぼ目視によっ
て使用される。  
 
1.1.3 日本語教育学の場合  
 日本語非母語話者に対する日本語教育学分野においての調査は『日本語教育』
2005 年から 2014 年の論文、調査報告、研究ノートを対象に行った。該当時期
のうち、書評、レビュー、展望、教科書分析、意識調査、外国語研究、新テス
トの提示、コース設計の提示、各国の日本語教育事情、授業分析、コーパスや
利用技術自体の提示の論文のものは省き、最新のものから 100 本分を調べた。 
 
表 1-3 『日本語教育』におけるコーパス利用数  
論文 100 
コーパス使用 23 
タグ付与 3 
既存タグ付与ソフト使用 0 
独自書式による書き起こし 21 
 
 ここではコーパス自体の利用数が日本語学よりはやや少ない。これは、研究
に当たり独自のデータを取ることが多いためである。そのため、独自ルールに
よりデータを文字化した研究がほぼ同数存在する。  
 劉（2012）では、BCCWJ から用例を収集し、動作主認識の副詞的成分ごと
に、それぞれの語に共起する代表的な述語動詞を分析している。ここでは〈快〉
の感情・感覚を表す形容詞連用形が動作主認識の副詞的成分として用いられや
すいこと、その理由は語用論的理由によるものであることを解明している。ま
た、曹・仁科（2006）では、中国人日本語学習者の作文から、形容詞・形容動
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詞の共起関係の学習状況を、誤用例を元に研究している。中国の大学の日本語
科の学生の作文など計 2477 文から抽出したフレーズを正用と誤用に分け、独
自の共起用法提示ツールによって名詞と形容詞および形容動詞の共起妥当性を
判断、最後に共起表現を量的及び質的に分析することで、学習者の共起表現の
習得状況を観察している。誤用に対しては、さらに、A 共起、B 語選択、C 共
起＋語選択、D 文法関係、の４つに分類している。また、ここでは具体的方法
は明記していないが名詞や形容詞などの品詞情報を利用していることから、作
文コーパスに対して、なんらかの形態素解析ソフトによって品詞タグを自動付
与していることが考えられる。ほかにも、今井（2010）では間接受身に関する
文法的研究を行っていて、船戸（2012）では終助詞の「ね」の分析を行ってい
る。  
 独自の研究視点からのタグ付与に関して見ると、関崎（2013）などが BTSJ
に基づく形でのタグ付与を行っている。しかし、具体的なタグ付与に専用ソフ
トを使用したかどうかには触れていない。ほかでは、船戸（2012）では、「コ
ーディング」という名前ながらタグ付与を行っているなどがあるが、これらも
手作業である。  
 ほかに、データを計量的に分析する手法も使われている。李（2011）では、
大規模テスト作成のため、コーパス利用による主成分分析の方式が提案されて
いるが 5、これは実際の研究というよりも新しい手法の紹介という意味合いのも
のである。山本（2011）では、国会議論における論点の抽出を行っている。「国
会会議録検索システム」で第１回（1947 年）、から第 176 回（2010 年）まで
の会議録から「日本語教育」という語を含む発言を全て抽出し、『KH Coder6』
によって、「日本語教育」と他の名詞との共起ネットワークを作成し、当該語が
どのような名詞と強く結びついて表現されているかを調査している。  
 以上見たように、日本語教育学の分野の特徴は次のとおりである。日本語教
育学独自といえる誤用の研究以外にも、日本語学での文法研究的な研究や社会
                                                   
5 石川（2008）では、語の単純頻度や共起頻度、またはそれを示す表だけでなく数学的統
計手法を含め、「言語の計量」と述べている。  
6 立命館大学樋口耕一氏によるテキストマイニング用ソフトで、擬似的に日本語コンコー
ダンサーとして扱われることもある。  
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言語学的な研究も含んでいて、コーパス利用の現状から見るとその２つの分野
の中間的な傾向があるといえる。また、コーパスを利用する場合は高度な統計
処理のみを行うか、用例収集のみを行い分類をするという手法に分かれる。統
計処理では、主成分分析などの高度なものを用い、その結果を図で確認するな
どが行われていて、それとは別に質的な考察なども行われている。タグに関し
ては用例の分類には用いられず、コーパス全体に対し品詞情報の自動付与を行
うことはある。ただし正用、誤用に関しての情報や、誤用の種別に関してはデ
ータ中への付与はせず、分類作業のみをしている。独自に作成したデータを扱
う場合、文字化データにタグを付与するがそれは手作業で行うため、その後の
機械検索はほぼ行われない。  
 日本語教育学の分野ではコーパスをさまざまな方法を用いて利用しているこ
とが分かる。  
 
1.1.4 小結  
 これまで集計してきた各分野のコーパス利用状況をまとめると以下のとおり
となる。それぞれの分野の特性がこの表に現れているといえよう。  
 
表 1-4 日本語学、社会言語学、日本語教育学の各分野におけるコーパス利用数  
 
日本語文法  社会言語科学  日本語教育  
論文  100 100 100 
コーパス使用  31 8 23 
タグ付与  2 6 3 
既存タグ付与ソフト使用  0 1 0 
独自書式による書き起こし  4 56 21 
 
 用例の検索は分野によるが比較的利用されている。ただし、高度な文型など
は既存の検索方式では行われていない。用例の分析のためのタグ付与はほぼ行
われていない。社会言語学や日本語教育学では独自のデータを作成することも
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多く、その際にはほぼタグと同等のものが利用されるが、手作業や目視のもの
と大差ない方式の物が使用されている。日本語教育学では統計処理などの計量
的な分析手法が利用されはじめている。また日本語教育学ではコーパス全体へ
のタグとして品詞などの情報を付与して利用することもあるという現状が明ら
かになった。  
 
1.2 先行ソフトの現状  
 一般的な言語研究7の手順として、用例の収集、用例の分析とがある。これら
がコーパスによりどの程度行えるかを先行ソフトの調査をもとに考察する。ま
た、各研究者の持つ研究の立場や興味に対してどれだけ先行ソフトが叶えられ
るかも同時に考察する。  
 コーパスからの機械的な用例の抽出や計量的に分析を行うソフトウェアのこ
とをコンコーダンサーと呼ぶ。コーパスを扱う際には実際にはこのコンコーダ
ンサーを通して扱うことが一般的であろう8。  
 いくつかのコーパスでは、専用のコンコーダンサーが付随し、それを通して
のみ扱える。オンライン上で扱えるコーパスが典型的な例である。しかし、も
しそれらのコンコーダンサーが非常に優れたものであったとしても、それを使
って他のコーパスや、自らが作成したコーパスを分析することはできず、同様
の方式、基準で複数のコーパスの比較ができないため、その分析手段の応用、
再利用性は低いといえる。  
 そこで、さまざまな領域で利用されるためには、特殊なタグ情報が全く付与
されていないプレーンテキストを対象に扱える、もしくは、簡単にデータ形式
を対応させられるコンコーダンサーが必要である。本研究で比較する先行コン
コーダンサーは、このようなスタンドアローンで扱え、プレーンテキストを分
析できるものが対象となる。  
                                                   
7 コーパスを使用することを絶対としない、日本語学、日本語教育学、社会言語学などの
分野での研究で、比較的多く用いられる研究内容を指す。  
8 ただし、unix の sh コマンドや Perl、Ruby などのスクリプト言語のワンライナーで、
対話的に扱う方法もあるが、極めて高度なため一般の言語研究者には非常に敷居が高く
現実的ではない。  
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 最近の一般的なコーパス利用研究の入門書といえる、石川（2012）では日本
語分析が可能なコンコーダンサーとして『Himawari』、『AntConc』、『KH Coder』
の３つが提示されている。そこでは、『Himawari』は単機能コンコーダンサー、
『AntConc』は多機能コンコーダンサー、『KH Coder』は多機能コンコーダン
サーとされている。本研究では先行する日本語コンコーダンサーとしてこの３
つを取り上げる。実際に日本語を分析しようとする際にはこの３つは大いに使
われているソフトであり、現状の日本語分析現場を反映していると思われる。  
 
1.2.1 用例の検索  
 用例の収集のためには、用例の検索を行う必要がある。検索する語句は、単
独の語のみを指定して検索することが基本となる。これは最も基本的な方法で
あるため、どのコンコーダンサーでも行える。さらに『KH Coder』では以前
から、『Himawari』に関しては ver.1.5 から語の全活用形の検索も行える。つ
まり、「行く」という語を検索する場合には、「行か（ない）」「行き（ます）」「行
け（ば）」などのすべての形が抽出できるのである。また同様に、「名詞」や「形
容詞」などの品詞を指定して検索することもできる。これは既に一般的な方式
になっていると考えられる。  
 複数の語からなる表現を検索する場合、『Himawari』、『AntConc』ではその
まま検索したい表現を記述することで検索できる。また『KH Coder』では検
索する語を１つずつの位置を個別に指定することで検索可能となる。  
 1.1.1 で見た清水（2010）では「動詞の連用形＋テモ（デモ）」を２回含む文
を抽出している。このような文型も収集する必要性がある。これは「東京へ行
っても大阪へ行っても」のように、この文型の間にいくつかの語が入る可能性
がある複雑なものである。これを『Himawari』、『AntConc』で検索するため
には、正規表現9を使う必要があるが非常に複雑な書式になるため使用者の負担
が強い。『KH Coder』では文型の中に使用される語を分割して、その並びの位
置ごとに指定するが、これも擬似的にしか行えない。さらにそのどちらの検索
                                                   
9 文字列を一定のルールに置き換えたものである。  
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方法を用いても収集できる用例は不完全なものとなる。このため、文型を完全
に収集できる検索方式はいまだ存在しない。  
 
1.2.2 用例へのタグ付与と利用  
 用例を収集したあとは分析を行うが、用例の分類から行う方法がある。コー
パスを用いてデータを分類し、それを利用して分析するためにはタグ付与が必
要である。既存のタグ付与ソフトとしては、既に『BTSJ 文字化・集計システ
ムセット 10』『ＳＳＴ書き起こし支援ツール 11』や『KH Coder』など少数なが
ら存在する12。しかし、1.1 の調査でも分かるように、実際にはこれらのタグ付
与ソフトは、少なくとも日本語研究の世界においてはほぼ利用されていない。
『BTSJ 文字化・集計システムセット』では、付与できるタグが決まっていて
汎用性が少ないうえに作業が面倒であり、『ＳＳＴ書き起こし支援ツール』では
覚えなければいけないタグ形式が多く非常に煩雑である。  
 付与したタグを利用するにはコンコーダンサーが必要である。『Himawari』
では、本文内に文字列として直接書き込むことで、疑似的なタグとすることが
できる 13。  
 
 
図 1-3 『Himawari』での本文内タグ  
 
 図 1-3 は、コーパスデータの本文内に「（・・・・・）」の形式でタグを付与
                                                   
10 東京外国語大学宇佐美まゆみ氏による発話コーパス作成形式の作成ソフトである。  
11 情報通信研究機構による。タイトルの全角英数に関しては、発行元のとおり用いている。 
12 国立国語研究所の『Himawari ver.1.5』では、用例へのタグ付与が行えるが、 2014 年
12 月 20 日公開のため、これまでの研究には反映されていない。  
13 『Himawari ver1.5』からは検索結果に対し本文外へタグ付与できるようになったが、
ここではこれまでの方式として示す。  
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したもの 14である。この形式は仕組みが単純であり作成を非常に簡易に行える
というメリットがあるが、文内容にそのままタグが現れるので取り扱いが不便
である。  
 『AntConc』ではタグ情報を扱うことはできるが、『Himawari』の例と同様
に本文に直に付けたものを扱う。  
 
 
図 1-4 『AntConc』での本文内タグ  
 
 なお『AntConc』では、設定によってタグ部の表示は消せるため、タグで検
索を行いつつ本文のみを表示させるなど見やすい形式にできる 15、ただし、タ
グ付与結果に対する高度な統計処理などはほぼ行えない。  
 『KH Coder』では、タグ情報は「<H1>・・・・</H1>」のように元のテキ
スト自体へ、規定ルールに基づいた追記をすることで行える。しかし、元デー
タへの書式の直接の記入は一般使用者にとってはハードルが高いと思われる。
また、これはタイトルや筆者、発話者の情報などの言語外の情報しか扱えない。  
 このように用例分析のための分類処理であるタグ付与は現状ではほぼ行えな
い。付与したタグの利用は『AntConc』が最も有効であるが、それでも高度で
複雑なものといえる。  
                                                   
14 このコーパスは関西学院大学の于康氏の作成した『中国語母語話者の日本語誤用コーパ
ス  Ver. 7』である。  
15 実際には「Tag Settings」で利用できるようになるが、タグを使用するには高度に正規
表現を工夫する必要があるため、本研究では立ち入らない。また、その際も Collocates
ではその結果は使用できない。  
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1.2.3 計量的分析処理  
 現在コーパスを利用した研究で最も一般的に行われている分析手法が計量的
な見地から言語を分析する方法であろう。これは、コーパスの大きな利点であ
る、研究者の思い込みを排除した言語の真に一般的な傾向性を見つけられるも
のである。現状では『AntConc』と『KH Coder』で使用でき、特に『KH Coder』
はこれに特化して作成されているため、非常に高度な数学的統計処理が行える。 
 語の振る舞いを明らかにする処理では、単独の語の傾向性、ある語と周囲の
語との関係性、複数の語の連鎖によって作られる表現などが分かる。  
 しかしさらに発展させた、語が使用される際の文型の算出は行えない。「かけ
る」や「とぶ」など、主として含む語は決まっているが、それらの語がどのよ
うな文型の中で使用されているかは不明な場合である。これを叶える効果的な
手法は、現在はまだ存在しない。  
 
1.2.4 コーパス自体の形式と作成  
 コーパスで各研究者の研究興味や視点に深く根付いた研究をするためには、
コーパス自体を研究者の立場や興味を反映したものにする必要がある。日本語
では、語をどのように区切るかは研究者の立場によって違い、またどの分野で
あったとしても各研究視点からの分析も必要となる。  
 
1.2.4.1 日本語における語の単位  
 日本語は分かち書きがされていない言語であり、語の認定が明確ではない言
語である。この「語」をどのように規定するか研究者ごとに説が分かれる。ま
た語の単位も言語学の立場からのものと自然言語処理的立場からのもので、そ
れぞれ複数存在する。言語学的なものでは代表的であると思われるものが３つ
存在する。学校文法での単位、仁田（1997）の単位、庵（2012）の単位である。
学校文法での「語」は特に短いもので、形態素として区切られたものと近い区
切り方といえる。仁田（1997）の提唱する単位はいわゆる附属語を、「語とし
て認定され、語の地位を与えられていた助詞や助動詞を、語とは認めず、語の
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内部構成要素として位置づける（仁田 1997：202-203）」としている。つまり、
名詞に後接する格助詞、係助詞も含めて、また動詞に後接する助動詞、補助動
詞も含めて１つの語とするものである。同様に接頭辞、接尾辞も単独では「語」
とは見なさない。また、仁田の単位に近いが、名詞に続く格助詞、係助詞は別
語とする庵（2012）の単位がある。他に、自然言語処理的な立場から見ると日
本語の単位は主に２つの単位がある。まず、「短単位」である。これは語として
は最も短い分け方になる。次に、それを元に一定のルールに基づいて長い単位
に結合して作成したものが長単位である。これは、主に名詞の前後の接辞を名
詞へ連結して作られる単位であり、動詞や形容詞などに後接する助動詞や補助
動詞は本体部へは結合されないという特徴を持つ。  
 各単位それぞれに長短がある。現行のコンコーダンサーにおいて、「複数の語
の単位を選択して使う」という発想の元に作られているものに国立国語研究所
の『現代日本語書き言葉均衡コーパス』を扱える『中納言』がある。これは国
立国語研究所が提示する短単位と長単位の２つの単位に加え文字列としての検
索が行える。しかしこれは Web コーパス専用ツールであり、各自が独自に持っ
ているコーパスやテキストデータは扱えない。また、言語学的な立場からの代
表的な単位である仁田（1997）や庵（2012）で提示された単位では語の検索や
集計ができない。  
 
1.2.4.2 独自の視点からのコーパスの作成  
 さまざまな研究分野では、それぞれの研究の興味や視点がある。日本語学の
分野では、格助詞の意味用法、動詞の分類など、日本語教育学の分野では、日
本語教育用文型、誤用の有無と種別、社会言語学の分野では、発話権の有無、
相づちの有無、視線の向き、手の動き、音声的な強弱や高低、など多岐にわた
る。それらの視点からデータを分析するためには、データであるコーパスにそ
れらの情報が含まれていなければならない。しかしこれらのすべてを備えたコ
ーパスは存在しないため、研究者自身が付与する必要がある。  
 現状のコンコーダンサーではコーパス自体を作るというレベルの作業を行え
17 
 
るものは存在しない。専用ソフトとして、『BTSJ 文字化・集計システムセット』
などがあるが、談話分析に特化したコーパスの作成のためのものであり汎用性
には乏しい。また作成されたコーパスは語の頻度の集計などを行えない形式の
ものとなり、コーパスとしての有用性の一部しか発揮できないものである。ま
た独自に付与されたタグを効果的に扱えるコンコーダンサーも存在しない。  
 
1.2.5 先行ソフトの目的  
 『Himawari』は用例抽出のみを行う単機能ソフトであるため、用例の収集
は行えるが基本的に分析工程では扱えない。  
 『AntConc』は英語を目的としたソフトであり日本語の特性に考慮して作ら
れたものではないため、日本語を対象とした研究には効率的に対応ができない。 
 『KH Coder』はこの中で最も日本語の分析に向いていると思われる。しか
し詳しく見ていくと、助詞、助動詞などの機能語が分析対象から外れるように
設計されている点や、語を基本形でしか扱えず、活用された形では扱いづらい
点など、言語分析用ソフトと見なすには多少の食い違いが見られる。これに関
して、樋口（2013）では『KH Coder』の作成目的を「計量テキスト分析を実
現するために製作したソフトウェア（樋口 2013：2）」としている。また、こ
の「計量テキスト分析」を「質的データにある種の数値化操作を加えることで、
計量的に分析すること」とし、そのデータに関しては「社会調査によって得ら
れるデータには、大きく分けて量的データと質的データの２種類がある。この
うち質的データとは、数値の形になっていないデータ全般であり、例えば新聞・
雑誌記事、アンケートによる自由記述、インタビューのトランスクリプトなど
がある。」としている。要するに、この『KH Coder』は一般的な言語研究の対
象である、特定表現の追及や分析ではなく、「言語で書かれたデータ全体の性質」
の分析を目的とするもので、その主な対象分野は社会学であるとしている。分
析元のデータそのものの性質を知ることを目的に作成されたものであるため、
名詞など内容語の扱いに特に気を配られていて、助詞、助動詞などは基本的に
考慮に入れられていないのも作成目的からして当然のことである。  
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 このように、現状では、日本語を主に扱える言語分析を目的としたソフトは
存在しないといえる。  
 
1.2.6 小結  
 以上見てきたように現状では、コーパスを利用して一般的な言語研究を行う
場合には、用例の検索、用例の分類のためのタグ付与、用例の分析のための計
量的分析処理、研究の立場に深く対応するためのコーパス作成の各点に関して、
まだまだ不十分であると考えられる。また、先行するソフトとしては、
『Himawari』『AntConc』『KH Coder』の３つが主なものとして存在するが、
その機能、作成目的からして真の意味での日本語用コンコーダンサーはいまだ
存在しないといえる。  
 
1.3 コーパス利用技術開発研究の現状  
 コーパスを扱う際には、コーパスを分析するソフトが必要である。しかし、
実際の現行する言語分析ソフトウェアを見ると、言語研究の現場の求めるもの
と言語分析ソフトの開発者が取り組んでいる課題の間には溝があるといえる。
それを１つ１つ丁寧に埋める必要があると考えられる。  
 前節で見たように、機械による言語分析に関し、現場では細かいニーズが数
多くあるが、自然言語処理などの開発側では、それらに目が向けられずに残さ
れたままさらに高度な課題に取り組んでいるのが現状である。自然言語処理学
会での研究テーマを、学会 HP から引用すると以下のとおりに設定されている。 
 
自然言語処理研究会（NL）での研究会で取り扱う分野  
言語理論、言語行動、言語資料・統計、言語データベース、辞書、文法、形態素解
析、統語解析、意味解析、文脈解析、対話、談話理解、文生成、音声、言語知識表
現・獲得、機械翻訳、情報検索・抽出、文書処理・要約、自然言語ソフトウェア、
その他言語解析の応用、等  
（http://www.nl-ipsj.or.jp/#area）  
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 ここでは、統計解析や意味解析、文脈解析など、非常に有用性の高い課題が
多く設定されている。これらは確実に必要な課題であり、高精度に実現される
ことで言語分析は飛躍的に高まるといえるものばかりである。  
 しかし、言語分析での現場のニーズはそれに比べると、具体的であり見方に
よっては遥かに低次元のものであるが、しかしより必要性のあるものばかりで
ある。それらの、置き去りにされた問題の解決こそが先決である。基礎的な部
分でそれらのニーズを解決することで、現行する言語処理機能が遥かに実際の
言語現象に即したものとなりえる。  
 このように、言語研究の現場において求められるニーズは、開発者の側の興
味と一致しなく、顧みられないことも多い。  
 
1.4 研究課題と研究目的および研究意義  
 これまで見てきたように、一般的な言語研究の手順において、まだまだ手作
業で各工程が行われていることが多いという現状がある。手作業には３点の問
題がある。まず、作業効率が著しく低いため、研究に時間がかかるという点で
ある。次に、作業ミスが発生しやすく、それによって導き出された結果の精度
には疑問が残るという点である。さらに分析のための分類結果の集計などの際
に膨大な時間を要するため、あらかじめ予測される結果だけを求めがちになり、
研究に先入観が含まれやすいという点である。このように効率、精度、先入観
の点からも手作業での分析には問題があると考えられる。  
 これを解決するのは、データにはコーパスを用い、用例の収集や分析にはコ
ンコーダンサーを用いるということである。これにより、上記の３点は根本的
に解決されると思われる。既存のコンコーダンサーはそれぞれ非常に価値があ
り、優れたものである。しかし、いくつかの点において、いまだ不十分な点も
多々ある。本章では、先行するコンコーダンサーの考察を通して、言語研究に
求められるにも関わらず実現がされていない以下の研究課題を見出した。  
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①分析対象となる表現が使用される用例の、自在で簡易的な方式での収集  
②収集した用例に対してのあらゆる研究視点からのタグの、効率的な付与  
③計量的分析処理による、言語の傾向性の自動的な抽出  
④研究の立場や興味に即したデータの作成  
⑤一般的な言語研究手順のすべての工程の、統合した仕組み上での実現 16 
 
 本研究の目的は、上記５点の課題を全て解決することである。これにより、
日本語学、日本語教育、社会言語学などの諸分野において効率的で信憑性の高
い研究を行うための有効な１つのツールになることが本研究の意義である。  
 
1.5 用語の定義  
 本節では、本研究で以降扱う用語の定義を簡潔に提示する。それぞれの用語
は必要に応じて各章にて再度詳細に定義することもある。  
 コーパスのタイプに関するものとして「文字列コーパス」、「形態素解析コー
パス」、「タグ付きコーパス」という用語を用いる。「文字列コーパス」は、日本
語の場合、分かち書きがされていないものを指す。「形態素解析コーパス」は、
文字列コーパスを形態素解析ソフトにかけ、主に分かち書きしたものを指す。
また、分かち書きだけでなく、品詞情報や、基本形情報など、さまざまな付属
情報を付与したものを「タグ付きコーパス」とする。タグ付きコーパスには、
各使用者がオリジナルでタグを付与する場合も指す。  
 タグ付与の段階に関するものとして「一次タグ」と「二次タグ」という用語
を用いる。コーパス自体に元々付与されたタグは一次タグであり、そのデータ
から検出した用例に対して付与されたタグは「二次タグ」である。二次以降に
付与するタグは便宜上すべて二次タグとなる。  
                                                   
16 「将来においては、このようなアノテーション付与・検索一体型ツールの一層の一般化
が期待され、その開発は多くの点で強く望まれている。というのも、現在のタグ付けソ
フトウェアの多くは難解で、コーパスデータの使用者にとってなかなか使おうという気
になれないが、一体型ツールがあれば、そうした使用者も自動化アノテーションを使え
るようになるからだ。これにより、コーパスデータの使用者は、コーパス開発者が付与
したアノテーションを使わなければならないという制約から自由になり、自ら使いたい
アノテーションを選ぶことが可能となる。（トニー・マケナリーほか 2012 石川訳 2014：
51）」  
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 語の単位に関するものとして「形態素単位」と「語単位」という用語を用い
る。「形態素単位」は短い単位で区切られた語で、自然言語処理での「短単位」
が基本となる。「語単位」とは、形態素単位の語を一定のルールに基づいて結合
して作るものである。どのようなルールに基づいて結合させた場合でもその結
果は全て語単位として扱うため複数存在し、研究のポリシーによって違うもの
となりえる。  
 タグの種類に関するものとして「形態素解析タグ」と「オリジナルタグ」と
いう用語を用いる。「基本形」「品詞」「活用形」など、形態素解析ソフトによっ
て自動で得られるタグを形態素解析タグと呼び、形態素解析ソフトでは得られ
ない研究分野や視点からの情報をコーパスに織り込むためのタグをオリジナル
タグと呼ぶ。  
 検索方式に関するのもとして「柔軟検索」「詳細検索」という用語を用いる。
「柔軟検索」は、表現を検索する際に、使用者が指定した検索文字列をコンコ
ーダンサー自身が状況に応じて自在に読み替えて検索を行う仕組みである。簡
易的な書き方での検索語句の指定で文型などの複雑な表現を検索できるもので
ある。「詳細検索」とは、ある単位に区切られた１つの語の中に存在するさまざ
まな項目を自由に組み合わせて検索を行う仕組みで、１つの語が持つ多様な側
面を組み合わせて検索するものである。  
 以下の表 1-5～1-9 に各用語の定義をまとめる。  
 
表 1-5 コーパスの種別に関する用語の定義  
「文字列コーパス」  日本語の場合は分かち書きがされていないもの。  
「形態素解析コーパス」 
文字列コーパスを形態素解析ソフトにかけ、主に分かち書き
したもの。  
「タグ付きコーパス」  
分かち書きだけでなく、品詞情報や、基本形情報など、さま
ざまな付属情報を付与したもの。各使用者がオリジナルでタ
グを付与する場合も指す。  
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表 1-6 タグ付与の段階に関する用語の定義  
「一次タグ」  コーパス自体に元々付与されたタグのこと。  
「二次タグ」  
検出した用例に対して付与されたタグ。二次以降に付与する
タグも便宜上すべて二次タグとなる。  
 
表 1-7 語の単位に関する用語の定義  
「形態素単位」  
短い単位で区切られた語で、自然言語処理での「短単位」が
基本となる。  
「語単位」  
形態素単位の語を一定のルールに基づいて結合して作るもの
であり、研究のポリシーによって変わる。  
 
表 1-8 タグの種類に関する用語の定義  
「形態素解析タグ」  
「基本形」「品詞」「活用形」など、形態素解析ソフトによ
って自動で得られるタグ。  
「オリジナルタグ」  形態素解析ソフトでは得られない研究者独自のタグ。  
 
表 1-9 検索方式に関する用語の定義もの  
「柔軟検索」  
検索文字列をコンコーダンサー自身が状況に応じて自在に読
み替えて検索を行う仕組み。文型などの複雑な表現を簡易的
な書式で検索できる。  
「詳細検索」  
１つの語の中に存在するさまざまな項目を自由に組み合わせ
て検索を行う仕組みで、より詳細な条件で語を検索するもの。 
 
1.6 論文構成  
 本研究では、先述の①～⑤の課題について検証し解決を図る。その成果物と
して新たなコンコーダンサーを開発し提示する。ただし、現状の問題点が多岐
に渡る以上、その解決策も多様なものとなる。それらを全て一度に提示するこ
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とは、使用者にとって分かりにくさにもつながるため、コーパスの利用手順に
沿って段階的に行う。まず文型の収集を行える用例の検索や抽出用ソフトを最
初に提示する。次に収集した用例へのタグ付与のソフトを２つめに提示してい
く。最後にこれまでの全てに加え、計量的分析処理や研究の視点や興味に合わ
せてコーパス自体の自作を行えるソフトを提示する、という手順で示す。  
 各章で考察してく課題と解決法は以下のとおりとなる。  
 第１章では、先行する言語分析ソフトを検証し、一般的な言語研究の手順の
実現への課題を示し、本研究の目的を提示した。  
 第２章では、コーパス利用の最も基本といえる用例の収集について考察する。
主に日本語の文型の抽出に関し既存の方法で行えない点を解決する。ここでは
１つめのソフト『ToriBASHI』を提示する。  
 第３章では、収集した用例を分類して分析するための、用例へのタグ付与に
ついて考察する。ここで２つめのソフトとして『SaiBASHI』を提示する。こ
れは『ToriBASHI』全機能に加え用例へのタグ付与機能を追加したものである。 
 第４章では、研究者ごとの興味や視点に深く対応してコーパスを扱う方法を
考察する。まず、コーパスデータの基礎となる日本語の語の単位を詳細に考察
し、それぞれの単位の長所を生かしつつ短所を補い検索を行う方式を示す。ま
た各研究の興味を反映できるように、言語データに含まれるあらゆる情報を記
録して使用できるコーパスの仕組みを考察し、実際に使用者自らがその研究目
的に即した情報をコーパス自体に付与してオリジナルコーパスとする方式を提
示する。さらに、コーパスの分析方法の中心ともいえる計量的分析手法につい
て考察する。その中で今までには存在しなかった処理として主に、ある語がど
のような文型の中で使用されるかを発見できる「POPAK」を提示する。この章
で提示することや、それまでの章での示した全ての機能を備えた上でさらに新
たな日本語分析の可能性を追求する『HASHI』を提示する。  
 最後の第５章では、本研究によって追及された課題とその解決結果を示す。
加えて本研究でやり残した今後の課題を述べる。  
 本研究は以降、上記のような構成によって論を進める。   
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第２章 柔軟で詳細な用例検索―『ToriBASHI17』―  
 
2.1 用例の収集の基本と先行ソフトでの実現性  
 日本語の文法研究の場合、第１章で調査したとおり、分析対象となる用例を
コーパスから収集する方法は普及しつつあるようである。その手順を再度示す
と以下のとおりとなる。  
 
１）なんらかの機械的な検索方式を用いコーパスから用例を収集する。  
２）収集した用例を目視で選別する。  
３）該当する用例を全てパターンに分け規則性や傾向性を発見する。  
 
 この手順においての１）に当たる「用例の収集」を本章で考察していく。こ
れまでの一般的な用例収集方法よりも効率よく、漏れや不要な例が混ざらない
ように収集ができれば、特に２）の不要な例の選別作業が大幅に減るため、作
業効率が高まり研究の速度が速くなるだけでなく、用例の精度が高まる。用例
の精度が高まることにより、研究の精度が著しく上がることになるであろう。  
 用例の収集方法のメインは、ほんの 10 年程度前までは読書によるものが一
般的であった。目視による用例収集は、２つのデメリットと、１つのメリット
がある。デメリットの１つめは膨大な時間がかかること、２つめは不規則な漏
れを不用意に出しやすいということである。メリットとしては、研究者にとっ
て不要な用例をその場で判断して排除できることである。  
 
表 2-1 目視での用例収集の特徴  
デメリット  メリット  
膨大な時間がかかる  
用例の抽出の柔軟性が高い  
不規則な漏れが出やすい  
                                                   
17 2013 年より開発を始め、2015 年より以下の URL にて一般に無料公開している。
http://www7b.biglobe.ne.jp/~ryo_tanaka_corpus_tools/  
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 そこで、これに代わる手法として注目されたのがコーパスからの自動収集法
である。コーパスは元々言語を計量的に処理することで、質的な研究のみでは
発見できなかった新たな言語現象を見るために生み出されたものであるが、用
例の収集のためにも大きな威力を発揮するものである。極めて高速に、一定の
ルールに従った用例を完全に漏れなく収集することができるのである。  
 既存の方法でこれをどの程度行えるか検証する。1.1.1 において例に挙げた
清水（2010）の研究で扱われた用例を現行のソフトでどのように収集できるか
確認していく。当該研究で提示された検索内容をまとめると以下のとおりであ
る。  
 
「動詞の連用形＋テモ（デモ）」を２回含む文を機械的に抽出する。  
 （「東京へ行っても大阪へ行っても」のような文があるため、２つの「テ
モ」の間に１～５つの形態素が入るものまでを検索の対象とする。）  
 
 つまり、「動詞の連用形」→「ても（でも）」→（どのような形態素が１～５
入ってもいい）「動詞の連用形」→「ても（でも）」の順に語が並ぶものを収集
するということである。  
 これは文型の検索である。第１章で見たように、コーパスから単独の語や決
まった順に語が並ぶ表現の検索は既に十分できることが分かった。ここでは文
型の検索を詳細に検証する。  
 『Himawari』の場合、基本的には品詞情報 18などが使えないため、検索にお
いて「動詞」や「連用形」という指定はできない。そこでこのように複雑なル
ールを持った文字列を検索する場合には、「正規表現」を用いる。正規表現とは、
一定のルールに従って文字列を指定するための表記方法であり、言い換えれば
文字列のルール化である。本稿ではこのルールは詳述しないが、上記の検索対
象の表現を正規表現化すると、単純なものでも以下のようになる。  
 
                                                   
18 基本形、活用形などを含めここでは品詞情報という用語で示す。第３章で提示する「語
彙形態素及び品詞情報」と同義である。  
26 
 
（１） .{1,8}ても .{0,10}ても 19 
 
 さらに、これを細かい点まで修正すると以下のようになる。  
 
（２） [^。^、^「^」 ]{1,8}[てで ]も [^。^、^「^」 ]{0,10}[てで ]も 20 
 
 （２）は、「句読点以外の文字列が１文字から８文字まで」→「ても（でも）」
→「句読点以外の文字列が０文字から 10 文字まで」→「ても（でも）」、とい
うルールである。『Himawari Ver.1.3.1』をダウンロードすると最初から付随し
ているデータである「aozora_sample21」から、（２）の正規表現を指定して検
索した。検索結果は 367 例であった。  
 
 
図 2-1 『Himawari』による（２）での検索結果  
 
 検索にかかる時間は数秒もなく、また上記ルールに当てはまるものを全て一
                                                   
19 検索文字列の提示等では、例文と同様の形式を取るが、出典情報の記述は省略する。  
20  「 [てで ]も」の箇所は、「ても」と「でも」のどちらかという意味である。「動詞のテ形」
＋「係助詞も」を抜き出すことを考えると、単純に「動詞＋て」だけを対象としがちで
あるが、「遊んで」「咬んで」など「接続助詞て」の前が撥音便化するものは接続助詞が
「で」になる。目視では該当する用例を目にした途端に対応できるが自動処理では事前
にその調整をしておく必要がある。  
21  このデータには、夏目漱石の「こころ」「吾輩は猫である」、芥川龍之介の「猿蟹合戦」
「蜘蛛の糸」という、長編２編、短編２編の計４編の小説が納められている。  
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括に抜き出すことができた。もし目視で長編 2 編から用例を収集するとなると、
数時間では足りないであろうし、確実に漏れも多く出るであろう。このように、
確かに目視によるデメリットの 2 点ともを解決できていると考えられる。ただ
し大きな問題もある。ここでは品詞による指定ができず、前項の「ても（でも）」
の前に対して「動詞 1 つ」という指定ができない。そのため「1 文字から 8 文
字まで」という文字数の指定で代用している。これにより、全く同じ用例を、
「ても（でも）」の前を１文字分だけとったものから 8 文字分取ったものまで
重複して収集している。  
 
 
図 2-2 『Himawari』による（２）での検索結果の重複箇所  
 
 これらの重複を削除すると 65 件残る。その結果以下のような例が見られる。  
 
（３）好いじゃないか鼻なんか丸くても尖がってても  
（４）瓦礫の折にあちらへ参ってからとんと出てこんのでな。今来て見ると
まるで方角も分らんくらいで、 --迷亭にでも伴れてあるいてもらわん
と、とても用達も出来ません。  
（５）迷亭は悟ったもので「いえ御茶漬でも御湯漬でも御免蒙るんです。  
（６）いかに馬鹿でも病気でも主人に変りはない。  
（７）腹が立ったから、それじゃ見ていただかなくってもようございますこ
れでも大事な猫なんですって、三毛を懐へ入れてさっさと帰って参り
ました。  
（『吾輩は猫である』）  
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 （３）は、「形容詞くても」＋「動詞ても」、（４）は「名詞にでも」＋「動詞
てもらう」、（５）は「名詞でも」＋「名詞でも」、（６）は「ナ形容詞でも」＋
「ナ形容詞でも」、（７）は「動詞ていただかなくっても」＋「指示代名詞でも」
の例で、目的の用例ではない。品詞の指定などが出来ないので、このような例
が混ざることは避けられない。これらを全て排除すると残りは 17 件であった。  
 
（８）下女は我輩をぶら下げて主人の方へ向けてこの宿なしの小猫がいくら
出しても出しても御台所へ上って来て困りますという。  
（９）人間は犬であるといっても豚であるといっても別に苦しむほどの命題
ではない。  
（『吾輩は猫である』）  
 
 ここでようやく「動詞ても」＋「動詞ても」の例を抜き出すことができた。
これらの不要な用例の混在は目視の場合は起こりにくいものである。コーパス
からの検索により、用例抽出を自動的にできるようになった反面、それまでに
あったメリットが失われている。  
 ここでは品詞が扱えないため、文字列としての検索方法を見たが、あらかじ
め品詞タグなどが付与されたデータである「csj_sample」などでは、『Himawari』
でも「動詞」を指定して検索することができる。しかし、この場合でも文型中
に２つ含まれる動詞のうちの片方しか指定できない。また前項と後項の「動詞
ても」の間に入る語を「何語分」として指定することもできない。つまり若干
効率がよくなるだけで、これまでの問題はほぼ解決できないのである。  
 語の区切りが付けられていて品詞による検索が可能なコンコーダンサーで、
より詳細な検索条件の指定ができるものとして『KH Coder』がある。『KH 
Coder』では、検索の中心となる語と、その前後に共起する語という形で指定
する。前後の位置は、左１～左５や右１～右５のうちの特定の一か所か、左か
右または左右１～５のどこか、という一定範囲の、２つの方法で指定する。可
能な限り清水（2010）に忠実に検索条件を作成した結果以下のとおりとなった。 
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図 2-3 『KH Coder』での「A テモ B テモ」の検索条件  
 
 図 2-3 の検索条件の指定内容を抜き出すと以下となる。  
 
検索語    を「品詞」の「動詞」  
「左 1-5」を「抽出語22」の「も」  
「右 1」  を「抽出語」の「て 23」  
「右 2」  を「抽出語」の「も」  
 
左 5  左 4  左 3  左 2   左 1   中心 右 1  右 2   右 3   右 4   右 5 
       も         動詞 て  も   
 
意味としては、「左の 1～5 語に「も」」→「動詞」→「て」→「も」となる。
これらの条件によって『Himawari』での aozora_sample と全く同じ 4 編の小
説を対象に検索すると以下のようになった。  
                                                   
22 語が実際に使われていた形である表記形や出現形などの『KH Coder』での名称である。  
23 ただし、『KH Coder』では初期状態だと助詞や助動詞は扱えないため、事前に「前処
理 (R)」→「語の取捨選択」→「品詞による語の選択」で「その他」にチェックをつけ
ておく必要がある。  
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図 2-4  『KH Coder』による「A テモ B テモ」の検索結果  
 
 この文型を『KH Coder』で扱う語の単位に分けると「動詞」「て」「も」が
２つ分の６語である。しかし『KH Coder』での検索に指定できる語の数は、
検索語が１つ、追加条件が３つの、計４つまでである。つまりこの文型の全て
の語を指定できないのである。  
 そこで後件の「動詞ても」を優先して、「動詞」「て」「も」を「検索語」「右
１」「右２」に指定すると、残りに指定できる語は１つだけとなるので、前件の
「動詞」「て」「も」のうち、最後の「も」だけを指定することになるであろう。
位置としては、後件よりも前の５語の範囲以内となる。  
 『KH Coder』では検索条件とできる語数が４語までなので、検索したい語
を全て指定できなかった。そこで追加条件を制限なく指定できる『中納言』24で
なら解決できそうに思える。その結果以下のような例文が抽出される。  
 
（10）私 も 立ち上がっ て 見 て も いい な と 思う ね。  
（11）とても 難しく て やっ た けど も 考え て も 分かり 
ませ ん 。  
（12）どう し て も やり たい から 止め て も 無駄 です。 
（「BCCWJ」全て分かち書きし、下線を施した。）  
 
 （10）～（12）の各文は、通常の下線部分が後件の「動詞ても」である。同
様に前件の「動詞ても」を確認すると「も立ち上がって」「てやったけども」
「てもやり」という表現になっている。つまり「動詞」「て」「も」が全ての
                                                   
24 Web コンコーダンサーのため本研究の対象からは外れるが、参考のため提示する。  
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例で使われてはいるが順番が揃っていないのである。これは条件の指定が以下
のようになっていたためである。  
 
左 5  左 4  左 3  左 2   左 1   中心 右 1  右 2   右 3   右 4   右 5 
   動詞   て      も    動詞 て  も   
 
 前件の「動詞」「て」「も」に関し、それぞれの語に対し検索語から一定範囲
内、という指定はできるのだが、同時に各語の順番は指定できないからである。  
 以上見てきたように、コーパスを扱うということは、これらのような問題が
あるということに気付く必要があるが、もし気付いたとしても現状ではソフト
の側で対応できる仕組みが揃っていない。このように、とても多くのことに配
慮をし、その結果（２）や図 2-3 のように複雑な方法で条件を指定しながら、
それでもなお不完全な検索条件の指定しか行えない。  
 以上、３つのソフトを検証することで既存の仕組みでは多様な問題点が存在
することが分かった。これまでの問題点をまとめると以下のようになる。  
 
１）文字列コーパスでは品詞の指定ができず、文字数での指定になるため、
不要な例が大量に発生する。  
２）品詞を扱えるようにすると語に区切りができるため、語の区切りの基準
を熟知しなければならない。  
３）品詞や形態素を扱う場合、一定範囲内にある決まった語の並びという指
定ができない。  
 
 コーパスからの検索の場合、規則に則ったものは漏れなく全て抽出すること
ができるが、逆から見ると、規則として指定できないものや指定から漏れたも
のは絶対に抽出されない。１）～３）の問題には使用者側では対処できないた
め「一定の規則に則った漏れ」が一律で発生するという一つの大きな問題につ
ながる。このように、目視のデメリットをなくしたはずの自動検索であるが、
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その代わりに目視に存在したメリットの、状況に合わせて不要な用例を選別で
きるという点が失われていることが分かった。これを加味し、目視のデメリッ
トである、用例の収集速度を高速にし、ルールに適った例を全て抜き出し、な
おかつ目視でのメリットであった状況に合わせた柔軟な対応をできるだけ行え
るような処理が必要となるであろう。  
 
2.2  用例検索ソフト『ToriBASHI』での用例収集  
 一般的に文型を書き表すときは以下のような書き方になるであろう。  
 
（13）ほど～ない  
（14）が～だけに  
（友松ほか 2010）  
 
 このような書式で「A テモ B テモ」文を書くと以下のようになるであろう。 
 
（15）～ても～ても  
 
 さらに、「ても」の前には動詞の連用形が来るという情報も明示させる。  
 
（16）動詞ても～動詞ても  
 
 ここで「～」の意味合いを「どのような語が 1~5 語入っても入らなくてもい
い」と定め、品詞と語の間に区切りを付けると以下のようになる。  
 
 （17）動詞_ても_0-5_動詞_ても  
（判別しやすさのため、空白位置は_で示している）  
 
 これは、「動詞」→「ても」→（どのような語が 1~5 入ってもいい）→「動
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詞」→「ても」という意味である。書式をよく見ると以下の点が上げられる。
「動詞」と「ても」が混在しているように品詞名と語自体を同列に指定してい
る。また、左 3 が動詞で左 2 が「て」などのように、それぞれの語を位置で指
定もしていなく、「ても」のように語の区切りも特に付けずに指定している。前
件の位置の指定は、『KH Coder』での「後件に対して左 1~5」という指定では
なく、直接ここに入る可能性のある語数を指定している。これはこれまで見て
きた、使用者にとって分かりにくい点を全て解消した書式であると考えられる。 
 さらに「ても」を「でも」でもよいという条件に変えると、（17）のとおり
となる。  
 
（18）動詞_(ても|でも )_0-5_動詞_(ても|でも ) 
 
 （18）の意味は、「動詞」→「ても（でも）」→（どのような語が 1~5 入っ
てもいい）→「動詞」→「ても（でも）」という意味となり、清水（2010）で
の指定をほぼ完全に満たしているといえる。この検索方法で、これまでと同じ
aozora_sample のテキストから検索すると以下のようになる。  
 
 
図 2-5  『ToriBASHI』による（17）の検索結果  
 
 検索結果は 28 件であった。図 2-5 のとおり、「いくら出しても出しても」「七
日立っても二十日立っても」など、該当する用例ばかりが抽出されていること
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が分かる。  
 このように、品詞と語を混在させた指定、間に入る任意の語数の幅の指定、
決まった順で連続する語の指定、などを一つの検索語の指定に入れ込んでしま
うことで、これまでのソフトのように複雑な仕組みを熟知しないと使えないの
ではなく、ソフトの方が柔軟に対応することで、誰でもが簡単に目的の表現を
収集できるようになった。  
 またさらに「動詞」の種別を絞りたいときもあろう。工藤（1995）での動詞
の 3 分類ごとに用例を収集したい場合、（18）での「動詞」の部分を「外的運
動」などに変える。  
 
 （19）外的運動_(ても|でも )_0-5_外的運動_(ても|でも ) 
 
 
図 2-6  『ToriBASHI』による（18）の検索結果  
 
 （19）の条件で検索した結果は図 2-6 となる。このように、品詞指定の箇所
をさらに詳細にして、その分類までも扱えるようにすることで、より詳細な研
究に対応できる。  
 『ToriBASHI』での検索条件の書式の新規性をまとめると以下のようになる。 
 
１）「動詞」と「ても」のように品詞名と語自体を同列に混在して指定でき
る。  
２）左 3 が動詞で左 2 が「て」、などによる個別の位置の指定ではなく、実
際に語が並ぶとおりの順に記す。  
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３）「ても」を「て も」のように語の区切りを特に付けずに指定できる。  
４）何語以内、などの一定範囲内の指定は「0-5」などの簡単な数字で指定
できる。  
５）語の詳細な分類名での指定ができる。  
 
 これによって、『Himawari』のように複雑な正規表現を使わなくても、また
『KH Coder』のように形態素ごとに別々の入力場所に分割して指定しなくて
も、極めて簡易的な書式で検索ができるようになった。また、語や品詞だけで
なく語の種別などの特定のルールでの指定も簡易的に行えるようになった。こ
れによって用例の収集は格段に効率よく、また精度高く行えるようになった。  
 この検索方式を「柔軟検索」と呼ぶこととする。  
 
2.3  『ToriBASHI』での用例編集  
 清水（2010）では、収集された用例の中から不要な例を目視により削除し、
その後に前項「動詞ても」と後項「動詞ても」の関係を＜選択並列用法＞＜反
復用法＞に分けている。さらに＜選択並列用法＞の場合は、前項と後項のそれ
ぞれを「並列」と「逆条件」に分けて集計し分析している。このような、不要
な用例の削除と、用例へのタグ付与にも対応させるとよいであろう。  
 図 2-5 での収集された用例の中には、以下のような例がある。  
 
 （20）寝てもおれ、覚めてもおれ、このおれがいたるところにつけまつわっ
ているから、人間の行為言動が人工的にコセつくばかり（後略）（『吾
輩は猫である』）  
 
 この例の場合、前項の「動詞ても」と後項の「動詞ても」は直接的な関係が
ないと思われるので、分析対象外の例といえる。そのため、これを削除してお
く必要がある。今までの場合これを削除するには、いったん検索結果をテキス
トファイルなどに保存してから『秀丸』や『メモ帳』などのテキストエディタ
36 
 
などの上で行っていた。その際、検索結果を外部に書き出さざるを得ず、その
結果用例が単なる文字列になってしまい、元々内部に保存されていたそれぞれ
の語の品詞情報などは全て消えてしまうことになる。  
 
 
図 2-7 『秀丸』での行削除  
 
 不要例の削除を検索結果を表示させた画面上でそのまま行えるようにすれば、
作業効率を高められるだけでなく、それぞれの語の品詞や基本形などの情報も
維持されるため、データの保持性も高くなるであろう。ここで品詞情報などが
維持されることで、続けて更なる条件を絞る際などに使用することができる。  
 
 
図 2-8 『ToriBASHI』での不要な例の削除  
 
 不要例削除後は前項と後項の関係を＜選択並列用法＞＜反復用法＞に分ける。
この分類作業はタグ付与によって行う。  
 
 
図 2-9 『ToriBASHI』での簡易的なタグ付与  
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 ここでのタグ付与は、検索結果の画面上でそのまま行え、また色による視認
識性の高いものを採用する。付与した色にはそれぞれ名前を付けることで、オ
レンジは＜選択並列＞、ベージュは＜反復＞、など規定することができるよう
になり、管理も容易となる。タグ付与の結果は、その処理画面のままですぐに
条件とすることで、結果をその場で絞ることができるようになる。  
 
 
図 2-10 『ToriBASHI』での簡易的なタグによる条件付け  
 
 タグ付与の結果は以下のとおりとなる。  
 
表 2-2 「動詞ても」＋「動詞ても」集計結果  
選択並列  26 反復  2 
逆条件 -逆条件  15   
並列 -逆条件  1   
並列 -並列  8   
逆条件 -並列  0   
 
 以上のように、用例の収集、不要な例の削除、付加情報のタグ付与、付与し
たタグによる再集計までの一連の作業が全て一つの処理上で行えるようになっ
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た。これにより、1.1.1 で考察してきた日本語文法学の大多数の研究での作業
は、すでにこの段階で終了したといえるであろう。この仕組みによりこれまで
の手法での言語研究の初期作業が大幅に効率よく、効果的になるであろう。  
 ただし、この方法での問題点もある。色を簡易的なタグとして扱うため、人
間に識別できる色数の限界から、多数のタグを設定できないことである。また
１つの語に対して２つ以上の色を付与できないため、１つの動詞に対して、「自
動詞」であり「移動動詞」である、などの別々の視点からの情報を同時に付与
できないことである。  
 これらを加味してより詳細な分析をするためのデータを作成するには、より
本格的なタグ付与が必要になる。これに関して第３章で提示することとする。  
 
2.4 さまざまな用例での検証  
 ここまで、「動詞ても＋動詞ても」の用例を元に既存のコンコーダンサーによ
る検索方法と改善点などを見てきて、その改善点が実際に有効なものであるこ
とを検証してきた。しかしこれは単に「動詞ても～動詞ても」の文型だけに当
てはまるものである可能性もある。はたして他の例でも同様のことがいえるで
あろうか。以下の３つの文型 25を例に考察を深めていく。  
 
１）NP に（は）＋NP が＋（いる／ある）  
２）NP を＋VP（れた／られた）NP 
３）NP（は／が）＋NP を＋VP（れる／られる）  
 
 １）は「机に本が置かれている」「封筒には手紙が入れてある」などであり、
存在構文と呼ばれるものである。②は「お菓子を食べられた子供」「服を汚され
た竹下さん」などで、NP の修飾表現である。③は「私は足を踏まれた」「妻
は子供に弁当を忘れられた」などで、目的語残存受身文と呼ばれるものである。  
 検証に使用するコンコーダンサーは 2.2 と同様に『Himawari』と『KH Coder』
                                                   
25 「構文」と呼ぶ場合も多いが、本研究では「文型」で統一する。  
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である。二つとも一般的に広く使われているソフトである。『Himawari』は
主に文字列で検索し、語の区切りや品詞情報などが使えない代わりに正規表現
が使えるコンコーダンサーの代表として扱う。『KH Coder』は語の区切りが
あり、品詞情報を扱えるコンコーダンサーの代表として扱う。  
 
2.4.1 「NP に NP が＋（いる／ある）」の検証  
 まず、１）の「NP に（は）＋NP が＋（いる／ある）」から見ていく。『Himawari』
で検索する際には、2.1 でのべたように品詞や語の指定ができない。そこで文
字列で指定することになるが、今回の検索内容は複雑な表現であるため、「に」
や「には」の用例から該当する例だけを目視で抜き出すことは非常に手間がか
かる。そこでこの文型の形を正規表現で指定する。この文型を簡単に考えると、
「なんらかの文字がいくつか」の後に「に」が来て、その直後に「は」があっ
てもなくてもよく、その後にまた「なんらかの文字がいくつか」きて「が」が
あり、また「なんらかの文字がいくつか」となる。ここでの「なんらかの文字」
は正規表現では、以下のように記すことが多い。  
 
（21） . 
  
 また、「いくつか」は、8 の場合は以下のように記す。  
 
 （22） {8} 
 
 （21）と（22）の 2 つを組み合わせると以下のようになる。  
 
（23） .{8} 
 
 これをもとに「NP に（は）＋NP が＋（いる／ある）」の文型をルール化し
た正規表現を作ると以下のようになるであろう。  
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 （24） .{8}に .{8}が .{5} 
 
 この条件で検索を行うと、以下の図 2-11 のような結果になった。  
 
 
図 2-11 『Himawari』による（24）の検索結果  
 
 検索結果を詳しく見ると、以下のような文が確認される。  
 
 （25）あなたの大事なお父さんの病気をそっち退けにして、何であなたが宅
を空けられるものですか。（『こころ』）  
 （26）毛穴からしみだす汗が、流れればと思うのに毛の根の膏のようにねば
り付く。背中がむずむずする。（『吾輩は猫である』）  
 （27）私もあるいはそうかとも考えたが、先生の平生から推してみると、ど
うも変に思われた。「先生が口を探してくれる」。（『こころ』）  
 
 これらは「に～が」を含む文であるが、「に」と「が」の間に「、」「。」
「「」がある。（21）で指定した「なんらかの文字」は、ひらがな、カタカナ、
漢字、英語、記号、空白などを含む本当の意味での「なんらかの文字」である。
そのため句読点や鍵括弧などが混ざり、一つの節や文となっていない例が多く
抽出されたのである。つまりいらない例が多く入りすぎたのである。そこで「句
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読点や鍵括弧以外のなんらかの文字」26に修正する必要がある。また、図 2-11
を見るとすべての用例での「に」と「が」が縦一列に並んでいる。これは、「な
んらかの文字」の数を 8 と定めたため、「に」と「が」の間に必ず 8 文字入る
ものを抽出した結果である。当然、自然な日本語の場合 8 文字だけでなくさま
ざまな文字数がここの間に入るはずである。つまり「8 文字」ではなく「8 文
字以内」と修正すべきである。さらに、ここでは「に」と指定しているが、本
来は「に」もしくは「には」である。これらを加味すると以下のようになる。 
 
 （28）[^。^、^」^「 ]{1,8}には?[^。^、^」^「 ]{1,10}が [^。^、^」^「 ]{1,5} 
 
 この正規表現での検索結果は以下のようになる。  
 
 
図 2-12 『Himawari』による（28）の検索結果  
 
 aozora_sample での検索結果は 7909 件であった。これで検索結果を得るこ
とができたようだが、2.1 での図 2-2 と同様に非常に多くの重複例が含まれて
いる。これを削除すると 1097 件となった。これを選別するだけで非常に膨大
な時間がかかる。作業により得られた抽出例では以下のような文が確認される。 
                                                   
26 「なんらかの文字」は、Shift-JIS での日本語検索の場合、ひらがな、カタカナ、漢字
の全てという意味で「 [ぁ -んァ -ヶ亜‐熙々ー・ ]」などが一般的である。しかし、日本
語のテキストでも英語や記号を語として含んだ文、「私はその友達の名をここにＫと
よんでおきます。」（『こころ』）、「Agnodice はえらい女だよ、僕は実に感心した
ね。」（『吾輩は猫である』）などもあるため、安全のためにこのようにした。  
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（29）「ああ僕のように忙がしいと文学などは到底駄目さ。それに以前から
あまり数奇でない方だから」  
（30）あたかも主人の一夜作りの精神修養が、あくる日になると拭うがごと
くきれいに消え去って、生まれついての野猪的本領が直ちに全面を暴
露し来るのと一般である。  
（31）高がのみの千疋や二千疋でよくまあこんなに現金な真似ができたもの
だ。  
（『吾輩は猫である』全て下線は筆者による）  
 
 （29）～（31）も全て「に～が」を含んではいるが、「NP に（は）＋NP が
＋（いる／ある）」という形は成していない。「（いる／ある）」の箇所に対
応できていないためである。ここを「いる／ある」もしくは「VP ている」や
「VP られている」として、条件を絞ると以下のようになるであろう。  
 
（32）[^。^、^」^「 ]{1,8}には?[^。^、^」^「 ]{1,10}が [^。^、^」^「 ]{0,3}(い
[るてた ]|あ (る|っ [たて ])) 
 
 この条件で検索すると以下の図 2-13 となる。  
 
 
図 2-13 『Himawari』による（32）での検索結果  
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 検索結果は 1651 件であったが、これまでと同様に重複例を削除すると 216
件となった。ここまでにさまざまな要素への配慮を重ね、複雑な正規表現の仕
組みを理解して駆使することでようやく、かなりの近似値へたどり着いたとい
える。ここに至るためにはこのようにきわめて複雑な正規表現を作成するだけ
の基礎知識が必要であり、これを多くの使用者に求めるのは非常に困難である
と思われる。しかもそれにより得られた結果にも大量な重複例が紛れ込んでい
るためさらに膨大な時間をかけて排除しなければならない。それでもまだまだ
該当しない例文が多数含まれているため、ごみの選別作業を行わなければなら
ない。使用者に多くの前提知識があり、できる限りの工夫をしたとしてもここ
が限界であると言えよう。語が区切られていなく品詞情報 が扱えない
『Himawari』では限界があることを確認した。それでは品詞情報が扱えるソ
フトでならこの問題は解決できるように思える。  
 『KH Coder』を見ていく。『KH Coder』では品詞が扱える代わりに指定で
きる語の範囲が狭く、条件数も合計 4 語までしかできない。「NP」「に」「NP」
「が」「いる／ある」では文型に含まれる項目数が５つであるが条件指定が４
語までしか行えないため、前から４語を条件とすると以下のようになる。  
 
 
図 2-14 『KH Coder』での「NP に（は）NP が＋（いる／ある）」の検索条件  
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検索語    を「抽出後」の「に」  
「左 1」  を「品詞」の「名詞」  
「右 1-5」を「品詞」の「名詞」  
「右 1-5」を「抽出後」の「が」  
 
左 5  左 4  左 3  左 2   左 1   中心 右 1  右 2   右 3   右 4   右 5 
             名詞  に      名詞   が     
 
このような条件により抽出された結果は以下の図 2-15 になる。  
 
 
図 2-15  『KH Coder』による「NP に（は）NP が＋（いる／ある）」の検索結果 1 
 
 aozora_sample からの抽出結果は 43 件であった。結果を見ると確かに「に」
の直前には名詞が来ていることが確認できる。このように品詞を特定できるこ
とは『Himawari』にはない大きな特徴であるといえる。しかし「NP が」の後
にくる VP 部分の指定がこれではできていないため、「いる／ある」もしくは
「VP ている」や「VP られている」が条件づけられていない。そこで「いる／
ある」の方を活かす指定を試みる。それにより前件の語の指定の数が足りなく
なるが、「に」や「が」の前は名詞がくる可能性が高いと思われるので、「に」
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や「が」を指定することで暗示的にその直前に名詞がくることを含めることに
する。その結果以下のような条件になる。  
 
 
図 2-16 『KH Coder』での「NP に（は）＋NP が＋VP」の改定検索条件  
 
検索語    を「抽出語」の「が」  
「左 1-5」を「抽出語」の「に」  
「右 1-5」を「抽出語」の「いる」  
 
左 5  左 4  左 3  左 2   左 1   中心 右 1  右 2   右 3   右 4   右 5 
       に         が        いる       
 
 これによる検索結果は以下の図 2-17 となる。  
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図 2-17 『KH Coder』による「NP に（は）＋NP が＋VP」の改定検索結果 2 
 
 検出結果は 49 件であった。これは、VP 部分に「いる」がくるものだけを指
定したため「ある」の例は検出されていない。「いる」に関してだけだが、か
なり正確に抽出できているように見える。  
 
（33）私は急に父がいなくなって母一人が取り残された時の、古い広い田舎
家を想像してみた。（『こころ』下線は筆者による）  
 
 ここの「急に」は「急な」というナ形容詞の活用であるため「NP に」では
ない。多少このようなゴミも混ざるが概ね検索はできそうである。ただ、指定
できる範囲が検索語の左右 5 形態素のみであるため非常に狭い。その結果、本
来は該当する文であるが、語の位置の関係から漏れた例が大量にあると思われ
る。  
 これに対して『ToriBASHI』の検索条件は以下のようになるであろう。  
 
（34）名詞_に_0-8_名詞_が_0-3_(いる|ある ) 
 
 これによる検索結果は以下の図 2-18 となる。  
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図 2-18 『ToriBASHI』による（34）での検索結果  
 
 検索結果は 246 件であった。これらは全て「NP に」、「NP が」、「VP」
の順に並んでいる。『Himawari』や『KH Coder』での条件と同様に、「いる」
は本動詞として使われたものも補助動詞として使われたものも抽出できてい
る。「名詞」「に」や、「名詞」「が」をそのまま並べて記述することで、出
現順を明確に指定することができる。またその間に入る語数も「0-8」や「0-3」
などの比較的簡易な方式で記述している。検索語句は（32）のきわめて複雑な
正規表現や、図 2-16 での個別の位置ごとに分けて入力する方式に比べ、非常
に簡易的であると考えられる。また、指定できる語の数も制限がないため、必
要な要素をすべて織り込んだ条件を作成することができる。それによって、検
索結果はこれまでのどれよりも正確なものとなったといえる。  
 
2.4.2 「NP を＋VP（れた／られた）NP」の検証  
 ②の「NP を＋VP（れた／られた）NP」は、「お菓子を食べられた子供」「服
を汚された竹下さん」などを表す文型である。  
 『Himawari』の場合は、これまで見てきた正規表現を土台に以下のような
例が考えられる。  
 
（35）[^。^、^」^「 ]{1,8}を [^。^、^」^「 ]{1,5}られた [^。^、^」^「 ]{1,5} 
 
 （35）による検索の結果を以下の図 2-19 で示す。  
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図 2-19 『Himawari』による（35）での検索結果  
 
 検索結果は 129 件であったが、重複例を削除すると 20 件となった。  
 
（36）布団にして敷かれずんば、布団はまさしくその名誉を毀損せられたる
もので、これを勧めたる主人もまた幾分か顔が立たない事になる。
（『吾輩は猫である』下線は筆者による）  
 
 検索結果から、（36）のような例を削除していくことで用例の収集は完了す
る。『Himawari』ではこのような例は比較的精度が高く抽出できるようであ
る。  
 これに対し、『KH Coder』では対応が難しくなる。『KH Coder』では正規
表現が使えず「れた」か「られた」を同時に指定できないため、検索を 2 回に
分けて行う必要がある。検索条件の画面を図 2-20、2-21 で示す。  
 
検索語     を「抽出語」   の「られる」もしくは「れる」  
「左 1-5」  を「抽出語」 の「が」  
「右１」 を「抽出語」   の「た」  
「右 2」 を「品詞」     の「名詞」  
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図 2-20 『KH Coder』での「が～られた名詞」の検索条件  
 
 
図 2-21 『KH Coder』での「が～れた名詞」の検索条件  
 
 これらの検索例で抽出できたのは図 2-20 の条件のみであり、検索結果は 1
件であった。その結果を以下図 2-22 で示す。  
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図 2-22 『KH Coder』による「が～られた名詞」の検索結果  
 
 このようにコンコーダンサーによって向き不向きがあると考えられ、『KH 
Coder』ではこのような例は特に対応が難しいものであると思われる。  
 『ToriBASHI』での検索条件は（37）のようになるであろう。またその検索
結果を以下の図 2-23 に示す。  
 
（37）名詞_を_1-10_(れた|られた )_名詞  
 
 
図 2-23 『ToriBASHI』による（37）での検索結果  
 
 この条件では aozora_sample から 37 件の結果を得られた。このように非常
に簡易的な検索語句により用例の収集が行える。  
 
2.4.3 「NP（は／が）＋NP を＋VP（れる／られる）」の検証  
 この文型は複雑なため、『Himawari』の場合今まで見てきた正規表現を全
て総合させて検索を行うことになる。まずは以下のような式になると思われる。 
 
（38）[^。^、^」^「 ]{1,8}[はが ] [^。^、^」^「 ]{1,8}を [^。^、^」^「 ]{1,5}
ら?れ (る|て|た ) 
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 ここでの、「れる／られる」の箇所は、それよりも後ろ側の指定をあえてし
ないことで「られた」「られて」など、どのような形が来ても対応できるよう
にしている。これを、「られている」や「られていた」などの部分までを明示
的に支持しようとすると以下のようになるであろう。  
 
（39）[^。^、^」^「 ]{1,8}[はが ] [^。^、^」^「 ]{1,8}を  [^。^、^」^「 ]{1,5}
ら?れ (る|てい (る|た|た ) 
 
 （39）によって正規表現は完成したといえるであろう。しかし、これで検索
した結果は以下の図 2-24 のようになった。  
 
 
図 2-24 『Himawari』による（39）での検索エラー  
 
 検索が失敗したのである。（39）の書式を詳細に確認すると、最後にある「 (る
|てい (る|た|た )」の箇所で、始まりのかっこである「 (」は２つあるが、終わ
りのかっこである「 )」は 1 つしかない。つまり始まりと終わりの括弧の対応が
とれていなく、書式にミスが出たということである。  
 ここまで複雑な正規表現になると、一度で正確に作成することの方が難しく、
このように何度もエラーを繰り返しながら正しい書式へとたどり着くことの
方が一般的であると思われる。これを修正したものが（39’）となる。  
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（39’）[^。^、^」^「 ]{1,8}[はが ][^。^、^」^「 ]{1,8}を [^。^、^」^「 ]{1,5}
ら?れ (る|てい (る|た )|た ) 
 
 この修正した正規表現での検索結果は以下の図 2-25 となる。  
 
 
図 2-25 『Himawari』による（39’）での検索結果  
 
 このように『Himawari』でこの文型を検索しようとすると、通常の使用者
の理解の限界に近い状態まで正規表現を書かないと行えない。日本語の文型は
これよりもさらに複雑なものも多く存在するし、さらに詳細に条件付けを行い
たい場合も存在する。それらの条件が一つ加わるたびに正規表現は加速度的に
長大になり、またその中の仕組みも複雑になるであろう。それにより使用者の
ミスも生まれやすくなるし、それ以前にそこまでの書式を使用者が覚えこまな
いと扱えないというのは現実的とは考えられない。  
 『KH Coder』では、この文型は長すぎて要素が多すぎるため、語の範囲が
検索語の左右 5 形態素、条件が合計 4 つという仕様では対応できないであろう。 
 『ToriBASHI』ではこのような複雑な条件も以下のような検索語句で検索で
きる。  
 
（40）名詞_(は|が )_1-5_名詞_を_0-4_動詞_(れる|られる ) 
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 検索語句は「名詞」「は／が」「名詞」「を」「動詞」「れる／られる」と
いう、それぞれの語をそのまま横一列に書ける。「は／が」のように２つのう
ちどちらかという語は「 (は|が )」のように併記し、要素ごとにの間に何形態素
が入っても構わない場所にはその数をそのまま「0-4」のように指定する。この
書き方だけで対応できるのである。  
 その検索結果は以下の図 2-26 となる。  
 
 
図 2-26 『ToriBASHI』による（40）での検索結果  
 
 正規表現で指定すると、人間の判別の限界とも思えるような長大な書き方に
なっていった例でも、『ToriBASHI』ならそれよりはるかに簡便な書式で指定
できる。このように、これまでの方式であれば、対応できないか、もしくは対
応できても非常に複雑な仕組みを理解して使いこなさなければできなかった
複雑な表現の検索が、『ToriBASHI』によって非常に簡単に行うことができ、
また非常に高い精度の結果を得ることができた。  
 
2.5 第２章まとめ  
 第２章で検証してきた内容をまとめる。まず、先行するコンコーダンサーの
問題点をあらためてまとめると以下のとおりである。  
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１）文字列コーパスでは品詞の指定ができず、文字数での指定になるため、
不要な例が大量に発生する。  
２）品詞を扱えるようにすると語に区切りができるため、語の区切りの基準
を熟知しなければならない。  
３）品詞や形態素を扱う場合、一定範囲内にある決まった語の並びという指
定ができない。  
４）抽出する表現が長くなるほど正規表現が長大で複雑になる。  
 
 また、これらの問題点へ対応し、解決したソフトとして『ToriBASHI』を提
示した。その解決した点は以下のとおりである。  
 
１）品詞名と語自体を同列に混在して指定できる。  
２）左 3 が動詞で左 2 が「て」などによる個別の位置の指定ではなく、実際
に語が並ぶとおりの順に記す。  
３）「ても」を「て も」のように語の区切りを特につけずに指定できる。 
４）語の種別名の指定ができる。  
５）何語以内などの一定範囲内の指定は「0-5」など簡単な数字で指定でき
る。  
６）長い表現を検索する場合でも、比較的簡単な書き方で行える。  
 
 本章で考察してきた、コーパスから用例を収集するための検索の際に存在す
る問題点は全て解決できたといえよう。ここで提示した検索方式を「柔軟検索」
と呼ぶこととする。   
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第３章 用例分析のためのタグ付与―『SaiBASHI27』―  
 
3.1 データの特徴や規則性  
 多くの要素が混在したものの中から一定の法則や、特徴を掴んだりする必要
性が分野を問わず存在する。単に最も頻繁に利用されるものを調べることは比
較的簡単であるが、そこに含まれる要素から一定の法則を見つけるためには、
単純な見た目や形を見るだけでは難しいことが多い。  
 飲料を例に考える。どのような商品が最も売れているかを調べることは比較
的簡単である。ただし、それだけが単に最も売れているだけで、よく売れる商
品のタイプは別の要素を持ったものかもしれない。飲料の種類、メーカー、ブ
ランド、砂糖の有無、ミルクの有無、濃さ、コク、苦み、などさまざまな要素
があり、比較的目に見えやすいものから感知しにくいものまであるが、どの要
素を組み合わせて持っているものが売れるのかが重要である。  
 
表 3-1 飲料商品の一覧  
商品名 販売本数 商品名 販売本数 商品名 販売本数 
A-紅茶 1 25000 B-紅茶 1 122000 C-緑茶 1 413000 
A-コーヒー1 198000 B-コーヒー1 359000 C-緑茶 2 8000 
A-コーヒー2 25000 B-コーヒー2 135000 C-緑茶 3 68000 
A-コーヒー3 98000 B-緑茶 1 36000 
  
A-緑茶 1 3000 B-緑茶 2 89000 
  
A-紅茶 2 27000 C-紅茶 1 246000 
  
 
 表 3-1 はさまざまな飲料商品の発売本数を示したものである。これでは「C-
緑茶 1」が最も売れている、次いで「B-コーヒー1」「C-紅茶 1」の順で売れて
いることが分かる。これだけを見ると、各飲料のジャンルにそれぞれ売れる商
                                                   
27 2015 年より開発を始め、2015 年より以下の URL にて一般に無料公開している。
http://www7b.biglobe.ne.jp/~ryo_tanaka_corpus_tools/  
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品があることは分かるが、全体としてどのような要素を持ったものが売れる傾
向にあるのかは全く見えてこない。そこで、各商品が持つさまざまな要素を明
確にした表が必要となる。  
 
表 3-2 飲料商品が持つ要素  
商品名  
メー
カー  
ブラ
ンド  
種別  下位種別  
砂
糖  
ミル
ク  
濃
さ  
コ
ク  
苦
味  
販売  
本数  
A-コーヒー1 A A1-1 飲料  コーヒー  有  無  濃  少  有  198000 
A-コーヒー2 A A1-1 飲料  コーヒー  有  有  薄  多  無  25000 
A-コーヒー3 A A1-2 飲料  コーヒー  無  無  濃  多  無  98000 
A-緑茶 1 A A1-2 飲料  緑茶  無  無  薄  多  無  3000 
A-紅茶 1 A A1-1 飲料  紅茶  無  有  薄  多  有  25000 
A-紅茶 2 A A1-1 飲料  紅茶  無  有  濃  多  有  27000 
B-紅茶 1 B B1-1 飲料  紅茶  有  無  薄  少  無  122000 
B-コーヒー1 B B1-1 飲料  コーヒー  有  無  濃  多  無  359000 
B-コーヒー2 B B1-1 飲料  コーヒー  無  無  濃  多  有  135000 
B-緑茶 1 B B1-1 飲料  緑茶  無  無  薄  少  有  36000 
B-緑茶 2 B B1-1 飲料  緑茶  無  無  薄  少  無  89000 
C-紅茶 1 C C1-1 飲料  紅茶  有  有  濃  多  有  246000 
C-緑茶 1 C C1-2 飲料  緑茶  無  無  濃  多  無  413000 
C-緑茶 2 C C1-2 飲料  緑茶  無  無  濃  少  有  8000 
C-緑茶 3 C C1-2 飲料  緑茶  無  無  薄  多  有  68000 
 
 表 3-1 で示した各飲料商品が持つ要素を詳細に示したのが表 3-2 である。こ
れでは「メーカー」「ブランド」「上位種別」「下位種別」「砂糖」「ミルク」「濃
さ」「コク」「苦味」という要素について記載されている。ただしこれだけでは、
売れ筋商品の特徴は見えてこない。そこで商品の販売本数の順に並べ替える。 
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表 3-3 販売本数の順の飲料商品が持つ要素  
商品名  
メー
カー  
ブラ
ンド  
種別  
下位種別  
（種類）  
砂
糖  
ミル
ク  
濃
さ  
コ
ク  
苦
味  
販売  
本数  
C-緑茶 1 C C1-2 飲料  緑茶  無  無  濃  多  無  413000 
B-コーヒー1 B B1-1 飲料  コーヒー  有  無  濃  多  無  359000 
C-紅茶 1 C C1-1 飲料  紅茶  有  有  濃  多  有  246000 
A-コーヒー1 A A1-1 飲料  コーヒー  有  無  濃  少  有  198000 
B-コーヒー2 B B1-1 飲料  コーヒー  無  無  濃  多  有  135000 
B-紅茶 1 B B1-1 飲料  紅茶  有  無  薄  少  無  122000 
A-コーヒー3 A A1-2 飲料  コーヒー  無  無  濃  多  無  98000 
B-緑茶 2 B B1-1 飲料  緑茶  無  無  薄  少  無  89000 
C-緑茶 3 C C1-2 飲料  緑茶  無  無  薄  多  有  68000 
B-緑茶 1 B B1-1 飲料  緑茶  無  無  薄  少  有  36000 
A-紅茶 2 A A1-1 飲料  紅茶  無  有  濃  多  有  27000 
A-紅茶 1 A A1-1 飲料  紅茶  無  有  薄  多  有  25000 
A-コーヒー2 A A1-1 飲料  コーヒー  有  有  薄  多  無  25000 
C-緑茶 2 C C1-2 飲料  緑茶  無  無  濃  少  有  8000 
A-緑茶 1 A A1-2 飲料  緑茶  無  無  薄  多  無  3000 
 
 飲料の種類では、売り上げ上位にはコーヒーがやや多いが緑茶や紅茶もあり、
特にどの種類が売れるというわけではない。そこでそれぞれの持つ要素を見る
必要がある。「砂糖」の項目を見ると、売り上げが上位の飲料商品には、「有」
のものが多い。他の要素も見てみると、「ミルク」は「無」、「濃さ」は「濃」、
「コク」は「多」のものが売り上げ上位の商品の特徴のように見える。これら
は売り上げ上位の商品に共通する特徴であると言える。しかしこれは果たして
売り上げ上位の商品だけが持つものであろうか。売り上げ下位の商品では、確
かに「砂糖」「ミルク」「濃さ」は上位の商品と反対の特徴を持つ傾向が見て取
れる。しかし「コク」に関しては「多」という上位の傾向が、同じ程度の比率
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で下位にも見られる。つまり「コク」の要素に関しては上位に特徴的なものと
して見て取ることはできないと考えられる。  
 以上から、売り上げ上位の商品の特徴は「砂糖」「ミルク」「濃さ」の３要素
に現れると言え、「砂糖」は「有」、「ミルク」は「無」、「濃さ」は「濃」ものが
売れる傾向にあるということが分かった。つまりこれらの要素を調整すれば売
れる商品が作れる可能性が高まると考えられる。  
 このように、さまざまなものに入っている目に見えない要素を目に見える形
にして記すことで、隠された特徴を発見することができるようになる。  
 
表 3-4 飲料商品の要素  
  
食品  
情報の種類  具体例  
個別の名前  商品名  A-コーヒー1 
外部的情報  
メーカー  A 
ブランド  A1-1 
基本種別  
種別  飲料  
下位種別  コーヒー  
詳細情報  
砂糖  有  
ミルク  無  
濃さ  濃  
コク  少  
数値  販売本数  198000 
 
 日本語学の研究でも同様のことがいえる。日本語研究の場合、例えば主体の
格助詞「が」で、どの用法がどのような文脈において使用されるかを分析する
際には、格助詞「が」の用法という要素を記す必要があり、その中身は「動き
の主体」「状態の主体」28などになるであろう。さらに詳細に分析するためには
                                                   
28 日本語記述文法研究会（2006：5）の「格助詞と用法」による。  
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その下位分類である、「意志動作の主体」「受動的動作の主体」「自然現象の主体」
などや、「存在の主体」「能力の主体」「心的状態の主体」なども記していくこと
になるであろう。  
 文学研究を行うためには、文書の「出典情報」が必要であり、「筆者」「執筆
年代」「ジャンル」などの要素を記すことになるであろう。  
 日本語学習者の作文を対象として誤用の分析を行う際には、誤用した箇所で
の誤用の種別の要素が必要であり、その中身としては「脱落」「付加」「誤形成」
「混同」「位置」29などが考えられる。他に、誤用しなかった場合の、本来使用
すべきであった正用の表現も記す必要があろう。また、どのような学習歴や母
語を持つ者が、どのような種別の誤用を生み出しやすいかを分析するためには、
その作文の作者の属性として「学習歴」「母語」「性別」「滞日歴」などの要素が
必要となるであろう。これは文学での出典情報と同様のものである。  
 
表 3-5 言語学での要素  
  
言語  
情報の種類  具体例  
個別の名前  語  が  
外部的情報  
出典  作文  
執筆者名  作者Ａ  
基本種別  
品詞  助詞  
品詞の下位分類  格助詞  
詳細情報  
格助詞の用法  動きの主体  
用法の下位分類  意志動作の主体  
誤用の種別  混同  
正用の表現  は  
数値  出現頻度  1340 
 
                                                   
29 市川（2010）の誤用の種類による。  
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 これらの情報はよく見ると飲料の傾向の発見に使った要素と似た構造を持っ
ていることが分かる。メーカー名やブランドは文書の出典情報や作者の属性と
同じようなものと考えられ、飲料の種別は品詞と同様に捉えることができるで
あろう。砂糖の有無やコクなどは格助詞の用法や誤用の種別などの詳細な分析
用の分類情報と同等とすることができる。  
 ここでは多くの情報が提示されているが、一つの研究で全部の要素を使う必
要はなくこれらの中からその分析に必要な要素だけを扱えばよい。飲料の分析
の場合に、苦味だけを分析したい場合やコクだけを見る場合もあるのと同様に、
日本語の誤用研究で単純にどのような表現がどのような表現に間違われて使用
されているかを見たい場合は、その用法までは記述されている必要はない。ま
た小説家の文章の場合、誤用を記録する必要はそもそもない。  
 その結果、一般に利用されやすい要素のみが用いられ、ほとんどのコーパス
において、あらゆる研究に対応できる個別で詳細な要素は付与されていない。
このようにほとんどの場合において、個々の研究者の興味に応じて詳細な研究
を行おうとすれば詳細な要素をデータ中に付与していく必要がある。  
 
3.2 タグとその種類  
 以上見てきたように、さまざまな種別が入り混じった何らかの事柄から特徴
や法則を見つけ出そうとするには、顕在的もしくは潜在的なさまざまな要素を
明示化して扱えるようにする必要がある。これを具体的に現して扱えるように
するためには、これらの要素に名前を付けてデータ中に記す必要がある。これ
を本研究では「タグ」と呼ぶ。  
 食品の場合は「種別」「砂糖の有無」「コク」など、日本語文法では「品詞」
「格助詞の用法」「誤用の種別」などの情報のことである。  
 コーパスで扱う際のタグに関し、石川（2008）では「機械可読性というコー
パスの特性を活かした多彩な検索を可能にするため，個々の語や文に対して，
それらのメタ情報（品詞・文型・意味分類など）を付与する場合がある。こう
したメタ情報をタグ（tag）と呼ぶ。（石川 2008：8）」と述べている。また、英
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語コーパスである BNC に対する記述では「品詞情報以外にも，テクストの出
典情報や発話者情報，書き言葉における段落・セクション・見出し情報や，話
し言葉における発話順・ポーズ・抑揚情報など，多様な付加的情報をテクスト
に埋め込んでいる。（石川 2008：27）」と述べている。タグの付与方法に関し
ては、BNC を例にとって、品詞タグに関しては CLAWS430、意味タグ付けに
関しては、USAS31による自動タグ付与システムを紹介している。赤野（2014）
では、「コーパスは単にテキストのみで構成されているわけではありません。多
くの場合，収録されているテキストに関する情報が一定の形式で組み込まれて
います。この種の情報を加えることをアノテーション 32と言います。アノテー
ションには 2 種類あり，テキストの属性情報付与と言語情報付与」があるとさ
れ、属性情報に関しては、テキストのタイトル、テキストの執筆者、執筆者の
学年、執筆年月日、テキストの種別などを例として挙げている。続いて、「言語
情報の代表的なものとして品詞のタグ付け（ tagging）があります。各単語にコ
ード化した品詞情報を振る作業のことです。（赤野・堀・投野編 2014：3）」と
している。李（2012）では、「コーパスに付与する情報のことをタグと呼び，
それをつける作業をタグ付け作業と呼びます。学習者コーパスの場合，理想的
には次の 2 種類のタグ付け作業が必要です。1 つ目は品詞などの一般的な言語
情報を付ける作業，2 つ目は学習者の誤用に関する情報をつける作業になりま
す。前者は形態素解析プログラムなどを使い，機械処理の方法で下処理を行っ
た後，人手で修正をしてきます。後者は自動化できないため，目視でタグを挿
入していきます。（李・石川・砂川 2012：160）」としている。また、ここでは
「ＫＹコーパス 33」を例に文字化ルールを示していて、それによると、笑いな
どのような非言語的情報や相づちなども記すとされている。  
 タグとは何かについて、石川（2008）では、検索を可能にするためのメタ情
報、赤野（2014）では、収録されているテキストに関して一定の形式で組み込
                                                   
30 ランカスター大学が開発した Constituent Likelihood Automatic Word-tagging 
System。  
31 ランカスター大学が開発した University Centre for Computer Corpus Research on 
Language, Semantic Analysis System。  
32 ここでは、タグを付与することと同義である。  
33 鎌田修氏と山内博之氏による日本語学習者と母語話者の対話コーパスである。  
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まれている情報、李（2012）では、コーパスに付与する情報のことと述べてい
て、基本的にどれも同様の事柄を述べているといえる。まとめると、検索を行
うために一定の形式で付与されているコーパスに関する情報であると解釈でき
るであろう。タグの中身に関しては、石川（2008）では、品詞・文型・意味分
類など、赤野（2014）では、テキストの属性情報と言語情報の２種類あるとし
ていて、属性情報に関しては、テキストのタイトル、テキストの執筆者、執筆
者の学年、執筆年月日、テキストの種別などを挙げ、言語情報に関しては、代
表的なものとして品詞を挙げている。李（2012）では、一般的な言語情報と学
習者の誤用に関する情報の２種類あるとしていて、一般的な言語情報に関して
は、品詞などと述べていて、これに加え文字化の際に笑いなどのような非言語
的情報や相づちなどの記録に関しても言及しているが、これも本質的にはタグ
情報であるといえる。  
 以上、各説でのタグの内容に関して述べられていることを、それぞれ対応さ
せてまとめると以下のようになる。  
 
表 3-6 説ごとのタグの記述内容  
石川（2008）  赤野（2014）  李（2012）  
付加的
情報  
出典情報や発話
者情報  
テキスト
の属性情
報  
テキストのタイト
ル  
一般的な言語
情報  
品詞  
段落  テキストの執筆者  学習者の誤用
に関する情報  
  
セクション  執筆者の学年  
見出し  執筆年月日  
文字化ルール
による記述  
笑いな
どのよ
うな非
言語的
情報  
発話順  テキストの種別  
ポーズ  言語情報  品詞  
抑揚  
  
タグ  
品詞  
   
文型  
   
相づち  
意味分類  
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 どの説でもそれぞれタグには大きく２～３種類があると提示されている。大
別すると言語の文法情報を主とするタグと、その他の情報に分けられるようで
あるが、その他の情報はさらに、タイトルや執筆者の情報などのテキストの属
性情報と、発話順・ポーズ・抑揚・笑い・相づち・誤用などの、言語に付随す
るさまざまな情報に分けられるであろう。それぞれコーパスに対する目的や捉
えている側面の違いがあるため、大きな分類の仕方は異なっているが、これら
をまとめて再度分類し直すと以下の表のようになるであろう。  
 
表 3-7 先行研究でのタグのまとめ  
テキストの属性情報 
出典情報や発話者情報 テキストの種別 
テキストのタイトル 段落 
テキストの執筆者 セクション 
執筆者の学年 見出し 
執筆年月日   
一般的な言語情報 
品詞 意味分類 
文型   
付加的情報 
発話順 誤用 
ポーズ 抑揚 
笑いなどのような非言語的情報 相づち 
 
 テキストの属性情報はテキスト外の情報、一般的な言語情報と付加的情報は
言語内情報と考えることができるであろう。表 3-4 で見た食品で扱う情報と照
らし合わせると、メーカーやブランドなどの外部的情報がテキストの属性情報、
種別や下位種別の基本種別が一般的な言語情報、砂糖の有無や濃さなどの詳細
情報が付加的情報と対応すると考えられる。つまりこの分け方は言語に限らず
多くの分野で通用する一般性を持つ分類であると考えられる。  
 ただし、すでに見たように日本語や誤用の分析では格助詞の用法や誤用の種
別などの情報を使って分析することがあり、これらは品詞などの一般的な言語
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情報よりは多少個別詳細な情報であると考えられるが、付加的情報という名前
の分類に区分するには多少齟齬がある。また、一般的な言語情報の範囲はどの
分野の研究を行うかによって大きく変わってくるであろう。そこでこれらを修
正して本研究ではタグを以下の３類に分類することとする。  
 
１）出典情報  
２）語彙形態素及び品詞情報  
３）分析用情報  
 
 言語研究に用いる場合、タグの種類は付与される範囲や形式と内容の２つの
観点から分類することができるであろう。そのうちの範囲や形式の点からいう
と、語・形態素レベルに付与されるタグ、文字列レベルに付与されるタグ・行
レベルに付与されるタグ、文書レベルに付与されるタグに分かれるであろう。
これに関しては次章で詳述する。内容に関する観点から見ると、３つに分けら
れるであろう。すなわち、出典情報のタグ、語彙形態素及び品詞情報のタグ、
分析用情報のタグである。  
 出典情報のタグとは、コーパス内に収められている各文書の作者、年代、ジ
ャンルなどの情報である。コーパスが書き言葉ではなく話し言葉のものの場合
は発話者の年齢、性別、出身地などの情報であり、また第二言語学習者のコー
パスの場合はその言語の学習歴やレベル、母語などになる。いずれもその言語
データの第一次作成者やデータ自体に関する情報である。  
 語彙形態素及び品詞情報のタグとは、各語や形態素の１つずつに対してコー
パスの全体に付与される品詞や基本形、活用形、読みなどの文法的な情報であ
る。  
 分析用情報のタグとは、上記２つのタグ以外のもので、データの内部の個別
の語や表現に対して付与するもので、日本語文法研究の場合、語の分類や意味
的情報、用法などの情報のことである。  
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表 3-8 内容の観点から見たタグの種類  
位置  種類  内容  
言語データ外の情報  出典情報  
言語データの第一次作成者やデータ
自体の情報  
言語データ内の情報  
語彙形態素及び品詞情報  品詞、基本形、活用形、読みなど  
分析用情報  語の分類や意味的情報、用法など  
 
 これはタグ記述の範囲や付与方法によって分類したものである。この分類で
の、語彙形態素及び品詞情報のタグと分析情報のタグは、ともに言語内の情報
であり付与対象も個々の語や表現であるため、付与単位や性質は同じものであ
る。したがって本質的にこれらは両方とも同質のものであるといえる。しかし、
現実的にコーパスとしてこれらの情報を扱おうとすると、その付与方法には大
きな差がある。つまり付与された後は同じ性質の情報として扱うことが可能で
あるが、付与段階においてその方法は大きく異なる。そのため、現実的な運用
を考える際にこれらは分けて捉えることとする。  
 
3.3 タグの役割  
3.3.1 タグの意義  
 タグの効用は、石川（2012）によると、「プレーンテキストだけでは見落と
しがちな個々の語の機能を明示化し、コンピュータによる機械検索の精度を飛
躍的に向上（石川 2012：73）34」させるものである。これは３種類のタグ全て
にいえる。  
 語彙形態素及び品詞情報のタグに関していえば、品詞の情報があればすべて
の動詞やすべての副詞などを抽出することができるし、テキストデータ中の品
詞の分布の確認もできよう。語の基本形の情報があれば、「走る」と指定して検
索を行った場合でもその活用された形である「走ら（ない）」「走り（ます）」「走
っ（て）」などを全て抜き出すこともできる。  
                                                   
34 ここでの記述は品詞タグに関しての言及であるが、本質的にはあらゆるタグに共通する。 
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 分析用情報のタグの場合でも同様である。先述の日本語研究での格助詞「が」
の用法以外にも、動詞の分析を行う場合は工藤（1995）における動詞の分類で
ある「外的運動動詞」「内的情態動詞」「静態動詞」やさらにその下位の分類が
有用な場合がある。名詞を意味の側面から扱う場合、国立国語研究所の分類語
彙表に合わせて必要な名詞に意味を付与していくことが有効となろう。日本語
教育研究では、友松ほか（2010）での日本語表現文型のどれに当てはまるかな
どが有効となろう。他にも談話分析を行うには、その発話表現が FTA（相手へ
の脅威となる）かどうか、それへの補償行為がポジティブポライトネスで行わ
れるかネガティブポライトネスで行われるかなど（ブラウン・レビンソン 1987 
田中ほか訳 2013：89）が考えられる。このように研究分野ごとに必要となる
分析情報のタグの種類は存在するといえる。  
 
3.3.2 タグによる検索と集計  
 タグを利用する面から考えると、それにより行えることは検索と集計である。 
 タグが付与された既存コーパスを使った例を示すと、『立命館日本語会話コー
パス 35』での「フィラー」タグが付与された語は 249 件であり、そのうち「う
なずき」のタグが付与されたフィラーは 34 件である。また『タグ付きＫＹコ
ーパス 36』での「接続詞」のタグが付与された語は 2905 件であり、そのうち「誤
用」が付与されたものは 34 件であることが分かる。このように複数要素を併
せ持つ例の集計や、それぞれの全用例の収集ができる。  
 もしこれをタグがない状態のデータで行おうとしても、これらを抜き出すこ
とは基本的にできないであろうし、集計することも不可能であろう。コーパス
やタグを利用しないで行ってきた言語研究では、これらは目視やカードなどで
行われてきた。しかしカードや目視などの紙媒体上で手書きの情報を扱うこと
は、抽出結果や集計結果の不安定さを常にはらむものである。そこでコーパス
                                                   
35 田中良によって編纂された母語話者動詞の対話コーパスである。  
36 鎌田修氏、山内博之氏による「KY コーパス」に、李在鎬氏、淺尾仁彦氏が誤用タグを
付与して検索機能を付加したもの。ここでは version2 を使用。現在では 2013.6.1. ウ
ェブ版「タグ付き KY コーパス」が http://jhlee.sakura.ne.jp/kyc/においてオンライン
上で検索が可能である。  
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という機械データ上でそれらの要素を扱えるようにしておけば、機械処理の利
点である処理の絶対的な確実性がそのまま抽出や集計した結果の安定性になる。
その結果、研究材料となるデータの安定性が高まり、それを土台として行う分
析結果の信頼性も高まるのである。  
 タグの直接的な有用性をまとめると以下のとおりとなる。  
 
１）検索ができる。  
２）集計ができる。  
 
3.3.3 二次タグの役割  
 タグ付与の段階から見るとタグは、一次タグと二次タグ 37に分けられる。于・
田中（2013）では以下のように述べられている。  
 
 タグは一回性のものではない。すなわち、一回付与すれば終わりということではない。
二次タグ付与や三次タグ付与も視野に入れなければならない。二次タグ付与と三次タグ
付与とは、一回のタグ付与で問題の解決に至らない場合、付与したタグに更に他のアプ
ローチの立場からタグを付与するということである。（于・田中 2013：94）  
 
 つまり、タグ付与には段階があるということである。収集した用例をより深
く分析するために、その研究に合わせた独自のタグが必要になることが多いで
あろう。しかしそれらの要素が全てあらかじめ付与されているコーパスは皆無
である。すべての研究者のあらゆる興味に対応するコーパスを作ることはあま
りにも膨大な情報を内包せねばならず現実的ではない。では、研究のいずれか
の段階で研究者自身が付与する必要があろう。ではこのようなタグはどの段階
でどのように付与すべきであろうか。  
 現在日本語コーパスには『現代日本語書き言葉均衡コーパス 38』や『日本語
                                                   
37 三次タグ、四次タグなどの副次的段階も考えられるが、名称上二次タグとしておく。  
38 国立国語研究所が中心となって構築したコーパスである。  
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話し言葉コーパス 39』などさまざまなものがあるが、これらは既に完成したコ
ーパスでありこのデータを変更することはできない。よってコーパスの本体へ
新たなタグを付与することはできず、これらを利用する際には編纂過程で行う
一次タグの付与は利用者では行えない。これを解決する方法としては２つ考え
られる。まず独自にコーパス自体から構築する方法である。これであればどの
ような独自のタグであっても自由に付与することができる。しかしコーパスを
一から全て構築していくのは非常に手間や時間がかかるものであり、目の前の
研究課題をクリアするためのデータを手に入れるのにコーパスの編纂から行う
のは非現実的であろう。そこで２つめの解決策となる。それが二次タグである。  
 名詞の、分類語彙表での意味分類を扱う場合、コーパスに含まれるすべての
名詞の意味分類の分布などを知るためには、すべての名詞に意味タグを付与し
ていく必要があろう。しかし多くの日本語学の研究では、何らかの特定表現の
使用傾向や特徴を見つけ出すことが目的である。そのためには、まずその、研
究対象となる特定表現を検索によって抽出し、その表現やその周囲に現れる共
起語のみを対象に意味タグを付与して調査するだけでこと足りる。  
 
 
 
 
 
 
 
 
図 3-1 文法研究でのコーパス利用案の簡易的基本手順  
 
 分析用情報のタグは、編纂過程で一次タグとして付与するべきものと、二次
タグとして特定表現を検索後に付与すべきものとに分かれる。日本語研究の場
                                                   
39 国立国語研究所などによって構築されたコーパスである。  
コーパスからの用例検索  
研究者独自の付加情報や分類情報をタグとして付与  
タグによる詳細な再度の検索  
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合、ほとんどが二次タグで十分目的を果たすであろう。対して、出典情報のタ
グや語彙形態素及び品詞情報のタグはまず一次タグとなるであろう。  
 第１章で例として用いた清水（2010）の場合、「動詞の連用形＋テモ（デモ）」
の用法での分類を行っている。まず「テモ」の用例を抜き出す。これに対し二
次タグとしての分析用情報のタグを付与する。それを再度の検索に用いること
で詳細な検索が行え、また集計もできるようになる。このような二次タグの有
用性をまとめると以下のとおりとなる。  
 
１）必要な箇所だけに重点的に付与でき作業効率が高い。  
２）多条件での再度の詳細な検索ができる。  
３）多条件での詳細な集計ができる。  
 
3.4 既存の方法でのタグ付与  
 本節では情報タグの種類別に、既存の方法ではどのように付与できるかを確
認していく。それにより本研究ではこれらのタグをどのように付与する仕組み
を採用すべきか考察していく。  
 
3.4.1 出典情報のタグ  
 出典情報は、分析元のデータの種別や、著者や発話者の情報のことであり、
作文内容や発話内容などの言語データの外の情報である。  
 
表 3-9 分野ごとの出典情報のタグの例  
研究分野 具体的なタグの例 
日本語文法研究 作者、年代、ジャンル、など 
日本語教育研究 学習歴、年次、性別、母語、など  
談話分析研究 出身地、性別、相手との関係、など  
 
 語や表現などに直接付く情報ではなく、文書全体、コーパス全体やまとまり
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ごとで扱う情報である。分析の際に単独ではあまり意味をなさない情報といえ
るが、特定表現を抽出した際にそれがどの作者やどの年代、どれくらいの学習
歴の人が多用する表現であるかなどを知るために有効な分析項目となる。  
 付与方法としては、「ファイル名を見ただけで，レジストリーなどがわかるよ
うにするとよい（李 2012：163）」とされているように、既存のコーパスでは
元のデータファイルの名前自体に出典情報を書き込んでおくという場合が多い。
ＫＹコーパスでのファイル名の場合は以下のようなルールで記述される。  
 
たとえば｢ＥＮＭ０２｣といったような、｢３つのローマ字＋２桁の数字｣という番号がつ
いていますが、その１つめのローマ字は、その被験者の母語を表しています。中国語な
らＣ、英語ならＥ、韓国語ならＫです。そして、２つめのローマ字は、ＯＰＩにおける
言語能力の判定結果を表しています。初級 (Novice)ならＮ、中級 (Intermediate)ならＩ、
上級 (Advanced)ならＡ、超級 (Superior)ならＳ  です。３つめのローマ字はサブレベル
を表しており、｢－下 (low)｣ならＬ、｢－中 (mid)｣ならＭ、｢－上 (high)｣ならＨです。た
だし、超級にはサブレベルはありません。また、上級も、ただの｢上級｣と｢上級－上｣の
２つに分かれているのみです。ですから、｢超級｣と、ただの｢上級｣の場合には、｢３つ
のローマ字＋２桁の数字｣ではなく、｢２つのローマ字＋２桁の数字｣になっています。
最後の｢２桁の数字｣は、同じ母語で同じレベルのものの中での通し番号です。（「ＫＹコ
ーパス  readme.txt」）  
 
 つまり、コーパスの各ファイル名が「EAH06.txt」であれば「英語母語話者、
上級話者、06 番」という意味を指し、「CIH03.txt」であれば「中国語母語話
者、中級話者、03 番」という意味となる。  
 既存のコンコーダンサーで扱う際にも同様にコーパスのファイル名に作者な
どの情報を書き込んでおくことが多い。『Himawari』の場合は、１つのフォル
ダに入っている文書をまとめて１つのコーパスとする。その１つ１つのファイ
ルの名前に出典の情報を書き込んでおく。  
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図 3-2 フォルダ内ファイルでの出典情報記録  
 
 『Himawari』で検索した際には、元のファイル名がそのままコーパス内で
の「タイトル」というスロットに収められ、検索結果に表示される。  
 
 
図 3-3 『Himawari』での出典情報  
 
 この情報を見ることで、その用例の出典が確認できるほか、夏目漱石の中で
の坊ちゃんだけ、など出典を条件付けとして用例を絞ることもできる。  
 同様に『AntConc』でもフォルダごと一括で読み込む形でデータを指定でき
るので、出典情報はフィル名に書き込むことで扱うことができる。  
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図 3-4 『Himawari』での出典情報  
 
 『KH Coder』ではフォルダでのデータの読み込みができないため、各ファ
イルの名前に記入する形式ではできないが、HTML 形式で文書内に記入するこ
とで出典情報の記録が可能である。  
 いずれにせよこの情報は既存のやり方で十分扱えるようである。またその記
録方法は、コーパスにするデータを全て１つのフォルダに入れ、それぞれのフ
ァイル名に出典情報を記録することで対応することが一般的なようである。記
録できるデータの情報量や、記録方法の簡便さから見ても、本研究でのコーパ
スもこの方式を採用するのが良いと考えられる。  
 
3.4.2 語彙形態素及び品詞情報のタグ  
 語彙形態素及び品詞情報のタグは、一般的に語や形態素の持つ品詞や基本形
や活用形などの文法的な情報のことである。言語データの内部の情報の１つで
あり、個別の語や表現に対しての情報である。「作成したコーパスを用いて詳細
な機械検索を行おうとする場合、通例、品詞や基本形などの情報をあらかじめ
テキストに埋め込んでおきます。とくに、語と語が切れ目なく続く日本語の場
合、そうした情報がないと、語の単位での検索すらできません。（石川 2012：
72）」「各種タグの中で、最も広く使用されているのは品詞タグです。品詞タグ
は、プレーンテキストだけでは見落としがちな個々の語の機能を明示化し、コ
ンピュータによる機械検索の精度を飛躍的に向上させます。（石川 2012：73）」
とあるように、これは多くの研究の基礎となり、極めて一般性が高く利用効果
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が高いものである。そのため自動付与の研究が最も進んでいて、自動付与が前
提となる情報である。その他の言語データ内情報とは区別して扱うことが妥当
であると思われるため、本研究ではこれを単独のタグの種類として扱う。  
 付与は、日本語の場合 ChaSen や MeCab などの形態素解析ソフトによって
自動的に付与される。ChaSen の解析精度は 2005 年の段階で 97.81％（松本ほ
か 2005）に達していて極めて高く、自動付与で十分対応できるものである。解
析結果であるタグ付与例は（１）のようになる。  
 
（１）親譲り  親譲り  オヤユズリ  オヤユズリ  名詞 -一般  
の  の  ノ  ノ  助詞 -連体化  
無鉄砲  無鉄砲  ムテッポウ  ムテッポー  名詞 -形容動詞語幹  
で  だ  デ  デ  助動詞  特殊・ダ  連用形  
小  小  ショウ  ショー  接頭詞 -名詞接続  
供  供  トモ  トモ  名詞 -一般  
の  の  ノ  ノ  助詞 -連体化  
時  時  トキ  トキ  名詞 -非自立 -副詞可能  
から  から  カラ  カラ  助詞 -格助詞 -一般  
損  損  ソン  ソン  名詞 -一般  
ばかり  ばかり  バカリ  バカリ  助詞 -副助詞  
し  する  シ  シ  動詞 -自立  サ変・スル  連 用
形  
て  て  テ  テ  助詞 -接続助詞  
いる  いる  イル  イル  動詞 -非自立  一段  基本形  
。  。  。  。  記号 -句点 40 
（『坊ちゃん』形態素解析を施した）  
 
 利用方法としては、この結果をあらかじめ各データに付与しておき、コンコ
                                                   
40 WinCha21 で、夏目漱石の坊ちゃんの冒頭文を「 -F  "%m¥t%M¥t%y1¥t%a1¥t%U 
(%P-)¥t%T ¥t%F ¥n"」のオプションで解析した結果である。  
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ーダンサーで読み込んで品詞などの情報を扱う。『AntConc』などがこの方法に
なる。しかしこれは各形態素解析ソフトの出力する結果を熟知して、必要な形
式や情報量を調整しながらタグ付与する必要があるため、通常の利用者には
少々難易度が高いと思われる。そこで、『Himawri41』や『KH Coder』では、
コンコーダンサーがこれらの形態素解析ソフトを内包するか連動するかして、
自動で必要な形式や情報でタグ付与をするようになっている。  
 
 
 
図 3-5 『Himawari』での語彙形態素及び品詞情報  
 
 これにより、利用効果が非常に高い語彙形態素及び品詞情報を簡単に利用で
きるようになる。本研究でもこのように語彙形態素及び品詞情報のタグはコン
コーダンサーによって自動的に必要形式で付与される方式を採用すべきである
と結論付ける。  
 
3.4.3 分析用情報のタグ  
3.4.3.1 手作業 42によるタグ付与  
 手作業でのタグ付与、つまり紙とペンによるタグ付与は最も簡単な方法であ
る。古くからの方法として、読書により見つけた用例をカードなどに書き出し
ていき、そこにさまざまな要素を記述していく方法がある。これは膨大な時間
がかかるうえ、集計は完全に目視で行うことになり、物理的なカードの管理な
                                                   
41 Ver. 1.5 以降で扱えるようになっている。  
42 ここでは、収集した用例を印刷した紙の上でペンなどによるマークを付与していくこと
を指す。  
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どの問題で常に集計結果が不安定であるという問題がつきまとう。  
 用例収集をコーパスから機械処理で行ったとしても、その収集した用例を紙
に印刷して書き込みや印や色を付けていく場合は、同様の問題となる。この方
法では、まず作業に非常に膨大な時間がかかる。また付与したタグを機械的に
処理することができないため、集計時にミスが大きく出やすい。あくまでも簡
易的な方法であり、用例数が多い研究の場合には有効性が下がると思われる。  
 
3.4.3.2 テキストエディタによるタグ付与  
 電子データ上での書き込みをする場合、テキストエディタで行うのが最も簡
単であろう。テキストエディタでタグ付与する場合を考察する。  
 テキストエディタは文字の編集に特化したソフトであるため、文字の入力が
極めてスムーズに行える。タグも文字列である以上、文字の入力に適したソフ
トであればタグ付与に最適かと思われる。  
 
 
図 3-6 『秀丸』によるタグ付与  
 
 タグを文字列として入力でき、どのような書式や内容でも入力できるため、
原理的にはテキストエディタであらゆるタグを付与できる。しかしテキストエ
ディタの場合、タグは基本的に毎回キーボードから手入力43で記述することに
なる。そこには必ずミスが生まれる。「副詞的修飾表現」のタグを「副詞的表現」
や「副詞修飾表現」とする場合がある。その場合、後から行う検索や集計では
                                                   
43 ここではキーボードからの直接の入力方法を指す。  
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これらは全く別のタグと認識され結果が変わる。作業が進めば進むほどデータ
としての信頼性は加速度的に落ちていくことになる。まとめると以下となる。  
 
ⅰ）手入力でのタグ付与は、付与するタグ内容にミスが生じやすい。  
 
 他の問題もある。すべての名詞に対して分類語彙表の意味論的タグを付与す
る場合、分類語彙表に記されている 10107044に及ぶ語と照らし合わせてタグを
付与することになる。このように膨大なタグ数の場合、判断のミスが非常にた
くさん生まれる可能性がある。まとめると以下となる。  
 
ⅱ）付与されるべきタグの一覧表があり、同一の語へは同一のタグが常に付
与される場合、毎回表と照らし合わせをすると見間違いや判断ミスが生
まれやすい。  
 
 このような場合、付与されるタグが自動的に判別されるとこの点が解消され
るであろう。  
 付与したタグはその後利用できて初めて意味をなす。各自が任意の形式でタ
グを付与したとしても、その後それを再利用するソフトで扱えなければ役割を
果たさない。つまり付与したタグと連動してその形式のタグで検索や集計を行
える仕組みが必要である。以上の解決すべき点をまとめると以下のようになる。 
 
１）キーボードからの入力以外のより安定した入力方法  
２）タグの自動判別  
３）付与したタグを効果的に利用する仕組み  
 
 このようにテキストエディタでのタグ付与は、自由なタグを任意に付与でき
るという特徴を持つが、反対にいくつもの大きな欠点をも持つのである。  
                                                   
44 この数は動詞や形容詞なども含んだものである。  
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3.4.3.3 『MS-Excel』によるタグ付与  
 タグ付与を最も一般的なソフトで行う場合、『MS-Excel』が考えられる。  
 本節で考察する分析用情報のタグは、収集した用例へ付与するものを基本と
する。ただし付与する対象は、検索した語以外に共起語もなることがある。検
索語の分類と前文脈中の共起語、後文脈中の共起語の分類方法はそれぞれ違う
であろう。  
 その際に、収集した用例ごとに、左文脈、検索語、右文脈の順にタグを付与
していくとしたら、タグ付与先を１回ずつ切り替えなければならなず、付与す
るタグの判断に混乱が生じる可能性が高くなる。要約すると以下となる。  
 
ⅲ）部位ごとに集中してタグ付与できないと、付与するタグの判断に混乱が
生じやすい。  
 
 一般的な用例検索の場合 KWIC 形式で表示、保存される場合が多いであろう。 
 
            左文脈                 NODE              右文脈  
 
                         左１語          NODE         右１語  
図 3-7 KWIC での各部位の表示位置  
 
 この形式では抽出した表現自体が中央に配置される。これを「Node」と呼ぶ。
さらにその左右に前後文脈が配置される。ある表現の使用傾向を掴むためには、
その表現自体や関連性が強い語を見る必要がある。そのため分析のために用法
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や分類を付与する対象はほとんどの場合、検索した語や表現自体かその直近の
周囲の語や表現になるであろう。つまり「左１語」「NODE」「右１語」もしく
はそれにかなり近い場所の語になる。収集した用例へのタグ付与の場合、これ
に対していかに効率よくタグ付与するかが重要となる。図 3-7 を見ると、これ
らの部位は縦に位置ごとに区切られて並んでいる。この形式を維持しながらタ
グ付与できれば、効果的なタグ付与が行える。  
 『MS-Excel』にはセルという仕組みがあり、ある長さの文字列を１つのセル
にまとめて扱うことができる。これを使えば、右文脈のセル、後件名詞のセル、
付与されるタグのセルなどに部位ごとにまとめて扱うことができる。  
 
 
図 3-8 『MS-Excel』でのセル分割  
 
 これはテキストエディタでは行いにくく『MS-Excel』の大きな特性といえる。 
 入力法に関しては、a）のとおり、キーボードからの毎回入力はミスが生ま
れやすくそれに伴ってデータの信頼性が低下する。これを防ぐために、付与す
るタグの一覧をあらかじめ決めてリストに入れておき、そこから貼り付けたり
挿入したりする方法でのタグ付与ができれば作業も効率的になりミスもなくな
る。『MS-Excel』ではクリップボードを複数使用できる機能が存在する。  
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図 3-9 『MS-Excel』によるクリップボードの使用  
 
 クリップボードに保存された文字列をタグと見立て、表からの選択で付与す
る。これで効率のよいタグ付与ができる。  
 タグの再利用としては『MS-Excel』にはフィルターという機能がある。  
 
 
図 3-10 『MS-Excel』によるフィルターの使用  
 
 これは特定の縦列のセルの中に、指定した文字列が存在する結果のみを表示
させるものである。これを使えば付与したタグを条件とし表示される結果を絞
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ることができる。これによりタグでの再検索と同等のことを行うことができる。 
 
 
図 3-11 『MS-Excel』によるフィルターの使用結果  
 
 清水（2010）を例に取ると、前項の「ても」の直後、後項の「ても」の直後
にそれぞれ、「並列」「逆条件」を付与し、中央の動詞の直後に「選択並列」「反
復」を付与することになるであろう。これを行い、フィルター機能を使えば付
与した情報で表示を絞ることができるようになる。  
 
 
図 3-12 『MS-Excel』による条件付与  
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 図 3-12 では用法が「選択並列」、前項が「逆条件」、後項が「逆条件」のも
のだけを残して表示させた結果である。このように、用法の２種類、前項の関
係の２種類、後項の関係の２種類、計８つの要素を組み合わせて自在に結果を
絞って表示させることができる。  
 これを見る限り『MS-Excel』を使えば目的は十分に達せられるように感じる。
しかし、この方法にもいくつかの欠点が存在する。  
 クリップボードに一時的に保存した文字列を擬似的なタグのリストとみなし、
そこからの挿入でタグを付与していくという方法を提案した。しかしこのクリ
ップボードはデータを 24 個までしか保持できない。国立国語研究所の分類語
彙表は、全部で５層に分かれて名詞の意味論的分類が行われているが、そのう
ち有効と思われる３・４層を組み合わせたものをタグとして使用した場合、そ
の組み合わせの種類は全部で 615 通りにもなる。クリップボードの保持数の 24
を超えるものは全て手入力でしなければならない。この場合、実質的にタグリ
ストを備えていない状態と同様になる。  
 またクリップボードを使用してのタグリストは、作業開始時に毎回タグの一
覧を全て保存することから始めることになる。通常、用例は数百から数千にな
り、タグ付与作業は数日をかけて行う。毎回のクリップボードへのコピーでは
漏れも起こりやすい。作業時ごとに違う内容のタグリストを使っていては付与
されるタグが統一されず、このように作成されたデータは信頼性が著しく低い
ものになるであろう。つまりⅰ）の問題点は依然として残っているといえよう。  
 タグ付与作業においての必要性としてタグの自動判別の問題がある。
『MS-Excel』にはタグの自動判別機能は存在しない。これは極めて専門的な機
能であると考えられるため、一般的な表計算ソフトとしての当該ソフトの目的
からは逸脱しているためであろう。  
 以上のように、『MS-Excel』はタグ付与作業やその結果の利用に向いている
ソフトであるように思えるが、詳細に見ていくと、他目的のソフトで擬似的に
実現させているということになる。  
 『MS-Excel』でのタグ付与の解決すべき点をまとめると以下のようになる。 
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１）保持できるタグ数  
２）タグの自動判別  
 
 『MS-Excel』は二次タグ付与の基礎である、縦列での部位ごとのまとまりを
扱える上、擬似的とはいえタグリストが使え、また付与したタグを再利用する
仕組みも備えているため、目的の二次タグ付与用のソフトに近い存在ではない
かと思えた。しかし、結局はタグリストの利用は完全ではなく、タグ付与の際
には必要性が極めて高いタグの自動判別も行えないため、やはり二次タグによ
る分析用情報のタグ付与を行うのは難しいといわざるを得ない。  
 
3.4.3.4 専用ソフトによるタグ付与  
 現在、品詞類タグ以外のタグを付与するための専用ソフトは、『ＳＳＴ書き起
こし支援ツール45（以下、『SST ツール』）』『BTSJ 入力支援・集計ツール 46（以
下、『BTSJ ツール』）』『たんぽぽタガー47』がある。  
 
 
図 3-13 SST 書き起こし支援ツール  
 
                                                   
45 通信総合研究所自然言語グループによる ACTFL/OPI に準拠したインタビュー形式の英
語能力判定テストである SST（Standard Speaking Test）の録音データを書き起し、言
い直しやフィラー等の情報、誤り情報を付与したコーパスを作成するための支援ツール
である。  
46 東京外国語大学の宇佐美まゆみ研究室で開発した発話コーパスへのタグ付与ソフト。  
47 小木曽智信氏、近藤明日子氏による XML ファイルへのタグ付与ソフトである。  
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図 3-14 BTSJ 入力支援・集計ツール  
 
 
図 3-15 『たんぽぽタガー』画面  
 
 これらはコーパスへのタグ付与専用に開発されたソフトである。そのためタ
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グ付与に必要な機能を十分に備えているように思える。また、独自形式のコー
パスの作成に特化して開発されたソフトのため、これらのソフトで構築された
コーパスを検索、集計、分析するためのソフトをともに備えている。タグ付与
ソフトと検索ソフトが１つの組織的な仕組みの上で実現されているということ
は、ここで構築したコーパスが検索ソフトによって最大限利用されうるという
ことである。このように既存のタグ付与ツールが既に存在する。  
 個別に特徴を見ると、『SST ツール』は、あらかじめ設定されているタグを
クリックだけで簡易入力による付与ができる。『たんぽぽタガー』も同様にあら
かじめタグを決めておくが、さらに付与される対象の文字列も決めておき、自
動判別でコーパス中のその表現の全てに一括で付与する。タグは複数種類 48を
同時に付与できる。つまり、『SST ツール』はリストからの選択によるタグ付
与、『たんぽぽタガー』では自動判別でのタグ付与ができるのである。  
 ただし、いくつか問題もある。分析用情報のタグの最大の目的である、各研
究者独自のタグの付与に関して、この『SST ツール』『BTSJ ツール』の２つの
ソフトはそれぞれ独自のタグセットを採用していて、そのタグを付与するため
のソフトである。『SST ツール』は「TAO コーパス書き起こし・タグ付与  ガ
イドライン  ver. 2.1.3（投野由紀夫他（2002）」、『BTSJ ツール』は「基本的な
文字化の原則（Basic Transcription System for Japanese:BTSJ）」にそれぞれ
準拠したタグ形式になっている。２つともこれらの記述ルールどおりにコーパ
スを作成するために開発されたソフトであり、格助詞「が」の機能や名詞の分
類などの研究者ごとの独自のタグを付与することは念頭に置かれていないため、
多様に存在する言語研究のすべてに対応することはできない。それ以外のタグ
の付与も不可能ではないが、手でのキーボードからの付与の方法を取ることに
なり、結局は１つずつのタグを手で入力するのと変わらない。ⅰ）の問題が実
質的に存在するといえる。  
 また、これらのソフトはともに音声会話を記録して文字化したデータを扱っ
たコーパスを作成するためのものである。そのため、音声的なポーズや発話の
                                                   
48 A～Z までの最大 26 属性まで対応している。（小木曽ほか 2007：2）  
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重なりや笑い、その他の非言語情報などのタグを扱うことを重点としている。
これらの要素はおよそ言語表現から自動的に判別できる類の情報ではない。そ
のため語や表現からタグを自動判別する機能も備えていない。ⅱ）の問題も存
在するのである。  
 『たんぽぽタガー』は、タグの自動付与が基本になるため、直接コーパス内
容を順に見ながら付与する箇所を決定するものではない。用途としては形態素
解析ソフトによる自動での語彙形態素および品詞情報のタグの付与と同等であ
ろう。また、タグを付与できるデータは XML 形式のコーパスのみで、一般の
利用者には研究対象のデータをその形式に変更すること自体が難しいといえる。
さらに、根本的に操作自体が非常に煩雑で、付与するタグと付与される対象の
文字列の設定ファイルを作成する時点からすでに難しいといえる。  
 これらのソフトを見ると、３つともがコーパスを構築するためのソフトであ
り、コーパスからの検索結果の用例に対してタグ付与することを念頭に置かれ
たものではない。そのため、収集した検索語や前後文脈にある共起語への重点
的なタグ付与には極めて効率が悪く、ⅲ）の問題が存在するといえる。  
 以上見てきたように、専用タグ付与ソフトは存在するが、タグ付与機能自体
を見ると、タグのリストからの入力やタグの自動判別など、必要性の高いもの
を備えているものもあるが、１つのソフトでそれらがすべて備わっているもの
はなかった。また、どれも専用形式のコーパスを作成するためのものであり、
この形式でコーパスを作る際には非常に有効性が高く、機能を最大限発揮でき
るが、目的外に使用することは困難であるといえる。本節で目的としている機
能は、タグ付与自体には特化しているが付与されるべきタグの中身は自由なも
のである。その点、既存の専用タグ付与ソフトも目的には合致しないといえよ
う。  
 ここで現れる解決すべき点は以下のようになる。  
 
１）自由なタグの設定  
２）部位ごとの一括処理  
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 また、第１章で確認したとおり、これらの専用タグ付与ソフトは現実の研究
においてはほぼ全く使用されていないのが現状である。それはここで洗い出し
た問題点のいくつかが影響しているのではないかと推察できる。  
 
3.4.4 小結  
 これまで見てきたタグを、取り上げたすべての視点から最終的にまとめると、
タグの種類とそれらのタグの付与方法は以下のとおりとなる。  
 
表 3-10 最終的なタグのまとめ  
位置  種類  内容  付与方法  付与対象  
言語データ
外の情報  
出典情報  言 語 デ ー タ の 第
一 次 作 成 者 や デ
ータ自体の情報  
コーパス作成時に文書
名として付与  
コーパス全
体  
言語データ
内の情報  
語 彙 形 態 素 及
び品詞情報  
品詞、基本形、活
用形、読みなど  
専用ソフトによって自
動手的に付与  
コーパス全
体  
分析用情報  語 の 分 類 や 意 味
的情報、用法など  
用例を確認しながら手
入力で付与  
収集した用
例  
 
 出典情報のタグ付与に関しては、既存の多くの方法においてファイル名に記
述することで対応していた。これは作文の作者や発話者という属性の情報が、
言語データであるコーパスの外部のデータであるため、コーパスのデータ内で
はなく、データ外に記録することが妥当であるためである。本研究でも出典情
報の記録方法はこれに従うことにする。  
 語彙形態素及び品詞情報のタグは、既存の形態素解析ソフトによって非常に
高度なレベルで付与することができる。これはそのまま使うべきものであると
考えられるため、本研究でも使用する場合はこれに従うことにする。  
 分析用情報のタグ付与方法に関してはさまざまな既存の方法を見てきた。既
存の方法ではいくつかの内在する問題点があった。  
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 問題点は以下のとおりである。  
 
ⅰ）手入力でのタグ付与は、付与するタグ内容にミスが生じやすい。  
ⅱ）付与されるべきタグの一覧表があり、同一の語へは同一のタグが常に付
与される場合、毎回表と照らし合わせをすると見間違いや判断ミスが生
まれやすい。  
ⅲ）部位ごとに集中してタグ付与できないと、付与するタグの判断に混乱が
生じやすい。  
 
 これらの問題点は、タグ付与作業の効率の悪化、作成されたデータの精度の
低下、それを用いた研究の信頼性の低下につながる。これらの問題点に対し解
決すべき点をまとめ直すと以下のようになる。  
 
１）キーボードからの入力以外のより安定した入力方法  
２）タグの自動判別  
３）部位ごとの一括処理  
４）付与したタグを効果的に利用する仕組み  
５）自由なタグの設定  
 
 先行する方法によっては、いくつかは解決されているものもあるが、これら
の全てを備えたものは存在しない。つまり二次タグである分析用情報のタグを
付与するにあたって、これらが全て解決されたソフトが必要であるということ
である。そのために必要な要素をまとめると以下のようになる。  
 
a．部位ごとでの個別の扱い  
b．作成したタグリストからの簡易入力  
c．タグの自動判別  
d．付与したタグの再利用  
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 すでに見た限り、分析用情報のタグは実際に研究場面でもニーズが極めて高
く有効なものであるにも関わらず、それを付与する仕組み自体がほぼ存在しな
いことが分かった。  
 
3.5 自在なタグ付与機能及び高度な検索機能付きソフト『SaiBASHI』  
 分析用情報のタグの付与を実現するために必要な要素をまとめたものが前節
の a～d である。この必要な点を全て兼ね備えたソフトが言語分析の現場で求
められるものであろう。以降でその解決策を考察していく。  
 
3.5.1 必要箇所への効果的なタグ付与  
 ここでの分析用情報のタグ付与は、はじめになんらかの表現をコーパスから
抽出し、それに対して付与するものである。表現を抽出した結果の表示方法は
一般的に KWIC 形式になることが多いと思われる。  
 
            左文脈                 NODE              右文脈  
 
                         左１語          NODE         右１語  
図 3-16 KWIC での各部位の表示位置（図 3-7 再掲）  
 
 抽出した検索語が中央に配置され、その左右に前後の文脈が来る。さらに各
文脈は中央の方向に詰める形で表示されている。中央に並ぶ検索語である
NODE を縦に見ていくと分析したい表現の実際に使用された例が確認できる。
その左右には NODE のすぐ側に直近の文脈が来るため、共起した語や表現が確
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認できる。KWIC 形式自体が用例の分析に非常に有効性が高い形式であるので、
この形式を維持したままタグ付与すると二次タグ付与の作業効率が上がる。  
 
 
図 3-17 KWIC 結果のテキストエディタでの表示（画面中の□は筆者による）  
 
 図 3-17 は一般的な KWIC 検索結果を保存したもの 49をテキストエディタで
開いた画面である。検索語句は「動詞 て の」である。図 3-16 のように KWIC
の各部位が縦列に整列していないのが分かる。これを『MS-Excel』で開いたと
きのように、左文脈、NODE、右文脈に分けて縦列に揃える必要がある。一般
的な検索ソフトでの KWIC を保存した場合に各部位の区切りに使用されるタ
ブ 50ごとに幅を揃えることが有効であろう。  
 
 
図 3-18 KWIC 形式の再現  
 
 タブの幅を揃え、さらに部位によってタブの揃える向きを左右で調節するこ
とで、図 3-18 のように各部位が縦列に揃って表示される。これでタグ付与の
                                                   
49 『中納言』、『Himawari』などでの保存結果がこの形式である。  
50 図 3-17 では□で示された部分がタブである。  
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土台ができた。『MS-Excel』と同様に部位ごとに縦列に整列させることができ
たので、これを擬似的なセル、「擬似セル」と見なし『MS-Excel』で行えるセ
ルに対しての  
機能のうち、タグ付与に役に立つものを取り込むことが考えられる。  
 検索結果やその周囲の語で全く同じ語や表現が点在していることがある。タ
グ付与の際にはこれら同じ語や表現は並べて順に判断した方が効率がよい。  
 
 
図 3-19 ソート  
 
 図 3-19 は NODE 位置でソートしたものである。同じ語は連続して表示され、
同一表現に一気にタグ付与していくことができるようになる。その際、縦に連
続して並ぶ同じ語の一つ一つに順に付与するよりも、最初の位置から最後の位
置の語まで一気に連続して同一タグを付与すると作業効率が高まる。  
 
 
図 3-20 連続入力  
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 タグ付与は NODE だけ、右１語だけ、などではなく各部位にそれぞれ別のタ
グを同時に付与してくことも多い。そのようなときに周囲に同一のタグが付与
された結果だけをまとめて見比べ付与するタグを考察したいことがよくある。
その時には、特定条件に合致する結果だけを表示させるなどの仕組みが必要で
ある。  
 
 
図 3-21 フィルター  
 
 図 3-21 はフィルターにより、右文脈中に「<心_意志>」タグが付与された結
果だけを表示したものである。このように特定の部位に特定の文字列やタグが
付与された例だけを表示させることで同じ要素を持った結果だけを詳しく考察
していくことに役立つ。ここで掛けたフィルターはタグ付与後にはずし、一時
的に表示から外した行も復帰させられる必要がある。  
 以上見てきた解決した内容をまとめると以下のとおりとなる。  
 
a-1．擬似セルによる部位ごとのまとめた扱い  
a-2．ソートによる同じ語や表現を並べての表示  
a-3．タグの連続入力  
a-4．フィルターによる特定のタグや表現がある行だけの表示  
 
 これにより、タグ付与の土台を固めることができる。  
 
3.5.2 タグリストによるタグ付与  
 タグは文字列である以上キーボードからでも入力は可能である。しかしこれ
まで考察したように、キーボードからの入力はミスを生みやすい。また数日に
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わたるタグ付与のためにはあらかじめ付与すべきタグを決めて一覧に保持して
おくことが重要である。  
 このために、タグをあらかじめリスト化しておくことが重要となる。  
 
 
図 3-22 タグの設定  
 
 タグリストはすぐに閲覧でき、いつでもタグ付与作業をしながらタグの考察
の深まりに応じてタグを追加、削除できるようにタグリスト欄は処理ウィンド
ウ内に設けるとよいであろう。リストの保有数はどのようなタグセットでも対
応できる数が必要であろう。そこで分類語彙表の３層と４層の項目名の組み合
わせが 615 通りになることなどを考えて 1000 までとする。また一度設定した
タグリストは、以降作業を再開したときにリストが残っている必要がある。こ
れでタグはいつでも付与したいときにリストから呼び出すことができるように
なる。  
 研究者ごとに違った研究興味に対応できるように、タグリストの中身はソフ
ト側では特に規定せずに自由に設定できるようにすべきである。そうでなけれ
ば既存のタグ付与ソフトと同様に、既定された目的以外のタグを扱えなくなり、
結局は一般性を獲得できないからである。  
 タグを付与していくという工程が最も多くの作業時間を費やす基礎的な処理
であるため、これを手軽かつ確実に行えることが最も重要なことである。付与
の際はタグを挿入したい箇所において、クリックやキーの同時押しなどごく簡
易的な方法で、タグリスト中の対応するタグの入力が行えるべきである。  
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図 3-23 タグの付与  
 
 タグリストは外部に保存しておいたテキストファイルから読み込むこともで
きる必要がある。これにより、１つの用例に対するタグ付与を終えた後、別の
用例ファイルでもタグリストが引き続き使えるようになる。  
 タグリストの内容を修正する場合がある。タグは付与していくうちに、今ま
でよりも詳細に分類すべきであると気付くときがある。いままで「変化」とし
てタグを設定していたがタグ付与作業の進展にともない、「主体変化」と「客体
変化」に分離すべきだと気付き、同時にいままでは「動作」としていたタグを
それに合わせて「主体動作」に修正する場合があろう。その際タグリストの修
正に伴い、データ内にすでに付与されたタグも一括で修正される必要がある。  
 
 
図 3-24 タグ部更新  
94 
 
 以上、作成したタグリストからの選択によってタグを付与してく仕組みにつ
いて考察してきた。これら解決した内容をまとめると以下のとおりとなる。  
 
b-1．作成したタグリストからのタグ付与  
b-2．1000 個までのタグによるタグリストの自在な設定  
b-3．クリックやボタン同時押しなどでの簡易的にタグ付与  
b-4．タグリストの外部への保存や読み込みよる共有  
b-5．タグ内容を修正した際の付与済みのタグの修正  
 
 これらの実現により高い一般性を獲得したタグ付与ソフトとなる。  
 
3.5.3 自動判別でのタグ付与  
 分析用情報のタグのうち、名詞に対する分類語彙表の分類を付与する場合な
どがある。「幸せ」という語は「生活」のうちの「人生・禍福」に該当するし、
「先日」は「時間」のうちの「過去」となる。これらは語の形から、そのまま
該当するタグを自動的に判別することができる。  
 
 
図 3-25 タグの自動判別  
 
 分類語彙表ではタグの３層、４層の組み合わせが 615 通りとなり、中に含ま
れる語の総数は 101070 語である。タグ付与の際に対象の語と表を照らし合わ
せて行うのは現実的に難しいであろう。この場合タグの機械的な自動判別処理
が行えるということは、タグ付与を助ける補助的な機能というより、付与でき
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るタグの種類を増やし、今まででは断念せざるを得なかったタグまで付与の範
疇に入れることになる。  
 ただし、自動判別では必ずしも正しい判断がなされるとは限らない。例えば
分類語彙表では「工作」という語は「心」のうちの「計画・案」になる場合と、
「事業」「製造・加工・包装」になる場合の２通り存在する。これらは「工作」
という語の形からだけではどちらの意味として使用されているか判別がつかな
いため、文脈によって判断せざるを得ない。このようなときは付与結果を確認
し、目視での修正が必要となる。  
 自動判別のためには前もって判別用のリストを作成しておく必要がある。  
 
 
図 3-26 自動判別リスト  
 
 自動判別の元となるリストはソフトの外部に所定の書式で作成して保存して
おき、これに照らし合わせる形でタグの自動判別を行うことになる。これによ
りいつでも共通したリストでタグの自動判別が行えるうえ、他の利用者が作成
した自動判別リストを共有することもできる。  
 ただし、ここで活用する語の問題が発生する。動詞「走る」は文中では活用
され、「走っている」「走り終わって」など活用されたり補助動詞が付属したり
することがある。この対応を取らないと、自動判別で目的の結果を得ることは
できない。そこでこの活用形の問題に対応する必要がある。まず活用を扱うに
は形態素解析結果の利用が一般的であるが、検索結果に対してタグを付与する
二次タグ付与を主体とする場合、形態素解析を行うのは難しい。そこで形態素
解析を行わずにソフトのプログラム内部で活用を処理する「活用展開」という
仕組みを用いることになる。これをすることで形態素解析がされていないコー
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パスでもある程度活用形に対応することができる。それにより活用がある語で
も自動判別が可能となる。  
 自動判別リストの作成に関して、外部に別のファイルを作ってそこに決まっ
た書式で書き込んでいくというのは一般的な利用者にとって多少負担が強く感
じられるであろう。そこでソフトを使用しながらタグの自動判別リストが作成
されていく仕組みが必要となる。  
 
 
図 3-27 自動判別リストへの追加  
 
 外部にあるファイルにタグリストを書き込まなくても、タグ付与ソフトを利
用しながらタグを設定していき、実際にそれらのタグを付与することで、自動
判別の内容が作成されるというのが最も利便性の高い方法となるであろう。  
 
 
 
 
 
 
 
図 3-28 自動判別リスト作成手順  
 
 本節ではタグの自動判別での付与に関して考察してきた。まとめると以下の
とおりとなる。  
   外部ファイル  
     書き込む  
                           自動判別可能となる  
   ソフト上  
    タグ設定→タグ付与→自動判別リストへ追加  
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c-1．語の形で判断が付くタグの自動判別での付与  
c-2．自動判別リストの外部保存による共有  
c-3．活用展開による活用する語での自動判別  
c-4．自動判別リストへのタグ付与を行いながらの追加  
 
 タグの自動判別は単に処理が速くなり作業効率が上がるだけに留まらず、タ
グ選択の揺れを減らし、作成されたデータの信頼性を高めることができる。ま
たタグやそれに対応する語が膨大である場合、断念せざるを得なかったタグな
ど、扱えるタグの種類が格段に増え、個人の研究者がコーパスを用いて分析で
きる分野の幅が広がる。  
 
3.5.4 分析用情報のタグの検索と集計  
3.5.4.1 二次タグとしての分析用情報のタグの特性への対応  
 本章で付与するタグは二次タグである分析用情報のタグのため、その特性を
活かした仕組みで利用できる必要がある。  
 二次タグはまず用例を検索し、その抽出結果に対してタグを付与していくも
のである。一般的なコーパスからの検索結果は KWIC 形式になっている。左文
脈、NODE、右文脈が３つの部位に分かれて表示されることで、検索語の傾向
や文脈との関係が分かりやすくなる。また３つの部位それぞれに別々のタグを
付与することも多い。このことから検索の際も分析目的の表現である NODE
と左右文脈中のタグを個別に指定し、組み合わせての詳細な検索が必要となる。 
 次に、分析用情報のタグとしての特性への対応も必要である。分析用情報の
タグは、語彙形態素及び品詞のタグと違い、研究者ごとに設定されるためどの
ようなタグがあるか判別しづらく、検索語句として簡単に利用できない。そこ
で付与されているタグを簡単に一覧でき、そこからの選択で検索できる仕組み
が求められる。  
 二次タグとしての分析用情報のタグの特性とそれへの対応をまとめると以下
のとおりとなる。  
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１）二次タグとしての特性として、KWIC の各部位にそれぞれ独立したタグ
が付与されるため、それらを組み合わせて詳細に検索できる。  
２）分析用情報のタグの特性として、どのようなタグ内容が付与されるか分
からないため、タグ内容に依存しない検索・集計方式が使える。  
 
3.5.4.2 分析用情報のタグでの検索・集計  
 タグは主に検索に用いるために付与してきたものであるため、付与されたタ
グでの検索が行える必要がある。タグを指定して検索した場合、それを NODE
とした KWIC 形式で表示されるのが基本である。  
 
 
図 3-29 二次タグの検索  
 
 一次検索時の KWIC の左右文脈中にもタグが付与されている場合、左右文脈
に付与されているタグを個別に独立して指定して検索できる必要もある。  
 
 
図 3-30 左右文脈のタグの指定  
 
 分析用情報のタグはどのようなタグがあるか分からないという特性もある。
既存の、つまり形態素解析ソフトで付与するような、一般的なタグセットによ
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って付与されているのではなく、個別研究での独自のタグが付与されているの
である。付与作業が長期にわたった場合や、付与作業者以外がそのデータを利
用する場合は、どのようなタグが付与されたか完全には分からないであろう。  
 そこでソフト側で現在のコーパスに付与されているタグを、自動的に取得し
て使用者に一覧化して見せる必要があろう。  
 
 
図 3-31 付与されたタグの一覧  
 
 これによって付与したタグのリストを暗記していなくても、またタグを付与
した本人以外でも、一覧からタグを簡単に利用できるようになる。これにより
どのようなタグリストでの付与でも安全にタグの運用ができるようになる。  
 また、タグというのは本質的には分析用の視点や分類や用法を表すものであ
るので、これがどのような比率や頻度で使用されているのかは非常に重要なこ
とである。したがってタグの一覧を取得する際に同時に付与されたタグの数を
集計する必要もあろう。これでタグごとの頻度が確認できるだけでなく頻度の
高いタグを重点的に調査していくことができるようになる。これによって分析
の焦点を絞りやすくなり、研究速度の向上を図ることができるであろう。  
 以上分析用情報のタグの再利用について解決した内容をまとめる。  
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d-1．付与した分析用情報のタグでの検索  
d-2．KWIC 形式の各部位へ付与されたタグの独立した扱い  
d-3．付与されたタグの一覧化による検索時の利用  
d-4．付与されたタグの各頻度の集計  
 
 このようなタグ検索と集計の仕組みにより、タグ付与の目的が達せられる。  
 
3.5.5 小結  
 本節ではタグ付与方法の実際の解決を行った。以下解決した点を示す。  
 
a．部位ごとでの個別の扱い  
b．作成したタグリストからの簡易入力  
c．タグの自動判別  
d．付与したタグの再利用  
 
 部位ごとでの個別の扱いができることで、用例の表示形式に対応しながらタ
グ付与ができるようになり、タグリストからの簡易入力により、タグ付与の効
率化、高精度化につながった。タグの自動判別ではタグとして利用できる要素
を広げることができ、付与したタグの再利用により、付与したタグが有効とな
った。これらの点の解決により、収集した用例へのタグ付与のための具体的か
つ個別的な問題点を解決できたと考えられる。  
 
3.6 第３章まとめ  
 本章では、第２章までに考察してきた用例の収集の次の段階である用例への
タグ付与を軸に考察を行った。タグは付与段階の観点から見ると、一次タグと
二次タグに分けられる。一次タグはコーパスを構築するときに付与するもので、
二次タグはコーパスから収集した用例に対して付与するものである。  
 内容に関する観点から見ると、出典情報のタグ、語彙形態素及び品詞情報の
101 
 
タグ、分析用情報のタグに分けられる。出典情報のタグとは、コーパス内の各
文書の作者、年代、ジャンル、発話者の年齢、性別、出身地、学習歴やレベル、
母語などその言語データの第一次作成者やデータ自体に関する情報である。語
彙形態素及び品詞情報のタグとは、コーパスの全体に対して付与される、各語
や形態素の品詞や基本形、活用形、読みなどの文法的な情報である。分析用情
報のタグとは、上記２つのタグ以外のもので、言語データ内部の、個別の語や
表現に対して付与するもので、日本語文法研究の場合、語の分類や意味的情報、
用法などの情報のことである。  
 このうち出典情報のタグと語彙形態素及び品詞情報のタグの付与は既存の方
法で十分有効に行えることが分かった。ただし分析用情報のタグは既存の方式
では十分に付与し利用できないため、問題点と解決すべき点は以下のとおりで
ある。  
 
問題点  
ⅰ）手入力でのタグ付与は、付与するタグ内容にミスが生じやすい。  
ⅱ）付与されるべきタグの一覧表があり、同一の語へは同一のタグが常に付
与される場合、毎回表と照らし合わせをすると見間違いや判断ミスが生
まれやすい。  
ⅲ）部位ごとに集中してタグ付与できないと、付与するタグの判断に混乱が
生じやすい。  
 
解決すべき点  
１）キーボードからの入力以外のより安定した入力方法  
２）タグの自動判別  
３）部位ごとの一括処理  
４）付与したタグを効果的に利用する仕組み  
５）自由なタグの設定  
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 これらを解決するために具体的に必要な点とその解決した点は以下のとおり
である。  
 
a．部位ごとでの個別の扱い  
a-1．擬似セルによる部位ごとのまとめた扱い  
a-2．ソートによる同じ語や表現を並べての表示  
a-3．タグの連続入力  
a-4．フィルターによる特定のタグや表現がある行だけの表示  
 
b．作成したタグリストからの簡易入力  
b-1．作成したタグリストからのタグ付与  
b-2．1000 個までのタグによるタグリストの自在な設定  
b-3．クリックやボタン同時押しなどでの簡易的にタグ付与  
b-4．タグリストの外部への保存や読み込みよる共有  
b-5．タグ内容を修正した際の付与済みのタグの修正  
 
c．タグの自動判別  
c-1．語の形で判断が付くタグの自動判別での付与  
c-2．自動判別リストの外部保存による共有  
c-3．活用展開による活用する語での自動判別  
c-4．自動判別リストへのタグ付与を行いながらの追加  
 
d．付与したタグの再利用  
d-1．付与した分析用情報のタグでの検索  
d-2．KWIC 形式の各部位へ付与されたタグの独立した扱い  
d-3．付与されたタグの一覧化による検索時の利用  
d-4．付与されたタグの各頻度の集計  
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 本章ではこれらを全て解決し、『SaiBASHI』というタグ付与、検索ソフトと
する。タグ付与時のタグのリスト化や自動判別、検索時のタグの一覧化や集計
などさまざまな問題を解決してきた。  
 KWIC 形式を維持したままの部位ごとのタグ付与は、文脈や研究対象の語を
常に確認しながらタグ付与するために必要である。  
 タグリストの独自作成は、研究者ごとに持つ違った研究の興味への対応であ
る。それがない場合、既存のタグ付与ソフトと同様に、既定された目的以外の
タグを扱えなくなり、結局は一般性を獲得できない恐れがある。  
 付与されるべきタグの自動判別は、膨大な語数を納めた語彙リストとの照ら
し合わせによってしか付与できなかったタグなど今まで付与を諦めていたタグ
を扱えるようになるために必要であり、付与できるタグの種類が格段に増える
ことになった。  
 タグの利用としてのタグでの検索のために、実際にデータ内に付与されてい
るタグを一覧させることより、付与された多彩なタグの現実的な運用ができる
ようなった。  
 以上により、用例の収集と、分類による分析までの手順が全てコーパス上で
実現されたことになる。これにより、研究者の独自視点からの研究に関して、
研究効率の向上、データの精度の向上による研究の精度の向上が達せられたと
考えられる。  
  
104 
 
 
第４章 多機能型コンコーダンサー―『HASHI51』― 
 
4.1 本章の概要  
 これまでの章で、用例の収集と、用例の分類による分析について考察してき
た。本章では、さらに踏み込んでコーパスを扱う方法について考察する。  
 
4.1.1 データの土台  
 研究者ごとに研究の立場、対象、視点などは違う。それを踏まえた深い研究
を行うためには、コーパス自体がそれらに対応している必要がある。  
 日本語は元々分かち書きされない言語で、語を区切って表記しない。そのた
め語の区切るとなると、区切り方、つまり語の単位の一般的で絶対的な基準が
存在せず、研究の立場でさまざまになる。また研究目的や行う手法によっても
効果的な単位は違いその対応が必要である。  
 さらに根本的なこととして、各研究視点でデータを分析するためにはデータ
にその情報が保持されている必要がある。コーパスに含むべき情報を考えると、
テキスト内容の情報だけでなく、テキストの作者の属性、作成日時などの情報
も必要になる。対話データの場合、１行ごとに発話者が変わるため行ごとのデ
ータの記載が必要である。このように多くの種類の情報を持たせることができ
るデータ構造が必要となるであろう。  
 
4.1.2 検索  
 検索方法は収集したい用例ごとに最適なものを選択すべきである。「NP が
NP に VP」のような文型を検索するためには複雑な処理が必要であるが、第２
章で見たような解決方法を見出した。しかし、格助詞の分析を行う場合では、
実際の語である「が」や「で」とだけを指定して検索を行っても、接続助詞「が」
                                                   
51 2008 年より開発を始め、2008 年には立命館大学言語教育情報研究科内で、 2011 年よ
り http://www7b.biglobe.ne.jp/~ryo_tanaka_corpus_tools/にて一般に無料公開してい
る。  
105 
 
や助動詞「だ」の活用した「で」などが検出されてしまう。これらを排除し、
目的どおり格助詞の「が」のみを抽出するためにはまた別の仕組みが必要であ
る。このように語の持つ要素を詳細に指定した検索への対応が求められる。  
 
4.1.3 計量的分析手法  
 コーパスを使用した言語分析では伝統的に統計手法が用いられてきた。現状
では、文書自体や文書間の関係性、単独の語の振る舞い、ある語と周囲の語と
の関係性、語の連鎖によって作られる固定表現などが分かる。しかし、その次
の段階の表現として文型がある。複数の語が特定の順に並ぶが、完全に連続す
るのではなく、途中に他の語が入る形のものである。どのような文型が多く使
用されるかを見つけて収集する方法が必要である。  
 
4.1.4 タグ付与とコーパス作成  
 第３章で考察したような、収集した用例へのタグ付与以外に、コーパス全体
へのタグ付与がある。分析対象が何らかの言語を取り巻く現象であった場合、
その現象を検索によって収集する場合には、あらかじめその要素がコーパスに
含まれている必要がある。日本語教育研究であれば誤用箇所を全て抜き出しど
のような誤用の形式が多いかを調べる、会話分析ではうなずきのあった場所だ
けを抜き出して分析するなどである。このようなコーパス全体へのタグ付与は
非常に手間がかかるため、実現には収集した用例へのタグ付与よりもさらに解
決すべき事柄が増える。また、コーパスが大きくなればタグ付与作業者は複数
人で分担することもある。長期間コーパスの作成をする際、後から集めたデー
タを追加する必要も生まれ、別の視点の情報が付与されたコーパスを統合する
場合もある。このようにコーパスを作成するための処理も必要となる。  
 
4.2 データの土台  
4.2.1 日本語での語の単位  
 日本語を研究する際の対象となる表現や方法はいくつもある。  
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（１）六十二回六十三回、回を重ねるにしたがってどうしても期日がくれ
ば十円払わなくては気が済まないようになる。  
（２）近来は大分減って烏が見えないなと先刻思ったが、吾輩自身が烏の
代りにこんな所で行水を使おうなどとは思いも寄らなかった。  
（『吾輩は猫である』）  
 
 「払わなくて」「済まない」「見えない」「寄らなかった」は動詞の否定形の例
である。このような表現の分析の場合、数百例程度までであれば検索結果から
目視で判別し集計できる。しかし数千、数万となった場合には難しく、自動で
の集計が必要である。しかしこの形式のままではどこが語の区切りか判然とせ
ず、語を１つずつ区切る必要が出てくる。その際、もしこれらが「払わ」＋「な
く」＋「て」、「済ま」＋「ない」、「見え」＋「ない」、「寄ら」＋「なかっ」＋
「た」などと区切られた場合、集計結果は妥当なものとはならないであろう。  
 このように語が区切られているかどうかは、機械処理で言語を分析する際に
は非常に重要であり、その区切り方によっても得られる結果は大きく変わって
くる。語がどのように区切られると有効であるか検証していく。  
 
4.2.1.1 語の単位の規定の必要性  
 「語」をどのように規定するかについて、コーパス発祥の言語である英語で
は以下のようになっている。  
 
（３） A01 0010    The Fulton County Grand Jury said Friday an 
investigation 
A01 0020 of Atlanta's recent primary election produced "no 
evidence" that 
A01 0030 any irregularities took place.   The jury further said in 
term-end 
（BROWN コーパス）  
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 英語は紙に記述する際に語を１つずつ区切って記す言語である。そのためパ
ソコン上のデータとして入力する際もそのまま語を区切りながら行う。この区
切りを明示しながら記述することを分かち書きという。この分かち書きされた
言語データは機械処理にとって非常に相性がいい。（３）では、 "the"は２つあ
り、"an"や"in"は１つずつあることが分かる。このように語の出現した回数や、
語の種類数などを数えるためには、語と語の間が区切られている必要がある。  
 
（４）TheFultonCountyGrandJurysaidFridayaninvestigation 
of Atlanta'srecentprimaryelectionproduced"noevidence"that 
anyirregularitiestookplace.Thejuryfurthersaidinterm-end 
 
 （４）は（３）を分かち書きしない表記方法で記した例で、語ごとの区切り
が明確ではない。この形式では"the"という文字列は３つあり、"an"は４つ、"in"
は２つあることになる。また検索でも、"the"という語を検出する際、語として
の"the"以外に" further "に含まれる"the"も検出してしまう。このように分かち
書きがされていなければ、語を集計することも正しく検索することもできない。
日本語は英語のように分かち書きされない言語のためこのような問題が起こる。 
 
（５）奥さんは火鉢の前に敷いた座蒲団の上へ私を坐らせて、「ちっとそこ
いらにある本でも読んでいて下さい」と断って出て行った。  
（６）本人が不承知の所へ、私があの子をやるはずがありませんから」とい
いました。  
（７）本郷台へ来て、それからまた菊坂を下りて、しまいに小石川の谷へ下
りたのです。  
（８）そう思うと、その簡単な一本の手紙が私には大層な喜びになった。  
（『こころ』下線は筆者による）  
 
 （５）～（８）では、まず語がいつくあるか集計ができない。検索でも、「本」
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を検索した場合、（５）は目的どおりに検出できているが、（６）（７）は別の語
の一部であり、（８）は助数詞としての「本」であり目的どおり検索できていな
い。さらに検索語と共に現れる語により、分析対象の語の傾向が判明する場合
も多いがその際でもどのような語が存在するかを機械では知ることができない。 
 また語の活用の問題もある。日本語において、動詞や形容詞などは活用をす
る品詞である。これらの抽出を考察する。  
 
（９）「覚めた結果としてそう思うんです」と答えた時の私には充分の自信
があった。  
（10）私はかえって世話のし甲斐があったのを嬉しく思うくらいなものです。 
（11）だから人間の身体ほど不思議なものはないと思うんだよ。  
（『こころ』下線は筆者による）  
 
 （９）～（11）は「思う」を検索した例であるが、全て「思う」という形で
使われた例が抽出されている。しかし、「思う」は動詞であり、「思い（ます）」
「思っ（て）」「思わ（ない）」などさまざまな形で活用する。一般的に「思う」
を分析する場合、「思う」という形で使用された例だけでなく、他の活用された
形も同時に分析対象となるであろう。それぞれに対し「思う」が活用された形
であるという情報を持たせるためにも、語の区切りの有無が問題となる。  
 ここまで見たように、コーパスを扱う場合、語の区切りというのは非常に重
要である。何にとって必要かをまとめると以下のとおりとなる。  
 
１）コーパス中の語の集計  
２）語の検索  
３）検索語の共起語の集計  
４）検索語の活用された形の抽出  
 
 語をどのように区切るかは、言い換えれば語の単位をどのようにするかとい
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うことである。語の単位には具体的にはどのようなものがあるか、既存のコー
パス利用においての語の単位を確認する。  
 
4.2.1.2 既存の語の単位  
4.2.1.2.1 機械処理の観点からの語の単位  
 一般的にコーパスで利用される語の単位は、国立国語研究所が採用している
「短単位」と「長単位」である。短単位とは、学校文法での単語の認定をさら
に細かくしたもので、自立語に対して付属語や接辞を全て分離して扱う単位で
ある 52。短単位での語の区切りの例は（12）となる。  
 
（12）｜タマチャリ｜と｜は｜比較｜に｜なら｜ない｜機動｜性｜と｜耐久
｜性｜を｜装備｜｜米軍｜の｜「｜ハマー｜」｜の｜名｜が｜冠せ｜
られ｜た｜自転｜車｜に｜乗ろう｜  
ハマー｜折りたたみ｜マウンテン｜バイク｜  
｜  ｜中国｜や｜タイ｜ほど｜で｜は｜ない｜が｜、｜日本｜も｜世
界｜屈指｜の｜自転｜車｜大国｜。｜通勤｜通学｜、｜また｜は｜日
常｜の｜足｜と｜し｜て｜自転｜車｜を｜利用｜し｜て｜いる｜人
｜は｜多い｜こと｜だろう｜。｜そこ｜で｜、｜ちょっと｜他人｜と
｜差｜を｜付け｜たい｜なら｜、｜こんな｜自転｜車｜に｜乗っ｜て
｜は｜いかが｜だろう｜か｜？｜  
｜  ｜ＤＢＳ｜  ｜ＪＡＰＡＮ｜から｜販売｜さ｜れ｜て｜いる｜「｜
ハマー｜折りたたみ｜マウンテン｜バイク｜」｜は｜、｜米軍｜の｜
軍用｜車｜・｜ハマー｜で｜有名｜な｜アメリカ｜ＧＭ｜社｜製｜の
｜自転｜車｜。｜自転｜車｜と｜は｜いっ｜て｜も｜、｜ハマー｜の
｜名前｜は｜ダテ｜で｜は｜なく｜、｜高い｜機動｜性｜と｜耐久｜
性｜を｜兼ね備え｜た｜１｜台｜に｜なっ｜て｜いる｜。｜（小椋他
2011b：40 ｜は語の区切りを表す）  
                                                   
52 詳しくは小椋他（2011b）「『現代日本語書き言葉均衡コーパス』形態論情報規程集第４
版（下）」pp.29-40 を参照。  
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 「自転｜車」や「機動｜性」のように名詞と接辞が連続する場合、これらは
別の語として認定される。これら付属要素は単独の語とされるのである。「お｜
母｜さん」「会社｜員」なども同様である。また「利用｜し｜て｜いる」「販売
｜さ｜れ｜て｜いる」などサ行変格活用動詞、通称「スル動詞」は語幹名詞と
「する」が分離されている。同様に「有名｜な」などの形容動詞＝ナ形容詞も
語幹と助動詞「だ」が分離している。本動詞の活用語尾に後接する付属語とし
ては「なら｜ない」、「付け｜たい｜なら」、「なっ｜て｜いる」など本動詞部分
と分離していることが分かる。このように短単位は語として認定される中では
小さい区切り方であるといえる。小椋他（2011a）によるとその長所の１つは
「基準が分かりやすく，ゆれが少ない（小椋他 2011a：9）」ことであり、また
それは「作業効率の向上につながるだけでなく，コーパスの使いやすさにもつ
ながる。基準が分かりやすければ，利用者が語を検索する際，どのように検索
条件を指定すればよいか迷うことが少なくなる。また，ゆれの少なさ，つまり
データの精度の高さは，分析結果の確かさにもつながる（小椋他 2011a：9）」
とされている。つまり短単位で区切られた語によって作成されたコーパスは基
準が明確であり利用者が検索する際に基準に迷うことが少なくなる。  
 ただし通常コーパスを利用して語の傾向を探ることを目的とする場合、この
単位は少々短すぎる場合もある。「お｜母｜さん｜と｜お｜父｜さん」という文
字列があった場合、「お」「さん」が２回、「母」「と」「父」が１回と数えるより、
「お母さん」「と」「お父さん」が１回ずつあったと数える方が一般的なニーズ
に合っているのではないか。同様に「販売｜さ｜れ｜て｜いる」の場合、それ
ぞれが１回ずつあったというより、「販売する」という語の活用された形の「販
売されている」が１回あったという方が良い場合が多いであろう。このように
短単位は詳細に語を分けて考えたい場合は有効だが、多くの場合一般に扱いた
いと考えられる「語」よりもはるかに小さいといえる。  
 次に長単位に関して短単位との比較において目立つ差異がある点を列挙する。 
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１）並列名詞の連続（事業＋用＋借地＋権）  
２）接頭辞＋名詞＋接尾辞（お＋母＋さん、会社＋員、小学＋生）  
３）数詞＋助数詞（四＋回、九＋本）  
４）サ変動詞語幹名詞＋動詞「スル／デキルなど」（勉強＋する、食事＋す
る、運転＋できる）  
５）副詞の語幹となる名詞＋助詞「ニ」（主＋に、特＋に）  
６）格助詞＋動詞による複合格助詞（に＋とっ＋て、に＋つい＋て） 53 
 
 名詞の並列や接辞や助数詞などが本体部の名詞と結合し、体言に関しては扱
いやすい語の規定になっているように感じる。以下に長単位の例文を示す。  
 
（13）｜定期借地権制度創設時｜に｜、｜事業用借地権｜の｜対象｜として
｜主に｜想定し｜てい｜た｜の｜は｜、｜量販店｜、｜飲食店等｜、
｜経済的｜な｜耐用年数｜が｜比較的｜短い｜もの｜であり｜、｜事
業用借地権｜の｜存続期間｜も｜１０年以上｜２０年以下｜と｜さ
｜れ｜ている｜。｜しかし｜、｜近年｜、｜物流拠点｜や｜アウトレ
ットモール等｜、｜従来｜想定さ｜れ｜てい｜なかっ｜た｜用途｜で
｜の｜活用｜も｜行わ｜れる｜よう｜に｜なっ｜ている｜（｜図表｜
１｜‐｜５｜‐｜８｜）｜。｜立地｜について｜も｜、｜従来｜想定
さ｜れ｜てい｜た｜ロードサイド等｜で｜の｜活用｜に限らず｜、｜
多様化し｜ており｜、｜都心｜から｜数十ｋｍ以上｜離れ｜た｜場所
｜に｜立地する｜大規模アウトレットモール｜や｜臨海部｜に｜相
次い|で｜立地し｜ている｜大型｜の｜商業施設｜の｜よう｜な｜も
の｜も｜ある｜。｜この｜よう｜な｜商業施設｜で｜は｜、｜土地取
得費｜を｜削減する｜ため｜、｜借地｜による｜立地｜を｜進める｜
場合｜も｜多く｜、｜特に｜大規模アウトレットモール｜において｜
は｜、｜事業用借地権｜を｜用い｜ている｜事例｜が｜目立っ｜てい
                                                   
53 詳しくは小椋他（2011a）「『現代日本語書き言葉均衡コーパス』形態論情報規程集第４
版（上）」pp.41-58 を参照。  
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る｜（｜図表｜１｜‐｜５｜‐｜９｜）｜。｜（小椋他 2011a：58） 
 
 （13）では、短単位では区切られていた「耐用＋年数」「商業＋施設」「１＋
０＋年＋以上」「量販＋店」「経済＋的」などの体言のほか、用言として「削減
＋する」などのサ変動詞も１つになっている。また「特＋に」や「に＋つい＋
て」などの副詞や助詞も必要に応じて結合している。この点に関し、小椋他
（2011a）では長単位の長所として「長くすればするほど， 当該資料の性格を
反映する特徴語を取り出せるようになる。（小椋他 2011a：8）」と述べている。
つまり、「耐用」「年数」「商業」「施設」と別れて語が集計されるよりも「耐用
＋年数」「商業＋施設」とされた方がよりそのテキストに特徴的な語が抜き出せ
るということである。  
 しかし詳細に見ていくと以下のような点が見られる。  
 
１）サ変動詞の語幹名詞と動詞「スル」は結合するが、形容動詞語幹の名詞
と助動詞「ダ」は結合しない。（経済的｜な）  
２）動詞の語幹に対して後接する助詞／助動詞が分離している。（想定さ｜
れ｜てい｜た、行わ｜れる｜よう｜に｜なっ｜ている）  
３）助動詞「ヨウダ」「ソウダ」が分離している。（よう｜な）  
 
 形容詞と形容動詞は「イ形容詞とナ形容詞」と呼ばれともに形容詞の一種と
されることも多いが、ここで対になっているように、形容詞の使用傾向を調べ
る場合は形容動詞の語幹名詞だけが集計されても仕方なく、後接する助動詞「ダ」
も結合されるべきであろう。用言に関しては、コーパス中にどのような語が多
いかを見る場合、「行わ｜れる｜よう｜に｜なっ｜ている」を「行う」が活用し
た１語である、としたい場合が多いであろう。このように長単位は体言が比較
的結合されるのに対し他の品詞は分離されたままで扱いにくい印象がある。  
 このように現状のコーパスの利用方法では語の単位はまだ考察していく余地
が多分にあると思われる。とくに機械処理的な利点と言語学的な視点とを併せ
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持った単位や利用法が必要であるといえる。  
 またこれまでに散見された、「お｜母｜さん」の「母」、「行わ｜れる｜よう｜
に｜なっ｜ている」の「行う」、「利用｜し｜て｜いる」の「利用」、「有名｜な」
の「有名」など、長い単位などで１まとまりとして扱われる中にある、短い単
位に区切られたうちの最も自立性の高い語を本研究では「本体語54」とする。  
 
4.2.1.2.2 文法研究の観点からの語の単位  
 文法研究の観点からの語の単位で一般性の高いものは、学校文法、仁田
（1997）、庵（2012）である。  
 学校文法は以下のようにされている。  
 
文→文節語，という分析課程を経て単語が認定される。例えば，「野原には暖かな春風
がふいている。」という文は，「野原には／暖かな／春風が／ふいて／いる」という 5 文
節に分析され，さらに「野原・に・は／暖かな／春風・が／ふい・て／いる 55」という
9 語に分析される。（田近ほか編 2004：26）  
 
 語の区切れは非常に小さく、国立国語研究所の長単位に近い単位であるとい
える。ただし、「暖かな」が１語と解されるなど形容動詞の存在を認めているた
め、短単位での「暖か｜な」という区切りとは差異が存在する。同様に長単位
では分割された「ヨウダ」「ソウダ」も１語とされるなど若干の違いが存在する。  
 これに対し、仁田（1997）の単位の基本的な規定は以下のとおりである。  
 
従来いわゆる附属語という資格やあり方で、語として認定され、語の地位を付与されて
いた助詞や助動詞を、語とは認めず、語の内部構成要素として位置づけるものである。
上述のような本書の立場では、次のようになる。「山」が語であり一語 (one word)であ
るとともに、「山ガ」「山ニ」「山ヲ」「山デ」が語であり一語である。また、いわゆる単
                                                   
54 動詞の場合、後接する接続助詞や補助動詞に対しての本動詞部分を指すものであり、「語
基」とは厳密には違う。  
55 「・」は特に注目すべき語の区切りの箇所である。（田近ほか編 2004：26）  
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純語 (simple word)ではないものの、「オ山」「ミ山」「山々」「山里」「山人」なども、語
であり一語である。さらに、「舞ウ」が語であり一語であるとともに、「舞エ」「舞オウ」
「舞エパ」「舞ウト」「舞イ」「舞ッテ」「舞ッタ」が、語であり一語である。また、「舞
ワセル」「舞エル」「舞イ踊ル」「舞イ狂ウ」や「舞イ (転成名調 )」「舞イ姫」なども、語
であり一語である。（仁田 1997：202-203）  
 
 ここでは学校文法で語とされていた助詞や助動詞を語として認めていない。
つまり学校文法では「はじめ｜られ｜ない」と３語にされるものが１語と見な
されるということである。実際の例は以下のようになる。  
 
（14）小林は・今月一日・脅迫容疑で・連捕され・送検後の・拘置期限が・
十二日で・切れるため・、神戸地検尼崎支部は・同日午後・、尼崎簡
裁に・五日間の・拘置延長を・請求したが・却下された。56 
（15）もともと・、古川|は・前から・是杖と・密接な・関係を・持ってい
る  
（仁田 1997：203）  
 
 （14）では「切れるため」「請求したが」が１語とされているが、このよう
に学校文法では「切れる｜ため」「請求した｜が」と２語に分かれる助詞や助動
詞が本動詞に連結されて１語の扱いとなる。また（15）では「持っている」と
１語になっているが、これも学校文法では「持っ｜て｜いる」と３語に分かれ
るものである。ここでの「いる」は補助動詞であり、学校文法上では動詞とさ
れるものであり自立語であるが、事実上本動詞に対する付属成分と考えられる。
このような本体語に後接する成分であれば、助動詞、助詞、補助動詞などが全
て連結される単位である。  
 この単位での一番の特徴は名詞に後接する助詞である。「小林は」「拘留期限
が」「神戸地検尼崎支部は」のガ格（＝ハ）、「拘置延長を」のヲ格、「脅迫容疑
                                                   
56 仁田（1997）では語の区切りを「・」で表すため、この例文では同様に示す。  
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で」「十二日で」のデ格、「尼崎簡裁に」のニ格などさまざまな格成分が名詞に
連結している。さらに「送検後の」「五日間の」という連体助詞「の」も名詞に
連結するとされている。  
 これに関し仁田（1997）では、「本ガ」「本ハ」「本デス」の「ガ」「ハ」「デ
ス」は助辞であり語幹である「本」に付着するものであるとしている。同様に
動詞に後接する助詞や助動詞については以下のように述べられている。  
 
複語尾とは、たとえば「マス」や「ナイ」といったものである（中略）その形態素の付
加が、新しい別な語を作る (これを<語形成 (語作り )>と仮称しておく )ために働いているの
ではなく、語の一つの語形を作る (これを<語形形成 (形作り )>と仮称しておく )ために働い
ていると考えられる場合、その、活用を有する形態素を複語尾としておく。（仁田 1997：
215）  
 
 つまり接続助詞「テ」や助動詞「マス」や補助動詞「イル」などが本体語と
の関係において従属的なものであり、それが単独で語として働いていない場合
は本体語の一部として連結するというものである。  
 これに関して修正を加えたものが庵（2012）である。庵（2012）は仁田（1997）
の単位を概ね認めつつ名詞に後接する助詞、助動詞の扱いのみ修正をしている。 
 
（16）私は日本語の教師だ。  
（17）雨が降っている。  
（18）彼には子供がいる。  
（庵 2012：35）  
 
 （16）～（18）の下線部に対して庵（2012）では学校文法と同様に「私は」
は「名詞＋副助詞」、「雨が」は「名詞＋格助詞」、「教師だ」は「名詞＋助動詞
「だ」」、「彼には」は「名詞＋格助詞＋副助詞」としている。これに関して以下
のように説明している。  
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「私」と「は」、「雨」と「が」、「教師」と「だ」の間には「私だけは」「雨ばかりが」「教
師のみだ」のように他の要素が入り込めるという点で「は」「が」「だ」などは「ない」
「ます」「た」などよりも独立性が高いと考えられる（庵 2012：35）  
 
 つまり仁田（1997）では語の一部分とされる、名詞に後接する一部の助詞は、
庵（2012）では独立して扱うというこの点が２つの説の相違点である。  
 以上文法研究の視点から３つの語の単位を考察してきた。これらと機械処理
の観点からの短単位、長単位の特徴を表にまとめる。  
 
表 4-1 機械処理と文法研究との語の単位の比較  
  短単位 長単位 学校文法 仁田（1997） 庵（2012） 
私が 私|が 私|が 私|が 私が 私|が 
教師だ 教師|だ 教師|だ 教師|だ 教師だ 教師|だ 
お母さん お|母|さん お母さん お母さん お母さん お母さん 
食事する 食事|する 食事する 食事する 食事する 食事する 
綺麗な 綺麗|な 綺麗|な 綺麗な 綺麗な 綺麗な 
走っている 走っ|て|いる 走っ|ている 走っ|て|いる 走っている 
走ってい
る 
 
 学校文法の単位と長単位は比較的近いように見えるが、形容動詞（綺麗な）
や補助動詞（走っている）の扱いなどで相違が見られる。補助動詞に関しては
学校文法と短単位が同じになるが、長単位と同じ区切りの単位は他にない。こ
のように文法研究の観点から考えられる語の単位と現在コーパスを扱う際に使
用できる単位には多少の開きが確認できる。ただし理論としての語の単位と実
際に機械操作する上で実用的な単位は違う可能性もある。  
 
4.2.1.2.3 語の単位ごとの特徴  
 実際の利用において、語の単位の長短でどのような差が出るのかを考察する。 
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（19）吾輩｜は｜猫｜で｜ある｜。｜名前｜は｜まだ｜無い｜。｜どこ｜で
｜生れ｜た｜か｜とんと｜見当｜が｜つか｜ぬ｜。｜何｜で｜も｜薄
暗い｜じめじめ｜し｜た｜所｜で｜ニャーニャー｜泣い｜て｜い｜
た｜事｜だけ｜は｜記憶｜し｜て｜いる｜。｜  
（20）吾輩｜は｜猫である｜。｜名前｜は｜まだ｜無い｜。｜どこ｜で｜生
れたか｜とんと｜見当｜が｜つかぬ｜。｜何｜で｜も｜薄暗い｜じめ
じめした｜所｜で｜ニャーニャー｜泣いていた｜事だけ｜は｜記憶
している｜。｜  
（『吾輩は猫である』）  
 
 （19）（20）は同じ文章をそれぞれ違う単位で分かち書きした例である。（19）
は短い単位57である。この単位では以下のような例文が抽出できる。  
 
（21）我｜ながら｜よく｜こんな｜に｜器用｜に｜起っ｜て｜い｜られ｜た
｜もの｜だ｜と｜思う｜。  
（22）しかし｜その｜当時｜は｜何｜と｜いう｜考｜も｜なかっ｜た｜から
｜別段｜恐しい｜と｜も｜思わ｜なかっ｜た｜。  
（23）うん｜、｜ちょっと｜うまい｜文章｜だ｜と｜思っ｜た｜から｜今｜
翻訳｜し｜て｜見よう｜と｜思っ｜て｜ね｜。  
（『吾輩は猫である』下線は筆者による）  
 
 （21）～（23）は「思う」を検索した例である。ここで検索語句として抜き
出されるものは「思う」「思わ」「思っ」などであり、それ以外は周囲の文脈と
して扱われる。つまり、「思わ｜なかっ｜た」は３語になり、別々に扱われる。
そのため「思わなかった」という表現を検索する場合は、語の区切りを熟知し、
分けて検索する必要がある。また語を集計する場合、「思う」「思っ」「思わ」
がそれぞれ何回あったという形で行われ、周囲の補助動詞や助詞、助動詞は別
                                                   
57 ここでの「短い単位」「長い単位」は概念的なものであり、特定の単位を示すものでは
ない。  
118 
 
語扱いとなる。語を集計するという点では少々使いづらい場合も多い。  
 それに対し、短い単位の利点は以下のとおりである。  
 
（24）もし｜相手｜が｜この｜規約｜を｜守ら｜なけれ｜ば｜腕力｜に｜訴
え｜て｜善い｜くらい｜の｜もの｜だ｜。（『吾輩は猫である』）  
（25）減量｜が｜きつく｜ない｜と｜言え｜ば｜うそ｜に｜なる｜が｜…｜。
（中日新聞 2006 年）  
（26）しかし｜その｜当時｜は｜何｜と｜いう｜考｜も｜なかっ｜た｜から
｜別段｜恐しい｜と｜も｜思わ｜なかっ｜た｜。（『吾輩は猫である』）  
（27）家｜の｜もの｜は｜大変｜な｜勉強｜家｜だ｜と｜思っ｜て｜いる｜。 
（28）こんな｜に｜寝｜て｜い｜て｜勤まる｜もの｜なら｜猫｜に｜で｜も
｜出来｜ぬ｜事｜は｜ない｜と｜。（『吾輩は猫である』）  
（全て下線は筆者による）  
 
 （24）～（26）は「ない」、（27）（28）は「て｜いる」の検索例である。（24）
～（26）は「守ら｜なけれ｜ば」や「思わ｜なかっ｜た」のように本動詞では
なく動詞や形容詞に後接する否定の助動詞が、（27）（28）は動詞に後接する「て
いる」が抜き出されている。このように短い単位は、動詞や形容詞などの語幹
部の情報だけでなく文法成分の助動詞や補助動詞などの情報で検索できる利
点がある。ただし否定の助動詞を目的に検出しても（26）の「なかっ｜た」の
ように形容詞の「ない」が抜き出される例も存在するので注意が必要である。 
 機械処理の観点から見た短い単位の特徴をまとめると以下のとおりとなる。 
 
１）複数に分割された語は検索しにくい  
２）語の集計の際には分割が細かすぎ、本体語の数が集計しづらい  
３）補助動詞や助動詞という文法成分での検索が行える  
 
 次に長い単位を考察していく。前述の（20）が長い単位である。  
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（29）我ながら｜よく｜こんなに｜器用に｜起っていられた｜ものだと｜思
う｜。  
（30）しかし｜その｜当時は｜何と｜いう｜考も｜なかったから｜別段｜恐
しいとも｜思わなかった｜。  
（31）うん｜、｜ちょっと｜うまい｜文章だと｜思ったから｜今｜翻訳して
見ようと｜思ってね  
（『吾輩は猫である』下線は筆者による）  
 
 （29）～（31）は（21）～（23）と同じ文を長い単位で区切ったものである。  
短い単位では分割されていた「思わなかった」「思ってね」が１つの語となって
いる。日本語文法や日本語教育で扱う場合これが一般的といえるのではないか。 
 しかし長い単位の場合逆に問題も生まれる。  
 
（32）誰も｜聞いた｜事は｜あるが｜、｜誰も｜遇った｜者が｜ない｜。｜  
（33）主人の｜あとさえ｜ついて｜あるけば｜、｜どこへ｜行っても｜舞台
の｜役者は｜吾｜知らず｜動くに｜相違｜ない｜。｜  
（34）まして｜夜寒の｜月影に｜照らされて｜、｜静かに｜火消壺と｜なら
んで｜いる｜この｜液体の｜事だから｜、｜唇を｜つけぬ｜先から｜
すでに｜寒くて｜飲みたくも｜ない｜。  
（『吾輩は猫である』下線は筆者による）  
 
 （32）～（34）は長い単位での「ない」の検索結果である。（32）での形容
詞としての「ない」、（33）での名詞に後続する「ない」、（34）での動詞の活用
に連なるが、間に係助詞が入る「ない」のようなものだけが抽出され、短い単
位のときの（24）（25）のような、動詞や形容詞に後接する助動詞のものは抜
き出されていない。「ている」に関しては検索しても１例も抜き出されない。長
い単位では、助動詞や補助動詞としての「ない」や「ている」は本体語に吸収
され、単独の語ではなくなっているからである。つまり「守る」という語の活
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用された「守らなければ」という語が存在する代わりに、その中の「なけれ（＝
ない）」はその一部になり、単独では語でなくなっているということである。つ
まり、長い単位では文法成分が単独の語でなくなり検索が行えなくなる。  
 長い単位の特徴をまとめると以下のとおりとなる。  
 
１）後接する助動詞や補助動詞も込みの大きさで検索される  
２）語の集計では本体語の数で集計される  
３）補助動詞や助動詞という文法成分での検索が行えない  
 
 以上見てきたように、語の単位が短い場合と長い場合ではそれぞれに長所や
短所があることが分かった。  
 
4.2.1.3 語の各単位の設定と利用  
4.2.1.3.1 単位ごとの欠点の解決  
 短い単位と長い単位の利点と欠点を再度まとめると表 4-2 のとおりとなる。  
 
表 4-2 短い単位と長い単位の利点と欠点  
  短い単位 長い単位 
利点 ・文法成分での検索が行える 
・後接する助動詞や補助動詞も込みの大
きさで検索される 
・語の集計では本体語の数で集計される  
欠点 
・複数に分割された語は検索しにくい  
・語の集計の際に分割が細かすぎる 
・文法成分での検索が行えない  
 
 それぞれの単位の利点は別の単位の欠点となっている。この各単位の欠点の
解決が必要となる。まず短い単位の欠点の１つである複数に分割された語の検
索であるが、これはすでに第２章の『ToriBASHI』の柔軟検索にて解決してい
る。「走る」の活用で「走っている」という形で使用された語を抽出することは
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既存の方法では煩雑であるが『ToriBASHI』の検索ではそのまま「走っている」
と指定すれば自動で語が分割され検出することができる。  
 
 
図 4-1 「走っている」の検索結果  
 
 これにより語がどのように分割されていたとしてもそのままの形を指定する
ことで検索することができる。さらにこれを一般化させ「動詞 て いる」と
指定することですべての動詞の「テイル形」を検出することもできる。  
 
 
図 4-2 「動詞 て いる」の検索結果  
 
 このように柔軟検索では状況に応じて柔軟に検索語句を読み替えて検索を行
う。これでこの点は解消できたと考えられる。  
 次に長い単位での欠点である文法成分での検索ができない点の解決策を考察
する。複数の短い単位の語が連結して１つの長い単位の語になる。その際に付
属的なそれぞれの語は本体語に吸収される。  
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図 4-3 短い単位の結合の模式図  
 
 その際に吸収された語の持っているあらゆる情報は消え、結合されてできた
長い語では元々の短い語が持っていた情報での検索ができなくなる。これが文
法成分での検索ができなくなる原因である。  
 長い単位の語の中に含まれる、短い単位での文法成分の各語の情報が保持さ
れることでこれは解決される。つまり結合される元の各語の「走る」「て」「い
る」という基本形の情報をそのまま長い単位の語でも保持するのである。  
 
 
 
 
 
図 4-4 短い単位の内部情報移行の模式図  
 
 これにより長い単位の語の中にある、各短い単位の語の情報を扱えるように
なり、文法成分で検索することができるようになる。  
 
 
図 4-5 長い単位でのテイル形の検索結果  
 表記の形：  走っ  て  いる           走っている  
 基本形   ：（走る）（て）（いる）         （走る）  
 表記の形：  走っ  て  いる          走っている  
 基本形   ：（走る）（て）（いる）        （走る）  
                                               （走る／て／いる）  
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 この仕組みを「構成形態素」と呼ぶ。構成形態素によって長い単位の欠点の
１つであった文法成分での検索ができないという点は解決できたと考えられる。 
 
4.2.1.3.2 語の各単位の併設  
 これまで見たように日本語では、語に機械処理的な観点や言語学的な観点か
らいくつもの単位が存在し、それぞれに長所や短所がある。またその短所のい
くつかを解決することで各単位を使いやすくもできる。しかしどの単位が最も
有効なものかは研究の立場や目的、取る方法、分析対象などによって違うであ
ろう。そこで特に単位を１つに規定せずに使用者が選択できるとよいであろう。 
 
 
図 4-6 語の単位の選択  
 
 また単位を選択するだけでなく、それぞれの単位を構成する要素を全て使用
者が微調整できるとなおよいであろう58。  
 
                                                   
58 ただし、一般的な形態素解析では国文法や日本語文法とは語の規定の基準が多少異なる。 
（１）子供が学校まで自転車で通う。（日本語記述文法研究会 2009：6）  
（２）彼は昨夜ピザかパスタを食べたはずだ。（庵ほか 2000：28）  
（３）私の家（日本語記述文法研究会 2009：107）  
通常、日本語文法では（１）は格助詞、（２）は並列助詞、（３）は連体助詞とされるで
あろう。しかし、UniDic ではこれらは順に副助詞、副助詞、格助詞とされる。これは、
「UniDic の品詞・活用型・活用形は概ね学校文法に準拠している（伝康晴ほか 2009：
14）」ためである。ただし、この基準の中で整合性が取れているなら、これを日本語文
法的に修正していくことも可能であろうが、使用上では注意が必要となる。  
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図 4-7 語の単位作成の調整リスト  
 
 例えば庵（2012）の単位を基本として使い、名詞に後接するコピュラの助動
詞も連結させる、その代わりに名詞の直後の連体助詞の「の」は連結しない、
などを自由に選べるということである。このようにいくつかの用意された既存
の単位を選択するだけで多くの単位を扱えるようになり、さらに使用者が独自
のルールを組むことで詳細に語の単位を規定することができるようになる。  
 これによって使用者ごとの細かいニーズに対応でき、あらゆる分野の研究に
対応できるものになるであろう。  
 
4.2.2 データの構造  
4.2.2.1 行レベルのデータと語レベルのデータ 59 
 コーパスで扱われる情報は多岐にわたる。しかしどれもが同じレベルのもの
ではない。語の基本形や品詞、活用形などの情報や誤用の有無などの情報は言
語データの内部的な情報といえる。対して、その文章や発話の作者や発話者自
身の属性情報は言語データの外部の情報である。これらは同列に扱いにくいも
のであるため、扱うレベルを別にする必要がある。  
                                                   
59 ここでの「データ」は発話内容や発話者情報などのことであり、「情報」はデータが持
つ明示、非明示に含まれるさまざまな要素のことである。  
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表 4-3 言語に付随する情報のレベル  
情報の種別 データのレベル 
言語データ内情報 語レベル 
言語データ外情報 行レベル 
 
 言語データ内情報は、１語ずつに存在し、言語データ外情報は行単位に存在
すると考えられる。ただし、言語データ外の情報だとしても、さらに分かれる。
小説を複数集めたコーパスの場合、作者情報は、その作品の始まり位置から終
わり位置まで共通するのに対し、対話音声の文字化コーパスの場合は、１行ご
とに発話者が入れ替わる。これらへの対応の詳細は後述する。  
 本章で取り扱う言語情報の記録形式はこれを基本とする。  
 
4.2.2.2 多層構造データ  
 言語にはさまざまな情報が含まれる。語の品詞や意味などの文法的な情報、
その発話に発話権があるかなどの談話的な情報、その発話が行われる際の視線
などの非言語的な情報、学習者の発話の際の誤用の有無など、多岐にわたる。  
 
（35）受験を受けた＜誤用：重複＞けど [文型：N5、けれど（も）＜逆接＞ ]
かっこう＜誤用：発音、正用＝学校＞入れる？ 60 
 
 （35）は学習者が書いた文を模したもので、いくつかの誤用を含んでいる。
また日本語教育で用いる文型も使用されていて、疑問形での語尾の音声の上昇
も含む。これらはそれぞれ種類が違う情報であり、コーパス中に同時に持たせ
るとデータが混乱することになる。そこで種類ごとに階層を分けて付与するの
がよいであろう。また、語の単位ごとに区切られたコーパスでは、区切られた
語の１つずつにこのような情報を付与していくことになる。  
 
                                                   
60 本研究での作例に関しては出典情報の記述を省略する。  
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表記形  受験  を  受け  た  けど  かっこう  入れる  
基本形  受験  を  受ける  た  けど  学校  入れる  
活用形  --- --- 連用形  --- --- 終止形   
音声  -- -- -- -- -- -- 上昇  
誤用  - - 重複  - - 発音   
文型  --- --- --- --- N5:けれど (も )逆接  --- --- 
図 4-8 区切られた語での付随情報記録の模式図  
 
 図 4-8 は、あくまでも模式図であり、情報タグ付与のイメージ図であるが、
この形式で発話を記録することにより、発話中に多面的に含まれるさまざまな
情報を漏らすことなく記録できる。その結果、全ての種類の情報を一律の仕組
み検索できるようになり、扱い方においても情報間の差異がなくなる。また、
階層を分けて情報を付与することで、複数の情報をいくつでも組み合わせて検
索できるようになる。この形式は『タグ付きＫＹコーパス 61』や『現代日本語
書き言葉均衡コーパス』での仕組みである。  
 
4.2.2.3 本データ構造で記録できる情報と対応できる研究分野  
 タグとして付与されうる情報は非常に多い。「表記形62」「基本形」「語彙素」
「構成形態素」「品詞」「活用形」「活用型」「語種」「読み」「発音」「アクセント
型」「母音配列」「モーラ数」「動詞の自他」「語彙意味」「音声的特徴」「笑いの
有無」「重なりの有無」「発話権の有無」「視線の向き」「頭の動き」「誤用」「語
彙レベル」「日本語教育文型レベル」「作品名」「発話者番号」「年齢」「性別」「出
身国」「最長居留地」「職業／職種」「性差」「交友期間」「会話合計時間」「会話
頻度」「母語」「来日時期」「日本語レベル」「日本語学習法」「会話回数」「発話
番号」「その文の発話開始時間」「その文の発話終了時間」などさまざまなもの
が考えられる。  
                                                   
61 科研グループ「コーパス分析に基づく認知言語学的構文研究と日本語教育文法への応用」
による。  
62 語が活用されて実際に使用された形であり、「顕現形」「表層形」などの呼び方もある。 
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 「表記形」～「アクセント型」はすべて形態素解析ソフトによって自動で得
られるものである。また「母音配列」「モーラ数」は形態素解析ソフトで得られ
る情報を加工することで機械的に得られる。このようなものは労力をかけて人
手によって付与するよりも専用ソフトの結果を利用した方が効率的である。こ
れらのタグを本研究では「形態素解析タグ」と呼ぶ。  
 「動詞の自他」～「日本語教育文型レベル」は言語データ内の情報であり主
に語や一定範囲の表現ごとに変化する情報である。「動詞の自他」は文法的な情
報であるが現行の形態素解析ソフトでは自動で得られなく、同様に「語彙意味」
も自動では得られない。「音声的特徴」「笑いの有無」は音声学的な情報であり、
「重なりの有無」「発話権の有無」は談話分析で用いられる２つの発話の関係性
に基づく情報、「視線の向き」「頭の動き」は会話分析などで使われる非言語情
報であり、「誤用」「語彙レベル」「日本語教育文型レベル」は日本語教育や誤用
研究で使われる情報である。これらは全て形態素解析ソフトでは得られない情
報であり、基本的に人手によって１つずつ判断されて付与されるものである。
これらを本研究では「オリジナルタグ」と呼ぶ。  
 以上のタグは文の内部の情報であり主に語や一定範囲の表現ごとに変化する
情報であるため、付与する対象も語の１つずつに行うのが妥当であろう。そこ
でこれらのタグを「語レベルのタグ」と呼ぶ。 
 「作品名」～「その文の発話終了時間」は、言語データ外の情報である。内
容的に見ても、データ全体で一定、ある範囲の複数の行や文で一定、行や文で
一定のものなど違いはあるが、総じて１行や１文以上のまとまった範囲で一定
の情報である。 
 「作品名」「会話番号 63」は１つの言語データに対して１つだけ付与されれば
十分なものである。そのため１つのデータファイルに１つだけ付与するタグと
して「ファイルタグ」となる。 
 「年齢」「性別」「出身国」「最長居留地」「母語」「来日時期」「日本語レベ
ル」「日本語学習法」は作者や発話者の情報である。これは１人の作者や発話
                                                   
63 ２者のペアによる会話を数組記録した場合、そのペアごとに会話の番号を付与したもの
である。  
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者につき必ず同じ情報になるため、毎行に付与していくと情報過多になる。そ
こで各行にある、作者や発話者の情報に常に付随して記録されるべきものであ
る。これを「属性タグ」とする。「発話者番号」は属性タグが付与されるための
基本情報となる。「性差」「交友期間」「会話合計時間」「会話頻度」「会話回数 64」
は会話ペアの２者間の関係性情報である。これらも属性情報となる。  
 「発話番号」「その文の発話開始時間」「その文の発話終了時間」は１つの
会話の中のすべての発話に対して順に記録していく情報であるため、記録上す
べての行で違う情報になるため行ごとに保持する。これは「行タグ」となる。  
 ファイルタグ65、属性タグ、行タグをまとめて「行レベルのタグ」と呼ぶこ
ととする。ここで見たように、データ自体の名前、作者や発話者の属性的情報、
発話者間の関係性情報、１つ１つの行や発話に個別の情報など、言語データ外
の情報は理論上すべてこの３種類のタグで記録できると考えられる。  
 
表 4-4 語レベルのタグの例  
タグの種類 タグの値の例 
形態素解析
タグ 
読み、発音、母音配列、アクセント型、モーラ数  
表記形、基本形、語彙素、構成形態素  
品詞 
活用形、活用型 
語種 
オリジナル
タグ 
音声的特徴 
笑いの有無、重なり有無 
発話権の有無 
視線の向き、頭の動き 
誤用、語彙レベル、文型レベル N1～N5 
                                                   
64 同一ペアの会話を縦断的に記録する場合現在のデータの回数を表す。厳密には２者間の
関係性の情報ではないが、属性情報として記録することは可能である。  
65 厳密には複数のファイルを結合して１つの大きなコーパスにすることが多いため、最終
的に結合された１つの大きなコーパスファイルのうち、何行目から何行目がどの作品で
ある、という記録の仕方になるため行レベルのタグとして扱う。  
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表 4-5 行レベルのタグの例  
タグの種類 タグの値の例 
ファイルタグ 作品名、会話番号 
属性タグ 
発話者番号 
年齢、性別、出身地（国）、最長居留地  
母語、来日時期、日本語レベル、日本語学習法  
性差、交友期間、会話合計時間、会話頻度、会話回数 
行タグ 発話番号、その文の発話開始時間、その文の発話終了時間  
 
 タグを行レベルのタグ３つと語レベルのタグに分け、語タグは全て形態素解
析された各語に付与する仕組みは「多種情報記述による再現性の高い自然会話
コーパス構築システム（田中 2011）」として公開されたものである。さらにこ
のシステム上でこれまで 2 つのコーパスが作成されている。「立命館日本語会
話コーパス（以下、「立命会話コーパス」）」、「立命館日本語学習者会話コーパス
（以下、「立命学習者コーパス」）」である。ともに収録データの言語は日本語で
ある。立命会話コーパスは、談話分析で使用することを目的に作成された母語
話者会話コーパスであり、付与された情報タグもそれに特化したものが選別さ
れている。立命学習者コーパスは、日本語学習者の発話を記録した学習者会話
コーパスであり、かつ日本語学習者と日本語母語話者の会話を記録した接触場
面コーパスでもある。日本語学習者の発話を扱うため、情報タグは日本語教育
での研究に有用なものに特化し選別されている。この２つのコーパスにおいて
このデータ構造が有効なことは示されていると考えられる。  
 
4.2.3 小結  
 日本語は分かち書きされない言語であり、コーパスで扱うには難しい言語で
ある。分かち書きによって行えることをまとめると以下のようになる。  
 
１）コーパス中の語の集計  
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２）語の検索  
３）検索語の共起語の集計  
４）検索語の活用された形の抽出  
 
 分かち書きをするにはどの大きさで語を区切るかが次の問題となる。日本語
の語の単位は、機械処理の観点からのものと日本語文法研究の観点からのもの
がある。それらをまとめていくつかの実例を示したものが以下の表である。  
 
表 4-6 機械処理と文法研究との語の単位の比較（表 4-1 再掲）  
  短単位 長単位 学校文法 仁田（ 1997） 庵（2012） 
私が 私|が 私|が 私|が 私が 私|が 
教師だ 教師|だ 教師|だ 教師|だ 教師だ 教師|だ 
お母さん お|母|さん お母さん お母さん お母さん お母さん 
食事する 食事|する 食事する 食事する 食事する 食事する 
綺麗な 綺麗|な 綺麗|な 綺麗な 綺麗な 綺麗な 
走っている 走っ|て|いる 走っ|ている 走っ|て|いる 走っている 
走ってい
る 
 
 語の単位は大きく分けると短い単位と長い単位に分かれる。それぞれの利点
と欠点をまとめたものが以下の表である。  
 
表 4-7 短い単位と長い単位の利点と欠点（表 4-2 再掲）  
  短い単位 長い単位 
利点 ・文法成分での検索が行える 
・後接する助動詞や補助動詞も込みの大
きさで検索される 
・語の集計では本体語の数で集計される  
欠点 
・複数に分割された語は検索しにくい  
・語の集計の際に分割が細かすぎる  
・文法成分での検索が行えない  
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本節ではこれらの単位を有効に活用するために以下のことを提案した。  
 
１）各単位を併設して使用者が選べるようにする  
２）単位を作成するルールを使用者が微調整し、独自ルールによる単位を作
成できるようにする  
３）短い単位の欠点を補うために柔軟検索を使えるようにする  
４）長い単位の欠点を補うために構成形態素を使えるようにする  
 
 以上によってこれまで日本語コーパスの利用でなかなか扱えなかった詳細な
語の単位を規定でき、真に日本語の特性に合わせた研究が行えるようになる。  
 情報をコーパスデータ内に保持させるためにはデータ構造が重要となる。  
 
表 4-8 形式の観点と内容の観点からのタグの対応  
 形式の観点 内容の観点 
言語データ外
の情報 
行レベル 
ファイルタグ 出典情報のタグ 
属性タグ 
 
行タグ 
 
言語データ内
の情報 
語レベル 
形態素解析タグ 語彙形態素及び品詞情報のタグ  
オリジナルタグ 分析用情報のタグ 
 
 この仕組みではタグは形式の観点から分類され、まず「行レベルのタグ」と
「語レベルのタグ」に分かれ、行レベルのタグはさらに「ファイルタグ」「属性
タグ」「行タグ」に分かれる。語レベルのタグは「形態素解析タグ」「オリジナ
ルタグ」に分かれる。この構築システムで作成されたコーパスから見ても、理
論上このタグの仕組みであらゆる情報がコーパスへ付与できるであろう。  
 本節で考察した、形式の観点から見た行レベルのタグの３種類と語レベルの
タグの２種類は、第３章で示した、出典情報のタグ、語彙形態素及び品詞情報
のタグ、分析用情報のタグに対応するところが多い。これらは内容の観点から
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見たタグである。ただし、第３章で考察したタグは文字列コーパスへのもので
あり、基本的に出典情報のタグと分析用情報のタグのみが扱え、語彙形態素及
び品詞情報のタグは特殊な状況下でのみ扱えたのに対して、本章でのものは全
てのタグが同一の基準上で扱えるところに強みがある。  
 
4.3 検索  
4.3.1 詳細検索  
 4.2.2 で考察した情報保持の仕組みは１語に多様な情報を持たせるもので、
これを組み合わせると語の詳しい情報での検索ができる。  
 
（36）せっかくだが、やめておこう。  
 
 （36）の「が」は接続助詞である。このような「が」を検索するためには、
「が」という語形だけでなく、「接続助詞」という情報も同時に指定する必要が
ある。このような検索は第２章で提案した柔軟検索では行えない。このように
１語に対して、その付与されているタグ情報を詳細に組み合わせて指定して検
索する方式を本研究では「詳細検索」と呼ぶ。  
 
表 4-9 柔軟検索と詳細検索の比較  
方式 柔軟検索 詳細検索 
検索対象 複数語にまたがる表現 １語 
検索語句と
タグ情報 
ソフト側が検索語句を柔軟に読み
替えて指定するタグ情報を決定  
使用者がタグ情報を詳細に組み合わ
せて検索語句を指定 
 
 『ToriBASHI』では柔軟検索のみが行えた。これに加えて詳細検索が行えて
初めてタグ情報を最大限に利用できる検索方式を完備したといえるであろう。  
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4.3.2 行レベルのタグの組み合わせ検索  
 コーパス中に含まれる情報は言語データ内の情報と言語データ外の情報の２
つがあることを考察した。これらを条件として検索結果を絞る場合、それぞれ
別々にのみ指定するよりもむしろ組み合わせて指定することが多いであろう。
文体研究の場合、夏目漱石の使用した時間副詞の研究では、「夏目漱石」が言語
データ外の情報で、「時間副詞」は言語データ内の情報である。日本語教育学の
研究の場合、学習歴２年・中級者の使用した格助詞の誤用を見るときは、「学習
歴２年」「中級者」が言語データ外の情報で、「格助詞」「誤用」が言語データ内
の情報である。  
 このように言語データ内の情報である語レベルのデータと、言語データ外の
情報である行レベルのデータを組み合わせて検索を行うことで効率が高まる。  
 
4.3.3 詳細検索の検索例  
 研究の内容によって分析対象は違うものであり、それによって検索する表現
も変わってくる。  
 
（37）抗生物質は，細菌には効くがウィルスには効かない。  
（38）すぐに入院して手術を受けたが，もはや手遅れだった。  
（39）おっしゃることはよくわかりますが，技術的にちょっとむずかしいの
ではないかと思います。  
（40）あそこに大きいビルがありますが，あれは何ですか。  
（日本語記述文法研究会 2008）  
 
 （37）～（40）は接続助詞の「が」が使用された文であるが、用法は異なっ
ている。日本語記述文法研究会（2008）によると、（37）は主節との対比を表
す「対比」、（38）は従属節の事態の帰結として予想あるいは期待される事態が、
従属節の事態の成立にも関わらず起こらない「逆接」、（39）は主節で述べる判
断・評価とは逆方向の内容を示して、それを認めたうえで主節の内容を主張す
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る「譲歩」、（40）は節の内容が、その文で本来言いたいことそのものではなく
主節の内容を言うための「前置き」とされている（日本語記述文法研究会 2008：
259-261）。品詞上は同じ接続助詞の「が」であるが、多彩な用法を持っている。
これらの用法ごとにどのような前項語や後項語との共起が起こるかを分析する
場合、まず接続助詞「が」の抽出から始める必要がある。  
 
（41）どこで生れたかとんと見当がつかぬ。  
（42）書生が動くのか自分だけが動くのか分らないが無暗に眼が廻る。  
（43）その後猫にもだいぶ逢ったがこんな片輪には一度も出会わした事がな
い。  
（『吾輩は猫である』下線は筆者による）  
 
 しかし単に「が」という語を検索すると（41）～（43）のように７つの「が」
が使われたうち、「分らないが」「だいぶ逢ったが」の２つしか接続助詞の「が」
は検出できず、大量に格助詞の「が」が検出されてしまう。実際に調べると１
年分の新聞（中日新聞 2006 年）のうち接続助詞の「が」は 86637 回で、格助
詞と接続詞を合わせた「が」が 923695 回使用されている。単純に「が」だけ
を抜き出したとしても１割しか目的の表現にたどり着けないのである。ここか
ら手作業で不要な例文の削除を行うのはあまりにも効率が悪いと考えられる。
そこで語単位の情報として品詞の情報を利用する。  
 
 
図 4-9 接続助詞「が」の検索結果  
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 「が」という語の指定に加えて「接続助詞」という品詞の情報を組み合わせ
ることで当該表現を抽出することができるようになる。  
 
4.3.4 小結  
 本節では 4.2.2 で考察した、多層式に付与されたタグの利用方法として検索
に関し考察を行った。第２章で提示した検索方式である柔軟検索は、複数語か
らなる表現を検索できる横向きの検索方式であったのに対し、本節で考察した
詳細検索は１語を深く詳細に条件付けし検索する縦向きの方式であるといえる。 
 語レベルのタグは形態素解析タグでもオリジナルタグでも、一律で同じ仕組
み上で検索が行えるものである。4.2 で示したとおり、このデータ構造では言
語使用にまつわるあらゆる情報を付与することができ、また本節で示した詳細
検索ではそれら付与された情報をすべて詳細に取り扱い検索することができる。
これによって実際に使用された言語を収集してデータ化するというコーパスに
おいて、言語をとりまくどのような情報でも取り扱うことができるようになる。 
 
4.4 計量的分析手法  
4.4.1 計量的分析手法と意義と既存の手法  
 言語を分析するための手法はいくつもある。そのうち、コーパスの特性を発
揮したものとして、主に第３章で提示したタグ付与がある。特定の語を検索し
た結果などに対してタグを付与することで、各研究者独自の視点での情報を持
ち込むことができるようになり、それによる分析が可能となる。これは極めて
有効な手法である。しかし、この手法の特性として、タグ付与の工程よりも前
にどのようなタグを付与していくかを決めておく必要がある。つまり、どのよ
うな視点からの研究を行うべきかを決めておく必要があるということであり、
それは研究者が全く思ってもみなかった観点からの結果を導き出すことが難し
いという面も持っている。言い換えれば事前にある程度の見当を付けてデータ
を扱うタイプの研究手法であるともいえよう。  
 言語を分析するために統計処理を持ち込む必要性について石川（2010）、滝
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沢（2011）では次のように述べられている。  
 
資料の量的な記述に基づく実証的なアプローチは，多くの人に共通の理解が可能になる
という利点を持つ。このような数量的記述によるアプローチの１つが統計的な方法であ
る。言語研究に統計的な方法を導入することは，実証性を重視する立場から人間が関わ
る現象を扱う諸科学がとる研究方法と共通の方向である。（石川 2010：23）  
 
（前略）コーパスはまた、言語は我々が想像する以上にパターン化され、習慣に支配さ
れていることを示している。（中略）無意識に存在する知識を、コンピューターの利用
によっていわば「あぶり出す」のである。それによって従来の研究では必ずしも十分で
なかった「網羅的な言語の習慣性の記述」が可能になるのである。（滝沢 2011：41）  
 
 つまりコーパスによって言語を量的に分析することは、研究者の思い込みや
主観が入りにくい一般性を持った結論を導くことに役立つのである。既存の方
法での計量的分析手法ではどのようなことができるであろうか。コンコーダン
サ ー で 行 え る こ と と し て は 、『 AntConc 』 で は 「 Concordance Plot 」
「Clusters(N-grams)」「Collocates」「Word List」「Keyword List」がある。  
 『KH Coder』では、「抽出語」からは「抽出語リスト」「出現回数の分布」「文
書数の分布」「出現回数 x 文書数のプロット」「抽出語検索」「コロケーション
統計」「関連語検索」「対応分析」「多次元尺度構成法」「階層的クラスター分析」
「共起ネットワーク」「自己組織化マップ」、「文書」からは、「クラスター分析」
「ベイズ学習による分類」、「コーディング」からは、「単純集計」「クロス集計」
「類似度行列」「対応分析」「多次元尺度構成法」「階層的クラスター分析」「共
起ネットワーク」「自己組織化マップ」が行える。  
 それぞれの計量的手法を何を対象に導き出すものであるかでまとめると以下
のようになる。  
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表 4-10 既存コンコーダンサーの数量的処理の対象 66 
  
１語の傾向
性 
２語の関係
性 
連 続 す る
複数語 
分類間の関係性 文 書
全体 
文書間
の比較 
Ant 
Conc 
Concordan
ce Plot 
Collocates Clusters(
N-grams) 
  Word 
List 
Keywo
rd List 
KH 
Coder 
出現回数 x
文書数のプ
ロット , 抽
出 語 検 索 , 
対 応 分 析 , 
多次元尺度
構 成 法 , 自
己組織化マ
ップ（抽出
語） 
コロケーシ
ョ ン 統 計 , 
関 連 語 検
索 , 階層的
クラスター
分析 , 共起
ネットワー
ク （ 抽 出
語）,  
 単純集計 , クロス集
計 , 類似度行列 , 対
応分析 , 多次元尺度
構成法（コーディン
グ） , 階層的クラス
ター分析（コーディ
ング） , 共起ネット
ワーク（コーディン
グ） , 自己組織化マ
ップ（コーディング） 
抽 出
語 リ
ス 
ト ,  
出 現
回 数
の 分
布 
文書数
の 分
布 , ク
ラスタ
ー 分
析 , ベ
イズ学
習によ
る 分
類,   
 
 『KH Coder』では主に高度な統計的手法が、『AntConc』では語の単純頻度
による表が用いられる。この表から、既に多くのことが既存の数量的分析手法
で行えることが分かる。語を対象としたものの場合、１語の傾向性を対象とし
たもの、２語の関係性を対象としたもの、連続する複数語の並びを対象とした
ものに分かれる。  
 １語の傾向性に関しては、『KH Coder』では「抽出語検索」により検索した
語の活用形の分布を、『AntConc』では「Concordance Plot」により検索した語
の文書内での出現位置の分布を見ることができる。２語の関係性に関しては、
『AntConc』では「Collocates」により検索語と共起語の関係性を見ることが
できる。『KH Coder』でも同様に検索語と共起語の関係性が「コロケーション
統計」では数値の表によって見られ、「共起ネットワーク」や「階層的クラス
                                                   
66 『KH Coder』では、語と文書の関係から、文書間の距離などの関係性を導き出すもの
が多いなど、単純にこのような分類には収まらないが、便宜的に分類している。  
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ター分析」などでは図によって見られる。３語以上の複数語に関しては、
『AntConc』での「Clusters (N-grams)」により、完全に決まった並びで語が
出現する単語連鎖の表現を見ることができる。このように１語から複数語まで
の傾向や関係性を計量的手法によって知ることができる。さらにそれを発展さ
せると、３語以上の語による表現で、同じ並びにはなるが完全には連続しない
表現、つまり文型がある。第２章で見たような「動詞ても～動詞ても」や「～
が～から動詞（ら）れる」など、特定の語が必ず既定の順に出現するが、完全
な連続はせずに、その間に不特定の語が出現するような文型を、自動的に抽出
する手法は現在存在しない。コンコーダンサーで行えること以外も含め、言語
を統計的に分析する手法をまとめた石川ほか（2010）では、手法として「カイ
二乗検定」「相関分析」「回帰分析」「判別分析」「クラスター分析」「主成分分析」
「因子分析」「コレスポンデンス分析」が挙げられている。これらはいずれも語
と語、文書と文書などの違いはあるが、主に単独の２要素や複数要素の結びつ
きや関係性、比較などをするものであり、文型の抽出を目的とするものではな
い。  
 中俣（2014）では、コーパスから「ことになる」「てくださる」などの文法
項目が使用される際に、どのような語と結びつきやすいかというコロケーショ
ンに関し調査してまとめている。「形容詞＋て＋動詞」という文法項目では、形
容詞部分では「ない」「少ない」「怖い」、動詞部分では「たまる」「済む」「困る」
などが多く使用されることが示されている。これは「BCCWJ67」から『中納言』
により各文法項目を検索し、共起する語をまとめる方法で行われている。この
ように、具体的などの語とどの文型が結びつきが強いかを求めるニーズは既に
存在する。当然、中俣（2014）で行われた調査の反対として、「怖い」「済む」
などを検索してどのような文型が多く使用されているかを調査したいというニ
ーズも多いであろう。しかしこれを効果的に叶える方式がないのである。  
 実際にこれが既存の方法で行えるか検証していく。  
 
                                                   
67 国立国語研究所によって作成された「現代日本語書き言葉均衡コーパス」  
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4.4.2 計量的手法による文型の抽出  
4.4.2.1 コーパス全体で多く使用される文型の抽出  
 文型の特徴は、文型を構成する特定の語が決まった順に並ぶが、すべてが連
続して並ぶわけではなく、間が空いて並ぶことがあるということである。つま
り、語が決まった順番に、連続や非連続で並ぶものということになる。  
 これを抽出するためには、N-gram が最も近いように考えられる。滝沢（2011）
では、次のように述べられている。  
 
N-gram とは、n 個の要素（文字や単語あるいは形態素など）の連続を意味する。大量
のデータを基にして N-gram を作成し、その頻度を見ることによってレキシカルバンド
ル 68の抽出も可能となる。（滝沢 2011：37）  
 
 つまり文書中によく使用される語の並び（表現）を抽出するもので、その語
の並びは完全に同じものが上位にくる仕組みである。  
 
 
図 4-10 N-gram 
 
                                                   
68 ２語を超えた語の範囲において成り立つ語の連鎖をレキシカルバンドルと呼ぶ（滝沢
2011：37）。  
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 図 4-10 は、新潮文庫の 100 冊 69のデータでサイズ 6 の N-gram を作成した集
計結果である。これを見ると、「よう  な  気  が  した」が 847 件で一番多く使
われた表現であることが分かる。これは完全に自動化された処理であり、使用
者の恣意性に捕われずに語の使用傾向が発見できるメリットがある。  
 この中で最も多く使用された表現である「よう  な  気  が  した」に類する表
現を図 4-10 の範囲よりも下位から探すと、以下のようなものがあった。  
 
847 よう  な  気  が  し  た  
   18  よう  な  気持  が  し  た  
   14 よう  な  感じ  が  し  た  
   12 よう  な  思い  が  し  た  
   12 よう  な  心地  が  し  た  
 11  よう  な  音  が  し  た  
      3  よう  な  かんじ  が  し  た  
    2  よう  な  心持  が  し  た  
    2  よう  な  予感  が  し  た  
      2  よう  な  おもい  が  し  た  
 
 左の数字は出現数である。「よう  な  気持  が  し  た」が 18 回、「よう  な  感
じ  が  し  た」が 14 回出現し、以下同様の表現が続いている。これをまとめる
と「よう  な  ○  が  し  た」という文型が多く使用されていることが分かる。ま
た、３位にある「て  い  た  の  で  ある」という表現と似た表現が 10 位の「て  
い  た  から  で  ある」である。同じく図 4-10 以降にある同様の表現を探し、
相違部分のみを書き出すと、「の」646 件、「から」236 件、「そう」38 件、「よ
う」14 件、「もの」12 件、「時代」10 件、「わけ」10 件、「こと」10 件、「筈」
9 件、「だけ」8 件、「はず」7 件、「頃」4 件、「女」4 件、「人」4 件、「ため」4
件、「部屋」2 件、「矢先」2 件、「男」2 件、「ジュリヤン」2 件、「とき」2 件
                                                   
69 1995 年発行の CD-ROM による電子書籍  
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となる。これらの表現の共通部分をまとめて一般化させると「て  い  た  ◯  で  
ある」となる。もちろん、「のである」は主観的説明を表し、「からである」は
原因・理由を表し、「時代である」「女である」は、純粋な名詞修飾節であるた
め、完全に同等な表現ではないが、少なくとも、「て  い  た  ◯  で  ある」とい
う文型が多用され、「◯」には名詞や準体助詞が来るということは事実である。 
 ここで問題となることは、「よう  な  ○  が  し  た」の表現を合計すると 923
件であるのに対し、「て  い  た  ◯  で  ある」は 1026 件であるということであ
る。つまり、N-gram では最も多いとされた表現の「よう  な  気  が  した」を
構成する文型よりも、3 位であった「て  い  た  の  で  ある」を構成する文型の
方が多く使用されているということである。これは N-gram の集計結果を見る
だけでは知ることができない。N-gram は連続する語の並びが全て一致しない
と出現数として上位にカウントされないものである。もし、この「○」に入る
語が多様なものになり、バラバラになってしまったとしたら、この文型で使用
された例は１つも上位に来ることなく埋もれてしまう。事実、「よう  な  ○  が  
し  た」では、「気」が入る例だけは上位に来たが、もしその例が存在しなかっ
たとしたら、次に多い例の「気持」は 18 件であり、これを発見するのは非常
に難しい。そのような理由で表の中に埋もれてしまっている表現が恐らく多数
あると思われる。  
 このように、実際は１つの表現であるが、小分けにされて何度も上位に出現
する例もあれば、実際は使用頻度が高い文型が存在しているにも関わらず、そ
の中に入る語が統一されないため頻度が高くならずに埋もれる例もある。これ
が N-gram の問題点であり注意点である。  
 その問題点のｃｖ解決のためには、N-gram の特性でもあり弱点ともいえる、
完全な連続性を断ち切る必要がある。つまり、非連続の N-gram を作成するこ
とができればよいと考えられる。具体的には、それぞれの「気持」「感じ」とい
う相違する部分の語を、空欄を表す記号に置き換えるということである。これ
によって２つの異なる表現は、同一の「よう  な  ○  が  し  た」という文型とな
る。これを集計すれば、この文型が２回出現したとして扱うことができる。  
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図 4-11 空欄を用いた N-gram（6-1gram）  
 
 図 4-11 はサイズ 6 の N-gram に対して 1 語分の穴を設けて作成した表現を
集計した結果である。通常、サイズ 6 の N-gram は「6-gram」などと表記する。
これに対して本仕組は「6-gram」に穴を 1 つ空けたものであるので、「6-1gram」
と表記するのが良いであろう。サイズ 8 に穴が 2 つであれば「8-2gram」とな
る。これを一般化すると「N-mgram（エヌ・マイナス・エムグラム）」と呼ぶ
ことができるであろう。同様に「8-2gram」を作成すると、以下の図 4-12 のと
おりとなる。  
  
 
図 4-12 8-2gram 
 
 これを用いれば、これまでと同様に N-gram の特性である自動的にコーパス
全体から多用される表現を抽出できる特徴を残しつつ、文型の収集が行えるよ
うになる。本研究ではこの独自の新しい仕組みである N-mgram によって無作
為の文型な抽出方法を提案するものである。これにより、コーパス全体で多く
使用される文型の抽出が行える。  
 
143 
 
4.4.2.2 対象となる語を中心とした文型の抽出  
 分析対象となる文型があらかじめ決まっていないが、中心となる語は決まっ
ている場合がある。つまり、分析対象となる語は決まっていて、その語がどの
ような文型の中で使用されているかを調べたいという場合である。  
 
（44）具体的な要望では「電力」が５３・７％と群を抜き、日本が建設を決
めた大型火力発電所への期待の高さが鮮明になった。（中日新聞 2006
年 6 月 1 日）  
（45）「今まで経験したことのない足のマメが気になった。でも弱気の考え
を締め出した」と語った。（中日新聞 2006 年 6 月 1 日）  
（46）自民党がまとめた個人情報保護法改正案の概要が明らかになった。（中
日新聞 2006 年 6 月 2 日）  
（全て下線は筆者による）  
 
 （44）～（46）は、すべて「なる」が使われた例であるが、目的表現の周囲
に注目すると順に、「期待の高さが鮮明になった」、「足のマメが気になった」、
「個人情報保護法改正案の概要が明らかになった」という表現になっている。
これらをよく見るとすべて「～の～が～になった」という形になっている。こ
の３つの例だけでいえば、「なる」が使われる際の枠組みは「～の～が～になっ
た」ということになる。「なる」が使われる際には、この形での使用が最も多い
のであれば、「なる」の意味合いだけを分析するのではなく、このような語の並
びの中で「なる」が使われることを踏まえて分析しないといけない。ここでの
枠組みは、語が非連続で並んで作られている。つまり、ある決まった語が、間
が空いてはいるが、決まった順で決まった位置に表れていて、特定の枠組みを
なしているといえる。このような枠組みのことを本研究では「フレーム」と呼
ぶ。フレームは場合によって語が完全に連続することもあるし、非連続なこと
もある。このフレームこそ文型を構成する構造であるといえる。このような非
連続のフレームを、既存の言語検索技術で抽出することは可能であろうか。  
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4.4.2.2.1 既存の手法  
4.4.2.2.1.1 コロケーションや構文の抽出処理  
 『NINJAL-LWP  70（以下、NINJAL）』は、大規模なコーパスを検索するた
めのツールであり、「名詞や動詞などの内容語の共起関係や文法的振る舞いを網
羅的に調査・比較すること（筑波大学ほか 2013：2）」ができるものである。
これは検索語に対しどのような共起語が多く使用されているかを頻度別に見る
ことができる。『NINJAL-LWP for BCCWJ』から「見る」と検索して得られた
パターン表は以下のようになる。  
 
 
図 4-13 『NINJAL-LWP for BCCWJ』での「見る」の検索結果  
 
 ここでは「名詞＋助詞（＋見る）」のさまざまなパターンが得られる。他に「名
詞＋複合動詞（見る）」「（見る＋）助動詞」などの各パターンも分かる。「名詞
＋助詞（＋見る）」のうち最も多い「…を見る」を選択するとさらに「のを見る」
「顔を見る」「様子を見る」などのコロケーションと各頻度が分かる。このよう
に検索語が使用される際に現れる共起語の分布などを一覧して見ることができ
                                                   
70 『NINJAL-LWP for BCCWJ』と『NINJAL-LWP for TWC』が存在する。  
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るが、文型や構文を明らかにするためのものではなく、また使用者が手順を追
ってそれぞれのコロケーションにアプローチしてくため、自動的に高頻度の文
型を見つけるというものとはやや傾向が違うものである。  
 渡部ほか（2015）では英作文を支援するためのツールとして、検索例から構
文 71を示す方式を提示している。そこでは「汎化」という方法を用い特定の語
句が使用された例文から構文を抽出している。複数の文でほぼ同じ表現ではあ
るが、１語だけ、ある算出方法 72で得られた語の箇所を、その品詞名に置き換
えて統合する方法をとっている。  
 
s1：We propose the new method in this paper. 
s1：We propose the new method in the paper. 
（渡辺ほか 2015：60）  
 
 s1 と s2 において、「 this」と「the」がそれぞれ算出された該当する語とな
り、ここを「<DT>」と置き換えることで、以下の汎化された構文が得られる。  
 
s1：We propose the new method in <DT> paper. 
（渡辺ほか 2015：61）  
 
 このようにして例文から構文を得ていく。これは本研究で考察する文型の抽出
に近いものであると考えられる。しかしあくまでも学習者への作文支援のため
のツールであり、どのような構文が存在するかを知るためのもので、それぞれ
の構文に対し実際に対応する例文がいくつあるかの数を算出するものではない。
つまり、よく使用される構文が何かを知るもためのではない。したがって別の
目的の手法であり、そこから得られる結果も違うものであると考えられる。  
 
                                                   
71 渡部ほか（2015）では、本研究がいう「文型」に該当すると思われるものをこう呼ぶ。 
72 itf-isf という指標により汎化する語を算出する。  
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4.4.2.2.1.2 KWIC 
 既存の手法では、直接的に文型を抽出する仕組みは見られなかった。そこで
他の目的の処理から、使用法の工夫により近似した結果を得る方法を考察する。 
 語の使われる際のフレームを発見するために最も基礎となるのはやはり実際
の使用例である。特定語を検出しその実例を、左右文脈が分かりやすいように
一覧して表示させたものが KWIC である。以下、中日新聞 2006 年のデータの
結果を例に考察を行う。  
 
 
図 4-14 KWIC 
 
 実際の使用例だけあり、これをすべて見ることができれば、確実に検索語の
使用傾向は分かる。しかし検索結果が膨大になることも多く、そのまま一覧し
ただけでは、なかなか全てを把握するのは難しい。そこで、これを利用して語
の使用傾向を発見するためには、左右の文脈中の語に条件をかけて表示を絞っ
たり、50 音順などで並び替えるなどの操作を行う。具体的には、左右文脈中の
特定位置に特定の語がある結果だけに表示を絞ることや、特定箇所をソートす
るなどの処理を積み重ねることである。  
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図 4-15 KWIC でのソート  
 
 図 4-15 は、図 4-14 の結果を検索語の１つ左の語を基準にソートしたもので
ある。これで検索語である「なる」の左１つめには「に」が多くあったことが
分かった。さらにそれから先として、「になる」の中での傾向はどうであるかを
知るためには、加えてソートをする。つまり、第２条件、第３条件・・・など
を組み合わせてソートを段階的に行うことでより詳細な使用傾向が見えてくる。 
 しかし、どの位置をソートのための「特定箇所」に設定するのかの判断は難
しい。第１条件の設定も極めて恣意的であり、果たしてそれが効果的な位置で
あるか確証がないまま行われるものであるが、その上で第２条件、第３条件と
積み重なければならず、果たしてそれらが本当にその検索語の傾向を見つける
ために有意な位置条件であるか、確証を得るのは極めて難しい。特に、本当に
有意な位置が検索語から離れた個所ある場合には、なかなかそれを見つけるの
は難しい。非連接のフレーズのフレームを発見しようとする場合、指定できる
範囲の位置を総当たりすることになり極めて効率が悪い。  
 つまり、KWIC は結果が膨大な量になると目視で全体傾向をつかむのが難し
く、また適切に並び替えなどを行わないと傾向性を見つけるのが難しい。  
 この点で、ソートや条件を絞るための「特定箇所」の「見当」を付けるヒン
トを得るために検索結果を数値化した表を参考にすることになる。  
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4.4.2.2.1.3 Picture 
 KWIC は、検索語とその使われた実際の文脈を一覧したものであったが、そ
こに含まれる、検索語の周囲の一定範囲にある語を集計する処理の一つとして、
Picture がある。西村・滝沢（2014）では「picture とは、キーとなる語の前
後に現れる語を頻度や MI-score（相互情報量）などの統計値の順に示したもの
（西村・滝沢 2014：91）」と述べられている。検索語の周囲の語を、それぞれ
の位置ごとに独立して語を集計した頻度表である。英語専用のコンコーダンサ
ーの『WordSmithTools』では「patterns」という処理が Picture にあたる。  
 
 
図 4-16  『WordSmithTools』での patterns 
 
 この処理は、中心となる検索語の右１語めにはどのような語が多いか、右２
語目にはどのような語が多いかを位置ごとに集計していくものである。これに
よって対象の語と周囲の語の位置関係を元にした傾向が分かる。  
 
 
図 4-17 Picture 
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 図 4-17 が「なる」を検索語として集計した Picture である。データは KWIC
でのものと同じものを使用している。「Node」というのが、検索語の位置のこ
とである。Node に注目すると、「なっ」4851、「なる」3469、「なり」1472、「な
ら」577、「なれ」217、「なん」34、「なろう」16、「な」1 となっている。つま
り、中心位置である Node では、「なっ」が一番多く使われた形であるが、「な
る」もそれに近いくらいよく使われている。また、「なり」まではよく使われる
形といえるが、「なら」以下になるとあまり使われない形であるといえることが
分かる。そのような方法で左右位置を眺めると、左３は「の」「が」がほぼ上位
を占め、他の語は使用が少ない。左２では「こと」「よう」「が」「に」「なけれ」
などが上位に来るが、どれも突出して多くはない。左１では「に」「と」が多く、
他は少ない。右１では「た」が最も多く、その半数程で「て」がある。右２で
は「。」だけが多いといえる。  
 各位置で最上位層の語を横に並べると「ことになった。」「が～になった。」「の
～になった。」などとなり、これらが「なる」が使用される際に最も多く使われ
る表現である可能性が考えられる。  
 実際に以下のような用例が見られた。  
 
（47）民間企業の法人税滞納に絡んだ県の抵当権が、市が借地を買い上げる
ことで外れることになった。  
（48）本紙がまとめた主要企業二百十一社への景気アンケートでは、景気回
復の自信が鮮明になった。  
（49）姉妹提携都市もなく、国際交流機関もなかったこの町で、万博が国際
交流の契機になった。  
（『中日新聞』全て下線は筆者による）  
 
 この処理は KWIC でソートを行う時のように使用者が自ら位置を特定して
操作をしなくても自動的に傾向性が浮き上がるものである。しかしこの表は、
あくまでもそれぞれの位置の中だけで語を集計したものであるため、横のつな
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がりはない。つまり、各位置で最上位層の語を並べた「ことになった。」「が～
になった。」「の～になった。」が実際に多く存在した表現であるかどうかは分か
らないということである。表の最上位の語を全て並べた「ののがことになっ
た。。。」とはなりえないことから分かるように、ここで得られた情報をもとに使
用者が検討を付けて予測しているに過ぎない。実際には「のようになった」「が
こととなって」の方が多いのかもしれない。この表では２か所以上の語の関係
性は全く分からないのである。  
 このように Picture では傾向のヒントは得られるが、それを元に KWIC の実
例でソートなどの作業を行うことになり、ある程度勘や経験が必要となる。  
 
4.4.2.2.1.4 既存の手法のまとめ  
 以上検証したとおり、現行する技術では特定の語を基準としたよく使用され
る文型の抽出は非常に難しいと思われる。NINJAL ではコロケーションを自動
的に見ることが目的であり文型を得るものではなく、渡辺（2015）では汎化に
より構文を得ることはできるが高頻度の構文の抽出は行わないことが分かった。 
 他の目的の処理の応用としては、KWIC で得られるものは実例であるため、
ソートなどの処理次第では文型ごとの頻度を得られる可能性が高いが使用者の
恣意性が介在しやすい。Picture は数値によって測定者の恣意性を介入させず
に傾向性の発見できるが、その結果は実例ではないためその傾向が実際に存在
するかは不明である。この両方の利点を兼ね備えた方式が必要であると思われ
る。これらの問題点と、必要な方式をまとめると以下のようになる。  
 
１）検索語が使われる際に、よく使われる表現が発見できる。  
２）表現は非連接のフレームであったとしても発見できる。  
３）恣意的に操作をせずとも、自動的にフレームが浮き出る。  
 
 次節以降では、これらの問題点を解決した新しい手法を提示し、表現のフレ
ームの発見がどのようなものであるかを示す。  
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4.4.2.2.2 POPAK による文型の検出  
4.4.2.2.2.1 POPAK 
 前節で検証した問題点を解決するため、4.4.3.3.1.1 の「KWIC」と 4.4.3.3.1.2
の「Picture」の２つの処理を再度確認する。  
 
 
図 4-18 KWIC の位置毎分割表示  
 
 
図 4-19 Picture（図 4-17 再掲）  
 
 
図 4-20 POPAK 
 
 図 4-18 は、図 4-14 の KWIC と同じ内容を、検索語を中心とした左右の各位
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置にある語の幅で揃えたものである。これと図 4-19 の Picture での各位置で
のそれぞれの語の出現数を合わせたものが図 4-20 である。実例である KWIC
の各語を、Picture での位置ごとで出現した数値に割り振って表示させたもの
となる。個別には、検索語の出現位置である Node では「なっ」の出現数値が
Picture の表では 58992 となっている。図 4-20 でも Node 位置にある「なっ」
は同じ 58992 である。同様に Node での「なる」は Picture では 40499 で、図
4-20 でも 40499 となっている。別の位置を見ると、左３の「の」は 12573 で
ある。同じ「の」であっても位置が違うと数値は違い、左４では 7941 である。  
 同一行内の各語の頻度数を全て合計することで、その表現は検索語との位置
関係別にどれだけ出現頻度の高い語で構成されているか、つまりどれだけ出現
しやすい表現なのかが分る。つまり「そのフレーズの現れる可能性」といえる。
この形式を「POPAK (Potential of phrase around Keyword) 」と名付ける。  
 これを、それぞれの表現に含まれる語の頻度数を、行ごとに足した合計値の
高い順に並べ替えると以下のようになる。  
 
 
図 4-21 POPAK での合計ソート 73 
  
                                                   
73 紙幅の関係上、右３以降を割愛して表示している。  
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各行中の語の頻度を全て足し合わせた合計値の高い順に並んでいるため、上位
には頻度の高い語のみで構成される表現、つまりよく使われる表現が並ぶと予
想される。しかし実際にはそうはならない。確かに左１、Node、右１、右２に
はそれぞれ、全く同じ語が縦に並んでいるためその傾向は認められる。同様に
左５や左３も多少ばらつきはあるが、ほぼ同じ語が縦列に並んでいる。しかし、
左４や左２を見ると、それぞれがほぼ別々の語と言ってよく、あまり統一した
語が来ているようには見えない。数値をよく見ると、ほとんどの位置にある語
が 4 桁、5 桁の出現数である中で、左４の位置にある語は、1 桁や 2 桁のもの
も多く、また左２の語もその前後に比べると少ない値で、ここでも 1 桁や 2 桁
のものも多くある。  
 本来この方式では、全ての語の頻度が一律に高い表現が上位に来るはずであ
るが、実際には、内在する全ての語の頻度が高いわけではなく、いくつかの、
頻度が極端に高い語で構成されたフレームを持つ表現が上位に来ていることが
分かる。そして、そのフレームがあまりにも頻度数の高い語で作られたもので
ある場合、その枠の中に多少頻度の低い語が入ったとしても影響をほぼ受けず
に上位に上がってくるのである。  
 この処理によって、ここでは、「の  ○  が  ○  に  なっ  た  。」というフレーム
が存在することが分かった。頻度の数値を利用してはいるがこれはあくまでも
KWIC を土台としたものであり、ここに並んでいる結果は実例そのものである。
これは Picture から得られる数値を元に、KWIC を並び変えて表示させたのと
ほぼ同じ効果を得られ、しかもそれが自動処理で行われるのである。つまりソ
ート位置を恣意的に決め、結局は研究者が意図的にフレームを決め付けてしま
うということを極力防げるメリットがある。そのフレームは、検索語以外は大
抵が機能語を中心に構成され、間に入る内容語の頻度に影響をあまり受けるこ
となく上位に表示されるのである。  
 
4.4.2.2.2.2 最低合算値  
 POPAK は、頻度の高い機能語で構成されたフレームが上位に並ぶという特
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性がある。しかし合計値の近いフレームが別にある場合、間に入る内容語の頻
度次第では、機能語のフレームの差を越えて上位にくる。図 4-21 であれば、「、
山のようになった。」や、「作るのが好きになった。」などである。「の  ○  が  ○  
に  なっ  た  。」のフレームを構成する語の頻度はそれぞれ「7308, ◯ , 13340, 
◯ , 61473, 58992, 36688, 22610」で、その合計値は 200411 となる。対して「作
る  の  が  好き  に  なっ  た  。」の各語の頻度は、「8, 7941, 13340, 195, 61473, 
58992, 36688, 22610」であり、この合計値は 201274 であり、その差は 863
である。つまりフレームに入る内容語の頻度の合計が 863 未満になると「作る  
の  が  好き  に  なっ  た  。」よりも下位になる。そのため一番上から順番に数
えるだけでは、全く同じフレームの表現の数は分からない。  
 それを補うために頻度の合計から外す値を定めることが考えられる。具体的
には図 4-21 の例では、ここでフレームを構成していると考えられる語のうち、
一番頻度の低い左５にある「の」の値、7308 未満の数値は合計から外すとい
うことである。この値を設定して再度集計したものが図 4-22 である。  
 
 
図 4-22 POPAK 最低合算値  
 
 7308 未満の頻度の語は合計の計算からはずされ薄く表示される。これで、
頻度が 7308 以上の語のみの合計が算出され機能語で構成されるフレームのみ
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が合計値に加算され、間に入る内容語は合計には関与しなくなる。つまり意図
的にフレームを浮き上がらせる処理といえる。この値を「最低合算値」とする。  
 これによって、同じフレームが出現した文だけが連続して縦に並んで表示さ
れることになる。これを数えると、「の  ○  が  ○  に  なっ  た  。」というフレ
ームは 189 件で、検索語である「なる」の全使用数が 126269 件であるので、
そのうちの約 0.15%が「の  ○  が  ○  に  なっ  た  。」であったことが分かった。 
 この最低合計値を引き上げることで、検索語を中心としたより狭い範囲の強
固なフレームに絞ることができる。左５の「の」をフレームから外して「が  ○  
に  なっ  た  。」だけに絞るため、左３の「が」の頻度の 13340 を最低合算値に
指定すると「が  ○  に  なっ  た  。」は 1032 件であり全使用数の約 0.82%をな
すことが分かる。このように、最低合算値を設定することで、フレームの位置、
範囲などの設定を自由に変えることができる。これは、複数の近似したフレー
ムが入り混じっている際などにそれをより分けるのに便利であり、また複数の
フレームの核である、さらに中心のフレームに焦点を絞る際にも有効である。 
 しかし POPAK の性質上、中心部である Node に近い位置ほど同じ語が多く
使用され、Node から離れると使われる語が分散し、それぞれの頻度が相対的
に少なくなる傾向がある。Node から遠くにある語は、フレームを構成してい
ても、最低合算値を引き上げると Node の近くにある別のフレームの語の数値
よりも低くなってしまうことがあるのである。つまり、全体での一括の最低合
算値の設定ではうまく対応できない場合がある。そこで、全体にわたって関与
する最低合算値以外に、位置ごとに個別に指定できる必要もあり、全体として
は 10000 以上の語のみを合計に加えることにするが、特定位置のみは 1000 以
上の語を合計に加える、などである。これを有効にするためには個別位置の最
低合算値は、全体の最低合算値よりも常に優先されるべきである。これにより、
より詳細にフレームを識別することができる。  
 この最低合算値の設定によって、POPAK の性質である、自動的にフレーム
を発見できる仕組みに加え、使用者の意識的な操作を追加することで、より詳
細に目的表現に迫ることができるようになる。  
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4.4.2.2.2.3 集計値  
 POPAK での実例を並べる方法では、フレームの出現数を目視することはで
きたが、それぞれのフレームの出現数は、上位から順に数えるしかない。また
合計値の上位のものも、その形式が他に比べて多く出現するものかは確認でき
ない。そこで合計値が同じものをまとめて扱い、その数を集計する必要がある。  
 
 
図 4-23 POPAK の集計値  
 
 合計値が全く同じものは、代表としてそのうちの１例しか表示されなくする。
これを見ると、「に  なる」が 8396 回出現し、最も多く使用されたことが分か
る。次いで、「に  なっ  た」が 6857、「に  なっ  た。」が 6595 である。この合
計値が同じものをまとめて集計した値を「集計値」と呼ぶ。  
 非連接で最上位のものは「の  ○  と  なる」で 1999 である。このようにそれ
ぞれのフレームの出現した実数を確認するには集計値が有効であろう。  
 ただし、注意すべきことは、その中にどの語が使用されているかに関わらず、
あくまでも合計値が違うものは全く別として集計されるため、「に  なっ  た」
「に  なっ  た。」「に  なっ  た  が」は、各語が全て最低合算値以上であれば別
の表現として集計される。つまり最低合算値の設定の引き上げなどの処理を明
示的に行わない限り、中心的表現である「に  なっ  た」がいくつ存在するかを
数値として表示させることはできないのである。このように注意すべき点はあ
るが、これによって文型の抽出がかなりの程度で行えるようになったといえる。 
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4.4.2.2.2.4 KWIC 表示への切り替え  
 POPAK はこのように文型の発見を自動的に行い、また意図的にそれを明確
にする操作が行え、しかも実例でそれが行えるというものである。しかし、実
例の最も大きなメリットはそれ自体で実際の文脈を捉えられることにある。し
かし、これまでに示した基本的な POPAK の表示形式では、検索語を中心とし
て左右数語の範囲のみしか表示されないため、左右文脈の確認が行いづらいと
いう欠点があった。これを補うためには、KWIC 形式での表示が不可欠となる。  
 
 
図 4-24 POPAK での KWIC 表示  
 
 この表示方法では、フレームを発見しながら、実際の文脈を詳細に読むとい
う目的も果たせる。もちろん、あくまでも POPAK であるので、それぞれの語
の頻度情報や合計値は保持したままであり、それによる最低合算値の再設定等
も可能となる74。  
 また合計値以外でも、個別位置でのソートも可能とすることで、性質として
ほぼ KWIC の代用という使い方もできる。具体的には、特定位置に特定の語が
来る結果のみ、などの条件を加えることで表示内容を絞れるということである。
正に、実例の持つ確実性と、数値の持つ傾向性を両立した処理といえる。  
 
                                                   
74 紙幅の関係で切れているが、表示の左側には合計値などが表示されている。  
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4.4.2.2.2.5 POPAK の使用手順例  
 POPAK によって文型の抽出が行えるようになった。これを有効に行うため
の一連の手順を示す。まず特定の語を検索する。ここでは、新潮文庫の 100 冊
から動詞「見る75」で行う。検索結果数は 29764 件であった。これを POPAK
で表示させる。  
 
 
図 4-25 「見る」の POPAK 
 
 フレームを構成していると考えられる「の～を見て、」の各語のうち最も頻度
の低い「の」の 3554 を最低合算値とするとよいであろう。またこのフレーム
の一部になっているが文型からは外したい「、」の位置である、右２の個別位置
の最低合算値を「、」の数よりも多い 10000 と設定してフレームから外す。こ
の条件で再度集計すると以下の結果が得られる。  
 
 
図 4-26 最低合算値 3554 での「見る」の POPAK 
                                                   
75 ここでは語彙素での検索を行ったため、「見る」の指定で「みる」も抽出できる。  
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 この結果で集計値を求めると、「の◯を見て」は 742 件あることが分かった。
これで「見る」が使用される際の、非連続の形の文型において最も使用頻度の
高いものが得られた。しかしこの「◯」に入る語は、ここでは１語分空いてい
るが、「買物」などの１語の名詞のみならず、「高い買物」や「買ったもの」な
ど２語以上が入る可能性も存在する。そこで、柔軟検索でこの間に入る語の部
分に幅を持たせて検索を行う。検索語句は以下のようなものになるであろう。  
 
（50）の  1-5 を  <(見|み )> て 76 
 
 この文型の検索結果は 1381 件得られた。これは「見る」が使用されるうち
の 4.63%であり、約 21 回に 1 回はこの形で使用されていることが分かった。  
 
 
図 4-27 「の  1-5 を  (見|み ) て」の検索結果  
 
 ここで得られた例文には以下のようなものがある。  
 
（51）ヘルメルわたしの一番大事な宝物を見てはいけないのかい？わたしの、
わたし一人の、わたしだけの、美しいものを見てはいけないのかい？
（「人形の家」）  
（52）司教の驚いたようなまなざしを見て、ジュリヤンはどぎまぎした。（「赤
と黒」）  
（全て下線は筆者による）  
                                                   
76 「見て」と「みて」の両方を対象とした。また、「見る」が検索の中心語となるような
書式をとった。  
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 ただし、以下のような例文も含まれる。  
 
（53）母親は扉の外で彼らを見ていた。（「怒りの葡萄」下線は筆者による） 
 
 「◯」にあたる個所が単独の名詞句ではないため、この文型には当たらない
と考えられるため、目視により排除していく必要がある。このような手順を踏
むことで既存の方式よりも格段に効率よく文型の収集が行えるようになった。  
 
4.4.2.2.2.6 POPAK のまとめと有効分野  
 POPAK の特性をまとめると以下のようになる。  
 
１）特定語が使われる際の、使用された表現の出現可能性が分かる。  
２）主に機能語で作られたフレームを発見できる。  
３）強力なフレームが成り立っていれば、そこに入る内容語の頻度が少なく
ても上位に来る。  
４）完全に連続していなくても、また穴が複数あってもフレームを見つける
ことが出来る。  
５）フレームの発見は半自動的に行われ、恣意性を挟まずに行える。  
６）目的表現を絞った後は意図的な操作を加えることで、より目的表現に迫
ることができる。  
７）KWIC 形式へ表示を切り替えることで、文脈自体を目視で確認すること
ができる。  
 
 この形式が貢献できるものとして、まず、辞書編纂や日本語教育などの際の
例文作成がある。従来からの方法では検索語と共起する内容語を知ることがで
きた。それに加え POPAK によって検索語の使われるフレームも発見でき、そ
れらを合わせることで、より自然な使用実態に近い例文の作成ができるように
なると考えられる。他にも、文法研究はもとより、第二言語習得の研究分野に
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も貢献できる可能性がある。この手法は極めて基礎的な処理によって成り立っ
ているため、応用の幅は広くあらゆる分野で貢献できる可能性があるといえる。 
 
4.4.3 小結  
 計量的分析手法では既に多くのことが行えるが、文型の抽出は行える方式が
存在しなかった。文型の抽出では以下の２つの対象が考えられる。  
 
ⅰ）コーパス全体で多く使用される文型の抽出  
ⅱ）特定の語を基準とした文型の抽出  
 
 ⅰ）に関しては、既に決まった語の連鎖を抽出する N-gram が存在し、これ
がこの目的に非常に近い処理であると考えられるためこれを修正し、N-gram
の結果のうちの１か所を任意とすることができる「N-mgram」を開発した。こ
れにより、N-gram では見逃されていた文型の発見ができるようになった。  
 ⅱ）を行うために必要な点をまとめると以下のようになった。  
 
１）検索語が使われる際に、よく使われる表現が発見できる。  
２）表現は非連接のフレームであったとしても発見できる。  
３）恣意的に操作をせずとも、自動的にフレームが浮き出る。  
 
 これを解決した結果分析対象の語を含む言語表現の枠組みを抽出することに
成功した。これを「POPAK」と名付ける。さらに、文型を構成するフレームの
発見後に必要なことをまとめると以下のとおりとなる。  
 
４）任意の操作でフレームをより強固にする。  
５）実際の例文による文脈の確認をする。  
 
 これにより、今までのように完全に固定した語の並びだけや、言語表現の枠
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組みのヒントだけでなく、非連続の語が一定の形で並ぶことで作られる言語の
枠組みを見つけられるようになった。  
 
4.5 タグ付与による研究視点の利用とコーパス作成  
4.5.1 タグによる情報の付与  
 さまざまな分野でコーパスをより深く使用するためには、それぞれの分野の
視点からコーパスを扱う必要がある。そのためには、それぞれの分野での情報
をコーパスが持つ必要がある。その情報とは、意味論的情報、誤用情報、談話
的情報、非言語情報などさまざまであり、これらの視点からの分析を行いたい
場合が多いであろう。しかし、コーパスには基本的に語の形を元にした形態的
情報と、品詞などを主とする文法情報のタグのみしかなく、その際には、オリ
ジナルタグとして研究者が独自にタグを設定しデータに付与する必要がある。  
 
4.5.2 『SaiBASHI』でのタグ付与方法と問題点  
 第３章でのタグ付与の形式は、基本的に用例を収集した結果に対して行うも
のであった。しかしそれは、収集して抜き出した用例でだけ使用可能となるタ
グを付与するということであり、付与されたタグを別の研究でも併せて活用す
ることはできないのである。つまり、研究の度に一からタグ付与が必要で、そ
のタグは次の研究に入ると利用できないものとなる。  
 また『SaiBASHI』が対象とするコーパスは文字列コーパスである。  
 
（54）昨日＜語彙=時間_過去＞受験＜語彙=生活_学事・兵事＞を受け＜語彙
=経済_授受＞た＜誤用=重複＞けど [N5:けれど（も）＜逆接＞ ]、あの
＜語彙=真偽_こそあど・他＞かっこう＜語彙=社会_社寺・学校＞＜正
=学校＞に私（あたし）＜語彙=人間_われ・なれ・かれ＞入れる＜語
彙=作用_入り・入れ＞かな↑（首をかしげる）  
 
 この、語の区切りがない形式のコーパスでは、タグを付与すればするほどデ
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ータが混乱して読みにくくなり、扱いにくくなる。  
 このように『SaiBASHI』で扱えるコーパスの形式は分かりやすい反面、コ
ーパスとしての利点をすべて発揮できるものではなかった。  
 ただし、『SaiBASHI』においてタグを付与する仕組みをいくつか提示したが、
タグリストを作成してそこからの簡易入力、タグの自動判別、特定位置への重
点的タグ付与などの仕組み自体は有効なものであると考えられる。  
 
4.5.3 既存のタグ付与ソフト  
 形態素解析されたコーパスへの既存のタグ付与ソフトとして、『大納言 77』が
ある。『大納言』は１語ごとに直接タグを編集できるソフトであり、非常に多機
能である。  
 
 
図 4-28 大納言基本操作画面（小木曽ほか 2011：p.51）  
                                                   
77 非公開のコーパスデータベース⽤アプリケーションである。  
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 １億語が格納されることが想定された大規模コーパスを構築するためのソフ
トであり、タグ編集を基本としつつさまざまな機能を持つ。語を検索し KWIC
で表示させながらタグ編集をする、KWIC をソートして同一箇所に重点的なタ
グ編集をする、コーパス内の文字を修正する、語の区切り位置を修正する、な
どが行え、さらに多人数で同時作業をすることにも対応している。  
 特に、１語ごとにタグの編集ができるうえに、特定の語や表現を検索して重
点的にタグの編集ができることが両立されていることが特筆すべきことであろ
う。さらに語の区切り位置の変更など、形態素解析のミスへの対応ができるな
ど、タグの付与や編集のレベルを超えてコーパス構築のためのソフトといえる。 
 しかし、このソフトが前提としているのは大規模コーパスゆえ、データ全体
に対してあらかじめ形態素解析ソフトなどで付与されたタグや語の区切り箇所
のミスの修正を主にするものである。そのため、あらたなタグを自由に設定し
て付与するという視点からは作成されていない。また非公開ソフトであるため、
高機能ではあるが、一般には使用することができないものである。  
 このように、既存のタグ付与ソフトやコーパス構築ソフトでは、作成目的が
違うため、本研究で求める内容は果たさないといえる。  
 
4.5.4 研究分野ごとのタグ付与とコーパス構築  
 コーパスへのタグ付与やコーパスの構築の際に必要となる点を、各研究分野
での具体的なタグ付与やコーパス構築手順に沿って検証していく。  
 
4.5.4.1 日本語研究分野でのコーパス構築  
 日本語研究の分野で必要となる研究の視点には、語彙の意味論的情報、格助
詞の機能、動詞の意味分類、動詞の自他などがあるが、これらのほとんどは形
態素解析ソフトによって自動的に付与されるものではない。ここで、語の「基
本形」「品詞」「活用形」など、形態素解析ソフトにより自動的に付与されるタ
グと、研究者の独自の研究視点からのオリジナルのタグを、複数同時にコーパ
スに持たせることになるが、どのように行うかが問題となる。  
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4.5.4.1.1 コーパス中の語とタグの構造  
 第３章で示した『SaiBASHI』でのタグの仕組みの根本的な違いとしては、
本章の仕組みは形態素解析が施され、１語ごとに区切られたコーパスであり、
第３章での仕組みは形態素解析をしない文字列のみのコーパスであるという点
である。第３章の形式でタグが付与されたデータは以下の例のようになる。  
 
（55）お前の持ち味は速球だろう」と怒鳴られた。私の投手としての道筋<
作用_進行・過程・経由>をつけてくれた人。  
 
 これに対し、本章で考察していくコーパスは、データ内がすべて語ごとに区
切られたうえ、多層構造を持ち、さまざまな情報が付与されている。品詞や基
本形などの形態素解析タグは自動的に付与されるが、ここに新しくオリジナル
タグを付与していく必要がある。  
 
 
図 4-29 区切られた語ごとへのタグ付与  
 
 タグは文脈を確認しながら語ごとに付与するため、タグ付与時にはコーパス
の内容が全文表示され、語ごとに区切られて表示されるとよいであろう。  
 データ構造として、語ごとに多層構造であるので、語彙の意味論的情報のタ
グと動詞の機能のタグとを別の層に分けて付与できることも必要である。  
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4.5.4.1.2 リストからの入力  
 工藤（1995）での動詞の分類は、主体動作・客体変化、主体動作、主体変化
などあるが、その分類数は限りがあるので同じものを何度も付与することにな
る。第３章でも見たようにタグは決まったものを数十回数百回と付与していく
ものであるため、手作業でキーボードから入力していくと効率が悪いだけでな
くミスからくる揺れが生じやすい。そのため付与される予定のタグは事前にリ
スト化しておけるといいであろう。  
 
 
図 4-30 タグリストの事前作成  
 
 付与の際はリストの内容をクリックや単純なキーなどで簡易的に行えるとよ
い。タグ付与という作業は、工程自体は単純な反復であるが行う回数は非常に
多く、一回ずつの動作をどれだけ簡易的に行えるかが重要となる。これは単に
時間の短縮や負担を減らすという意味だけでなく、作業に伴う煩雑さをできる
限り少なくすることでタグ付与の中身の判断に集中でき、付与されたタグや作
成されたデータ自体の精度を高めるために必要不可欠なことである。  
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図 4-31 タグリストからの選択でのタグ付与  
 
 タグをリストから簡易的な方法で付与できることは作業効率の向上に直結す
るが、その方法だけでは柔軟性にかけ、リストに記載されたタグから少々変更
したものを使用したい場合などには向かない。そこで補助的にキーボードから
直接記述することも可能としておくべきであろう。  
 
4.5.4.1.3 集中的タグ付与  
 タグの付与は単純にコーパスの最初から順に行うだけではない。すべての格
助詞の用法が付与されたコーパスを作成する場合、格助詞ごとにまとめて付与
した方が効率がよい。まず「が」から全てタグ付与を行う、などの場合である。
このように特定の表現だけを抜き出して集中的にタグ付与をする必要性もある。 
 
 
図 4-32 KWIC 形式での集中的タグ付与  
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 第２章の『ToriBASHI』で用例を収集し、その KWIC 形式に対して第３章
『SaiBASHI』で二次タグを付与したのと同様の手順といえる。  
 
4.5.4.1.4 自動でのタグ付与  
 オリジナルタグとして付与されるタグは、学習者の誤用箇所や格助詞の意味
機能など語の形からでは判別できないものと、動詞の意味分類や語彙表での意
味分類などそれぞれの語でほぼ自動的に割り振れるものとがある。前述の工藤
（1995）の動詞の分類など、同じものを何度も付与するうえに動詞によってほ
ぼ対応するタグは決まっているものである。そのような場合、それを目視で見
つけ出して１つずつ付与していくのは効率が悪い。そこであらかじめ使用者が
付与されるタグと対応する語のリストを作っておくことで自動でコーパス中の
該当箇所のすべてにタグが付与される仕組みが必要であろう。  
 
 
図 4-33 タグの自動付与   
 
 これも『SaiBASHI』で文字列コーパスとして行えた自動タグ付与と同等の
ものである。ただしこの自動タグ付与は想定しない語に対してタグが付与され
ることもあるため、自動付与の後に目視での確認も必要であろう。  
 
4.5.4.2 日本語教育分野でのコーパス構築  
 日本語教育分野のためのコーパスは、通常のコーパスが持つ要素に加えて、
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日本語教育での文型78と誤用の２種類の情報を持たせることになるであろう。  
 誤用箇所へのタグ付与では、まず誤用箇所の判別自体が、現在は自動的には
できないため、タグ付与は手作業で行うしかない。  
 誤用の種別は、一般的には市川（2010）による「脱落」「付加」「誤形成」「混
同」「位置」「その他」などがある。これらの誤用の種別はそれほど多くないた
め、あらかじめリストを作成しておき、そこからの選択になるであろう。  
 
 
図 4-34 誤用タグのリストからの選択  
 
 日本語教育での文型は、一般に『みんなの日本語』などの日本語教科書や、
『どんなときどう使う日本語表現文型（友松ほか 2007）』などの文法集などに
まとめられた表現であり、そのリストも容易に手に入る。それぞれ「は～が～」
「～られる」「～やら～やら」など、形も明確になっているため、語の並びで判
別することができる。このようなものは、自動でのタグ付与に最も向いたもの
であるため、あらかじめリストを作成して自動付与をすると良いであろう。  
 
                                                   
78 ここでの「文型」は 4.4.2 で考察した、言葉が使用される際の連続や非連続の並びとい
う意味ではなく、日本語教育に用いられるまとまった表現のことを指す。多くは初級～
超級という習熟度合いや、N1～N5 という日本語能力検定試験のレベル別に分けられて
考えられている。  
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図 4-35 文型タグの自動付与  
 
 ただし、自動で付与されたタグの場合、誤判別が行われやすい。これらは、
その後手作業で修正していくことになるであろう。  
 ただし問題もある。もし複数の語からなる文型、例えば「た  こと  が  ある」
などの場合、それらすべてに対して「経験」というタグを付与することが基本
であろう。しかし、この文型自体の使用数は１であるにも関わらず、文型中の
全ての語に同じタグを付与するため、このタグが付与された語数は４になり、
後に語を集計した場合に、実際の文型の数以上の集計結果がでてしまう。そこ
で、その日本語教育での文型のうち主体となる語にだけ「経験_本体」などの特
別な印を付与するなどの対策をとるとよいであろう。  
 また、同じ語に対して複数の文型でのタグが付与されることがある。その際
に重複を避けるため、文型Ｎ１～文型Ｎ５などのように日本語教育での文型ご
とにタグの階層を分けることも考えられる。  
 
4.5.4.3 社会言語学分野でのコーパス構築  
 社会言語学分野の言語データはさまざまなものがある。自然会話の音声、テ
レビでの発話、演説・講演、新聞や雑誌に記載された書き言葉、手話の書き起
こしデータ、など非常に多岐にわたる。ここでは最も一般的な研究対象と思わ
れる、自然会話の音声の文字化データを対象にコーパス構築手順を考察する。  
 まず自然会話の場合、複数話者による交代での発話、元となる音声データが
存在する、発話権やプロソディや身振り手振りなどの直接発話文字内容に含ま
れないさまざまな要素を持つ、などの特徴がある。これらの特徴についてどの
ようにコーパスとして具現化するかが最大の焦点となるであろう。  
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 音声コーパスの作成手順を並べると、音声録音、文字化、コーパス整形、話
者や発話の情報の付与、音声ファイルの指定、音声再生時間の自動付与、語の
タグ付与、という順になることが予想される。この分野でのタグは語の形から
判別することが難しいものが多いためほぼ手作業になるであろう。ただし謝罪
表現、依頼表現などはある程度形があるので、やり方次第でできるものもある。  
 タグとして付与されるものとしては、発話者を表す番号や発話者の属性、発
話事態の番号などは、発話内容に関しない情報であり、言語外情報である。こ
れらはたいてい行ごとに付与することになるであろう。  
 文章や発話で使用された語の品詞や音声の強弱高低、誤用、発話権の有無、
日本語教育での語彙のレベル、その時の非言語行動の状態などの、発話の中に
含まれるあらゆる情報は言語データ内の情報である。これらは語ごとに付与す
ることになるであろう。  
 
4.5.4.3.1 行タグの付与  
 ２者間の会話コーパスを作成する場合など、お互いの発話が交互に発生する
ことになる。その際にどの発話がどの発話者のものかを記す必要がある。その
ような情報は１語ごとにその情報を付与するよりもその行自体に付与した方が
よいであろう。  
 
 
図 4-36 行レベルのタグ付与  
 
 行レベルのタグは「ファイルタグ」「属性タグ」「行タグ」に分かれるが、す
べてこの仕組みで付与されることとなるであろう。  
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4.5.4.3.2 同一タグの連続入力  
 『SaiBASHI』は二次タグが基本のため、タグ付与の際に関連性のある情報
が縦に並んでいた。そのため同一のタグを連続して入力する際には縦列へ行っ
たが、ここでは一次タグが基本になるため、関連性のある情報は横に並ぶこと
が多いであろう。これは特に非言語行動などを扱う際に多い。  
 
 
図 4-37 連続入力  
 
4.5.4.3.3 音声との連動  
 会話コーパスでは、会話音声を文字化したものをコーパス化する。そのコー
パスの利用の際には、用例の実際の音声の確認により印象が大きく変わり、分
析結果も変わることがある。そこで元の音声もコーパスに取り込んで利用中に
聞こえるようになるとよい。そのために行タグに各発話の開始時間と終了時間
を付与していくことで、該当する時間に発せられた音声が聞こえるようになる。 
 
 
図 4-38 行レベル時間付与と音声再生  
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 行ごとの発話開始・終了時間は、すべて一から付与することは非常に大変で
ある。そこでその行の発話の開始・終了時間を、その行に含まれる語のモーラ
数から概算して自動的に算出し、その後実際の音声を確認しながら微調整する
ことになる。  
 
 
図 4-39 発話開始・終了時間の自動付与と微調整  
 
4.5.4.4 コーパスの構築  
 タグ付与工程を進めていくと、それは単なるタグ付与というよりもコーパス
自体の構築といってよい範囲になることがある。その際必要なことがいくつか
考えられる。まず自動で付与できる種類のタグの場合、コーパス構築後ではな
く、コーパスを構築する最初の段階で付与したとしても同じことになる。そこ
で最初の段階で一括で自動付与しておけるようにすることがよいであろう。次
に、特に発話コーパスなどは、音声を文字化してコーパス化し、タグ付与作業
を始めた後から文字化の不備が見つかり発話内容を修正する必要が出てくるこ
とが非常に多い。このような時に修正の度に文字化工程からやり直すことは現
実的ではない。そこでタグ付与作業をしながら新しく発話内容の修正をするな
ど、コーパス自体の編集ができる必要性も極めて高い。加えて発話データは形
態素解析の際に解析ミスが生まれやすいためその修正の対応も必要である。  
 また、コーパスは大規模なものになるほど一人では編纂することはできない。
そこで１つのコーパスを多人数で同時に作業することを想定して、各自の作業
結果を統合して大きなコーパスにすることも求められる。  
 これらの仕組みをすべて兼ね備えることがコーパスへのタグ付与、ひいては
コーパス構築に必要なことといえよう。  
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4.5.5 タグの検索  
 オリジナルタグとして付与したタグは、通常の形態素解析タグと完全に同様
に扱うことができる。検索ではそれらを組み合わせることで、日本語誤用研究
の分野では、「動詞」であり「誤用」がある語などを検出することが可能となる。  
 
（56）カメラ、となんか、いろんな学生があって、これはなんか授業  
（57）でも彼女、韓国語全然、喋られないし、高校にいってもずっと、他の、
日本人の人たちとずっと喋って、どうして韓国にわざわざ来た、のか
も hhhhh79わからなくって  
（58）行きます、３月に hh、韓国は２月、そして、ちょっと、お金、あの、
集まって、３月また旅行行きます hhh、出来れば・・  
（『立命学習者コーパス』下線は筆者による）  
 
 （56）は、本来は人間のような有情物には「いる」を使うべきところ、学生
が「ある」という、同じく存在を表すが無情物に対して使用する「ある」を使
用した誤選択の例である。（57）は「喋る」の可能形は本来「喋れない」であ
るところ、活用の誤用をした例である。（58）は旅行に行くためにお金に対し
「集まる」を使い、「集める」という他動詞を使用するべきところ、自動詞を選
択したものである。さらにこれは「稼ぐ」「貯める」など金銭に関する専用の動
詞を使用すべきところが語の誤選択をしてしまった、二重の誤用の例である。  
 ここでも複数の語レベルのタグを組み合わせることで詳細に条件を絞って目
的の表現を抽出することができている。ここで組み合わせられる語レベルのタ
グの数は、データ中に付与されているタグの分だけ利用できる。  
 このように詳細検索では各語に対して非常に深く詳しく条件を指定すること
ができるが、場合によって各語への詳細さを保ちつつ連続する複数語への指定
も同時に行う必要も出てくるであろう。その際には検索語句の周囲の語句に対
しても同様に詳細指定が行える必要がある。  
                                                   
79 「h」は発話内容を伴わない笑い声を表す。  
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（59）もとから、京都にずんで、京都弁を使います  
（60）いつから、はじ、始めて分からないです、多分個人名 09-姓さんが戻
るとき hh 
（61）それーを持っても、まあ確かに安いけど、料金は・  
（『立命学習者コーパス』下線は筆者による）  
 
 （59）～（61）はテ形として使われた動詞の誤用の箇所である。ここでの検
索条件は、検索語句自体は品詞が「動詞」で誤用が「有り」、右１語は基本形が
「て／で」で品詞下位分類が「接続助詞」という条件の組み合わせをしている。
（59）は「住んで」というところを「ずんで」となった発音の誤用、（60）は
「いつから始めたか」とするところを「始めて」と使用した活用の誤用、（61）
は「買って」との誤選択と考えられる。このように検索語句自体だけでなく周
囲の語句への詳細な条件付けにより、さらに詳しい言語の使用状況を見られる。 
 
4.5.6 作成したデータの外部への保存  
 これまで見た、付与したタグやその結果のコーパスは本研究独自の形式で作
られる。これはこの仕組みで利用するには効果的であるが、他のコンコーダン
サーや、各自の独自の方法では扱えない。そこで各研究者がこの形式で独自に
作成したコーパスを一般のソフトで扱えるように、外部への保存が必要になる。 
 
 
図 4-40 『MS-Excel』形式への書き出し  
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 出力形式は、内容の可読性を求める際は本文中に付与される語レベルのタグ
を全て削除した『MS-Excel』形式、語中のタグを詳細に利用する場合は、一般
的なコーパスの形式である XML 形式へ変更できるとよいであろう。  
 
 
図 4-41 XML 形式への書き出し  
 
 これにより本研究独自形式のコーパスを一般性を持つ汎用のものへとできる。 
 
4.5.7 小結  
 本節では言語内に含まれるさまざまな情報をコーパスに収めるためのタグ付
与と利用について考察してきた。このために必要なことは以下のとおりである。 
 
１）語ごとの複数の階層へのタグ付与  
２）タグリストからの選択式でのタグ付与  
３）自動判別および連続タグ付与  
４）行レベルのタグ付与  
５）音声がある場合の連動  
６）コーパス作成時でのタグ付与やコーパス内容の修正  
７）多人数でのコーパス編纂への対応  
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 これらをすべて解決することで、言語使用に付随して存在するあらゆる情報
をコーパスに織り込むことができ、またそれは機械処理によって非常に簡単に
検索や集計などの利用ができるようになるものである。  
 
4.6 多言語への対応  
4.6.1 多言語化  
 本研究では、日本語を主として考察を進めてきたが、この仕組みを利用して
他言語へ対応させる必要もあろう。  
 
4.6.2 英語およびヨーロッパ言語への対応  
 ヨーロッパ言語の多くは屈折語であり、その中で最も一般的に使用されるの
は英語であろう 80。英語はまた、分かち書きされ、語の区切りが明確であるた
め、語の単位での揺れがほぼ起こらない言語である。つまり、複数の語からな
る表現を検索する際に、日本語では「昼食を食べた。」と一連の語をすべて区切
りなく並べて検索するが、英語では「 I ate lunch」と、それぞれの語を分離し
て指定することになる。  
 その他の特徴として、活用される語の位置の問題がある。  
 
（62）昨日銀行に行った。  
（63）I went to the bank yesterday. 
 
 日本語で「NP に行く」を調べる場合、「NP に 行く」と指定して検索す
る際、活用される「行く」は最後の語である。つまり、ここだけ活用をケアし
て検索を行えばいいのに対し、英語の場合は、「go to the NP」の"go"のように、
途中の語が活用される。これは SOV 形式の言語か SVO 形式の言語かの違いで、
述部をどこに置く言語かの違いである。これへ対応するためには、日本語の場
合とは違う配慮が必要となる。具体的には、柔軟検索の際に、複数語の指定の
                                                   
80 ただし、英語は特に孤立語・膠着語の性質を強く持つ言語であり、厳密な意味での純粋
な屈折語的性質の言語とは言えない。  
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場合の中間にある語も活用に対応させるという対応を取ることになる。  
 形態素解析の代わりに、英語では品詞タグ付与ソフトである『TreeTagger81』
を内部から呼び出して使用する。TreeTagger では、英語以外の言語も、辞書フ
ァイルを追加することで対応できるため、英語への対応ができれば自動的に
TreeTagger で扱える言語はすべて対応できることになる。現時点で対応できる
言語は、英語、フランス語、イタリア語、ドイツ語、スペイン語、オランダ語、
ギリシャ語、ポーランド語、ポルトガル語、ガルシア語、ロシア語、エストニ
ア語、スワヒリ語、中国語、モンゴル語である。  
 他のヨーロッパ系言語もおおよそ英語と同様の性質を持つといってよいと思
われるため、英語を代表として扱う。  
 
4.6.3 中国語への対応  
 中国語は孤立語の言語である。つまり活用がない言語であるため、日本語や
英語の際に存在する文法情報のうち、活用に関するものがない。そのため、付
与されるべき、形態素解析タグは品詞及びその下位分類のみとなる。  
 他には、日本語と同様に分かち書きがなされない言語のため、日本語と同様
に語の区切りの問題が発生する。中国語で最も問題となるのがこの語ごとの分
割 で あ る 。 こ れ は TreeTagger で 行 う と 非 常 に 精 度 が 低 く な る た め 、
『ICTCLAS82』での解析結果を利用するのが現時点での最も精度の高い結果を
得られる方法であろう。  
 
4.6.4 韓国語への対応  
 韓国語は、日本語と同様に膠着語である。ただし、韓国語は語を分かち書き
して表記するが、それぞれの語はさらに複数形態素が結合したものである、と
いう言語のため、英語、日本語の両方の特徴を併せ持つ。つまり、英語のよう
にあらかじめ分かち書きがされているが、区切られた 1 語はさらに日本語のよ
うに複数形態素に分割することができる。つまり、文法情報のタグを付与する
                                                   
81 http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/  
82 http://ictclas.org/  
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ためには、まず、さらに形態素に分割し、その分割された各形態素ごとに文法
情報のタグを付与していく必要があるのである。また、日本語と同様に語の単
位を短い単位、長い単位と設定する必要もある。  
 このように、日本語、英語、中国語、韓国語では、それぞれ違った性質を持
っているため、これらの全てに対応できるようになれば、世界の言語の多くを
カバーできるソフトになりうると思われる。ただし、ドイツ語の分離動詞のよ
うに、接頭辞と動詞本体が分離するような場合もあり、これらへの対応は今後
の課題となる。  
 
4.6.5 小結  
 本節では、日本語以外の言語である、英語、中国語、韓国語を例に多言語へ
の対応を考察してきた。英語では、複数の語からなる連続する表現を収集する
際には、並んだ語の初めや中央の語なども活用する可能性があるため、日本語
での抽出方法とは変えなければならないことが分かった。また、中国語では活
用がないため、使用できる文法情報のタグが少ない。しかし日本語と同様に分
かち書きされない言語のため、形態素解析タグを付与するためにはまず分かち
書きの必要があることが分かった。韓国語は、英語のように分かち書きがされ
ている言語であるが、区切られた 1 語ずつは実際には複数形態素の連続である
ことがあるため、さらに区切っていく必要がある。その際に区切る大きさによ
って日本語と同様に語の単位を規定する必要もある。  
 このように、言語によってさまざまな特徴があるため、一律の方式では対応
できない。個別言語の特性に合わせた処理を備えていく必要がある。本研究で
は、英語に代表される屈折語、中国語に代表される孤立語、韓国語に代表され
る膠着語の各言語への対応を図っているため、ほとんどの言語に関して、少々
の調整のもと、対応できるものと考えられる。  
 
4.7 第４章まとめ  
 本章では、より深く研究目的に合わせてコーパスを使用する方法を中心に考
180 
 
察した。  
 日本語は分かち書きされない言語であり、コーパスで扱うには難しい言語で
ある。分かち書きによって行えることをまとめると以下のようになる。  
 
１）コーパス中の語の集計  
２）語の検索  
３）検索語の共起語の集計  
４）検索語の活用された形の抽出  
 
 語の単位はより大きく分けると短い単位と長い単位に分かれる。それぞれの
利点と欠点をまとめると以下のようである。  
 
表 4-11 短い単位と長い単位の利点と欠点（表 4-2 再掲）  
  短い単位 長い単位 
利点 ・文法成分での検索が行える 
・後接する助動詞や補助動詞も込みの大
きさで検索される 
・語の集計では本体語の数で集計される  
欠点 
・複数に分割された語は検索しにくい  
・語の集計の際に分割が細かすぎる  
・文法成分での検索が行えない  
 
 本章ではこれらの単位を有効に活用するために以下のことを提案した。  
 
１）各単位を併設して使用者が選べるようにする。  
２）単位を作成するルールを使用者が微調整し、独自ルールによる単位を作
成できるようにする。  
３）短い単位の欠点を補うために柔軟検索を使えるようにする。  
４）長い単位の欠点を補うために構成形態素を使えるようにする。  
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 以上によってこれまで日本語コーパスの利用でなかなか扱えなかった詳細な
語の単位を規定でき、真に日本語の特性に合わせた研究が行えるようになるで
あろう。  
 次にデータをどのような形式で保持するかという問題を考察した。  
 語に付くタグのうち、形態素解析ソフトによって得られる情報を「形態素解
析タグ」、その他の各研究者独自のタグを「オリジナルタグ」と呼ぶ。  
 この仕組みではタグは形式の観点から分類され、まず「行レベルのタグ」と
「語レベルのタグ」に分かれ、行レベルのタグはさらに「ファイルタグ」「属性
タグ」「行タグ」に分かれる。語レベルのタグは「形態素解析タグ」「オリジナ
ルタグ」に分かれる。  
 
表 4-12 形式の観点と内容の観点からのタグの対応（表 4-8 再掲）  
 形式の観点 内容の観点 
言語データ外
の情報 
行レベル 
ファイルタグ 出典情報のタグ 
属性タグ 
 
行タグ 
 
言語データ内
の情報 
語レベル 
形態素解析タグ 語彙形態素及び品詞情報のタグ  
オリジナルタグ 分析用情報のタグ 
 
 本章で提示したタグは全てのタグが同一の基準上で扱えるものである。  
 次に多層式に付与されたタグの利用方法として検索に関し考察を行った。１
語を深く詳細に条件付けして検索することで、形態素解析タグでもオリジナル
タグでも、一律で同じ仕組み上で検索が行える仕組みを「詳細検索」と呼ぶ。
このデータ構造では言語使用にまつわるあらゆる情報を付与することができる
ため、詳細検索ではそれら付与された情報をすべて詳細に取り扱い検索するこ
とができる。これによって実際に使用された言語を収集してデータ化するとい
うコーパスにおいて、言語をとりまくどのような情報でも取り扱うことができ
るようになるであろう。  
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 計量的分析手法では文型の抽出の方法を考察した。  
 N-gram を修正し、N-gram の結果のうちの１か所を任意とすることができ
る「N-mgram」により、コーパス全体で多く使用される文型の抽出ができるよ
うになった。  
 分析対象の語を主とした文型の抽出方法の要点は以下のようにまとめられる。 
 
１）検索語が使われる際に、よく使われる表現が発見できる。  
２）表現は非連接のフレームであったとしても発見できる。  
３）恣意的に操作をせずとも、自動的にフレームが浮き出る。  
４）任意の操作でフレームをより強固にする。  
５）実際の例文による文脈の確認をする。  
 
 この仕組みを「POPAK」と名付ける。これにより、今までのように完全に固
定した語の並びだけや、言語表現の枠組みのヒントだけでなく、非連続の語が
一定の形で並ぶことで作られる言語の枠組みを見つけられるようになった。  
 コーパスへのタグ付与と利用について考察してきた。このために必要になる
ことは以下のとおりである。  
 
１）語ごとの複数の階層へのタグ付与  
２）タグリストからの選択式でのタグ付与  
３）自動判別および連続タグ付与  
４）行レベルのタグ付与  
５）音声がある場合の連動  
６）コーパス作成時でのタグ付与やコーパス内容の修正  
７）多人数でのコーパス編纂への対応  
 
 これらをすべて解決することで、言語使用に付随して存在するあらゆる情報
をコーパスに持たせることができるようになり、それらの情報で検索や集計な
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どの利用ができるようになった。  
 本章で考察してきた点を実際に行うためには、ここまで見てきたシステムや
さまざまな機能を実際に扱えるソフトが必要である。そのソフトは単に本章で
解決した問題点を扱えるだけでなく、第２章や第３章で解決してきたすべての
点を扱えるものであるとよいであろう。そこで、第２章の『ToriBASHI』、第
３章の『SaiBASHI』に加え、本章で考察した解決案を扱えるコンコーダンサ
ーとして『HASHI』を提示することとする。これはこれまで見てきたあらゆる
機能を全て備えたものである。このようにすべての機能を一つにまとめて扱え
るようにすることで、コーパスに持たせたさまざまな要素や特性を有機的に結
び付けて扱うことができるようになり、より柔軟で幅広い使い方ができるよう
になるであろう。   
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第５章 結論  
 
 日本語学、日本語教育学、社会言語学などの諸分野において、一般的に多く
行われている研究の手順は、１つめが用例の収集、２つめが用例の分析である。
このような一般的な言語研究の手順において、まだまだ手作業で各工程が行わ
れていることが多いという現状がある。手作業には３点の問題がある。まず、
作業効率が著しく低いため、研究に時間がかかるという点である。次に、作業
ミスが発生しやすく、それによって作導き出された結果の精度には疑問が残る
という点である。最後に分析のための分類結果の集計などの際に膨大な時間を
要するため、あらかじめ予測される結果だけを求めがちになり、研究に先入観
が含まれやすいという点である。このように効率、精度、先入観の点からも手
作業での分析には問題があると考えられる。  
 これを解決するのは、データにはコーパスを用い、用例の収集や分析にはコ
ンコーダンサーを用いるということである。これにより、上記の３点は根本的
に解決されると思われる。しかしそれを実現するには既存の方法では以下の５
点の課題が存在する。  
 
①分析対象となる表現が使用される用例の、自在で簡易的な方式での収集  
②収集した用例に対してのあらゆる研究視点からのタグの、効率的な付与  
③計量的分析処理による、言語の傾向性の自動的な抽出  
④研究の立場や興味に即したデータの作成  
⑤一般的な言語研究手順のすべての工程の、統合した仕組み上での実現  
 
 各課題の背景については以下に詳述する。  
 課題①については以下のとおりである。単独で使用される語や、複数の語が
完全に決まった並びで使用される表現の収集は既存の方法で十分可能である。
それに対し、「～が  ～に  動詞」などの不特定の語が間に入る文型の収集は難し
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い。複雑な正規表現や位置ごとに語を個別に指定するなど、使用が複雑なうえ、
検出結果も不完全なものである。  
 課題②については以下のとおりである。現状の研究では用例の分類はほぼ手
作業で行われている。研究のさまざまな視点からの分類にはタグが効果的であ
り、まさに効率、精度、先入観の３点の問題の解決に直結する。しかしこれを
効果的に行えるものがない。  
 課題③については以下のとおりである。コーパスを主体とした研究では統計
をはじめ計量的な処理が非常に重視されている。しかし単独の語の傾向性や、
対象の語と周囲の語との関係性を測ることはできるが、対象の語が使用される
際にどのような文型の中で使用されるかを効果的に、主観や経験に頼らずに抽
出する方式が存在しない。  
 課題④については以下のとおりである。より深く各人の研究の立場や視点に
根ざして行うためには、根本となるデータであるコーパス自体を対応させる必
要がある。まず日本語では語を区切る単位を規定する必要があるが、研究の立
場や研究したい内容によって有効な単位は変わる。これへ深く対応できるもの
がない。また無数にある各人の持つ研究対象への興味にすべて答えたコーパス
が存在しない以上、それらは研究者各人が付与する必要がある。そのためにコ
ーパス全体へのタグ付与が必要である。しかしこれを効果的に行うソフトは現
在ない。  
 課題⑤については以下のとおりである。言語研究の手順の各工程を、それぞ
れ別の独立した方式で順に行うと、効率が悪く、整合性について難点が出やす
く、データの連動の点で不安定になりやすい。  
 本研究の目的は、上記５点の課題を全て解決することである。  
 以上の各点につき、研究の結果、次のようなことが明らかになった。  
 
１）「～が  ～に  動詞」のような一般的に用いられる文型の表し方と非常に
近い書き方で検索を行えるようにしたことで、使用者にとって理解しや
すくなった。また、目的の表現を高精度に収集することができるように
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なった。  
２）タグ付与ソフトが使用されない原因として、使用の複雑さや使用目的を
完全に叶えたものでないことがある。具体的には次の点がある。基本的
にキーボードからのタグ入力になりミスが生じやすい点、特定の語には
決まったタグが付与される場合の対応がない点、各研究に即したタグが
自由に設定できない点、付与したタグを利用する方法が弱い点である。
これらを解決した結果、以下のような仕組みとなった。あらかじめ作成
したタグリストからの選択式での簡易的なタグ付与、特定の語への機械
による自動判別でのタグ付与、自由なタグ設定、付与したタグでの検索
や集計である。これにより、研究者の独自の研究視点からのタグを自在
に付与できるようになり、用例の分類による研究の精度の向上を果たせ
ることになった。  
３）ある語が実際に使用された文の集まりである KWIC と、ある語と周囲の
語の位置関係の傾向を数値で知ることができる Picture を合わせ、その
両方の特性を持った処理として「POPAK」を開発した。これにより自動
的に文型が浮かび上がる。これで、例えば動詞「なる」を調べた場合、
「の  ○  が  ○  に  なっ  た  。」という文型が多く使用されるなどという
ことが分かるようになった。  
４）コーパスを研究者の立場や興味に対応したものにするためには、「語」
の単位の規定と、研究視点の付与が重要である。これに対応するため、
日本語の語の単位として仁田（1997）、庵（2012）、短単位などさまざま
なものを各研究者の立場に合わせて選択し、また研究に最も効果を発揮
するように微調整できるようになった。さらに、そのように区切られた
語に対し、研究の視点や興味からの情報をタグとして付与できるように
し、完全に各研究者の研究の立場や目的に深く合致するコーパスが作成
できるようになった。  
５）既存の課題、①～⑤をすべて解決し、その結果が図 5-1 のようになった。
課題①の解決結果が『ToriBASHI』、課題②の解決結果が『SaiBASHI』、
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課題③④の解決結果を『HASHI』というコンコーダンサーになった。  
 
 
     
              『SaiBASHI』                   『ToriBASHI』  
       ①文型などの用例検索            ②用例へのタグ付与  
                                              付与したタグの利用  
                  ③用例への計量的処理による分析  
             『HASHI』  ④コーパス構築  
                         （語を区切る単位の規定  研究視点でのタグ付与）  
⑤すべての工程の統合した仕組み上での実現  
図 5-1 本研究で提示された各ソフト役割  
 
 現段階では、提示したすべての課題が解決されたと思われる。だがさらにい
くつかの問題が残される。日本語の語の単位の使用時の選択など、複数単位の
完全な併存が実現されていない。日本語教育での誤用のタグ付与の自動化は極
めてニーズの高い問題であるが解決されていない。社会言語学等で談話分析を
行う場合、音声は対応できるようになったが、検索した用例から対応する映像
を再生して確認することができない。以上の解決を今後の課題とする。  
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