Abstract. We show that if X is a finite dimensional locally compact Hausdorff space, then the crossed product of C0(X) by any automorphism has finite nuclear dimension. This generalizes previous results, in which the automorphism was required to be free. As an application, we show that group C * -algebras of certain non-nilpotent groups have finite nuclear dimension.
obvious fixed point is 1 G , and in some cases, such as the lamplighter group, the set of periodic points may even be dense.
In this paper, we settle the case of crossed products arising from homeomorphisms. We show in Theorem 5.1 that if X is a locally compact metrizable space with finite covering dimension and α ∈ Aut(C 0 (X)) then dim nuc (C 0 (X) ⋊ α Z) ≤ 2 dim(X) 2 + 6 dim(X) + 4 .
The non-metrizable case is addressed in Corollary 5.4. As indicated above, our formula implies that the group C * -algebra C * (G⋊ α Z) has finite nuclear dimension, whenever G is abelian with finite dimensional Pontryagin dual. Notable examples of such groups include:
(1) The lamplighter group (Z/2Z)≀Z is the semidirect product of G = n∈Z Z/2Z
by Z using the shift action. Notice that by [CDE13, Corollary 3.5], the group C * -algebra C * ((Z/2Z) ≀ Z) is not strongly quasidiagonal, and thus it has infinite decomposition rank ([KW04, Theorem 4.4]). This shows that there exists a group C * -algebra which has finite nuclear dimension but infinite decomposition rank. (2) When G = Z n , we obtain polycyclic groups which may not be nilpotent.
More precisely, if we pick a matrix A ∈ GL n (Z) such that A has no eigenvalues which are roots of unity and use it to define an automorphism of Z n , then the crossed product Z n ⋊ A Z by this automorphism has trivial center, and in particular it is not nilpotent.
We note that nuclear dimension of group C * -algebras was studied recently in [EM14] . It was shown there that if G is a finitely generated nilpotent group then C * (G) has finite nuclear dimension. The following question now appears natural:
Question: Let G be a (virtually) polycyclic group. Does C * (G) have finite nuclear dimension? What about elementary amenable groups with finite Hirsch lengths?
In the remainder of the introduction, we sketch the idea of our proof. We note that we cannot directly use the previously known results concerning Rokhlin dimension, since actions with finite Rokhlin dimension are necessarily free. Let us first suppose we are in the other extreme: the homeomorphism h under consideration is periodic, with h n = id. In this case, although the action does not have finite Rokhlin dimension, one can show directly that the crossed product has finite nuclear dimension (in fact, finite decomposition rank): the crossed product is subhomogeneous, so we only need to find a bound on the dimensions of the spaces of irreducible representations of different dimensions and appeal to [Win04] . (In this setting, however, one has more information about the structure of the crossed product; this allows us to provide a short and more direct proof, which will also be applicable for actions of groups other than Z). A key fact here is that the bound on dim nuc (C 0 (X) ⋊ Z) does not depend on the period n of the action, but only on dim(X).
Next, let us consider the somewhat more complicated case, in which there are both periodic and non-periodic points, but there is a bound on the length of the orbits: each point is either periodic with period at most n, or acted on freely by h. In such a case, if we denote by X periodic the set of all periodic points and by X free the set of all points on which h acts freely, then X periodic is a closed invariant set and we have an equivariant extension 0 → C 0 (X free ) → C 0 (X) → C 0 (X periodic ) → 0.
An extension of Szabó's arguments ( [Sza15b] ) to the non-compact setting shows that the restriction of α to the ideal C 0 (X free ) has finite Rokhlin dimension. One can now use the fact that finite nuclear dimension is preserved by extensions.
Of course, in general there may be no bound on the length of the orbits, and the set of periodic points need not be closed. However, if we fix some N , we can consider the set of points which are periodic with orbit length ≤ N , which we denote by X ≤N , and we let X >N = X X ≤N . Then X ≤N is a closed subset, and again we have an equivariant extension 0 → C 0 (X >N ) → C 0 (X) → C 0 (X ≤N ) → 0.
As discussed above, we have a bound on dim nuc (C 0 (X ≤N ) ⋊ Z) which does not depend on N . As for X >N , although in general the restriction of α to C 0 (X >N ) does not have finite Rokhlin dimension, we can still use a refined version of the marker property, detailed in the appendix, to show that α satisfies some fragment of the definition of finite Rokhlin dimension. Recall that to have finite Rokhlin dimension, the automorphism α should admit arbitrarily long Rokhlin towers, each consisting of positive contractions permuted by α to within any given tolerance. Here, we can find Rokhlin towers, provided they are not too long and the error is not too small (compared to N ). This will be made precise in Lemma 4.2. Finally, in order to construct a decomposable approximation for a given finite subset of C 0 (X) ⋊ α Z to within a specified tolerance, we can choose N to be large enough so as to be able to construct sufficiently long Rokhlin towers with a sufficiently small error, and then apply a localized version of the argument which shows that finite nuclear dimension passes to extensions.
The paper is organized as follows. We begin by fixing notation and listing a few general lemmas. In Section 2, we find an upper bound on the nuclear dimension of the crossed product of C 0 (X) by a periodic action, using Winter's bound for subhomogeneous algebras. In Section 3, we obtain an upper bound via a different approach. Although the second upper bound we obtain is higher than the one we find in Section 2, the method works for groups other than Z, which we hope will be useful for future work. In Section 4 we show that there exist Rokhlin towers (of certain length and tolerance) for homeomorphisms whose orbits are all sufficiently long. In the last section, we combine those results to derive our main theorem, Theorem 5.1. The appendix, by Szabó, contains the refinement of the marker property needed in Section 4.
The authors are grateful to Gábor Szabó for providing the said refinement of the marker property method and presenting it in the appendix. The second author would also like to thank Caleb Eckhardt, Stuart White and Joachim Zacharias for pointing out certain applications of our results.
Preliminaries
Throughout the paper, we use the following conventions. To simplify formulas, we use the notations dim +1 nuc (A) = dim nuc (A) + 1, dim +1 (X) = dim(X) + 1 and dr +1 (A) = dr(A) + 1. If A is a C * -algebra, we denote by A + the positive part, and by A +,≤1 the set of positive elements of norm at most 1. If G is a locally compact Hausdorff group and A is a C * -algebra, we denote by α : G A an action, that is, a continuous homomorphism α : G → Aut(A), where Aut(A) is topologized by pointwise convergence. If G = Z, we shall often denote by α both the action and the homomorphism α 1 which generates it, when it causes no confusion. We are interested here in the case in which A is commutative, that is, A ∼ = C 0 (X) for some locally compact Hausdorff space X (namely the spectrum A). By Gel'fand's theorem, an action α : G C 0 (X) is completely determined by a continuous action α : G X on the spectrum, and vice versa. They are related by the identity α g (f ) = f • α g −1 for any f ∈ C 0 (X) and any g ∈ G. Thus taking a C * -algebraic point of view, we will denote by α : G X an action on a locally compact Hausdorff space by homeomorphisms, and save the notation α for the corresponding action on C 0 (X). In the case of G = Z, we shall also use α to denote the homeomorphism given by the generator 1.
If
is a C * -algebra, and ϕ (k) : A k → B are order zero contractions into some C * -algebra B for k = 0, 1, . . . , d, we say that the map ϕ = Lemma 1.1. Let A be a finite dimensional C * -algebra, let B be a C * -algebra and let I ⊳ B be an ideal. Then any piecewise contractive (d + 1)-decomposable completely positive map ϕ : A → B/I lifts to a piecewise contractive (d+1)-decomposable completely positive map ϕ : A → B.
The following technical lemma is straightforward, and variants of it have been used in the literature. We include a short proof for the reader's convenience. Lemma 1.2. Let B be a separable and nuclear C * -algebra and B 0 a dense subset of the unit ball of B. Then dim nuc (B) ≤ d if and only if for any finite subset F ⊆ B 0 and for any ε > 0 there exists a C * -algebra
and completely positive maps
(1) ψ is contractive,
Proof. The forward implication is immediate from the definition of nuclear dimension. For the converse, let F ⊂ B be a finite set, and fix ε > 0. We wish to find a piecewise contractive (d + 1)-decomposable completely positive approximation for F through a finite dimensional C * -algebra. Since B 0 is dense in the unit ball of B, we may assume that F ⊂ B 0 , by applying a rescaling and a small perturbation if needed. Let A ε , ψ and ϕ be as in the statement. Set ε ′ = max{ ϕ(ψ(x)) − x | x ∈ F }, and note that ε ′ < ε. For each l = 0, 1, . . . , m, pick a piecewise contractive dim
is a decomposable approximation, as required.
The following lemma is an invariant version of [WZ10, Proposition 2.6]. The modification is straightforward as well, but we include a proof for the reader's convenience. Lemma 1.3. Let G be a locally compact Hausdorff and second countable group, and let A be a G-C * -algebra. Then any countable subset S ⊂ A is contained in a G-invariant separable C * -subalgebra B ⊂ A with dim nuc (B) ≤ dim nuc (A). In particular, A can be written as a direct limit of separable G-C * -algebras with nuclear dimension no more than dim nuc (A).
Proof. We define an increasing sequence of separable G-invariant C * -subalgebras of A as follows. Let B 0 be the G-C * -subalgebra of A generated by S. Now, suppose B n has been defined. We pick a countable dense sequence x 1 , x 2 , . . . in B n . For any k, pick a piecewise contractive dim
for {x 1 , x 2 , . . . , x k } to within tolerance 1 k . We set B n+1 ⊂ A to be the G-C * -subalgebra generated by B n and the images of η (j) k for all applicable k and j. Since each E k is finite dimensional, and G is second countable, the algebra B n+1 is separable. Furthermore, by construction, for any finite subset F ⊂ B n and any ε > 0, we may choose k large enough so that the diagram
gives a piecewise contractive dim +1 nuc (A)-decomposable approximation for (F, ε) whose image lies in B n+1 . We now define B = ∞ n=0 B n ⊂ A. This is a separable G-C * -subalgebra. We claim that dim nuc (B) ≤ dim nuc (A). Indeed, for any finite set Lemma 1.4. Let X be a locally compact Hausdorff space, let G be a locally compact Hausdorff group, and let α : G X be a continuous action. Suppose U is a G-invariant open subset of X. Then there is a quasicentral approximate unit for
Proof. Let K be a compact subset of U , and let S be a symmetric compact neighborhood of the identity in G. Then S · K is also a compact subset of U . If e ∈ C c (U ) is a positive contraction which is identically 1 on S · K, then for any function f ∈ C c (G, C c (U )) ⊆ A ⋊ α G such that f is supported in S and f (g) is supported in K for each g ∈ S, we have f e = ef = f . Therefore, for any finite subset F of C c (G, C c (U )) there exists a positive contraction e F ∈ C c (U ) so that e F acts as the identity on F . Since C c (G, C c (U )) is dense in A ⋊ α G, it follows that there exists an approximate identity for C 0 (U ) + C 0 (U ) ⋊ α G whose elements are all in C c (U ) +,≤1 . By the remark after [Arv77, Theorem 1], it follows that there exists a quasicentral approximate unit for
in the convex hull of the elements in C c (U ) described above, and in particular it is contained in C c (U ) +,≤1 , as required.
We record the following two results from classical dimension theory, which are used later in the paper. Those two results apply to the case of metrizable spaces, since any metrizable space is paracompact, Hausdorff and totally normal. 
Crossed products by a periodic automorphism
We identify the crossed product of C 0 (X) by a periodic action as a subhomogeneous algebra, and use Winter's method to provide an upper bound on its decomposition rank (and thus on its nuclear dimension, too).
Proposition 2.1. Suppose Y is a locally compact metrizable space of finite covering dimension. Let α : C 0 (Y ) → C 0 (Y ) be a periodic automorphism, that is, α n = id for some positive integer n. Then C 0 (Y ) ⋊ α Z is subhomogeneous and
Proof. That C 0 (Y ) ⋊ α Z is subhomogeneous follows from the more general fact that if α is a periodic automorphism of a C * -algebra A with α n = id, then A embeds in M n (A) ⊗ C(T). We give the full details here, since we need a concrete description of the primitive ideal space of the crossed product to establish the bound on the decomposition rank of the crossed product.
Let z ∈ C(T) be the standard generator. (Think of T as the unit circle in C, and z as the inclusion map.) Define β :
Then B is invariant under γ λ for any λ ∈ T. We restrict γ λ to B and keep the same notation. Then γ λ (u) = λu (where we extend γ λ to the multiplier algebra if need be), and
be the canonical expectation, and let E γ : B → β(C 0 (Y )) be the expectation given by integrating along λ. We have a commuting diagram:
Since β is injective and the two expectations are faithful, the map β is an isomorphism. It follows that
By what we have just shown, we can identify B with
, all irreducible representations of B have dimension at most n. Fix k ≤ n. We denote by Prim k (B) the primitive ideal space associated to irreducible representations of B on M k . We denote by Y k the set of all points whose orbit consists of exactly k points. We claim that Prim
for some y 1 , y 2 , . . . , y k ∈ Y . Set v = ϕ(u). We claim that those points are distinct, and constitute a k-periodic orbit of the action. Fix j ∈ {1, 2, . . . , k}. Suppose f ∈ C 0 (Y ) is a positive element such that f (y j ) = 1, f (y) < 1 for all y ∈ Y {y j }, and f (y) = 0 for all other points in the orbit of y j and for all y ∈ {y 1 , y 2 , . . . , y k } {y j }. Let k ′ be the period of y j . Then ϕ(α l (f )) are mutually orthogonal projections for l = 0, 1, . . . , k ′ − 1. Thus, the orbit of y j is contained in {y 1 , y 2 , . . . , y k }. To see that the orbit of y j in fact equals {y 1 , y 2 , . . . , y k }, note that
) is a projection which commutes with v, and since ϕ is irreducible, it equals 1, so evaluation at the points of the orbit of y j coincides with evaluation at {y 1 , y 2 , . . . , y k }. Likewise, if y j is repeated m times in the sequence y 1 , y 2 , . . . , y k , then any other element of the orbit of y j is repeated m times, since ϕ(f ) is unitarily equivalent to ϕ(α l (f )) for all l. If m > 1, we can pick p = diag(1, 0, 0, . . . , 0) using this diagonalization, and then
l=0 v l pv * l is a nontrivial projection in ϕ(B) ′ , which cannot happen. Therefore, k = k ′ and {y 1 , y 2 , . . . , y k } is an orbit.
Through a unitary equivalence, we may assume that α −1 (y j ) = y j+1 for j ∈ {1, . . . , k − 1} and α −1 (y k ) = y 1 . Thus v is forced to be of the form
′ and φ was assumed to be irreducible, there exists a λ ∈ T such that v k = λ1 k . The choice of orbit and this λ define a map Ψ :
We first check that Ψ is continuous. 
which is 1 on {y 1 , y 2 , . . . , y k }. Thus, the preimage of U under the first component map of Ψ contains the open set {[π] | π(f ) = 0}, which is a neighborhood of the set of irreducible representations associated to this orbit. Therefore, Ψ is continuous.
Given
we can consider the covariant representation given by
Up to unitary equivalence, this does not depend on the choice of y in the orbit [y], so it is a preimage for ([y], λ). This shows that Ψ is surjective. Furthermore, any two preimages of ([y], λ) are unitarily equivalent. To see this, note that after conjugating by a suitable unitary, we can assume that the representation is of the standard form given by 2.1.1 and 2.1.2. However the matrix in 2.1.2 is unitarily equivalent via conjugation by a diagonal matrix to the matrix v above. This shows that Ψ is injective as well. Lastly, we note that Ψ −1 is continuous. To see that, it suffices to consider a sufficiently small neighborhood of ([y], λ), for some y ∈ Y k and λ ∈ T, which is homeomorphic to a neighborhood of (y, λ) ∈ Y k × T. The map sending (y, λ) to the pair (ϕ y , w λ ), thought of as a map from Y k × T to the set of representations of A on M k , is clearly continuous, and therefore the composition with the quotient map to Prim(B) is continuous as well.
Since Y is metrizable, by Proposition 1.6, we have dim(
(A more elementary way to see it is to observe that Y k → Y k /Z is a covering map, so Y k /Z can be written as a finite union of closed sets, each of which is homeomorphic to a closed subset of Y k . The identity then follows from [Pea75, Chapter 3, Proposition 5.7]. This uses less advanced techniques from dimension theory.) Now, by Theorem
By the main theorem of [Win04] (page 430 of that article), it follows that
As we have remarked in the introduction, it is crucial that the upper bound we get does not depend on the minimal period of α.
Actions with uniformly compact orbits
We provide here an alternative way to bound the nuclear dimension of a crossed product by a periodic action. This method has the advantage of working in the much more general setting of crossed products by locally compact Hausdorff second countable groups. Throughout the section, such a group will be denoted by G. Following the notations in Section 1, we let X be a locally compact Hausdorff space and we let α : G X be a continuous action by homeomorphisms.
Definition 3.1. A continuous action α : G X is said to have uniformly compact orbits if there exists a compact subset K ⊂ G such that for any x ∈ X, we have
It is clear that any Z-action arising from a periodic homeomorphism has uniformly compact orbits.
Lemma 3.2. Let α : G X be a continuous action with uniformly compact orbits. Then:
(1) Every orbit G · x is compact.
(2) For any x ∈ X and for any neighborhood U of the orbit G · x, there exists a
The quotient space X/G is Hausdorff and locally compact. (4) The quotient map π : X → X/G is proper.
Proof. (1) is obvious. For (2), the action extends trivially to the one point compactification, X + , and the resulting action again has uniformly compact orbits, witnessed by the same compact subset K ⊂ G. Since X + is normal, there exists an open subset W such that G · x ⊆ W ⊆ W ⊆ U . Now X + W is a compact set and thus so is K · (X + W ), which is equal to G · (X + W ) by the definition of having uniformly compact orbits. Define V = X + G · (X + W ). One readily checks that V satisfies the required properties. (3) follows from (2) by the definition of the quotient topology. As for (4), let C ⊆ X/G be a compact set. For any x ∈ π −1 (C), find a G-invariant open set V x with compact closure so that G · x ⊆ V x . The collection {π(V x )} x∈X forms an open cover of C, and therefore has a finite subcover, π(V x 1 ), π(V x 2 ), . . . , π(V xn ). Thus, π −1 (C) is a closed subset of n j=1 V x j , which is compact, and therefore π −1 (C) is compact.
Using the notation of Lemma 3.2 above, we have a homomorphism π * : C 0 (X/G) → C 0 (X) given by f → f • π. Each element in π * (C 0 (X/G)) is G-invariant, and therefore defines an element in the center of the multiplier algebra of C 0 (X) ⋊ G. This gives C 0 (X) ⋊ G the structure of a C 0 (X/G)-algebra. We suppress the notation for π * in what follows.
If Y ⊆ X is a closed subset, then we denote the restriction homomorphism from
Res Y is G-equivariant, and thus it induces a homomorphism Res
In particular, if we set Y = G · x for some given x, then the kernel of Res Y restricted to C 0 (X) is C 0 (X {G · x}). Therefore, in the C 0 (X/G)-algebra structure described above, the fiber over
The following lemma is essentially taken from [Car11, Lemma 3.1], with two minor differences. First, [Car11, Lemma 3.1] is stated for decomposition rank, whereas we need the analogous statement for nuclear dimension. However, the proof carries over essentially verbatim for nuclear dimension as well, and therefore we do not repeat it. Second, the statement there applies to C(X)-algebras where X is assumed to be compact, and we need to use it for locally compact spaces. Again, the modification is trivial: any C 0 (X)-algebra can be viewed as a C(X + )-algebra, where the fiber at infinity is 0. As the modifications needed are immediate, we do not repeat the proof.
Lemma 3.3. Let Y be a locally compact Hausdorff second countable space, and let A be a separable C 0 (Y )-algebra. We denote by A y the fiber over y. Then:
We now apply this lemma to crossed products induced from actions with uniformly compact orbits. We denote the stabilizer group of a point x ∈ X by
Theorem 3.4. Let α : G X be a continuous action with uniformly compact orbits. Then
The statement now follows immediately from Lemma 3.3 above.
Finally, we relate the dimension of X to that of its quotient by the action of G.
Proposition 3.5. Let α : G X be a continuous action with uniformly compact orbits. If G is discrete, then dim(X/G) = dim(X).
Proof. Since each orbit is finite, the quotient map from X to X/G is a finite-to-one map. The quotient map is furthermore open, since if U is an open set in X, so is G · U , and by the definition of the quotient topology, the image of G · U is open, and coincides with the image of U . The conclusion now follows directly from Proposition 1.6.
Rokhlin towers for homeomorphisms without short orbits
We return to topological actions by Z, and use the results from the appendix to construct Rokhlin-type towers, provided that there is lower bound on the lengths of the orbits which is large enough compared to the desired lengths of the towers. This is achieved through a refined version of the marker property, whose details are contained in Appendix A, by Gábor Szabó. The following lemma is a special case of Lemma A.9 for actions of Z.
Lemma 4.1. Let X be a locally compact metrizable space with covering dimension at most d. Let α : Z X be an action. Suppose there is an m ∈ Z + such that |Z · x| > (d + 1)(4m + 1) for any x ∈ X. Then given any compact subset K ⊂ X,
The assumption that each orbit has length greater than (d + 1)(4m + 1) implies that for any x ∈ X, the map M −1 → X given by n → α n (x) is one-to-one, that is, X(M −1 ) = X. Since X is a locally compact metrizable space with covering dimension d, by Lemma A.7, (X, α, Z) has the (M, d)-small boundary property. Finally, applying Lemma A.9 to G, K, F and M , we obtain an open subset Z ⊂ X with the desired properties.
Notice that because of condition (a) in the previous lemma, the open cover
topological Rokhlin towers of length (2m + 1) in the sense of [Sza15b, Section 2], possibly with some overlaps among the towers. Next, we construct a partition of unity subordinate to this open cover of K, which will play the role of C * -algebraic Rokhlin towers in the sense of [HWZ15] (see Remark 4.3 for further discussion). When we split {α i (Z)} i=1,...(d+1)(4m+1) into topological Rokhlin towers, it is advantageous to first do so with sufficiently large overlaps among the towers. These overlaps are controlled by a new parameter k in the following lemma.
Lemma 4.2. Let X be a locally compact metrizable space with covering dimension at most d. Fix k, m ∈ Z + and a compact subset K ⊂ X, and suppose α : Z X is an action such that |Z · x| > (d + 1)(4m + 1) for any x ∈ X.
(
(2) If ε > 0 satisfies m ≥ (2d + 3)k⌈
then there exist open subsets Z (0) , . . . , Z (2d+2) ⊂ X satisfying the above two conditions, as well as {µ
and for all l ∈ {0, . . . , 2d + 2}.
Proof of Lemma 4.2. To prove (1), we apply Lemma 4.1 to obtain Z, and then define, for l = 0, . . . , 2d + 2,
, and Condition (1b) is verified by calculating the set of indices, as follows:
where the second-to-last step uses the inequality
which is a direct outcome of the definition of m. In order to prove (2), we set k ′ = k⌈
, and apply (1) with k ′ and K ′ in place of k and K to obtain open sets Z (0) , . . . , Z (2d+2) ⊂ X which satisfy (1a) and (1b) for m, k ′ and K ′ (and thus automatically for k and K, too, as k ≤ k ′ and K ⊂ K ′ ). Pick a partition of unity
) for all possible indices and supp(p (∞) ) ⊂ X + K ′ . We set p 
Notice that the family {p (l) j } l=0,...,2d+2;j∈Z already satisfies (2c) and (2d). In order to produce elements {µ (l) j } l=0,...,2d+2;j∈Z which also satisfy (2e), we apply an averaging procedure to {p (l) j } j∈Z over a large Følner set, for each l ∈ {0, . . . , 2d + 2}, as follows. For any l ∈ {0, . . . , 2d + 2} and j ∈ Z, set
We check that the family {µ (l) j } l=0,...,2d+2;j∈Z ⊂ C 0 (X) +,≤1 satisfies the desired conditions:
(2c) For any j ∈ {−m, . . . , m}, we have supp µ
(2e) For all j ∈ Z, for all i ∈ Z ∩ [0, k] and for all l ∈ {0, . . . , 2d + 2},
The case of i ∈ Z ∩ [−k, 0] is similar.
Therefore {Z (l) } l=0,...,2d+2 and {µ (l) j } l=0,...,2d+2;j∈Z satisfy the conditions in (2).
Remark 4.3. We recall from [HWZ15] that the definition of Rokhlin dimension (with single towers) requires the existence of positive elements {f
j+1 , for all applicable j and l, and addition is taken modulo m (so the tower is cyclic). What we obtained here is elements µ −m . One could refer to such Rokhlin towers as decaying Rokhlin towers, and those could be used to define a variant of Rokhlin dimension. This is studied in [SWZ14] under the term amenability dimension. This kind of dimension would be comparable to the ordinary Rokhlin dimension, with a factor of 2: any decaying Rokhlin tower is cyclic, and any cyclic tower can be made into two decaying Rokhlin towers by applying decay factors, as follows. . This technique is used in the proof of [HWZ15, Theorem 4.1], and is responsible for a factor of 2 in the dimension estimates. Since in our setting we already obtain decaying Rokhlin towers, we avoid the need to repeat this trick in the proof of Theorem 5.1 below. As a result, the bound we get here has a factor of 2, as opposed to a factor of 4 in [HWZ15, Theorem 4.1].
The main result
Theorem 5.1. Let X be a locally compact metrizable space and α ∈ Homeo(X).
The metrizability condition on X can be removed. See Corollary 5.4.
Proof. We assume that X is finite dimensional, otherwise there is nothing to prove. Set dim(X) = d. We need to show that dim nuc (C 0 (X) ⋊ α Z) ≤ 2d 2 + 6d + 4. Recall that C c (X)⋊ α,alg Z = finite sum
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Therefore, it is enough to verify that, given a finite subset F ⊂ (C c (X) ⋊ α,alg Z) ≤1 and ε > 0, the condition of Lemma 1.2 holds for F and (3d + 7)ε. Since F is finite, there is k ∈ N such that
Fix ε ′ > 0 with the property that whenever s, t ∈ [0, 1] satisfy |s − t| < ε ′ , we have
. Define:
For any n ∈ N, the set {x ∈ X | α n (x) = x} is a closed α-invariant subset of X. Therefore so is X ≤N , being a finite union of closed invariant subsets. The action of α on Y is periodic (with period N !, for instance). Therefore, by Proposition 2.1, we have dr
, we may find a piecewise contractive (d + 2)-decomposable approximation for (π(F ), ε):
By Lemma 1.1, we may lift ϕ Y to a piecewise contractive (d + 2)-decomposable completely positive map 
≤ ε a for all a ∈ A Y and for all l ∈ {0, . . . , d + 1}.
By Lemma 1.4, there is a quasicentral approximate unit for
. Thus, we may choose an element e ∈ C c (X Y ) +,≤1 which satisfies: 
Therefore, we can find maps ϕ (l) Y as described in the previous paragraph, and sum them up to obtain a piecewise contractive (d + 2)-decomposable completely positive map Indeed, observe that for any b ∈ F ,
This proves the claim. The next step is to find an approximation for e Consider the regular representation of C 0 (X) ⋊ α Z on the Hilbert module E = ℓ 2 (Z, C 0 (X)). That is, we embed C 0 (X) in B(E) by (f · ξ)(n) = (f • α n )ξ(n), where f ∈ C 0 (X) and ξ ∈ E, and we identify the canonical unitary u with the bilateral shift operator in B(E).
Let Q be the projection onto the subspace ℓ 2 ({−m, . . . , m}, C 0 (X)) ⊆ E. So, b → QbQ is a completely positive map from C 0 (X)⋊ α Z to C 0 (X)⊗B ℓ 2 ({−m, . . . , m}) . Let {E ij } i,j∈{−m,...,m} ∈ B ℓ 2 ({−m, . . . , m})
be the canonical linear basis consisting of matrices with 1 at the (i, j)-th entry and 0 elsewhere. For any l ∈ {0, . . . , 2d + 2}, we define
By construction, we have supp(µ
Thus, we may define
.
X Y is an ideal in C 0 (X) ⊗ B ℓ 2 ({−m, . . . , m}) . We can thus define completely positive contractions
Next, we define a linear map
by setting, for all f ∈ C 0 (Z (l) ) and for all i, j ∈ {−m, . . . , m},
We claim that ϕ (l)
X Y is a * -homomorphism. Indeed, for any f, f ′ ∈ C 0 (Z (l) ) and i, j, i ′ , j ′ ∈ {−m, . . . , m}, we have
and, using the fact that if
we check that
This proves the claim.
commutes on e We will prove this claim after we complete the main body of the proof.
To finish the proof, set ψ :
, and consider the diagram
Observe that:
(1) ψ is completely positive and contractive.
(2) ϕ Y is a sum of (d + 2)-many order zero contractions, and ϕ X Y is a sum of (2d + 3)-many * -homomorphisms (which, in particular, are order zero contractions). (3) For all b ∈ F , we compute, using the bounds given by Claims 5.2 and 5.3 and using the properties of e:
and thus
Therefore the result follows from Lemma 1.2.
Proof of Claim 5.3. First we observe that for any l ∈ {0, . . . , 2d + 2}, for any f ∈ C 0 (X) and for any i ∈ Z,
Using the fact that µ (l) j = 0 whenever |j| > m, we may enlarge the domain of summation to Z, with the understanding that the summand is 0 whenever µ
and for all l ∈ {0, . . . , 2d + 2}, and ε ′ was chosen so that if s, t
and for all l ∈ {0, . . . , 2d + 2}. Consequently,
Note that for any j ∈ {−k, . . . , k}, we have f j = E(bu −j ), where E : C 0 (X) ⋊ Z → C 0 (X) is the standard conditional expectation, whence f j ≤ b ≤ 1. Since supp(e) ⊂ K by our construction, we have
The following corollary addresses the case in which the space is not separable. The reason for the difference in the statement is to avoid the issue of defining dim(X) when X is not metrizable. The appropriate definition in our case is dim nuc (C 0 (X)).
Corollary 5.4. Let X be a locally compact Hausdorff space and α ∈ Homeo(X). Then
Proof. We reduce the situation to the metrizable case as follows. By Lemma 1.3,
. Therefore if we let I be the net of all Z-invariant separable C * -subalgebras of C 0 (X) with nuclear dimension no more than dim nuc (C 0 (X)), ordered by inclusion, then since the spectrum of a commutative separable C * -algebra is metrizable, we have
and hence the statement follows immediately from Theorem 5.1. In this note, we establish a technical result of topological nature, Lemma A.9, that is needed to prove Theorem 5.1. (The lemma is stated for actions of arbitrary groups, however only the special case of Z-actions is needed for Theorem 5.1.) To be more specific, we need to generalize the topological results from [Sza15b, Section 3] that have led to the marker property [Sza15b, 4.3, 4 .4] for free actions on finitedimensional spaces. For aperiodic homeomorphisms, this has been proved previously by Gutman in [Gut15b] , building on a technical result by Lindenstrauss from [Lin95] .
The way that we generalize the topological results from [Sza15b] is twofold. First, we do not restrict our attention to topological dynamical systems on compact spaces, but consider the locally compact case. Although it was remarked in [Sza15b, 5.4] how one could modify the proofs to cover the locally compact case, this was never carried out explicitly or in detail. Secondly, we do not focus only on free actions, or actions having other weaker global freeness properties such as [Sza15b, 3.4] . Instead, we consider sufficiently good local freeness properties of group actions (with respect to certain finite subsets of the acting group), and deduce a weaker, localized markertype property, see Lemma A.9. Otherwise, the approach is almost identical with that in [Sza15b] . The reader is warned that what we refer to as a 'localized markertype property' in this note is not related to Gutman's notion of the local marker property as considered in [Gut15a] .
This general perspective, which takes into account local information about a group action rather than global, is crucial for the proof of Theorem 5.1.
The results of this note were obtained during the author's doctoral studies and are part of his dissertation [Sza15a] . . Let X be a locally compact metric space, G a discrete group and α : G X an action. Let M ⊂ G be a subset and k ∈ N be some natural number. We say that a set E ⊂ X is (M, k)-disjoint, if for all distinct elements γ(0), . . . , γ(k) ∈ M we have
Lemma A.2 (cf. [Sza15b, 3.7] ). Let X be a locally compact metric space with a group action α : G X. Let F ⊂ ⊂G be a finite subset and n ∈ N a natural number.
Proof. Note that for all S ⊂ F with n = |S|, we have
Westfälische Wilhelms-Universität, Fachbereich Mathematik, Einsteinstrasse 62, 48149 Münster, Germany E-mail address: gabor.szabo@uni-muenster.de By compactness, there must exist some ε(S) > 0 such that B ε(S) (E) is compact and γ∈S α γ (B ε(S) (E)) = ∅.
If we set ε = min {ε(S) | S ⊂ F, n = |S|}, then V = B ε (E) is a relatively compact, open neighbourhood of E whose closure is (F, n)-disjoint. 
In order to make general statements for actions on finite-dimensional spaces, we naturally need to apply dimension theory for topological spaces. More specifically, we shall now record some well-known facts about properties of covering dimension, which we will refer to throughout this section. These statements come up in [Lin95, Section 3] and [Sza15b, Section 3], but a detailed treatment can be found in [Eng78] , see in particular [Eng78, 4.1.5, 4.1.7, 4.1.9, 4.1.14, 4.1.16]. All spaces in question are assumed to be separable metric spaces.
( 
Lemma A.4 (cf. [Sza15b, 3.3] ). Let X be a locally compact metric space. Let K ⊂ X be compact and V ⊂ X an open neighbourhood of K. Let E ⊂ X be a zero dimensional subset. Then there exists a relatively compact, open set U with
Proof. Clearly ∂K is compact. For x ∈ ∂K, apply (D3) and find relatively compact, open neighbourhoods
The following is an ad-hoc notational convention for this Appendix that makes it easier to keep track of local freeness properties of group actions.
Definition A.5. Let X be a locally compact metric space, G a group and α : G X an action. Let M ⊂ ⊂G be a finite subset. We define Proof. First observe the following. If E ⊂ X is any subset such that B = {α γ (∂E)} γ∈M is in general position, then the set E is automatically (M, d)-disjoint. This is because by definition, the intersection of d + 1 distinct sets in B has dimension at most −1, and is thus empty. So it suffices to show the first part of the above statement.
We prove this by induction in the variable k = |M |. The assertion trivially holds for k = 1. Now assume that the assertion holds for some natural number k. We show that it also holds for k + 1.
Let M = {γ(0), . . . , γ(k)} be a set of cardinality k + 1 in G. Then obviously 
Since A 0 ⊂ V ⊂ X(M ), we can find for every point x ∈ ∂A 0 a number η(x) > 0 such that B η(x) (x) ⊂ V and such that the sets α γ(j) (B η(x) (x)) are pairwise disjoint for j = 0, . . . , k. Denote B x = B η(x) (x) and B x = B η(x)/2 (x). Note that since A 0 was relatively compact, its boundary ∂A 0 is compact. So find some finite subcover ∂A 0 ⊂ N i=1 B i . We will now construct relatively compact, open sets A i for i = 0, . . . , N (A 0 is already defined) with the following properties:
is in general position.
Once we have done this construction, combining (1) with (3) implies that the set U = A N has the desired property. It remains to show how to construct the sets A i .
So suppose that the set A i has already been defined for i < N . According to (D4), for all nonempty subsets S ⊂ A i , there exists a zero dimensional F σ -set
By (D5), E is a zero dimensional F σ -set. Use Lemma A.4 to find a relatively compact, open set W such that
Now set A i+1 := A i ∪ W . This clearly satisfies the properties (1) and (2). To show (3), let ∅ = S = {S 1 , . . . , S m } ⊂ A i+1 correspond to some subset {j 1 , j 2 , . . . , j m } ⊂ {0, . . . , k}. Note that since ∂A i+1 ⊂ ∂A i ∪ ∂W , we have either
Since W ⊂ B i+1 , our choice of B i+1 implies that the sets S 1 l are pairwise disjoint. So it suffices to consider the case a = (0, . . . , 0) and, since we can change the order without loss of generality, the case a = (1, 0, . . . , 0). For a = (0, . . . , 0), note that S 0 1 , . . . , S 0 m is a subset of A i , so we already have
For a = (1, 0, . . . , 0), defineŜ = S 0 2 , . . . , S 0 m . This is a subset of A i , hence we know that it is in general position. Moreover, considering our choice of the set EŜ, recall that
By the choice of W we know that ∂W ∩ E = ∅, see A.7.3. Since α γ(j 1 ) −1 (EŜ) ⊂ E (see A.7.1), this implies EŜ ∩ α γ(j 1 ) (∂W ) = ∅. In particular, it follows that
Therefore we have established
If we combine these inequalities with (D2), it follows that we have dim( S) ≤ max(−1, n − m) as well. So A i+1 is in general position and we are done.
Having established localized small boundary conditions out of local freeness properties of a group action, we can now also prove localized marker-type properties:
Lemma A.8 (cf. [Gut15b, 6 .2] and [Sza15b, 4.3]). Let G be a group and d ∈ N a natural number. Let F ⊂ ⊂G be a finite subset and let g 1 , . . . , g d ∈ G be group elements with the property that the sets Assume that this is not true. Let x n ∈ R be elements with δ n > 0 such that δ n → 0 and | g ∈ M | α g (U ) ∩ B δn (x n ) = ∅ | ≥ d + 1 for all n.
By compactness, we can assume that x n converges to some x ∈ R by passing to a subsequence. Moreover, since M has only finitely many subsets, we can also assume (again by passing to a subsequence if necessary) that there are distinct γ(0), . . . , γ(d) ∈ M such that α γ(l) (U ) ∩ B δn (x n ) = ∅ for all n and all l = 0, . . . , d. But then δ n → 0 implies Note that the right-hand side is relatively compact and (M −1 , 1)-disjoint by our choice of ρ. Since the sets g l F −1 F | l = 0, . . . , d are pairwise disjoint, observe that A.8.1 enables us to define a map c : {1, . . . , s} → {0, . . . , d} such that (A.8.2) α g (U ) ∩ B δ (z i ) = ∅ for all g ∈ g c(i) F −1 F.
Finally, set
Obviously, W is a relatively compact, open set with U ⊂ W . Moreover, we have
At last we have to show that W is (F, 1)-disjoint. Suppose that α a (W ) ∩ α b (W ) = ∅ for some a = b in F . That is, there exist x, y ∈ W such that α a (x) = α b (y). Let us go through all the possible cases:
• x, y ∈ U is obviously impossible.
• x ∈ α g 
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Let X be a locally compact metric space with an action α : G X such that (X, α, G) has the (M, d)-small boundary property. Moreover, assume that X(M −1 ) = X. Then given any compact subset K ⊂ X, there exists a relatively compact, open set Z ⊂ X with K ⊂ g∈M α g (Z) and α g (Z) ∩ α h (Z) = for all g = h in F .
Proof. First we observe that shifting M by a left translation does not affect the (M, d)-small boundary property or the property that X(M −1 ) = X. Thus since K was chosen arbitrarily, we may apply a left translation to M and assume without loss of generality that g 0 = 1 G .
For all x ∈ K, use X(M −1 ) = X to choose a relatively compact, open neighbourhood U x such that U x is (M −1 , 1)-disjoint. By the (M, d)-small boundary property, we can also assume that ∂U x is (M, d)-disjoint. Note that since 1 G ∈ F −1 F ⊂ M , it follows that every (M −1 , 1)-disjoint set is also (F, 1)-disjoint.
Choose a finite subcovering K ⊂ s i=0 U i . Apply Lemma A.8 (with respect to U = U 0 , V = U 1 ) to find a relatively compact, open set W 1 such that U 0 ⊂ W 1 , U 1 ⊂ g∈M α g (W ) and such that W 1 is (F, 1)-disjoint. Clearly we have U 0 ∪ U 1 ⊂ g∈M α g (W 1 ). Now carry on inductively. If W k is already defined, apply Lemma A.8 (with respect to U = W k , V = U k+1 ) to find a relatively compact, open set W k+1 such that W k ⊂ W k+1 and U k+1 ⊂ g∈M α g (W k+1 ) and such that W k+1 is (F, 1)-disjoint. Note also that if W k had the property that
). So set Z = W s . The set Z is compact and (F, 1)-disjoint by construction and moreover satisfies K ⊂ U 0 ∪ · · · ∪ U s ⊂ g∈M α g (Z).
