Abstract-Feature modeling has been widely used in domain engineering for the development and configuration of software products. A feature model represents the set of possible configurations to apply in a given context. Recently, this formalism was applied to the runtime (re-)configuration of systems with high variability and context changes, in which the selection of the best candidate configuration is seen as an optimization problem based on quality criteria. To this end, we propose an approach for the specification, measurement and optimization of runtime quality attributes based on feature models, and furthermore, we describe its integration into a component-based architecture for supporting dynamically adaptive systems. Feature models are annotated with quality-attribute properties and metrics, and then an efficient and flexible algorithm is used to deal with the optimization problem. We report on some examples of adaptation and quality-attribute scenarios in the context of a video surveillance domain, in order to illustrate the pros and cons of our approach.
I. INTRODUCTION
Feature models [1] are a simple but powerful formalism for representing commonalities, varying aspects, and configuration rules of software products, which have been mostly used in the field of Software Product Lines (SPLs). In recent works, feature models have been applied for specifying and executing dynamically adaptive systems. These systems can be conceptualized as a dynamic software product line (DSPL) [2] in which variability and configuration rules are bound and checked at runtime. As in traditional SPLs, feature models are a convenient formalism for representing a DSPL and enable automated reasoning about properties of its adaptive products.
In [3] , feature models were proposed for the representation and dynamic adaptation of component-based systems, such as a video surveillance (VS) processing chain. The domain of computer vision and video surveillance offers a challenging ground because of the high variability in both the surveillance tasks and the video analysis algorithms. From a functional perspective, the various VS tasks (e.g., counting, intrusion detection, tracking, scenario recognition) have different requirements, namely: observation conditions, objects of interest, and device configuration, among others; which might vary from one application to another. On the implementation side, selecting the (software) components themselves, assembling them, and tuning their parameters to comply with context might lead to different configuration variants. Moreover, the context is not fixed but rather it evolves dynamically and requires runtime adaptation of the component assembly.
In a given execution context many configurations are valid but only one of them should be selected for system adaptation. The selection process must consider configuration rules, resource restrictions and stakeholders' preferences, especially with regard to non-functional properties or quality attributes of the system. Thus, the selection of the "best" system configuration implies to find the candidate that optimizes a given set of quality attributes quantified by means of quality metrics. This generally involves trade-offs between several aspects, such as: maximizing accuracy, achieving the best performance, or choosing the simplest setup or substitution for the current configuration, among others.
In previous work [4] , we presented a heuristic search algorithm called CSA (Configuration Selection Algorithm) for solving the optimization problem resulting from the runtime configuration of a system based on feature models. This algorithm offers variability points for leveraging between execution efficiency and optimality, and allows defining different objective functions for comparing configurations and optimizing multiple attributes simultaneously, while adhering to resource restrictions and feature model constraints. However, algorithms such as CSA necessarily require an infrastructure with capabilities for monitoring context changes and activating (at runtime) components that implement specific features.
In this article, we present the overall approach and component-based architecture in which the CSA is embedded. Our approach provides a runtime framework for the specification, measurement and optimization of quality-attribute properties expressed on top of feature models. We show how quality attributes can be specified by means of feature attributes and evaluated with quality metrics in the context of feature models. Furthermore, we discuss the selection process carried out by our optimization algorithm, highlighting several trade-off situations between quality attributes.
The rest of this paper is organized as follows. Section II gives background information about feature models, and their role in the representation and dynamic adaptation of component-based systems. Section III describes our modelbased approach for managing quality attributes on feature models, including details of the available metrics and the variants of the optimization algorithm. Section IV provides a representative example of runtime adaptation and qualityattribute scenarios using a video surveillance processing chain as case-study. Section V discusses related work. Finally, Section VI presents the conclusions and outlines future research.
II. FEATURE MODELS FOR RUNTIME ADAPTATION
According to [1] , a feature model is a compact representation of all possible products or configurations, for instance, of an SPL. These models are visually represented as features and relationships among them. Features correspond to selectable concepts of the system at any abstraction level: functional and non-functional (or quality-attribute) requirements, environment and context restrictions, runtime components, implementation modules, etc. A feature model is arranged in a hierarchy that forms a tree where features are connected by:
• Tree constraints: relationships between a parent feature and its child features (or sub-features). Tree constraints include mandatory, optional, xor (alternative) and or relationships between parents and sub-features.
• Cross-tree constraints: typically inclusion or exclusion statements of the form "if feature F is selected, then features A and B must also be selected (or deselected)". The root feature of the tree represents the concept being described, generally the system itself, and the remaining nodes denote branches and sub-features that disaggregate the main concept into several elements and concerns. Several extensions to this basic notation have been proposed [5] , including propositional formulas for cross-tree constraints [6] , and extended or attributed feature model [7] . We use these two extensions for modeling system element dependencies and specifying quality-attribute properties in our work. Generic propositional formulas allow us to define constraints and dependencies among features, such as "features A and B imply not C". The second extension refers to a type of feature model in which additional information is added as feature attributes. An attribute consists of a name, a domain, and a value. Attributes are often used to specify extra information, such as cost, response time, or memory required to support the feature, among others. Figure 1 depicts a simplified version of the feature model for a video surveillance processing chain, as described in [3] . This model was designed with a focus on the separation of requirements and implementation concerns, therefore the root is decomposed into two branches or submodels: V Sspecif ication and V Scomponent. The first submodel represents "what to do" and includes: environmental and hardware conditions (Context feature), functionality (Application, ObjectOf Interest features) and quality parameters (QoS feature) desired by users. The second submodel represents the system components and their parameters, that is "how (the software) should do it".
A. Example: Video Surveillance System Model
Cross-tree constraints are used to formalize extra-feature dependencies in the form of propositional formulas. In the V Scomponent sub-model, these constraints define configuration rules for the correct assembly of software components. For instance, the dependency "component A requires the interface provided by component B" can be modeled by the constraint "A implies B". Furthermore, cross-tree constraints between both sub-models permit to define event-conditionaction (ECA) rules. Basically, system events are translated to the (de)selection of features on the specification side, conditions are defined by a constraint logic, and actions are carried out by means of constraint propagation, which triggers the selection/deselection of features on the component side.
A system configuration C of a video-surveillance processing chain can be defined as a set of running components, each one customizable with a set of parameters, and these components can be removed, added, replaced, and tuned dynamically. In our approach, a component is a unit of independent deployment that requires or provides services to other system components through specific interfaces. A given component can be replaced by another one, either at design time or runtime, as long as the new component meets the requirements of the original component (expressed via its interfaces). Figure 2a shows a configuration instance of the video surveillance processing chain. The purpose of this system is to analyze image sequences to detect interesting situations or events. Its global architecture is a five-stage pipeline of software components. The pipeline starts with image acquisition, then segmentation of the acquired images to group image regions into blobs, classification of possible objects, tracking of these objects from one frame to the other, and lastly scenario recognition for intrusion detection (or other real-time events). The output results might be stored for future processing, or mighty raise alerts to human observers. In the domain of computer vision and video surveillance systems, the pipeline can involve additional steps (e.g., clustering, shadow removal, and data fusion -in case of multiple cameras), which require the deployment of different software components. These components can have variants (e.g. algorithms, strategies, input data, etc), each one corresponding to a different parameter.
B. Mapping Model Representation to Runtime System
The mapping between the runtime system, i.e. the set of running components, and its model representation is achieved by means of feature model configurations. Formally, a system configuration C is represented by a feature model full configuration defined as a 2-tuple S, D where S and D are sets of selected and deselected features respectively, such that S ∩ D = ∅, S ∪ D = F (set of all features) and all constraints are satisfied. Figure 2b shows the full configuration that represents the system configuration in Figure 2a . Note that each running component is associated to a selected feature.
Context changes or user interactions are events that can trigger dynamic reconfigurations of the model (selecting and deselecting features). For instance, lighting changes can have an impact on the parametrization (i.e. configuration) of the These events seldom result in a full system configuration but in a partial configuration of the feature model instead. A partial configuration is a partial assignment of feature values that represents the set of valid full configurations compatible with an execution context. It is defined as a 3-tuple S, D, U where U is the set of unselected (i.e., unassigned) features, such that S, D, and U are pairwise disjoint and S ∪ D ∪ U = F . A key challenge is to derive an "optimal" full configuration from a given partial configuration. This process consists in selecting or deselecting unselected features until U becomes empty considering the satisfaction of feature model constraints, resource restrictions, and the optimization of multiple objectives based on quality-attribute properties specified by feature attributes. The optimal decision is usually made in the presence of trade-offs between two or more conflicting objectives. For example, selecting a new configuration that maximizes performance and minimizes the required time for reconfiguring the system. This combinatorial optimization problem and the corresponding Configuration Selection Algorithm (CSA) are described in Section III-C.
Features are classified into concrete and abstract ones depending on whether they represent software elements of the system, i.e. deployable components and their configuration parameters, or not respectively. Concrete features have a one-to-one mapping to software elements. This mapping is necessary for identifying components and parameters to be tuned when reconfiguration is required. Examples of concrete features are ImageAcquisition, Resolution.High, etc. By contrast, the remainding features are called abstract and they usually correspond to high-level features used for organizing the whole diagram (e.g. V Ssystem), grouping sets of component and parameter variants (e.g. T racking, Resolution), and representing specification and context aspects (features in V Sspecif ication sub-model).
C. Software Architecture
In previous sections, we introduced feature models for describing full and partial configurations of systems, and how these configurations can be adapted to different execution contexts. In this section, we describe the component-based architecture that enables such a dynamic adaptation. This architecture was designed to accomplish the following goals: (i) support the specification, measurement, and optimization of quality-attribute properties on feature models; (ii) articulate the running system with a runtime (feature-based) model of that system; and (iii) provide hooks for configuration selection algorithms (such as CSA [4] ).
This architecture can be tailored to different classes of component-based systems. We assume a design process in which system developers must: (i) define the feature model that represents the system assembly, then (ii) link software components, parameters and events to features, and finally,(iii) specify attribute values and metrics for the optimization step. Before executing the system, a verification step should be performed over the model to guarantee the reachability property, i.e., that for all valid execution contexts (partial configurations), there exists at least one valid software configuration (full configuration), as detailed in [3] .
The architecture defines three main collaborating components, as shown in Figure 3 :
• Runtime Component Manager (CM): this framework deals with the low-level aspects of software components and configuration changes. It captures basic events about context changes (e.g., lighting changes) and user interactions (e.g. preference for high resolution), and then forwards those events to the Configuration Adapter, which returns a set of component operations for adapting the current configuration to the new execution context. The CM is responsible for applying these operations, that is to tune, add, remove, or replace software components, hence changing the system configuration.
• Configuration Adapter (CA): it is a mediator module between the CM and the Model Manager. It receives events from the CM and interprets them as feature actions (selection and deselection of features) for the Model Manager. In return, it obtains a new feature model full configuration that is compatible with the new execution context. Since the CA manages the mapping between features and software elements, it is responsible for instructing the CM to reconfigure the system. • Model Manager (MM): it holds a feature model representation of the running system. Besides features and their constraints, this model includes the full configuration that represents the current system configuration and feature attributes used for defining resource restrictions and the objective function to be optimized. A key part of the MM is the Configuration Selection Algorithm (CSA), which is in charge of selecting a new full configuration from a given partial configuration. This algorithm enforces configuration validity and resource restrictions, and makes use of the objective function to guide the selection (e.g., minimizing the number of component changes in the processing chain, maximizing the detection accuracy, or any linear combination of them).
A typical execution scenario for an event-driven reconfiguration is shown in Figure 4 . The main loop corresponds to the video surveillance processing chain. Its execution environment is provided and controlled by the CM. When an event occurs, the CM handles it by sending an asynchronous message to the CA. Note that the system continues its normal operation, while the next configuration is computed in background by the MM. Based on predefined event rules, the CA informs the MM about a subset of selected/deselected features for the new execution context. For example, a light dimming event implies the selection of feature Context.Lighting.Low. The MM creates a partial configuration based on those features, and also adjusts feature attributes for the selection step. As we will explain later, some feature attributes have predefined values while others change depending on the current system configuration. Next, the selection step is performed by the CSA that takes as inputs the partial configuration as well as extra information about feature constraints, attributes, resource restrictions, and the objective function to be minimize. When a new full configuration is computed, the CA compares the new and current configurations in order to identify re-configuration operations (e.g., addition, removal, replacement, and parameter tuning of software components). Finally these operations are executed by the CM, and the CA returns to an idle state. 
III. QUALITY ATTRIBUTES ON FEATURE MODELS
A quality attribute is a key aspect (or property) of the system that is used by its stakeholders to judge its operation, rather than specific functional behaviors [8] . Quality-attribute properties of a system are typically quantified by quality metrics, particularly those with runtime characteristics. Systems often fail to meet stakeholders needs regarding these attributes when they focus on some aspects without considering the impact on others. For instance, when system adaptation is required, it might not be possible to select a configuration that minimizes the reconfiguration time while at the same time maximizes the overall quality of service (QoS) since for this we probably need to setup and tune additional components that impact negatively on the reconfiguration time. Furthermore, the overall QoS is defined based on a combination of conflicting runtime properties (e.g., response time, accuracy, availability, security). For example, replicating communication and computation to achieve availability, or including a shadow removal component to achieve high accuracy for event recognition, might conflict with performance requirements (e.g., low response time) or resource restrictions (e.g., maximum memory consumption). Stakeholders generally find it difficult to quantify their preferences in such conflict situations.
The goal of our model-based approach for managing quality attributes is to quantitatively evaluate and trade-off multiple quality attributes to arrive at a better overall system configuration. We do not look for a single metric but rather for a quantification of individual attributes and for trade-offs among those metrics. The problem is formalized as the optimization of an objective function that aggregates the metrics and quantifies stakeholders' preferences for individual attributes.
In our approach, the management of runtime quality attributes involves three steps, namely: (i) specification, (ii) measurement, and (iii) optimization. Specification deals with the representation and assignment of quality-attribute properties of individual system elements to features. Measurement implies the design of metrics for feature models to assess these quality attributes at the system level. At last, optimization deals with the maximization (and/or minimization) of conflicting attributes, which are assigned to different weights in order to consider stakeholders' preferences, while still meeting configuration rules and resource restrictions.
A. Specification
Quality-attribute properties must be specified at design time for system architects. A wide range of properties exists to evaluate the runtime operations of a system. Some attributes are common to most adaptive systems, like reconfiguration time, response time, memory consumption, availability, among others. Besides, video-surveillance systems exhibit specific attributes, namely: accuracy and sensitivity of detection or tracking algorithms, relevance of object classification, frame rate, among others. These properties can be categorized into the following classes, depending on how they are specified on the feature models: 1) Direct assigned attributes: this class contains attributes that are representable as features, because they can be directly selected by stakeholders during the product configuration phase at development time. At runtime, the selection and deselection of these features can be triggered by events coming from context changes. In our model of Figure 1 , these features correspond to the Quality of Service (QoS) branch. 2) Quantitative attributes: this category contains feature attributes that can be measured on a metric scale, such as: response time, reconfiguration time, accuracy, among others. These attributes define properties of individual features, but one can infer a measure for the overall configuration using some metric function able to aggregate the values of individual elements. For example, the system memory consumption can be calculated as a sum of the required memory for each running component. 3) Qualitative attributes: this category includes attributes of features that can only be described qualitatively using an ordinal scale, i.e. a set of qualifier tags like low, medium, and high for usability, security, or camera resolution, among others. In this case, there is no metric for deriving quantifiable measures of the overall configuration. However, a mapping function from qualifier tags onto real values can be used in order to handle these attributes as quantitative properties.
B. Measurement
For each attribute, the overall value of a configuration is calculated by an aggregate function that considers the value of the selected features (for some particular attributes, deselected features are also considered). An aggregate function is a function that performs a computation on a set of values to return a single value. Different aggregate functions are suggested as quality metrics, according to the nature of the attribute [9] . We have considered 4 functions, described in Table I . Although these functions limit the set of metrics supported by the approach, they are appropriate for a wide range of scenarios and have mathematical properties suitable for optimizing using feature models.
To compute the aggregate functions for each attribute a, all features of the feature model are enriched with two slots, a S and a D . These slots represent the contribution of the feature to the aggregated value when its state is selected or deselected. These slots are initialized by default to the neutral element (e) of their specific function: 0 for addition,1 for product,∞ for minimum, and−∞ for maximum. Neutral elements do not affect aggregate values, so they are used as "null" values for feature slots where attributes do not apply. Concrete features might have predetermined values for some attributes that correspond to inherent properties of software elements (components and parameters), such as required memory, start up time, failure probability, accuracy, etc. Although our approach permits to change them dynamically, these property values are generally considered constant across the system execution. These values are usually predetermined by system experts, for instance, by measuring the performance of each component in isolation.
Note that a feature f contributes differently to the aggregate value when it is selected (a S (f )) or deselected (a D (f )). For most quality-attribute properties (e.g. memory consumption or response time), deselected features do not contribute at all (a D (f ) = e), but for other attributes some of them do. For instance, for minimizing the reconfiguration time, if a feature representing a software component is selected for the next execution context, the corresponding component start up time is taken into account, whereas when the feature is deselected its shut down time is considered instead.
The ranking of a given configuration is a combination of its aggregated values. Along this line, we define an optimal system configuration C as the one that minimizes the following weighted function:
where A is the set of quality attribute properties of interest, w a is the weight of each quality attribute a, M a is the aggregate function associated with attribute a, which might have different forms according to the nature of the attributes (see Table I ), and µ a and σ a are the average value and the standard deviation of M a for all valid configurations. The expression (M a (C) − µ a )/σ a is required to normalize M a , since each attribute has different measuring units (e.g., milliseconds for response time, megabytes for memory consumption, etc) and orders of magnitude. The computation of µ a and σ a is done automatically at design time, while w a must be set manually considering a∈A |w a | = 1.
The linear combination of these metrics in a single objective function, such as Equation 1, allows us to deal simultaneously with several attributes. That is, we transform a multi-objective optimization problem into a mono-objective problem by means of a linear scalarization technique known as weighted sum method [10] . The parameters of the scalarization are the weights of each term, and they provide a simple way for specifying stakeholder preferences for attributes. By convention, the optimization problem is stated in terms of minimization, but each individual term can be maximized or minimized if the associated weight is negative or positive respectively. Figure 5 shows an example of how component property values are mapped to feature attribute slots. Three attributes are depicted: reconfiguration time (rtime), memory consumption (mem), and accuracy (acc). We compute system reconfiguration time with an additive metric since the Component Manager applies configuration operations sequentially. Thus, the total time is the sum of the start up time and shutdown time of added and removed components respectively. Mapping example from component properties to feature slots rtime S , rtime D , mem S , mem D , acc S , and acc D Besides reconfiguration time, another interesting performance measure is response time. It is defined as the time required for the system to process a request or task. It can be measured with an additive or maximum function depending on the execution context of components: if several tasks are executed in the same thread, the overall required time is the addition of the required times per task; otherwise if each task 
security, usability (using a metric scale for qualifier tags)
is executed in parallel, this time is the maximum among the required times per task. In our video surveillance pipeline example, an equivalent performance measure is the frame period, i.e. the time required to process an image frame. It is computed by a maximum function since each step in the pipeline performs in parallel.
Regarding availability, we define it as the time ratio when the system is in a functioning condition or, mathematically, as the probability to operate satisfactorily (expressed as 1 minus the failure probability). Then, the system availability can be measured with a product function because each component may have an operational probability, and the overall value is the product of these probabilities. In the same way, due to the pipeline architecture of the video surveillance system, the accuracy of a required task (e.g., intrusion detection) can be computed as the product of the accuracy of the involved components in each step. Therefore, if one fails during scenario recognition, due to noise during image acquisition, or wrong segmentation, among others, the rest of the chain also fails.
Some properties may be applicable for some components but not for others. For instance, tracking or detection algorithms can be measured in terms of sensitivity, but it is not the case for image acquisition. The same happens with security, usability, and other quality attributes. For example, let us assume that our video surveillance system is running on an online environment, connected to the Internet, to be accessed remotely. We can measure the overall security of the system as the minimum value of the involved components (firewall, authentication module, etc) because the overall system vulnerability depends on the most vulnerable element. The security degree can be specified as a qualitative attribute, using qualifier tags like low, medium, and high security, and then mapped to numeric values. If an attribute does not apply to a component or a parameter we set its a S value to the neutral element as we do for abstract features.
With the above examples we showed a variety of runtime properties and metrics for measuring them. The linear weighed function is fundamental for grouping these measures with different weights to evaluate the overall quality of system configuration candidates.
C. Optimization
The optimization problem takes a partial configuration of an attributed feature model and a so-called objective function as inputs and returns the full configuration fulfilling the criteria established by the function. Selecting the configuration that minimize (or maximize) the given function is an intractable combinatorial optimization problem since the set of valid configurations increases exponentially with respect to the number of optional features.
In real-time systems that have to adapt themselves in bounded periods of time, any configuration selection algorithm must meet correctness, completeness, and efficiency requirements, preferably with a high degree of optimality. Algorithm correctness is fundamental since it is impracticable to deploy an invalid configuration, i.e. a configuration that does not fulfill feature constraints and resource restrictions. Completeness and time efficiency are required under time constraints. Finally, although an optimal solution is not mandatory, it is desirable to compute good-enough solutions. The proposed Configuration Selection Algorithm (CSA) [4] meets these requirements.
CSA is based on a Best-First Search schema [11] that performs a systematic search over an abstract structure called state-space graph. In our case, this structure is a binary tree where nodes are valid states of the problem (partial and full configurations) and edges represent selection/deselection of features. From a given initial partial configuration that represents the root of the tree-like state-space graph, the algorithm generates new nodes by selecting and deselecting features. It uses an heuristic function to estimate the objective function value of these nodes in order to drive the search towards the optimal solution, and a container (OP EN set) for storing and ordering the visited nodes. The algorithm succeeds when it reaches a full configuration (goal node).
The algorithm is enriched with constraint propagation techniques (over feature constraints) that reduce the search space considerably and discard invalid configurations. In addition, the algorithm was extended to validate resource restrictions (global constraints). Resource restrictions are represented as inequality constraints using an aggregate function from Table I. For example, a memory consumption restriction has the form M + a (C) ≤ α, where α is the memory limit. If one of these restrictions is violated, the configuration is considered invalid and discarded. Inequality constraints with aggregate functions can be used to enforce other resource restrictions, like CPU load, bandwidth use, or maximum number of running components (if the Component Manager has this limitation).
The OP EN set of visited nodes defines different search strategies depending on its implementation structure (e.g., a stack, queue, priority queue). Some well-known search strategies includes Depth-First Search (DFS), Breadth-First Search (BFS), Best-First Search Star (BF*), and Greedy Best-First Search (GBFS). The last two are informed search strategies that require the heuristic function to guide the search to the optimal (or sub-optimal) solution. BF* is implemented by means of a priority stack where nodes are ordered according to their heuristic value, while GBFS is implemented with a stack where each pair of successors are added in the order given by the heuristic function, performing a backtracking search.
For efficiency, the GBFS strategy appears as the ideal option for real-time systems that have to adapt in bound time. This strategy ensures polynomial time complexity, with regard to the number of unselected features in the partial configuration, for feature models without cross-tree constraints, and guarantees over 90% optimality. Regarding optimality, BF* strategy is ideal for assisting design decisions, such as product configuration and generation of SPLs from feature models since it guarantees the optimal solution using admissible heuristics [11] , although it takes exponential time to compute.
Details of the search strategies and heuristics are provided in [4] , along with some properties and experimental results using randomly generated scenarios regarding efficiency and optimality of the algorithm variants.
IV. CASE-STUDY: ADAPTING A VIDEO SURVEILLANCE SYSTEM
To illustrate our approach, we present a simple scenario of runtime adaptation. In this example, the users' goal is to execute the VS system for detecting intrusion with people recognition under various illumination conditions. For simplicity, we consider only two optimization criteria: reconfiguration time (rtime), which is expressed in seconds and must be minimized; and accuracy for intrusion detection (acc), which is a ratio between 0 and 1 and must be maximized. Then, the objective function (to be minimized) is defined by For system startup, let us assume that the scene is under normal light conditions. Since the system is not yet in operation, the initial full configuration stored by the Model Manager (MM) has an empty set of selected features and the reconfiguration time is equivalent to the system startup time. According to the users' goal, the Configuration Adapter (CA) sends to the MM the features Application.Intrusion.W ithRecognition and Application.ObjectOf Interest.P eople to be selected. The initial, partial configuration computed by the MM is partially depicted in Figure 6 . Remember that a full system configuration should be derived from the partial configuration. The selected features lead, via constraint propagation, to the selection of the features ScenarioRecognition.P eopleBased and Classif ication.P eople, in order to achieve the goals. The rest of the system settings still remain undefined, providing a set of 72 possible full configurations for the given execution context. This set of configurations are shown in a two-dimensional space in The CSA is in charge of choosing one of the available (full) configurations. Let us suppose that we want to select the most accurate configuration, no matters its required startup time (as the system is still offline anyway), so we set w rtime : :0 for the objective function. This is reflected in level curves that are nearly horizontal. As it can be seen in Figure 7 , the solution returned by the algorithm is the one that maximizes the intrusion detection accuracy and, consequently, the startup time since the most accurate components and parameters require more time to be in operation. This solution includes the parameters Resolution.High and Color.F ull for ImageAcquisition, and the components ShadowRemoval and T racking.LongT erm with its three parameters for considering 3D information, image texture and color, in order to improve intrusion detection performance.
Let us then assume that, at some time, ambient light is drastically dimmed, so the system has to adapt to this lighting reduction. The corresponding "light dimming" event is triggered by the processing chain during the image analysis (segmentation step). This event propagates from the Component Manager to the CA. Event rules in CA consider Application.Intrusion.W ithRecognition and Context.Lighting.Low as selected features to achieve intrusion detection with the current lighting condition. Taking into account cross-tree constraints, the MM infers the (new) partial configuration depicted in Figure 8 . Note that this is a more restrictive scenario. The ScenarioRecognition component is not longer able to precisely recognize people, probably leading to more false positives during detection. However, this is the best that the VS system can do with poor lighting conditions.
Since the system is executing, we consider reconfiguration time as a priority over accuracy for the next adaptations. Along this line, we set |w rtime | greater than |w acc | in the objective function. Figure 9 depicts the set of solutions (8 possible full configurations) derived from the partial configuration in Figure 8 . Here, CSA returns the configuration that minimizes added, removed and tuned components in order to reduce reconfiguration time. The chosen solution keeps the T racking.LongT erm component, together with 3D and T exture parameters, but removes ShadowRemoval since it is not compatible with the new lighting context and tunes ImageAcquisition, Classif ication and ScenarioRecognition parameters.
From the above scenarios, it can be appreciated that the amount of feasible solutions can significantly increase with respect to the number of unselected features. Naturally, this affects time performance of the algorithm. For this small-size example with 26 features, a few cross-tree constraints and 2 optimization criteria, both CSA variants (BF* and GBFS) behave similarly: they produce the optimal solution in both scenarios with an execution time around 0.5-0.7 milliseconds. For larger sizes , GBFS efficiency is preferred over BF* optimality. BF* is not appropriate in real-time unless the feature models have less that 130-140 unselected features, when the execution time is about 0.4 seconds against 0.02 seconds with GBFS. For more details about the algorithm performance, please refer to [4] .
V. RELATED WORK
We can organize the related work into two categories, namely: use of models and QoS criteria at runtime for adaptive systems; and management and variability of non-functional properties on feature models. Related work with regard to algorithms for feature model optimization was previously discussed in [4] .
In the first category, several approaches have proposed the use of models and QoS criteria at runtime for specifying and executing adaptive systems, such as architecture-based selfadaptation [12] [13] and DSPL [14] . In [12] , Garlan et al. propose an approach that uses the software architecture of a system as a model for dynamic adaptation. This approach provides a framework that supports mechanisms for selfadaptation and allows adaptation expertise to be specified and reasoned about. Similarly, in [13] , Silva et al. address the dynamic selection of architecture configurations based on QoS criteria but they describe the system architecture with Arquitecture Description Languages (ADL) instead of architectural models like [12] . In [14] , Morin et al. present an approach for managing DSPL at runtime, which combines model-driven and aspect-oriented techniques. Besides feature models for DSLPs, this approach uses additional models for representing system context, architecture and reasoning (i.e., configuration selection), while we instead appeal to a unified model for representing context, architecture and reasoning.
Besides system and context representation, these works differ mainly in the reasoning process for configuration selection: [12] and [13] rely on utility theory to decide among multiple potential adaptation alternatives considering business objectives and priorities with regard to runtime attributes; whereas the reasoning framework in [14] is based on a goal-based model but no optimization strategy is explicitly described. Unlike them, we formalize and resolve this issue as a feature model optimization problem.
In the second category about management and variability of non-functional properties, different works have addressed this issue by means of software product lines conceptualized as feature models [15] [16] [17] . These works propose several techniques and tools for specifying properties as feature attributes, measuring them for partial and full configurations, dealing with trade-offs, and assisting the user in the product configuration process. For instance, Bartholdt et al. [15] propose a tool for dealing with trade-offs and measuring nonfunctional properties in the configuration process of SPLs, based on aggregate functions computed over feature attributes. According to [17] , non-functional properties can be specified following any of the three classes mentioned in Section III-A.
Siegmund et al. [16] propose a similar categorization to select an appropriate measurement technique for these properties, and provide an optimization process based on Constraint Satisfaction Problem (CSP) solvers. The main difference between these works and our proposal is that they consider nonfunctional properties on feature models for design decisions, while we address this management for runtime adaptation.
VI. CONCLUSIONS AND FUTURE WORK
The primary contribution of this article is an approach for improving the dynamic adaptation of component-based systems that addresses quality attributes at runtime by means of feature models. The approach provides a simple but still expressive framework to specify, quantitatively evaluate and trade-off multiple quality attributes to arrive at a better system configuration.
The approach is integrated into a component-based architecture that provides mechanisms for event handling and selfadaptation. It can be tailored to different classes of componentbased systems, but it requires an extra engineering effort at development time for designing the model, mapping it to system elements and specifying attribute values, metrics and weights for the optimization step. Along this line, we expect to extend existing tool support for system developers and then analyze deeply the model limitations for capturing requirements and specifications on different domains.
The optimization step is supported by a heuristic search algorithm that ensures correctness and completeness while addresses time efficiency and scalability for large scale instances of the problem. With a different algorithm strategy, even optimality can be achieved at expense of a lower performance. The use of admissible heuristics on feature models guarantees optimal solutions but a perceived limitation is that the objective function is restricted to a linear combination of the basic aggregate functions depicted in Table I , while other approaches, like CSP solvers [7] , are more expressive in that regard. Although these functions are appropriate for several quality-attribute properties, an interesting improvement would be to provide support for general objective functions. In addition, more evaluations remain to be done in order to study the effectiveness of these functions for computing real runtime measurements of the overall system, and to compare our current algorithm against other alternatives to provide more evidence about its efficiency and optimality.
On the application side, we will adapt the approach to the domain of service-oriented computing for assisting the composition and integration of computer vision applications. A challenge here is how to deal with concerns related to mobile and distributed computing. In a distributed context, quality attributes such as security, availability, scalability and battery consumption can be more difficult to manage than in centralized systems. Furthermore, if we think about a set of distributed (and cooperative) applications, they are expected to negotiate wisely their individual preferences for quality attributes in order to consider the global perspective of quality of service. A promising alternative in this direction is to extend the proposed approach and algorithm using Distributed Constraint Optimization techniques (DCOP) [18] .
