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anden erscheint vertraut. In








anomene haben in den letzten Jahrzehnten wieder verst

arkte Beachtung
gefunden. Die schnelle Entwicklung der Raumfahrt und der Mikrotechnik wirft zum Bei-
spiel Fragen nach dem Verhalten von Fl

ussigkeiten unter extremen Bedingungen (Schwe-
relosigkeit, enge Gef

ae) auf, bei denen die Ober

achenspannung zu einer dominierenden
Gr

oe wird und die Form der Fl

ussigkeit entscheidend beeinut. Diesbez

ugliche mathe-
matische Problemstellungen sind inzwischen sehr vielf

altig. Die starke Nichtlinearit

at der




uberraschenden Ergebnissen, die qualita-
tiv erheblich von entsprechenden Ergebnissen f

ur lineare Aufgaben abweichen k

onnen.









 ein Gebiet mit st

uckweise
glattem Rand ist. F

ur Ecken mit hinreichend kleinem






aherung an die Ecke unbegrenzt w

achst. Das heit, die Fl

ussigkeit
steigt praktisch beliebig hoch. Es k

onnen hier asymptotische Formeln aufgestellt werden
(siehe die Arbeiten von Concus, Finn [CF2] und Miersemann [Mie1], [Mie2]). In der
vorliegenden Arbeit wird der Fall  = 0 untersucht. Man erh

alt dann keine Ecke, sondern
eine Spitze. Es werden analog zu den oben zitierten Arbeiten asymptotische Formeln ge-
sucht. Eine bedeutende Rolle spielt dabei wieder die Anwendung des Vergleichsprinzips
von Concus und Finn ([Fin1]).









achenproblem in der Schwerelosigkeit existieren.
Es werden verallgemeinerte L

osungen betrachtet, die von Miranda ([Mir2]) eingef

uhrt
wurden. Es wird gezeigt, da solche L

osungen unter sehr allgemeinen Voraussetzungen
existieren. Die L





achenproblem in der Schwerelo-
sigkeit, also f

ur konstante mittlere Kr

ummung und Randkontaktwinkel weiter untersucht
werden.
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ur Gebiete mit Spitzen



























awand und unbegrenztem Reservoir einer homogenen, inkom-
pressiblen Fl

ussigkeit mit angrenzendem homogenen Medium in einem konstanten, nicht-
verschwindenden Gravitationsfeld mit einzig senkrechter Kraftkomponente lautet:
divTu = u in 
;  > 0 konstant(3.1)







, u beschreibt eine Fl





ache). Der Vektor  ist der

auere Normaleneinheitsvektor auf glatten Komponenten
von @
.
Gleichung (3.1) ist die Euler-Lagrange-Gleichung eines Variationsproblems (vgl. [Fin1],
Kapitel 1). In der Literatur wird h

aug die allgemeinere Form divTu = H(x; u), x 2 

betrachtet. Sie wird als Gleichung der mittleren Kr

ummung bezeichnet, wobei H eine
vorgegebene Funktion ist. Dies wird motiviert durch die Tatsache, da divTu die doppelte
mittlere Kr

ummung der durch u beschriebenen Fl

ache darstellt. In der vorliegenden Arbeit
beschr

anken wir uns jedoch zun









oe  gilt  =
%g

, wobei % der lokale Dichteunterschied zwischen der Fl

ussigkeit
und ihrer Umgebung (z. B. Vakuum oder eine andere Fl

ussigkeit), g die Schwerebeschleu-
nigung und  die Ober










at des angrenzenden Mediums sowie die
Konstanz des Gravitationsfeldes (nichtverschwindend) gew

ahrleisten  > 0 konstant.
Die Gleichung (3.2) ist die nat

urliche, physikalisch vorgegebene Randbedingung zu (3.1),
die besagt, da der Winkel zwischen Kapillar

ache und der Gef

awand am Rand von

 oder genauer der Winkel zwischen dem entgegengesetzten Normaleneinheitsvektor der
Kapillar

ache und dem Normaleneinheitsvektor der Gef

awand vorgegeben ist. Er wird





keit homogen sind, das heit, der lokale Adh

asionskoezient  ist konstant, gilt wegen
cos  =  (vgl. [Fin1], S. 10), da  konstant ist. Im folgenden wird, wenn nicht anders
gesagt, stets von konstantem  ausgegangen.






8Wenn  konstant ist, so kann ohne Beschr




















uhrt auf die triviale und einzige L

osung u  0 als
Folgerung des Vergleichstheorems (siehe Kapitel 3.4). F






ur die nachfolgend betrachteten Gebiete mit Spitze nicht gesichert (siehe Kapitel 3.3),
deshalb wird im folgenden stets





Der Rand von 
 wird als st






aherung an einen Randpunkt, in dem die Randkurve nicht
dierenzierbar ist.
Concus und Finn ([CF2]) fanden f

ur ein Gebiet 





alt, da die L






uhrenden Term einer asymptotischen Entwicklung f

ur diesen Fall. Es bezeichne





Onungswinkel der Ecke, (r; ) Polarkoordinaten mit Ursprung O





























Kreissektors hat (vgl. Bild 5.4. in [Fin1], S. 115).
Satz 3.1 (F

uhrender Term der L

osung in einer durch Geraden begrenzten
Ecke [CF2], S. 219): F

ur  +  <

2
existiert eine Konstante A unabh

angig von der spe-
ziellen betrachteten L

osung (das heit unabh


























winkel  der Ecke hinreichend klein zu w

ahlen ist. In asymptotischer Schreibweise l

at





















\ kurz dargestellt. Man ver-
gleiche dazu auch [Mur], Kapitel 1.2.





tionen heit asymptotische Folge f






(z) = o (
n
(z)) z ! z
0
8n 2 N ;
wobei unter o das Landausche Ordnungssymbol zweiter Art zu verstehen ist (f (z) =























2 C ) heit asymptotische Entwicklung einer Funk-
tion f(z) f

ur z ! z
0











(z) = o (
N


























andige asymptotische Entwicklung von f(z) f






, wenn (3.5) f











Man beachte, da (3.7) in keiner Weise die Konvergenz der Reihe auf der rechten Seite
voraussetzt, die auch im allgemeinen nicht gew

ahrleistet ist. Existiert eine Entwicklung
der Form (3.7), so sind die Zahlen a
i
eindeutig bestimmt ([Mur], S. 13).
In der vorliegenden Arbeit treten nur Potenzfunktionen 
i
auf.
Miersemann bestimmte die vollst

andige asymptotische Entwicklung f







andige asymptotische Entwicklung der L

osung in durch Ge-
raden begrenzter Ecke [Mie1]): F

ur jede nichtnegative ganze Zahl m existieren posi-
tive Konstanten r
0



































. Weiterhin sind die Konstanten r
0






















Miersemann fand ebenfalls eine Verallgemeinerung des Satzes 3.1 f

ur den Fall, da die
Ecke nicht durch Linien, sondern durch nach Taylor entwickelbaren Funktionen, die sich
im Winkel 2 schneiden, begrenzt wird:
Satz 3.3 (F

uhrende Terme der L

osung in krummlinig begrenzten Ecken vgl.
[Mie2]): Unter den Voraussetzungen  +  <

2







+ q() s! 0:(3.9)
Die Gr

oen (s; ) bezeichnen dabei krummlinige Koordinaten. Die Funktion q ist die ein-
deutige L









Ubereinstimmung mit den S

atzen 3.1 und 3.2 folglich in krummlinigen
Koordinaten eine asymptotische Entwicklung, deren f

uhrender Term von der Ordnung
1
s
ist (s ! 0). Der zweite Term ist jedoch von der Ordnung 1, im Unterschied zu (3.8), wo
der zweite Term von der Ordnung r
3
ist.
In der vorliegenden Arbeit wird der Fall  = 0 untersucht. Man erh

alt dann keine Ecke,
sondern eine Spitze. Wir wollen dabei im folgenden, wenn nicht anders gesagt, unter
Spitzen stets ausw

artige Spitzen verstehen. Mit

ahnlichen Methoden wie in den oben auf-
gef

uhrten Arbeiten werden f

ur Spitzen analoge asymptotische Absch

atzungen aufgestellt.
Die in [Mie2] verwendete Parametrisierung nach krummlinigen Koordinaten hat sich dabei
als besonders g

unstig erwiesen. Die asymptotischen Terme werden durch das Aunden
geeigneter Vergleichsfunktionen bestimmt. Eine entscheidende Rolle spielt dabei wieder
das Vergleichstheorem von Concus und Finn (vgl. Kapitel 3.4).
Das Verhalten der L

osung wird nur innerhalb einer gewissen Umgebung der Spitze un-





3.2. Die Parametrisierung einer Spitze
Die zu untersuchende Spitze des Gebietes 
 liege ohne Einschr

ankung der Allgemeinheit











































Weiterhin existiere ein x











































Wenn also im folgenden zwei solche Funktionen vorgegeben werden, so werden damit alle
Gebiete 





ur ein (festes) x

als Teilgebiet
enthalten, so da die Bedingung (3.10) erf































unsere Betrachtungen keine Rolle. Die L

osung wird nur in der N

ahe der Spitze untersucht.
Es erweist sich als vorteilhaft, 


durch krummlinige Koordinaten zu parametrisieren.
Die Koordinaten werden analog zu [Mie2] eingef

uhrt. Anstelle der dort verwendeten Win-
kelkoordinate f

ur Gebiete mit Ecken wird die Gr

oe a so deniert, da die Kurven mit











oe s mit dann wieder die Bogenl

ange dieser



























































































wobei a in der letzten Gleichung als von  unabh

























aherung an die Spitze.
Aus Gleichung (3.13) folgt nach ausgef

uhrter Integration und Einsetzen von (3.12) eine
Gleichung f

















at der Transformation): Die durch die Gleichungen (3.11),










Beweis: Die Eineindeutigkeit und die Dierenzierbarkeit sind klar. Um die Regularit

at
































































































als stetig dierenzierbar vorausgesetzt wurden, l

at sich der Satz

uber die
































































































































































at der Koordinatentransformation folgt. 2
Damit l

at sich das Problem (3.1), (3.2) in einer gewissen Umgebung der Spitze in krumm-
linigen Koordinaten schreiben. F

ur diese Umgebung werden noch folgende Gr

oen de-

















































untersucht, also in einer gewissen Umgebung der Spitze.
3.3. Existenz von L

osungen
Es stellt sich die Frage, ob f












ur das Problem (3.1), (3.2) bzw. f

ur Probleme diesen Typs gibt es eine





z. B. Kapitel 7 in [Fin1] und die zugeh

orige Literatur), so da hier im einzelnen nicht
darauf eingegangen werden kann. Es wird dabei entweder vom Variationsproblem bzw.
verallgemeinerten Problem ausgegangen (z. B. [G1], [FG] oder siehe 5. Kapitel), oder es
werden a-priori-Absch

atzungen von u,ru usw. verwendet, um die L

osungsexistenz mittels
Fixpunkttheoremen (z. B. nach Art des Leray-Schauderschen Fixpunktsatzes ([GT]) f

ur
Dirichlet-Probleme) zu beweisen (vgl. z. B. [Fio], [U], [SS], [L]). In [Fio] wird die Grundlage
hierf





Mitunter wird dabei jedoch von allgemeineren Gleichungen als (3.1) ausgegangen, was zu
h

oheren Anforderungen an die Glattheit des Randes f

uhrt. Man beachte, da beispiels-
weise das zu (3.1), (3.2) verwandte Kapillar






divTu =  in 
;  konstant(3.22)





 mit Spitze keine klassische L











ankte Gebiete mit end-







getroen werden. Durch die Anwendung des Gauschen Integralsatzes erh













oe zu verstehen ist, das heit, f

ur A  R
2
wird jAj = H
2
(A), j@Aj = H
1
(A)
gesetzt. H bezeichnet dabei das Hausdorma der angegebenen Dimension.
Die Konstante  ist folglich nicht frei w

ahlbar.
Lemma 3.2 (Nichtexistenz klassischer L






ur (3.22), (3.23) f





Beweis: Zum Beweis dieser Tatsache wird die notwendige Bedingung von Concus und
Finn ([CF1], S. 183 oder auch [Fin1], S. 135) verwendet. Dazu wird ein Gebiet A  
,
A 6= 












= @A \ @
 und der Absch










j cos  + jAj > 0(3.24)
f

ur jedes solcher Teilgebiete A.














) gesetzt (vgl. Be-
merkung zu (3.22), (3.23)).
Wie bereits in Kapitel 3.2 erw
































> 0 hinreichend klein


































































































alt man folglich einen Widerspruch zu dem notwen-




ur (3.22), (3.23) existieren.
Wir werden im 5. Kapitel erneut auf dieses Problem zur

uckkommen. 2
Dieses Resultat zeigt, da f

ur ein Existenztheorem im betrachteten Fall solche Arbei-
ten besonders interessant sind, die die spezielle Gestalt von (3.1), (3.2) verwenden. Eine
solche Herangehensweise wurde z. B. von Siegel praktiziert. Siegel beweist in [S] fol-
gendes Theorem:














eine oene Teilmenge in






ist eine Menge vom eindimensionalen Hausdorma 0. Auf


gelte () 2 C
1;
und 0 < () < , dann existiert eine L

osung u von (3.1), die die














werden die Funktionen mit h

olderstetiger Ableitung verstanden.







,Rand (z. B. [SS], [L] oder auch [FG] mit diversen Resultaten aus der Regularit

ats-









werden dann durch die Anwendung
des Arzela-Ascoli-Theorems auf kompakten Mengen konvergente Teilfolgen ausgew

ahlt.




ur alle K  
 (
"














ahrleistet sein, um klassische
L































anktheit der Funktionen u
i
wird ein Resultat von Concus und Finn verwen-
det. Es wird hier zitiert, da es sp








osung vgl. [CF2], S. 208 oder [Fin1], S. 113): Sei u
eine L

osung von (3.1) f

ur ein Gebiet 
, B














Wie in [S] gezeigt, l










auf K  





















ur die Gradienten von u
i
in einer Umgebung des Randes
von 







at des Randes und die Bedingung 0 < () < .
F

ur eine innere Gradientenabsch

atzung verwendet Siegel eine Ungleichung von Tru-
dinger ([Tr] oder [GT], S. 406), die dieser nur f

ur Gleichungen vom Typ divTu = H(x),
wobeiH(x) eine vorgegebene Funktion auf 
 ist, bewiesen hat. Dieser Beweis l

at sich mei-
nes Erachtens nach auch nicht ohne weiteres auf den hier betrachteten Typ divTu = H(u)
verallgemeinern, da dann der Gradient wieder in der rechten Seite der Ungleichung auf-
tritt. Anstelle des Resultates von Trudinger k

onnte man jedoch f

ur den Beweis ein
sp

ateres Resultat von Ecker (siehe [E]) verwenden oder auch ein Resultat von Bombieri
und Giusti ([BG], S. 386), welches sich aufgrund der Bemerkung in [BG], S. 393 auch
auf Gleichungen vom Typ H = H(x; u), zumindest aber auf den Fall H = u anwenden
l

at. Dieses liefert die ben


























]), und da die betrachteten Ge-
biete 








sitzen. Dies sei im folgenden erf

ullt.
3.4. Das Vergleichsprinzip von Concus und Finn
Das Vergleichsprinzip von Concus und Finn lautet (vgl. [Fin1], S. 110):





















Hausdorma 0, so da f










(i) divTu, u  divTv , v in 

(ii) u  v auf 

(iii)   Tu    Tv auf 

;
so folgt v  u in 
.






ankte Gebiete, da  > 0 vorausgesetzt
17







den (vgl. Beweis in [Fin1], S. 111).
Dieses Prinzip erm






(3.1), (3.2) ohne spezielle Kenntnis derselben zu bestimmen, so folgt z. B. aus Satz 3.6









osung u von Satz 3.5 (siehe [Fin1]).
Auch im Beweis der bereits bekannten asymptotischen Resultate (S

atze 3.1 bis 3.3) spielt






osung in der N

ahe der Spitze untersucht werden soll, wird das Vergleichsprin-











Funktion wird dabei stets die nach Satz 3.4 existierende und nach dem Vergleichsprinzip
eindeutige L

osung von (3.1), (3.2) f

ur ein Gebiet 





andere Funktion wird eine geeignete Vergleichsfunktion sein, mit deren Hilfe dann eine
Absch

atzung erzeugt werden kann. Unter einer geeigneten Vergleichsfunktion wollen wir
dabei eine Funktion verstehen, die den Nachweis der Eigenschaften (i), (ii) und (iii) von
Satz 3.6 erm

oglicht und damit eine obere oder untere Schranke der L

osung in der N

ahe
der Spitze liefert. Satz 3.6 wird also in der folgenden Form angewendet:
Satz 3.7 (Formulierung des Vergleichsprinzips f

ur den vorliegenden Fall): Sei
v eine klassische L

osung von (3.1), (3.2) f

ur ein Gebiet 






























(ii) u  v auf ,
s
0
(iii)   Tu, cos   0 auf 
s
0










(ii) u  v auf ,
s
0
(iii)   Tu, cos   0 auf 
s
0









 = ; nach Konstruktion,
das heit, man hat keine Bedingung der Form (3.2) an die L







unstig, das Vergleichsprinzip in der obigen Form zu schreiben.
Das Problem besteht allerdings im Aunden einer geeigneten Vergleichsfunktion u, da
18





ugt auch im allgemeinen nicht, nur den (vermuteten) f

uhrenden Term als
Vergleichsfunktion zu benutzen, da dies nicht notwendig zu einer geeigneten Vergleichs-
funktion f

uhrt. Die Bedingungen (i) bis (iii) sind nur hinreichend f





4. Die asymptotischen Resultate
In diesem Kapitel sollen einige Resultate f






achenproblems (3.1), (3.2) f

ur Gebiete mit Spitze vorgestellt werden. Wie













achst soll aber noch ein Resultat bewiesen werden, welches sp

ater die Anwendung des
















): Es existiert ei-
ne Konstante A unabh

angig von der speziellen betrachteten L

































ankt. Die Schranke A ist unabh

angig von der speziellen Gestalt von 
. Sie ist nur
abh

angig von der Form der Spitze 


, von  und der Wahl von s
0
.
Mit Hilfe dieses Satzes soll sp

ater die Bedingung (ii) von Satz 3.7 durch die geeignete
Wahl einer additiven Konstanten der Vergleichsfunktion erf

ullt werden.
Beweis: Die Beweisidee beruht auf der Anwendung der a-priori-Absch

atzung von Con-
cus und Finn (Satz 3.5). Der vollst









Wir kommen nun zur Darstellung der asymptotischen Resultate.
Satz 4.2a (F

uhrende Terme der L



































Sei v die L

osung von (3.1), (3.2) f

ur ein Gebiet 
 mit Spitze 





















































ur 1 <   2:(4.6)






angig von der speziellen betrachteten L

osung
v, das heit unabh

angig von dem speziellen betrachteten Gebiet 
.
In asymptotischer Schreibweise l

at sich das Resultat von Satz 4.2a zusammenfassen.
F














achenproblems sind folglich in Spitzen der Form (4.2) unbe-
schr











achst also bei Ann

aherung an die Spitze mit der gleichen
Ordnung wie die Ber








achen in Spitzen ein

ahnliches Verhalten wie in Ecken mit hin-
reichend kleinem

Onungswinkel (vgl. Kapitel 3.1 S

atze 3.1 bis 3.3). Es ist interessant
festzustellen, da der formale Grenz

ubergang ! 1 qualitativ diese Resultate widerspie-
gelt.
Beweis: Es soll hier nur eine Beweisskizze angegeben werden. Zur ausf

uhrlichen Dar-
stellung sei auf den Anhang verwiesen.
Das Problem (3.1), (3.2) wird nur auf 















werden in krummlinige Koordinaten transformiert. Mit diesen For-
meln werden die Ausdr


























onnen, ist dabei s
0
hinreichend klein zu w

ahlen. Um
das Verhalten der Restterme bei Dierentiation kontrollieren zu k

onnen, ist das Aufstellen
geeigneter Regeln erforderlich. Die Lemmata A.2 und A.3 im Anhang leisten dies.
Die noch unbestimmten Gr

oen in der allgemeinen Vergleichsfunktion werden dann so
gew

ahlt, da die Voraussetzungen des Satzes 3.7 erf








ohnliche Dierentialgleichungen zweiter Ordnung aus der Bedingung,
da f









wird. Ein Teil der (Integrations)konstanten wird
durch eine entsprechende Bedingung f

ur die Entwicklung von   Tu , cos  bestimmt,
die

ubrigen werden geeignet gew

ahlt, z. B. erm

oglicht eine entsprechende Wahl von D
den Nachweis der Voraussetzung (ii) in Satz 3.7 durch Anwendung von Satz 4.1. Diese
Wahlen f






angigkeit der Wahl der Gr

oen A und s
0
von der speziellen betrachteten L

osung
v folgt aus der Tatsache, da zur Bestimmung dieser Gr

oen nur die L

osungseigenschaften
von v auf 








ur alle betrachteten Gebiete gleich ist. 2
Das Resultat von Satz 4.2a kann weiter verallgemeinert werden. Man betrachte die Si-










homogenen Materials gebildet wird. In diesem Fall erh


















































urzung sei anstelle von (4.9) geschrieben:













Es kann weiterhin ohne Einschr

ankung der Allgemeinheit angenommen werden, da

1





uhrt eine Transformation u! ,u zu dieser Bedingung.
Die Existenz und Eindeutigkeit von klassischen L

osungen ist auch f

ur Probleme mit der
Randbedingung (4.10) gew

ahrleistet (vgl. 3.3. Kapitel).









































ubergegangen werden. Man erh

alt:
Satz 4.2b (Verallgemeinerung von Satz 4.2a): Es sei v eine L

osung von (3.1) mit der
verallgemeinerten Randbedingung (4.10) f

ur eine Gebiet 




die Funktionen (4.13). Es gelte 
1
<  , 
2












































und A sind unabh

angig von der speziellen betrachteten L

osung.
Das Resultat von Satz 4.2b stimmt mit Satz 4.2a










= 1 setzt. Der Fall 
1
=  , 
2
mute ausgeschlossen werden, da im Beweis
explizit C > 0 ben






onnte eine nichtseparierte Abh

angigkeit von a und s aufweisen, das
heit, nicht vom Typ f(a)g(s) sein. In diesem Fall ist das Aunden einer geeigneten Ver-
gleichsfunktion problematisch (siehe Ausf

uhrungen am Ende des Kapitels 3.4).
Beweis: Um Satz 4.2b zu zeigen wird im wesentlichen auf den Beweis von Satz 4.2a
zur

uckgegrien, der bereits so allgemein aufgeschrieben wurde, da nichts Neues mehr
gezeigt werden mu (siehe Anhang f






unschenswert, wenn man Aussagen








oere Klasse von Spitzen erhielte. Man vergleiche beispielsweise die
S

atze 3.1, 3.2 mit Satz 3.3 im 3.1. Kapitel, in dem Miersemann das Resultat von Ge-
bieten mit durch Geraden begrenzten Ecken auf Gebiete mit Ecken, die durch den Schnitt
zweier beliebiger analytischer Funktionen (mit hinreichend kleinem Schnittwinkel) gebil-
det werden, verallgemeinerte. Dies soll hier ebenfalls versucht werden. Wir betrachten also
im folgenden zwei in x
1









































































Aufgrund der Bedingung (4.17) existiert ein x
1;0















Diese Bedingung kann ohne Einschr


































































uhrender Term der L

osung in allgemeiner Spitze): Es sei v die
L

osung von (3.1), (3.2) f

ur ein Gebiet 
 mit Spitze 



















































Das heit, auch f










uhrenden Term der asymptotischen Entwicklung der
L

osung. Dieser Term h

angt folglich nur von dem f

uhrenden Term der die Spitze bildenden
Funktionen ab. Der zweite Term wird hier jedoch im allgemeinen nicht von der Ordnung
1
s




. Man beachte die Analogie zu den
S

atzen 3.2 und 3.3!
Beweis: Siehe Anhang. 2












onnte auch eine schw








dann jedoch wenig handhabbare Voraussetzungen

uber das Verhalten der Restterme in
(4.16) bei Dierentiation gestellt werden. Man vergleiche dazu auch die Ausf

uhrungen
im Beweis zu Satz 4.2, insbesondere m

ussen die Dierentiationseigenschaften von Lemma
A.2 erf












Das Resultat von Satz 4.3a l

at sich ebenfalls auf den Fall unterschiedlicher Randkon-
taktwinkel verallgemeinern.
24
Satz 4.3b (Verallgemeinerung von Satz 4.3a auf unterschiedliche Randkontakt-
winkel): Es sei v die L







ur ein Gebiet 
 mit Spitze 



































ur C die Gleichung (4.14) gilt.
Beweis: Siehe Anhang. 2
Wir kommen nun zu einer m

oglichen praktischen Anwendung der Resultate.
Beispiel: Zwei sich ber

uhrende Kreiszylinder mit Radius 1 gleichen, homogenen Ma-
terials stehen in einem hinreichend groen Bassin mit einer Fl

ussigkeit, die mit dem
Material der Zylinder einen Randkontaktwinkel  bildet. Legt man den Ursprung eines
kartesischen Koordinatensystems in den Ber

uhrungspunkt der Zylinder am Bassingrund
und die x
1




















Dies sind in x
1
= 0 analytische Funktionen, die eine Spitze mit den geforderten Voraus-














































Der Nachteil der Absch

atzungen (4.18) bzw. (4.21) besteht darin, da die Fehler zwar von




, aber dennoch unendlich gro wer-







osung schaen. Es erweist sich als m





osung v von (3.1),
(4.10) f

ur Gebiete mit Spitze der Form (4.16) zu konstruieren. Dazu wird eine Methode














gelte (4.16). Es sei f






























achst folgendes Lemma beweisen:
Lemma 4.1 (Existenz von Approximationsl

osungen): Es existieren Konstanten
C
i
(i = ,n;,n + 1; : : :) und auf [,1; 1] analytische Funktionen h
j





























ur alle k  0.




osungen von (3.1), (4.10).
Beweis: Der Beweis erfolgt mittels vollst

andiger Induktion im Zusammenhang mit dem





gilt daher (4.14) und h
 1
= h(a) mit den Bezeichnungen aus dem Beweis
zu Satz 4.3b (siehe Anhang). Bei jedem Induktionsschritt wird eine Konstante eindeutig




ohnlichen Dierentialgleichung zweiter Ordnung





ankung der Allgemeinheit gleich null gesetzt werden. 2
Bemerkung: Anders formuliert k

onnten die Summen in (4.23) gleich zusammengefat















aren. Die Form (4.23) erweist sich aber f

ur den Beweis als besonders vorteilhaft,
da dadurch keinerlei Fallunterscheidungen erforderlich sind.
Satz 4.4 (Vollst








ullen, v sei die L

osung von (3.1), (4.10) f






der Form (4.16), so existieren f








angig von der speziellen betrachteten L
















osung v bei Ann

































(a) wie in Lemma 4.1.
Die f

uhrenden n, 1 Glieder der Entwicklung sind folglich unabh

angig von a.









ur Gebiete mit durch Geraden begrenzten Ecken (Satz 3.2). Es wird eine Zer-
legung der Operatoren divT und T ben

otigt. Des weiteren ist eine feinere Absch

atzung
der Restterme erforderlich als in den Beweisen zu den S






onnen. Das Vergleichstheorem (Satz 3.7) wird dabei ein weiteres Mal
verwendet. Der Nachweis der Bedingung (ii) erfolgt hier jedoch nicht

uber die Wahl ei-
ner additiven Konstanten der Vergleichsfunktion wie in den Beweisen zu den S

atzen 4.2
und 4.3, sondern durch die Verwendung eben dieser Resultate. Gerade ein solcher Schritt
erm

oglicht es erst, bessere Absch

atzungen als z. B. Absch

atzungen von der Ordnung 1 im
Satz 4.2 f

ur  > 2 zu erhalten.
Ansonsten sei wieder auf den Anhang verwiesen. 2
4.3. Zusammenfassung und Ausblick
Zusammenfassend l

at sich sagen, da durch die S








ur Gebiete mit Spitzen f

ur eine groe Klasse von
Objekten charakterisiert werden konnte. Es zeigte sich, da die Methode von Concus
und Finn auch auf solche Gebiete angewendet werden kann und dort ebenfalls inter-
essante Resultate liefert. Man erh

alt in allen betrachteten F





















andige Entwicklung in Form einer Laurentreihe in
s f

ur den Fall einer durch analytische Funktionen begrenzten Spitze aufzustellen, die die
interessante Eigenschaft aufwies, da die f





Im Falle der in Satz 4.2 untersuchten Gebiete wird eine vollst

andige asymptotische Ent-












sein, wie man aufgrund des Ansatzes f

ur die geeignete Vergleichsfunktion (4.8) vermuten
k

























5. Das Problem in der Schwerelosigkeit
5.1. Motivation und Theorie verallgemeinerter L

osungen
Wir betrachten das Problem
divTu = 2H in 
(5.1)









angendes Gebiet mit st

uckweise glattem
Rand. Im Falle H > 0,  = cos  konstant entspricht dies dem Kapillar

achenproblem









Wie bereits in Kapitel 3.3 bewiesen, hat das Problem f

ur Gebiete mit Spitzen keine klas-
sische L

osung (Lemma 3.2). Dennoch ist man in der Praxis sehr an (wenn auch in irgendei-
ner Form verallgemeinerten) L

osungen von (5.1), (5.2) interessiert. Der Biologe Zimmer-







aumen und kritisiert, da in der Vergangenheit der Einu der Kapillarit

at auf Was-
serleitprozesse in Panzen fast v








Mechanismen des Stotransportes in
der Sproachse\ wird behauptet ([SW], S. 64):
"















uhrt, was jedoch laut Zimmermann im Widerspruch zu der Beobachtung
steht, da auch entlaubte B





onnen (vgl. [Z], S.




















ater Skizze 7). Da es sich dabei um extrem kleine
Gebiete mit Durchmessern im m-Bereich handelt, erscheint das Modell der Kapillar-


achen in der Schwerelosigkeit (5.1), (5.2) mit konstantem H,  geeignet zur Beschreibung
des Fl









ae , geringe Gravitation;
oder anders formuliert, die Gravitationsenergie der Fl








uber der Ober- und Grenz

achenenergie. Man beachte dazu auch das
Variationsproblem zu (5.1), (5.2) (siehe sp

ater (5.4)).
Bemerkung: Die obige Relation erh

alt man, indem man vom Problem (3.1), (3.2) zu
einer dimensionslosen Gleichung









, wobei a die Gr






ange). Es folgt aus (3.1), (3.2):
divTU = BU
  TU = cos ;
wobei die Gr

oe B = a
2
als Bondzahl ([Fin1], S. 14) bezeichnet wird. Man erkennt,
da einer kleinen Bondzahl eine geringe Gr

oenordnung des Systems oder eine geringe
Gravitation entspricht.
Da folglich das Problem (5.1), (5.2) wichtig zum Verst

andnis der Stowechselprozesse in
Panzen sein k








osungen von (5.1), (5.2) bestimmt
werden. Anschlieend wird untersucht, inwiefern sich diese L

osungen physikalisch inter-









ankt) zugelassen, (s) 2 L
1
(@
) (jj  1),




















ur die Funktion  gelte 
0
(u) = 2H(u) und 
00
(u)  0.
Die Gleichungen (5.1), (5.2) mit entsprechendem H = H(u) bilden die zugeh

origen Euler-
Lagrange-Gleichungen zum Variationsproblem (5.4).
Das Randintegral ist im Sinne der Spurbildung von u auf @
 zu verstehen, sofern eine
solche Spur in L
1
(@
) existiert. Dies ist zumindest f

ur Lipschitzgebiete garantiert ([EG],
S. 177), allerdings nicht f

ur Gebiete mit Spitzen.





achenenergie. Des weiteren kann der mittlere Term noch entsprechend der Pro-





u dx = V konstant) beinhalten. Man beachte, da dies stets durch eine geeig-
nete Wahl von (u) realisierbar ist. F

ur das oben beschriebene Problem (Volumenrestrik-











ur das gleiche Problem ohne Volumenrestriktion
dagegen (u)  0 und f

ur (5.1) die Minimal

achengleichung.
Der Funktionenraum BV (






uhrung in die Theorie dieser R

aume ndet man z. B. in den B

uchern







jDf j [G2], S. 3): Sei 
  R
n



















); jg(x)j  1 f






Denition 5.2 (BV -Funktion [G2], S. 4): Eine Funktion f 2 L
1
(
) heit von be-
schr







Denition 5.3 (Subgraph): Es sei u eine reellwertige Funktion auf 
, dann heit die
Menge
U = f(x; t) 2 
 R : t < u(x)g
der Subgraph von u.





1 : x 2 E
0 : x 2 R
n
n E
heit charakteristische Funktion von E  R
n
.





















ublich werden Caccioppolimengen, die sich nur auf einer Menge vom
entsprechend dimensionalen Hausdorma 0 unterscheiden, identiziert.
F






























) und jg(x)j  1
f









jDuj auf die Funktion ~u = u (x
1
























blem (5.4) diese lokal analytisch ist und (5.1) erf

ullt ([Fin1], Kapitel 7), des weiteren mu
das Randintegral in (5.4) f

ur Gebiete mit Spitzen nicht f

ur alle u 2 BV (
) existieren.
Generell ist die Behandlung des Variationsproblems (5.4) ung

unstig, wenn einzelne Ener-
gien unendlich gro werden k





ankten Gebieten. Es stellt deshalb (5.4) noch keine geeignete Verallgemeinerung
unseres Problems dar.
Eine Beobachtung von Miranda [Mir1] f

uhrt jedoch vom Variationsproblem (5.4) zu ei-
ner verallgemeinerten Formulierung desselben:
Satz 5.1 (

Aquivalente Formulierung zum Variationsproblem [Fin1], S. 192 bzw.
[Mir1]): Eine Funktion u 2 BV (
) minimiert E in 
 (
 Lipschitzgebiet) genau dann,
wenn ihr Subgraph U das Funktional



















Durch die Bedingung u 2 BV (
) ist gew

ahrleistet, da die Integrale in (5.6) deniert
sind. Das Randintegral beinhaltet wieder die Spur von '
U
auf dem Rand von Q.



























































ute meines Erachtens nach in [Fin1], S. 192 noch erg

anzt werden, um eine

Aquiva-
lenz zu anderen Formulierungen in der Literatur (vgl. sp

ater Lemma 5.1) zu gew

ahrleisten.
Liee man diese Bedingung weg, so erhielte man beispielsweise f

ur den Fall H,  konstant
nur die in Lemma 6.1 (vgl. sp






osungen, selbst wenn solche (f

ur Gebiete ohne Spitzen) existieren.
Dies d

urfte im Sinne der Verallgemeinerung nicht w

unschenswert sein. Es ist des weiteren
wichtig, gerade

uber die halbgeschlossenen Mengen Q
T
zu integrieren. Man hat nur in









ur 0 < T
0
< T\.
Denition 5.7 (lokale L

osung): U minimiert (oder U ist eine lokale L

osung von) F in






ur alle T > 0.









Denition 5.8 (verallgemeinerte L







ur das Problem (5.1), (5.2), wenn ihr Subgraph U eine Cacciop-
polimenge und eine lokale L

osung von F in Q ist.
Durch die Bedingung, da U , S Caccioppolimengen sind, ist gew

ahrleistet, da die In-
tegrale in (5.7) stets existieren, auch f






ur Gebiete mit Spitzen sinnvoll deniert. Aus dem
Strukturtheorem f

ur Caccioppolimengen ([EG], S. 205) und dem verallgemeinerten Gau-
















U den matheoretischen Rand von U bezeichnet. Genauere Ausf

uhrungen hierzu











ur oene Mengen A erkl

art. Es kann aber gezeigt werden ([EG], Kapitel
5.1), da ein Radonma auf R
n








ur alle oenen Mengen A erf









ur beliebige Borelmengen A erkl

art, also insbesondere f

ur die Mengen Q
T
,









E \ A) :(5.9)
Bemerkung zur Schreibweise: Es wird hier weitestgehend die Schreibweise von Giu-
sti ([G2]) verwendet, da diese auch in der vorhandenen Literatur zur verallgemeinerten
L

osungstheorie (z. B. [Fin1], [G1], [Ta]) benutzt wird. Dies wird nicht immer m

oglich sein,
da ein Teil der Bezeichnungen in [EG] kein

Aquivalent in [G2] hat. Wir werden an gege-
bener Stelle darauf hinweisen, aus welchem Buch die entsprechende Bezeichnung stammt.
In [EG] wird das obige Ma  mit jj@Ejj bzw. jjD'
E






jDf j mit der zu  analogen Denition wird in [EG] jjDf jj() geschrieben.
Im Falle H,  = cos  konstant l

at sich (5.7) wegen (5.8) und (5.9) schreiben als:
F
T

















Satz 5.1 wird zur Erkl

arung der verallgemeinerten L

osung von (5.1) und (5.2) nicht direkt
ben






osung des Variationsproblems (5.4) ist auch eine verallgemeinerte L

osung (Satz








ur (5.1), (5.2) existie-
ren, diese auch verallgemeinerte L

osungen sind. In diesem Sinne stellt die Minimierungs-
bedingung f

ur F eine (geeignete) Verallgemeinerung des Problems (5.1), (5.2) dar. Die
Verallgemeinerung besteht darin, da u(x) von nun an keine BV -Funktion und erst recht
keine glatte Funktion sein mu, da u(x) auf Mengen von positivem Ma 1 werden kann.
Des weiteren mu das Funktional F f

ur den Subgraphen der verallgemeinerten L

osung
gar nicht sinnvoll deniert sein. Es gen

ugt die Deniertheit der Funktionale F
T
um die
Minimierungseigenschaft anzunehmen, die dort auftretenden Integrale sind aufgrund der
Voraussetzung, da U eine Caccioppolimenge ist auch f















asentiert durch die Gestalt der Caccioppolimenge S in Q
T
, verglichen wird und durch
die Minimierungsbedingung (lokal) den energetisch g

unstigsten Zustand einnehmen mu
(man vergleiche mit den Ausf

uhrungen zum Variationsproblem (5.4), insbesondere in be-







osung minimal sein mu, denn man kann die L

osung z.
B. nicht mit allen m

oglichen Subgraphen von verallgemeinerten Funktionen vergleichen,
sondern nur mit bestimmten zul








orungen (siehe die Zusatzbedingung an S).
Ein interessanter Unterschied zwischen dem Problem (5.1), (5.2) und der verallgemei-
nerten Formulierung ist im Falle H,  konstant, da die Konstante H f

ur (5.1) und (5.2)
durch die Anwendung des Gauschen Integralsatzes vorbestimmt ist (siehe Kapitel 3.3,
Bemerkung zu (3.22), (3.23)), f

ur die verallgemeinerte Formulierung jedoch noch keine
derartige Relation erkennbar ist, und H somit noch frei gew

ahlt werden kann. Dieser





geeignet erscheinende Vorschrift zur Festlegung vonH aufgestellt wird. Es wird sich zeigen
m

ussen, inwiefern verallgemeinerte L

osungen physikalisch sinnvoll sind.





ur die Behandlung der Minimal

achengleichung entwickelt (siehe z. B. [G2],
[Mir2]). Eine Vielzahl dieser Resultate l

at sich aber auch auf das Kapillarit

atsproblem
anwenden (vgl. Kapitel 7 in [Fin1]).
Es ist klar, da die verallgemeinerte Formulierung nicht nur f

ur die bisher betrachteten H,
 aufgestellt werden kann. Es gen

ugt, da H 2 L
1
loc
(Q) (der Raum der lokal integrierbaren
Funktionen) und  2 L
1
loc
































ur fast alle x 2 
(5.11)




ur fast alle x 2 @
(5.12)
H ist lokal wesentlich beschr

ankt auf Q [ Q(5.13)
jj  1 fast

uberall auf Q:(5.14)




ur Gebiete mit Spitzen zu
konstruieren.





achst noch gezeigt werden, da die unterschiedlichen Minimierungsbedingungen
f








aquivalent sind. Des weiteren wird eine neue Formulierung aufgestellt,
die sich als sehr n

utzlich erweisen wird.
Sei das Funktional F
[a;b]
([a; b] ein Intervall mit b > a) so deniert, da die Integrale in
(5.7)

uber die Mengen Q
[a;b]
= 
[a; b] bzw. Q
[a;b]
= @
[a; b] erstreckt werden, so folgt:
Lemma 5.1 (

Aquivalenz verschiedener Denitionen): F














ubereinstimmen und alle T > 0
ist

aquivalent zu der Bedingung
F
[a;b]










Intervalle [a; b] mit b > a und





achst seien noch einmal die Denitionen zusammengestellt. Der Subgraph
U einer verallgemeinerten L






























Intervalle [a; b] mit b > a.
Formulierung C ([G1], S. 300):
F
T
[U ]  F
T







[U ]  F
T







ur alle Caccioppolimengen S  Q
T
und alle T > 0.




























ur alle kompakten Mengen K  R
n




















A, B zwei disjunkte, beschr

ankte Borelmengen mit A[B = V erm

oglicht, dies entspricht












(\ ist trivial. F

ur die andere Implikation w

ahlt man zu jedem Intervall









eine beliebige Caccioppolimenge aus Q
[a;b]
ist. Aus der Anwendung der Formel (5.22) folgt
die Formulierung B.
Bemerkung: Die Vereinigung, Komplemente und damit auch die Durchschnitte und








ubereinstimmt und gelte Formulierung C, so folgt
F
T









Mit Hilfe der Coarea-Formel f






































ur eine oene, beschr





















































Aus der Supremumdenition von
R
V


















Die Ungleichung (5.25) folgt nun aus (5.26) und (5.27), wenn man A = U , B = S,
V = 
  (,T , "; T + ") (" > 0) setzt und ber

ucksichtigt, da U = S auf 
 
((,T , ";,T ) [ (T; T + ")). Mit dieser Ungleichung und der Linearit

at der Spurabbil-
dung ([EG], S. 177) folgt nun aus der Addition der Ungleichungen (5.23) und (5.24)
2F
T
[U ]  F
T







(\ ist trivial, da 
 als beschr

ankt vorausgesetzt wurde. Sei K  R
n
. Es
kann T so gro gew

ahlt werden, da Q
T











[U ]  F
T
[S]:
Die Beziehung (5.22) liefert hieraus wieder die Behauptung. 2
Aus diesem Lemma kann geschlufolgert werden:
Lemma 5.2 (Nichteindeutigkeit f

ur H = H(x),  = (x)): Seien H und  nicht
explizit von t abh






ochstens bis auf eine additive Konstante eindeutig bestimmt.
36
Beweis: Sei u eine verallgemeinerte L

osung, so folgt aus Lemma 5.1:
F
[a;b]










Intervalle [a; b] mit b > a. Sei ~u = u + C (C 2 R) und bezeichne
~
U den Subgraphen von





















alle Intervalle [a+ C; b+ C] mit b > a.
Die spezielle Wahl a = ,T , C, b = T , C mit T > 0 liefert die Behauptung. 2


























zwei Folgen, deren Glieder die Strukturbedingungen (5.10),
(5.13) und (5.14) erf



































gelte des weiteren f

ur eine Caccioppolimenge U , da U
j


























































Die Beziehung (5.30) ist im Sinne der (














zu verstehen (siehe [G2], Kapitel 2 zur Denition und Eigenschaften von

auerer
und innerer Spur einer BV -Funktion auf Hyper

achen).
In [G1], S. 304 ist eine allgemeinere Version dieses Satzes ohne die Bedingungen (5.31),
(5.32) angegeben. Der dortige Beweis ist jedoch nicht ganz vollst

andig. Das Problem





























(z. B. [G2], S. 7) aber im allgemeinen nicht auf den halbgeschlossenen
Mengen Q
T
. Das Lemma 5.3 soll deshalb im Zusammenhang mit dem Beweis des n

achsten
Satzes bewiesen werden (siehe n

achstes Kapitel, 4. Schritt). Der Satz wird hier zwar nur
f

ur den Fall 
  R
2
gezeigt, aber die im Beweis angegebene Methode l

at sich auch auf









anktes Gebiet mit C
2
-
Rand ist (wie in [G1] vorausgesetzt). Man verwendet dann eine zu Lemma 5.4 im Beweis
zu Satz 5.2 analoge Version im R
n
, welche sich f

ur Gebiete mit glattem Rand analog zum
Beweis von Lemma 1.1 in [G1], S. 301 zeigen l

at. Dies sichert die G

ultigkeit der Resultate
in [G1], denn es stellt sich heraus, da die zus

atzlichen Bedingungen (5.31), (5.32) keine
wesentlichen Einschr

ankungen darstellen. Sie sind f














achste Satz sichert die Existenz von verallgemeinerten L

osungen:



















ummung, die Funktionen H,  erf

ullen die Bedingungen (5.10) bis
(5.14), so existiert eine verallgemeinerte L

osung von (5.1), (5.2).
Der Beweis zu Lemma 5.3 und Satz 5.2 soll in einem separaten Kapitel gef

uhrt werden.
5.3. Beweis zu Lemma 5.3 und Satz 5.2
Es wird das Programm von Giusti aus [G1] f

ur Gebiete mit glattem Rand auf Gebiete
mit st











Gebiete mit glattem Rand folgern lassen. Im Gegensatz zu [G1] wird hier jedoch anstelle
des Funktionals E direkt mit den Funktionalen F
T
gearbeitet.




otigt, um ein Resultat von Gilbarg und
Trudinger ([GT]) anwenden zu k

onnen.







at sich nicht ohne
weiteres auf einen h

oherdimensionalen Fall ausweiten.
Der Beweis erfolgt in vier Schritten, zun

achst unter Voraussetzung von Lemma 5.3. Im 4.
Schritt wird dann Lemma 5.3 bewiesen.







vergenz der charakteristischen Funktionen)
Es soll zun

achst ein zu Lemma 1.1. in [G1], S. 301 analoges Resultat bewiesen werden.
38
Der Rand von 
 l





















 bezeichnen und die Punkte x
l














gebildete(n) Ecke(n) bzw. Spitze(n) bezeichnen. Es kann
angenommen werden, da n > 1 gilt, andernfalls kann man als zweite
"
Ecke\ einen belie-




















achst an, da die

Onungswinkel aller Ecken (Spitzen) x
l
kleiner oder
gleich  sind, bzw. da x
l
ein Punkt aus einer C
3
-Randkomponente ist (s. o.).
Nach Lemma 2.3 in [Mie3], S. 234 existiert f

ur jeden Punkt x
l























als Ursprung eines kartesischen Koordinatensystems, so besagt dieses Lem-






at. Die Argumentation im Beweis
zu Lemma 2.3 in [Mie3] funktioniert f

ur alle Ecken mit

Onungswinkel kleiner als  sowie
f

ur Spitzen. Es ist klar, da auch im Falle da x
l





Onungswinkel der Ecke gleich  ist, eine solche Kurve existiert. Die Kurve
,
l
ist dann ein St






uberzeugen kann (vgl. [GT], S. 355).
Wir betrachten nun die Menge

"
= fx 2 








ahlt werden, da f






eine Zerlegung von 
"



















) 8k 6= lg;(5.34)
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Man vergleiche mit den Ausf

uhrungen in [Mie3].









g und alle Eckpunkte x
l
gilt dist(x; @











(k 6= l) auer in den Ecken fx
l
g nicht




















Aufgrund der Eigenschaft (5.34), der Voraussetzung an die Kr

ummung und Lemma 14.16
in ([GT], S. 355) sowie der Bemerkung zu (5.35), (5.36) kann "
0
auch noch so klein gew

ahlt
werden, da die Abstandsfunktion dist(x; @
















Mit diesen Eigenschaften l

at sich folgendes Lemma beweisen (man vergleiche mit Lemma
1.1 in [G1], S. 301):
Lemma 5.4 (Absch

atzung des Randterms): Sei 
 ein Gebiet das die Vorausset-
zungen von Satz 5.2 erf

ullt, sei w 2 BV
loc




































angige Konstante ist, und f
















Bemerkungen zur Spurdenition im Anhang Kapitel A.7). Sei zun

achst w  0 ange-
nommen und sei  eine C
1
-Funktion mit 0    1,  = 1 auf Q
T





 [,T; T ]). Mit der obigen Wahl von " folgt, da f

ur die Abstandsfunktion
d(x) = dist(x; Q
T










































Aufgrund der globalen Lipschitzstetigkeit von d mit Lipschitzkonstante 1 (z. B. [GT], S.
354), der Beschr
























































ur die letzte Ungleichung noch verwendet wurde, da  Dd = ,1 auf 
l
(,T; T )
und  = 1 auf Q
T
.

















































jdiv(Dd)j <1 ([GT], Lemma 14.17, S. 355, "
0
hinreichend klein




oe ist oenbar nur von " und 
 abh

angig ( wurde fest und nur
in Abh

angigkeit von " und 
 gew

ahlt). Aus der Gleichung (5.38) und den Ungleichungen
(5.39) bis (5.41) folgt die Behauptung (5.37) f

ur den Fall w  0.





























Lemma 5.5 (Unterhalbstetigkeit von F
T





























Beweis: Aus der Denition der Funktionale F
T
und den Strukturbedingungen (5.13) und
(5.14) folgt zun




















































Die Anwendung von Lemma 5.4 f






































































































































 [,T; T ]).
Ber





























































ur alle Zahlen "
1
> 0, so ist klar, da die
Unterhalbstetigkeitseigenschaft auch auf die Gebiete Q
T
anwendbar ist. Es wird hierf

ur
jedoch die spezielle Bedingung U
j




otigt, wodurch Lemma 5.5 nicht auf Sub-
graphen angewendet werden kann. Man vergleiche mit der sp

ateren Version dieses Lemmas
(Lemma 5.6 im 4. Schritt des Beweises)!
Aus (5.44) folgt die Unterhalbstetigkeit von F
T
, wenn man " gegen 0 gehen l

at und





j von oben verwendet. 2
Wir kommen nun zu dem Fall, da 









ur diese Ecken gibt es keine Kurven ,
l

















oer  und L

die entspre-



















j = i+1 falls i < n, j = 1 sonst). Diese Kurven bewirken aufgrund der Voraussetzung an
die Kr

ummung zusammen mit den Kurven ,
i




ur ein hinreichend kleines "
0
mit der Wahl 0 < "  "
0
eine Zerlegung von 
"




























































) < dist(x; x
k
)
8k 2 L n fjg
o
(i 2 L, j 2 L




































































Bemerkung: Von der letzten Beziehung








) jeweils lokal als Funktionen in einem kartesischen Koordinaten-
system darstellt, dessen Ursprung x
i
ist und dessen y,Achse in innere Normalenrichtung
zeigt. F

ur diese Funktion f gilt dann f
0























= 0 der Abstand im Ursprung angenommen wird (aufgrund der









(j = 1; 2) stellen also
tats

achlich Teile der R

ander der Mengen 
l
"
(l 2 L) dar.
Aufgrund der Eigenschaft (5.45) kann nun mit der gleichen Begr

undung wie im obigen
Falle "
0
auch noch so klein gew

ahlt werden, da die Abstandsfunktion dist(x; @
) zweimal





ur alle 0 < "  "
0


























g. Wir ersetzen nun in den bisherigen Beweisen (Lemma
5.4 und 5.5) auer f

ur die Denition der Funktion  im Beweis zu Lemma 5.4 die Menge

"
























alt man dann die Absch

atzung (5.37) mit der obigen Ersetzung (siehe
Beweis zu Lemma 5.4) und damit die ben

otigte Unterhalbstetigkeit der Funktionale F
T
(Lemma 5.5) auch f

ur diesen Fall.




 durch glatte Gebiete wie folgt. Sei 

n
























































 (siehe Skizze 4).
Bemerkung: Hierbei handelt es sich um eine g

angige Methode um bestimmte Resul-




ubertragen. Man sehe z. B. [GT] oder [S].





ist, kann man leicht eine
solche Gl





ugt aber auch, da die zweiten Ableitungen des Randes wenigstens
lipschitzstetig sind. Satz 5.2 w

are dann auch f

ur solche Gebiete g

ultig.
Es werde  = 0 auf ,
n














) = fv 2 BV (

n














































ur alle 0 < T  i minimieren.
Bemerkung: Minimiert eine Menge das Funktional F
n
i





















Es soll gezeigt werden, da aus dieser Folge eine Teilfolge ausgew

ahlt werden kann, die lo-
kal (das heit auf Q
i































) <1 8n 2 N ;(5.51)








































































































Hieraus kann unter Verwendung der Konstruktion der Folge 

i
























Sei O eine oene Kugel mit O  Q
i










j  C 8n 2 N ;(5.53)
wobei die Konstante C unabh































aig in BV -Norm beschr

ankt auf O. Aus dem Kompaktheitstheo-
rem f













ahlt werden kann, die in L
1
(O) gegen eine BV -Funktion f konvergiert. Es ist klar,

























Bemerkung: Obige Einbettung in eine oene Kugel ist erforderlich aufgrund der Vor-
aussetzungen des Kompaktheitstheorems f

ur BV -Funktionen.







ahlen " > 0 hinreichend klein (oder obiges O hinreichend gro), so da Q
i+"
 O.
















)). Die Anwendung der
Unterhalbstetigkeit f

































: x 2 

n






































































































(n) = 0. Die Menge S \Q
n
ist dabei eine beliebige Caccioppolimenge, die




































































































j  C 8 i > T(5.60)
mit der nur von T abh

angigen Konstante C. Mit der gleichen Argumentation wie oben
l








ahlen, die auf Q
T
gegen den Subgraphen




ur T = 1 eine solche Teilfolge
aus und aus dieser f

ur T = 2 eine entsprechende Teilfolge usw. Die aus dieser Folge von
Teilfolgen ausgew







die Eigenschaft, da sie auf jeder Menge Q
T





orige Funktion u ist eine verallgemeinerte Funktion, die die
Werte 1 annehmen kann. Deren Subgraph ist eine Borelmenge als Vereinigung der
Borelmengen U\Q
T






















(Q) sind, folgt aus dem Satz von Lebesgue (z. B. [G2], S. 30), da f

ur
fast alle x 2 Q die innere und


































(x). Aus Proposition 2.8 ([G2], S.
36) folgt dann sogleich, da (5.31), (5.32) f

ur fast alle T > 0 erf



























fast alle T und mit dem oben gesagten auch (5.30) f

ur fast alle T . Die Voraussetzungen des
Lemmas 5.3 sind also f

ur fast alle T > 0 erf





von u, wenn man in Lemma 5.3 H
j
= H und 
j
=  fest w





4. Schritt: (Beweis von Lemma 5.3)
Es wird noch ein technisches Lemma ben

otigt. Man vergleiche mit Lemma 5.5!
Lemma 5.6 (Unterhalbstetigkeit von F
T
Version 2): Sei U
j
 Q eine Folge von










ur eine Caccioppolimenge U  Q,
gelte (5.31) und (5.32), so folgt:
F
T







Beweis: Der Beweis erfolgt v

ollig analog zum Beweis von Lemma 5.5. Aufgrund der Be-













usw., die es erm






j auf oenen Mengen
anzuwenden. 2
Mit Hilfe dieses Satzes kann nun Lemma 5.3 bewiesen werden, wir beginnen zun

achst
genauso wie im Beweis zu Proposition 1.2 in [G1], S. 304.


















assige Vergleichsmenge zu U
j























und V in Q
T
sowie













































































































































Ubergang zum unteren Limes j !1 folgt hieraus unter Verwendung von Lemma
5.6, der gleichm











also die Behauptung, denn V ist eine beliebige zul







ur das Problem in der
Schwerelosigkeit
6.1. Charakterisierung der singul

aren Mengen
Im folgenden sei 
 stets ein Gebiet, da die Voraussetzungen von Satz 5.2 erf

ullt, und es
seien H und  wieder konstant ( = cos , H > 0). F

ur  gelte (5.3).
Wir kommen nun zu einer Charakterisierung der Mengen auf denen eine verallgemeinerte
L





Sei u(x) eine verallgemeinerte L

osung so werden die Mengen P und N eingef

uhrt durch
P = fx 2 
 : u(x) = +1g
N = fx 2 
 : u(x) = ,1g:
Es kann u(x) auf einer Menge vom Ma 0 so abge

andert werden (vgl. [G2], S. 42), da
f

ur alle Kreise B
r










(x)) 6= 0 8 x 2 N:(6.2)
Dies sei im folgenden stets erf

ullt.
Satz 6.1 (Minimierungseigenschaft der singul










































































































] usw. gesetzt werden, wenn klar
ist, auf welche Gr

oen H, , 
 sich die entsprechende Aussage bezieht.




ankte Gebiete mit glattem Rand aus dem
R
n
ist in [G1], S. 306 zu nden. Die Bedingung
"
glatter Rand\ ist dort notwendig. Man
vergleiche mit den Ausf

uhrungen im Anschlu an Lemma 5.3!
Man beachte, da ein Satz 6.1 entsprechendes Resultat in [Fin1], S. 196 sich auf globale





ussen jedoch nicht unbedingt globale Minimierer von F sein. Siehe dazu
auch die Ausf

uhrungen in Kapitel 5.1.
Beweis: Der Beweis soll mittels Lemma 5.3 gef

uhrt werden.
Sei u eine verallgemeinerte L

osung von (5.1), (5.2), so sind die Funktionen u, j (j 2 N)
ebenfalls L

osungen (Lemma 5.2), das heit, die Subgraphen
U
j





ur alle T > 0. Es gilt U
j
! U = P  R in L
1
loc
(Q), des weiteren sind die
Bedingungen (5.30) bis (5.32) f

ur fast alle T erf

ullt, mit der gleichen Begr

undung wie im










abe nun eine Caccioppolimenge A  
 mit [A] < [P ]. Wir setzen
[P ] , [A] = " > 0. Es wird T so gro gew

ahlt, da "T > j
j gilt. Man betrachte
die zul

assige Vergleichsmenge S = (A [,T; T ]) [ (U nQ
T













[A] dt + 2j
j = 2T[A] + 2j
j




[U ] + 2 (j




im Widerspruch zur Minimierungseigenschaft von U . Das Resultat f

ur N folgt analog,
wenn man noch die folgende Eigenschaft verwendet: Minimiert die Menge M das Funk-
tional , so minimiert die Menge 
nM das Funktional 	. Dies folgt sofort durch Nachrech-




 anstelle vonM die Menge 
n(




alt dann die Minimierungsbedingung 	[
 nM ]  	[A] f

ur alle Caccioppolimen-
gen A  
. 2
Der im Beweis zu Satz 6.1 gezeigte Zusammenhang der Minimierer von  und 	 motiviert
die Bezeichnung von 	 als das zu  adjungierte Funktional. Wir k

onnen uns deshalb im
51




ur die Minimierer von
	 gelten dann analoge Resultate.
Der Beweis von Satz 6.1 f







Lemma 6.1 (Beispiel f

ur eine verallgemeinerte L

osung): Sei M ein Minimierer
von , so ist die verallgemeinerte Funktion
u(x) =
(
+1 : x 2M





osung von (5.1), (5.2).




) eine beliebige zul

assige
Vergleichsmenge zu U , das heit, S
0
ist eine beliebige Caccioppolimenge in Q
T




[U ]  F
T
[S]:(6.6)





































ur fast alle t 2 [,T; T ].
Aufgrund der Voraussetzung, daM ein Minimierer von  und damit 
nM ein Minimierer
von 	 ist, folgt
	 [

















  (,T; T ) und

U = (
 nM)  R gesetzt. Man
erh

alt aus der Integration der Gleichung (6.8) unter Verwendung von Lemma 9.8 ([G2],







































































































Des weiteren folgt aus der Denition des matheoretischen Randes sofort, da der ma-
theoretische Rand einer Menge gleich dem matheoretischen Rand ihrer Komplement

ar-





















































































Geht man nun wieder zu den halbgeschlossenen Mengen Q
T

uber, so gilt aufgrund der




























Es folgt aus (6.14), (6.15) und (6.16) die Ungleichung (6.6), also die Behauptung. 2







achenproblem (siehe [G2], S. 183). Dieses Beispiel zeigt auch eine Beson-
derheit der verallgemeinerten L






(5.2)), so gilt [A] > 0 und 	[A] > 0 f

ur alle A 6= ;;
 (vgl. [Fin1], S. 135 bzw. siehe Ka-
pitel 3.3). Es gilt aber [;] = [
] = 0 (desgleichen f

ur 	), das heit, die Mengen ; und

 sind Minimierer von  bzw. 	. Damit sind nicht nur die bis auf eine additive Konstan-
te eindeutig bestimmten klassischen L

osung von (5.1), (5.2) verallgemeinerte L

osungen,






osungen\ u  +1 und u  ,1.
Es ist aus dem Beweis zu Lemma 3.2 ersichtlich, da f

ur Gebiete mit Spitze unabh

angig
von der speziellen Wahl von 
 stets folgt P 6= ;, denn f

ur Gebiete 
 mit Spitze existiert

















! 0, dies impliziert die Existenz eines solchen
B und war gerade die Bedingung f

ur die Nichtexistenz klassischer L

osungen.
Aus Satz 6.1 k

onnen a priori interessante geometrische Eigenschaften der Menge P abge-
leitet werden.
Sei die Menge M im folgenden ein Minimierer von . Es werden wie

ublich Mengen, die
sich nur auf einer H
2
-Nullmenge unterscheiden, identiziert, deshalb kann angenommen
werden, da M eine oene Menge ist, die die Eigenschaft (6.1) erf

ullt.




 aus analytischen B

ogen, falls diese Menge nicht leer ist. Dieses Theorem wurde von
Massari zwar nur f















ur den Beweis ben








andert bleibt, ist dieses Resultat auch auf die Funktionale (6.3), (6.4)

ubertragbar.
In [Fin1] Kapitel 6 sind weitere Eigenschaften von ,
M
zusammengefat:





ogen mit Radius R =
1
2H





uberliegenden Seite der Kreisb

ogen. Trit ein Kreisbogen auf
einen glatten Teil von @
, so bildet er dort einen Winkel der Gr

oe  mit @
. Falls  > 0,
so sind die Kreisb







als Teile ein- und desselben Kreises ineinander

ubergehen.





Onungswinkel 0 < 2 <  enden k

onnen. Dieses Lemma l

at sich auch auf Spitzen
verallgemeinern.
Lemma 6.2 (Weitere Eigenschaften der Minimierer von ): Kein Bogen von ,
M
kann in einer Spitze enden.
Beweis: Der Beweis erfolgt analog zum erw

ahnten Lemma 3.3 in [FN]. Aufgrund der








in ein- und der-
selben Spitze enden. Man untersucht zun













ur ein hinreichend kleines x
1;0
. Aus der Dreiecksungleichung folgt, da j,
M
j durch





Durch diese Ersetzung wird folglich das Funktional  verringert, was im Widerspruch zur
vorausgesetzten Minimalit




















Betrachten wir nun den Fall, da genau ein Bogen in der Spitze endet (Skizze 6). Man
ersetze den Bogen ,
0
M
durch die Strecke AB f

ur ein hinreichend kleines x
1;0
. Aus dem





















ahlt werden, da durch diese
Ersetzung das Funktional  verringert wird, im Widerspruch zur Minimalit

















Aus dem Beweis von Lemma 3.2 und 6.2 ist ersichtlich, da die Minimierer von  stets
die Spitzen von 
 enthalten m

ussen. Denn hinreichend kleine Umgebungen der Spitze in
55

 liefern stets negative Beitr

age zum Funktional  (Lemma 3.2) und kein Bogen von M
kann in einer Spitze enden (Lemma 6.2).
Auch die n

achste Eigenschaft von M ndet sp

ater Verwendung:
Lemma 6.3 (Weitere Eigenschaften der Minimierer von ): F

ur 0 <  <

2
kann unter der Voraussetzung, da 















) als Teilmengen enthalten.
Beweis: Angenommen ,
M




uhren aufgrund der Winkelbedingung von Satz 6.2, Lemma 6.2 und der











. Folglich kann der Kreis um den Faktor 1+" ("
hinreichend klein) gestreckt werden und die oben genannten Eigenschaften weiter erf

ullen.
Man betrachte die durch diese Streckung erhaltene Menge M
0



























] < [M ]
im Widerspruch zur vorausgesetzten Minimalit

at von M . 2
Die zuletzt genannten Resultate vereinfachen die Suche nach Minimierern f

ur  bei gege-
benem 
 erheblich und damit auch die Konstruktion spezieller verallgemeinerter L

osungen






ur ein Beispiel gezeigt werden.
Im n

achsten Kapitel wird eine weitere Klasse spezieller verallgemeinerter L

osungen be-








Es sei M ein Minimierer von , es gelte M 6= 
. Einer Beobachtung in [FN] zufolge








M im folgenden der Abschlu von M usw.) unter


























osungen bezeichnet. Gleichung (6.19)













)Tu(x) = 1 zu verstehen. Es folgt dann aus











u(x) = +1. Die L

osungen
von (6.17) bis (6.19) sind, falls sie existieren, als Folgerung aus dem Vergleichsprinzip f

ur
diesen Gleichungstyp ([CF1], S. 192) bis auf eine additive Konstante eindeutig bestimmt.
Der n








osungen von (5.1), (5.2) her.
Satz 6.3 (Eine weitere Klasse verallgemeinerter L

osungen): Sei M 6= 
 ein Mi-












M , so ist





(x) : x 2 

0






osung von (5.1), (5.2), und es gilt P =

M .















 [,T; T ] Q
2
T















 [,T; T ] Q
2
T
















cos  : x 2 @M \ @





















































































































































osung und damit auch eine verallgemeinerte L

osung ist (siehe









































als Teilmengen von Q
2
folgt mit der obigen



















































































































































[U ]  F
T
[S];(6.30)
also gerade die Behauptung. 2







osung\, denn auf dem Komplement des Denitionsbereiches dieser L






osung unendlich, also singul

ar. In [FN] wurde bereits auf die
58





osungen im Sinne von Miranda sind.
Es ist jedoch nicht zu erwarten, da f

ur alle H und f























Da M ein Minimierer von  ist und damit 

0
ein Minimierer von 	 ist (siehe Beweis zu














0 < H  H
0
:(6.32)




ur (5.1), (5.2) istM = ; ein Minimierer von 
als Folgerung aus dem notwendigen Existenzkriterium (siehe Beweis zu Lemma 3.2 oder
[Fin1], S. 135). Die Gleichung (6.31) entspricht dann H = H
0
. Dies entspricht gerade der
Festlegung von H aus (5.1), (5.2) mittels Gauschen Integralsatzes (vgl. Bemerkung zu
(3.22), (3.23) in Kapitel 3.3).
Da durch ein festes H die Minimierer von  bereits festgelegt sein k

onnten, mu die
Bedingung (6.31) nicht notwendig erf





]  0 f

ur eine Caccioppolimenge A 6= ;;
 (diese Bedingung ist
insbesondere f

ur alle Gebiete mit Spitzen erf

ullt (Beweis zu Lemma 3.2)) ein H existiert,
f










] und damit auch (6.31) erf

ullt (vgl. [FN], Theorem 3.1, S. 14). Dieses H
mu nicht eindeutig bestimmt sein. Die Argumentation in [FN] bezieht sich auf Gebiete
ohne Spitzen und 0 <  <

2
. Unter Verwendung der Resultate Lemma 6.2 und Satz 5.2,
der in Verbindung mit Satz 6.1 die Existenz von Minimierern f

ur die Funktionale  auch
f

ur Gebiete mit Spitzen garantiert, ergibt eine Analyse des Beweises von Theorem 3.1 in
[FN], da dieser Satz auch f

ur die hier betrachteten Gebiete gilt und damit die Existenz
eines solchen H auch f

ur diese Gebiete sichert.
Das n

achste Lemma zeigt eine Besonderheit der L

osungen (6.20).
Lemma 6.4 (Besonderheit der L

osungen (6.20)): Sei u(x) eine verallgemeinerte
L

osung von (5.1), (5.2) der Form (6.20) f

ur ein festes H, so ist die Funktion v(x)  +1
59
auf 
 ebenfalls eine verallgemeinerte L

osung von (5.1), (5.2) f

ur dieses H.





[M ]  [A](6.33)
f

ur alle Caccioppolimengen A  
.







ur alle Caccioppolimengen A  
. Damit ist 





Die Aussage dieses Lemmas folgt dann aus Lemma 6.1. 2
Es soll nun eine Strategie entwickelt werden, mit der man f
















Strategie zur Bestimmung von verallgemeinerten L

osungen der Form (6.20):
1. F

ur die Werte H mit (6.32) werden mit Hilfe der geometrischen Eigenschaften (Satz








2. Es wird festgestellt, ob die Gleichung (6.31) f

ur das entsprechende H und den oder
















3. Es wird gepr






achlich eine klassische L

osung existiert.
4. Es wird die zusammengesetzte Funktion (6.20) gebildet.












onnte 3. am besten durch die Anwendung des folgenden Satzes auf das
Problem (6.17) bis (6.19) gezeigt werden.




), jj  1, 







 ds, dann existiert eine klassische
L


































Man beachte, da in unserem Fall 

0
als Minimierer von 	 a priori nur lipschitz sein
kann.
Die Bedingung an H entspricht in unserem Fall gerade (6.31). Es ist klar, da
~
 eine Ver-
allgemeinerung des Funktionals  darstellt. Das zum Beweis von Lemma 3.2 verwendete
notwendige Existenzkriterium von Finn erweist sich also sogar als hinreichend.
Es stellt sich die Frage, inwiefern verallgemeinerte L

osungen physikalisch sinnvoll sind.
Diese Frage wird durch die Ausf

uhrungen in z. B. [LLDR] und [Z] positiv beantwortet.
Dort wurden L

osungen der Form (6.20) tats

achlich beobachtet bzw. auf solche Beobach-
tungen hingewiesen. Es kann folgende Hypothese aufgestellt werden.
Hypothese: Die L

osungen der Form (6.20) sind die physikalisch interessanten verall-
gemeinerten L

osungen von (5.1), (5.2).
Damit stellt die Gleichung (6.31) eine Auswahlbedingung f

ur die Festlegung eines physi-
kalisch interessanten H dar und k

onnte damit das Problem der fehlenden Bestimmtheit
von H bei Nichtexistenz klassischer L

osungen beseitigen (vgl. Kapitel 5.1). Dies wurde









ur spezielle Gebiete angewendet. Im n

achsten
Kapitel soll dies f

ur ein weiteres Beispiel, welches gerade dem in Kapitel 5.1 angegebenen
Problem aus der Biologie entspricht, angewendet werden.
6.3. Ein Beispiel
Wir betrachten das in der Einf

uhrung (Kapitel 5.1) beschriebene Problem aus der Bio-
logie. Wie beschrieben, werden die Interzellularr

aume durch zylindrische Fasern gebildet.
Diese sind wabenf

ormig angeordnet ([Z], S. 49) und bilden somit eine Vielzahl von zylin-
drischen Gef

aen mit einer durch drei Kreise mit Radius r begrenzten Querschnitts

ache



















Der Radius r der dieses Dreispitz (g(A;B;C)) bildenden Kreise liegt im m-Bereich (ca.
5m [Z], S. 49).
Es seien H und  wieder konstant mit  = cos  und  erf

ulle (5.3).









Nach Satz 5.2 existiert eine verallgemeinerte L

osung von (5.1), (5.2) auf dem obigen
Dreispitz 









osungen untersucht werden. Dazu wird die in Ka-
pitel 6.2 beschriebene Strategie zur Anwendung kommen. F

ur H gelte also (6.32). Die

























bilden (arc(D;E), arc(F;G) usw.), durch Kreise mit Mittelpunkt auf der Tan-





achst  > 0. Die geometrischen Bedingungen an die Minimierer von  (siehe
Kapitel 6.1, Satz 6.2, Lemma 6.2, 6.3) erm

oglichen mit der Tatsache, da M die Spitzen
enthalten mu (vgl. Kapitel 6.1), nur die in den Skizzen 7 und 8 angegebene Form der
Menge M , oder es gilt M = 
, wobei eine Menge der Form g(D;E; F;G) in Skizze 8

















Die Konstellation von Skizze 8 kann aber ausgeschlossen werden, indem man nachrechnet,
da f














osung existieren (Rechnung siehe Anhang Kapitel
A.8).






onnte aus einem Kreis bestehen, der h






uhrt. Eine Analyse des Beweises von Lemma 6.3 zeigt jedoch,
62





den Rand von 
 immer noch in nur h












Kreis bestehen, der @




onnte diesen Kreis entlang
der Tangente durch einen entsprechenden Spitzenpunkt (A, B oder C) verschieben und
so vergr

oern, da er @









ur die wie im Beweis zu Lemma 6.3 folgt, da [M
0
] < [M ], im Widerspruch
zur Minimalit

at von M . Damit kann im Falle  = 0 die Menge 

0
ebenfalls nur von der
Form g(D;E; F;G; I; J) (Skizze 7) sein, oder 

0
besteht aus dem einbeschriebenen Kreis
oder ist leer. Durch Nachrechnen erh

alt man sofort, da f










Wir berechnen nun f





die Bedingung (6.31), welches zur Auswahl eines (oder mehrerer) H f

uhrt (Rechnung siehe
Anhang Kapitel A.8). Es stellt sich heraus, da man f





Form g(D;E; F;G; I; J) von Skizze 7 erh







ist dann aufgrund der Tatsache, da f

ur die Mengen der Form g(D;E; F;G)










armengen M und 





































Angabe des Winkels 
1
bereits bestimmt ist.













alt man eindeutig 
2












ahlen, dies vereinfacht die Rechnung.
Aus der Rechnung im Anhang folgt, da 
1
durch eine nichtlineare Gleichung bestimmt
ist, die f

ur jedes  genau eine L

osung hat. Die folgende Tabelle gibt die Werte einer nu-
merischen Berechnung f




















30 20,2713 39,7287 5,1597 8,4360
45 18,2651 26,7349 4,4644 6,8880
54 16,7455 19,2545 3,8882 5,7257 Wasser und Celluloseacetat
60 15,5113 14,4887 3,4346 4,8706
68 13,4133 08,5867 2,7367 3,6491 Wasser und Cellulosenitrat
89 00,9971 00,0029 0,1672 0,1700
































Man erkennt anhand der vierten und f





















achlich eine klassische L

osung von (6.17) bis


















, nach obiger Konstruktion ist M ein Minimierer von , es gilt also f

ur
alle Caccioppolimengen A  

[M ]  [A]:(6.38)
1
alle Angaben aus [BTHSS], S. 474-479
64






das heit, M [ 


ist ebenfalls ein Minimierer von . Da aber nach den obigen Ausf

uh-
rungen nur M und 









= ;. Die Anwendung











alt dann nach Satz 6.3 die verallgemeinerte L

osung der Form (6.20), ebenso die
Grenzl

osungen u = +1 und (6.5).
Das Ergebnis l

at sich so interpretieren, da die Fl

ussigkeit in den mitM gekennzeichneten





aume (vgl. Motivation in Kapitel 5.1) k

onnte dieser Eekt des quasi
"
von selbst\
aufsteigenden Wassers von groer Bedeutung sein.
Nimmt man an, da in der Natur optimale Benetzung vorliegt, das heit, f

ur den Rand-
kontaktwinkel gilt  = 0, so stimmt das vorliegende Resultat genau mit der Beobachtung
in [Z], S. 50

uberein.
6.4. Zusammenfassung und Ausblick
Die Kapitel 5 und 6 besch

aftigten sich mit verallgemeinerten L

osungen des Problems
(5.1), (5.2). Es konnte die Existenz solcher L

osungen unter sehr allgemeinen Bedingungen
gezeigt werden (Satz 5.2), auch f






aug ausgeschlossen werden m

ussen durch die Bedingung, da der Rand
des Gebietes 
 lipschitzstetig sein soll. Des weiteren gelang es, im Fall H,  konstant
spezielle verallgemeinerte L

osungen zu konstruieren (Lemma 6.1, Satz 6.3).
Die Eigenschaften der Mengen P und N konnten weiter eingeschr

ankt werden. Es wurde
eine Strategie entwickelt, um die physikalisch interessanten L

osungen von Satz 6.3 f

ur
beliebige Gebiete zu nden. Diese wurde an einem Beispiel ausprobiert. Das Ergebnis
weist eine gute

Ubereinstimmung mit den Beobachtungen auf.

















art bleibt die Frage nach der Eindeutigkeit verallgemeinerter L

osungen.
























> 0 die x
1
-Koordinate des Punktes (1; s
0











)  s(a; x

















folgt die Existenz eines " > 0, so da
x
0




, " > 0:






















dist\ die euklidische Abstandsfunktion bezeichnet. Da dist stetig ist, und eine ste-
tige Funktion auf einem abgeschlossenen Intervall ihr Minimum annimmt, folgt aufgrund

































uckes im Punkt , das heit die Kr

























































falls K  0:
Es folgt r > 0.
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auf der inneren Normale durch P
i
so liegt, da der

















Diese Tatsache folgt aus dem n

achsten Lemma.




: I ! R zwei zweimal stetig die-






















































(z) 8z 2 I.































) x  y
und nochmaliger Integration. 2






















]. Auf jeden dieser Kreise wird Satz 3.5






















uberdecken nach Konstruktion ,
s
0






alt man eine Absch

atzung in einer Umgebung des Randpunktes (,1; s
0
), wenn



















































































Aus (5), (6) und (7) folgt die Existenz einer Konstanten A, so da





Durch die Konstruktion ist klar, da A unabh

angig von der speziellen L

osung v ist, denn
es wurden nur die geometrischen Bedingungen und die L

osungseigenschaften von v auf 


verwendet, also auf einem Teilgebiet von 
, welches f

ur alle betrachteten Gebiete gleich
ist. 2
68
A.2. Beweis zu Satz 4.2a
(F

uhrende Terme der L



































































hinreichend klein) dann den Schnitt des betrachteten Gebietes 
 mit einer gewissen Um-
gebung der Spitze (vgl. Kapitel 3.2). Die Gr































































































ur x ! x
0
. Dieses
Symbol soll in der vorliegenden Arbeit gleichzeitig zur Abk

urzung von Reihen verwendet
werden, indem es den f

uhrenden Term des Restes einer konvergenten bzw. asymptotischen
Entwicklung darstellt.





bzw. kleine s, so da O auch im folgenden Sinne verstan-







) , jf j  cx

1


















ur ein hinreichend kleines x
1;0
. In glei-





































= g(a), und g(a) ist beschr

ankt
auf dem gesamten Denitionsbereich von a.























































Die in der Klammer stehende Potenzreihe in x
 1
1









ahlt wird. Gleichung (5) kann mit  , 1
potenziert werden, indem man den Taylorschen Lehrsatz f






































































= 0 analytische Funktion von x
 1
1
. Die Umkehrung dieser
Funktion ist wieder analytisch in s
 1








































































































Es ist klar, da damit x
 1
1
sogar die Potenzreihenentwicklung einer in s
 1
= 0 und f

ur
alle a aus einem beliebigen, aber beschr

ankten Denitionsbereich analytischen Funktion
von a und s
 1
ist. Durch erneute Anwendung des Taylorschen Satzes, diesmal f

ur die
































































Bemerkung: Der Restterm dieser Entwicklung ist der Rest der Reihenentwicklung einer
in 0 analytischen Funktion von s
 1
wenn s ausgeklammert wird.
70
Aus (2) und (6) erh

alt man eine Entwicklung von x
2

































































































































Bei der Ableitung von asymptotischen Entwicklungen ist zu beachten, da im allgemeinen




) besteht. Um dennoch Aussagen

uber
das Verhalten der Restterme bei Dierentiation treen zu k

onnen, ist deren spezielle
Struktur zu beachten. Die hier auftretenden Restterme sind f

ur beliebige a aus dem De-
nitionsbereich und f








onnen durch Ausklammern von eventuell singul

aren Termen in solche umgeformt




ur diese Art Reste
lassen sich die folgenden Regeln aufstellen:
Lemma A.2 (Ableitungsregeln 1): Sei R(a; ~s) eine f

ur alle a aus dem beschr

ankten





ur ~s! 0 (n 2 N
+
), sei weiterhin f(a; s) eine f

ur s > 0 dierenzierbare Funktion
mit lim
s!0
f(a; s) = 0, so gilt:
@
@s

























Beweis: (8) und (9) folgen aus der gliedweisen Dierenzierbarkeit von Potenzreihen in-
nerhalb des Konvergenzintervalls und der Kettenregel. 2
H

aug wird Lemma A.2 mit der Funktion f(a; s) = s
 1
angewendet, das heit, f ist
unabh

angig von a. F

ur solche Funktionen lassen sich (8) und (9) in der folgenden Kurz-
form schreiben (g(s) = s
n( 1)
, n  1):
@
@s






O (g(s)) = O (g(s)) :(11)
Die bei den Dierentiationen (8), (9) entstehenden Reste erf

ullen wieder die Vorausset-







Analog ist Lemma A.2 auch f

ur Reste R(a; x
1




Lemma A.3 (Ableitungsregeln 2): Seien umgekehrt R
1


















































so folgt (10) und (11) auch f



























Beweis: Das Resultat folgt aus der Produktregel und der Summen- bzw. Produkteigen-
schaft von Ordnungsrelationen (vgl. [Mur], S. 10). 2
Die Lemmata A.2 und A.3 kommen sp

ater mehrmals zur Anwendung.


















































































































































































alt man nach der Formel der vollst

andigen Ableitung die Dierentialoperatoren
in krummlinigen Koordinaten.



















































































are Terme ausklammert und ~s = f(s) = s
 1
setzt.
Um nun Satz 4.2a beweisen zu k

onnen, wird eine geeignete Funktion mit der L

osung von
(3.1), (3.2) verglichen, das heit, Satz 3.7 wird angewendet. Die Wahl der Vergleichs-
funktion ist abh

angig von . Es wird von einer allgemeinen Form der Vergleichsfunktion
ausgegangen, aus der sich alle speziellen Vergleichsfunktionen erzeugen lassen.
Die allgemeine Vergleichsfunktion lautet wie folgt:
Vergleichsfunktion:











achst noch unbestimmten, auf dem gesamten (abgeschlossenen) Denitionsbereich
von a analytischen Funktionen h(a), g(a), f(a) sowie Konstanten C > 0, D. Diese Gr

oen
werden im folgenden geeignet gew






















































































































+ (, 2) gs
 3

















































































































































































































































































Das Restglied der Entwicklung (23) ist die Summe aus einem Rest der die Voraussetzungen






) und der Funktion s
2+2
. Das Restglied hat
deshalb wieder die Eigenschaften (10), (11).












































































































4, 2 :  < 5
3 + 3 :   5
:
Bemerkung: Es gilt  > 3, 1:























folgen die Ableitungseigenschaften (10), (11) auch f






f(a; s) = O(s
 1
























































































































































Das Restglied in (25) hat die Dierentiationseigenschaften (10) und (11) aufgrund der vor-
herigen Bemerkungen und Lemma A.2. Das Gleiche gilt f





































































































































































































































































































Aus (20), (26) und (28) l

at sich nun der Ausdruck divTu, u berechnen.





























































































Bemerkung: Es ist  , 2, 1 > , 2.





onnen, wird noch der

auere
Normaleneinheitsvektor  (auf 
s
0





















Das Plus steht dabei f

ur den oberen Teil des Randes 
s
0
(a = 1) und das Minus f

ur den
unteren Teil (a = ,1). Es wird zun

achst darauf verzichtet a = 1 einzusetzen, um den
Beweis sp

ater auf einen allgemeineren Fall anwenden zu k

onnen.























































































































































Aus den Resultaten (25), (27) und (30) folgt nun:
















































Entwicklung des Ausdrucks   Tu, cos :






















































Das obere Vorzeichen liefert dabei stets die Formel f

ur den oberen, das untere Vorzeichen
die Formel f

ur den unteren Rand. Bis jetzt wurde noch nicht verwendet, da a 2 [,1; 1]
ist.
Mittels a = 1 auf 
s
0
vereinfacht sich (31) zu:






















































Es werden die Gr

oen C, h, g und f so gew

ahlt, da die Bedingungen des Satzes 3.7
erf

ullt sind. Die Funktion h wird so bestimmt, da der Koezient von s
 
in (29) ver-









, C = 0. Die bei
der ersten Integration dieser Dierentialgleichung entstehende Integrationskonstante C
h;1
und die Konstante C werden so gew























ist die zweite, noch frei w

ahlbare Integrationskonstante von h. Da  > 0 ist, ist h






















= a cos :





















































ist eine frei w






stimmt, da der Koezient von s
 1





















darstellt. Im folgenden bezeichnen die Funktionen F
i
(a) (i = 1; : : : ; 5) stets auf [,1; 1]
analytische (und damit beschr















































womit die Existenz und Analytizit









Die Funktion g ist durch (35) und die vorherige Wahl von C
g;1





























Im folgenden bezeichnen die Funktionen F
i
(a) (i = 6; 7) auf [,1; 1] analytische Funk-




























































ist eine frei w






















































womit die Existenz und Analytizit








are. Die zweite freie Integrationskonstante C
f;2
kann ebenfalls gleich null
gesetzt werden.
Mit den bisherigen Wahlen erh

alt man aus (29) und (32):
Gleichungen des Problems nach Einsetzen der geeigneten Vergleichsfunktion:











































ur den oberen (a = 1) bzw.















gilt. Weiterhin wird D > 0 gew

ahlt, sagen wir zun

achst D = 1.
Aufgrund der Absch

















Sei v die L

osung des Problems (3.1), (3.2) f

ur ein betrachtetes Gebiet 







alt, so folgt aus Satz 4.1, da D  1 unabh

angig von dem speziellen v so gro
gew

ahlt werden kann, da






andert nichts an der G

ultigkeit der Ungleichung (42), da die linke Seite von (42)
durch diese Wahl wegen (40) h

ochstens kleiner wird. Die Ungleichung (43) wird deshalb
ebenfalls nicht beeinut. Aus (42), (43) und (44) folgt mittels des Vergleichstheorems
(Satz 3.7):











































































































< 0 so klein gew

ahlt werden, da der Koezient von s
2 2
in
(41) negativ wird. Es wird D < 0 gew

ahlt, sagen wir wieder zun

















Mit dem gleichen Argument wie oben kann nun D  ,1 so klein gew

ahlt werden, da






ultigkeit der Ungleichungen (47) und (48) nicht beeinut. Durch erneute An-
wendung des Vergleichstheorems folgt aus (47), (48), (49):
















































































alt man aus (45) bzw. (46) und (50) bzw. (51)










verwendet wurde, also die L

osungseigenschaft auf einem Teilgebiet vom
Ursprungsgebiet 
 und keine weiteren L

osungs- oder Wachstumsbedingungen von v in












angig von der speziellen
betrachteten L

osung v bzw. unabh

angig von der speziellen Gestalt von 










) und von den Parametern des
Kapillar

achenproblems (, ). 2
81
A.3. Beweis zu Satz 4.2b













































kann der Beweis zu Satz 4.2a auf diesen Fall verallgemeinert werden. Des weiteren

andert








































+ : : :(52)
































+ : : :(53)
wobei h jetzt eine analytische Funktion von b ist und in der Randbedingung f

ur b = 1 der
Winkel 
1
und das positive Vorzeichen bzw. f

ur b = ,1 der Winkel 
2
und das negative
Vorzeichen zu nehmen sind.
Wie im Beweis zu Satz 4.2a werden aus den Koezienten der f

uhrenden Terme in (52)






















































































































































ollig analog zum Beweis zu Satz 4.2a verfahren. Damit folgt die Behaup-
tung, wenn man abschlieend noch b durch a ersetzt. 2
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A.4. Beweis zu Satz 4.3a
(F

uhrender Term der L










) seien analytisch in x
1















































































































(a) auf [,1; 1] analytische Funk-
tionen von a. Diese Funktionen werden nicht explizit angegeben, wenn dies f

ur den Beweis



















































































Bemerkung: Im Gegensatz zum Beweis von Satz 4.2 hat man hier sofort (konvergente)
Potenzreihen vorliegen.
Durch den Ansatz x
1

















folgt aus (4) mittels Koezientenvergleichs:




























































































































































Bemerkung: Es gilt 3n, 2  n+ 2.





verhalten sich bei Dierentiation wie die Restglieder im Beweis von Satz 4.2, das heit,
Lemma A.2 ist anwendbar (siehe Beweis zu Satz 4.2). Hier liegen sogar reine Potenzreihen
in s bzw. x
1








































































































































































































































































































Aus den Gleichungen (7) bis (10) erh

alt man die Dierentialoperatoren in krummlinigen
Koordinaten.
85


























































































achst noch unbestimmten, auf [,1; 1] analytischen Funktionen h(a), g(a) und
Konstanten C > 0, D und E.
Es werden wie im Beweis zu Satz 4.2 die Ausdr









berechnet, um danach das Vergleichstheorem anwenden zu k

onnen. Es ist not-
wendig, eine Fallunterscheidung durchzuf

uhren.






































































































































































Aus (14), (15) und (17) folgen die Koordinaten des Vektors Tu sowie unter erneuter
































































































































































































































































Aus (19) und (21) erh





















































auere Normaleneinheitsvektor auf 
s
0
bestimmt, um den Ausdruck  Tu,





























































































































Aus (18), (20) und (24) folgt eine Entwicklung f

ur   Tu, cos .
Entwicklung f

ur   Tu, cos  im 1. Fall:




















) ist von E unabh

angig.




































Die Konstante C und die erste Integrationskonstante C
h;1
von h werden so bestimmt, da
der f


































Bemerkung: Man beachte die Analogie zu den Gleichungen (33) und (34) im Beweis zu
Satz 4.2!
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Aufgrund der Voraussetzung (3.3) ist h eine auf [,1; 1] analytische Funktion. Es kann
C
h;2
= 0 gesetzt werden.







Es bezeichnen im folgenden die Funktionen F
i

































kann 0 gesetzt werden. Die Funktionen F
i
(i = 3; 4; 5) bezeichnen nur























































Mit der Wahl C
g;2






alt aus (22) und (25):
Gleichungen des Problems nach Einsetzen der geeigneten Vergleichsfunktion
im 1. Fall:






































Mit diesem D wird g bestimmt. Es wird E positiv gew

ahlt, sagen wir zun

achst E = 1.
Aufgrund der Absch
























osungen v auf ,
s
0
(vgl. Beweis zu Satz 4.2)
kann E  1 so gro gew

ahlt werden, da






andert nichts an der G

ultigkeit der Ungleichungen (29) und (30), da E in den Resten




Aus den Ungleichungen (29), (30) und (31) folgt durch die Anwendung des Vergleichs-



































Andererseits kann D < 0 so klein gew

ahlt werden, da der Koezient von s in (28)





achst E = ,1. Aufgrund der Absch
















Es kann E  ,1 so klein gew

ahlt werden, da















































oen A und s
0
von der speziellen betrachteten L

osung v folgt
mit dem gleichen Argument wie im Beweis zu Satz 4.2.
Der Beweis l

at sich nicht auf den Fall n = 2 anwenden, da es entscheidend ist, ob der
Summand zweith

ochster Ordnung von u in (13) von a abh

angt oder nicht. Die beteiligten





Fall gesondert betrachtet werden.
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2. Fall: n = 2
F

ur diesen Fall gen

ugt es, eine vereinfachte Vergleichsfunktion zu betrachten.




















































































































































































































































































































































Mittels der Gleichungen (42) und (44) kann der Ausdruck divTu, u berechnet werden.
Entwicklung f








































wobei der Term O(1) unabh

angig von D ist.
Aus (24) erh

alt man den Normalenvektor  f

ur diesen Fall und mittels (41) und (43) folgt:
Entwicklung f

ur   Tu, cos  im 2. Fall:








































Die Funktion h und die Konstante C werden zun

achst wie im 1. Fall bestimmt. Man
erh







































Es bezeichnen im folgenden die Funktionen F
i










































































(i = 4; : : : ; 7) bezeichnen von g unabh










































































Mit den bisherigen Wahlen hat die Gleichung (45) die folgende Form:







Aus der Gleichung (46) folgt unter Verwendung des Resultates (47):
























ur den oberen (a = 1)
bzw. unteren (a = ,1) Rand). Es kann folglich C
h;2
> 0 so gro gew

ahlt werden, da der
Koezient von s in (49) positiv ist. Mit diesem C
h;2
kann g bestimmt werden.
Es wird D > 0 gew

ahlt, sagen wir zun


















Wegen Satz 4.1 kann D  1 so gro gew

ahlt werden, da




Dies beeinut nicht die G

ultigkeit der Ungleichungen (50) und (51). Aus (50), (51) und
(52) folgt





und damit eine obere Schranke f

ur v.
Wie im 1. Fall erh

alt man eine untere Schranke f






ahlt, woraus die Behauptung mit einer analogen Denition von A folgt. 2
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A.5. Beweis zu Satz 4.3b
(Verallgemeinerung von Satz 4.3a auf unterschiedliche Randkontaktwinkel)
F





andert sich im Vergleich zum Beweis zu Satz 4.3a nur der Absolutteil in (25) der auch
f

ur alle betrachteten F

alle die gleiche Gestalt hat:



















Dieser Term bestimmt die Konstanten C, C
h;1
und damit die Funktion h. Man erh

alt







































































ollig analog zum Beweis von Satz 4.3a. 2
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w = u+ v(5)
gesetzt, wobei D eine Konstante und q(a) eine auf [,1; 1] analytische Funktion bezeich-
net. Die Funktion v wird f

ur den Beweis von Lemma 4.1 so konstruiert, da w eine neue
Approximationsl

osung ist und f

ur den Beweis von Satz 4.4 so, da w eine geeignete Ver-
gleichsfunktion darstellt. Dazu werden wie auch schon in den Beweisen zu den S

atzen 4.2
und 4.3 die Ausdr











Satz 4.3b entspricht dem Fall k = 0 von Satz 4.4, dieser mu deshalb nicht noch einmal





ateren Induktionsbeweis von Lemma 4.1. Zun

achst wird aber unter
Voraussetzung von Lemma 4.1 Satz 4.4 bewiesen.
F

ur das Landausche Ordnungssymbol O wird im folgenden vorausgesetzt, da F (a; s) =
O(s

) , jF j  cs

, und c ist unabh







































onnte anstelle von (7) auch jDj  " voraussetzen, wobei " eine beliebige,
aber feste positive Konstante bezeichnet.


















































































(a) wie im Beweis zu Satz 4.3 nicht n

aher bestimmte, auf [,1; 1] analytische
Funktionen bezeichnen, die unabh

angig von D und q sind.























































Um den Ausdruck divTw, w unter Ausnutzung von Lemma 4.1 berechnen zu k

onnen,
































































































































, 2nCD(k , n + 1):
Aufgrund der Voraussetzung (6) gilt T
1
= D O(1).















































































Die Zahlen D und s
0
seien so beschaen, da f

ur eine hinreichend kleine positive Gr

oe
 (sagen wir zun






Bemerkung: Analog zur Voraussetzung (7) erm

oglicht die Bedingung   1 Absch

at-








onnte dazu auch zun

achst   B



































































































































































































































Aufgrund der speziellen Gestalt der u
k
und der Ableitungen (8) und (9) sowie der vor-
ausgesetzten Analytizit














































































































































































































































Aufgrund der Zerlegung (14) erh

alt man














































































































































ur divTw , w:



















































































































































aueren Normalenvektor  auf 
s
0
















Mittels (31) und Lemma 4.1 folgt hieraus:
  Tw , cos 
1;2




































































ur den oberen Rand (a = 1)




























































































alt man aus (33):
Entwicklung f

ur   Tw , cos 
1;2
:







































Um nun Satz 4.4 zu beweisen, werden die Gr

oenD und q so bestimmt, da die Vorausset-
zungen des Vergleichstheorems erf

ullt sind. Wie bereits erw

ahnt, kann k  1 angenommen
werden, da der Fall k = 0 bereits durch Satz 4.3b bewiesen ist.

























Sei ~v die L

osung von (3.1), (4.10) f

ur eines der hier betrachteten Gebiete, so erm

oglicht
























, , q und ~v.
Es folgt:


















kann unter Verwendung von Voraussetzung (6)
geschlufolgert werden, da





















angig. Es wird D
0






























































































kann gleich null gesetzt werden, ebenso die bei nochmaliger
Integration entstehende zweite Integrationskonstante von q (C
q;2
). Die Funktion G(a)
ist nach Konstruktion unabh





, . Sie ist eine auf [,1; 1] analytische
Funktion. Damit ist unter Verwendung der Eigenschaften der Funktion h aus dem Beweis
von Satz 4.3b auch q eine solche. Die Bedingung (6) ist ebenfalls erf





Aus (29) und (38) folgt





















































































































Aus (34) und (39) folgt in gleicher Weise



































































































































































ahlt, da Bedingung (17) erf





















gilt. Mit diesem s
0
gelten alle gemachten Voraussetzungen (7), (17), und aus den Unglei-
chungen (36), (40), (41) folgt:









  Tw , cos 
1;2




Es kann Satz 3.7 angewendet werden:
























alt man eine untere Schranke f

ur ~v, wenn man das Resultat von Satz
4.3b in der Form








< ,B < 0 w

ahlt.
Es folgt, da s
0
auch noch so klein gew

ahlt werden kann, da auer (47) auch noch f

ur




















Beweis zu Lemma 4.1:
Wir kommen nun zum Beweis von Lemma 4.1. Die Bezeichnungen (1) bis (5) bleiben
g

ultig. Das Symbol O bezeichne wieder das gewohnte Landausche Ordnungssymbol oh-
ne die zus

atzliche Vereinbarung. Die Voraussetzungen (6), (7) und (17) werden f

ur den
Beweis ebenfalls nicht ben

otigt. Es gelte wieder k  0.
Der Beweis erfolgt mittels vollst

andiger Induktion. Aus dem Beweis zu Satz 4.3 ist er-




















































Es gelte also die Behauptung f

ur ein k  0 (Induktionsvoraussetzung), somit gen

ugt es




ullt ist. Wie im Beweis zu Satz 4.4 erh

alt
man unter Verwendung der Induktionsvoraussetzung
















































































oen g(a) und Z

sind dabei wieder von q und D unabh

angig.



































+ g(a), D = 0:





































































hat, ist dies stets m

oglich.
Mittels (51) wird durch nochmalige Integration q bestimmt. Mit der selben Argumentation
wie im Beweis zu Satz 4.4 erf






kann, wie bereits erw

ahnt, gleich null gesetzt werden.
Damit folgt:
divTw , w = O(s
k n+2
)(52)
















Aus (52), (53) und (56) folgt die Behauptung f















von der speziellen betrachteten L

osung
~v folgt mit dem gleichen Argument wie im Beweis zu Satz 4.2. 2
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A.7. Einige Bemerkungen zur Spurdenition
Im Gegensatz zur sonstigen Schreibweise verwenden wir nur f

ur diesen Abschnitt die
Notation von [EG], da eine gr

oere Anzahl von S

atzen aus diesem Buch zitiert wird, die
in dieser Form nicht in [G2] enthalten sind.
Es soll hier zun






S  Q = 




























Die Funktion Tf 2 L
1
(@





























Bemerkung: [Df ] ist ein signiertes vektorwertiges Ma (Denition siehe [EG], S. 168).
F






































. Der Vektor 
ist der

auere Normaleneinheitsvektor zu @Q
T
.








































und zeigen, da mit dieser Denition die Spureigenschaft erf

ullt ist.
















auere Normalenvektor von S
1

































Aus dem Strukturtheorem f























































































































































































und folglich die Spurdenition auch f

ur diese Funktion. Die Linearit

at der Spurabbildung









































ochstens auf einer H
2
-Nullmenge unter-
scheiden, gilt (1). 2
Wie bereits erw

ahnt, mu eine L
1









, m 2 N , m  2 zugelassen werden) mit Spitzen (das heit kein Lipschitzgebiet)
nicht unbedingt existieren. Setzt man jedoch voraus, da 
 beschr








) Rand und da u (wesentlich) beschr

ankt ist, so existiert stets eine
solche Spur.
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Beweis: Wir approximieren das Gebiet 
 durch st















































u : x 2 

n





































































































(g  )Su dH
m 1
:(18)













g  d [Du] :(19)
Der Beweis von (19) erfolgt analog zum Beweis von Theorem 3 in [EG], S. 175. Die
Funktionen u
n
sind aufgrund der Beschr




























(aufgrund der inneren Regularit

at von jjDujj ist dies stets m





 mit   1 auf U
1
, 0    1 und supp  
, so folgt unter

































(1, )g  d [Du
n
] :(21)
Bemerkung: Man beachte, da die Anwendung der Denition von [Du] erfordert, da




) ist. Dies wird gerade durch die Abschneidefunktion garantiert.
Da u
n
































( , 1)g  d [Du] :(22)



























































), also kann durch Auswahl einer Teilfolge aus fu
n
g und erneuter Bezeichnung
mit fu
n










at sich damit n so gro w






































. Es folgt aus (21) bis (24), da f

ur jedes
" > 0 die Zahl n so gro gew







































g  d [Du] :(25)













































































g  d [Du
n
] :













Es ist klar, da die Spur von u auf @
 bis auf H
m 1
-Nullmengen eindeutig bestimmt ist.
Insbesondere existiert also f





ankten BV -Funktionen eine
L
1
-Spur am Rand Q
T
. 2
Bemerkung: Es ist des weiteren klar, da eine in diesem Beweis verwendete Appro-





onnte man z. B.
schon dadurch erhalten, da man

auere Spitzen in einer gewissen Umgebung
"
abschnei-





A.8. Rechnung zum Beispiel
Es soll zun

achst gezeigt werden, da auf 

0





osung existieren kann. Es sei dazu 0 <  <

2
. Es soll f

ur ein gegebenes H die Menge 

0












]. Aus der Winkelbedingung von
Satz 6.2 folgt zun








ogen arc(D;E) und arc(F;G), B


































Da der Bogen arc(F;G) vollst

andig in 
 liegen soll (sonst h

atte man gerade eine Menge










Aus der Berechnung der H

ohe im Dreieck g(F; I; O) bez

uglich der Seite IO folgt:
r sin 
1
= R sin 
2
:(3)
Es wird nun das Funktional 	 f
















































































































































sin  cot 
1

, 2 sin 










Es wird nun ein technisches Lemma ben

otigt.






































































































































) > 0 und mit (10) die Behauptung. 2














ollig analog kann man Kon-
stellationen ausschlieen, in denen eine Menge der Form g(D;E; F;G) von Skizze 8 in
mehreren Spitzen auftritt.
Es wird nun das Funktional 	 f

ur die Mengen 

0
mit der Form g(D;E; F;G; I; J)
von Skizze 7 berechnet und die Bedingung (6.31) gestellt. Es gelten von nun an die
Bezeichnungen von Skizze 9. Man erh











Aus der Zerlegung der Strecke AK und der Strecke AO folgt:






















Es soll noch gezeigt werden, da jedem R genau eine Wahl von 
1
entspricht. Es kann dann

1
anstelle von R, und damit auch anstelle vonH gew

ahlt werden. Die eine Richtung dieser

Aquivalenz ist wegen (17) klar. Aus (17) folgt weiterhin mit Hilfe des Zwischenwertsatzes,













Es wird (15) mit cos 
1
und (16) mit sin 
1








= r +R cos :(18)
Es wird (15) mit sin 
1
und (16) mit cos 
1






, r sin 
1
= R sin :(19)

















+ 2Rr cos :(20)
Man beachte, da wegen der Kr

ummungsbedingung von Satz 6.2 x
0
> 0 gelten mu.
Es wird (18) mit r und (19) mit x
0
















Aus (17) und (21) folgt, da f


















































Anderenfalls gilt nach dem oben Gesagten 

0
= ; oder 

0
= g (D;E; F;G) von Skizze







onnen nun die Gr




























acheninhalt der durch die B

ogen
arc(A;D), arc(D;E) und arc(A;E) beschriebenen Fl

ache berechnet. Dazu werden vom
Trapez g(D;K;L;E) die Kreissektoren g(A;D;K) und g(A;L;E), sowie das Kreis-
segment zwischen D und E abgezogen.































































































































angig (r ist Parameter). Wir setzen
den Term in der

aueren Klammer gleich f(
1





























Um das Verhalten der Funktion f an der rechten Intervallgrenze des Denitionsbereiches
bestimmen zu k

onnen, ist eine Fallunterscheidung n

otig.







































































































und mit der gleichen Begr





Es soll nun gezeigt werden, da genau eine L

osung von (28) existiert. Dazu wird die





































cos  ( , 6
1
)
, 6b cos  + 6 cos 
1























, 3 cos 2
1



























































, sin ) + cos 
1













, sin ) :(33)


















Die Gleichung (28) hat also genau eine L

osung, damit hat auch (27) genau eine L

osung,
und es gibt genau eine Menge 

0





osen der Gleichung (28) bestimmt werden.
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s. o. : siehe oben
s. u. : siehe unten
u. a. : unter anderem
usw. : und so weiter
vgl. : vergleiche
z. B. : zum Beispiel
arc(P ,Q) : in Zusammenhang mit Skizzen der durch die Punkte P und Q be-
grenzte Bogen












Df : verallgemeinerter Gradient, Bezeichnung in [G1], [G2] - Zusammenhang
mit Bezeichnung in [EG]: Df = d[Df ]
[Df ] : signiertes vektorwertiges Ma, Bezeichnung in [EG]
jjDf jj() : Radonma, Bezeichnung in [EG]
R





jDf j = jjDf jj()










: zwei reelle Funktionen, die eine Spitze im Koordinatenursprung bilden
g(P
1
,. . . ,P
n




















: f(a; s) : ,1 < a < 1; s = s
0
g
H : (vorgegebene) mittlere Kr













,  der lokale Dichteunterschied zwischen
der Fl

ussigkeit und dem angrenzendem Medium, g die Schwerebe-























, an die Konstante A werden im Text manchmal
weitere Bedingungen gestellt
















: eine Teilmenge von 
































































































\ f(a; s) : a = ,1g





U : Caccioppolimenge, meist Subgraph zu u (U = f(x; t) 2 Q : t < u(x)g)




achenproblems oder Vergleichsfunktion, in Kapitel







) : kartesische Koordinaten
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divTu = u in 
;  > 0 konstant,(1)















uckweise glattem Rand und ausw

artigen Spitzen betrachtet.


















































ur ein " > 0 (siehe
[S], bzw. Kapitel 3.3).
3. In einer gewissen Umgebung der Spitze kann 
 in krummlinigen Koordinaten (a; s)






































osung von (1), (2) f

ur Gebiete 









at sich auf den Mengen ,
s
0





(Satz 4.1). Es ist deshalb g

unstig, das Vergleichsprinzip von Concus und Finn in
der Form




u  v auf ,
s
0















osung von (1), (2), u eine Vergleichsfunktion) zu verwenden (Satz 3.7).






uhrenden Terms einer asymptotischen Ent-
wicklung der L






































































aherung an die Spitze. Diese Re-






angig und nicht von der speziellen
Gestalt von 
, also auch nicht von der speziellen betrachteten L

osung v.
6. Dieses Resultat lie sich durch einfache Transformationen verallgemeinern. Betrach-
































ur den Fall 
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(o. B. d. A.)
(7)










ur C Gleichung (6) gilt (Satz 4.3a und b). Der f

uhrende Term der asympto-




angt also nur von dem f







8. Das Problem der mit der asymptotischen Entwicklung (8) verbundenen Absch

at-
zungen besteht darin, da die Fehler zwar von geringerer Ordnung als die Ver-
gleichsfunktion sind, aber dennoch gegen unendlich gehen k

onnen, wenn s ! 0.
Eine Abhilfe schat hier eine vollst

andige asymptotische Entwicklung, die man un-










oglichen, bestimmt. Man erh

alt im letzten Fall mit Hilfe eines Induktions-
beweises, wobei (8) den Induktionsanfang darstellt, einer Zerlegung der Ausdr

ucke
divTw und Tw und der Wahl einer geeigneten allgemeinen Vergleichsfunktion w























(a) (i = ,1; 0; : : :) auf [,1; 1] analytische Funktionen als L

osungen von Differen-
tialgleichungen zweiter Ordnung, C
i





gilt (6). Es ist interessant festzustellen, da die ersten n, 1 Glieder der
Entwicklung von a unabh

angig sind.
Der zweite Teil besch

aftigte sich mit dem Kapillar

achenproblem in der Schwerelosig-









ur solche Gebiete ebenfalls an Grenzen, da gewisse Energie-
terme unendlich gro werden k








achenproblem in der Schwerelosigkeit
divTu = 2H in 
;(10)
  Tu =  auf glatten Komponenten von @
;(11)









10. Die verallgemeinerte Formulierung, zur

uckgehend auf Miranda [Mir2], stellt eine
geeignete Verallgemeinerung des Problems f

ur Gebiete mit Spitzen dar. Die L

o-




orungen (vgl. Kapitel 5.1).
11. Es konnte die Existenz verallgemeinerter L

osungen nicht nur f

ur H,  konstant,
sondern f

ur eine groe Klasse von Funktionen H,  nachgewiesen werden (Satz
5.2). Der Beweis verallgemeinert eine Methode von Giusti [G1] f

ur Gebiete mit
glattem Rand auf Gebiete mit st

uckweise glattem Rand, verwendet jedoch spezielle












osungen sind im allgemeinen nicht eindeutig (Lemma 5.2, siehe
auch die Beispiele in [FN]). Das allgemeine Problem, wann verallgemeinerte L

o-











P = fx 2 
 : u(x) = +1g bzw.
N = fx 2 
 : u(x) = ,1g















































































+1 : x 2M
,1 : x 2 
 nM
;(14)
M ein Minimierer von  (Lemma 6.1).





([Fin1]). Diese konnten weiter eingeschr

ankt werden (Lemma 6.2 und 6.3) und die-




ur ein gegebenes Gebiet 
.





tere Klasse verallgemeinerter L






zu einer Auswahl bestimmter Werte f

ur H. Entsprechend den Beobachtungen in der
Praxis (z. B. [LLDR], [Z]) k

onnten diese Werte als die
"
physikalisch interessanten\
bezeichnet werden. Diese Hypothese k

onnte das Problem der fehlenden Bestimmung
von H bei Nichtexistenz klassischer L

osungen beseitigen (vgl. Kapitel 6.2).





ur ein gegebenes Gebiet 
 zu konstruieren (Kapitel 6.2).





onnte. In diesem Fall ist H sogar eindeutig bestimmt (Kapitel 6.3).
Das Ergebnis weist eine sehr gute











are ich, die vorliegende Dissertation selbst

andig und ohne unzul

assige frem-
de Hilfe angefertigt zu haben. Ich habe keine anderen als die angef

uhrten Quellen und
Hilfsmittel benutzt und s















unften beruhen, als solche kenntlich gemacht. Ebenfalls sind alle von
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