Abstract-This paper describes some of the most promising segment-based coding techniques which have been investigated in the course of the MPEG-4 standardization process. Padding methods aim at extending arbitrarily shaped image segments to a regular block grid such that common hybrid block-based coding techniques can be applied. A simple and efficient padding technique employing low-pass extrapolation is outlined which yields a signal extension with high energy concentration in the low-frequency area. Simulations indicate that this method is well suited for block-based video coding, and clearly outperforms other low-complexity extrapolation methods with respect to coding efficiency. In contrast to padding techniques, shape-adaptive methods take advantage of the shape information available at the decoder side. A well-known representative of this class is the SA-DCT. However, having been primarily designed for intraframe coding, it is shown that the transform is suboptimal when applied to interframe coding. Using a suitable covariance model, it is demonstrated that a rescaled, orthonormalized transform much closer approximates the optimal shape-adaptive eigentransform of motion-compensated frame difference images. Rate distortion curves verify that orthonormalization improves coding efficiency in interframe coding by up to 2 dB while not adding to complexity. In a comparison, it is finally shown that extrapolation and SA-DCT perform very closely in the case of low data rates, while there is a clear advantage for the shape-adaptive transform in the case of high-quality video coding.
I. INTRODUCTION
O NE of the outstanding features of the evolving MPEG-4 standard is the possibility of object-based image access to coded video data. Multiple video objects can be coded independently of each other and multiplexed into a single data stream. At the receiver's end, the audio-visual scene can be recomposed by placing decoded audio-visual objects at any arbitrary position in a two-or three-dimensional virtual space. The user thus has the possibility to interact with the audio-visual scene by selecting single objects, move the objects within the virtual scene, and change object attributes like size or orientation [1] .
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Publisher Item Identifier S 1051-8215(99)02038-8. regions which are no longer squared as in conventional blockbased image coding, but are allowed to be of arbitrary shape. After segmenting a scene into objects of interest, the shape, texture, and motion of each image object are independently coded and transmitted. The decomposition either requires an appropriate segmentation technique or falls back upon predefined image objects as they are, e.g., provided by blue screen recorded TV sequences. At the receiver, the original image object is reconstructed by decoding the shape and filling in the corresponding decoded texture. Generally speaking, two basic principles for object-based image coding can be distinguished. In the revolutionary approach, the complete image object or meaningful parts thereof are regarded as the smallest possible entity, and the contour, texture, and motion of this object are separately coded (Fig. 1 ). This constitutes a complete turn away from current blockbased video coding techniques, and has the advantage that it allows in a very natural way the exploitation of interblock correlations for data reduction. On the other hand, objects with a semantic meaning may have an instationary texture or motion which makes them difficult to code as a single entity. Furthermore, the computational load due to possibly large object sizes can be considerable.
An alternative way is the evolutionary approach where each image object is embedded into a bounding rectangle which is subdivided by regular block structure and coded using common block-based hybrid video coding (Fig. 2) . Such a natural extension of block-based video coding has the advantage of being able to draw on existing verified video coding technologies for the development of objectbased image coding rather than having to follow a completely new path. From a computational point of view, this approach also offers the benefit of a rather low complexity. It must be considered, however, that direct exploitation of long-range correlations is not intrinsic as in the revolutionary approach. They must be taken care of separately by using, e.g., spatial prediction of image blocks from neighboring blocks.
Due to these reasons, MPEG-4 has selected the evolutionary approach as the core idea for object-based video coding [2] . The coding principle is based on the well-known hybrid video coding employing motion compensation and discrete cosine transform (DCT) coding of prediction error images, with macroblocks composed of four adjacent 8 8 image blocks as the basic coding unit. This principle is extended by a so-called video object plane formation process. The video object is circumscribed by a bounding rectangle which is determined such that the number of image macroblocks to be coded is as small as possible. From Fig. 2 it becomes clear that in this case three different types of macroblocks can be distinguished. A macroblock may lie completely outside the image object. These macroblocks are labeled as transparent macroblocks, and can be skipped during texture coding. On the other hand, a macroblock can be situated completely inside the image object to be coded. These macroblocks will be called object macroblocks, and can be coded straightforwardly using motion compensation and block-based 8 8 DCT. The third class comprises those macroblocks which only partially belong to the video object. These so-called boundary macroblocks require a special treatment.
Considering that each boundary macroblock consists of four 8 8 image blocks, we might arrive at a situation as depicted in Fig. 3 . The blocks composing the macroblock can either be empty transparent blocks, full object blocks, or they can be boundary blocks which are only partially filled with image data. For coding of transparent blocks and object blocks, we follow the same principle as for the corresponding macroblock types. Boundary blocks, however, require a completely different coding technique. They are the focus of this paper.
If we view boundary blocks as arbitrarily shaped image segments, there are two basic approaches for coding of these blocks.
1) The partially filled image block is extended to its full size by padding the missing data. The padded block is then coded using a standard 8 8 DCT. From a signal processing point of view, this corresponds to a signal extrapolation.
2) The boundary block is coded using a shape adaptive transform. At the decoder, the image data are reconstructed by applying the corresponding inverse transform. In case of method 1), no shape information is needed for applying the inverse transform. The shape information is only used for object keying after the inverse transform. In contrast to this, the exact shape information is required for performing the inverse transform in method 2). However, although the specific type of transform in this case depends on the shape of the boundary block, the transform itself does not have to be transmitted since it can be deducted at the receiver's end from the reconstructed shape and the position of the bounding box.
The paper is organized as follows: In Section II, we will first review some of the padding methods investigated in MPEG-4, and give a detailed description and performance analysis of a very efficient low-pass extrapolation technique which has been selected for the MPEG-4 Video Verification Model. Section III deals with shape-adaptive transforms, notably the SA-DCT. Based on a suitable model, it will be shown that it is advantageous to use a modified, normalized set of basis functions for the coding of boundary blocks in prediction error images. Simulation results using the MPEG-4 Video Verification Model confirm that this modification considerably improves the rate-distortion characteristic. Section IV finally gives a comparison of padding methods and shape-adaptive transforms. It is shown that the two approaches have a similar performance for low data rates, while there is a clear advantage for shape-adaptive transforms in the case of high image quality.
II. SIGNAL EXTRAPOLATION
Signal extrapolation methods extend the given image data to a circumscribing rectangular area such that conventional block-based DCT coding can be applied. Consider, for example, a boundary block which only partially belongs to a video object as depicted in Fig. 4 . A convenient method for extrapolating the given image data to the size of the boundary block is to use some kind of padding technique.
The simplest possibility for such a padding is the extension of the image data with zeros. Especially for the coding of predicted image segments (interframe coding), this gives reasonable rate-distortion results considering the very low complexity [3] . In the case of intraframe coding, however, this usually leads to discontinuities at the border between given and padded image data. Applying the DCT to these discontinuities results in a considerable number of nonzero high-frequency coefficients and a low energy concentration.
The likelihood for discontinuities at object boundaries can be reduced by using the mean value of the known object data for padding. This diminishes high-frequency information, and results in a lower data rate for coding of the DCT coefficients given a fixed quantization error. Starting from this idea, a method for estimating a signal extrapolation with high energy concentration into as few as possible Fourier coefficients has been developed in [4] . This selective deconvolution was later generalized to arbitrary transforms in [5] , and a simplified numerical algorithm was given for estimation of the optimum transform coefficients. The extrapolation results obtained by these methods specifically suit the needs of transform image coding since most of the signal energy is typically concentrated into few spectral coefficients. They also give the impression of a "natural" signal extension, which is advantageous in the case of lossy shape coding. A similar extrapolation method using the principle of projection onto convex sets has also been proposed in [6] .
A. Low-Pass Extrapolation
All of the above approaches involve both spatial-and frequency-domain operations for signal extrapolation, which is not very desirable from a computational point of view. Additionally, the discussed methods are of an iterative nature where the number of iterations is on the order of the number of pixels in the image segment. On the other hand, the principle of signal extrapolation offers the distinct advantage of backward compatibility to common block-based coding schemes.
We are hence seeking a computationally simple extrapolation method which operates completely in the spatial domain, and which yields a signal extension such that the following two criteria are met.
1) The signal extension should be rather smooth, i.e., it should have a low-pass characteristic. 2) Discontinuities at the border between given and extrapolated image data should be avoided. Clearly, the two criteria are contradicting. Consider, e.g., a mean value padding as a candidate for an extrapolation. This signal is maximal smooth in the padded area, but it may have some discontinuities at the region border because it does not take into account the texture information at the border itself. On the other hand, a repetitive padding as another candidate for an extrapolation perfectly avoids discontinuities at the segment border, but does not really meet the smoothness constraint.
We are thus in search of a function which is smooth in the extrapolation area and at the border takes on the gray values of the given image segment. For solving this problem, we start from a related task from interpolation theory. Consider a spatially continuous gray-level function
, the values of which are known on the border of an arbitrarily shaped area . We are looking for a smooth, interpolated function on which, on the border, takes on the given values A possible solution to this problem can be obtained be solving the variational problem of Dirichlet. Find the function which minimizes the functional (1) under the given boundary conditions. The Euler-Lagrange equation to this variational problem is given by the Laplacian differential equation. Hence, the above formulation is identical to the task of solving the differential equation (2) under the given boundary conditions. Since we have to cope with spatially discrete image data, the above differential equation can be approximated by finite differences using the discrete Laplacian operator
In the simplest case, this leads to a two-dimensional convolutional problem of the following form:
Since a direct solution of this equation is not possible in general, we adopt a relaxation method for determining the sought function This leads to a simple averaging operation (5) which is applied iteratively to all image pixels outside the given image segment. The convergence of this relaxation method is guaranteed. Since each pixel in the extrapolated area is repeatedly replaced by the mean value of the surrounding four pixels, the gray-level information of the image object rapidly propagates into the image area to be padded, and discontinuities at the boundary to the image segment are smoothed out. We finally obtain a low-pass extrapolation (LPE) of the given object data to the bounding block.
If one or more of the four pixels on the right-hand side of (5) are outside the image block, the corresponding pixels are not considered for the average operation, and the Laplacian operator as well as the factor are modified accordingly. Consider, e.g., a situation as depicted in Fig. 5 . Since the center pixel lacks its right neighbor inside the image block, its value is replaced using (6) with the reduced Laplacian operator as an update rule. Stated more formally, the final convolution process which has to be applied iteratively to the image data can be summarized as if inside block otherwise.
A sample result of this algorithm when applied to the image block in Fig. 4 is given in Fig. 6 . Note that the extended image area is smooth, and the original segment border does not exhibit any discontinuities. After this extrapolation, the resulting image block can be coded by applying the DCT, coefficient quantization, and zigzag scanning as in common transform coding.
B. Initial Value and Scanning Order
As with every iterative approach, the performance of the iteration may depend on some crucial boundary conditions. In this context, we have to discuss:
1) which initial value should be used for the pixels to be padded; 2) how many iterations have to be performed on average; 3) how the chosen scan order influences the result.
With respect to the first question, we found that the choice of the initial value is rather uncritical for the extrapolation result itself, but it does affect the speed of convergence. It turned out that in the case of intraframe coding, initialization with the mean value of the given object pixels in the image block yields the fastest convergence. In the case of interframe coding, this initialization value can furthermore a priori be set to zero if we assume that the expectation value of the mean gray level is zero for a thoroughly motion-compensated segment texture.
To get an idea about the number of iterations to be performed, we restricted all operations to integer accuracy, and aborted the iteration when no more changes occurred. The average number of iterations necessary to reach a stable extrapolation result was 14 for intraframe and 5 for interframe coding. However, comparing the corresponding rate-distortion curves after DCT coding, it turned out that there is virtually no difference between the result obtained after a single iteration and the respective result obtained for the maximum number of iterations. The difference in rate-distortion performance is less than 0.2 dB for all sequences tested, and also is visually not noticeable. From this observation, we draw the conclusion that, from a coding point of view, the most beneficial part of the smoothing effect is already obtained during the first iteration. It is thus sufficient to restrict the low-pass extrapolation to a single iteration, which, of course, is also attractive from a computational point of view.
Additionally, several comparisons were made with respect to the scan order used. Having a noncausal and symmetric FIR filter being applied to an image block, the output should basically not depend on the scanning order. However, in order to further speed up the proliferation of boundary information into the padded area in the case of a single iteration, (7) has been implemented in a pel-recursive way. It turned out that it makes no difference whether row-by-row top-down or bottom-up or any other scan direction is used, as long as the scanning order is kept fixed for all boundary blocks. Small gains in terms of rate-distortion performance can, however, be achieved if the scan order is adapted to the block segment such that the scanning starts from that corner which has the most object pixels associated with it. In the example of Fig. 4 , this would be, e.g., the bottom right corner. The idea behind this preferred scan direction is that, if pixels to be padded are treated beginning with those situated directly adjacent to the object boundary, the gray-level information can be proliferated in just a single scan into the padded area. Conversely, if the opposite scan direction were used, each iteration would affect only one onion-shaped ring along the object boundary. The gain achievable with this adaptive scan order is in the range of 0.1 dB.
It should be noted that the desired low-pass signal extrapolation can also be obtained in a non iterative manner by formulating the smoothness restriction in the DCT domain and minimizing a Lagrangian functional [7] . Although this approach is appealing due to its noniterative nature, it is computationally expensive since the dimension of the set of linear equations to be solved is identical to the number of pixels within the image block. 
C. Experimental Results
Due to its low-pass characteristic, the described LPE yields a DCT spectrum with high energy concentration in low frequencies, which is very desirable for image coding. To verify this statement, various segmented image sequences have been coded using the MPEG-4 Video Verification Model [2] . Drawing on the outcome of the above discussion, the following experimental setup was used.
• For intraframe coding, the mean value of the given object pixels was used as the initialization value. In the case of interframe coding, pixels outside the image object were initialized with zero.
• The number of iterations was fixed to one.
• Scanning proceeded rowwise from top left to bottom right, independent of the segment shape. Obtaining the extrapolated result in this case requires only a single raster scan where each pixel outside the image segment is replaced once by the mean of its four immediate neighbors.
Two experiments were performed for each image sequence. First, every frame was coded in interframe mode, and the average number of bits for coding the texture of all boundary blocks was evaluated together with the achieved PSNR for five different quantization values. The resulting rate-distortion curves for the foreground object in 300 frames of the CIF image sequence "Weather" coded at a frame rate of 10 Hz are depicted on the left side of Fig. 7 . When compared to zero padding, LPE achieves a rate-distortion gain between 0.5 and 1 dB.
In order to evaluate the performance in the case of intraframe coding, a second experiment was performed where all frames of the same sequence were coded as frames using the same five quantization values. The resulting rate-distortion curves for object boundary blocks are given on the righthand side of Fig. 7 . Compared to repetitive padding, which is used in MPEG-4 for motion compensation purposes [2] , LPE gives up to 2 dB performance gain. Fig. 8 finally depicts the rate-distortion results for 300 frames of the SIF sequence "Children" (only foreground object) coded at 10 Hz frame rate and using the same experimental setup. Again, the gain obtained by LPE is in the range of 0.5-2 dB for inter-as well as intraframe coding.
The overall rate-distortion improvement for coding the complete image object very much depends on the ratio of boundary blocks to full object blocks. While this ratio is rather small for large images, it significantly increases toward lower resolutions. For low bit-rate video conferencing, where the common format is QCIF, usually 20% or more of all coded image blocks are boundary blocks. In case of the "Children" sequence, the average overall rate distortion improvement was 1 dB for intra-and 0.25 dB for interframe coding. Similar results were obtained for other sequences tested. Figs. 9 and 10 depict sample coding results for frame 1 of "Weather" in intraframe mode and frame 5 of "Children" in interframe mode.
III. SHAPE-ADAPTIVE TRANSFORMS
Considering the success of block-based transform image coding, it is at hand to exploit the same principle of signal decorrelation for the coding of arbitrarily shaped image segments. If the interior pixels of a segment are regarded as sample vector of a stationary random process, it is well known that a signal representation with decorrelated components can be obtained by applying the eigentransform (Karhunen-Loève transform, KLT) to . The basis functions of this transform are identical to the eigenvectors of the samples' covariance matrix Hence, if denotes the eigentransform matrix of the row-ordered eigenvectors of the covariance matrix of the transformed sample vector (8) only has elements on the main diagonal. Here, denotes the expectation value. The eigentransform is optimal in the sense that it completely decorrelates the input data and yields a maximum possible energy concentration. Among all unitary transforms, the eigentransform gives the lowest data rate for coding of the coefficients with a fixed maximum quantization error [8] . Basically, the eigentransform is signal dependent, and has to be calculated and transmitted for each image segment. Assuming that the image data can be modeled by a stationary random process, the transform can be computed in advance to avoid transmission of the basis functions. In the case of arbitrarily shaped objects, however, the basis functions still depend on the shape of the image segment, and hence must be recalculated for each segment. The performance of such a transform for a separable two-dimensional Markovian image model of first order has been analyzed in [9] .
A general orthogonal transform for object-based image coding has been proposed in [10] . The image segment is first circumscribed by the smallest possible rectangle, and the set of two-dimensional DCT basis functions for this rectangle is computed. In order to adapt this transform to the image segment, the basis functions are orthogonalized with respect to the shape of the image segment. Apart from a high computational load and considerable memory requirements for explicitly storing the basis functions, this approach has the disadvantage that exact statements about its suitability for data compression are difficult since the resulting transform very much depends on the special order used for orthogonalization of the basis functions.
A. Shape-Adaptive DCT
A less complex shape-adaptive transform having gained much attention in the recent past is the shape-adaptive DCT (SA-DCT) [11] . Consider the DCT matrix with (9) and for and else. Based on the idea of separability, each column of image pixels is first horizontally aligned and transformed using (10) yielding a column of transform coefficients The resulting coefficients are subsequently vertically aligned and each row is subject to a second horizontal transform using the same transformation rule. 1 For the inverse SA-DCT, the respective steps are performed in reverse order applying (11) as the transformation rule. The scaling in (10) guarantees that each dc coefficient obtained from the vertical transform is proportional to the mean value of the corresponding column, and its amplitude range is independent of the length of the column and in the same range as a DCT of length 8. Thus, the subsequent horizontal transform of all column dc values produces only a single dc coefficient in the case of a unicolored image segment. 2 A different scaling in the denominator of (10) would result in additional high-frequency coefficients which would simply represent the shape of the image segment.
The scaling in (10) has thus been optimized for intraframe coding where the input image data reveal a very high correlation and the mean value contains most of the signal energy. In a hybrid block-or object-based video coder, however, most images are motion-compensated frame difference images having a much lower pixel-to-pixel correlation and a mean value close to zero.
B. Optimized SA-DCT for Interframe Coding
A close look at (10) reveals two insufficiencies. First, the quantization error after coefficient quantization with a fixed quantizer step size is spread unequally over rows and columns. Larger rows or columns have a larger average quantization error, which is undesirable from an image coding point of view. Furthermore, the basis functions of the transform defined by (9) are mutually orthogonal, but not normalized. This makes the SA-DCT nonorthogonal since the cascade of two or more nonnormalized transforms is not an orthogonal, but simply a linear transform [12] . Thus, quantization of a specific coefficient leaves the remaining coefficients suboptimal in the least squares sense.
These problems can be solved by orthonormalizing the basis functions of the SA-DCT, i.e., replacing (10) by (12) for all column and row transforms. The inverse transform kernel is then given by the transposed matrix, and (11) thus becomes (13) Since a cascade of two or more orthonormal transforms is also orthonormal, this scaling also makes the overall transform orthonormal, and hence variance preserving. Thus, the average quantization error introduced in the frequency domain by quantizing the transform coefficients is identical to the corresponding approximation error in the spatial domain.
Since the expectation value of the dc coefficient is zero for a thoroughly motion-compensated difference image, the above-mentioned dc scaling problem is not expected to cause any difficulties when applying (12) and (13) instead of the original scaling in (10) and (11) to interframe coding. In the next section, we will show that this orthonormalization indeed significantly improves the coding gain for prediction error images.
C. Transform Efficiency
In [13] , it has been shown that the optimum KLT for a motion-compensated frame difference image is identical to that of the original image frame, and that the DCT remains near optimal. Based on the assumption of translational motion and a separable two-dimensional AR(1) process with correlation coefficient for modeling of the original image data, the authors showed that the resulting prediction error signal may be regarded as a superposition of the original AR(1) signal and a white noise process in almost equal proportion. The covariance matrix of interframe images can then be modeled as (14) with denoting the covariance matrix of the AR(1) modeled original image data. depends on the motion estimation accuracy and the correlation coefficient , and is typically very close to 0.5.
We will adopt this model to derive the covariance matrix of an arbitrarily shaped motion-compensated prediction error image. For this purpose all pixels of an image segment are first reordered columnwise into a single vector . Assuming a separable AR(1) process for the original image data, the covariance matrix (15) can be calculated straightforwardly by taking into account that the distance between two pixels and is determined by the actual position of these pixels on the image grid. Substituting (15) into (14) finally gives the covariance matrix for a motioncompensated frame difference image with arbitrary shape. Note that the specific form of will generally depend on the shape of the image segment.
Having modeled the covariance matrix of an arbitrarily shaped prediction error image segment, we can derive the associated eigentransform which is given by the eigenvectors of
The eigentransform is optimum in the sense that it decorrelates the coefficients, i.e., the matrix (16) has the eigenvalues of on its main diagonal and is zero elsewhere. It is well known that the eigentransform achieves the minimum mean-squared error when only a subset of coefficients is used for signal approximation. It is hence commonly used as benchmark for other transforms.
Replacing the eigentransform by any other transform results in a covariance matrix for the coefficients which has a nondiagonal structure, i.e., (17) has the expectation values of the coefficient variances on its main diagonal, but also nonzero elements off the main diagonal. In the case of the SA-DCT, the associate transform matrix can be written as
with denoting the DCT matrices for all column transforms and the corresponding matrices for all row transforms. The operator P represents the permutation to be performed within the SA-DCT after the vertical transform.
In order to evaluate the efficiency of the two different SA-DCT scaling methods, we will select the transform gain over PCM as suitable measure. For a linear, i.e., not necessarily orthonormal transform, this coding gain is given by [14] , [15] (19) with denoting the elements on the main diagonal of the matrix (20) and denoting the variance of the prediction error signal. The parameter denotes the number of active pixels in the region to be transformed. presents the maximal RD gain which can be achieved theoretically over PCM, and can be derived by minimizing the variance of the residual spatial error after inverse transform. For orthonormal transforms, becomes the identity matrix, and (19) degenerates to the ratio of the arithmetic and geometric mean of the coefficients which is commonly used to evaluate the coding gain for a normalized transform. Fig. 11 depicts the average transform gain over PCM for motion-compensated difference images plotted as function of the correlation coefficient of the original image data. The gain has been averaged over boundary block shapes obtained from the sequence Akiyo. Clearly, the orthonormalized SA-DCT outperforms the original proposal and also very closely approximates the eigentransform (SA-KLT) for approaching 1. It is noteworthy that-in the case of nonvariancepreserving transforms such as the conventional SA-DCT-the maximal from (19) is only achievable under particular quantization conditions where the SA-DCT coefficients are quantized with their individual accuracy depending on the shape of the image segment. Since such a shape-adaptive quantization is not very realistic from a practical point of view, the difference shown in Fig. 11 by which the orthonormalized SA-DCT outperforms the conventional one would be even larger in more realistic situations, i.e., equal quantization of all coefficients.
D. Experimental Results
These theoretical considerations suggest that, in the case of interframe coding, the orthonormalized SA-DCT is the preferred transform, especially since changing the normalization does not impose any additional computational load. In order to verify this result, the two transforms were also compared using the MPEG-4 Video Verification Model. Several test sequences were coded in interframe mode with different quantizer step sizes as in Section II-C, and the results were plotted as rate-distortion curves. A sample result for the QCIF sequence Weather coded at 10 frames/s is depicted in Fig. 12 . The horizontal axis comprises the number of bits needed for coding the coefficients of all boundary blocks in a video object plane, averaged over all frames of the sequence. The vertical axis gives the corresponding PSNR for boundary blocks, also averaged over all frames. Clearly, the orthonormalized version outperforms the original SA-DCT by 1-2 dB. The measurement points denote fixed quantizer step sizes, and the shift of these points toward lower PSNR values also reflects the fact that the SA-DCT in its original form leads to a smaller quantization error for boundary blocks than for full image blocks. The same behavior and degree of improvement was observed for all sequences tested. Fig. 13 additionally depicts the rate-distortion curves as they are obtained for the complete coded video object. The horizontal axis represents the total number of bits needed for coding the color information, and the vertical axis is scaled by the PSNR of the complete video object. As in the previous figure, the numbers are averaged over all frames of the sequence. The gain obtained by orthonormalization is still noticeable, and is in the range of 0.5 dB.
IV. COMPARISON OF EXTRAPOLATION
AND SHAPE-ADAPTIVE CODING From a previous experimental comparison of shape-adaptive transforms versus extrapolation approaches for the coding of arbitrarily shaped image segments in [15] , it has been reported that shape-adaptive methods outperform extrapolation in terms of rate-distortion characteristics. This is intuitively plausible since, in the extrapolation approach, the original image plus the extended data have to be coded and transmitted. In order to keep the overhead of the additionally coded image pixels small while maintaining the advantage of block-based image coding, the signal extrapolation can be restricted to the smallest rectangle just circumscribing the image segment (bounding rectangle, see Fig. 14) . Applying the DCT to the bounding rectangle rather than the full image block reduces the average number of coefficients to be coded. However, the resulting gain in rate-distortion performance is achieved at the expense that this approach is no longer shape independent. The size of the bounding rectangle is recalculated at the receiver from the decoded shape, and not transmitted as side information.
Low-pass extrapolation to a bounding rectangle was compared to the previously described block-based extension and to SA-DCT. The resulting rate-distortion curves for 300 frames of the CIF sequence "Children" coded at a frame rate of 10 Hz are depicted in Fig. 15 . The left-hand side shows the result for interframe coding, and the right-hand side shows the corresponding graphs in the case of intraframe coding. All figures are average values for boundary blocks in a frame. As expected, it turns out that both shape-adaptive methods outperform block-based extrapolation. Especially at very low bit rates, however, the margin of improvement is small. Also, low-pass extrapolation to the bounding rectangle and shape-adaptive DCT perform almost identically in the case of intraframe coding, while there is a clear advantage for SA-DCT in the case of interframe coding. The reason for this different behavior is that, for interframe coding, the normalized SA-DCT was used, which-for reasons discussed before-cannot be used in the case of intraframe coding. These results also suggest that there is some margin of improvement for the SA-DCT in intraframe coding. And, indeed, it can be shown that applying the same normalized SA-DCT to a highly correlated intraframe signal where the dc value has been separated in advance yields a better rate-distortion tradeoff [16] . 
V. CONCLUSIONS
The paper has discussed some of the methods for objectbased texture coding which have been investigated in the course of the MPEG-4 standardization process. Padding methods try to extend the video object to a regular block structure such that well-known block-based transform principles can be applied. A suitable low-pass extrapolation approach has been described which has a very low computational complexity and gives a better rate-distortion tradeoff than other lowcomplexity extrapolation methods such as repetitive or zero padding. By restricting the extrapolation to the bounding rectangle of the image segment, the rate-distortion performance can be further improved at the cost of then having a shapedependent texture description.
Especially for high-quality video coding, even bigger ratedistortion gains can be achieved by switching to a shapeadaptive transform like the SA-DCT. A closer look at the SA-DCT, however, revealed that the transform is suboptimal when applied to interframe coding. Considering that motioncompensated frame difference images are the predominate picture type in video coding, it was demonstrated, using a suitable model for correlation properties of such images, that the coding gain can be significantly improved if the basis functions are orthonormalized. Rate-distortion curves obtained for several different test sequences with the MPEG-4 Video Verification Model confirmed that, in this case, a coding gain of up to 2 dB can be achieved. As the orthonormalization is equal to a simple rescaling of the cosine basis functions, the computational load remains unchanged. The scaling factors can be computed off line and included in the cosine tables.
Since boundary blocks make up only part of the coded image information of a video object, it is important to which extent the optimization of boundary block coding actually affects the overall coder performance. It turns out that, especially for reduced image sizes like CIF or QCIF, boundary blocks cover a large part of the full video object. Thus, even in the case of rate-distortion plots having been averaged over all object blocks, a clear gain in performance is noticeable.
Consequently, the discussed optimization methods have also been adopted into the MPEG-4 Verification Model [2] .
Whether padding methods or shape-adaptive transforms should finally be used for boundary block coding very much depends on the application and the data rate envisaged. For mobile communications and object-based video, retrieval at low data rates it seems to be preferable to use padding techniques since they have a low computational complexity and can be easily implemented in hardware. Moreover, texture coding using extrapolation is less dependent on error-free contour decoding, which might be an advantage for video transmission over error-prone wireless networks. On the other hand, shape-adaptive transforms like the SA-DCT offer a better rate-distortion performance, especially at higher bit rates. Implementation of the SA-DCT, however, is more complex since it has a highly irregular structure due to the pixel shifts involved, and it generally requires transforms of arbitrary length which cannot all be implemented using a fast algorithm. A shape-adaptive transform thus seems to be a suitable choice for applications which require a high video quality and allow for some more complex hardware.
