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THE RING OF ARITHMETICAL FUNCTIONS WITH
UNITARY CONVOLUTION: GENERAL TRUNCATIONS.
JAN SNELLMAN
Abstrat. Let (A,+,⊕) denote the ring of arithmetial funtions with
unitary onvolution, and let V ⊆ N+ have the property that for every
v ∈ V , all unitary divisors of v lie in V . If in addition V is nite, thenAV
is an artinian monomial quotient of a polynomial ring in nitely many
indeterminates, and isomorphi to the Artinied Stanley-Reisner ring
C[∆(V )] of a ertain simpliial omplex ∆(V ). We desribe some ring-
theoretial and homologial properties of AV .
1. Introdution
The ring of arithmetial funtions with Dirihlet onvolution
f ∗ g(n) =
∑
d|n
f(d)g(n/d)
is well-studied and well understood. From a ring-theoretial point of view,
the most important fat is the theorem by Cashwell-Everett [5℄ whih states
that this ring is a unique fatorization domain (it is isomorphi to the power
series ring over C on ountably many variables). It is also interesting that
this ring an be given a natural norm, with respet to whih it is a normed,
valued ring [11, 10℄.
The ring of arithmetial funtions with unitary onvolution
f ∗ g(n) =
∑
d|n
gcd(d,n/d)=1
f(d)g(n/d)
is, by ontrast, not even a domain. However, the same norm as before makes
it into a normed (not valued) ring [14℄ and it is at least présimpliable,
atomi, and has bounded length on fatorizations of a given element.
In [13℄ ertain trunations of the ring of arithmetial funtions with Dirih-
let onvolution was studied. These rings were dened as follows: x a
positive integer n, and onsider all arithmetial funtions supported on
[n] = {1, 2, . . . , n}. If we modify the multipliation slightly, this beomes
a zero-dimensional algebra, whih is the monomial quotient of a polynomial
ring (on nitely many indeterminates). Furthermore, the dening ideals are
strongly stable, so the homologial properties of these trunated algebras are
easily determined, using the Eliahou-Kervaire resolution [6℄. A way of stat-
ing that these trunated algebras approximate the original algebra is to
note that they form an inverse system (of disretely topologized Artinian
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C-algebras) whose inverse limit is preisely the ring of arithmetial funtions
with Dirihlet onvolution (and with the topology indued by the above
mentioned norm).
Of ourse, the same trunation an be performed on the ring of arithmeti-
al funtions with unitary onvolution. In this artile, we'll be somewhat
more general, and onsider trunations to any subset V ⊆ N+ that is losed
w.r.t taking unitary divisors. Of ourse, the ase when V is nite is the most
interesting one. Here, the trunated algebra is again a monomial quotient of
a polynomial ring, but the dening ideals need not be strongly stable. They
are, however, of the form I +(x21, . . . , x
2
v) where I is square-free, so they an
be regarded as Artinied Stanley-Reisner rings on ertain simpliial om-
plexes. As a matter of fat, we show (Theorem 5.16) that the trunations
omprise all Artinied Stanley-Reisner rings.
In a forthoming artile, we'll study the partiular trunations V = [n],
exatly as in [13℄. The dening ideals are now multi-stable rather than stable,
so the minimal free resolutions are more involved. However, the assoiated
simpliial omplexes, as dened above, are shellable, whih makes it possible
to give some information about the Poinaré-Betti series.
2. The ring of arithmetial funtions with unitary
onvolution
We denote the i'th prime number by pi, and the set of all prime numbers
by P. The set of prime powers is denoted by PP. For a positive integer n,
we put [n] = {1, . . . , n}.
2.1. Unitary multipliation, unitary onvolution, the norm of an
arithmetial funtion. The unitary multipliation for positive integers is
dened by
d⊕m =
{
dm if gcd(d,m) = 1
0 otherwise
(1)
With this operation, (N+,⊕) beomes a monoid-with-zero (see Denition 2.2)
. We write d ||n (or sometimes d ≤⊕ n) when d is a unitary divisor of n, i.e.
when n = d⊕m for some m. Then (N+,≤⊕) is a partially ordered set, and a
well-order, but not a lattie, sine for instane {2, 4} have no upper bound.
The algebra (A,+,⊕) of arithmetial funtions with unitary onvolution
is dened as the set of all funtions
N+ → C,
with the struture of C-vetor spae given by omponent-wise addition and
multipliation of salars, and with multipliation dened by the unitary on-
volution
(f ⊕ g)(n) =
∑
d||n
f(d)g(n/d) =
∑
d⊕m=n
f(d)g(m). (2)
(A,+,⊕) is a non-Noetherian, quasi-loal ring, where the non-units (i.e. the
elements in the unique maximal ideal) onsists of those f with f(1) = 0.
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It is natural to endow the algebra A with the non-arhimedean norm
|f | =
1
ord(f)
, ord(f) = min supp(f), (3)
where for f ∈ A, supp(f) = {n ∈ N+ f(n) 6= 0 }. If we give C the trivial
norm
|c| =
{
1 c 6= 0
0 c = 0
then A beomes a normed vetor spae over C, and (A,+,⊕) beomes a
normed (not valued) algebra [14℄. In detail: by a normed C-vetor spae we
mean a C-vetor spae A equipped with a norm, suh that for f ∈ A, c ∈ C
we have that
|f + g| ≤ max(|f |, |g|)
|cf | = |c||f |
(4)
A C-algebra A is normed if its underlying vetor spae is normed, and if for
f, g ∈ A,
|fg| ≤ |f ||g| (5)
For n ∈ N+ we denote by en the funtion whih is 1 on n and zero
otherwise; we'll use the onvention that e0 = 0 denotes the zero funtion.
The funtion e1 is the multipliative identity in A.
Every f in A an be written uniquely as a onvergent sum
f =
∑
n∈N+
f(n)en, (6)
thus the en's form a Shauder basis, and the set
{ epr r ∈ N, p prime }
is a minimal generating set in the sense that it generates a dense sub-algebra
of A, and no proper subset has this property.
Lemma 2.1. For a, b ∈ N+,
ea ⊕ eb = ea⊕b =
{
eab if gcd(a, b) = 1
0 otherwise
2.2. The ring of arithmetial funtions as a power series ring on a
monoid-with-zero.
Denition 2.2. A monoid-with-zero (M, 0, 1, ·) is a set M , a zero element
0 6∈ M , a multipliative unit 1 ∈M , and a ommutative, assoiative opera-
tion
(M ∪ {0})× (M ∪ {0})→M ∪ {0}
suh that for all m ∈M ,
0 ·m = 0
1 ·m = m
(7)
It is said to be anellative as a monoid-with-zero if
∀a, b, c ∈M : a · b = a · c 6= 0 =⇒ b = c. (8)
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A homomorphism
f : (M, 0, 1, ·) → (M ′, 0′, 1′, ·′) (9)
of monoids-with-zero is a mapping M ∪{0} →M ′∪{0′} suh that f(0) = 0′,
f(1) = 1′ and f(x · y) = f(x) ·′ f(y).
A subset S ⊆M is a sub-monoid-with-zero if
x, y ∈ S =⇒ x · y ∈ S ∪ {0},
and a monoid ideal-with-zero if
x ∈ S, y ∈M =⇒ x · y ∈ S ∪ {0}.
Remark 2.3. Dropping the demand for a unit 1, we get a semigroup-with-
zero.
Lemma 2.4. (N+,⊕) is a monoid-with-zero whih is anellative as a monoid-
with-zero.
Proof. We let dene n⊕0 = 0 for all n ∈ N+. Then (7) hold, with 1 ∈ N+ as
the multipliative unit. If gcd(a, b) = gcd(a, c) = 1 and ab = ac then b = c,
so (N+,⊕) is anellative.
We reall some of the denitions made in [14℄. Let
Y = { yi,j 1 ≤ i, j <∞}
be an N+×N+-indexed set of indeterminates, let Y ∗ denote the free abelian
monoid on Y , and let
Y ∗ ⊇M = {1} ∪ { yi1,j1 · · · yir ,jr i1 < · · · < ir } (10)
denote the subset of separated monomials. We regard M as a monoid-with-
zero, the multipliation given by
a⊕ b =
{
ab if ab ∈ M
0 otherwise
(11)
Note that (M, 0, 1,⊕) is not a sub-monoid-with-zero of (Y ∗, 0, 1, ·)), but it
is an epimorphi image, under the map
Y ∋ m 7→
{
m if m ∈ M
0 if m 6∈ M
Denote by Φ the map between M and N+ determined by
Φ
(
r∏
i=1
yai,bi
)
=
r∏
i=1
pbiai (12)
Lemma 2.5. Φ indues an isomorphism of monoids-with-zero.
Proof. We extend Φ by putting Φ(0) = 0. If a, b ∈ M then ab is separated if
and only if Φ(a) and Φ(b) are relatively prime. Hene, Φ is a homomorphism.
It follows from the fundamental theorem of arithmeti (unique fatorization
of positive integers) that Φ is a bijetion.
The following denition is similar to the more general onstrution of
Ribenboim [8, 9℄.
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Denition 2.6. Let (M, ·) be a ommutative monoid (or let (M, 0, 1, ·) be
a monoid-with-zero) suh that for any m ∈M , the equation
x · y = m
have only nitely many solutions (x, y) ∈ M ×M . Then the generalized
power series ring on M with oeients in C, denoted C[[M ]], is the set of
all maps f : M → C, with the obvious struture as a C-vetor spae, and
with multipliation given by the onvolution
f ∗ g(m) =
∑
x·y=m
f(x)g(y).
We give C[[M ]] the topology of point-wise onvergene, where C is dis-
retely topologized, so if (fv)
∞
v=1 is a sequene in C[[M ]] then
fv → f ∈ C[[M ]] ⇐⇒ ∀m ∈M : ∃V (m) : ∀v > V (m) : fv(m) = f(m)
(13)
As an example, C[[Y ∗]] is the large power series ring in the sense of
Bourbaki [4℄ on the set of indeterminates Y .
The following easy result was proved in [14℄.
Theorem 2.7. Let
D = { f ∈ C[[Y ∗]] supp(f) ∩M = ∅ } (14)
Then D is a losed ideal in C[[Y ∗]], and the ideal minimally generated by the
set {
yi,ayi,b i, a, b ∈ N
+, a ≤ b
}
(15)
has D as its losure. Furthermore,
A ≃ C[[(N+,⊕)]] ≃ C[[M]] ≃
C[[Y ∗]]
D
(16)
The isomorphisms in (16) are homeomorphisms, so the norm-topology on
A oinides with the topology of point-wise onvergene.
Denition 2.8. We let C[M ] ⊆ C[[M ]] denote the dense sub-algebra of
nitely supported maps M → C.
We denote by Af the sub-algebra of nitely supported maps N+ → C. It
follows that
Af ≃ C[(N+,⊕)] ≃ C[M] ≃
C[Y ∗]
({ yi,ayi,b i, a, b ∈ N+, a ≤ b })
(17)
3. The trunations AV  definition and basi properties
In what follows, V will, unless otherwise stated, denote a subset of N+.
Denition 3.1. Dene
MV = Φ
−1(V )
AV = { f ∈ A supp(f) ⊆ V }
AfV =
{
f ∈ Af supp(f) ⊆ V
} (18)
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With omponent-wise addition, and the modied multipliation
(f ⊕V g)(k) =
{
(f ⊕ g)(k) k ∈ V
0 k 6∈ V
(19)
AV beomes a ommutative algebra over C. The modied multipliation
a⊕V b =
{
a⊕ b a⊕ b ∈ V
0 a⊕ b 6∈ V
(20)
makes (V, 0,⊕V ) into a semigroup-with-zero. We regardMV as a semigroup-
with-zero isomorphi to (V, 0,⊕V ).
In what follows, we will often (by abuse of notation) use ⊕ for ⊕V .
We dene
a ≤⊕V c ⇐⇒ ∃c : a⊕V b = c (21)
AV and A
f
V are unital, and MV is a monoid-with-zero, if and only if
1 ∈ V .
Lemma 3.2. AV is a losed subspae and a sub vetor spae of A. If V is
nite, then AV has the disrete topology, and AV = A
f
V . If V is innite,
then AfV is dense in AV .
Proof. Suppose that fv → f , fv ∈ AV , f ∈ A \ AV . Let
j = min (supp(f) \ V )) .
Then |fv − f | ≥ 1/j, a ontradition.
Lemma 3.3.
AV ≃ C[[(V,⊕V )]] ≃ C[[MV ]]
AfV ≃ C[(V,⊕V )] ≃ C[MV ]
(22)
where the isomorphisms are also homeomorphisms.
Denition 3.4. Let U denote the set of non-trivial sub-monoids of the
monoid-with-zero (N+,⊕). Thus W ∈ U if and only if 1 ∈ W and a, b ∈ W
implies that a⊕ b ∈W ∪ {0}.
Lemma 3.5. Let 1 ∈ W ⊆ N+. Then AW is a losed sub-algebra of A if
and only if W ∈ U .
Proof. From Lemma 3.2 we have that AW is a losed subspae of A, and a
vetor subspae. So AW is a losed sub-algebra if and only if (AW ,⊕) is a
sub-monoid of the multipliative monoid-with-zero of A.
Suppose rst that W ∈ U , and that f, g ∈ AW . To prove that
supp(f ⊕ g) ⊆W,
take n 6∈ W . Sine W is a sub-monoid of (N,⊕)), n an not be written as
n = a⊕ b with a, b ∈W . Thus
(f ⊕ g) (n) =
∑
a⊕b=n
f(a)g(b) = 0.
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On the other hand, if W 6∈ U , then there are a, b ∈ W with gcd(a, b) = 1
suh that a⊕ b 6∈W . It follows that
ea ⊕ eb = ea⊕b 6∈ AW .
Denition 3.6. For 1 ∈ V ⊆W ⊆ N+ we dene the trunation map
ρW,V : AW → AV
ρW,V (f)(k) =
{
f(k) k ∈ V
0 k 6∈ V
(23)
We also dene
ρV : A → AV
ρV (f)(k) =
{
f(k) k ∈ V
0 k 6= V
(24)
Lemma 3.7. The trunation maps ρV and ρW,V are surjetive, C-linear and
ontinuous. We have that
ker ρV = SV = { f ∈ A f(k) = 0 for all k ∈ V } = AV c (25)
SV is a losed subset of A.
Proof. It is obvious that the maps are surjetive and C-linear. Let us prove
ontinuity for ρW,V . If f ∈ AW \ {0}, then
|ρW,V (f)| =
{
0 supp(f) ∩ V = ∅
1
min{ k∈V f(k)6=0 } otherwise
≤ |f | =
1
min { k ∈W f(k) 6= 0 }
It follows that ρW,V is ontinuous. The ase of ρV is similar. Sine A is
Hausdor, so is AW , and thus ker ρV = ρ
−1
V ({0}) is the inverse image (under
a ontinuous map) of a losed set, and onsequently losed.
Denition 3.8. Let O denote the olletion of non-empty order ideals of
(N+,≥⊕), and let O
f
denote the olletion of nite, non-empty order ideals
of (N+,≥⊕). Thus V ∈ O if and only if
n ∈ V, d ∈ N+, d ||n =⇒ d ∈ V. (26)
Lemma 3.9. If V ∈ O then 1 ∈ V , and V c is either empty or innite.
Proof. If V = N+ then both assertions hold. If V 6= N+ then there is some
n ∈ N+ \ V . Hene 1, whih is a unitary divisor of n, is in V . Sine V is an
order ideal, it follows that whenever gcd(n,m) = 1, then nm = n⊕m 6∈ V .
Thus the omplement of V is innite.
Theorem 3.10. Let 1 ∈ V ⊆ N+. The following are equivalent:
(i) V ∈ O,
(ii) V c is a monoid ideal,
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(iii) SV is a losed ideal of A, and AV =
A
SV
.
(iv) The trunation map ρV is an algebra homomorphism.
Proof. Suppose that V ∈ O. If x ∈ V c, y ∈ N+ then either x ⊕ y = 0 or
x ⊕ y ∈ V c, beause otherwise x ⊕ y ∈ V =⇒ x ∈ V , a ontradition. So
V c is a monoid ideal.
Let f, g ∈ A, n ∈ V . Then
ρV (f ⊕ g)(n) = f ⊕ h(n) =
∑
d||n
f(d)h(n/d)
whereas[
ρV (f)⊕V ρV (h)
]
(n) =
∑
d||n
d∈V
n/d∈V
f(d)h(n/d) =
∑
d||n
f(d)h(n/d)
If m 6∈ V then
ρV (f ⊕ g)(m) = [ρV (f)⊕V ρV (g)] (m) = 0,
so we have shown that ρV is a homomorphism, hene the kernel SV is an
ideal, and AV =
A
SV
.
If V 6∈ O then there exist n ∈ V , a, b ∈ N+, a 6∈ V , suh that a ⊕ b = n.
Thus V c is not a monoid ideal, and
ρV (ea ⊕ eb) = ρV (en) = en 6= 0 = ρV (ea)⊕ ρV (eb).
So ρV is not an algebra homomorphism. Furthermore, ea ∈ SV , eb ∈ A, but
ea ⊕ eb = en 6∈ SV ,
so SV is not an ideal.
Corollary 3.11. Let 1 ∈ V ⊆ N+. The following are equivalent:
(i) AV is a ontinuous algebra retrat of A.
(ii) V ∈ O ∩ U .
(iii) V is a sub-monoid of (N+,⊕) generated by a some subset of PP.
Proof. Sine a ontinuous homomorphism from A to AV is determined by
its values on the Shauder basis { en n ∈ N
+ }, AV is an algebra retrat of
A if an only if it is a sub-algebra and the restrition map ρV : A → AV is
an algebra homomorphism. This yields the equivalene between (i) and (ii).
If V is a non-empty order ideal in (N+,≥⊕), then it ontains along with
any n ∈ V all of its prime power unitary divisors, hene if it is also a monoid
ideal in (N+,⊕), it must ontain the sub-monoid generated by those prime
powers. Conversely, a sub-monoid of (N+,⊕) generated by a some subset of
PP is an order ideal. So (ii) and (iii) are equivalent.
Denition 3.12. Let N˜ denote the set of positive, square-free integers; in
partiular, 1 ∈ N˜.
Lemma 3.13. Let n ∈ N+. Then the following hold:
(i) [n] ∈ Of .
(ii) { q ∈ N+ q ||n } ∈ Of .
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(iii) N˜ ∈ O ∩ U .
(iv) [n] ∩ N˜ ∈ Of .
(v)
{
q ∈ N˜ q ||n
}
∈ Of .
Proof. (i): If w ||n then w ≤ n so w ∈ [n].
(ii): In any loally nite poset with a minimal element, the prinipal order
ideal on an element is a nite order ideal.
(iii): The divisors of a square-free integer are square-free, so in partiular
the unitary divisors are square-free. If a, b are square-free then a⊕b is either
square-free (if gcd(a, b) = 1) or zero.
(iv), (v): Intersetions of order ideals are order ideals.
Lemma 3.14. Let 1 ∈ V ⊆ W ⊆ N+, V ∈ O. Then ρW,V is an algebra
epimorphism.
Proof. Let f, g ∈ AW . If n ∈W \ V then
0 = ρW,V (f ⊕W g)(n) =
(
ρW,V (f)⊕V ρW,V (g)
)
(n) = 0,
whereas if n ∈ V then
ρW,V (f ⊕W g)(n) = (f ⊕W g)(n)
=
∑
d||n
d∈W
f(d)g(n/d)
=
∑
d||n
d∈V
f(d)g(n/d)
where the last equality follows sine V is an order ideal in W , and onse-
quently any unitary divisor of n is in V , so d, n/d ∈ V . Using this observa-
tion, we have(
ρW,V (f)⊕V ρW,V (g)
)
(n) =
∑
d||n
d∈V
ρW,V (f)(d)ρW,V (g)(n/d)
=
∑
d||n
d∈V
f(d)g(n/d)
= ρW,V (f ⊕W g)(n)
Corollary 3.15. If 1 ∈ V ⊆ W ⊆ N+, V ∈ O, then AV is a yli AW -
module.
The following theorem gives a motivation for our studies of the trunations
AV : they approximate A in the natural sense.
Theorem 3.16. Let FIN denote the set of nite subsets of N+.
(A) The set of all AV , V ∈ FIN , and trunation maps
ρW,V : AW → AV , V,W ∈ FIN , V ⊆W
forms an inverse system of normed vetor spaes over C, and
lim←− V ∈FINAV ≃ A (27)
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as normed vetor spaes over C.
(B) Of is onal in FIN , and
lim←− V ∈OfAV ≃ A (28)
as normed vetor spaes over C.
(C) The set of all AV , V ∈ O
f
, together with all trunation maps
ρW,V : AW → AV , V ⊆W, V,W ∈ O
f ,
forms an inverse system of normed Artinian C-algebras, and (28) is an
isomorphism of normed C-algebras.
Proof. (A) Let Q be a normed C-vetor spae, and onsider the diagram
A
ρV !!B
BB
BB
BB
B
ρW
""
Q
goo
fV}}||
||
||
||
fW
||
AV
AW
ρW,V
OO
(29)
where W ⊇ V and fW , fV are given ontinuous homomorphisms. If the
diagram without the dotted line ommutes, the whole diagram ommutes
when we dene
g(x)(k) = fV ′(x)(k), V
′ ∋ k (30)
Clearly, g is C-linear; we laim that it is also ontinuous. To prove this, let
xn → 0 in Q. Then fV (xn) → 0 in every AV , that is, |fV (xn)| → 0. Fix a
k ∈ N+, and suppose that k ∈ V . Sine |fV (xn)| → 0, there is an N suh
that |fV (xn)| < 1/k whenever n > N . Hene for n > N
|g(xn)| = |fV (xn)| < 1/k.
(B): If V ⊆ N+ is nite, so is the set obtained by adding all unitary
divisors of elements in V . This proves that Of is onal in FIN .
(C) Let Q be a normed algebra, and onsider one again the diagram (29),
where now the fV 's are ontinuous algebra homomorphisms. We must show
that now g is also a ring homomorphism. So let x, y ∈ Q, x k ∈ N+, and
take V ∈ Of with k ∈ V . Then
g(xy)(k) = fV (xy)(k)
=
(
fV (x)⊕V fV (y)
)
(k)
=
∑
d||k
fV (x)(d)fV (y)(k/d)
=
∑
d||k
g(x)(d)g(y)(k/d)
=
(
g(x) ⊕V g(y)
)
(k),
where we have used that fV is a ring homomorphism, and that k ∈ V ∈ O
f
implies that any unitary divisor of k lies in V .
Hene, g(xy) = g(x)⊕ g(y).
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With minor modiations, the preeding proof works for the following
generalization:
Theorem 3.17. Let U ⊆ N+.
lim←− V⊆U
V ∈FIN
AV ≃ AU (31)
as normed vetor spaes over C, and
lim←− V ∈Of
V⊆U
AV ≃ AU (32)
as normed algebras over C.
Lemma 3.18. Let V ∈ O.
(i) The multipliative unit of AV is ρV (e1).
(ii) AV is quasi-loal: f ∈ AV is a unit if and only if f(1) 6= 0, and the
non-units form the unique maximal ideal.
(iii) If V is nite, then all non-units are nilpotent.
(iv) AV is Artinian if and only if V is nite.
(v) AV is Noetherian if and only if V is nite.
Proof. We'll prove (ii) and (v), the rest is trivial.
(ii): If f(1) 6= 0, then let f ′ denote any lift of f to A, i.e. ρV (f
′) = f .
Then there is a g′ ∈ A suh that f ′g′ = e1, hene
ρV (f
′g′) = fρV (g
′) = ρV (e1).
Thus f is a unit, hene regular.
Conversely, it is easy to see that if f(0) = 0 then f is not a unit. If V is
nite, let n = maxV , and let g ∈ A be suh that ρV (g) = f . We laim that
if a, b ∈ A are (non-zero) non-units, then
ord(a⊕ b) ≥ ord(a)ord(b) > max {ord(a), ord(b)}.
Thus we onlude that ord(gn+1) ≥ n+ 1, whih implies that
ρn(g
n+1) = fn+1 = 0.
To prove the laim, let i = ord(a), j = ord(b). Then for k < ij,
a⊕ b(k) =
∑
ℓ||k
a(ℓ)b(k/ℓ) = 0,
sine it is impossible that ℓ ≥ i and k/ℓ ≥ j.
(v): If V is nite, then AV is Artinian, hene Noetherian. If V is innite,
then sine V ∈ O we must have that V ∩ PP is innite, as well. The ideal
generated by
{ eq q ∈ V ∩ PP }
is not nitely generated.
Theorem 3.19. Let V ∈ O. The set
MV = { ek k 6∈ V, but d ∈ V for all proper unitary divisors d of k } (33)
form a minimal generating set of an ideal IV whose losure is SV .
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Proof. Reall that { en n ∈ N
+ } is a Shauder base for A. Thus if
A ∋ f =
∞∑
n=1
cnen, f ∈ SV
then
f =
∑
n 6∈V
cnen (34)
It follows that
{ en n 6∈ V }
forms a generating set of an ideal IV s.t. IV ⊆ SV = IV . Clearly, MV is a
minimal generating set of IV .
Lemma 3.20. Let V ∈ O, V 6= N+. Then IV is not nitely generated, and
IV ( SV .
Proof. From the proof of Lemma 3.9 we have that there exists n ∈ V c,
q1, q2, q3, · · · ∈ P suh that (n, qi) = 1 and qi, nqi ∈ V
c
. We an furthermore
assume that all unitary divisors of n belong to V . Then enqi is a minimal
generator of IV . The sums of these enqi 's is an element in SV but not (sine
the sum is innite) in IV .
Theorem 3.21. Let V ∈ O. Then there is a smallest W ∈ O∩U ontaining
V , and a subset P ⊆ PP suh that W is the sub-monoid of (N+,⊕) generated
by P . Dene
Y ⊇ Y (V ) = Φ−1(V¯ ) ∩ Y
=
{
yi,j ∃v ∈ V : p
j
i ||v
}
=
{
yi,j p
j
i ∈ V
} (35)
and denote (by abuse of notation) by C[[Y (V )]] the generalized power series
ring on the free abelian sub-monoid of Y ∗ whih Y (V ) generates. Similarly,
denote by C[Y (V )] the polynomial ring on the set of variables Y (V ). Then
AV is a yli C[[Y (V )]]-module, as well as a yli AW -module; A
f
V is a
yli C[Y (V )]-module, as well as a yli AfW -module;
Proof. Let P = V ∩ PP, and let W be the sub-monoid it generates. Then
W ∈ O, proving the rst assertion. By Corollary 3.15 we have that AV is
a yli module over AW , whih in turn is a yli module over A, whih
in turn is a yli module over C[[Y ∗]]. So AV is a yli C[[Y
∗]]-module.
Sine every variable not in Y (P ) will at trivially on AV , the latter is in fat
a yli C[[Y (P )]]-module.
4. Hilbert and Poinaré-Betti series
Denition 4.1. We denote by Nω the abelian monoid of all nitely sup-
ported funtions N+ → N, with omponent-wise addition. A C-vetor spae
R is ω-multi-graded it is graded over Nω. The grading is loally nite if Rα is
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a nite dimensional for all α ∈ Nω. For suh an R, we dene the Nω-graded
Hilbert series of R as
R(u) =
∑
α∈Nω
dimCRαu
α ∈ Z[[u]] (36)
If c : Nω → Ns is a monoid homomorphism, then an ω-multi-graded R is
s-multi-graded by
Rγ :=
⊕
α∈Nω
c(α)=γ
Rα (37)
We say that the s-multi-grading is obtained by ollapsing the Nω-grading.
c is alled loally nite if c−1(γ) is nite for all γ ∈ Ns. Hene, if the Nω-
grading is loally nite then the ollapsed grading is loally nite if and only
if c is loally nite. Then, we dene
R(t1, . . . , ts) = R(c(u1), c(u2), . . . )
=
∑
γ∈Ns
dimCRγt
γ ∈ Z[[t1, . . . , ts]] (38)
Denition 4.2. Dene a bijetion
ν : Y → N+
ν(yi′,j′) > ν(yi,j) ⇐⇒ Φ(yi′,j′) > Φ(yi,j)
(39)
Then ν extends to a monoid isomorphism Y ∗ → Nω, suh that
yki,j 7→ (0, . . . , 0, k, 0, . . . ) ∈ N
ω,
with k in the ν(yi,j)'th position. Hene, we may regard a N
ω
-graded algebra
as Y ∗-graded. Furthermore, we'll all an Y ∗-graded algebra, whih is onen-
trated in the degreesM⊆ Y ∗,M-graded; a Nω-graded algebra onentrated
in the orresponding multi-degrees of Nω will also be alled M-graded.
The enumeration of Y given by (39) is illustrated in Table 1, as well as the
indued enumeration for the variables orresponding to square-free elements.
We see that C[Y ∗] is Y ∗-graded, hene Af = C[Y
∗]
(yi,jyi,k)
is also Y ∗-graded;
in fat, it is M-graded. We have that
C[Y ∗](u) =
∑
m∈Y ∗
m =
∞∏
i,j=1
1
1− ui,j
∈ Z[[ui,j]]
Af (u) =
∞∏
i=1
1 + ∞∑
j=1
ui,j

1 + u1,1 + u2,1 + u1,2 + u3,1 + u1,1u2,1 + · · · ∈ Z[[ui,j | i, j ∈ N
+]]
Af
N˜
(u) =
∞∏
i=1
(1 + ui,1)
= 1 + u1,1 + u2,1 + u3,1 + u1,1u2,1 + · · · ∈ Z[[u1,j |j ∈ N
+]]
(40)
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q q q q q q
q q q q q q
q q q q q q
q q q q q q
q q q q q q
q q q q q q
y1,1
y1,2
y1,3
y1,4
y2,1
y2,2
y2,3
y2,4
y3,1
y3,2
y3,3
y3,4
y4,1
y4,2
y4,3
y4,4
q q q q q q
q q q q q q
q q q q q q
q q q q q q
q q q q q q
q q q q q q
2
4
8
16
3
9
27
81
5
25
125
625
7
49
11 13
q q q q q q
q q q q q q
q q q q q q
q q q q q q
q q q q q q
q q q q q q
1
3
6
10
2
7
4 5 8 9
q q q q q q q
y1,1 y2,1 y3,1 y4,1
q q q q q q q
2 3 5 7 11 13
q q q q q q q
1 2 4 5 8 9
Table 1. Y and the orresponding prime powers, and their
enumeration. Y ([10]) is enlosed. The square-free part of Y
and the orresponding prime powers, and their enumeration.
or, regarding instead these algebras as Nω-graded,
C[Y ∗](t) =
∑
α∈Nω
tα =
∞∏
i=1
1
1− ti
∈ Z[[t1, t2, t3, . . . ]]
Af (t) =
∞∑
i=1
tmultideg(ei)
= 1 + t1 + t2 + t3 + t4 + t1t2 + · · · ∈ Z[[t1, t2, t3, t4, t5, . . . ]]
Af
N˜
(t) =
∑
i∈N˜
tmultideg(ei)
= 1 + t1 + t2 + t4 + t1t2 + · · · ∈ Z[[t1, t2, t4, t5, t8, t9, . . . ]]
(41)
GENERAL TRUNCATIONS 15
Note that the ollapsing M→ N obtained by giving eah yi,j degree 1 is
not loally nite, so we an not dene the ordinary N-graded Hilbert series
of Af . There are however other ways of ollapsing the grading that work:
Example 4.3. Dene a loally nite N2-grading on C[Y ∗] by giving yi,j
bi-grade (1, pji ). Then
Af (u1, u2) =
∞∏
i=1
1 + ∞∑
j=1
u1u
pji
2

= 1 +
∞∑
i,j=1
d(i, j)u1u
j
2
= 1 +
∞∑
j=1
uj2
(∑
i=1
d(i, j)ui1
)
= 1 + u1u
2
2 + u1u
3
2 + u1u
4
2 + (u1 + u
2
1)u
5
2 + (u1 + 2u
2
1)u
7
2 + . . .
(42)
where d(i, j) is the number of ways the positive integer j an be written as
a sum of i pairwise o-prime prime powers. Collapsing this grading further,
so that yi,j gets degree p
j
i , we have that
Af (u) =
∞∏
i=1
1 + ∞∑
j=1
up
j
i

=
∞∑
i=1
g(i)ui
= 1 + u2 + u3 + u4 + 2u5 + 3u7 + . . .
(43)
where g(i) is the number of ways the positive integer i an be written as a
nite sum of pairwise o-prime prime powers.
Example 4.4. If R denotes the ring of nitely supported arithmetial fun-
tions with Dirihlet onvolution, then
R ≃ C[x1, x2, x3, . . . ],
by letting en, for n = p
a1
i1
· · · parir , orrespond to the monomial x
a1
i1
· · · xarir . We
have that R is Nω-graded, with Hilbert series
R(u) =
∑
α∈Nω
uα
=
∞∏
i=1
1
1− ui
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Giving en the same bi-grade as in the previous example means giving xi
bi-grade (1, pi). Then
R(u1, u2) =
∞∏
i=1
1
1− u1u
pi
2
=
∑
i,j
ci,ju
i
1u
j
2
where ci,j is the number of ways of writing j as the sum of i primes. Thus, by
Vinogradov's three-primes theorem, ci,3 > 0 for odd i≫ 0, and if Goldbah's
onjeture is true, then ci,3 > 0 for i > 5, and ci,2 > 0 for odd i > 4.
Comparing this to (42), one an ask if there is an j suh that di,j > 0
for all suiently large i, and what the minimal suh j might be. We have
heked that for any integer 6 < i < 485, either i ∈ PP and di,1 > 0, or
di,2 > 0, thus one might onjeture that any integer > 6 is either a prime
power or an be written as the sum of two relatively prime prime powers.
Denition 4.5. For an Nr-graded C-algebra R and a Nr-graded R-module
M , we regard C as a yli R-module, and dene the Nr-graded Betti num-
bers as
βi,a(R,M) = dimCTor
i
R(M,C)a (44)
and the Poinaré-Betti series by
PMR (t,u) =
∞∑
i=0
∑
a∈Nr
βi,a(R,M)t
iua (45)
We use the onvention PR(t,u) = P
C
R (t,u).
IfR andM are instead loally nite and Nω-graded, then eah ToriR(M,C)
will be loally nite and Nω-graded, so we an dene the Nω-graded, or Y ∗-
graded, Poinaré-Betti series. That means that
PMR (t,u) ∈ Z[[t]][[ui,j | i, j ∈ N
+]].
We say that R is ω-Koszul 1 if for every term tiuα ourring in PMR (t,u),
|u| = i.
Lemma 4.6. Let W ∈ O, and let
V1 ⊆ V2 ⊆ V3 ⊆ · · · ⊆W, ∪
∞
n=1Vn = W
be an asending family in Of . Then
lim
n→∞
AVn(u) = A
f
W (u) (46)
lim
n→∞
P
AVn
C[Y (Vn)]
(t,u) = P
Af
W
AC[Y (W )]
(t,u) (47)
lim
n→∞
PAV (t,u) = PAf
W
(t,u) (48)
1
Reall that a ommutative N-graded C-algebra R is Koszul if ToriR(C,C)j = 0 if
i 6= j. If R is Koszul, then PR(t, u) = R(−tu)
−1
. An important result by Fröberg[7℄ is
that if R = C[x1,...,xn]
(m1,...,mr)
, with mi monomials (not of degree 1) then R is Koszul if and only
if all mi are quadrati.
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where the topology on Z[[ui,j | i, j ∈ N
+]] and on Z[[t]][[ui,j | i, j ∈ N
+]] is that
of point-wise onvergene.
Denition 4.7. Let x = (x1, x2, x3, . . . ). For σ ⊆ N
+
we put
xσ =
∏
i∈σ
xi, (49)
and if j ∈ σ, we put
xσ,j = xjxσ. (50)
Lemma 4.8. Let R = C[x1, . . . , xn], and let m = (x1, . . . , xn) denote the
graded maximal ideal. Put M = R/m2. Then
M(u1, . . . , un) = 1 + u1 + · · ·+ un (51)
M is Koszul, so
PM (t, u1, . . . , un) =
1
M(−tu1, . . . ,−tun)
=
1
1− tu1 − · · · − tun
(52)
Furthermore,
PMR (t, u1, . . . , un) = 1 +
∑
σ⊆{1,...,n}
1≤|σ|≤n
j∈σ
t|σ|uσ,j +
∑
σ⊆{1,...,n}
2≤|σ|≤n
(|σ| − 1)t|σ|−1uσ (53)
Proof. As a C-vetor spae, M is spanned by 1, x1, . . . , xn, so (51) follows.
Sine the dening ideal of M is a quadrati monomial ideal, a theorem by
Fröberg [7℄ shows that M is Koszul. Hene (52) follows.
For the result on the relative Poinaré-Betti series, we'll use a result by
Bayer [3℄, whih yields that the oeient of the tiu-term is equal to the rank
of the torsion-free part of the (i− 2)'th redued homology of the omplex
∆u =
{
F ⊂ [n] xu−F ∈m
}
(54)
Here, F is identied with its harateristi vetor, whih is the square-free
vetor in Nn with a 1 in position i if i ∈ F , and zero otherwise.
If u is square-free, |u| = k, then
F ∈ ∆u ⇐⇒ #(u− F ) ≥ 2 ⇐⇒ #F ≤ |u| − 2 = k − 2,
so∆u is the (k−3)-skeleton of a (k−1)-simplex, hene the redued homology
is onentrated in degree k − 3, where it is Zk−1.
If xu = x2ax
v
, where v is square-free, and does not ontain a, and if
|u| = k, (so |v| = k − 2), then
F ∈ ∆u ⇐⇒ F ⊆ v or a ∈ F and #F ≤ k − 3,
thus ∆u is the disjoint union of a (k − 3)-simplex, whih has no redued
homology, and a (k− 3)-sphere, whih has homology onentrated in degree
(k − 3), where it is Z.
If x2a |x
u
for two dierent a's, so that e.g. xu = x21x
2
2x
v
, then
∀F ⊂ [n] : xu−F ∈m,
thus
∆u = 2
[n]
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is ayli.
Summarizing we have that
dimC Tor
R
i,u(M,C) =

i u square-free of total degree i+ 1
1 ua = 2, uj ≤ 1 for j 6= a and |u| = i+ 1
0 otherwise
(55)
From this, (53) follows.
Theorem 4.9. Af is ω-Koszul, and
PAf =
1
Af (−tu)
=
∞∏
i=1
1
1− t
∑∞
j=1 ui,j
(56)
Dene
A(t,x) = 1 +
∑
σ⊆N+
1≤|σ|
j∈σ
t|σ|xσ,j +
∑
σ⊆N+
2≤|σ|
(|σ| − 1)t|σ|−1xσ (57)
For eah positive integer i, put
ui = (ui,1, ui,2, ui,3, . . . ).
Put
u = (u1,u2,u3, . . . ) = (u1,1, u1,2, . . . ;u2,1, u2,2, . . . ;u3,1, u3,2, . . . ; . . . )
Then
PA
f
C[Y ∗](t,u) =
∞∏
i=1
A(t,ui) (58)
Similarly: Af
N˜
is ω-Koszul, and
P
Af
N˜
=
1
Af
N˜
(−tu)
=
∞∏
i=1
1
1− tui,1
(59)
P
Af
N˜
C[y1,1,y2,1,y3,1,... ]
(t,u) = A(t,u1) (60)
Proof. We apply Theorem 4.6, putting W = N+, Vn = the sub-monoid of
(N+,⊕) generated by
{
pji 1 ≤ i, j ≤ n
}
. Then
AfVn =
C[{ yi,j 1 ≤ i, j ≤ n }]
(
{
yi,jyi,j′ 1 ≤ i, j, j′ ≤ n
}
)
=
C[{ y1,j 1 ≤ j ≤ n }]
(
{
y1,jy1,j′ 1 ≤ j, j′ ≤ n
}
)
⊗C · · · ⊗C
C[{ yn,j 1 ≤ j ≤ n }]
(
{
yn,jyn,j′ 1 ≤ j, j′ ≤ n
}
)
=
(
C[x1, . . . , xn]
m
2
)⊗n
(61)
By Lemma 4.8,
C[x1,...,xn]
m
2 is Koszul and has absolute Poinaré-Betti series
1
1− tu1 − · · · − tun
,
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hene AfVn is Koszul and
P
Af
Vn
(t, u1,1, . . . , un,n) =
n∏
i=1
1
1− tui,1 − · · · − tui,n
.
It follows that
PAf (t,u) = limn→∞
P
Af
Vn
(t, u1,1, . . . , un,n)
= lim
n→∞
n∏
i=1
1
1− tui,1 − · · · − tui,n
=
∞∏
i=1
1
1− t
∑∞
j=1 ui,j
.
The assertion about the relative Poinaré-Betti series is proved in a similar
way. The square-free ase is analogous.
Example 4.10. We ontinue our study of Example 4.3. Let Vn be as above,
so that
C[Y (Vn)] = C[x1, . . . , xn]
⊗n,
andAfVn is as in (61). The indued bi-grading on the i'th opy of C[x1, . . . , xn]
gives xj bi-grade (1, p
j
i ), hene
AfVn(u1, u2) =
n∏
i=1
1 + n∑
j=1
u1u
pji
2
 .
We have that
AfV1(u1, u2) = 1 + u
2
2u1
AfV2(u1, u2) = 1 + u1u
2
2 + u1u
3
2 + u1u
4
2 + u
2
1u
5
2 + u
2
1u
7
2 + u1u
9
2 + u
2
1u
11
2 + u
2
1u
13
2
AfV3(u1, u2) = 1 + u1u
2
2 + u1u
3
2 + u1u
4
2 + (u1 + u
2
1)u
5
2 + . . .
and AfVn(u1, u2) onverges to (42) as n→∞.
Now ollapse this grading to an N-grading. Sine AVn is Koszul, we have
that
PAVn (t, u) =
1
AVn(−tu)
whih onverges to
1
Af (−tu)
=
1
1− t2u2 − t3u3 − t4u4 − 2t5u5 − 3t7u7 − . . .
= 1 + u2t2 + u3t3 + 2u4t4 + . . .
We have that
PAV1 (t, u) =
1
1− t2u2
= 1 + t2u2 + t4u4 + t6u6 + t8u8 + . . .
PAV2 (u) =
1
1− t2u2 − t3u3 − t4u4 − t5u5 − t7u7 − t9u9 − t11u11
t13u13
= 1 + u2t2 + u3t3 + 2u4t4 + 3u5t5 + 4u6t6 + 8u7t7 + 10u8t8 + . . .
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Finally,
PAf (t, u) =
∞∏
i=1
A(t, upi)
=
∞∏
i=1
1 +
∑
σ⊆N+
1≤|σ|
j∈σ
t|σ|up
j
i+
∑
v∈σ p
v
i +
∑
σ⊆N+
2≤|σ|
(|σ| − 1)t|σ|−1u
∑
v∈σ p
v
i

The reader is ordially invited to simplify this expression, and to ompute
its rst few terms.
5. The ase of a finite V
5.1. Simple properties. We now assume that V ∈ Of . To avoid trivial
speial ases, we assume that V ontains at least two elements. Then AV =
AfV is a loal Artin ring, where the maximal ideal is spanned (as a vetor
spae) by { ej j ∈ V \ {1} }. It is easy to see that the maximal ideal is
nilpotent, thus elements of AV are either units or nilpotent.
5.2. Presentations.
Theorem 5.1. Let V ∈ Of , |V | = r. AV is a yli module over C[Y (V )].
Furthermore, if we dene the following ideals of C[Y (V )],
AV = C[Y (V )]
{
y2i,j yi,j ∈ Y (V )
}
BV = C[Y (V )]
{
yi,jyi,j′ yi,j, yi,j′ ∈ Y (V ), j < j
′
}
CV = C[Y (V )]

r∏
ℓ=1
yiℓ,jℓ
r∏
ℓ=1
pjℓiℓ 6∈ V, ∀1 ≤ v ≤ r :
∏
1≤ℓ≤r
ℓ 6=j
pjℓiℓ ∈ V

(62)
then the indiated generating sets are in fat the unique multi-graded minimal
generating sets, and
AV =
C[Y (V )]
AV +BV + CV
(63)
If we let W denote the monoid ideal that V generates, then
AW =
C[Y (V )]
AV +BV
, (64)
and AV is a yli AW -module, sine
AV =
AW
CV
.
We put
C[Y (V )] =
C[Y (V )]
AV
≃
(
C[x]
(x2)
)⊗r
,
an r-fold tensor power of the ring of dual numbers. Then AV is also a yli
C[Y (V )]-module, sine AV =
C[Y (V )]
BV +CV
.
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Proof. We have that W ∈ Of ∩Uf , and Y (V ) = Y (W ), so by Theorem 3.21,
AV and AW are yli C[Y (V )]-modules. Clearly, AW has a C-basis on-
sisting of
{ ek k ∈W } = { ei1 ⊕ ei2 ⊕ · · · ⊕ eir i1, . . . , ir ∈ V ∩ PP }
whih in C[Y (W )] orresponds to separated monomials in the variables in
Y (W ). From this, (64) follows, sine A(V )+B(V ) is preisely what wee need
to divide out with in order to have only separated monomials. Similarly, AV
has a C-basis onsisting of
{ ek k ∈ V } = { ei1 ⊕ ei2 ⊕ · · · ⊕ eir i1, . . . , ir ∈ V ∩ PP, i1 ⊕ · · · ⊕ ir ∈ V }
so the dening ideal of AV in C[Y (V )] ontains, in addition, those separated
monomials (in yi,j-variables) whih do not orrespond to an element in V ;
from this observation, and Theorem 3.19, (63) follows.
The remaining assertions follow trivially.
Example 5.2. Let
V = [10] = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}.
Then
Y ([10]) = {y1,1, y1,2, y1,3, y2,1, y2,2, y3,1, y4,1},
and
A[10] = (y1,1y1,1, y1,2y1,2, y1,3y1,3, y2,1y2,1, y2,2y2,2, y3,1y3,1, y4,1y4,1),
B[10] = (y1,1
2, y1,1
2, y1,2
2, y2,1
2),
and nally
C[10] = (y1,1y2,2, y1,1y4,1, y2,2y3,1, y1,2y2,1, y1,3y2,1, y2,1y3,1, y2,1y4,1,
y1,2y2,2, y1,2y3,1, y1,2y4,1, y1,3y3,1, y1,3y4,1, y2,2y4,1, y1,3y2,2, y3,1y4,1)
We have that
A[10] ≃
C[y1,1, y1,2, y1,3, y2,1, y2,2, y3,1, y4,1]
A[10] +B[10] + C[10]
has a C-basis onsisting of (the images of) the following separated monomi-
als:
1, y1,1, y1,2, y1,3, y2,1, y1,1y2,1 y2,2, y3,1, y4,1, y1,1y3,1.
5.3. The assoiated simpliial omplex. For terminology and general
results regarding simpliial omplexes and Stanley-Reisner rings, see [15℄.
Denition 5.3. Let S be a nite set. A simpliial omplex on S is a subset
∆ ⊆ 2S of the power-set of S, suh that
(i) {s} ∈ ∆ for all s ∈ S,
(ii) τ ⊆ σ ∈ ∆ =⇒ τ ∈ ∆.
If U ⊆ S, we denote by ∆U the simpliial omplex on U given by ∆U =
∆ ∩ 2U .
If the redued homology H˜ i(∆,C) is non-zero for i = j, but vanishes for
i > j we say that ∆ has homologial degree i.
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Denition 5.4. Let S = {s1, . . . , sn} be a nite set, and let S1, . . . , Sr be a
partition of S, i.e. S = ⊔ri=1Si, Si ∩ Sj = ∅ if i 6= j. A partitioned simpliial
omplex ∆ (orresponding to the partition S = ⊔ri=1Si) on S is an order
ideal in the sub-poset
2S = {σ ⊆ S ∀1 ≤ i ≤ r : #(σ ∩ Si) ≤ 1 } ⊆ 2
S
(65)
suh that {s} ∈ ∆ for every s ∈ S.
We dene the following ideals in C[x] = C[x1, . . . , xn]:
AS = C[x]
{
x2a 1 ≤ a ≤ n
}
BS = C[x] {xaxb ∃i : sa, sb ∈ Xi }
C∆ = C[x]
{
xa1 · · · xav 1 ≤ a1 < a2 < · · · < av ≤ n, {a1, . . . , av} ∈ 2
X \∆
}
(66)
We dene the Stanley-Reisner algebra of ∆ as
C[∆] =
C[x1, . . . , xn]
BS + C∆
(67)
and the Artinied Stanley-Reisner ring as
C[∆] =
C[x1, . . . , xn]
AS +BS + C∆
(68)
Note that a partitioned simpliial omplex is also a simpliial omplex in
the ordinary sense, that is, an order ideal in 2X , and that C[∆] oinides
with the usual denition; the only dierene is that we have partitioned the
Stanley-Reisner ideal I∆ = BX + C∆. The Artinied Stanley-Reisner ring
C[∆] ≃
C[x]
AX + I∆
is idential to the one introdued by Sköldberg [12℄. The only dierene is
that we may hoose to regard it as a yli
C[x]
AX+BX
-module as well as a yli
C[x]-module.
Example 5.5.
∆([10]) = {∅, {2}, {3}, {4}, {5}, {2, 3}, {7}, {8}, {9}, {2, 5}}
looks like Figure 1.
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Figure 1. ∆([10])
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For subsequent use, we state the following theorem:
Theorem 5.6. Let ∆ be a simpliial omplex, and C[∆] its Artinied Stanley-
Reisner ring. Let C[x] denote the (smallest) polynomial ring of whih C[∆]
is an epimorphi image. Then the multi-graded Betti numbers
βi,α = dimCTor
C[x]
α (C[∆],C)
are given by
βi,α = dimC H˜
|α|−i−1(∆U ; C), where U = supp(α) (69)
Proof. This is the formula for the Betti numbers of the orresponding in-
diator algebra C{∆} [1, 2℄. This skew-ommutative algebra has the same
Betti numbers as C[∆] [12℄.
Theorem 5.7. For V ∈ Of , let P = V ∩ PP, Q = V ∩ P. Number the
elements in Q as q1, . . . , qr suh that q1 < q2 < · · · < qr. Partition P =
P1 ∪P2 · · · ∪Pr, Pi =
{
qji q
j
i ∈ P
}
. Dene a partitioned simpliial omplex
∆(V ) on P by
{qa1i1 , . . . , q
as
is
} ∈ ∆(V ) ⇐⇒ qa1i1 · · · q
as
is
∈ V (70)
Then
C[∆(V )] ≃ AV (71)
as graded C-algebras, and
(∆(V ),⊆) ≃ (V,≤⊕V ) (72)
as posets.
Proof. Sine (70) gives a bijetion between the basis vetors of C[∆(V )] and
those of AV , we need only hek that the multipliation is the same. Let
σ, τ ∈ ∆(V ), and dene
σ(i) =
{
1 qi ∈ σ
0 qi 6∈ σ
xσ =
r∏
i=i
x
σ(i)
i
eσ = em where m =
∏
j∈σ
j
and similarly for τ . Then
eσeτ =
{
eσ∪τ if σ ∩ τ = ∅, σ ∪ τ ∈ ∆(V )
0 otherwise
Furthermore xσ, xτ ∈ C[∆(V )], and
xσxτ =
{
xσ∪τ if σ ∩ τ = ∅, σ ∪ τ ∈ ∆(V )
0 otherwise
This shows that the multipliations are the same.
The bijetion (70) is easily seen to be the desired poset isomorphism (72).
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5.4. The sole. There is a short exat sequene of omplex vetor spaes
and linear maps
0→ K1(V )→ AV ⊗AV → AV → 0
f ⊗ g 7→ f ⊕ g
(73)
whih restrit to
0→ K2(V )→ A
+
V ⊗A
+
V → A
+
V (74)
We denote by pr the projetion A+V ⊗A
+
V → A
+
V to the rst fator.
We all elements in K1(V ) of the form ea ⊗ eb, ea ⊕ eb = 0, monomial
multipliative syzygies and those of the form ea ⊗ eb − ec ⊗ ed binomial mul-
tipliative sysygies.
Lemma 5.8. K1(V ) is spanned (as a C-vetor spae) by monomial and bi-
nomial multipliative syzygies; onsequently, so is K2(V ). Let n = |V | =
dimCAV , then dimCK1(V ) = n
2 − n, dimCK2(V ) = (n− 1)
2 − (n− 1).
Proof. Sine the map (73) is multi-homogeneous, it is enough to study it in
one multi-degree
α = (α1, . . . , αr),
where
k = pα11 · · · p
αr
r ∈ V ⊕ V.
If
f =
∑
a,b∈V
ab=k
ca,bea ⊗ eb
is an element of K1(V ) of multi-degree α, then we an write f = f1 + f2
with
f1 =
∑
a,b∈V
ab=k
a⊕V b=0
ca,bea ⊗ eb, f2 =
∑
a,b∈V
ab=k
a⊕V b=k
ca,bea ⊗ eb.
Then f1 is a linear ombination of monomial syzygies, so it is enough to
show that f2 is a linear ombination of binomial syzygies. By onstrution,∑
a,b
ab=k
a⊕V b=k
ca,b = 0.
If we order the pairs (a, b) with a, b ∈ V , a⊕V b = k linearly, this beomes
L∑
i=1
ci = 0,
or
[
1 1 · · · 1
]

c1
c2
.
.
.
cL
 = 0
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It is an elementary fat that the solution set is spanned by

−1
1
0
0
0
.
.
.
0

,

−1
0
1
0
0
.
.
.
0

,

−1
0
0
1
0
.
.
.
0

, . . . ,

−1
0
0
0
.
.
.
0
1


Thus f2 an be written as a linear ombination of binomial syzygies.
Sine dimension of vetor spaes is additive funtion over short exat
sequenes, the assertions on the dimension ofK1 andK2 follows from the fat
that dimCAV = n, dimC AV ⊗AV = n
2
, dimCA
+
V = n−1, dimC A
+
V ⊗A
+
V =
(n− 1)2.
Denition 5.9. The sole of AV onsists of all elements in the maximal
ideal that annihilates the maximal ideal. We denote it by Socle(AV ).
Lemma 5.10. The sole of AV is generated (as a C-vetor spae) by
{ ek, k ∈ V \ {1} km 6∈ V if m ∈ V \ {1} and gcd(k,m) = 1 } =
=
{
ek ek ⊗ em ∈ K2(V ) for all m ∈ A
+
V
}
(75)
In fat, the above set is a basis.
Proof. AV and its maximal ideal are multi-graded: AV has the C-basis
{ ek k ∈ V } ,
and
{ ek k ∈ V \ {1} }
is a basis for the maximal ideal. Hene, the set
{ ek k ∈ V \ {1}, ek ⊕V em = 0 for m ∈ V \ {1} } =
= { ek, k ∈ V \ {1} km 6∈ V if m ∈ V \ {1} and gcd(k,m) = 1 }
is a basis for the sole. This is preisely the set of ek, k ∈ V \ {1} suh that
ek ⊗ em is a multipliative syzygy for all em ∈ A
+
V .
Lemma 5.11. Let k ∈ V . The following are equivalent:
(i) ek ∈ Socle(AV ).
(ii) k is a maximal element in (V,≤⊕V ).
(iii) k orresponds to a faet in ∆(V ).
(iv) pr−1(ek) ⊆ K2.
Proof. If k is maximal, then k⊕V m = 0 for allm ∈ V \{1}, hene ek⊕V em =
0 for all m ∈ V \ {1}, hene ek ∈ Socle(Av). If k is not maximal, so that
k <⊕V m, thenm = k⊕vc for some c ∈ V \{1}, hene em = ek⊕vec, hene ek
does not annihilate all elements in the maximal ideal, hene ek 6∈ Socle(Av).
By (72), maximal elements in (V,≤⊕V ) orrespond to faets in ∆(V ).
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Sine AV is Artin, it is Cohen-Maaulay. It is Gorenstein if and only if
the sole is one-dimensional [15, Theorem 12.4℄, hene
Lemma 5.12. If k = maxV then ek ∈ Socle(AV ). The following are equiv-
alent:
(i) AV is Gorenstein,
(ii) Socle(AV ) = Cek,
(iii) For every j ∈ V \ {k, 1} there exists at least one i = i(j) ∈ V \ {k, 1}
suh that gcd(i, j) = 1, ij ∈ V .
(iv) V is a prinipal order ideal.
(v) ∆(V ) is a simplex.
Proof. If k = maxV then it is a maximal element in (V,≥⊕V ), hene ek ∈
Socle(AV ) by the previous Lemma. In fat, the only V ∈ O
f
whih have
only one maximal element are the prinipal order ideals.
5.5. The Koszul property.
Theorem 5.13. Let V ∈ Of ontain at least two elements, and let Q =
V ∩ PP. Let W denote the sub-monoid of (N+,⊕) generated by Q. The
following are equivalent:
(i) AV is Koszul,
(ii) CV is 0 or generated in degree 2.
(iii) If w ∈W \ V then
∃q1, q2 ∈W : gcd(q1, q2) = 1, q1q2 ||w, q1q2 ∈W \ V.
(iv) For any U ⊆ Q with more than two elements,
H˜ |U |−2(∆(V )U ,C) = 0.
Proof. By (63) and the fat that AV and BV are quadrati, Fröberg's result
[7℄ that a monomial algebra is Koszul if and only if it is quadrati gives the
equivalene between (i) and (ii). (iii) says that any ew in the dening ideal of
AV as a yli AW -module is divisible by some eq1q2 , i.e. by some quadrati
element. This is equivalent to all minimal generators being quadrati.
Finally, let β1,j denote the number of minimal generators of AV + BV +
CV of degree j. Sine Av + BV are generated in degree 2, it follows from
Theorem 5.6 that for j > 2,
β1,j =
∑
U⊆Q
|U |=j
dimC H˜
|U |−2(∆(V )U ,C).
We want β1,j = 0 for j > 2, so (iv) follows.
Corollary 5.14. If AV is Koszul then for d > 1, ∆(V ) an not ontain a
puntured d-simplex i.e. a subset of the form 2U \ U with |U | = d+ 1.
Proof. If it does, ∆(V )U ≃ S
d−1
so H˜d−1(∆(V )U ,C) 6= 0.
Corollary 5.15. Let Q ⊆ PP be nite and non-empty, and let V be the
monoid ideal in (N+,⊕) generated by Q. Then V ∈ Of and AV is Koszul.
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5.6. Universality.
Theorem 5.16. Let Γ be a nite simpliial omplex. Then there exists in-
nitely many V ∈ O suh that ∆(V ) ≃ Γ.
Proof. Without loss of generality we may assume that Γ is a simpliial om-
plex on the set {1, . . . , n}. Let q1, . . . , qn be any set of distint primes, and
dene
V =
{∏
i∈σ
qi σ ∈ Γ
}
.
Then ∆(V ) ≃ Γ.
From this result we onlude that it isn't feasible to study the (homologi-
al) properties of all trunations AV , for V nite. In a sequel to this artile,
we'll restrit ourselves to the speial ases V = [n] and V = [n] ∩ N˜.
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