Let G be a simple undirected graph. The regular number of G is defined to be the minimum number of subsets into which the edge set of G can be partitioned so that the subgraph induced by each subset is regular. In this work, we obtain the regular number of some families of graphs and discuss some general bounds on this parameter. Also, some of the lower or upper bounds proved in [4] are shown here to hold with equality.
Introduction
Let G = (V, E) be a simple, undirected graph. The regular number of a graph G, denoted by r(G), is the minimum number of subsets into which the edge set of G can be partitioned so that the subgraph induced by each subset is regular. This quantity was introduced in [4] . Nonempty subsets E 1 , . . . , E r of E are said to form a regular partition of G if the subgraph induced by each subset is regular. If the number of these nonempty subsets is minimal, we say that these subsets form a minimum regular partition of G. For basic notation and terminology on graph theory used in this paper, we refer to [1] .
Note that in the definition of r(G), we do not require that each element of the minimum regular partition of G span the entire graph. It can certainly be the case that a particular subset of E in the minimum regular partition of G does not cover all the vertices. We assume that the regular number of an empty graph is 0 since it contains no edges. Note that the graph on six vertices consisting of the 5-cycle plus one isolated vertex is irregular but has regular number equal to 1. In the sequel, we assume throughout that G is a simple, undirected graph, without loops or parallel edges and containing at least one edge.
The chromatic index (also known as the edge coloring number) of a graph is the minimum number of subsets into which the edge set of G can be partitioned so that each subset is a matching. Thus, while the regular number of a graph is the minimum size of a partition of the edge set into regular subgraphs, the chromatic index of a graph is the minimum size of a partition of the edge set into 1-regular subgraphs. Hence, r(G) is bounded from above by the chromatic index of G. While adding edges to a graph can never reduce its chromatic index, adding edges to a graph can sometimes reduce its regular number. For example, r(K 4 −e) = 2, whereas r(K 4 ) = 1.
This paper is organized as follows. In Section 2, we compute the regular number of some families of graphs. We extend the results given in [4] ; some of the bounds proved there are shown here to hold with equality. In Section 3, we provide some general bounds for the regular number. Section 4 contains some concluding remarks. This paper also serves to correct some of the errors and complete the proofs in [4] (such as Proposition 2, 3 and 4 there), where some results are stated with equality but the proofs show only an upper or lower bound.
Regular number of some families of graphs
In this section we compute the regular number of some families of graphs, such as the wheel graphs, trees, and complete bipartite graphs. . We now prove the opposite inequality. Let E 1 , . . . , E r be a regular partition of W p . The subgraph E i induced by E i cannot be 3-regular since that would require that E i = W p , a contradiction since E i is required to be regular whereas W p is irregular. Hence, each E i is either 2-regular or 1-regular. Thus, the p − 1 edges incident to v p must be a part of at least
. Furthermore, if any subgraph E i is 2-regular, say containing vertex v 2 = v p , then a third edge incident to v 2 must be a part of some other 1-regular E j , where j = i. Thus, at least one of the E i 's has to be 1-regular. Since, the degree of v p is p − 1, if at least one of the E i 's is 1-regular, we require r(G) ≥ p/2. Hence,
(ii) Suppose p is even. Let E 1 , . . . , E k be a regular partition of G. As before, each E i is either 1-regular or 2-regular. Hence, since the degree of v p is p − 1, we have that r(G) ≥ p−1 2
. Since p − 1 is odd, this implies that r(G) ≥ p/2. To prove the opposite inequality, we provide an explicit description of the subsets E i that form a regular partition of G into k = p/2 subsets. Let E 1 , E 2 , . . . , E k−2 be the 3-cycles {e 1 , e Proof: Let E 1 , . . . , E k be a regular partition of T . Then each E i is necessarily 1-regular, for if any E i was s-regular for some s ≥ 2, then that would imply that E i has cycles and therefore T also has cycles, a contradiction. Thus, each E i is a matching of T . Hence, r(T ) is the chromatic index (also known as the edge coloring number) of G. Since T is bipartite, it follows from a well-known result [1] that its chromatic index is equal to its maximum degree. 
Hence, k ≥ |E|/m 2 = n/m, which establishes the lower bound. Next, consider the case where m divides n. By setting each E i to be the m 2 edges of a K m,m in a manner that the E i 's are disjoint, we get a regular partition of K m,n into n/m subsets. Hence, r(K m,n ) = n/m when m divides n. Now suppose n = mk + d, where d ∈ {1, . . . , m − 1}. Then, using the preceding procedure, we first construct a regular partition of K m,mk into k subsets. This still does not include the edges of one K m,d , for which we still need to construct a regular partition. Thus,
Since the regular number of a graph is upper bounded by its chromatic index, and since the chromatic index of a bipartite graph equals its maximum degree, we get
Let m ≤ n and n = mk + d, where d ∈ {1, . . . , m − 1}. It seems to us that
i.e. equality might hold in the upper bound in the Lemma above. In particular, this implies r(K n−1,n ) = n. If this is true, then there is a quick, recursive procedure for determining the exact value of r(K m,n ). The recurrence relation arising from such a result has the initial condition r(K An interesting problem is to design an algorithm to decompose a given bipartite graph into a minimum number of regular subgraphs.
We state the inequality discussed in the previous proof:
Corollary 4. Suppose m ≤ n and n = mk + d, where d ∈ {1, . . . , m − 1}. Then,
Preliminary calculations seem to indicate that this bound holds with equality. We prove this next for the special case where m = 3.
Theorem 5. For the complete bipartite graph K 3,n , where n ≥ 1, we have that r(K 3,n ) = n/3 if n ≡ 0 (mod 3), and r(K 3,n ) = n 3
Proof: We make a counting argument that relates the number of edges in the graph to the degree sequences of certain subgraphs. We proceed by induction on n. The proof has three parts. First we settle the case n ≡ 0 (mod 3). Then, we prove the basis step of the induction for n ≤ 5. Finally we finish with the inductive step. Let G = K 3,n have bipartition (X, Y ), where X = {x 1 , x 2 , x 3 } and Y = {y 1 , . . . , y n }. First assume n ≡ 0 (mod 3). Clearly, r(K 3,3 ) = 1. Fix n to be a multiple of 3 and assume the result holds for smaller values of n. In any regular partition E = E i , we have that |E i | ≤ 9. Hence, r(G) ≥ |E|/9 = n/3. To prove the opposite inequality, let E 1 be the 9 edges of the K 3,3 subgraph induced by X and {y n−2 , y n−1 , y n }. Then, r(K 3,n ) ≤ 1 + r(K 3,n−3 ) = 1 + (n − 3)/3 = n/3. For the rest of the proof, we now assume that n ≡ 1, 2 (mod 3).
We now prove the assertion for n ≤ 5. It is clear that r(K 3,1 ) = 3. To prove that r(K 3,2 ) = 3, assume, by way of contradiction, that E = E 1 ∪ E 2 is a regular partition of K 3,2 . If E i , the subgraph induced by E i , is 1-regular, then |E i | ∈ {1, 2, 3}, and if E i is 2-regular, then |E i | ∈ {4}. Furthermore, if E i is 1-regular, it can have at most 2 independent edges. Hence, |E 1 | + |E 2 | = 6 requires that |E 1 | = 4 and |E 2 | = 2. But the degree sequence of X induced by E 1 is (2,2,0), in some order, and by E 2 is (1,1,0) , in some order. Together, no permutation of the coordinates of these two sequences can produce a sum of (2,2,2), which is the degree sequence of X induced by all of G. Hence, r(K 3,2 ) = 3.
To show that r(K 3,4 ) = 4, it suffices to show that r(K 3,4 ) 3. Suppose, to the contrary that E 1 , E 2 and E 3 form a regular partition of K 3,4 . If any E i is isomorphic to K 3,3 , say E 1 ∼ = K 3,3 , then r(K 3,4 ) = 1 + r(K 3,1 ) = 4. Hence, each E i is either empty, 1-regular, or 2-regular. So, for i = 1, 2, 3, |E i | ∈ {0, 1, 2, 3, 4, 6}. But |E| = 12. Hence, the partition of 12 edges into 3 parts can only take the forms 6+6, 6+4+2, 6+3+3, or 4+4+4. When any E i has 6 edges, it contributes (2, 2, 2, 0) in some order to the degree sequence of Y . However, two such sequences, say (2, 2, 2, 0) and (2, 0, 2, 2), do not add up (3, 3, 3, 3) , the degree sequence of Y in G. Hence, the form 6+6 is not possible. Similar arguments show that the other three forms are also not possible. Hence, r(K 3,4 ) = 4. A similar counting argument as for K 3, 4 shows that r(K 3,5 ) = 4. This completes the basis step of the inductive proof. Now fix n ≡ 1, 2 (mod 3). Assume the assertion holds for smaller values of n. Let k = ⌊n/3⌋ and let s = r(K 3,n ). To show that s = k + 3, we now assume that s ≤ k + 2 and arrive at a contradiction. Let E 1 , . . . , E s be a minimum regular partition of K 3,n , where s = k + 2 and E i can possibly be the empty set. If any E i is 3-regular, say E 1 is 3-regular, then E 1 ∼ = K 3,3 , and therefore, by the inductive hypothesis, s = r(K 3,n ) = 1 + r(K 3,n−3 ) = 1 + (k − 1 + 3) = k + 3, a contradiction. So now assume that each E i is either empty, 1-regular, or 2-regular. Then |E i | ∈ {0, 1, 2, 3, 4, 6}, where |E i | ∈ {1, 2, 3} if E i is 1-regular. Let ℓ denote the number of E i 's that have exactly 6 edges. Each of the remaining k + 2 − ℓ E i 's contain at most 4 edges. Since these k + 2 E i 's together contain all 3n edges, it follows that 6ℓ + 4(k + 2 − ℓ) ≥ 3n. We now consider 2 cases, depending on whether n ≡ 1 or n ≡ 2 (mod 3).
Case 1: n ≡ 1 (mod 3). Suppose n = 3k + 1. Then the above inequality on ℓ implies that ℓ ≥ 2k − 2 + k−1 2
. Each of the ℓ E i 's that contain 6 edges contributes (2, 2, 2, 0, . . . , 0) to the degree sequence (3, 3, . . . , 3) of Y . The three coordinates contributed by different E i 's must be disjoint. Hence, 3(2k
) ≤ n. This implies that k = 1, a case that has been resolved already in the basis step. Thus, for k ≥ 2, we have that s = k + 3.
Case 2: n ≡ 2 (mod 3). Suppose n = 3k + 2. Then the above inequality on ℓ implies that ℓ ≥ 2k − 1 + ⌈k/2⌉. As in Case 1, in order for the degree sequence conditions to not be violated, we require that 3(2k − 1 + ⌈k/2⌉) ≤ n. This implies that k = 0. Hence, for all k ≥ 1, s = k + 3 again.
Some general bounds on the regular number
We now establish some simple on the regular number of a graph. Let ω(G) denote the maximum size of a clique in G. Then, since the edges of a maximum clique induce a regular subgraph of the graph, and since each of the remaining edges which are not in the clique induce a 1-regular subgraph, it follows that r(G) ≤ |E| − ω(G) 2 + 1. Similarly, let ν(G) denote the maximum size of a matching in G. Then, r(G) ≤ |E| − ν(G) + 1. For each of these two bounds, there exist families of graphs which meet the bound with equality.
Before stating the next result, let us recall that the degree sequence of a graph is the sequence of non-negative integers listing the degrees of the vertices of G. For example, K 1,4 has degree sequence (1, 1, 1, 1, 4) , which contains two distinct elements: 1 and 4. Proof: Since every element E i in a regular partition of the graph induces a subgraph E i whose vertices have the same degree k i , the subgraph G i = (V, E i ) has a degree sequence containing at most two distinct elements: k i and possibly also 0. By adding r such degree sequences, one corresponding to each subset E i , we get a degree sequence that contains at most 2 r distinct elements. Hence, the degree sequence of G contains at most 2 r(G) distinct elements. .
Let χ ′ (G) denote the chromatic index of G. A fundamental result on the chromatic index of graphs, due to Vizing [5] , states that χ ′ (G) ≤ ∆ + 1, where ∆ denotes the maximum degree of a vertex in G. Since χ ′ (G) ≥ ∆ trivially, it follows that for every graph, χ ′ (G) equals either ∆ or ∆ + 1. Graphs for which χ ′ (G) = ∆ are called Class 1 graphs, and graphs for which χ ′ (G) = ∆ + 1 are called Class 2 graphs. Since r(G) ≤ χ ′ (G), Vizing's theorem immediately implies the following result.
Corollary 7. For any graph G, r(G) ≤ ∆ + 1.
If G is disconnected, say, G is the disjoint union of a 5-cycle and a path of length 3, then it is possible that the result holds with equality. However, preliminary calculations seem to indicate that, in fact, r(G) ≤ ∆ might hold for all connected graphs.
We call the bound r(G) ≤ ∆ (for connected graphs) the degree bound. To investigate if there exists a counterexample to the degree bound, we must examine Class 2 graphs, since the degree bounds holds for all Class 1 graphs. Many of the known Class 2 graphs happen to be regular, and hence their regular number is trivially equal to 1. Furthermore, it can be seen that if G contains a Hamilton cycle, then the degree bound holds. To prove this result, observe that if C is the edge set of a Hamilton cycle in G, then C is 2-regular and
Thus, many of the known results on sufficient conditions for a graph to be Hamiltonian also ensure that the degree bound holds for those graphs. Even more, for this proof on the degree bound to go through, it is not necessary that G contain a Hamilton cycle. It suffices if G contains a disjoint union of cycles that pass through all the vertices of G that have degree ∆ or ∆ − 1. We have shown that any connected graph that violates the degree bound is necessarily irregular, non-bipartite, non-Hamiltonian and Class 2. Such graphs are extremely rare; in fact, almost all graphs are known to be Class 1 [2] .
Concluding remarks
A preliminary study of the regular number of some families of graphs was carried out, and some results and bounds were discussed. Many open questions remain. It would be worthwhile to determine whether the degree bound r(G) ≤ ∆ holds for all connected graphs G. Furthermore, perhaps there is an upper bound, say u(G), better than the degree bound, such that r(G) ≤ u(G) for almost all graphs. Unlike in the case of the chromatic index, removing an edge can increase the regular number of a graph. For example, r(K n ) = 1, and r(K n − e) equals 2 if n is even and 3 if n is odd. An open problem is to investigate the maximum possible value of r(G − e).
It is known that the problem of determining whether χ ′ (G) equals ∆ or ∆ + 1 is NP-complete [3] . The problem of determining the complexity of the regular number for various families of graphs is open. Another interesting problem is to design algorithms to decompose a given (bipartite) graph into the minimum number of regular subgraphs.
We have stated above our conjectures related to the regular number of complete bipartite graphs and our conjecture on the degree bound.
