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Abstract 
In this research we explore how interest-based 
interactive technologies can support learning, 
particularly for children for whom receptive language 
and the pace of the general curriculum can be 
challenging. We designed and iteratively developed 
MyWord, a visual dictionary tablet app, which supports 
the exploration of words through images that represent 
a child’s interest. The prototype was derived from a 
parent's concept and a one-month deployment with her 
child. Early findings indicate that MyWord has the 
potential to support collaborative image curation, 
browsing and discovery of interests, and writing and 
spelling practices. This paper bridges knowledge 
between competency-based learning approaches and 
technology design. We conclude with reflections on 
early use of the MyWord app and pose questions to 
direct future work.  
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 Introduction 
There is increasing interest in designing for learning 
through emerging interactive technologies such as 
virtual reality [18], robotics [7] and games [8]. While 
these technologies offer exciting design opportunities, 
there is a lack of focus on what is exciting to children 
with intellectual and developmental disabilities (ID/DD) 
i.e. their personal interests. 
Learning technologies are often developed to teach 
very specific, pre-defined and quantifiable content. 
However, if the learner is not interested in or motivated 
by this pre-defined content, it can be a barrier to 
learning. This is particularly true in ID/DD context, 
whereby individuals typically have very specific areas of 
interest and knowledge, which can provide a great 
source of motivation. Those on the autism spectrum 
typically have repetitive behaviours, interests and/or 
activities [4, 5]. While speech and language are highly 
pursued concepts within the realm of education, much 
emphasis is placed on tasks that can be measured and 
assessed, while very little is placed on the child’s own 
interests, strengths and capabilities.  
Within HCI, we see a similar pattern, whereby existing 
apps tend to focus on quantifiable and testable 
outcomes regarding literacy, assessment and 
intervention [12, 13]. Although these designs are 
useful, we note the lack of opportunity for the child to 
shape their own learning. As we move towards the 
social model of disability, it is perhaps useful to look at 
how our technology design can itself become more 
holistic, strengths-based and person-centred.  
Here we present the concept, design and early 
experience of MyWord, a personal visual dictionary app, 
which applies a strengths-based approach to engage 
children with ID/DD with written words (see Figs 1-5). 
Related Work 
Visual supports, shown to support children with autism 
in the learning process, are defined as “those things we 
see that enhance the communication process” [5, 
p.179]. Some HCI researchers [14, 4] note that 
technologies often seem to cater solely to verbal 
thinkers, missing the value of visuals in the process of 
designing for cognition. Work within DIS has begun to 
explore the use of visualisations to support language 
and communication with children with autism through 
technology [2, 3, 9, 11]. However, many of these 
designs focus on designer-determined words and 
phrases, and not on words personally relevant or 
customisable to the child. Augmentative and Alternative 
Communication (AAC) aims to enrich communication 
with technology, however, AAC tools can often be 
advanced, expensive and inflexible (i.e. not easily 
customisable to each child’s individual needs) [4, 10]. 
Here, we are interested in developing a low-tech, 
inexpensive, flexible, customisable, visually-based 
technology to support language acquisition and 
communication. 
Method 
Design Inspiration  
We present a preliminary study into the development of 
a visual dictionary prototype app, MyWord. The design 
was inspired in part by ongoing work in classrooms with 
children with autism, but more so by the design 
thinking of one parent with a child with ID/DD, who 
noted the importance of words which are personally 
significant to the child, as opposed to words which are 
pre-defined. The child would constantly ask the parent 
 
Figure 1. MyWord Homepage with 
profile and search buttons 
 
Figure 2. Search bar leading to 
Google Image search  
 
Figure 3. Images returned from 
search for 'Pink Scrunchie' 
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 to type search terms into Google in order to help her 
search for particular images which were stimulating. 
The parent recognised the child's strong motivation to 
find images of interest, combined with a reluctance and 
difficulty to spell, and wondered if the child's intrinsic 
motivation could be mobilised through an interface that 
assisted the child to spell in order to find images of 
interest. To date, we have carried out a pilot single-
user study [16] on the MyWord concrete prototype. The 
participant (female, aged 13 with an ID) was shown the 
MyWord prototype and provided with guidance on how 
to use the app.  
MyWord Prototype 
It was our intention to keep design options open-ended 
in order to allow users to create personal meaning [15]. 
The prototype which emerged, MyWord, is a visual 
dictionary app for the iPad. It can be used to build a 
collection of terms and images based on people’s 
interests and potentially as a communication, memory 
or learning tool, assisting in the development of 
vocabulary, literacy and oral language skills. The app 
has a search bar leading to Google Images (Fig 1, 2) in 
which safe search is enabled. The user can search for 
an image using the key word or phrase and select an 
image they wish to be added to the dictionary under 
that term. In the second iteration, the term can be 
changed in the dictionary to whatever the user prefers. 
Other refinements allow the user to take or upload a 
personal photo from their iPad gallery instead of a 
searched image [17]. These images are then 
searchable from the main menu, which is a layout of 
the alphabet (Fig 5). Finally, another refinement allows 
words to be spoken out by the dictionary and also for 
children to record a voice clip of themselves saying the 
word.   
Pilot Study Findings 
Collaborative Curation  
Parent and child worked together to populate the 
dictionary, with child dictating the term to be searched 
for and parent typing it in. The child then chose which 
images were to be downloaded and spent time perusing 
these. The child could find words through the alphabet 
interface as she knew the first letter of words, but often 
could not spell them for the initial search. She then 
enjoyed browsing her favourite pictures in the 
dictionary (e.g. ‘pink scrunchie’, Fig. 3 and 4). This 
finding is relative to the child’s particular competencies: 
others may use the search functionality independently. 
We suggest that later versions could find more ways to 
scaffold independent search, however, in this instance, 
search developed into a sharing activity between parent 
and child. After using for a couple of hours in total over 
about 5 days, they built up about 20 words and then 
gradually added more over the rest of the month.  
Spontaneous Use for Handwriting Support  
The parent reported that the child began to use the app 
spontaneously and without encouragement. In one 
instance, she was alerted to her daughter working in 
the dining room through hearing her “concentration 
noise”, a loud humming, and, when she investigated, 
found that the child had taken out her MyWord app and 
was copying words onto a sheet of paper (Fig. 6). The 
child diligently copied the word ‘firetruck’ (a great 
interest of hers) from the iPad to her list, saying each 
letter as she wrote and then saying with satisfaction 
"What does that spell? Firetruck!", answering herself.  
Ownership and Exploration of New Words 
During video observations, the child came across a 
photo of ‘jelly’ that her mum had entered into the 
 
Figure 4. All images gathered 
under the child's favourite colour 
- pink 
 
Figure 5. The main alphabet view 
- letters can be clicked on to lead 
to saved images 
 
Figure 6. The child spontaneously 
handwriting from the app 
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 dictionary. On video, the child exclaimed: “Jelly?! Who’s 
that idea?”. The child was surprised to see an image 
there which wasn’t selected by her. This is an example 
of the potential for the personal nature of the MyWord 
tool. This was extended by her browsing through 
images as sensory feedback. On encountering D for 
‘Double Decker Couch’ (a favourite item from The Lego 
Movie) the child exclaimed with glee “Oh, Emmett!” - 
the name of her favourite character from the movie. 
Discussion 
We have presented a concept that is a genuine Work-
in-Progress. The app is undergoing finishing touches 
before it is put on the App store for free, in order to 
make it easier to trial more systematically. Based on 
our iterative design work and preliminary short trials, 
MyWord appears to have three key aspects; it is 
interest-based; it is visual; it connects the interest to a 
visual through a word. Although a simple concept, this 
enables individuals with ID/DD and the people around 
them to see how their interests and language abilities 
change over time. Rather than comparing to norms and 
metrics made across populations, it looks at individual 
vocabulary from a holistic perspective; it tells us who 
this person is and what motivates them. 
One perceived drawback of an interest-based approach 
is that the very specific interests of individuals with 
ID/DD can seem to define or even consume them. 
However, in line with Greenspan [1], we suggest that 
this interest may be leveraged in order to expand their 
area of interest. For example, if a child is very 
interested in washing machines, why not work from this 
area of strength, by asking questions about other 
things in this context? We could ask “What goes into 
the washing machine?” then “Who wears the clothes?” 
etc. Thus we can expand and extend the area of 
interest to encourage learning words associated with 
the interest and beyond. A key question is how the app 
might be used in practice in the long run. We certainly 
make no claim that it is a standalone app for teaching 
reading, but, MyWord may potentially support and 
motivate connectedness to words while learning. 
Future Work 
We see potential for MyWord to aid in the sense-
making of not only words but complete phrases [6]. 
Although design was inspired by the context of 
designing for children with autism, we feel this could be 
much more broadly applicable, providing support to 
adults with ID/DD and perhaps all children in education 
contexts. We seek to extend MyWord to support the 
exploration of new interests. For example, a shared 
class dictionary can be used by the class teacher 
interactively, ensuring all children’s interests are 
represented and their strengths played to. We also 
propose a send and share function for use with friends 
and proxies and perhaps a gamified element to 
encourage independent search. 
Bridging knowledge between education and interactive 
systems design is critical to designing effective learning 
technologies. This research promotes a competence 
paradigm of revealing and engaging children’s 
competencies rather than a deficit model which shows 
what they are yet to master. Thus, we suggest that 
design which is person-centred, interests-based and 
strengths-based can lead us to a more holistic approach 
to supporting language and communication with 
children for whom perhaps the letter D is not for ‘Dog’, 
but for ‘Double-Decker Couch’ instead. 
Provocations & Works in Progress DIS 2017, June 10–14, 2017, Edinburgh, UK
135
 References 
[1]  Stanley Greenspan, Serena Wieder, and Robin 
Simons. 1998. The child with special needs: 
Encouraging intellectual and emotional growth. 
Addison-Wesley/Addison Wesley Longman 
[2]  Joshua Hailpern, Karrie Karahalios, Jim Halle, 
Laura DeThorne, and Mary-Kelsey Coletto. 2008. 
Visualizations: speech, language & autistic 
spectrum disorder. In CHI'08 Extended Abstracts 
on Human Factors in Computing Systems (CHI 
’08), 3591-3596. DOI: 10.1145/1358628.1358896 
[3]  Joshua Hailpern, Andrew Harris, Reed La Botz, 
Brianna Birman, and Karrie Karahalios. 2012. 
Designing visualizations to facilitate multisyllabic 
speech with children with autism and speech 
delays. In Proceedings of the Designing Interactive 
Systems Conference (dis ’12) 126-135. DOI: 
10.1145/2317956.2317977 
[4]  Gillian R. Hayes, Sen Hirano, Gabriela Marcu, 
Mohamad Monibi, David H. Nguyen, and Michael 
Yeganyan. 2010. Interactive visual supports for 
children with autism. Personal and ubiquitous 
computing 14, 7: 663-680. DOI: 10.1007/s00779-
010-0294-8 
[5]   Steve Hodges, Lyndsay Williams, Emma Berry, 
Shahram Izadi, James Srinivasan, Alex Butler, 
Gavin Smyth, Narinder Kapur, and Ken Wood. 
2006. SenseCam: A retrospective memory aid. In 
International Conference on Ubiquitous 
Computing, 177-193. Springer Berlin Heidelberg 
DOI: 10.1007/11853565_11 
[6]   Felicia Hurewitz and Katharine Beals. 2008. A role 
for grammar in autism CAIs. In Proceedings of the 
7th international conference on Interaction design 
and children (IDC ’08). 73-76. ACM. DOI: 
10.1145/1463689.1463722 
[7]   Minkyeong Jeong, YoungTae Kim, Dongsun Yim, 
SeokJeong Yeon, Seokwoo Song, and John Kim. 
2015. Lexical Representation of Emotions for High 
Functioning Autism (HFA) via Emotional Story 
Intervention using Smart Media. In Proceedings of 
the 33rd Annual ACM Conference Extended 
Abstracts on Human Factors in Computing 
Systems, (CHI EA ’15) 1983-1988. DOI: 
10.1145/2702613.2732750 
[8]   Matthew Kam, Aishvarya Agarwal, Anuj Kumar, 
Siddhartha Lal, Akhil Mathur, Anuj Tewari, and 
John Canny. 2008. Designing e-learning games for 
rural children in India: a format for balancing 
learning with fun. In Proceedings of the 7th ACM 
conference on Designing interactive systems (DIS 
’08) 58-67. DOI: 10.1145/1394445.1394452 
[9]   Ha Kyung Kong, John Lee, Jie Ding, and Karrie 
Karahalios. 2016. EnGaze: Designing Behavior 
Visualizations with and for Behavioral Scientists. 
In Proceedings of the 2016 ACM Conference on 
Designing Interactive Systems (DIS ’16) 1185-
1196. DOI: 10.1145/2901790.2901870 
[10] Janice Light and David McNaughton. 2014. 
Communicative competence for individuals who 
require augmentative and alternative 
communication: A new definition for a new era of 
communication? Augmentative and Alternative 
Provocations & Works in Progress DIS 2017, June 10–14, 2017, Edinburgh, UK
136
 Communication. 30, 1: 1- 18. 
DOI:10.3109/07434618.2014.885080  
[11] Vânia Mendonça, Luísa Coheur, and Alberto 
Sardinha. 2015. Vithea-kids: a platform for 
improving language skills of children with autism 
spectrum disorder. In Proceedings of the 17th 
International ACM SIGACCESS Conference on 
Computers & Accessibility (ASSETS ’15) 345-346 
DOI: 10.1145/2700648.2811371 
[12] Julia Merryman, Andrea Tartaro, Miri Arie, and 
Justine Cassell. 2008. Designing virtual peers for 
assessment and intervention for children with 
autism. In Proceedings of the 7th international 
conference on Interaction design and children (IDC 
’08) 81-84. DOI: 10.1145/1463689.1463724 
[13] Thomas Plötz, Nils Y. Hammerla, Agata Rozga, 
Andrea Reavis, Nathan Call, and Gregory D. 
Abowd. 2012. Automatic assessment of problem 
behavior in individuals with developmental 
disabilities. In Proceedings of the 2012 ACM 
Conference on Ubiquitous Computing (UbiComp 
’12) 391-400. DOI: 10.1145/2370216.2370276 
[14] David. A. Robb, Stefano Padilla, Thomas S. 
Methven, Britta Kalkreuter, and Mike J. Chantler. 
2016. A Picture Paints a Thousand Words but Can 
it Paint Just One?. In Proceedings of the 2016 ACM 
Conference on Designing Interactive Systems (DIS 
’16) 959-970. DOI: 10.1145/2901790.2901791 
 
[15] Pheobe Sengers and Bill Gaver. 2006. Staying 
open to interpretation: engaging multiple 
meanings in design and evaluation. In Proceedings 
of the 6th conference on Designing Interactive 
systems (DIS ’06) 99-108. DOI: 
10.1145/1142405.1142422   
[16] Kristen Shinohara and Josh Tenenberg. 2007. 
Observing Sara: a case study of a blind person's 
interactions with technology. In Proceedings of the 
9th international ACM SIGACCESS conference on 
Computers and accessibility (ASSETS ’07) 171-
178. DOI: 10.1145/1296843.1296873 
[17] Cara Wilson, Laurianne Sitbon, Margot Brereton, 
Daniel Johnson, and Stewart Koplick. 2016. 'Put 
yourself in the picture': designing for futures with 
young adults with intellectual disability. In 
Proceedings of the 28th Australian Conference on 
Computer-Human Interaction (OzCHI '16). ACM, 
New York, NY, USA, 271-281. 
DOI:10.1145/3010915.301092 
[18] Pinata Winoto. 2016. Reflections on the Adoption 
of Virtual Reality-based Application on Word 
Recognition for Chinese Children with Autism. In 
Proceedings of the The 15th International 
Conference on Interaction Design and Children 
(IDC ’16) 589-594. 
DOI:10.1145/2930674.2936001 
 
Provocations & Works in Progress DIS 2017, June 10–14, 2017, Edinburgh, UK
137
