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1. Introduction
Given a linear operator A of Fn (F is the ﬁeld of real or complex numbers), the
notions of stable and Lipschitz stable invariant subspaces have been introduced in
[1] and characterizations of such kind of subspaces are given for example in the
same reference. We recall that an A-invariant subspace S of Fn is stable if for
any ε > 0 there exists δ > 0 such that ‖A′ − A‖ < δ implies that there exists
an A′-invariant subspace S′ with Θ(S′,S) < ε, where Θ(S′,S) is the gap distance
between S and S′. The subspace S is called Lipschitz stable if there exist δ > 0 and
a constant L such that if ‖A′−A‖ < δ then, there exists an A′-invariant subspace
S′ such that Θ(S′,S) ≤ L‖A′−A‖. Examples can be found showing that this last
notion is stronger than the ﬁrst one.
The above notions are extended in a natural way to (A,B)-invariant sub-
spaces. We recall that if A and B are n × n and n × m matrices, respectively,
a subspace S of Fn is (A,B)-invariant if A(S) ⊂ S+ImB. Notice that if S is
A-invariant, it can be stable as an (A,B)-invariant subspace, but not as an A-
invariant one. In contrast to stable and Lipschitz stable A-invariant subspaces, a
complete characterization of (A,B)-stability and Lipschitz (A,B)-stability is not
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known. Suﬃcient conditions for the stability of an (A,B)-invariant subspace are
given, for example, in [2] and [3].
The goal of this note is to obtain suﬃcient conditions for the Lipschitz stabi-
lity of this kind of subspaces. Our approach is based on the technique used in [4],
where simple conditions for stability of A-invariant subspaces are given in terms
of a manifold formed by the pairs (A,S) where S is an A-invariant subspace. We
also show that the condition for Lipschitz stability that we obtain in Theorem 4.4
implies the condition for stability given in [2]. The manifold N , formed by the
quadruples (A,B, F, S) where S is an (A,B)-invariant subspace and F a corre-
sponding feedback, plays a key role in our approach. Section 3 is devoted to its
study as well as to show some applications.
Along this note Mn,m denotes the set of n×m matrices with coeﬃcients in F,
being F the set of real or complex numbers. We denote by Grd(Fn) the Grassmann
manifold formed by the set of d dimensional subspaces of Fn. If M is a manifold
with a distance Θ, x ∈ M and ε is a positive real number, we denote by Uε(x) the
open ball formed by the set of y ∈ M such that Θ(x, y) < ε. If N is a submanifold
of M, we take in N the distance induced by the distance of M. If M = Grd(Fn)
we take Θ as the gap distance between subspaces.
2. Preliminaries
Let M = {(A,S) ∈ Mn,n × Grd(Fn) | A(S) ⊂ S}. In [4] it is proved that
M is a smooth submanifold of Mn,n × Grd(Fn) of dimension n2. Then, if one
considers the natural projection π1 :M→ Fn2 , in the same reference it is proved
that a suﬃcient condition for the Lipschitz stability of S with regard to A is the
surjectivity of dπ1|(A,S). Then, taking a basis of Fn such that
S = Im
(
Id
0
)
and A =
(
A1 A2
0 A4
)
it is shown that the above suﬃcient condition is equivalent to the surjectivity of
the map
Q → QA1 −A4Q, Q ∈ Mn−d,d
(that is, A1 and A4 have distinct eigenvalues). The goal of this note is to extend
this condition for a pair (A,B) ∈ Mn,n ×Mn,m.
3. The manifold N
We consider the set
N = {(A,B, F,S) ∈ Mn,n ×Mn,m ×Mm,n ×Grd(Fn) | (A + BF )(S) ⊂ S}
and the map
ϕ : Mn,n ×Mn,m ×Mm,n ×Grd(Fn) −→ Mn,n ×Grd(Fn)×Mn,m ×Mm,n
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deﬁned by
ϕ(A,B, F,S) = (A + BF,S, B, F ).
It is clear that ϕ is a diﬀeomorphism, and that N = ϕ−1(M×Mn,m×Mm,n).
So, it is possible to endow N with a diﬀerentiable structure obtained through
the diﬀeomorphism ϕ. We will provide this structure, however, in an analogous
way to [4]. The reason is that we will need an explicit description of its tangent
space. The ﬁrst step consists in identifying the Grassmann manifold Grd(Fn) with
the diﬀeomorphic manifold given by the following set of selfadjoint projection
operators
Pd = {P ∈ Mn,n : P ∗ = P, P 2 = P, rankP = d},
whose tangent space is TPPd = {[P,Ω] : Ω = −Ω∗,Ω ∈ Mn,n}.
Proposition 3.1. N is a smooth submanifold of Mn,n ×Mn,m ×Mm,n ×Grd(Fn)
of dimension n2 + 2nm deﬁned by the equation (A + BF )P − P (A + BF )P = 0
and the tangent space to an element χ = (A,B, F, P ) ∈ N is
TχN = {(A˙, B˙, F˙ , P˙ ) : A˙ ∈ Mn,n, B˙ ∈ Mn,m, F˙ ∈ Mm,n, P˙ ∈ TPPd,
(In − P )(AP˙ + A˙P + B˙FP + BF˙P + BFP˙ )− P˙ (A + BF )P = 0}.
Proof. If we consider the smooth map
ψ : Mn,n ×Mn,m ×Mm,n × Pd −→ Mn,n
χ = (A,B, F, P ) −→ (A + BF )P − P (A + BF )P,
it is clear that N is the inverse image of zero by ψ.
Now we prove that dψχ has constant rank. It can be checked that
dψχ(A˙, B˙, F˙ , P˙ ) = (In − P )(A˙P + AP˙ + B˙FP + BF˙P + BFP˙ )− P˙ (A + BF )P.
Then, in order to show that rankdψχ is constant we compute the dimension
of the orthogonal of its image in Mn,n. One has that L∗ ∈ (Im dψχ)⊥ if and only
if
trace(L((In − P )(A˙P + AP˙ + B˙FP + BF˙P + BFP˙ )− P˙ (A + BF )P )) = 0
for all A˙ ∈ Mn,n, B˙ ∈ Mn,m, F˙ ∈ Mm,n, P˙ ∈ TPPd.
From the given characterization of TPPd, one has that P˙ = [P,Ω], with
Ω = −Ω∗, Ω ∈ Mn,n. Then, the above equation is equivalent to the conditions
(1) PL(In − P ) = 0,
(2) trace((PΩ− ΩP )(L(A + BF )− LP (A + BF )− (A + BF )PL)) = 0,
for all Ω ∈ Mn,n,Ω = −Ω∗.
Notice that trace((P − In)(A + BF )PLΩ) = 0, and therefore (1) implies (2).
Therefore,
(Im dψχ)⊥ = {L∗ ∈ Mn,n : PL(In − P ) = 0} = {L ∈ Mn,n : (In − P )LP = 0}.
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In order to compute the dimension of Im dψχ, we consider a basis of Fn,
so that P =
(
Id 0
0 0
)
. Then decomposing L according to the blocks of P , the
equation (I − P )LP = 0 is
0 =
(
0 0
0 In−d
)(
L1 L2
L3 L4
)(
Id 0
0 0
)
=
(
0 0
L3 0
)
which is equivalent to L3 = 0.
This implies that rankdψχ = d(n − d) as claimed. Therefore N is a smooth
manifold of dimension (n2+2nm+d(n−d))− rank dψχ = (n2+2nm+d(n−d))−
d(n− d) = n2 + 2nm. Since ker dψχ = TχN the tangent space formula holds. 
As an application of the above proposition we can derive an explicit descrip-
tion of the aﬃne variety formed by the set of matrices such that (A+BF )S ⊂ S.
From this description we can obtain a formula giving the feedback of minimum
norm.
Proposition 3.2. With the above notation, let NABS be the set of m× n matrices
F such that (A + BF )S ⊂ S and F = {F ∈ Mm,n : BFP − PBFP = 0}. Then
(i) NABS = F0 + F , with F0 ∈ NABS .
(ii) dimNABS = nm− rankP ⊗ (In − P )B.
(iii) If Fm ∈ NABS is the feedback of minimum norm, then
Fm = B∗(In − P )XP
where X is any solution of (In − P )(A + BB∗(In − P )X)P = 0.
Proof. (i). It follows immediately from the description of N given in Proposition
3.1.
(ii). We make use of the equality
vec(AXB) = (Bt ⊗A) vec(X),
for A ∈ Mn,m, X ∈ Mm,p and B ∈ Mp,q, where ⊗ denotes the Kronecker product,
A⊗B =
⎛⎜⎜⎜⎝
a11B a
1
2B · · · a1mB
a21B a
2
2B · · · a2mB
...
...
...
an1B a
n
2B · · · anmB
⎞⎟⎟⎟⎠ ∈ Mnp,mq,
and the vec-operator of a matrix space is the isomorphism
vec : Mm,p −→ Mmp,1
X −→ (x11, . . . , x1p, . . . , xm1, . . . , xmp)t.
Then, F can be identiﬁed with the set of solutions of
P ⊗ (In − P )B vec(F ) = 0,
which yields (ii).
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(iii). It is clear that Fm ∈ NABS has minimum norm if and only if
Fm = NABS ∩ F⊥.
If θ : Mm,n −→ Mn,n is deﬁned by θ(F ) = BFP −PBFP , then F⊥ = (Ker θ)⊥ =
Im θ∗. But,
< F, θ∗X > = < θF,X >= trace((BFP − PBFP )X∗) =
= trace(F (PX∗B − PX∗PB)) =< F,B∗XP −B∗PXP >
for any F ∈ Mm,n, so that
θ∗X = B∗(In − P )XP
and
Fm = {F ∈ Mm,n : (In − P )(A + BF )P} ∩ {F = B∗(In − P )XP,X ∈ Mn,n}. 
Remark 3.3.
(i) We know, by theoretical reasons, that even though the solution X of the
equation (In−P )(A+BB∗(In−P )X)P = 0 need not be unique, the matrix
Fm = B∗(In−P )XP is uniquely determined by the condition Fm = NABS ∩
F⊥. We can also argue as follows. Let X,X ′ be solutions of the above equation
and Y = X −X ′. Then
< θ∗Y, θ∗Y >=< Y, θθ∗Y >=< Y, (In − P )(BB∗(In − P )Y P >= 0.
Hence, θ∗Y = 0, so that θ∗X = θ∗X ′.
(ii) If we take a basis of Fn such that P =
(
Id 0
0 0
)
and decompose the ma-
trices A, B and X accordingly, A =
(
A1 A2
A3 A4
)
, B =
(
B1
B2
)
, X =(
X1 X2
X3 X4
)
, it can be checked that
Fm =
(
B∗2X3 0
)
,
where X3 is any solution of A3 + B2B∗2X3 = 0.
We consider now the natural projections
N π1→ Mn,n ×Mn,m
π2 ↓
Grd(Fn)
deﬁned by π1(A,B, F,S) = (A,B), π2(A,B, F,S) = S. As we will see, they play
a key role in our approach to the Lipschitz stability.
The projection π2 has a nice geometric property.
Proposition 3.4. With the above notation, for every χ = (A,B, F,S) ∈ N ,
rank dπ2,χ = d(n− d).
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Proof. Taking into account the diﬀeomorphism between Grd(Fn) and Pd, we have
that
π2(A,B, F, P ) = P.
Then,
ker dπ2,χ = {(A˙, B˙, F˙ , P˙ ) ∈ TχN : P˙ = 0},
so that from Proposition 3.1
ker dπ2,χ = {(A˙, B˙, F˙ ) ∈ Mn,n ×Mn,m ×Mm,n : (In − P )(A˙ + BF˙ + B˙F )P = 0}.
This set is the kernel of the linear map
φ : Mn,n ×Mn,m ×Mm,n −→ Mn,n
deﬁned by φ(A˙, B˙, F˙ ) = (In − P )(A˙ + BF˙ + B˙F )P ; and hence
rank dπ2,χ = dimN − (n2 + 2nm− rankφ) = rankφ.
In order to compute rankφ, we study (Imφ)⊥. One has that L ∈ (Imφ)⊥ ⊂
Mn,n if and only if
trace((In−P )(A˙+BF˙ +B˙F )PL∗) = 0 for all A˙ ∈ Mn,n, B˙ ∈ Mn,m, F˙ ∈ Mm,n,
and using the properties of the trace the condition above is equivalent to
(In − P )LP = 0,
which in turn is equivalent to rankφ = d(n− d). 
Corollary 3.5. The map π2 is a submersion N −→ Grd(Fn).
From this corollary, we derive the following proposition. Roughly speaking,
it states that any pair of matrices (A,B) is ‘stable’ with respect to an (A,B)-
invariant subspace.
Proposition 3.6. Given (A,B, F,S) ∈ N , for every ε > 0 there exists δ > 0
such that for any S′ ∈ Uδ(S), there exists (A′, B′, F ′) with (A′, B′, F ′,S′) ∈ N ,
‖ (A,B, F )− (A′, B′, F ′) ‖< ε and ‖ (A,B) − (A′, B′) ‖< ε.
Proof. Let σ : S → N be a local section of π2 in a neighbourhood of S. Then, the
proposition follows from the continuity of the map π1 ◦ σ. 
4. A suﬃcient condition for Lipschitz stability
We recall that S ∈ Grd(Fn) is said to be Lipschitz (A,B)-stable or Lipschitz stable
with respect to (A,B) if there exist positive constants K and η such that for every
pair (A′, B′) with (A′, B′) ∈ Uη(A,B) there exists an (A′, B′)-invariant subspace
S′ satisfying θ(S,S′) ≤ K ‖ (A,B)− (A′, B′) ‖. In [1] it is proved that if (A,B) is
a controllable pair, every (A,B)-invariant subspace is Lipschitz stable.
The following proposition is a reformulation of the concept of Lipschitz
(A,B)-stability in terms of the above projections.
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Proposition 4.1. Let S ∈ Grd(Fn) be an (A,B)-invariant subspace. Then, S is
Lipschitz (A,B)-stable if and only if there exists L > 0 such that, for all ε > 0
small enough, π1(π−12 (ULε(S))) ⊃ Uε(A,B).
Proof. We shall write L-stable for Lipschitz (A,B)-stable.
Suppose S L-stable. With the above notation, let 0 < ε ≤ η and L = K. Then,
if (A′, B′) ∈ Uε(A,B) we know that there exists an (A′, B′)-invariant subspace
S′ ∈ Grd(Fn) such that θ(S,S′) ≤ K ‖ (A,B)−(A′, B′) ‖≤ Lε. Hence, Uε(A,B) ⊂
π1(π−12 (ULε(S))) for every ε small enough. Suppose now that this condition holds
for every ε ≤ ε0 and take K = L and η = ε0. Then, if ‖ (A,B)− (A′, B′) ‖= µ ≤ η
we have Uµ(A,B) ⊂ π1(π−12 (ULµ(S))). Hence, there exists an (A′, B′)-invariant
subspace S′ such that θ(S,S′) ≤ Lµ = L ‖ (A,B)− (A′, B′) ‖. 
As a consequence, we have the following suﬃcient condition for Lipschitz
(A,B)-stability (and therefore for (A,B)-stability) in terms of π1:
Proposition 4.2. Let S ∈ Grd(Fn) be an A+BF -invariant subspace. If dπ1|(A,B,F,S)
has maximal rank (=n2 + nm), then S is Lipschitz (A,B)-stable.
Proof. dπ1|(A,B,F,S) of maximal rank implies that, locally, there exists a diﬀer-
entiable (and, therefore, Lipschitz continous) map σ : Mn,n × Mn,m → N such
that π1 ◦ σ =id. So, there exists L > 0 such that, for any ε > 0 small enough,
σ(Uε(A,B)) ⊂ ULε(A,B, F,S) in N , and therefore,
Uε(A,B) ⊂ π1(ULε(A,B, F,S)).
Then, the proposition follows from the inclusion ULε(A,B, F,S) ⊂ π−12 (ULε(S)).

Our next goal is to derive from the above proposition a condition for Lipschitz
(A,B)-stability in terms of the matrices A, B and a basis of S. We have the
following preliminary lemma:
Lemma 4.3. Let S ∈ Grd(Fn) be an (A,B)-invariant subspace and F ∈ Mm,n.
Then, S is Lipschitz stable with respect to (A,B) if and only if S is Lipschitz
stable with respect to (A + BF,B).
Proof. For a given F ∈ Mm,n, the map (A,B) −→ (A + BF,B) deﬁnes a dif-
feomorphism (hence, Lipschitz continuous) of Mn,n ×Mn,m into itself. Then, the
lemma follows taking into account that S is (A,B)-invariant if and only if S is
(A + BF,B)-invariant and taking into account also the deﬁnition of Lipschitz
stability. 
Thanks to the above lemma, there is no loss of generality while studying
the Lipschitz (A,B)-stability of S, assuming that S is A-invariant, that is to say,
S = π2(A,B, 0,S).
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From now on, we ﬁx a pair (A,B) and a d-dimensional A-invariant subspace
S. Taking a suitable basis of Fn, we can assume
S = Im
(
Id
0
)
and (A,B) =
((
A1 A2
0 A4
)
,
(
B1
B2
))
,
with A1 a d× d matrix.
We are going to parametrize N in a neighborhood of (A,B, 0,S). In order to
do this we remark that, in a neighborhood of S, a subspace has the form Im(IdQ). If
we impose that Im
(
Id
Q
)
is A˜+B˜F -invariant, the following relation must be satisﬁed:((
A˜1 A˜2
A˜3 A˜4
)
+
(
B˜1
B˜2
)
(F1, F2)
)(
Id
Q
)
=
(
Id
Q
)
R,
with R a d×d matrix. From this equation we can isolate A˜3 obtaining a parametri-
zation of the quadruples (A˜, B˜, F, S˜) inN . More precisely, the map ψ : Fn2+2n×m→
N deﬁned by
ψ(A˜1, A˜2, A˜4, B˜1, B˜2, F1, F2, Q) =
( (
A˜1 A˜2
A˜3 A˜4
)
,
(
B˜1
B˜2
)
, (F1, F2), Im
(
Id
Q
) )
with A˜3 = QA˜1 − A˜4Q + QA˜2Q + QB˜1F1 + QB˜1F2Q − B˜2F1 − B˜2F2Q is a
parametrization of N in a neighborhood of (A,B, 0,S).
Let πi = πi ◦ ψ, i = 1, 2. Of course, rank dπi = rank dπi. Therefore, Propo-
sition 4.2 has the following consequence:
Theorem 4.4. If the linear map from F(n−d)d×Fnd to F(n−d)d deﬁned by (Q,F1) −→
QA1 −A4Q−B2F1 is surjective, then S is Lipschitz (A,B)-stable.
Proof. It can be checked that
dπ1|(A1,A2,A4,B1,B2,0,0,0)(A˜1, A˜2, A˜4, B˜1, B˜2, F1, F2, Q) =
((
A˜1 A˜2
A˜3 A˜4
)
,
(
B˜1
B˜2
))
with A˜3 = QA1 −A4Q−B2F1. Then, it is clear that the surjectivity of
dπ1|(A1,A2,A4,B1,B2,0,0,0) is equivalent to the condition given in the theorem. 
Corollary 4.5. With the above notations, if
rank
(
In−d ⊗At1 −A4 ⊗ Id −B2 ⊗ Id
)
= d(n− d),
then S is Lipschitz (A,B)-stable.
Proof. The corollary follows from the equality vec(AXB) = (Bt ⊗ A) vec(X),
A ∈ Mn,m, X ∈ Mm,p, B ∈ Mp,q. 
Example. Let (A,B) ∈ M5,5 ×M5,1 be the pair⎛⎜⎜⎜⎜⎝
⎛⎜⎜⎜⎜⎝
a1 a5 a6 a7 0
0 a2 a8 0 0
0 0 a3 0 0
0 0 0 0 0
0 0 0 a9 a4
⎞⎟⎟⎟⎟⎠ ,
⎛⎜⎜⎜⎜⎝
0
0
0
1
0
⎞⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎠
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and let S ∈ Gr2(F5) be the (A,B)-invariant subspace spanned by
⎛⎜⎜⎜⎜⎝
1 0
0 1
0 0
0 0
0 0
⎞⎟⎟⎟⎟⎠.
Let us prove the Lipschitz (A,B)-stability of the subspace S by applying the
above corollary. The matrix(
I3 ⊗At1 −A4 ⊗ I2 −B2 ⊗ I2
)
=⎛⎜⎜⎜⎜⎜⎜⎝
a1 − a3 0 0 0 0 0 0 0
a5 a2 − a3 0 0 0 0 0 0
0 0 a1 0 0 0 −1 0
0 0 a5 a2 0 0 0 −1
0 0 −a9 0 a1 − a4 0 0 0
0 0 0 −a9 a5 a2 − a4 0 0
⎞⎟⎟⎟⎟⎟⎟⎠
has maximal rank if and only if a1, a2 = a3, a4. Hence, in these cases the subspace
S is Lipschitz (A,B)-stable.
As we have said, in contrast to stable and Lipschitz stable A-invariant sub-
spaces, a complete characterization of (A,B) stability and Lipschitz stability is
not known. The following example shows that the suﬃcient condition given in this
paper is not necessary.
Example. Let (A,B) ∈ M5,5 ×M5,1 be the pair⎛⎜⎜⎜⎜⎝
⎛⎜⎜⎜⎜⎝
0 0 0 0 0
1 0 0 0 0
0 0 1 0 0
0 0 0 2 0
0 0 0 0 1
⎞⎟⎟⎟⎟⎠ ,
⎛⎜⎜⎜⎜⎝
1
0
0
0
0
⎞⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎠
and let S ∈ Gr4(F5) be the (A,B)-invariant subspace spanned by
⎛⎜⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
⎞⎟⎟⎟⎟⎠.
The matrix
(
I1 ⊗At1 −A4 ⊗ I4 −B2 ⊗ I4
)
=
⎛⎜⎜⎝
−1 1 0 0 0 0
0 −1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
⎞⎟⎟⎠
has obviously not maximal rank. Nevertheless, the subspace S is Lipschitz (A,B)-
stable (see [5]).
The condition for Lipschitz (A,B)-stability given in the last theorem im-
plies the condition for (A,B)-stability given in [2] in terms of the stability of the
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subspace modulo the reachability space of (A,B). In fact we have the following
proposition:
Proposition 4.6. Let C(A,B) be the controllability subspace of (A,B), that is,
C(A,B) = ∑nj=0 ImAjB, K be a direct complement of C(A,B) in Fn, and πK
be the projection on K along C(A,B). If S ∈ Grd(Fn) is such that the condition in
Theorem 4.4 is satisﬁed, then πK(S) is stable as a (πK ◦A)|K-invariant subspace.
Proof. As we have seen we can assume that S is A-invariant. Take a basis (u, v, w, z)
of Fn = C(A,B) ⊕ K such that u is a basis of S ∩ C(A,B), (u, v) is a basis of S,
(u,w) is a basis of C(A,B) and (v, z) is a basis of K. Then, the matrices of A and
B with respect to these bases are
A˜ =
⎛⎜⎜⎝
A11 A12 A21 A22
0 A14 0 A24
0 0 A41 A42
0 0 0 A44
⎞⎟⎟⎠ , B˜ =
⎛⎜⎜⎝
B11
0
B21
0
⎞⎟⎟⎠
and the matrix of (πK ◦ A)|K with respect to the basis (v, z) is
(
A14 A24
0 A44
)
.
Since πK(S) is stable if and only if the map Q −→ QA14 −A44Q is bijective (see,
for example, [4]), we have to show that this bijectivity is implied by the condition
in the above theorem. This condition states that the map
(Q,F1) −→ QA1 −A4Q−B2F1
with A1 =
(
A11 A12
0 A14
)
, A4 =
(
A41 A42
0 A44
)
, B2 =
(
B21
0
)
, is surjective. If
we decompose Q and F accordingly, we have
QA1 − A4Q−B2F1 =
(
Q1 Q2
Q3 Q4
)(
A11 A12
0 A14
)
−
(
A41 A42
0 A44
)(
Q1 Q2
Q3 Q4
)
−
(
B21
0
) (
F11 F12
)
=
( ∗ ∗
Q3A11 − A44Q3 Q4A14 − A44Q4 + Q3A12
)
.
We are assuming that the map
(Q3, Q4) −→ (Q3A11 −A44Q3, Q4A14 −A44Q4 + Q3A12)
is surjective, so that the map Q3 −→ Q3A11−A44Q3 is bijective. We want to show
that the equation Q4A14 − A44Q4 = T has a solution for any T . We know that
the equation
(Q3A11 −A44Q3, Q4A14 −A44Q4 + Q3A12) = (0, T )
has a solution. But Q3A11−A44Q3 = 0 implies Q3 = 0. Hence, Q4A14−A44Q4 = T ,
as we wanted to show. 
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