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As an essential building block for developing a large-scale brain-inspired 
computing system, we present a highly scalable and energy-efficient artificial neuron 
device composed of an Ovonic Threshold Switch (OTS) and a few passive electrical 
components. It shows not only the basic integrate-and-fire (I&F) function and the rate 
coding ability, but also the spike-frequency adaptation (SFA) property and the chaotic 
activity. The latter two, being the most common features found in the mammalian 
cortex, are particularly essential for the realization of the energy-efficient signal 
processing, learning, and adaptation to environments
1-3
, but have been hard to achieve 
up to now. Furthermore, with our OTS-based neuron device employing the reservoir 
computing technique combined with delayed feedback dynamics, spoken-digit 
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recognition task has been performed with a considerable degree of recognition accuracy. 
From a comparison with a Mott memristor-based artificial neuron device, it is shown 
that the OTS-based artificial neuron is much more energy-efficient by about 100 times. 
These results show that our OTS-based artificial neuron device is promising for the 
application in the development of a large-scale brain-inspired computing system. 
 
The composite artificial neuron device used in this experiment is schematically 
presented in Figure 1(a), which is composed of an Ovonic Threshold Switch (OTS), two 
resistors (R1 and R2), and a capacitor (C). An OTS device has metal/amorphous chalcogenide 
/metal (M/a-ch./M) structure, which was reported to show a reversible electrical switching by 
S. R. Ovshinsky in 1968
4
. Due to its superior switching characteristics such as fast speed, 
high on/off ratio, and high current capacity, it is currently utilized as a selector device in a 
commercial high-density nonvolatile memory device (Optane
TM
, Intel)
5,6
. The electrical 
switching to the ON-state (OFF-state) is considered to arise from charging (discharging) of 
the trap states, whose microscopic origin has not been unambiguously determined between 
the valence alternation pairs (VAPs) and other defects in amorphous chalcogenides
7-15
. In its 
OFF state, i.e., when the voltage applied to the OTS (VOTS) is lower than a certain threshold 
voltage (Vth), an OTS device shows a nonlinear current-voltage (I-V) characteristic curve with 
high resistance (10
7
~10
8
 ). When VOTS>Vth, the OTS device is drastically turned on to a low 
resistance (10
2
~10
3
 ) state. In this ON state, it shows a linear I-V curve with low differential 
resistance as long as VOTS is higher than a holding voltage (VH), below which it returns to its 
high resistance state completing a reversible switching (see Figure 1(d) for the characteristic 
I-V curve of an OTS device).  
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Based on such a characteristic switching of a stand-alone OTS device, it is 
straightforward to understand the oscillating behavior of a composite device presented in 
Figure 1(a). It was first introduced as a relaxation oscillator in 1968, but its characteristics are 
little known
16
. Motivated by the potential of such a nonlinear oscillator that may emulate an 
artificial neuron
17,18
, we have investigated the characteristics of the composite device 
focusing on its promise as a highly-scalable artificial neuron. Indeed, the scalability of an 
artificial neuron device is one of the most critical issues for developing a large-scale brain-
inspired computing system as it was recently reported that a simple integrate-and-fire (I&F) 
circuit based on Si-MOSFET consumed an area of 175.3 m2 at 130 nm technology node19. 
We have found that our OTS-based oscillator device shows not only the basic I&F 
functionality and the rate coding
20
, but also the spike-frequency adaptation (SFA) behavior
21
 
and chaotic activity
1
. The former two are the essential properties of biological neurons and 
have been demonstrated in a few neuromorphic devices using threshold switching devices
22-24
. 
To emphasize, the latter two have been hard to achieve up to now although they are the most 
common features found in the mammalian cortex
25
 and very important for implementing the 
energy-efficient signal processing, learning, and adaptation to environments
1-3
.  
 
Integrate-and-Fire (I&F) and Rate Coding 
An OTS device has a simple structure, in which an amorphous chalcogenide material is 
sandwiched in between electrodes as shown in Figure 1(b) and (c). In this work, a simple 
binary chalcogenide Ge60Se40 was used, which was reported to show robust switching 
behavior in our previous work
26
. Each of the bottom electrode (Mo), Ge60Se40, and the top 
electrode (Mo) films was deposited by RF magnetron-sputtering technique to have 100-nm 
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thickness and patterned by a few steps of photolithography and lift-off process to have 
various line widths. Details of the fabrication process can be found elsewhere
27
.  
The characteristics of the fabricated OTS devices and the composite nonlinear 
oscillator devices were investigated using a measurement setup composed of a pulse 
generator (81110A, Agilent) and a multi-channel oscilloscope (TDS 5104, Tektronix). The 
basic electrical characteristics of OTS device having an electrical contact size of 5 m are 
presented in the Supplementary Information S1. All the measurements were performed at 
room temperature at ambient conditions. 
To examine the promise of the composite device as an artificial neuron, we have 
measured the response of the composite device to a square pulse of varying amplitude in the 
range of 2~10 V. Figure 2 shows the response of our composite device (R1=10 k, C=10 pF, 
R2=100 ) to various stimulating voltage inputs. Figure 2(a) shows that Vmem(t) gradually 
increases up to a certain level, at which a sudden drop of Vmem(t) takes place with a 
concomitant rise in IS(t). This unequivocally implies that our composite device can mimic the 
I&F function of a biological neuron. In addition, in Figure 2(b), it is clearly shown that the 
average firing rate increases with increasing input voltage. To further clarify the change, the 
power density spectrum is plotted as a function of frequency in Figure 2(c). It is evident that 
the peak position of the power density shifts toward the higher frequency. This behavior is 
consistent with the “rate coding” of a biological neuron20 supporting the feasibility of our 
composite device as an artificial neuron device.  
 
Spike-Frequency Adaptation (SFA) 
SFA, a gradual decrease in the spike frequency for a constant stimulus, is one of the 
most common properties found in excitatory neurons in the mammalian neocortex. It is 
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known to play a critical role in energy-efficient signal processing in brains
25,28
. Looking at 
Figure 2(b) closely, for example, for the case of Vin=7.0 V (red), 6.8 V (orange), and 6.2 V 
(light blue), it can be found that the response shows the SFA behavior in some regions. 
Figure 3(a) presents the response of another composite device (R1=10 k, C=50 pF, R2=100 
) with the finer time resolution. From a close look at the regions represented by red boxes, 
it can be noticed that the inter-spike interval (ISI) gradually increases with spikes generated 
recurrently. Figure 3(b) shows the magnified view of the region in the former red box in 
Figure 3(a), which clearly shows an elongation of ISIi with the spike count (i=1, 2, 3,…). In 
Figure 3(c), the spiking rate (Ri), which is defined as the reciprocal of ISIi, is plotted as a 
function of the spike count. It is found that, in the regions designated as SFA, Ri is well 
described by an exponential decay (R(i)=R0+R1exp(-i/), where R0, R1, and  are constants) 
represented as respective red dashed line, which is similar to the case of a biological 
neuron
21,29,30
. To the best of our knowledge, this is the first demonstration of the SFA 
behavior using the simplest artificial neuron so far unlike others using artificial neurons 
consisting of tens of silicon CMOS (complementary metal-oxide-semiconductor) devices
28
. 
As for the origin of the SFA behavior in our device, we suggest a model described in 
Figure 3(d)~(i), where the sequential changes in Vth are related with those in the filling of the 
trap states in the OTS. In line with what was mentioned above, the electrical switching in the 
OTS device is described by the trap-mediated excitation of carriers followed by an avalanche. 
Let’s assume that, in Figure 3(d), a voltage bias (Vbias) is applied to the left electrode (source) 
with the right one (drain) being grounded. The shaded region represents the filled trap states. 
When Vbias= Vth, the highest filled trap states touch the edge of the conduction band of a 
chalcogenide near the drain and the carriers in the trap states become free, turning the 
chalcogenide material into conductive (Figure 3(e)). As a result, the width of the OFF-region 
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is reduced leading to the increase in the electric field in the remaining OFF-region, which 
accelerates the reduction of the OFF-layer width. In this manner, the OFF-region vanishes 
abruptly and a lot of current flow through the device instantly (Figure 3(f)). As Vbias decreases 
below VH, the trap states start to be evacuated below the edge of the conduction band by the 
emission of carriers, leading to the formation of the OFF-layer. However, the formation of 
the OFF-layer proceeds much slowly compared to the turning-on process due to the slow 
evacuation process in the weak applied field and, as a result, a hill-like distribution of the 
filled trap states is formed as shown in Figure 3(g). At this state, the device is in its OFF state 
but the effective OFF-layer is thinner than the initial OFF state resulting in the lower Vth (Vth1) 
compared to the initial Vth (Vth0). As VOTS increases again by charging and reaches up to Vth1, 
the OTS is turned on again (Figure 3(h)) but the current is lower than the first ON state 
because of the low bias voltage. The lower current level implies that the trap states are less 
filled and that, after a certain discharging period, there will be more empty trap states than in 
Figure 3 (g). Therefore, the OFF-layer width increases as shown in Figure 3(i) leading to the 
higher Vth (Vth2) compared to Vth1. This picture explains the SFA property observed in our 
device in a way consistent with the behavior of Vmem(t) and IS(t) as function of time shown in 
Figure 3(a) and (b). 
The validity of the suggested model can be tested by investigating the spike-count 
dependence of the capacitance, which depends on the OFF-layer width. However, from an 
analysis of the time constants during the charging and discharging periods, we have found 
that the capacitance of the OTS device is dominated by a parasitic capacitance making an 
analysis of the change in capacitance hardly meaningful (see Supplementary Information S2). 
As an alternative to the capacitance, the delay time (td), a quiescent duration for the onse of 
switching after the application of a super-threshold voltage to an OTS device (see 
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Supplementary Information Figure S3(b)), provides information about the trap states
31,32
. For 
the OTS device under an electrical bias, an electron residing in trap states is supposed to 
move by thermally-assisted hopping process and be able to reach a critical energy level for 
switching after a lot of inelastic hopping processes. In this picture, td is interpreted as a total 
elapsed time during the hopping processes up to the point of switching, and thus it depends 
on the density of empty trap states and the electric field, of which the latter is inversely 
proportional to the OFF-layer width. Therefore, the dependence of td on the switching count 
can provide information about the change of the OFF-layer width with the switching count. 
To this end, we have performed a test where ten consecutive pulses are applied to an OTS 
device with a super-threshold voltage and td is measured as a function of the switching count 
(see Supplementary Information S3). Although td shows a large variation over different sets 
of measurements at each switching count because of the stochastic nature of capture/emission 
process, it has been clearly observed that td tends to increase with the switching count 
supporting the suggested model. 
As another possibility, the change in the temperature inside the OTS is conceivable in 
that Vth of an OTS is known to decrease with increasing temperature
31,33-35
. In this vein, from 
Figure 3(a), it is noticed that the firing Vmem has the minimum next to the big spike and 
gradually increases, which may be construed as due to a temperature rise from Joule heating 
after the first big spike followed by a slow decay. Such a change in temperature with time 
may ostensibly explain the observed evolution of Vth with time. Nevertheless, the increase in 
the temperature is estimated to be at most 10 K using the specific heat of GeSe
36
 (~20 J/g K), 
the density (~5 g/cm
3
) of GeSe, the geometry of the device (area=25 um
2
, thickness=100 nm), 
and the energy consumption per spike (~ 1 nJ/spike). Therefore, the increase in the 
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temperature by Joule heating is too small to explain the observed drastic reduction in Vth after 
the big spike. 
 
Chaotic activity 
We now focus on the analysis of the region of the irregular spiking indicated by the 
grey region in Figure 3(c). From measurements with tens of composite artificial neuron 
devices, we have found that the response can be represented by a mixture of the SFA-featured 
spikes and irregular spikes, where their relative weights have been found to depend on the 
values of C, R1, and R2 (see Supplementary Information S4). To investigate the nature of the 
irregular spikes, we have firstly checked if they are of chaotic nature as in the case of a 
biological neuron
1
. By a chaotic system, it means a system of which a few state variables are 
expressed in terms of coupled first-order nonlinear differential equations
37
. That is to say, it is 
a deterministic nonlinear dynamic system whose state variables evolve in time with a strong 
dependence on the initial conditions. In a single neuron and neural networks, it is known that 
the chaotic activity is a key ingredient in realizing adaptability and analogue computation in 
brains
2,38,39
. And recently, it was demonstrated through simulations that a few examples of 
complex problems related to the global optimization and the Traveling Salesman Problem can 
be solved efficiently by using an array of chaotic neuron devices
40
. 
For our devices, where the OTS serves as a variable resistor with resistance depending 
on both the bias voltage and its history, it is found that the equations describing the dynamics 
of our composite neuron device are consistent with the aforementioned definition of a chaotic 
system (see Supplementary Information S5). Apart from the mathematical definition, the 
experimental evidences of the chaotic nature are in the following. In Figure 4(a), a power 
density spectrum (SVmem) is presented, which was obtained by Fast Fourier Transform (FFT) 
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of Vmem(t) of a composite neuron with C=2 pF, R1=5 k, and R2=100  sampled at a rate of 
65 MHz. It shows a broad peak around 0.3 MHz followed by a slow decay, which is 
described by 
mem ~VS f
 with ~3.5. The shape of the observed spectral dependence is quite 
similar to that of a squid giant axon
41,42
, although the frequency range is much higher (~ 10
4
 
times) and the slope of the decay is a little steeper in our device compared to those of a squid 
giant axon (fmax~10 Hz, =1~3). 
As a typical test of a chaotic behavior of a state variable x(t) of an unknown system, 
the time-delay embedding plot test
37
 is useful, which is a plot of the trajectory of [x(t), 
x(t+t),...,x(t+nt)] with t being a delay time. For a chaotic system, the trajectory forms a 
confined band called as an attractor and the distance between neighboring points in the 
attractor increases with time due to the nonlinear nature of it. In Figure 4(b), the time-delay 
embedding plot of [IS(t), IS(t+∆t), IS(t+2∆t)] (∆t=32 nsec) is plotted, clearly showing that the 
trajectory resides within a band. The type of the attractor shown in Figure 4(b) is called as a 
strange attractor
37
 which is widely observed in biological neurons
43-47
. In Figure 4(c), a 
trajectory of [IS(t), Vmem(t), dVmem(t)/dt] is also plotted, which has been much studied in 
various biological neurons such as Onchidium pacemaker neuron
44
 and giant squid axon
45,46
. 
It was found that [Vmem(t), dVmem(t)/dt] of biological neurons usually shows a structure of 
beaks and wings
45-47
, which is similar to that of our device.  
As a final check of the chaotic activity and the similarity between biological neurons 
and our device, a recurrence plot
48,49
 is presented in Figure 4(d) where the value at a position 
in phase space of time indices (i, j) is unity only if the difference between Vmem(i) and Vmem(j) 
is smaller than a certain threshold, which depends on the system under investigation, or zero 
otherwise. The recurrence plot obtained with the threshold of 0.7 mV, shown in Figure 4(d), 
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is found to satisfy the three relaxed conditions of Devaney’s chaos50-52 indicating that our 
device is apparently a chaotic system. Furthermore, it is found that the recurrence plot is quite 
similar to that of the giant squid axon
52
, strongly supporting the similarity of the chaotic 
activity of a biological neuron to that of our OTS-based composite neuron device. 
Very recently, mimicking the chaotic activity of a biological neuron was demonstrated 
in a composite device using a Mott memristor composed of NbO2
40
. Although both OTS and 
Mott memristor devices commonly show a threshold switching behavior, the switching 
mechanisms are very different from each other. In Supplementary Information S6, we present 
a brief comparison between those devices, where it is found that the energy efficiency of our 
OTS-based neuron device is remarkably improved (by two orders of magnitude) compared to 
the Mott memristor-based device.  
 
Demonstration of spoken-digit recognition 
To demonstrate the feasibility of our OTS-based neuron device as applied to real 
neuromorphic devices, we have implemented a benchmark test of spoke-digit recognition 
using a reservoir computing technique combined with delayed feedback dynamics
18,53,54
. In 
this technique, a single neuron device can emulate a complex neural network by taking 
advantage of time-multiplexing technique. For the test, we have used a subset of TI-46 
database
55
, which consists of 500 spoken-digit voice files taken from ten utterances of five 
females (10 digits10 utterances5 females=500 voice files). 
In Figure 5(a), a schematic flowchart is shown for the spoken-digit recognition. The 
details of these procedures are described in Methods section. Figure 5(b) shows the result of 
the spoken-digit recognition test, where 450 voice files (10 digits9 utterances5 females) 
are used for training and the remaining 50 voice files are used for test. The colormap shows 
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iY    (see Methods section) as a function of the input spoken digit (j) and the class index 
(i=0~9, integer), where i is the digit-index for classifying an output. In order to distinguish 
five input voice files speaking the same digit (j), the j-values are shifted in order by 0.2. For 
example, all j[7.0, 7.2, 7.4, 7.6, 7.8] in Figure 5(b) indicate the same spoken-digit “seven”, 
but are generated by five different persons. A correlation of i j  is clearly seen rendering a 
high recognition accuracy (92 %). We have also performed the same test for all ten cases 
selecting nine utterances for training to find the average recognition accuracy of 85.4 %. 
These results clearly demonstrate that our OTS-based neuron device is highly promising for 
the application in the neuromorphic devices. 
 
Conclusion 
In conclusion, we have demonstrated that an artificial neuron device composed of an 
OTS and a few passive electrical components can mimic the behaviors of a biological neuron 
such as frequency-adapted I&F and chaotic activities, which are important for developing 
brain-inspired and low power-consuming computing devices. In addition, using our OTS-
based neuron device, we have also performed a spoken-digit recognition task with a high 
degree of recognition accuracy. Furthermore, it is shown that the behaviors of our OTS-based 
neuron device are explained by a simple circuit model and can be easily controlled by 
adjusting the aforementioned electrical components. Finally, compared to the state of the art 
artificial neuron device based on Si-MOSFET, it is much superior in the scalability due to the 
much reduced number of necessary components. Therefore, we believe that the results 
presented in this work will shed a light on the way to developing a large-scale brain-inspired 
and low power-consuming computing systems. 
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Methods 
Fabrication and characterization of OTS devices and OTS-based neuron devices  
OTS devices were fabricated with a cross-point structure composed of metal(bottom 
electrode, Mo 100 nm)/Ge60Se40 (100 nm)/metal(top electrode, Mo 100 nm) using 
photolithography and lift-off techniques. Ge60Se40 thin films were deposited by co-sputtering 
technique using Ge and Ge40Se60 targets. The composition of Ge60Se40 film was analyzed by 
using Electron Probe Micro Analysis (EPMA) and X-ray Fluorescence (XRF) technique. The 
electrode (Mo) films were deposited by RF (radio-frequency) sputtering technique as well. 
The composite artificial neuron devices were composed of such a fabricated OTS 
device, commercial resistors, and a commercial capacitor by wiring them electrically (see 
Figure 1(a)). The device characteristics were investigated using a measurement setup 
composed of a source-measurement unit (Keithley 236), a multi-channel oscilloscope 
(Tektronix TDS 5104), and a pulse generator (Agilent 81110A) (see Figure S1(a)).  
 
Demonstration of spoken-digit recognition 
Figure 5(a) shows a flowchart for the spoken-digit recognition, which consists of four 
steps. In the first step, an input voice waveform is divided into N sections, which has been 
set to five in this work. Each section is analyzed to give amplitudes corresponding to 
frequency channels (Nf=83 channels in this work) releasing an intensity matrix fI  whose 
size is NNf. In the second step, a preprocessing of fI  is performed by multiplying fI  
with a masking matrix 
fM  , by which each frequency components in each -section is 
mapped into N virtual nodes (=400 in this work) releasing P . fM   is a NfN matrix 
whose components are randomly selected among 0, 0.41, and 0.59 with a little higher 
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possibility of taking 0
53
. In the third step, each -section in P  is sequentially concatenated 
releasing a time series, where each component in P  has a constant amplitude for a 
duration of . Since the value of  sets the interaction strength between virtual nodes53, it 
should be optimized and is set to 400 ns in this work. The obtained time series of the 
preprocessed signal multiplied by an appropriate voltage gain is applied to the OTS-based 
neuron device by using an arbitrary function generator (Tektronix AFG-3101) and the 
response of our neuron device is recorded by an oscilloscope (Tektronix TDS-5104). In the 
final step, the time series of the recorded response is converted into a response matrix ( O ) 
with the same size as P  and is multiplied by a synaptic weight matrix iW  giving a 
classifying matrix iY . Here, the subscript i indicates a class index corresponding to digits 
(0~9, integer). For training a word, iY  is given by the following rule: 1 for the right answer 
and 0 otherwise for all -sections. And using O  and iY , iW  is calculated by 
 
†
i iW O Y   , where  
†
O  is the Moore-Penrose pseudo-inverse matrix of O . For the 
recognition test, iY  is calculated using the obtained iW  and O  by i iY O W     and 
the maximum of the average of iY  over -sections gives the guess. For this implementation, 
we have composed a software using LabView
TM
 (National Instruments), whose processing 
speeds were about 3~4 words/sec for training and 20~30 words/sec for test in this work. 
 
 
 
 
14 
 
Acknowledgments 
This work was supported by the Korea Institute of Science and Technology (KIST) 
through 2E27811. H. Ju was financially supported by National Research Foundation program, 
NRF-2017R1E1A1A01077484. 
 
Author contributions 
S.L. designed and conceived the experiments with help from M.L., Y.K., and S.W.C. 
M.L. and S.W.C. fabricated OTS and composite artificial neuron devices. M.L. and Y.K. 
performed characterization of devices. S.L. and M.L. performed the analysis of the behavior 
of OTS and composite neuron devices. H.J. and B.K. performed a circuit analysis about the 
behavior of composite neuron devices. S.L., J.Y.K., and Y.L. performed the spoken-digit 
recognition task. All authors discussed the data and participated in the writing of the 
manuscript. 
 
Additional information 
Extended data is available in the online version of the paper.  
Reprints and permissions information is available online at 
http://www.nature.com/reprints.  
Correspondence and requests for materials should be addressed to S.L. 
 
Competing interests 
The authors declare no competing interest. 
15 
 
 
 
Figure 1. An OTS device and a simple artificial neuron circuit. (a) A simple artificial 
neuron circuit composed of two resistors (R1 and R2), one capacitor (C), and one OTS device. 
Vmem and Is represent the membrane potential and the spike current, respectively. (b) A 
schematic illustration of an OTS device composed of Mo/Ge60Se40/Mo, (c) an optical 
microscope image of an OTS device which has a crosspoint sandwich structure (scale bar=20 
m). (d) The characteristic current (I)-voltage (V) curve of an OTS device. 
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Figure 2. Integrate-and-Fire (I&F) and rate coding of an OTS-based artificial neuron 
device. (a) Vmem(t) and IS(t) of a composite device as a response to a voltage input (Vin=5.4 V), 
which is a square pulse as shown on the top of the panels. The response is presented in an 
interval where the input is constant. (b) IS(t) as a response to various voltage inputs (5.4 ~ 7 V, 
0.2 V step). The curves are shifted vertically for clarity. (c) Power density spectrum of IS for 
the input voltages same as (b). 
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Figure 3. Spike-frequency adaptation (SFA) behavior of an OTS-based artificial neuron 
device. (a) Response of an artificial neuron circuit under a constant excitation input pulse 
(width=35 s, leading edge=trailing edge=5 ns), in which R1, C, and R2 were 10 k, 50 pF, 
and 100 , respectively. (b) A magnified view in the former red box in (a) showing the SFA 
property, where i and ISIi indicate the spike count and the inter-spike interval, respectively. (c) 
Spike rate (Ri) as a function of the spike count (i). Orange-colored regions represent the 
region showing SFA feature indicated by the red boxes in (a). The red dashed lines are fitting 
curves modeled by the simple exponential decay R(i)=R0+R1exp(-i/). (d)~(i) A sequential 
change in Vth due to the change in the filling of trap states after switchings, where the shaded 
region represents the filled trap states. Black dashed lines represent the virtual boundary of 
the OFF-layer or the ON-layer, which is imagined to move along the red dotted arrows whose 
length represents the speed. 
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Figure 4. Chaotic activity of the OTS-based artificial neuron. (a) Power density spectrum 
of Vmem of the artificial neuron obtained by Fast Fourier Transform (FFT), where C=2 pF, 
R1=5 k, R2=100 . (b) Trajectory of [IS(t), IS(t+t), IS(t+2t)] (t=32 nsec.) under the same 
C, R1, and R2 as (a). (c) Trajectory of [IS(t), Vmem(t), dVmem(t)/dt]. (d) A recurrence plot of 
Vmem(t) with the threshold of 0.7 mV, by which the three relaxed conditions of Devaney’s 
chaos are shown to be satisfied (black and white dots represent unity and zero, respectively).  
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Figure 5. Recognition of spoken-digits. (a) Schematic flowchart for spoken-digit 
recognition, which is composed of four steps; (1) obtaining frequency components according 
to the cochlear model, (2) preprocessing procedure through which the frequency components 
are mapped to virtual nodes (virtual neurons), where 
fM   is a masking matrix, (3) 
recording neuron response to the input P , and (4) training for calculating the optimum 
synaptic weight iW , where i is a class index (0~9, integer). As for the test in step (4), the 
pre-trained iW  is used for calculating iY , whose average over ’s, iY   , gives the 
guessed digit for the maximum iY   . (b) A colormap of iY    as a function of the 
input spoken-digit (j=0~9, integer) and the class index (i), which results in the recognition 
accuracy of 92 %.  
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S1. Basic electrical characteristics of OTS devices 
 
 
Figure S1. Basic characteristics of an OTS device. (a) Measurement setup for the 
characterization of an OTS device. (b) Response (current, bottom panel) of a typical OTS 
device under a trapezoidal (leading edge=500 ns, width=1.1 µs, trailing edge=500 ns) pulse 
(excitation, top panel). (c) Pulsed current-voltage (I-V) characteristic curves of ten OTS 
devices. (d) Response (current, bottom panel) of a typical OTS device under a train of square 
pulses (amplitude=6.8 V, width=300 ns, leading edge=trailing edge=5 ns, period=1 µs). 
 
Figure S1 shows the basic characteristics of a typical OTS device. An OTS device was 
characterized using a measurement setup shown in Figure S1(a). As shown in Figure S1(b) 
and (c), the characteristic current-voltage (I-V) curve was measured by applying a trapezoidal 
pulse (leading edge=500 ns, width=1.1 µs, trailing edge=500 ns) and measuring the current to 
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3 
avoid a failure which would have happened due to stress by a long DC bias. It is found that 
our OTS device has a very high on/off ratio (~105) with the threshold voltage (Vth) and the 
holding voltage (VH) of ~6 V and ~1 V, respectively. We also applied a pulse train to the 
device to find that the switching is quite reproducible as shown in Figure S1(d).  
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S2. Calculation of the characteristic time constants during charging and discharging 
periods 
 
 
 
Figure S2. Change in characteristic time constants during charging and discharging 
periods, (a) Vmem(t) (upper panel) and IS(t) (lower panel) for three regions showing typical 
frequency adaptation behavior. The red lines are fitted curves given by 
0( ) (0){1 exp[ ( ) / ]}mem mem cV t V t t t= − − − and 0( ) (0)exp[ ( ) / ]S S disI t I t t t= − − during the 
charging and discharging periods, respectively. (b) and (c) Characteristic time constants are 
plotted as a function of the spike count during charging periods and discharging periods, 
where black triangles are shown to represent the positions of big spikes. 
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5 
We have investigated the change in the characteristic time constant during the charging 
(tc) and discharging (tdis) periods since the change in the occupation of trap states are 
expected to result in a change in the capacitance of the OTS device manifesting itself as a 
change in the time constants. The dependence of tc and tdis on the spike count is presented in 
Figure S3 in the Supplementary Information, where t’s are obtained by fitting the waveforms 
to 0( ) (0){1 exp[ ( ) / ]}mem mem cV t V t t t= − − −  and 0( ) (0)exp[ ( ) / ]S S disI t I t t t= − −  during the 
charging and discharging periods, respectively. A clear correlation between the spike count 
and both time constants (tc and tdis) is not found except that tdis shows a dip at each big spike. 
It is found that the obtained t’s are much higher than RC delays (R1C and R2C), indicating 
that capacitance of the OTS (COTS) is not negligible. Assuming an OTS as a parallel-
connected capacitor and a resistor, COTS is estimated to be ~ 100 pF irrespective of whether it 
is in ON or OFF state. Considering that independence of COTS on its state despite the collapse 
of the band structure and the relative permittivity of GeSe (kGeSe) of about 251,2, it seems to 
imply that COTS is dominated by a parasitic capacitance. 
 
 
 
 
 
 
 
 
 
 
6 
S3. Investigation of the change in td with the switching count 
 
 
 
Figure S3. Change in the delay time (td) of an OTS with the switching count. (a) Applied 
(voltage) pulse train (blue line, leading+width+trailing=5+200+5 ns, period=300 ns) and the 
current response of an OTS device (red line), (b) a magnified view of (a) from 1.1 µs to 1.9 
µs, where shows the definition of td. (c) td as a function of the switching count for four OTS 
devices, where the error bar represents the standard deviation obtained from 20 repetitive 
measurements. 
 
To investigate the change in td of an OTS device with the switching count, we have 
performed a test where ten consecutive pulses with the over-threshold voltage are applied and 
td is measured. Figure S3(a) shows a voltage pulse train (blue line, 
leading+width+trailing=5+200+5 ns, period=300 ns) and the current flowing through the 
OTS (red line). It represents the typical behavior of five OTS devices that were investigated. 
It is clearly shown that the peak current increases with the switching count which is similar to 
the SFA property of our neuron device as shown in Figure 3(b) in the main text. In Figure 
S3(b), we have plotted a magnified view of Figure S3(a) from 1.1 µs to 1.9 µs for the 
definition of td. From 20 repetitions of the same test, we have obtained the statistics of td as a 
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7 
function of the switching count. Figure S3(c) shows the dependence of td on the switching 
count for four OTS devices. It is commonly observed that, as switching count increases, td 
gradually increases after a short initial phase of decrease. This seems to imply that the OFF-
layer width increase with the switching count, supporting the model suggested in Figure 3 in 
the main text. 
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S4. Adjusting the behavior of the OTS-based neuron device 
 
Figure S4. Controllability of the behavior of the artificial neuron device. (a)~(c) Change 
in the shape of Vmem(t) with varying R1 (a), C (b), and R2 (c), respectively. In respective plots, 
the values of the other components are fixed as indicated. The curves are vertically shifted for 
clarity. (d)~(f) Time constants for charging (tc) and discharging (tdis) corresponding to (a)~(c), 
respectively. 
 
To assess the controllability of our artificial neuron device, we have also investigated 
the change in the behavior of our device with varying C, R1, and R2 to find that the shape of 
Vmem(t) is quite sensitive to those values (see Figure S4). In addition, it is observed that the 
weights of the SFA-featured spikes and the chaotic activity-featured spikes are dependent on 
the values of R1, R2, and C. For more quantitative analysis, the tc and tdis are plotted as a 
function of C, R1, and R2, in Figure S4(d)~(f), respectively (for definitions of tc and tdis, see 
Supplementary Information S2). Assuming the OTS as a capacitor in its OFF state, tc is given 
by R1(C+COTS) during the charging period. In Figure S4(d), note that tc is linearly 
proportional to C except at C=160 pF and the slope is 0.0224 µsec/pF=22.4 kΩ quite close to 
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9 
R1 validating the assumed circuit model. In addition, COTS is estimated to be ~133 pF from tc 
= R1COTS~3 µsec extrapolated to C=0. The deviation around C=160 pF is thought to be 
associated with a finite resistance of the OTS in its OFF state. The dependence of tdis on C is 
a little more complex, leading to the slope ~ 770 Ω of the linear fitting curve, which is 
reasonably consistent with the sum of R2 (=100 Ω) and the ON-state resistance of an OTS. In 
Figure S4(e), it is found that tdis is found to be nearly independent of R1 as expected whereas 
tc becomes much deviated from the expected linear dependence as R1 increases. It is thought 
to be due to the finite OFF-state resistance of the OTS similar to the explanation of the 
deviation at high C in Figure S4(d).  
The effect of R2 on the oscillation behavior shown in Figure S4(c) is intriguing in that 
the oscillation becomes relatively uniform with reduced amplitude and shortened period as R2 
increases. The more intriguing finding is that tdis decreases drastically with increasing R2 as 
shown in Figure S4(f), which is rather counter-intuitive to a simple expectation of tdis ~ R2C. 
To be more realistic, the OTS is modeled as a parallel connection between a capacitor and a 
resistor again, where the resistance is assumed to be low (=500 Ω) in its ON state. Using a 
simple SPICE (Simulation Program with Integrated Circuit Emphasis) software (LTspice, 
Linear Technology), the transient Vmem(t) is calculated during a discharging period (Figure 
S5). Interestingly, Vmem(t) is found to show a “L”-like shape, that is to say, a sharp drop in a 
short time followed by a slow decay. In addition, it is noticed that the early drop in Vmem(t) 
becomes sharper as R2 increases, which is consistent with the observation. The “L”-like shape 
of Vmem(t) is naturally explained in terms of the voltage-dividing in a series connection of the 
OTS and R2. In detail, the characteristic discharging time from the OTS, ROTSCOTS, is 
approximately 66.5 nsec, much longer than R2C ~ 4nsec with R2 of 2kΩ. It indicates that 
discharging from the OTS mainly determines the discharging characteristic of Vmem(t). 
Moreover, the larger R2 pulls up the Vmem(t) to the higher before the applied bias gets to zero. 
10 
Combining these may explain that the initial time derivative of the Vmem(t) significantly 
increases to result in more rapid drop and to consequently make tdis shorter. On the other hand, 
the discharge current through R2 accordingly slows down as the discharge time constant of tdis 
~ R2C increases.  
The above results clearly show that the behavior of our device can be easily controlled 
and customized by using basic circuit principles. 
 
 
 
Figure S5. Simulation of the discharging curve of an OTS-based artificial neuron. (a) A 
simplified circuit model during the discharging period. After switching ON, the OTS is 
modeled as a parallel connection between ONOTSC  and 
ON
OTSR  and the voltage across the OTS 
decreases sharply because ONOTSR  becomes low. (b) Simulation of the Vmem(t) with varying R2 
by using the LTspice (Linear Technology Inc.). Values of the other components used in the 
simulation are also indicated.  
 
 
2R
0 50 100 150 200
0.0
0.2
0.4
0.6
0.8
1.0
 
 
V m
em
(t)
/V
m
em
(0
)
time (ns)
R1=5 kΩ, C=2 pF
RONOTS=500 Ω, C
ON
OTS=100 pF
 R2=100 Ω
 R2=500 Ω
 R2=1000 Ω
 R2=2000 Ω
(b)
ON
OTSR1R
C
ON
OTSC
(a)
t
V=V0 V=0
0
11 
S5. Validation of a nonlinear deterministic nonlinear system 
 
 
Figure S6. A schematic circuit of an OTS-based neuron device and the definition of state 
variables. 
 
In Figure S6, we would like to calculate the dynamics of IS(t) (=I2(t) in the diagram) 
and Vmem(t). If we simplify an OTS as a variable resistor (ROTS) depending on the voltage 
across it (VOTS), it is not difficult to set up equations for calculating the variables (I(t), I1(t), 
and I2(t)) using Kirchhoff’s laws. However, it should be noted that an OTS is a nonlinear 
component, which means that VOTS and ROTS are coupled as follows. Here, VH, the “holding 
voltage”, is the voltage at which the OTS returns to its OFF state from ON state.  
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12 
1 2
1 1
1
2
( ) ( ) ( )
1( ) ( ) ( )
1( ) ( )
for 
for and ( - )
( , , , )
for 
for and ( - )
OTS
OTS
OTS
on OTS th
on H OTS th OTS on
OTS th H
off OTS H
off H OTS th OTS off
I t I t I t
V t R I t I t dt
C
RV t I t dt
R R C
R V V
R V V V R t R
R V V t t
R V V
R V V V R t R
d
d
d
= +
= +
=
+
>
 < < =− =  <
 < < =
∫
∫
 
 
From the above equations, it is clear that our OTS-based neuron device is a nonlinear 
deterministic system, which is a simple definition of chaos. 
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S6. A brief comparison between a Mott-memristor-based and an OTS-based artificial 
neuron devices 
 
 Mott memristor-based3 OTS-based 
Active material Mott insulator (NbO2, VO2, …) 
Amorphous chalcogenide 
(GeSe …) 
Structure of a 
switching 
device 
Lance-type(presented) and 
crossbar (maybe possible) 
Crossbar (presented) and lance-
type (maybe possible) 
Switching 
mechanism 
2-step switching 
 (1) Highly nonlinear transport 
relationship with temperature 
(“NDR-1”) 
 (2) Mott metal-insulator transition 
(“NDR-2”) 
Trap-mediated excitation of 
carriers followed by an avalanche 
Integrate & 
Fire Demonstrated Demonstrated 
Chaotic activity Demonstrated Demonstrated 
Spike-
frequency 
adaptation 
Not demonstrated Demonstrated 
Energy 
consumption 
per spike per 
unit volume 
~ 100 nJ/spike⋅µm
3
 
(spike current ~ 1 mA, 
operation voltage ~ 1 V, 
spike width ~ 1 µs, 
device size ~ 1 µm
2
, 
thickness ~ 10 nm) 
~ 1 nJ/spike⋅µm
3
 
(spike current ~ 5 mA, 
operation voltage ~ 5 V, 
spike width ~ 0.1 µs, 
device size ~ 25 µm
2
, 
thickness ~ 100 nm) 
 
Table S1. A brief comparison of the Mott memristor-based and the OTS-based artificial 
neuron devices 
 
In Table S1, we have summarized the characteristics of the Mott memristor-based and 
the OTS-based artificial neuron device. For the Mott memristor-based neuron device, we 
obtained the data from a recent work3, where NbO2 was used as a Mott insulator. The 
structure of an artificial neuron device is same for both of the devices, where an OTS is 
14 
replaced with a Mott memristor in Figure 1(a) in the main text. The parameters for 
calculating the energy consumption in the Mott memristor-based neuron device were 
obtained from Figure S7(a) in the Supplementary Information of ref. 3. From Table S1, it is 
found that the OTS-based neuron device is superior to the Mott memristor-based neuron 
device in energy efficiency. We speculate that the high energy consumption in NbO2-based 
device is due to the operation principle, the metal-insulator transition (MIT), which requires 
the material to be heated up to its MIT temperature (~1070 K). In contrast, the MIT in an 
OTS device is of electrical origin requiring much lower energy.  
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