ABSTRACT Aiming at the problem that traditional lung nodules detection method can only get low sensitivities with a lot of false positives, we propose a new framework of ensemble of convolutional neural networks (E-CNNs) and use it to significantly reduce the number of false positive on lung nodules detection in chest radiographs (CXRs). First, unsharp mask technique is used to enhance the nodules in the CXRs. Then, we cut patches in the 229 × 229 image containing or not containing nodule from the enhanced CXRs, which correspond to the positive and negative samples. Third, three optimized CNNs of different input sizes and different depths, namely, CNN1, CNN2 and CNN3, are constructed to detect lung nodule separately, and their input sizes are 12 × 12, 32 × 32, and 60 × 60, and the number of layers are 5, 7, and 9, separately. Finally, a logical AND operator is used to fuse the results of CNN1, CNN2, and CNN3, and E-CNNs are constructed for detecting lung nodules. Our experimental results on the Japanese Society of Radiological Technology database show our proposed E-CNNs attain a sensitivity of 94% and 84% with an average of 5.0 false-positives (FPs) per image and 2.0 FPs per image, respectively, in a five-fold crossvalidation test, which far outperforms the state of the art.
I. INTRODUCTION
Lung cancer is about 14% of all new cancer diagnoses in 2016. The 5-year relative survival rate for lung cancer is only 17% [1] . Early detection and treatment of lung cancers are very important as the 5-year survival rate can increase up to 55% if the tumor is detected accurately and diagnosed early.
The detection of lung nodules in chest radiographs (CXRs) becomes a major diagnostic problem, as the clinical detection of lung cancer is mainly carried out by identifying lung nodules. There are two kinds of chest imaging techniques, basic X-ray imaging and computed tomography (CT). The CT is considered to be the most effective imaging method for detecting lung nodules at an early stage. However, CT is expensive and often not available in low-level hospitals. In contrast, the basic chest radiographs are the most costeffective, dose-effective and routinely available diagnostic tool, so CXRs is the first diagnostic step for detecting any chest abnormalities. Improvements in the detection of lung nodules in CXRs could have a significant impact on early detection of lung cancer.
Superimposed anatomical structures make the image complicated. Interpreting a chest radiograph is not an easy thing. Even experienced radiologists have trouble distinguishing infiltrates from the normal pattern of branching blood vessels in the lung fields, or detecting subtle nodules that indicate lung cancer. With the importance of CXRs and their complicated nature, it is necessary for developing computer algorithms to assist radiologists in reading CXRs.
It has been a long time for the study of computer-aided diagnosis (CAD) system of lung nodule detection, which has been explored to make the identification of lung nodules quicker and more accurate. Mastsumoto et al. [2] show that it cannot help the doctors to improve diagnostic accuracy, even though CAD system gets the sensitivity over 80% at the falsepositives (FPs) per image level of 11. When the FPs is reduced to 4.0, the CAD system can be useful for the doctors. The biggest challenge of current CAD system is how to reduce the FP over a high level of sensitivity. Keserci and Yoshida [3] use edge guided wavelet snake model to extract the edge of rib and nodule edge coverage feature, and then reduce the false positive rate by using this feature and other morphological features. Yoshida [4] use the removal of the rib structure based on the left and right lung area symmetry to reduce false positives. Penedo et al. [5] present a two-level artificial neural network architecture to enhance lung nodules in CXRs. Suzuki et al. [6] developed a multi-resolution massive training artificial neural network image processing technique that helps suppress the contrast of ribs and clavicles in CXRs. Chen et al. [7] use a two-stage enhancement technology to improve the sensitivity. Chen and Suzuki [8] use ''virtual dual-energy'' technique to improve the sensitivity. Chen et al. [9] developed a parameterized logarithmic image processing method to enhance lung nodules in chest radiographs. Though in recent 10 years the performance of detecting lung nodules is increased a lot, there remain many false-positives needed to be reduced.
In recent 5 years, with the rapid development of deep learning, convolutional neural network (CNN) has made big progress, especially in image classification and object detection. The advantage of CNN is that it can extract features automatically by using large amounts of data to obtain better result. Weight sharing and back-propagation (BP) algorithm can help the model get a better generalization performance and global optimal [10] - [12] .
In this paper, we propose a new method of ensemble of convolutional neural networks (E-CNNs) to directly detect lung nodules, which omits the lung field segmentation procedure, and avoids the loss of true lung nodules of traditional detection scheme [13] when extracting the lung field.
The remainder of this paper is organized as follows. In section 2, Image dataset, CNN models and our proposed E-CNNs for detection of lung nodules are introduced. Experimental results and analysis are made in Section 3. We discuss and conclude in Section 4 and Section 5, respectively.
II. MATERIALS AND METHODS

A. IMAGE DATASET
The database provided by Japanese Society of Radiological Technology (JSRT) [14] is used. The CXRs in the database were collected from 14 medical institutions by using screenfilm systems over a period of 3 years. All nodules in the CXRs FIGURE 1. Some nodule and non-nodule patches. First row is practicable group, and the second row is ground truth of first row, and the third row is hard group, and the fourth row is the ground truth of third row, and the last row is non-nodule patches.
were confirmed by CT, and the locations of the nodules were confirmed by three chest radiologists who were in complete agreement. The images were digitized to yield 12-bit CXRs with a resolution of 2048 × 2048 pixels. The size of pixel was 0.175 × 0.175mm. The original JSRT database contained 93 normal cases, which were defined that there were not any nodule and diseases in these CXRs, and 154 cases with confirmed lung nodules. The cases with confirmed lung nodules were grouped into 5 categories based on the subtlety of detection. For simplicity, we re-divide the nodules into two classes for the experiments: 'practicable' for obvious, relatively obvious, subtle cases, and 'hard' for very subtle and extremely subtle cases, as listed in Table 1 .
Here we display some nodule and non-nodule patches in Fig.1 , which the circles demonstrate the location and the size of the nodules given by the JSRT. It can be found that nodules and non-nodules are very difficult to be distinguished if without the ground truth, especially for hard group.
B. CNN FOR LUNG NODULES DETECTION
The whole procedure of CNN for detecting lung nodules is shown in Fig.2 . Firstly the nodule signals are enhanced, then we subsample the patches cut from the enhanced CXRs with slide-window method, and feed into the CNN model to detect lung nodules.
1) IMAGE PREPROCESSING
In this paper, we use Unsharp Mask (USM) [15] image sharpening technique to enhance the nodule signal in the CXRs. The equation is as follows: where I s denotes the sharpened image, and I o is the original image, and I b is the blurred image, and Amount denotes how much contrast is added at the edges. Here, we use Gaussian Blur technique to blur image, and set Amount to 50. As shown in Fig.3 , the circle denotes the location of the true nodule. It can be seen that the nodule in Fig.3(b) is much more obvious than the original one in Fig.3(a) .
2) CONSTRUCTING ARCHITECTURE OF CNN
The CNN is a highly nonlinear filter that can be trained by using input images and the corresponding teaching labels. It always consists of multi convolutional layers, pooling layers and fully connected layers. Our constructed basic architecture of CNN for detecting lung nodules is shown in Fig.4 , which the input images are the 32 × 32 patches cut from the enhanced CXRs.
3) CONVOLUTIONAL LAYER AND POOLING LAYER
The convolutional layer extracts images features using convolutional calculation with different convolutional kernels. Each kernel convolves the input to output a kind of feature. This configuration simulates the local perception characteristics of human visual system. In this computation, activation function is very important. Rectified Linear Units (ReLUs) [16] is wide used as activation function in the newly proposed CNN models. Study from Krizhevsky et al. [17] demonstrated that ReLUs enable the network to train several times faster than 
where w is the connection weights, and α is the output from the formal layer.
In this paper, we use linear activation function in the first and second convolutional layers, and ReLUs function in the third convolutional layer and the last fully connected layer.
4) TRAINING
We train our network from scratch on patches taken from large images. By taking small patches as input, much larger number of training samples are gained, which meet the needs of CNNs. For training the whole model, the loss function is defined as follows:
where x is the input patch, and w are weights for each layer, and f is the candidate predict function. y denotes whether the input patch contains a true lung nodule, and 1 for yes, and 0 for no. The back-propagation and stochastic gradient descent (SGD) methods are used to train the weights as follows:
C. ENSEMBLE OF CNNs (E-CNNs) FOR LUNG NODULES DETECTION 1) ALGORITHM INTRODUCTION
The similarities to different scales of patches are different. As shown in Fig.5 , even if it is subsampled from the original patches, and can still be recognized as containing nodules. But those similar to the subsampled patches known as falsepositives are different. So in this paper, we propose an ensemble model of CNNs to reduce false positives. One single CNN has limited learning capacity, and may not learn all the essential features to distinguish a nodule from various types of non-nodule structure, but multi different CNNs can deal with much more non-nodules. So we propose the Ensemble of CNNs (E-CNNs) to reduce the falsepositives.
Different Architectures of CNN can deal with different input images. With different scales of subsample of the patches, our proposed E-CNNs model deal with the nonnodule patch differently. When they all can mark the true positive (TP), we can reduce the false positives by a complete agreement.
2) ARCHITECTURE of E-CNNs
Here we construct 3 CNNs for different input scales, i.e. CNN1, CNN2 and CNN3, and their architectures shown in Table 2 . The architecture of proposed E-CNNs is shown in Fig.6 , and a logical AND operator is used to fuse the results of CNN1, CNN2 and CNN3. An example of results of using different CNN is shown in Fig.7 , which demonstrates lots of false-positives are reduced by using the E-CNNs compared Fig.7(a), (b) , (c) with Fig.7 (d) .
III. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, the 5-fold cross validation test method and free-response receiver operating characteristic (FROC) [18] were applied for analyzing the performance of nodule detection. To evaluate the performance, the true positive standard needs to be defined. In the JSRT, the nodule size ranged from 5 to 60mm with an average size of 24.6mm. With reference to [19] - [22] , we use distance criterion of smaller than 25mm as the true positive standard.
A. PERFORMANCE FOR DIFFERENT SUBTLETY
Here FROC curve are used to show the performance of the system in the JSRT database, as in Fig.8 . It can be seen that our proposed method achieves a sensitivity of 94% with an average of 5.0 FPs per image, and 96% for the practicable group, and 92% for the hard group. Schilham et al. [23] show that for the hard group only 44% from radiologists, which suggests our method outperforms the radiologists, which is encouraging for practical use.
B. PERFORMANCE COMPARISON BETWEEN SINGLE CNN AND E-CNNs
FROC curves of using single CNN and E-CNNs are shown in Fig.9 . It can be seen E-CNNs achieves a sensitivity of 84% while the other three single CNN can only get 57% at the average FPs of 2.0, which demonstrates that the E-CNNs outperforms the single CNN1, CNN2 and CNN3 considerably.
C. PERFORMANCE COMPARISON BETWEEN E-CNNs AND FINETUNED ALEXNET
Alexnet [17] is well known in deep learning framework, and here we compare our proposed E-CNNs with it. We replace the Softmax layer with a one node output regression layer, and trained the AlexNet with the same training set as above.
The performances are shown in Fig.10 . It can be seen that the E-CNNs outperforms the Alexnet in all cases.
Due to the large scale of the input and the complexity of architecture of Alexnet, it is hard to be run in ordinary computer. Here we also compare their patch process time as shown in Fig.11 . The test software environment is Win10 and Matlab2015a, and the hardware environment is CPU of Intel i7, 16G memory and GTX960m of GPU. It can be that Alexnet costs much more time than CNN1, CNN2, CNN3 and E-CNNs. As the calculation of each CNN of E-CNNs can go parallel, the time of E-CNNs spent can just be a little higher than single CNN3. So our proposed E-CNNs outperforms the Alexnet for lung nodule detection both in accuracy and efficiency.
D. PERFORMANCE FOR TWO STANDARDS OF TRUE POSITIVE
The performance differs a lot with different standards for true positive. Performances of three different distance criterion are shown in Fig.12 . It can be seen that it is effective even the distance criterion is set to 5mm which is shorter than the diameter of all the nodules in the JSRT.
IV. DISCUSSIONS
Due to different database, different TP criteria, and different evaluation procedures, it is hard to make definitive comparisons with previously published CAD scheme, so we compare the performance reported in the literature in the JSRT database. Wei et al. reported that their CAD scheme achieved a sensitivity of 80% with 5.4 FPs per image for the JSRT database [24] . Hardie et al. [19] reported that their scheme marked 80% of nodules in the subset of the JSRT database with 5 FPs per image. Their performance was calculated by use of the ''distance'' criterion of 25mm for determining TP detections. As shown in the Table 3 , our proposed E-CNNs can achieve a sensitivity of 94% with 5.0 FPs per image, and 83% with 2.0 FPs per image for all nodules in the JSRT, which far outperforms the current reported methods. The current reported best result is only 85% (119/140) with 5.0 FPs from [8] , and moreover 14 true lung nodules are lost in [8] .
V. CONCLUSIONS
In this paper, we have developed three CNN Frameworks and an E-CNNs model for detecting lung nodules in CXRs. Our E-CNNs scheme achieve sensitivity of 84% (130/154), and 94% (146/154) with 2.0 (480/247) FPs/image, and 4.6 (1131/247) FPs/image in the JSRT database in 5-fold cross validation test, and achieves a sensitivity of 92% with 5.0 FPs/image for the hard group which is encouraging for practical use.
