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BASIC ANALOG OF FOURIER SERIES
ON A q-QUADRATIC GRID
JOAQUIN BUSTOZ AND SERGEI K. SUSLOV
Abstract. We prove orthogonality relations for some analogs of trigonometric
functions on a q-quadratic grid and introduce the corresponding q-Fourier series.
We also discuss several other properties of this basic trigonometric system and the
q-Fourier series.
1. Introduction
A periodic function with period 2l,
f(x+ 2l) = f(x),(1.1)
can be represented as the Fourier series,
f(x) = a0 +
∞∑
n=1
(
an cos
πn
l
x+ bn sin
πn
l
x
)
,(1.2)
where
a0 =
1
2l
∫ l
−l
f(x) dx,(1.3)
an =
1
l
∫ l
−l
f(x) cos
πn
l
x dx,(1.4)
bn =
1
l
∫ l
−l
f(x) sin
πn
l
x dx.(1.5)
For convergence conditions of (1.2) see, for example, [1], [28], and [30]. The for-
mulas (1.3)–(1.5) for the coefficients of the Fourier series are consequences of the
orthogonality relations for trigonometric functions∫ l
−l
cos
nπx
l
cos
mπx
l
dx = 0, m 6= n,(1.6)
∫ l
−l
sin
nπx
l
sin
mπx
l
dx = 0, m 6= n,(1.7)
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−l
cos
nπx
l
sin
mπx
l
dx = 0, m 6= n.(1.8)
In the present paper we discuss a q-version of the Fourier series (1.1) with the aid of
basic or q-analogs of trigonometric functions introduced recently in [15] (see also [5]
and [24]). Our first main objective will be to establish analogs of the orthogonality
relations (1.5)–(1.7) for q-trigonometric functions on a q-quadratic grid.
There are several ways to prove the orthogonality relations (1.6)–(1.8) for trigono-
metric functions. The method based on the second order differential equation,
u′′ + ω2u = 0,(1.9)
can be extended to the case of basic trigonometric functions. Consider, for example,
two functions cosωx and cosω′x, which satisfy (1.9) with different eigenvalues ω and
ω′. Then,
(ω2 − ω′2)
∫ l
−l
cosωx cosω′x dx(1.10)
= W (cosωx, cosω′x) |l−l
=
∣∣∣∣ cosωx cosω′x−ω sinωx −ω′ sinω′x
∣∣∣∣
∣∣∣∣
l
−l
.
The right side of (1.10) vanishes when
sinωl = sinω′l = 0,(1.11)
which gives
ω =
π
l
n, ω′ =
π
l
m,(1.12)
where n,m = 0,±1,±2,±3, ... . In the same manner, one can prove (1.7). The last
equation (1.8) is valid by symmetry. We shall extend this consideration to the case
of the basic trigonometric functions in the present paper.
This paper is organized as follows. In Section 2 we introduce the q-trigonometric
functions. In the next section we derive a continuous orthogonality property of these
functions, and then, in Section 4, we formally discuss the limit q → 1 of these new
orthogonality relations. Section 5 is devoted to the investigation of some properties
of zeros of the basic trigonometric functions and in Section 6 we evaluate the nor-
malization constants in the orthogonality relations for these functions. In Section
7 we state the orthogonality relation for the corresponding q-exponential functions.
Finally, we introduce basic analogs of Fourier series in Section 8, and in Sections 9–11
we give a proof of the completeness of the q-trigonometric system and establish some
elementary facts about convergence of our q-Fourier series. Examples of these series
are considered in Sections 12 and 14; we prove some basic trigonometric identities we
heed in Section 13. Some miscellaneous results concerning q-trigonometric functions
are discussed in Section 15.
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2. Analogs of Trigonometric Functions on a q-Quadratic Grid
The following functions C(x) and S(x) given by
C(x) = Cq(x;ω)(2.1)
=
(−ω2; q2)∞
(−qω2; q2)∞
× 2ϕ1
(
−qe2iθ, −qe−2iθ
q
; q2, −ω2
)
and
S(x) = Sq(x;ω)(2.2)
=
(−ω2; q2)∞
(−qω2; q2)∞
2q1/4ω
1− q
cos θ
× 2ϕ1
(
−q2e2iθ, −q2e−2iθ
q3
; q2, −ω2
)
,
were discussed recently [5], [15] and [24] as q-analogs of cosωx and sinωx on a q-
quadratic lattice x = cos θ.
These functions are special cases y = 0 of more general basic trigonometric func-
tions
C(x, y) = Cq(x, y;ω)
=
(−ω2; q2)∞
(−qω2; q2)∞
× 4ϕ3
(
−q1/2eiθ+iϕ,−q1/2eiθ−iϕ,−q1/2eiϕ−iθ,−q1/2e−iθ−iϕ
−q, q1/2, −q1/2
; q,−ω2
)
(2.3)
and
S(x, y) = Sq(x, y;ω)
=
(−ω2; q2)∞
(−qω2; q2)∞
2q1/4ω
1− q
(cos θ + cosϕ)
× 4ϕ3
(
−qeiθ+iϕ,−qeiθ−iϕ,−qeiϕ−iθ,−q−iθ−iϕ
−q, q3/2, −q3/2
; q, −ω2
)
(2.4)
which are q-analogs of cosω(x + y) and sinω(x + y), respectively (see [24]). Here
x = cos θ and y = cosϕ. Usually we shall drop q from the symbols Cq(x;ω), Sq(x;ω),
Cq(x, y;ω), and Sq(x, y;ω) because the same base is used throughout the paper.
The symbols 2ϕ1 and 4ϕ3 in (2.1)–(2.4) are, of course, special cases of basic hyper-
geometric functions,
rϕs
(
a1, a2, ... , ar
b1, b2, ... , bs
; q, t
)
(2.5)
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:=
∞∑
n=0
(a1, a2, ... , ar; q)n
(q, b1, b2, ... , bs; q)n
(
(−1)n qn(n−1)/2
)1+s−r
tn.
The standard notations for the q-shifted factorial are
(a; q)0 := 1, (a; q)n :=
n−1∏
k=0
(
1− aqk
)
,(2.6)
(a1, a2, ..., am; q)n :=
m∏
l=1
(al; q)n ,(2.7)
where n = 1, 2, ..., or ∞, when |q| < 1. See [7] for an excellent account of the theory
of basic hypergeometric functions.
Functions (2.1)–(2.4) are defined here for |ω| < 1 only. For an analytic continuation
of these functions in a larger domain see [12], [15], and [24]. For example,
C(x) =
(
qω2e2iθ, qω2e−2iθ; q2
)
∞
(q, −qω2; q2)∞
(2.8)
× 2ϕ2
(
−ω2, −qω2
qω2e2iθ, qω2e−2iθ
; q2, q
)
and
S(x) =
(
q2ω2e2iθ, q2ω2e−2iθ; q2
)
∞
(q3, −qω2; q2)∞
2q1/4ω
1− q
cos θ(2.9)
× 2ϕ2
(
−ω2, −qω2
q2ω2e2iθ, q2ω2e−2iθ
; q2, q3
)
.
One can see from (2.8) and (2.9) that the basic trigonometric functions (2.1) and
(2.2) are entire functions in z when eiθ = qz. Analytic continuation of q-trigonometric
functions (2.3) and (2.4) can be obtained on the basis of the “addition” theorems,
C (x, y) = C (x)C (y)− S (x)S (y) ,
S (x, y) = S (x)C (y) + C (x)S (y) ,
found in [24].
The basic trigonometric functions (2.1)–(2.4) are solutions of a difference analog
of equation (1.9) on a q-quadratic lattice,
σ
∆
∇x1(z)
(
∇u(z)
∇x(z)
)
+ λ u(z) = 0,(2.10)
where x(z) = 1
2
(qz + q−z), qz = eiθ, x1(z) = x(z + 1/2), λ/σ = 4q
1/2ω2/ (1− q)2,
and ∆f(z) = ∇f(z + 1) = f(z + 1)− f(z). See [5], [15], [21], [23], and [24] for more
details. Equation (2.10) can also be rewritten in a more symmetric form,
δ
δx(z)
(
δu(z)
δx(z)
)
+
4q1/2
(1− q)2
ω2 u(z) = 0,(2.11)
where δf(z) = f(z + 1/2)− f(z − 1/2).
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The q-trigonometric functions (2.1)–(2.4) satisfy the difference-differentiation for-
mulas
δ
δx
C(x, y) = −
2q1/4
1 − q
ω S(x, y)(2.12)
and
δ
δx
S(x, y) =
2q1/4
1− q
ω C(x, y).(2.13)
See [15] and [24]. Applying the operator δ/δx to the both sides of (2.12) or (2.13) we
obtain equation (2.11) again.
Equation (2.10) is a very special case of a general difference equation of hyperge-
ometric type on nonuniform lattices (cf. [5], [21], [23], and [24]). The Askey–Wilson
polynomials and their special and limiting cases [4], [17], and [21] are well-known as
the simplest and the most important orthogonal solutions of this difference equation
of hypergeometric type. Recently, Ismail, Masson, and Suslov [12], [13], [25], [26]
have found another type of orthogonal solutions of this difference equation. In the
present paper we shall discuss this new orthogonality property at the level of basic
trigonometric functions.
3. Continuous Orthogonality Property for q-Trigonometric
Functions
Our main objective in this paper is to find the orthogonality relations for q-
trigonometric functions (2.1)–(2.2) similar to the orthogonality relations (1.5)–(1.7).
Consider difference equations for the functions u(z) = Cq (x(z);ω) and v(z) =
Cq (x(z);ω
′) in self-adjoint form,
∆
∇x1(z)
(
σρ(z)
∇u(z)
∇x(z)
)
+ λ ρ(z)u(z) = 0(3.1)
and
∆
∇x1(z)
(
σρ(z)
∇v(z)
∇x(z)
)
+ λ′ ρ(z)v(z) = 0,(3.2)
where the function ρ(z) satisfies the “Pearson equation”[21], [23],
ρ(z + 1)
ρ(z)
=
σ(−z)
σ(z + 1)
= 1 = q−4z−2
(
q2
)2z+1
,(3.3)
and
λ =
4q1/2σ
(1− q)2
ω2, λ′ =
4q1/2σ
(1− q)2
ω′2.(3.4)
One can easily check that
ρ0(z + 1)
ρ0(z)
= q−4z−2 for ρ0(z) =
(q2z, q−2z; q)∞
qz − q−z
(3.5)
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and
ρα(z + 1)
ρα(z)
= q4z+2 for ρα(z) =
(
q2α+2z, q2α−2z, q2−2α+2z , q2−2α−2z; q2
)−1
∞
(3.6)
(cf. [12], [25], and [26]). Therefore, we can choose the following solution of (3.3),
ρ(z) =
(q2z, q−2z; q)∞ (q
z − q−z)
−1
(q2α+2z, q2α−2z , q2−2α+2z, q2−2α−2z; q2)∞
,(3.7)
where α is an arbitrary additional parameter. We shall see later that this solu-
tion satisfies the correct boundary conditions for our second order divided-difference
Askey–Wilson operator (2.10) for certain values of this parameter α.
Let us multiply (3.1) by v(z), (3.2) by u(z) and subtract the second equality from
the first one. As a result we get
(λ− λ′) u(z) v(z) ρ(z)∇x1(z) = ∆ [σρ(z) W (u(z), v(z))] ,(3.8)
where
W (u(z), v(z)) =
∣∣∣∣∣∣
u(z) v(z)
∇u(z)
∇x(z)
∇v(z)
∇x(z)
∣∣∣∣∣∣(3.9)
= u(z)
∇v(z)
∇x(z)
− v(z)
∇u(z)
∇x(z)
is the analog of the Wronskian [21].
Integrating (3.8) over the contour C indicated in the Figure on the next page;
where z is such that z = iθ/ log q and −π/2 ≤ θ ≤ 3π/2; gives
(λ− λ′)
∫
C
u(z) v(z) ρ(z)∇x1(z) dz(3.10)
=
∫
C
∆ [σρ(z) W (u(z), v(z))] dz.
As a function in z, the integrand in the right side of (3.10) has the natural purely
imaginary period T = 2πi/ log q when 0 < q < 1, so this integral is equal to∫
D
σρ(z) W (u(z), v(z)) dz,(3.11)
where D is the boundary of the rectangle on the Figure oriented counterclockwise.
The basic trigonometric functions C(x) and S(x) are entire functions in the com-
plex z-plane due to (2.8)–(2.9). Therefore, the poles of the integrand in (3.11) inside
the rectangle in the Figure are the simple poles of ρ(z) at z = α, z = 1 − α and at
z = α − iπ/ log q, z = 1 − α − iπ/ log q when 0 < Re α < 1/2. Hence, by Cauchy’s
theorem,
1
2πi
∫
D
ρ W (u, v) dz(3.12)
= Res f(z)|z=α + Res f(z)|z=1−α
+ Res f(z)|z=α−iπ/ log q + Res f(z)|z=1−α−iπ/ log q ,
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r r
r r
Re z
Im z
α 1− α
α+
ipi
log q−1
1− α+
ipi
log q−1
C
0 1
3ipi
2 log q−1
ipi
2 log q
ipi
2 log q
+ 1
3ipi
2 log q−1
+ 1
✻
where
f(z) = ρ(z) W (u(z), v(z))(3.13)
=
q−z (q2z, q1−2z; q)∞ W (u(z), v(z))
(q2α+2z , q2α−2z, q2−2α+2z, q2−2α−2z ; q2)∞
.
Evaluation of the residues at these simple poles gives
Res f(z)|z=α = limz→α
(z − α) f(z)(3.14)
= −
q−α (q2α, q1−2α; q )∞
2 log q−1 (q2, q2, q4α, q2−4α; q2 )∞
×W (u(z), v(z))|z=α ,
Res f(z)|z=1−α = limz→1−α
(z − 1 + α) f(z)(3.15)
= −
q−α (q2α, q1−2α; q )∞
2 log q−1 (q2, q2, q4α, q2−4α; q2 )∞
×W (u(z), v(z))|z=1−α ,
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Res f(z)|z=α−iπ/ log q = lim
z→α−iπ/ log q
(z − α + iπ/ log q) f(z)(3.16)
=
q−α (q2α, q1−2α; q )∞
2 log q−1 (q2, q2, q4α, q2−4α; q2 )∞
×W (u(z), v(z))|z=α−iπ/ log q ,
and
Res f(z)|z=1−α−iπ/ log q = limz→1−α
(z − 1 + α + iπ/ log q) f(z)(3.17)
=
q−α (q2α, q1−2α; q )∞
2 log q−1 (q2, q2, q4α, q2−4α; q2 )∞
×W (u(z), v(z))|z=1−α−iπ/ log q .
But
W (u(z), v(z)) =
v(z)u(z − 1)− u(z)v(z − 1)
x(z)− x(z − 1)
(3.18)
by (3.9) and, therefore,
W (u(z), v(z))|z=α = W (u(z), v(z))|z=1−α(3.19)
= −W (u(z), v(z))|z=α−iπ/ log q = −W (u(z), v(z))|z=1−α−iπ/ log q
due to the symmetries C(x) = C(−x), x(z) = x(−z), and x(z) = −x(z − iπ/ log q).
Thus, the residues are equal and as a result we get
q1/2
(1− q)2
(
ω2 − ω′2
) ∫
C
u(z) v(z) ρ(z)∇x1(z) dz(3.20)
= −
πi q−α (q2α, q1−2α; q )∞
log q−1 (q2, q2, q4α, q2−4α; q2 )∞
× W (u(α), v(α)) ,
where 0 < Re α < 1/2.
We have established our main equation (3.20) for the case u(z) = C (x(z);ω) and
v(z) = C (x(z);ω′). The same line of consideration shows that this equation is also
true when u(z) = S (x(z);ω) and v(z) = S (x(z);ω′). The corresponding analogs of
the Wronskians in (3.20) can be written as
W (C(x(z);ω), C(x(z);ω′))(3.21)
=
2q1/4
1− q
[ω C (x(z);ω′)S (x(z − 1/2);ω)
− ω′ C (x(z);ω)S (x(z − 1/2);ω′)]
and
W (S(x(z);ω), S(x(z);ω′))(3.22)
=
2q1/4
1− q
[ω′ S (x(z);ω)C (x(z − 1/2);ω′)
− ω S (x(z);ω′)C (x(z − 1/2);ω)]
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by (2.12)–(2.13), respectively. One can see from (3.21) and (3.22) that the right side
of (3.20) vanishes in both cases when eigenvalues ω and ω′ are roots of the following
equation
Sq (x(1/4);ω) = Sq (x(1/4);ω
′) = 0.(3.23)
This is a direct analog of (1.11) for basic trigonometric functions.
In the last case, u(z) = C (x(z);ω) and v(z) = S (x(z);ω′), the left side of (3.20)
vanishes by symmetry. It is interesting to verify that by using our method as well.
Equations (3.1) to (3.18) are valid again. But now
W (u(z), v(z))|z=α = W (u(z), v(z))|z=1−α(3.24)
= W (u(z), v(z))|z=α−iπ/ log q = W (u(z), v(z))|z=1−α−iπ/ log q
due to the symmetries C(x) = C(−x), S(x) = −S(−x), x(z) = x(−z), and x(z) =
−x(z − iπ/ log q). Therefore,
q1/2
(1− q)2
(
ω2 − ω′2
) ∫
C
u(z) v(z) ρ(z)∇x1(z) dz(3.25)
= −
πi q−α (q2α, q1−2α; q )∞
2 log q−1 (q2, q2, q4α, q2−4α; q2 )∞
× [W (u(α), v(α))−W (u(α), v(α))] ≡ 0,
when 0 < Re α < 1/2.
Combining all the above cases together, we finally arrive at the continuous orthog-
onality relations for basic trigonometric functions,∫ π
0
C (cos θ;ω) C (cos θ;ω′)
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ(3.26)
=


0 if ω 6= ω′,
π
(
q1/2; q
)2
∞
(q; q)2∞
C (η;ω)
∂
∂ω
S (η;ω) if ω = ω′;
∫ π
0
S (cos θ;ω) S (cos θ;ω′)
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ(3.27)
=


0 if ω 6= ω′,
π
(
q1/2; q
)2
∞
(q; q)2∞
C (η;ω)
∂
∂ω
S (η;ω) if ω = ω′;
and ∫ π
0
C (cos θ;ω) S (cos θ;ω′)
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ = 0.(3.28)
Here η := x(1/4) =
(
q1/4 + q−1/4
)
/2 and the eigenvalues ω and ω′ satisfy the “bound-
ary” condition (3.23).
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For arbitrary ω 6= ω′ one gets from (3.20)–(3.22)∫ π
0
C (cos θ;ω) C (cos θ;ω′)
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ(3.29)
=
2π
ω2 − ω′2
(
q1/2; q
)2
∞
(q; q)2∞
× [ω C (η;ω′)S (η;ω)− ω′ C (η;ω)S (η;ω′)]
and ∫ π
0
S (cos θ;ω) S (cos θ;ω′)
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ(3.30)
=
2π
ω2 − ω′2
(
q1/2; q
)2
∞
(q; q)2∞
× [ω′ S (η;ω)C (η;ω′)− ω S (η;ω′)C (η;ω)] .
Also, in the limit ω → ω′,∫ π
0
C2 (cos θ;ω)
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ(3.31)
=
π
(
q1/2; q
)2
∞
ω (q; q)2∞
[
ω C (η;ω)
∂
∂ω
S (η;ω)
+ C (η;ω)S (η;ω)− ω
∂
∂ω
C (η;ω)S (η;ω)
]
and ∫ π
0
S2 (cos θ;ω)
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ(3.32)
=
π
(
q1/2; q
)2
∞
ω (q; q)2∞
[
ω C (η;ω)
∂
∂ω
S (η;ω)
− C (η;ω)S (η;ω)− ω
∂
∂ω
C (η;ω)S (η;ω)
]
.
We remind the reader that η is defined by η = x(1/4) =
(
q1/4 + q−1/4
)
/2. This
notation will be used throughout this work.
4. Formal Limit q → 1−
In this section we formally obtain orthogonality of the trigonometric functions
as limiting cases of our orthogonality relations (3.26)–(3.28) for basic trigonometric
functions. According to [24],
lim
q→1−
Cq
(
x, y;
1
2
ω (1− q)
)
= cosω (x+ y) ,(4.1)
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lim
q→1−
Sq
(
x, y;
1
2
ω (1− q)
)
= sinω (x+ y) .(4.2)
If ω 6= ω′ we can rewrite (3.26) as∫ π
0
C (cos θ;ω) C (cos θ;ω′)
(
e2iθ, e−2iθ; q
)
1/2
dθ = 0,(4.3)
where
(a; r)α :=
(a; r)∞
(arα; r)∞
.(4.4)
Using the limiting relation [7]
lim
q→1−
(a; r)α = (1− a)
α ,(4.5)
one can see that (
e2iθ, e−2iθ; q
)
1/2
→ 2 sin θ(4.6)
as q → 1−. Therefore, changing ω to (1− q)ω/2 in (4.3), with the help of (4.1) when
y = 0 we obtain the orthogonality relation (1.6) with l = 1. The boundary condition
(1.11) follows from (3.23) in the same limit.
When ω = ω′ we can rewrite (3.26) as∫ π
0
C2 (cos θ;ω)
(
e2iθ, e−2iθ; q2
)
1/2
dθ(4.7)
=
π (1− q)
Γ2q (1/2)
C (η;ω)
∂
∂ω
S (η;ω) ,
where η =
(
q1/4 + q−1/4
)
/2 and
Γq (z) = (1− q)
1−z (q; q)∞
(qz; q)∞
(4.8)
is a q-analog of Euler’s gamma function Γ (z) (see, for example, [7]). Changing ω to
(1− q)ω/2 in (4.8), with the aid of
lim
q→1−
Γq (z) = Γ (z) ,(4.9)
we get
2
∫ 1
−1
cos2 πnx dx =
2π
Γ2 (1/2)
cos2 πn = 2,(4.10)
where n = ±1,±2, ... , in the limit q → 1−.
In a similar manner one can obtain (1.7) and (1.8) from (3.27) and (3.28), respec-
tively.
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5. Some Properties of Zeros
In Section 3 we have established the orthogonality relations for the basic trigono-
metric functions (3.26)–(3.28) under the boundary condition (3.23). Here we would
like to discuss some properties of ω-zeros of the corresponding basic sine function,
S (η;ω) =
(−ω2; q2)∞
(−qω2; q2)∞
ω
1− q1/2
(5.1)
× 2ϕ1
(
−q3/2, −q5/2
q3
; q2, −ω2
)
=
(
q3/2ω2; q
)
∞
(q3,−qω2; q2)∞
ω
1− q1/2
× 2ϕ2
(
−ω2, −qω2
q3/2ω2, q5/2ω2
; q2, q3
)
,
and the basic cosine function,
C (η;ω) =
(−ω2; q2)∞
(−qω2; q2)∞
(5.2)
× 2ϕ1
(
−q1/2, −q3/2
q
; q2, −ω2
)
=
(
q1/2ω2; q
)
∞
(q,−qω2; q2)∞
× 2ϕ2
(
−ω2, −qω2
q1/2ω2, q3/2ω2
; q2, q
)
.
One can see that these functions have almost the same structure as the q-Bessel
function discussed in [12], [13]. So we can apply a similar method to establish main
properties of zeros of the functions (5.1)–(5.2).
The first property is that the q-sine function S (η;ω) has an infinity of real ω-zeros.
To prove that we can again consider the large ω-asymptotics of the function (5.1).
The 2ϕ1 here can be transformed by (III.1) of [7], which gives
S (η;ω) =
(
−q5/2, q3/2ω2; q2
)
∞
(q3,−qω2; q2)∞
ω
1− q1/2
(5.3)
× 2ϕ1
(
−q1/2, −ω2
q3/2ω2
; q2, −q5/2
)
.
For large values of ω, such that ω2 6= q−3/2−2n where n = 0, 1, 2, ... ,
2ϕ1
(
−q1/2, −ω2
q3/2ω2
; q2, −q5/2
)
(5.4)
→ 1ϕ0
(
−q1/2
−
; q2, q
)
=
(
−q3/2; q2
)
∞
(q; q2)∞
,
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by the q-binomial theorem. Therefore, as ω →∞,
S (η;ω) =
(
−q1/2; q
)
∞
(q; q2)2∞
(5.5)
× ω
(
q3/2ω2; q2
)
∞
(−qω2; q2)∞
[1 + o(1)] ,
by (5.3) and (5.4). But the function(
q3/2ω2; q2
)
∞
oscillates and has an infinity of real zeros as ω approaches infinity. Indeed, consider
the points ω = γn, such that
γ2n = β
2q−2n,(5.6)
where n = 0, 1, 2, ... and q1/2 < β2 < q−3/2, as test points. Then, by using (I.9) of [7],
S (η; γn) =
(
−q1/2; q
)
∞
(q; q2)2∞
β
(
q3/2β2; q2
)
∞
(−qβ2; q2)∞
(5.7)
× (−1)n q−n/2
(
q1/2/β2; q2
)
n
(−q/β2; q2)n
[1 + o(1)] ,
as n→ ∞, and one can see that the right side of (5.7) changes sign infinitely many
times at the test points ω = γn as ω approaches infinity.
In a similar manner, one can prove that the q-cosine function C (η;ω) has an
infinity of real ω-zeros also.
Thus we have established the following theorem.
Theorem 5.1. The basic sine S (η;ω) and basic cosine C (η;ω) functions have an
infinity of real ω-zeros when 0 < q < 1.
Now we can prove our next result.
Theorem 5.2. The basic sine S (η;ω) and basic cosine C (η;ω) functions have only
real ω-zeros when 0 < q < 1.
Proof. Suppose that ω0 is a zero of the basic sine function (5.1) which is not real. It
follows from (5.1) and (III.4) of [7] that
S (η;ω) =
(
q5/2ω2; q2
)
∞
(−qω2; q2)∞
ω
1− q1/2
(5.8)
× 2ϕ2
(
−q3/2, −q5/2
q3, q5/2ω2
; q2, q3/2ω2
)
.
Now we can see that ω0 is not purely imaginary, because otherwise our function would
be a multiple of a positive function.
Let ω1 be the complex number conjugate to ω0, so that ω1 is also a zero of (5.1)
because this function is a real function of ω. Since ω20 6= ω
2
1 the integral in the
orthogonality relation (3.26) equals zero, but the integrand on the left is positive,
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and so we have obtained a contradiction. Hence a complex zero ω0 cannot exist. One
can consider the case of the basic cosine function in a similar fashion.
Theorem 5.3. If 0 < q < 1, then the real ω-zeros of the basic sine S (η;ω) and basic
cosine C (η;ω) functions are simple.
Proof. This follows directly from the relations (3.31) and (3.32). Consider, for exam-
ple, the case of the basic sine function. If ω = ω′, then the integral in the left side of
(3.31) is positive, which means that
∂
∂ω
S (η;ω) 6= 0 when S (η;ω) = 0. The same is
true for the zeros of the basic cosine function.
Our next property is that the positive zeros of the basic sine function S (η;ω) are
interlaced with those of the basic cosine function C (η;ω).
Theorem 5.4. If ω1, ω2, ω3, ... are the positive zeros of S (η;ω) arranged in ascending
order of magnitude, and ̟1, ̟2, ̟3, ... are those of C (η;ω), then
0 = ω0 < ̟1 < ω1 < ̟2 < ω3 < ̟3 < ... ,(5.9)
if 0 < q < 1.
Proof. Suppose that ωk and ωk+1 are two successive zeros of S (η;ω). Then the
derivative
∂
∂ω
S (η;ω) has different signs at ω = ωk and ω = ωk+1. This means, in
view of (3.32), that C (η;ω) changes its sign between ωk and ωk+1 and , therefore,
has at least one zero on each interval (ωk, ωk+1).
To complete the proof of the theorem, we should show that C (η;ω) changes its
sign on each interval (ωk, ωk+1) only once. Suppose that C (η;̟k) = C (η;̟k+1) = 0
and ωk < ̟k < ̟k+1 < ωk+1. Then, by (3.32), the function S (η;ω) has different
signs at ω = ̟k and ω = ̟k+1 and, therefore, this function has at least one more
zero on (ωk, ωk+1). So, we have obtained a contradiction, and, therefore, the basic
cosine function C (η;ω) has exactly one zero between any two successive zeros of the
basic sine function S (η;ω).
The proof of Theorem 5.1 has strongly indicated that asymptotically the large
ω-zeros of the basic sine function S (η;ω) are
ωn = ±κn q
−n, q1/4 ≤ κn < q
−3/4(5.10)
as n→∞. The same consideration as in [11] and [13] shows that S (η;ω) changes sign
only once between any two successive test points ω = γn and ω = γn+1 determined
by (5.6) for large values of n. We include details of this proof in Section 16 to make
this work as self-contained as possible.
Our next theorem provides a more accurate estimate for the distribution of the
large zeros of this function.
Theorem 5.5. If ω1, ω2, ω3, ... are the positive zeros of S (η;ω) arranged in ascending
order of magnitude, then
ωn = q
1/4−n + o (1) ,(5.11)
as n→∞.
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Proof. In view of (5.1) and (III.32) of [7],
S (η;ω) =
ω
1− q1/2
(
−q3/2,−q5/2, q3/2ω2, q1/2/ω2; q2
)
∞
(q, q3,−qω2,−q2/ω2; q2)∞
(5.12)
× 2ϕ1
(
−q1/2, −q3/2
q
; q2, −
q
ω2
)
+
ω
1− q1/2
(
−q1/2,−q3/2, q5/2ω2, q−1/2/ω2; q2
)
∞
(q−1, q3,−qω2,−q2/ω2; q2)∞
× 2ϕ1
(
−q3/2, −q5/2
q3
; q2, −
q
ω2
)
,
which gives the large ω-asymptotic of S (η;ω). When ω = q1/4−n and n = 1, 2, 3, ...,
the first term in (5.12) vanishes and we get
S
(
η; q1/4−n
)
= (−1)n qn/2−1/4
1 + q1/2
1− q1/2
(
−q3/2; q2
)
n
(−q1/2; q2)n
(5.13)
× 2ϕ1
(
−q3/2, −q5/2
q3
; q2, −q2n+1/2
)
with the help of (I.9) of [7], Thus,
lim
n→∞
S
(
η; q1/4−n
)
= 0,(5.14)
which proves our theorem.
In a similar fashion, one can establish the following theorem.
Theorem 5.6. If ̟1, ̟2, ̟3, ... are the positive zeros of C (η;ω) arranged in ascend-
ing order of magnitude, then
̟n = q
3/4−n + o (1) ,(5.15)
as n→∞.
The asymptotic formulas (5.11) and (5.15) for large ω-zeros of the basic sine S (η;ω)
and basic cosine C (η;ω) functions confirm the interlacing property (5.9) from The-
orem 5.4.
Let us also discuss the large ω-asymptotics of the basic sine S (x;ω) and basic
cosine C (x;ω) functions when x = cos θ belongs to the interval of orthogonality
−1 < x < 1. From (2.1) and (2.2) one gets
C (cos θ;ω) = 2ϕ1
(
−e2iθ, −e−2iθ
q
; q2, −qω2
)
(5.16)
=
(
−e−2iθ,−qe−2iθ, qω2e2iθ, e−2iθ/ω2; q2
)
∞
(q, e−4iθ,−qω2,−q/ω2; q2)∞
× 2ϕ1
(
−e2iθ, −qe2iθ
q2e4iθ
; q2, −
q2
ω2
)
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+
(
−e2iθ,−qe2iθ, qω2e−2iθ, e2iθ/ω2; q2
)
∞
(q, e4iθ,−qω2,−q/ω2; q2)∞
× 2ϕ1
(
−e−2iθ, −qe−2iθ
q2e−4iθ
; q2, −
q2
ω2
)
and
S (cos θ;ω) =
2q1/4ω
1− q
cos θ(5.17)
× 2ϕ1
(
−qe2iθ, −qe−2iθ
q3
; q2, −qω2
)
=
2q1/4ω
1− q
cos θ
×
[(
−qe−2iθ,−q2e−2iθ, q2ω2e2iθ, e−2iθ/ω2; q2
)
∞
(q3, e−4iθ,−qω2,−q/ω2; q2)∞
× 2ϕ1
(
−e2iθ, −qe2iθ
q2e4iθ
; q2, −
q2
ω2
)
+
(
−qe2iθ,−q2e2iθ, q2ω2e−2iθ, e2iθ/ω2; q2
)
∞
(q3, e4iθ,−qω2,−q/ω2; q2)∞
× 2ϕ1
(
−e−2iθ, −qe−2iθ
q2e−4iθ
; q2, −
q2
ω2
)]
by (III.3) and (III.32) of [7]. For |x| < 1, |q| < 1 and large ω it is clear from (5.16)
and (5.17) that the leading terms in the asymptotic expansions of C (cos θ;ω) and
S (cos θ;ω) are given by
C (cos θ;ω) ∼
(
−e−2iθ; q
)
∞
(q, e−4iθ; q2)∞
(
qω2e2iθ; q2
)
∞
(−qω2; q2)∞
(5.18)
+
(
−e2iθ; q
)
∞
(q, e4iθ; q2)∞
(
qω2e−2iθ; q2
)
∞
(−qω2; q2)∞
and
S (cos θ;ω) ∼
2q1/4ω
1− q
cos θ(5.19)
×
[ (
−qe−2iθ; q
)
∞
(q3, e−4iθ; q2)∞
(
q2ω2e2iθ; q2
)
∞
(−qω2; q2)∞
+
(
−qe2iθ; q
)
∞
(q3, e4iθ; q2)∞
(
q2ω2e−2iθ; q2
)
∞
(−qω2; q2)∞
]
,
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respectively. In particular, when ω = ωn are large zeros of the basic sine function
S (η;ω) we can estimate
C (cos θ;ωn) ∼ C
(
cos θ; q1/4−n
)
,(5.20)
S (cos θ;ωn) ∼ S
(
cos θ; q1/4−n
)
(5.21)
due to (5.11) as n→∞. Relations (5.18)–(5.21) lead to the following theorem.
Theorem 5.7. For −1 < x = cos θ < 1 and |q| < 1 the leading term in the asymp-
totic expansion of C (cos θ;ωn) as n→∞ is given by
C
(
cos θ; q1/4−n
)
∼ 2
(
q1/2; q
)
∞
(q; q2)2∞
(5.22)
×
∣∣A (eiθ)∣∣ cos ((2θ + π)n− χ) ,
where
A
(
eiθ
)
=
(
1− q1/2e2iθ
) (q3/2e−2iθ, q5/2e2iθ; q2)
∞
(e2iθ; q)∞
,(5.23)
∣∣A (eiθ)∣∣−2 =
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
,(5.24)
and
χ = argA
(
eiθ
)
.(5.25)
For −1 < x = cos θ < 1 and |q| < 1 the leading term in the asymptotic expansion
of S (cos θ;ωn) as n→∞ is given by
S
(
cos θ; q1/4−n
)
∼ 2
(
q1/2; q
)
∞
(q; q2)2∞
(5.26)
×
∣∣B (eiθ)∣∣ cos ((2θ + π) (n− 1)− ψ) ,
where
B
(
eiθ
)
= eiθ
(
q1/2e−2iθ, q3/2e2iθ; q2
)
∞
(e2iθ; q)∞
,(5.27)
∣∣B (eiθ)∣∣−2 =
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
,(5.28)
and
ψ = argB
(
eiθ
)
.(5.29)
From (5.23) and (5.27),
A
(
eiθ
)
= eiθ
(
e−2iθ; q
)
∞
(e2iθ; q)∞
B
(
e−iθ
)
.(5.30)
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It is worth mentioning also that the factor
∣∣A (eiθ)∣∣−2 = ∣∣B (eiθ)∣∣−2 coinsides with the
weight function in our orthogonality relations (3.26)–(3.28) for the basic trigonometric
functions.
In a similar fashion, one can use the first lines in (5.16), (5.17), and Exercise 3.8
of [7] (see also the same line of reasonings in [8]) to establish complete asymptotic
expansions of the basic sine and cosine functions for the large values of ω.
Theorem 5.8. For −1 < x = cos θ < 1 and |q| < 1 complete asymptotic expansions
of C (cos θ;ω) and S (cos θ;ω) as |ω| → ∞ are given by
C (cos θ;ω) =
(
qω2e2iθ; q2
)
∞
(e−2iθ; q)∞ (q,−qω
2; q2)∞
(5.31)
×
∞∑
n=0
q2n
(
−e2iθ; q
)
2n
(q2, q2e4iθ; q2)n
(
qω2e2iθ; q2
)−1
n
+
(
qω2e−2iθ; q2
)
∞
(e2iθ; q)∞ (q,−qω
2; q2)∞
×
∞∑
n=0
q2n
(
−e−2iθ; q
)
2n
(q2, q2e−4iθ; q2)n
(
qω2e−2iθ; q2
)−1
n
and
S (cos θ;ω) = eiθ
(
q2ω2e2iθ; q2
)
∞
(e−2iθ; q)∞ (q,−qω
2; q2)∞
(5.32)
×
∞∑
n=0
q2n+1/4
(
−qe2iθ; q
)
2n
(q2, q2e4iθ; q2)n
(
q2ω2e2iθ; q2
)−1
n
+e−iθ
(
q2ω2e−2iθ; q2
)
∞
(e2iθ; q)∞ (q,−qω
2; q2)∞
×
∞∑
n=0
q2n+1/4
(
−qe−2iθ; q
)
2n
(q2, q2e−4iθ; q2)n
(
qω2e−2iθ; q2
)−1
n
.
The asymptotic expansions (5.31)–(5.32) are not in terms of the usual asymptotic
sequence
{
(xω)−n
}∞
n=0
, but are sums of two complete asymptotic expansions in terms
of the “inverse generalized powers”
(
q2ω2e±2iθ; q2
)−1
n
(cf. [8]).
Remark 5.1. Mourad Ismail pointed out to our attention the following quadratic
transformation formula
2ϕ1
(
−qν+1, −qν+2
q2ν+2
; q2, −r2/4
)
(5.33)
=
(q; q)∞
(qν+1; q)∞
(2/r)ν
(−r2/4; q2)∞
J (2)ν (r; q) ,
where |r| < 2, relating the 2ϕ1 of a given structure with Jackson’s basic Bessel
functions J
(2)
ν (r; q). A similar relation was earlier found by Rahman [22]. This
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transformation shows that our basic sine S (η;ω) and basic cosine C (η;ω) functions
are just multiples of J
(2)
1/2 (2ω; q) and J
(2)
−1/2 (2ω; q), namely,
S (η;ω) =
(q; q)∞
(q1/2; q)∞
ω1/2
(−qω2; q2)∞
J
(2)
1/2 (2ω; q) ,(5.34)
C (η;ω) =
(q; q)∞
(q1/2; q)∞
ω1/2
(−qω2; q2)∞
J
(2)
−1/2 (2ω; q) .(5.35)
The main properties of zeros of the q-Bessel functions J
(2)
ν (r; q) were established in
Ismail’s papers [9] and [10] by a different method. This gives independent proofs
of our Theorems 5.1–5.4. Some monotonicity properties of zeros of J
(2)
ν (r; q) were
discussed in [14]. Chen, Ismail, and Muttalib [8] have found a complete asymptotic
expansion of J
(2)
ν (r; q) for the large argument,
J (2)ν (r; q) =
(
q1/2; q
)
∞
2 (q; q)∞
(r
2
)ν
(5.36)
×
[(
i
r
2
q(ν+1/2)/2; q1/2
)
∞
×
∞∑
n=0
qn/2
(
qν+1/2; q
)
n
(q; q)n
(
i
r
2
q(ν+1/2)/2; q1/2
)−1
n
+
(
−i
r
2
q(ν+1/2)/2; q1/2
)
∞
×
∞∑
n=0
qn/2
(
qν+1/2; q
)
n
(q; q)n
(
−i
r
2
q(ν+1/2)/2; q1/2
)−1
n
]
.
This follows also from Exersises 3.15 and 3.8 of [7]. Equations (5.34)–(5.36) result in
(5.11) and (5.15).
6. Evaluation of Some Constants
In this section we shall find explicitly the values of the normalization constants in
the right sides of the orthogonality relations (3.26)–(3.27) for the basic sine and basic
cosine functions. First, we evaluate the integral
2k (ω) =
∫ π
0
(
C2 (cos θ;ω) + S2 (cos θ;ω)
)
(6.1)
×
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ
=
∫ π
0
C (cos θ,− cos θ;ω)
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ,
where we have used the identity (4.14) of [24],
C (x,−x;ω) = C2 (x;ω) + S2 (x;ω) .(6.2)
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In view of (2.3), for |ω| < 1 one can write
2
(−qω2; q2)∞
(−ω2; q2)∞
k (ω) =
∞∑
n=0
(
−ω2
)n (q1/2; q)n
(q,−q,−q1/2; q)n
(6.3)
×
∫ π
0
(
e2iθ, e−2iθ; q
)
∞
(qn+1/2e2iθ, qn+1/2e−2iθ; q)∞
dθ.
The integral in the right side is a special case of the Askey–Wilson integral [4],∫ π
0
(
e2iθ, e−2iθ; q
)
∞
(qn+1/2e2iθ, qn+1/2e−2iθ; q)∞
dθ(6.4)
=
2π (q2n+2; q)∞
(q,−qn+1/2, qn+1,−qn+1, qn+1,−qn+1,−qn+3/2; q)∞
.
Therefore,
2
(−qω2; q2)∞
(−ω2; q2)∞
k (ω) =
2π
(
q1/2; q
)
∞
(q, q,−q,−q1/2; q)∞
(6.5)
×
∞∑
n=0
(−ω2)
n
1− qn+1/2
,
where we have used the identity(
q2n+2; q
)
∞
=
(
qn+1,−qn+1, qn+3/2,−qn+3/2; q
)
∞
.
But,
∞∑
n=0
(−ω2)
n
1− qn+1/2
=
1
1− q1/2
2ϕ1
(
q, q1/2
q3/2
; q,−ω2
)
=
(
q,−q1/2ω2; q
)
∞
(q1/2,−ω2; q)∞
2ϕ1
(
q1/2, −ω2
−q1/2ω2
; q, q
)
by (III.1) of [7]. The last line provides an analytic continuation of this sum in the
complex ω-plane. Finally, we obtain
k (ω) =
1
2
∫ π
0
(
C2 (cos θ;ω) + S2 (cos θ;ω)
)
(6.6)
×
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ
= π
(
q1/2,−q1/2ω2; q
)
∞
(q,−ω2; q)∞
(−ω2; q2)∞
(−qω2; q2)∞
(6.7)
× 2ϕ1
(
q1/2, −ω2
−q1/2ω2
; q, q
)
.
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The second line gives the large asymptotic of the function k (ω),
k (ω) = π
(
−q1/2ω2; q
)
∞
(−ω2; q)∞
(−ω2; q2)∞
(−qω2; q2)∞
[
1 + o
(
ω−2
)]
,(6.8)
as ω2 → ∞ but ω2 6= −q−n−1/2 for a positive integer n. In particular, when ω = ωn
are large zeros of the basic sine function S (η;ω) one gets as n→∞
k (ωn) ∼ k
(
q1/4−n
)
∼ 2π
(−q; q)2∞
(−q1/2; q)
2
∞
(6.9)
by (5.11) and (I.9) of [7].
With the aid of (6.6)–(6.7) one can now rewrite (3.31) and (3.32) in more explicit
form, ∫ π
0
C2 (cos θ;ω)
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ(6.10)
= k (ω) +
π
(
q1/2; q
)2
∞
ω (q; q)2∞
C (η;ω)S (η;ω)
and ∫ π
0
S2 (cos θ;ω)
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ(6.11)
= k (ω)−
π
(
q1/2; q
)2
∞
ω (q; q)2∞
C (η;ω)S (η;ω) .
These basic integrals are, obviously, q-extensions of the following elementary integrals∫ 1
−1
cos2 ωx dx = 1 +
1
ω
sinω cosω,(6.12)
∫ 1
−1
sin2 ωx dx = 1−
1
ω
sinω cosω,(6.13)
respectively.
When ω satisfies the boundary condition (3.32) the last terms in the right sides
of (6.10) and (6.11) vanish and we obtain the values of the normalization constants
in the orthogonality relations (3.26)–(3.28) in terms of the function k (ω) defined by
(6.7).
7. Orthogonality Relations for q-Exponential Functions
Euler’s formula,
eiωx = cosωx+ i sinωx,(7.1)
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allows us to rewrite the orthogonality relations for the trigonometric functions (1.6)–
(1.8) in a complex form,
1
2l
∫ l
−l
exp
(
i
πm
l
x
)
exp
(
−i
πn
l
x
)
dx = δmn,(7.2)
where
δmn =
{
1 if m = n,
0 if m 6= n.
(7.3)
The q-analog of Euler’s formula (7.1) is
Eq (x; iω) = Cq (x;ω) + iSq (x;ω) ,(7.4)
where Eq (x;α) with α = iω is the q-exponential function introduced in [15] (see
also [5] and [24], we shall use the same notations as in [24]); Cq (x;ω) and Sq (x;ω)
are basic cosine and sine functions defined by (2.1) and (2.2), respectively. Our
orthogonality relations for the basic trigonometric functions (3.26)–(3.28) result in
the following orthogonality property for the q-exponential function
1
2k (ωn)
∫ π
0
Eq (cos θ; iωm) Eq (cos θ;−iωn)(7.5)
×
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ = δmn,
where ωm, ωn = 0,±ω1,±ω2,±ω3, ... and ω0 = 0, ω1, ω2, ω3, ..., are nonnegative zeros
of the basic sine function S (η;ω) arranged in ascending order of magnitude; the
normalization constants k (ωn) are defined by (6.7).
A basic analog of
eiω(x+y) = cosω (x+ y) + i sinω (x+ y)(7.6)
is
Eq (x, y; iω) = Cq (x, y;ω) + iSq (x, y;ω) ,(7.7)
see [15] and [24]. The general exponential function on a q-quadratic grid Eq (x, y; iω)
has the following orthogonality property.
Theorem 7.1. ∫ π
0
Eq (cos θ, cosϕ; iωm) Eq (cos θ, cosϕ
′;−iωn)(7.8)
×
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ
= 2k (ωn) Eq (cosϕ; iωn) Eq (cosϕ
′;−iωn) δmn,
where ωm, ωn = 0,±ω1,±ω2,±ω3, ... and ω0 = 0, ω1, ω2, ω3, ..., are nonnegative zeros
of the basic sine function S (η;ω) arranged in ascending order of magnitude; the
normalization constants k (ωn) are defined by (6.7).
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Proof. Using of the “addition” theorem for basic exponential functions [24],
Eq (x, y; iω) = Eq (x; iω) Eq (y; iω) ,(7.9)
and the orthogonality relation (7.5) one gets (7.8).
In a similar fashion, we can establish the following results.
Theorem 7.2. ∫ π
0
C (cos θ, cosϕ;ωm) C (cos θ, cosϕ
′;ωn)(7.10)
×
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ
=
{
0 if m 6= n,
k (ωn) C (cosϕ,− cosϕ
′;ωn) if m = n;
∫ π
0
S (cos θ, cosϕ;ωm) S (cos θ, cosϕ
′;ωn)(7.11)
×
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ
=
{
0 if m 6= n,
k (ωn) C (cosϕ,− cosϕ
′;ωn) if m = n;
and ∫ π
0
C (cos θ, cosϕ;ωm) S (cos θ, cosϕ
′;ωn)(7.12)
×
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ
=
{
0 if m 6= n,
k (ωn) S (cosϕ,− cosϕ
′;ωn) if m = n;
where ωm, ωn = ω1, ω2, ω3, ..., are positive zeros of the basic sine function S (η;ω)
arranged in ascending order of magnitude; the normalization constants k (ωn) are
defined by (6.7).
Proof. Use the “addition” theorem for the basic trigonometric functions [24] and the
orthogonality relations (3.26)–(3.28).
8. Basic Fourier Series
By analogy with (1.2) we can now introduce a q-version of Fourier series,
f (cos θ) = a0 +
∞∑
n=1
(anCq (cos θ;ωn) + bnSq (cos θ;ωn)) ,(8.1)
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where ω0 = 0, ω1, ω2, ω3, ..., are nonnegative zeros of the basic sine function S (η;ω)
arranged in ascending order of magnitude, and
a0 =
1
2k (0)
∫ π
0
f (cos θ)(8.2)
×
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ,
an =
1
k (ωn)
∫ π
0
f (cos θ) Cq (cos θ;ωn)(8.3)
×
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ,
bn =
1
k (ωn)
∫ π
0
f (cos θ) Sq (cos θ;ωn)(8.4)
×
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ.
The complex form of the basic Fourier series (8.1) is
f (cos θ) =
∞∑
n=−∞
cn Eq (cos θ; iωn)(8.5)
with
cn =
1
2k (ωn)
∫ π
0
f (cos θ) Eq (cos θ;−iωn)(8.6)
×
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ
where ωn = 0,±ω1,±ω2,±ω3, ... and ω0 = 0, ω1, ω2, ω3, ..., are nonnegative zeros
of the basic sine function S (η;ω) arranged in ascending order of magnitude; the
normalization constants k (ωn) are defined by (6.7). These expressions, of course,
merely indicate how the coefficients of our basic Fourier series are to be determined
on the hypothesis that the expansion exists and is uniformly convergent. We shall
study the question of convergence of the series (8.1) and (8.5) in the next sections.
The q-Fourier series of f in either of the forms (8.1) and (8.5) will be denoted in a
usual manner by S [f ].
9. Completeness of the q-Trigonometric System
Completeness of the trigonometric system {eiπnx}
∞
n=−∞ on the interval (−1, 1) is
one of the fundamental facts in the theory of trigonometric series (see, for example,
[1], [18], [20], [19] and [30]). In this section we shall prove a similar property for the
system of basic trigonometric function {Eq (x; iωn)}, where ωn = 0,±ω1,±ω2,±ω3, ...
and ω0 = 0, ω1, ω2, ω3, ..., are nonnegative zeros of the basic sine function S (η;ω)
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arranged in ascending order of magnitude. But first we need to discuss connections
between the basic trigonometric functions and the continuous q-Hermite polynomials.
The continuous q-Hermite polynomials,
Hn (cos θ|q) =
n∑
k=0
(q; q)n
(q; q)k (q; q)n−k
ei(n−2k)θ,(9.1)
have two generating functions,
∞∑
n=0
rn
(q; q)n
Hn (cos θ|q) =
1
(reiθ, re−iθ; q)∞
,(9.2)
when |r| < 1 and
∞∑
n=0
qn
2/4
(q; q)n
αnHn (cos θ|q) =
(
qα2; q2
)
∞
Eq (cos θ;α)(9.3)
(see, for example, [7], [15], and [24]).
Lemma 9.1. The following functions
e (x, α) =
(
qα2; q2
)
∞
Eq (x;α) ,(9.4)
s(ω) =
(
−qω2; q2
)
S (η;ω)(9.5)
=
1
2i
(e(x, iω)− e(x,−iω)) ,
and
c(ω) =
(
−qω2; q2
)
C (η;ω)(9.6)
=
1
2
(e(x, iω) + e(x,−iω))
are entire functions in α and ω, respectively, of order zero for all real values of x.
Proof. The generating function (9.3) gives a power series expansion for the function
(9.4),
e (x, α) =
∞∑
n=0
hn α
n(9.7)
with
hn = hn(x) =
qn
2/4
(q; q)n
Hn (x|q) .(9.8)
The radius of convergence of this series is infinity, because
1
R
= lim
n→∞
(|hn|)
1/n(9.9)
= lim
n→∞
(∣∣∣∣∣ q
n2/4
(q; q)n
Hn (x|q)
∣∣∣∣∣
)1/n
= 0.
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Thus, e (x, α) is an entire function in α. The order of this entire function is [19]
lim
n→∞
(
n log n
− log |hn|
)
(9.10)
= lim
n→∞
(
n logn
− log |qn2/4 Hn (x|q) / (q; q)n|
)
= 0.
Functions (9.5) and (9.6) are just a sum or difference of two functions of type (9.4),
so they are also entire functions of order zero. This proves the lemma.
The next step is to establish the following inequalities.
Lemma 9.2. Let − cosh τ ≤ −1 ≤ x ≤ 1 ≤ cosh τ, where x = cos θ, 0 ≤ θ ≤ π, and
τ ≥ 0. Then
|e (cos θ;α)| ≤ e (cosh τ ; |α|)(9.11)
and
e (cosh τ ; |α|) ≤ e (cosh τ1; |α|)(9.12)
if τ < τ1.
Proof. One can rewrite (9.1) as
Hn (cos θ|q) = 2
[n/2]∑
k=0
(q; q)n
(q; q)k (q; q)n−k
cos (n− 2k) θ.(9.13)
Thus,
|Hn (cos θ|q)| ≤ 2
[n/2]∑
k=0
(q; q)n
(q; q)k (q; q)n−k
cosh (n− 2k) τ(9.14)
= Hn (cosh τ |q) .
Estimating both sides of (9.3) gives∣∣(qα2; q2)
∞
Eq (cos θ;α)
∣∣
≤
∞∑
n=0
qn
2/4
(q; q)n
|α|n |Hn (cos θ|q)|
≤
∞∑
n=0
qn
2/4
(q; q)n
|α|nHn (cosh τ |q)
=
(
q |α|2 ; q2
)
∞
Eq (cosh τ ; |α|)
by (9.14) and (9.3). This proves (9.11). The monotonicity property (9.12) follows
from the monotonicity of the hyperbolic cosine function.
It is clear that the system {Eq (x; iωn)}
∞
n=−∞ is complete if the equivalent system
{e (x, iωn)}
∞
n=−∞ is closed.
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Suppose that the system {e (x, iωn)}
∞
n=−∞ is not closed on (−1, 1). This means
that there exists at least one function φ(x), not identically zero, such that∫ 1
−1
φ(x) e (x, iωn) ρ(x) dx = 0, n = 0,±1,±2, ...,(9.15)
where ρ(x) is the absolutely continuous measure in the orthogonality relation (7.5).
Then, the function
f(ω) =
∫ 1
−1
φ(x) e (x, iωn) ρ(x) dx(9.16)
is an entire function of order zero and f(ωn) = 0 for all n = 0,±1,±2, .... Thus the
study of closure amounts to the study of zeros of a certain entire function.
Suppose that φ(x) is integrable on (−1, 1),∫ 1
−1
|φ(x)| ρ(x) dx = A <∞.(9.17)
Then
|f(ω)| ≤
∫ 1
−1
|φ(x) e (x, iω)| ρ(x) dx(9.18)
≤ e (cosh τ, |ω|)
×
∫ 1
−1
|φ(x)| ρ(x) dx
= A e (cosh τ, |ω|)
by (9.11) and (9.17).
Consider the quotient
g(ω) =
f(ω)
s(ω)
(9.19)
of two entire functions, f(ω) and s(ω) defined by (9.16) and (9.5), respestively. The
functions f(ω) and s(ω) have the same zeros, so g(ω) is an entire function. The order
of this entire function is zero because both f(ω) and s(ω) are of order zero (see [19],
Corollary of Theorem 12 on p. 24). Moreover, this function g(ω) is bounded on a
straight line parallel to the imaginary axis. Indeed, let ω = γ + iδ. Using the same
arguments as in Section 5 one can see that
lim
|δ|→∞
∣∣∣∣ s(iδ)e(η, |δ|)
∣∣∣∣ <∞.(9.20)
From this condition and the inequality (9.18), it follows that the entire function g(ω)
is bounded on the imaginary axis. But an entire function of order zero bounded on
a line must be a constant (see Theorems 21–22 and Corollary on pp. 49–51 of [19]).
Then,
f(ω) = c s(ω)(9.21)
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and, therefore,
|c| =
∣∣∣∣
∫ 1
−1
φ(x)
e (x, iω)
s(ω)
ρ(x) dx
∣∣∣∣(9.22)
≤
∫ 1
−1
∣∣∣∣φ(x) e (x, iω)s(ω)
∣∣∣∣ ρ(x) dx
≤ A
∣∣∣∣Eq (cosh τ ; |ω|)S(cosh τ1; |ω|)
∣∣∣∣→ 0
as |ω| → ∞ and τ < τ1. Thus, f(ω) is identically zero and the function φ(x) does
not exist.
We have established the following theorem.
Theorem 9.3. The system of the basic trigonometric function {Eq (x; iωn)}, where
n = 0,±1,±2, ... and ω0 = 0, ω1, ω2, ω3, ..., are nonnegative zeros of the basic sine
function S (η;ω) arranged in ascending order of magnitude, is complete on (−1, 1).
As corollaries we have the following results.
Theorem 9.4. If f(x) and g(x) have the same q-Fourier series, then f ≡ g.
Proof. The q-Fourier coefficients of f − g all vanish, so that f − g ≡ 0.
Theorem 9.5. If f(x) is continuous and S [f ], the q-Fourier series of function f ,
converges uniformly, then its sum is f(x).
Proof. Let g(x) denote the sum of S [f ], the q-Fourier series in the right side of (8.5).
Then the coefficients of S [f ] are q-Fourier coefficients of g. Hence, S [f ] = S [g], so
that f ≡ g and, f and g being continuous, f(x) ≡ g(x).
Bessel’s inequality for the q-trigonometric system {Eq (x; iωn)}
∞
n=−∞, where ω0 =
0, ω1, ω2, ω3, ..., are nonnegative zeros of the basic sine function S (η;ω) arranged in
ascending order of magnitude, takes the form
N∑
n=−N
|cn|
2 ≤
∫ 1
−1
|f(x)|2 ρ(x) dx(9.23)
provided f ∈ L2ρ (−1, 1), which means that |f(x)|
2 is integrable on (−1, 1) with
respect to the weight function ρ(x) in the orthogonality relation (7.5). Here cn are
the q-Fourier coefficients of f(x) defined by (8.6). When N → ∞ we get Parseval’s
formula
∞∑
n=−∞
|cn|
2 =
∫ 1
−1
|f(x)|2 ρ(x) dx(9.24)
due to the completeness of the q-trigonometric system {Eq (x; iωn)}
∞
n=−∞ and the
space L2ρ (−1, 1) [1], [18]. It follows that the q-Fourier coefficients cn tend to zero if
f ∈ L2ρ (−1, 1).
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10. Bilinear Generating Function
In this section we shall derive the following bilinear generating relation,
∞∑
n=−∞
(−qr2ω2n; q
2)∞
(−qω2n; q
2)∞
k−1 (ωn)(10.1)
× Eq (cos θ; iωn) Eq (cosϕ;−irωn)
=
(
q, r2, q1/2e2iθ, q1/2e−2iθ; q
)
∞
π (reiθ+iϕ, reiθ−iϕ, reiϕ−iθ, re−iθ−iϕ; q)∞
,
for the basic exponential functions. Here as before ωn = 0,±ω1,±ω2,±ω3, ... and
ω0 = 0, ω1, ω2, ω3, ... are nonnegative zeros of the basic sine function S (η;ω) arranged
in ascending order of magnitude. We shall use this generating function for a further
investigation of the convergence of the basic Fourier series (8.5) in the subsequent
section.
Let us establish a connecting relation of the form,
(qα2r2; q2)∞
(qα2; q2)∞
Eq (cos θ;αr)(10.2)
=
1
2π
∫ π
0
(q, r2, e2iϕ, e−2iϕ; q)∞
(reiθ+iϕ, reiθ−iϕ, reiϕ−iθ, re−iθ−iϕ; q)∞
× Eq (cosϕ;α) dϕ,
where |r| < 1. One can easily see that if we could prove the uniform convergence
in the variable x = cos θ of the series in the left side of (10.1), than the integral in
(10.2) gives the correct values of the basic Fourier coefficients (see (8.5)–(8.6)), which
verifies the generating relation (10.1) by Theorem 9.5. So, one needs to give a prove
of (10.2) first.
The continuous q-Hermite polynomials have the following bilinear generating func-
tion (the Poisson kernel),
∞∑
n=0
rn
(q; q)n
Hn (cos θ|q)Hn (cosϕ|q)(10.3)
=
(r2; q)∞
(reiθ+iϕ, reiθ−iϕ, reiϕ−iθ, re−iθ−iϕ; q)∞
,
where |r| < 1. The orthogonality relation for these polynomials is∫ π
0
Hm (cos θ|q)Hn (cos θ|q)
(
e2iθ, e−2iθ; q
)
∞
dθ(10.4)
= 2π
(q; q)n
(q; q)∞
δmn
(see, for example, [7]). Expanding Eq (cosϕ;α) in the right side of (10.2) in the
uniformly convergent series of the q-Hermite polynomials with the aid of (9.3), we
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get
1
2π
∫ π
0
(q, r2, e2iϕ, e−2iϕ; q)∞
(reiθ+iϕ, reiθ−iϕ, reiϕ−iθ, re−iθ−iϕ; q)∞
(10.5)
×
(
qα2; q2
)
∞
Eq (cosϕ;α) dϕ
=
∞∑
n=0
qn
2/4
(q; q)n
αn
×
1
2π
∫ π
0
(q, r2, e2iϕ, e−2iϕ; q)∞
(reiθ+iϕ, reiθ−iϕ, reiϕ−iθ, re−iθ−iϕ; q)∞
×Hn (cosϕ|q) dϕ.
The series in (10.3) converges uniformly when |r| < 1. Then, using (10.4),
1
2π
∫ π
0
Hn (cosϕ|q) (q, r
2, e2iϕ, e−2iϕ; q)∞
(reiθ+iϕ, reiθ−iϕ, reiϕ−iθ, re−iθ−iϕ; q)∞
dϕ(10.6)
= rn Hn (cos θ|q) .
From (10.5), (10.6), and (9.3) we finally arrive at the connecting relation (10.2).
Uniform convergence of the series in (10.1) can be justified with the help of the
inequality (9.11) and the corresponding asymptotic expressions. This proves (10.1)
by Theorem 9.5.
It is worth mentioning a few special cases of (10.1). When r = 0 we obtain the
following generating function,
∞∑
n=−∞
1
(−qω2n; q
2)∞ k (ωn)
(10.7)
× Eq (cos θ; iωn)
=
(
q, q1/2e2iθ, q1/2e−2iθ; q
)
∞
,
for Eq (x; iωn). If ϕ = π/2, one gets
∞∑
n=−∞
(−qr2ω2n; q
2)∞
(−qω2n; q
2)∞
k−1 (ωn)(10.8)
× Eq (cos θ; iωn)
=
(
q, r2, q1/2e2iθ, q1/2e−2iθ; q
)
∞
π (−r2e2iθ,−r2e−2iθ; q2)∞
.
A terminating case of this generating relation appears when r2 = −1/qω2m for an
integer m 6= 0,
|m|∑
n=−|m|
(ω2n/ω
2
m; q
2)∞
(−qω2n; q
2)∞
k−1 (ωn)(10.9)
× Eq (cos θ; iωn)
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=
(
q, r2, q1/2e2iθ, q1/2e−2iθ; q
)
∞
π (e2iθ/qω2m, e
−2iθ/qω2m; q
2)∞
.
Here m = ±1,±2,±3, ....
11. Method of Summation of Basic Fourier Series
According to Theorem 9.5, for a continuous function f(x) the basic Fourier series
S [f ] converges to f(x) if it converges uniformly. In this section we shall discuss
another method of summation of basic Fourier series.
Let f(x) be a bounded function that is continuous on (−1, 1) and let S [f ] be its
q-Fourier series defined by the right side of (8.5). Replace this series by
Sr [f ] =
∞∑
n=−∞
cn(r) Eq (cos θ; iωn) ,(11.1)
where
cn(r) =
(−qr2ω2n; q
2)∞
(−qω2n; q
2)∞
(11.2)
×
1
2k (ωn)
∫ π
0
f (cos θ) Eq (cos θ;−irωn)
×
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ
provided that 0 < r < 1. Comparing (11.2) and (8.6),
lim
r→1−
cn(r) = cn,(11.3)
where cn are the regular q-Fourier coefficients of f(x). Suppose that the series Sr [f ]
converges uniformly with respect to the parameter r when 0 < r < 1. Then,
lim
r→1−
Sr [f ] = S [f ] .(11.4)
On the other hand, from (11.1)–(11.2) one gets
Sr [f ] =
∞∑
n=−∞
(−qr2ω2n; q
2)∞
(−qω2n; q
2)∞
Eq (cos θ; iωn)(11.5)
×
1
2k (ωn)
∫ π
0
f (cosϕ) Eq (cosϕ;−irωn)
×
(e2iϕ, e−2iϕ; q)∞
(q1/2e2iϕ, q1/2e−2iϕ; q)∞
dϕ.
Using the uniform convergence of the series in the bilinear generating function (10.1),
we finally obtain
Sr [f ] =
1
2π
∫ π
0
f (cosϕ) (q, r2, e2iϕ, e−2iϕ; q)∞
(reiθ+iϕ, reiθ−iϕ, reiϕ−iθ, re−iθ−iϕ; q)∞
dϕ.(11.6)
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It has been shown in [3] (see also [29]) that
lim
r→1−
1
2π
∫ π
0
f (cosϕ) (q, r2, e2iϕ, e−2iϕ; q)∞
(reiθ+iϕ, reiθ−iϕ, reiϕ−iθ, re−iθ−iϕ; q)∞
dϕ = f (cos θ)(11.7)
for every bounded function f (cos θ) that is continuous on 0 < θ < π. As a result we
have proved the following theorem.
Theorem 11.1. Let f(x) be a bounded function that is continuous on (−1, 1) and
let Sr [f ] be the series defined by (11.1)–(11.2). If Sr [f ] converges uniformly with
respect to the parameter r when 0 < r < 1, then limr→1− Sr [f ] = S [f ] = f(x).
12. Relation Between q-Trigonometric System and q-Legendre
Polynomials
The trigonometric system {eiπnx}
∞
n=−∞ and the system of the Legendre polynomials
{Pm (x)}
∞
m=0 are two complete systems in L
2 (−1, 1). The corresponding unitary
transformation between these two orthogonal basises and its inverse are
eiπnx =
(
2
πn
)1/2 ∞∑
m=0
im (m+ 1/2) Jm+1/2 (πn) Pm (x)(12.1)
and
Pm (x) =
∞∑
n=−∞
(−i)m
(
1
2πn
)1/2
Jm+1/2 (πn) e
iπnx,(12.2)
respectively. Relation (12.1) is a special case of a more general expansion,
eirx =
(
2
r
)ν
Γ (ν)
∞∑
m=0
im (ν +m) Jν+m (r) C
ν
m (x) ,(12.3)
where Cνm (x) are ultraspherical polynomials and Jν+m (r) are Bessel functions [27].
Expansion (12.2) is the Fourier series of the Legendre polynomials on (−1, 1). Or-
thogonality properties of the trigonometric system and Legendre polynomials lead to
the orthogonality relations,
∞∑
m=0
m+ 1/2
πn
Jm+1/2 (πn) Jm+1/2 (πl) = δnl,(12.4)
∞∑
n=−∞
m+ 1/2
πn
Jm+1/2 (πn) Jp+1/2 (πn) = δmp,(12.5)
for the corresponding Bessel functions.
The basic trigonometric system {Eq (x; iωn)}
∞
n=−∞ and the system of the contin-
uous q-ultraspherical polynomials {Cm (x; β| q)}
∞
m=0 with β = q
1/2, which are the
basic analogs of the Legendre polynomials, are two complete orthogonal systems in
L2ρ (−1, 1), where ρ is the weight function in the orthogonality relation (7.5). There-
fore, there exists a q-version of the unitary transformation (12.1)–(12.2).
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Ismail and Zhang [15] have found the following q-analog of (12.3),
Eq (x; iω) =
(q; q)∞ ω
−ν
(−qω2; q2)∞ (q
ν ; q)∞
×
∞∑
m=0
im
(
1− qν+m
)
qm
2/4 J
(2)
ν+m (2ω; q) Cm (x; q
ν | q) ,(12.6)
where J
(2)
ν+m (2ω; q) is Jackson’s q-Bessel function (see, for example, [7]). Special case
ν = 1/2 gives the basic analog of the expansion (12.1),
Eq (x; iωn) =
(q; q)∞ ω
−1/2
n
(−qω2n; q
2)∞ (q
1/2; q)∞
×
∞∑
m=0
im
(
1− qm+1/2
)
qm
2/4 J
(2)
m+1/2 (2ωn; q) Cm
(
x; q1/2
∣∣ q) ,(12.7)
where ω−n = −ωn and ω0 = 0, ω1, ω2, ω3, ..., are nonnegative zeros of the basic sine
function S (η;ω) arranged in ascending order of magnitude.
On the other hand, the continuous q-ultraspherical polynomials Cm
(
x; q1/2
∣∣ q) can
be expanded in the q-Fourier series as
Cm
(
x; q1/2
∣∣ q) = π
(
q1/2; q
)
∞
(q; q)∞
×
∞∑
n=−∞
(−i)m qm
2/4 ω
−1/2
n
k (ωn) (−qω2n; q
2)∞
J
(2)
m+1/2 (2ωn; q)(12.8)
× Eq (x; iωn) .
Indeed, by (8.5)–(8.6),
Cm
(
x; q1/2
∣∣ q) = ∞∑
n=−∞
cn Eq (x; iωn) ,(12.9)
where
cn =
1
2k (ωn)
∫ π
0
Cm
(
cos θ; q1/2
∣∣ q) Eq (cos θ;−iωn)(12.10)
×
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ.
Using (12.7), where the series on the right converge uniformly in x for any ω, and
the orthogonality relation∫ π
0
Cm
(
cos θ; q1/2
∣∣ q) Cp (cos θ; q1/2∣∣ q)(12.11)
×
(
e2iθ, e−2iθ; q
)
∞
(q1/2e2iθ, q1/2e−2iθ; q)∞
dθ
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= 2π
(
q1/2; q
)2
∞
(q; q)2∞
(
1− qm+1/2
)−1
δmp
(see, for example, [7]), one gets
cn = π
(
q1/2; q
)
∞
(q; q)∞
(−i)m qm
2/4(12.12)
×
ω
−1/2
n
k(ωn) (−qω2n; q
2)∞
J
(2)
m+1/2 (2ωn; q) ,
or,
cn = π
(
q1/2; q
)2
∞
(q; q)2∞
(−i)m qm
2/4
(q1/2; q)m+1
ωmn (−ω
2
n; q
2)∞
k (ωn) (−qω2n; q
2)∞
× 2ϕ1
(
−qm+3/2, −qm+5/2
q2m+3
; q2, −ω2n
)
(12.13)
= π
(
q1/2; q
)2
∞
(q; q)2∞
(−i)m qm
2/4 ωmn
(q1/2; q)m+1 k (ωn)
×
[(
−qm+3/2; q
)
∞
(q, q2m+3; q2)∞
(
ω2nq
m+3/2, q1/2−m/ω2n; q
2
)
∞
(−qω2n,−q
2/ω2n; q
2)∞
× 2ϕ1
(
−qm+3/2, −q1/2−m
q
; q2, −
q
ω2n
)
+
(
−qm+1/2; q
)
∞
(q−1, q2m+3; q2)∞
(
ω2nq
m+5/2, q−1/2−m/ω2n; q
2
)
∞
(−qω2n,−q
2/ω2n; q
2)∞
× 2ϕ1
(
−qm+5/2, −q3/2−m
q3
; q2, −
q
ω2n
)]
,(12.14)
by (5.31) and (III.32) of [7], respectively. The last equation gives the large ω-
asymptotic of the basic Fourier coefficients. With the aid of (5.11), (6.9), and (I.9)
of [7], we finally obtain
|cn| ∼ D q
n/2 → 0(12.15)
as n → ∞, where D is some constant. Therefore, the series on the right side of
(12.8) converges uniformly and we have established the expansion of the q-Legendre
polynomials Cm
(
x; q1/2
∣∣ q) in terms of the basic trigonometric functions Eq (x; iωn)
due to Theorem 9.5.
Relations (12.7)–(12.8) define the unitary operator acting in L2ρ (−1, 1) [2]. Or-
thogonality relations of the matrix of this operator lead to the following orthogonality
properties
∞∑
m=0
π
(
1− qm+1/2
)
ωn k(ωn) (−qω2n; q
2)2∞
qm
2/2(12.16)
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× J
(2)
m+1/2 (2ωn; q) J
(2)
m+1/2 (2ωl; q) = δnl
and
∞∑
n=−∞
π
(
1− qm+1/2
)
ωn k(ωn) (−qω2n; q
2)2∞
qm
2/2(12.17)
× J
(2)
m+1/2 (2ωn; q) J
(2)
p+1/2 (2ωn; q) = δmp
for the corresponding Jackson’s q-Bessel function. These relations are, clearly, q-
analogs of (12.4)–(12.5).
13. Some Basic Trigonometric Identities
One of the most important formulas for the trigonometric functions is the main
trigonometric identity,
cos2 ωx+ sin2 ωx = 1.(13.1)
It follows from the Pythagorean Theorem or from the addition formulas for the
trigonometric functions, but one can also prove this identity on the base of the dif-
ferential equation. The functions cosωx and sinωx are two solutions of (1.9) corre-
sponding to the same eigenvalue ω. Therefore,
d
dx
[W (cosωx, sinωx)] = 0,(13.2)
or
cos2 ωx+ sin2 ωx = constant.(13.3)
Substituting x = 0, one verifies (13.1).
One can extend this consideration to the case of the basic trigonometric functions.
Consider equation (3.8) with u(z) = Cq (x(z);ω), v(z) = Sq (x(z);ω), and ρ (z) = 1,
∆ [W (u(z), v(z))] = 0,(13.4)
where
W (u, v) = W (C (x;ω) , S (x;ω))(13.5)
=
2q1/4ω
1− q
[C (x(z);ω)C (x(z − 1/2);ω)
+ S (x(z);ω)S (x(z − 1/2);ω)]
is the analog of the Wronskian (3.9) and we also used (2.12)–(2.13). One can easily
see thatW (u, v) here is a doubly periodic function in z without poles in the rectangle
on the Figure. Therefore, this function is just a constant by Liouville’s theorem,
C (x (z))C (x (z − 1/2)) + S (x (z))S (x (z − 1/2)) = C.
The value of this constant C can be found by choosing x = 0, which gives
C =
(−ω2; q2)
2
∞
(−qω2; q2)2∞
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× 2ϕ1
(
q, q
q
; q2, −ω2
)
× 2ϕ1
(
1, q
q
; q2, −ω2
)
=
(−ω2; q2)
2
∞
(−qω2; q2)2∞
× 1ϕ0
(
q
−
; q2, −ω2
)
=
(−ω2; q2)∞
(−qω2; q2)∞
by the q-binomial theorem. As a result one gets
Cq (cos θ;ω)Cq (cos (θ + i log q/2) ;ω)(13.6)
+ Sq (cos θ;ω)Sq (cos (θ + i log q/2) ;ω) =
(−ω2; q2)∞
(−qω2; q2)∞
as a q-extension of the main identity (13.1). The special case z = 1/4, when η =
x(1/4), of (13.6) has the simplest form
C2 (η;ω) + S2 (η;ω) =
(−ω2; q2)∞
(−qω2; q2)∞
.(13.7)
Our identity (13.6) can also be derived as a special case of the “addition” theorem
for the basic trigonometric functions established in [24].
In a similar fashion, we can find an analog of the identity
cos2 ω (x+ y) + sin2 ω (x+ y) = 1(13.8)
considering more general basic sine and cosine functions, C (x, y;ω) and S (x, y;ω),
as two solutions of equation (2.10). The result is
Cq (cos θ, cosϕ;ω)Cq (cos (θ + i log q/2) , cosϕ;ω)(13.9)
+ Sq (cos θ, cosϕ;ω)Sq (cos (θ + i log q/2) , cosϕ;ω)
=
(−ω2; q2)∞
(−qω2; q2)∞
[
C2q (cosϕ;ω) + S
2
q (cosϕ;ω)
]
=
(−ω2; q2)∞
(−qω2; q2)∞
Cq (cosϕ,− cosϕ;ω) .
We have used (6.2) here. This identity can also be verified with the aid of the
“addition” theorems for the basic trigonometric functions.
Identity (13.7) gives the values of the basic cosine function C (η;ω) at the zeros of
the basic sine function S (η;ω),
C (η;ωn) = (−1)
n
√
(−ω2n; q
2)∞
(−qω2n; q
2)∞
,(13.10)
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and vice versa,
S (η;̟n) = (−1)
n
√
(−̟2n; q
2)∞
(−q̟2n; q
2)∞
,(13.11)
with the aid of Theorem 5.4.
14. Example
Let us consider a periodic function p1(x) which is defined in the interval (−1, 1)
by p1(x) = x. Its Fourier coefficients are
c0 = 0;
cn =
1
2
∫ 1
−1
xe−iπnx dx
=
(−1)n−1
iπn
, n 6= 0.
Therefore,
x =
∞∑
n=−∞
′
(−1)n−1
2iπn
eiπnx(14.1)
= 2
∞∑
n=1
(−1)n−1
sin πnx
πn
.
The special case m = 1 of (12.8),
C1
(
x; q1/2
∣∣ q) = −iπ
(
q1/2; q
)
∞
(q; q)∞
q1/4(14.2)
×
∞∑
n=−∞
ω
−1/2
n
k (ωn) (−qω2n; q
2)∞
J
(2)
3/2 (2ωn; q)
× Eq (x; iωn) ,
gives us a possibility to establish the q-analog of (14.1). Let us first simplify the right
side of (14.2). Using the three-term recurrence relation for the q-Bessel functions (see
Exercise 1.25 of [7]) and (5.32)–(5.33), one gets
J
(2)
3/2 (2ωn; q) = −q
−1/2J
(2)
−1/2 (2ωn; q)(14.3)
= −
(
q1/2; q
)
∞
(q; q)∞
(−qω2n; q
2)∞
(qωn)
1/2
C (η;ωn) .
On the other hand,
C1
(
x; q1/2
∣∣ q) = 2
1 + q1/2
x.(14.4)
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Combining (14.2)–(14.4) and (13.10), we finally obtain,
x = π
(
q1/2; q
)2
∞
(q; q)2∞
1
2
(
q1/4 + q−1/4
)
(14.5)
×
∞∑
n=−∞
′
(−1)n−1
i k (ωn) ωn
√
(−ω2n; q
2)∞
(−qω2n; q
2)∞
× Eq (x; iωn)
= π
(
q1/2; q
)2
∞
(q; q)2∞
(
q1/4 + q−1/4
)
×
∞∑
n=1
(−1)n−1
k (ωn) ωn
√
(−ω2n; q
2)∞
(−qω2n; q
2)∞
× Sq (x;ωn) .
These equations are, clearly, q-analogs of (14.1).
15. Miscellaneous Results
Under certain restrictions a function f(z) analytic in the entire complex plane
and having zeros at the points a1, a2, a3, ... (these are the only zeros of f(z)), where
limn→∞ |an| is infinite, can be represented as an infinite product
f(z) = f(0) ezf
′(0)/f(0)
∞∏
n=1
((
1−
z
an
)
ez/an
)
(15.1)
see, for example, [28], [19]. Consider the entire function
f(ω) =
(
−qω2; q2
)
∞
S(η;ω)
ω
(15.2)
which has simple real zeros at ω = ±ωn by Theorems 5.1–5.3. In this case
f(0) =
1
1− q1/2
,
f(ω) = f(0) +
1
2
f ′′(0) ω2 + ...,
f ′(0) = 0
and
f(ω) =
1
1− q1/2
∞∏
n=1
((
1−
ω
ωn
)
eω/ωn
)((
1 +
ω
ωn
)
e−ω/ωn
)
.
As a result we arrive at the infinite product representation for the basic sine function,
S(η;ω) =
1
1− q1/2
ω
(−qω2; q2)∞
(15.3)
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×
∞∏
n=1
((
1−
ω
ωn
)
eω/ωn
)((
1 +
ω
ωn
)
e−ω/ωn
)
=
1
1− q1/2
ω
(−qω2; q2)∞
∞∏
n=1
(
1−
ω2
ω2n
)
.
In a similar manner, one can obtain an infinite product representation for the basic
cosine function,
C(η;ω) =
1
(−qω2; q2)∞
(15.4)
×
∞∏
n=1
((
1−
ω
̟n
)
eω/̟n
)((
1 +
ω
̟n
)
e−ω/̟n
)
=
1
(−qω2; q2)∞
∞∏
n=1
(
1−
ω2
̟2n
)
.
Equations (13.10)–(13.11) and (15.3)–(15.4) result in the following relations,
(−1)n
√
(−ω2m; q)∞ =
∞∏
n=1
(
1−
ω2m
̟2n
)
(15.5)
and
(−1)n
√
(−̟2m; q)∞ =
∞∏
n=1
(
1−
̟2m
ω2n
)
,(15.6)
between the zeros of the basic sine S(η;ω) and basic cosine C(η;ω) functions.
16. Appendix: Estimate of Number of Zeros of S(η;ω)
In this section we give an estimate for number of zeros of the basic sine function
S(η;ω) on the basis of Jensen’s theorem (see, for example, [6] and [19]). We shall
apply the method proposed by Mourad Ismail at the level of the third Jackson q-
Bessel functions [11](see also [13] for an extension of his idea to q-Bessel functions on
a q-quadratic grid).
Let us consider the entire function f(ω) defined in (15.2) again and let nf (r) be
the number of of zeros of f(ω) in the circle |ω| < r. Consider also circles of radius
R = Rn = κq
−n, q1/4 ≤ κ < q−3/4 with n = 1, 2, 3, ... in the complex ω-plane.
Since nf (r) is nondecreasing with r one can write
nf (Rn) ≤ nf (r) ≤ nf (Rn+1)(16.1)
if Rn ≤ r ≤ Rn+1, and, therefore,
nf (Rn)
∫ Rn+1
Rn
dr
r
≤
∫ Rn+1
Rn
nf (r)
r
dr ≤ nf (Rn+1)
∫ Rn+1
Rn
dr
r
.(16.2)
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But ∫ Rn+1
Rn
dr
r
= log r
∣∣∣∣
Rn+1
Rn
= log q−1
and, finally, one gets
log q−1 nf (Rn) ≤
∫ Rn+1
Rn
nf (r)
r
dr ≤ log q−1 nf (Rn+1) .(16.3)
In the proof of Theorem 5.1 we have established the fact that for sufficiently large
n there are at least two roots of f(ω) between the circles |ω| = Rn and |ω| = Rn+1.
Thus, for sufficiently large n the inequality (16.3) should really have one of the
following forms
log q−1 nf (Rn) ≤
∫ Rn+1
Rn
nf (r)
r
dr < log q−1 nf (Rn+1) ,(16.4)
or
log q−1 nf (Rn) <
∫ Rn+1
Rn
nf (r)
r
dr ≤ log q−1 nf (Rn+1) .(16.5)
Our next step is to estimate the integral in (16.4)–(16.5). By Jensen’s theorem [6],
[19] ∫ Rn+1
Rn
nf (r)
r
dr =
∫ Rn+1
0
nf (r)
r
dr −
∫ Rn
0
nf (r)
r
dr(16.6)
=
1
2π
∫ 2π
0
log
∣∣∣∣∣f
(
κq−n−1eiϑ
)
f (κq−neiϑ)
∣∣∣∣∣ dϑ.
For large values of n in view of (5.5),
f
(
κq−n−1eiϑ
)
f (κq−neiϑ)
∼
(
q3/2κ2q−2n−2e2iϑ; q2
)
∞
(q3/2κ2q−2ne2iϑ; q2)∞
= 1− q3/2κ2q−2n−2e2iϑ,
and
log
∣∣∣∣∣f
(
κq−n−1eiϑ
)
f (κq−neiϑ)
∣∣∣∣∣ ∼ 2n log q−1 + logα,
where α = κ2q−1/2. Therefore,∫ Rn+1
Rn
nf (r)
r
dr = 2n log q−1 + logα + o (1)(16.7)
as n→∞.
From (16.3) and (16.7),
1 +
logα/ log q−1
2n
−
1
n
≤
nf (Rn)
2n
≤ 1 +
logα/ log q−1
2n
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and, therefore,
lim
n→∞
nf (Rn)
2n
= 1.(16.8)
On the other hand, from (16.4)–(16.5),
nf (Rn) ≤ 2n+ logα/ log q
−1 < nf (Rn+1)(16.9)
or
nf (Rn) < 2n+ logα/ log q
−1 ≤ nf (Rn+1) ,(16.10)
which gives
nf (Rn+1)− nf (Rn)
<
(
2n+ 2 + logα/ log q−1
)
−
(
2n− 2 + logα/ log q−1
)
= 4
Thus, we have established that
nf (Rn+1)− nf (Rn) < 4(16.11)
as n → ∞. Due to the symmetry f (ω) = f (−ω) the last inequality implies that
there is only one positive root of S(η;ω) between the test points ω = γn defined by
(5.6) for large values of n.
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