Concave properties play a dominate role in solving both classic and fuzzy optimization problems. However, since fuzzy problems are generally represented by sets, not crisp numbers, various aggregation schemes are needed to manipulate and to combine the different elements in a fuzzy optimization problem. Based on these different aggregations, various concavity properties can be formulated and explored. In this paper, the intersection aggregation and the convex combination aggregation are explored based on the supp-Φ 1 -concave fuzzy sets. First, the concept of Φ 1 -convexity, which covers a wider class of sets and functions, is extended to fuzzy sets. Supp-Φ 1 -concave and supp-Φ 1 -quasiconcave fuzzy sets are then introduced; and some useful aggregation and composition rules are developed. Based on these aggregation and composition rules and the generalized concave properties, fuzzy multiple objective decision making problems are formulated and the conditions to ensure local-global maximum property are discussed.
Introduction
One advantage (or disadvantage of crisp/classical approach) of fuzzy optimization is the fact that different aggregations or combinations can be formulated. This is because of the vagueness and not well-defined nature of the problem. Due to this flexibility, various different generalized concavity properties can be explored. For example, consider the following nonlinear multiobjective decision making problem maximize [ f 1 (x), f 2 (x), . . . , f l (x)] subject to g j (x) ≥ 0, j = 1, . . . , m, where f 1 , . . . , f l , g 1 , . . . , g m and the components in x can be either fuzzy or crisp. This type of fuzzy systems can model real problems where constraints and/or the objective functions are flexible.
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According to Bellman and Zadeh's seminal approach [1] , this problem reduces to finding the maximum or maxima of the aggregation of the objectives and the constraints. Obviously, knowing the properties of concavity or generalized concavity concerning the individual functions and the aggregated results would reduce the difficulties and point to simpler ways of aggregation. For example, in an earlier paper [2] , we formulated several fuzzy nonlinear programming problems based on the concept of concavity and quasiconcavity. Different types of concavity and generalized concavity of fuzzy sets were studied by several authors, including Ammar and Metz [3] , Ramik and Vlach [4] , Sarkar [5] , Syau and coworkers [2, [6] [7] [8] [9] , and Yang [10] [11] [12] , aiming at applications to fuzzy nonlinear programming. For a more detailed treatment, the reader should consult the recent book by Ramik and Vlach [13] .
Recently, Pini and Singh [14] introduced the concept of (Φ 1 ,Φ 2 )-convexity and (Φ 1 ,Φ 2 )-concavity from a unified point of view: the function Φ 1 describes a generalized convex combination of arguments, and Φ 2 determines generalized convex combinations of values. In this way, a large number of well-known, and new convexity or concavity conditions can be included. The initial results of Pini and Singh [14] inspired subsequent works which have greatly expanded the role of Φ 1 -concavity in fuzzy optimization theory, see for example, [15] [16] [17] [18] .
Motivated both by the earlier research works and by the importance of the concept of concavity, we introduce and study the concept of supp-Φ 1 -concave and supp-Φ 1 -quasiconcave fuzzy sets. Some useful aggregation and composition rules are developed. Based on these aggregation and composition rules and the generalized concave properties, the basic characteristics of fuzzy multiple objective decision making can be formulated and solved.
Preliminaries
We shall restrict our attention to fuzzy sets on the n-dimensional Euclidean space R n . For convenience, several definitions and results without proof from [4, 9, 14, 15, 17, 18] are summarized below.
The support, supp(µ), of a fuzzy set µ :
A fuzzy set µ : R n → [0, 1] is said to be nonempty if supp(µ) = ∅. We adhere to the concepts and notations in [4] , in which a fuzzy set µ :
for all x, y ∈ supp(µ), λ ∈ [0, 1]. Likewise, a fuzzy set µ : R n → [0, 1] will be called supp-quasiconcave if µ(λx + (1 − λ)y) ≥ min{µ(x), µ(y)} for all x, y ∈ supp(µ), λ ∈ [0, 1]. Note from the above definitions that supp-quasiconcavity of fuzzy sets is a generalization of supp-concavity.
For 0 ≤ α ≤ 1, the α-level set of a fuzzy set µ : R n → [0, 1] is defined as
where cl(supp(µ)) denotes the closure of supp(µ). A fuzzy set µ : R n → [0, 1] is said to be normal if there exists a point x ∈ R n such that µ(x) = 1. A fuzzy number we treat in this study is a fuzzy set µ : R 1 → [0, 1] which is normal, upper semicontinuous and supp-quasiconcave. Each α-level set of a fuzzy number is a closed interval, which can be represented as:
, where the limits a(α) = −∞ and b(α) = ∞ are admissible. The most widely used fuzzy numbers are the so-called trapezoidal or triangular fuzzy numbers. This is because of the fuzzy or approximate nature of the problem and a straight line instead of nonlinear curve is a good enough approximation. 
where c, d ∈ R 1 and c < d.
Likewise, an open-right trapezoidal fuzzy number µ : R 1 → [0, 1] is specified by two parameters {a, b} as
where a, b ∈ R 1 and a < b. The intersection of two fuzzy sets µ 1 , µ 2 on R n , denoted by µ 1 ∧ µ 2 , is defined for all x ∈ R n by
where the right-hand side of (2.4) denotes the minimum of µ 1 (x) and µ 2 (x). Let µ 1 , µ 2 , . . . , µ k be fuzzy sets on R n , then it can be easily checked that
In what follows, let S be a nonempty subset of R n , and let
It is easy to see that an arbitrary intersection of Φ 1 -convex sets is a Φ 1 -convex set.
Let D ⊆ S be a nonempty Φ 1 -convex set. Recall [14] that, by definition, a real-valued function f :
for all x, y ∈ D, and λ ∈ [0, 1]. Also, f is said to be Φ 1 -quasiconcave if for all x, y ∈ D, and λ ∈ [0, 1],
Now, we study the concept of generalized concavity of fuzzy sets such as Φ 1 -concavity and Φ 1 -quasiconcavity by proposing the concept of supp-Φ 1 -concave fuzzy sets and supp-Φ 1 -quasiconcave fuzzy sets as follows.
for all x, y ∈ supp(µ), and
for all x, y ∈ supp(µ), and λ ∈ [0, 1].
From now on, we shall restrict our attention to nonempty fuzzy sets µ with supp(µ) ⊆ S. We recall 
Main results
It can be easily checked from Definition 2.3 that if a fuzzy set µ : Observation (3): Every supp-concave (resp. supp-quasiconcave) fuzzy set is supp-Φ 1 -concave (resp. supp-Φ 1 -quasiconcave) where
In view of the definition of supp-Φ 1 -concave fuzzy sets, the following result can be easily established.
elsewhere, is a supp-Φ 1 -concave fuzzy set with supp(µ) = ∩ k j=1 supp(µ j ).
Remark 3.1. For given fuzzy criteria, µ j : R n → [0, 1], j = 1, 2, . . . , k, it is known [4] that the given fuzzy criteria can be aggregated by using arbitrary triangular norms, and it is also known [19] that all triangular norms are bounded above by the minimum operator. Du to these observations, we restrict ourselves to the aggregated fuzzy set µ of µ 1 , µ 2 , . . . , µ k on ∩ k j=1 supp(µ j ).
Remark 3.2. Theorem 3.1 states that a strict convex combination of supp-Φ 1 -concave fuzzy sets is also a supp-Φ 1 -concave fuzzy set. As will be seen later, this property is very important in fuzzy decision making.
In view of the definitions of supp-concave fuzzy sets, supp-Φ 1 -concave fuzzy sets, and Φ 1 -concave functions in the common sense, the following composition rule can be easily established. 
is a supp-Φ 1 -concave fuzzy set.
Proof. First we show that if x, y ∈ supp(µ) then h(Φ 1 (x, y, λ)) ∈ supp(ν). To this end, let x, y ∈ supp(µ). It follows that h(x), h(y) ∈ supp(ν)
which implies that h(Φ 1 (x, y, λ)) ∈ supp(ν).
We now show that µ : R n → [0, 1] is a supp-Φ 1 -concave fuzzy set. If supp(µ) is a singleton or the empty set then it is obviously a supp-Φ 1 -quasiconcave fuzzy set. Assume that x, y ∈ supp(µ). Then h(x), h(y) ∈ supp(ν), and h(Φ 1 (x, y, λ)) ∈ supp(ν) for every λ ∈ [0, 1]. It follows that for all x, y ∈ supp(µ), and λ ∈ [0, 1],
Since h : D → R 1 is a Φ 1 -concave function, and ν : R 1 → [0, 1] is a nondecreasing and supp-concave fuzzy set, for all x, y ∈ supp(µ), and λ ∈ [0, 1], we have
which completes the proof.
An analogous result to Theorem 3.2 is the following theorem. 
is a supp-Φ 1 -concave fuzzy set. 
is a supp-Φ 1 -quasiconcave fuzzy set.
Proof. First we show that if x, y ∈ supp(µ) then h(Φ 1 (x, y, λ)) ∈ supp(ν). To this end, let x, y ∈ supp(µ). It follows that h(x), h(y) ∈ supp(ν). Since h : D → R 1 is a Φ 1 -quasiconcave function, and ν : R 1 → [0, 1] is a nondecreasing fuzzy set, we have
We now show that µ : R n → [0, 1] is a supp-Φ 1 -quasiconcave fuzzy set. If supp(µ) is a singleton or the empty set then it is obviously a supp-Φ 1 -quasiconcave fuzzy set. Assume that x, y ∈ supp(µ). Then h(x), h(y) ∈ supp(ν), and h (Φ 1 (x, y, λ) ) ∈ supp(ν) for every λ ∈ [0, 1]. It follows that for all x, y ∈ supp(µ), and λ ∈ [0, 1], µ(Φ 1 (x, y, λ)) = ν(h (Φ 1 (x, y, λ)) ).
Since h : D → R 1 is a Φ 1 -quasiconcave function, and ν : R 1 → [0, 1] is a nondecreasing fuzzy set, for all x, y ∈ supp(µ), and λ ∈ [0, 1], we have
= min {ν(h(x)), ν(h(y))} = min {µ(x), µ(y)}, which completes the proof.
An analogous result to Theorem 3.4 is the following theorem. 
Fuzzy nonlinear multiobjective programming
First, let us briefly summarize the essence of Bellman and Zadeh's general approach to decision making under fuzziness [1] . Assuming that one considers l fuzzy objectives G 1 , G 2 , . . . , G l , and m fuzzy constraints C 1 , C 2 , . . . , C m , defined on the decision space X ⊆ R n . A fuzzy decision D in X is defined by its membership function
where x ∈ X and * denotes an appropriate aggregation operator. Many different aggregation operators have been proposed. In general, t-norm aggregation operators are preferred. Due to computational tractability and simplicity, the most commonly used aggregation operator is the minimum operator. In addition, Bellman and Zadeh [1] pointed out that D might be expressed as a convex combination of the goals and constraints, with weighting coefficients reflecting the relative importance of the various terms.
A point x * ∈ X for which the aggregated fuzzy decision µ D (x) reaches the largest membership value is called a maximizing decision.
It was pointed out in [20] that the aggregated fuzzy decision obtained by using the minimum aggregation operator does not guarantee nondominated solutions to the fuzzy goals µ G 1 , . . . , µ G l , and fuzzy constraints µ C 1 , . . . , µ C m . In contrast to the minimum operator, it was proved in an earlier paper [8] that the maximum or maxima of the aggregated fuzzy decision obtained by the use of convex combination are not only efficient solutions to the fuzzy goals µ G 1 , . . . , µ G l , and fuzzy constraints µ C 1 , . . . , µ C m , but also properly efficient solutions (for details, see [8, 21] ).
We now discuss some applications of supp-Φ 1 -concave and supp-Φ 1 -quasiconcave fuzzy sets to fuzzy decision making.
Consider the following Φ 1 -concave (resp. Φ 1 -quasiconcave) problem (P1) (resp. (P2)) with Φ 1 -concave (resp. Φ 1 -quasiconcave) objective functions and Φ 1 -concave (resp. Φ 1 -quasiconcave) constraints (see [14] ):
where x ∈ R n , and f 1 , . . . , f l , g 1 , . . . , g m are Φ 1 -concave (resp. Φ 1 -quasiconcave) functions in the common sense on a nonempty Φ 1 -convex set D ⊆ S.
When fuzzy decision making is applied to solve problem (P1) (resp. (P2)), good candidates for membership functions, determined subjectively by the decision maker, for objectives f i and constraints g j are open-right trapezoidal fuzzy numbers. For example, for each objective function f i , let z 1 i and z 0 i be an aspiration level and the least desirable objective value, respectively, determined subjectively by the decision maker. Then the rational preference-based membership function can be assumed to be the open-right trapezoidal fuzzy number specified by the parameters {z 0 i , z 1 i }. Similarly, for each constraint function g j , a tolerance d j is subjectively determined by the decision maker. Then the rational preference-based membership function can be assumed to be the open-right trapezoidal fuzzy number specified by the parameters {−d j , 0}. Then it follows from Theorem 3.2 (resp. Theorem 3.4) and Remark 2.1 that the fuzzy goals µ G 1 , . . . , µ G l , and fuzzy constraints µ C 1 , . . . , µ C m , will be supp-Φ 1 -concave (resp. supp-Φ 1 -quasiconcave) fuzzy sets.
To be more specific, to formulate problem (P1) (resp. (P2)) as a fuzzy nonlinear multiobjective programming, let us describe the fuzzy goals µ G i (x) and fuzzy constraints µ C j (x) as the following membership functions:
where z 1 i and z 0 i are the aspiration level and the least desirable value of the objective function f i , respectively, and d j is the tolerance of the constraint function g j . By using the given open-right trapezoidal membership functions and following the fuzzy decision of Bellman and Zadeh [1] , problem (P1) (resp. (P2)) can be written as follows:
where * denotes an appropriate aggregation operator, and
In what follows we will also assume that
Denote by D 1 the resulting fuzzy decision by using the minimum aggregation operator of the goals µ G 1 , . . . , µ G l , and fuzzy constraints µ C 1 , . . . , µ C m , and let D 2 be the fuzzy decision defined by
0, elsewhere, for some γ 1 , . . . , γ j , . . . , γ l+m > 0 with γ 1 + · · · + γ j + · · · + γ l+m = 1. Let M 1 and M 2 be the set of maximizing decisions of fuzzy decisions D 1 and D 2 , respectively. From Theorem 3.2, we obtain the following result. In the following discussions, in order to ensure the local-global maximizer property for supp-Φ 1 -concave fuzzy sets, we will assume that
For solving problem (P1) by fuzzy optimization, the concave objective and constraint functions can be fuzzified by using suitable nondecreasing supp-concave fuzzy sets, for example, the open-right trapezoidal fuzzy numbers. Then, according to Theorem 3.2, these fuzzy goals and fuzzy constraints are supp-Φ 1 -fuzzy sets. Depending on how these supp-Φ 1 -fuzzy sets are aggregated, various optimization results can be obtained. In this paper, only two different aggregation approaches are considered, namely, the intersection aggregation (Theorem 2.1) and the convex combination aggregation (Theorem 3.1). These two different aggregation approaches are summarized in the following.
If the intersection aggregation is used, then, according to Theorem 2.1, the resulting fuzzy decision µ D 1 obtained by the intersection of l supp-Φ 1 -concave fuzzy goals and m supp-Φ 1 -concave fuzzy constraints is a supp-Φ 1 -concave fuzzy set. It is known [18] that, for this supp-Φ 1 -concave fuzzy set, any local maximizer is also a global maximizer. Furthermore, this maximizer can be attained at more than one point and this set of points at which µ attains its global maximum over its support is a Φ 1 -convex set.
If the aggregated decision is expressed as a strict convex combination of l supp-Φ 1 -concave fuzzy goals and m supp-Φ 1 -concave fuzzy constraints, then, according to Theorem 3.1, the aggregation result µ D 2 is also a supp-Φ 1 -concave. It follows that any local maximizer of this supp-Φ 1 -concave fuzzy set is also a global maximizer solution. Furthermore, this maximizer can be attained at more than one point and this set of points at which µ attains its global maximum over its support is an Φ 1 -convex set. In addition, as shown in an earlier paper [8] , this solution is also a proper efficient solution for the fuzzy goals and fuzzy constraints.
