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Resumen
En este trabajo presentamos el p-Laplaciano como una aplicacio´n de dualidad y estudiamos
la existencia de al menos una solucio´n del problema{ −∆pu = f(x, u) + h en Ω
u = 0 sobre ∂Ω,
(1)
donde 1 < p < ∞, Ω ⊂ RN es un dominio acotado con frontera suave y f : Ω × R → R es
una funcio´n de Carathe´odory. En el Cap´ıtulo 2 estudiamos tal problema con p = 2, aqu´ı se
considera h ∈ L2(Ω). En el Cap´ıtulo 3 estudiamos el problema para 1 < p <∞ con p 6= 2 y
supondremos h ≡ 0.
Palabras clave: Teorema de Punto de Silla, Teorema del Paso de la Montan˜a, Teorema de
punto fijo de Schaefer y operador de Nemytskii
ii
Abstract
In this work we present the p-Laplacian as a duality mapping and we study the existence of
at least one solution of the problem{ −∆pu = f(x, u) + h in Ω
u = 0 on ∂Ω,
(2)
where 1 < p < ∞, Ω ⊂ RN is a bounded smooth domain and f : Ω × R → R is a
Carathe´odory function. In Chapter 2 we study this problem with p = 2, where consider
h ∈ L2(Ω). In Chapter 3 we study the problem for 1 < p <∞ with p 6= 2 and assume h ≡ 0.
Keywords: Saddle Point Theorem, Mountain Pass Theorem, Schaefer’s fixed point Theo-
rem, Nemytskii operator.
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Introduccio´n
Existen herramientas que son u´tiles para resolver problemas que involucran ecuaciones di-
ferenciales. Entre estas herramientas se destacan los Teoremas Tipo minimax, los cuales
hacen parte de la teor´ıa de puntos cr´ıticos. El objetivo detra´s de la utilizacio´n de este
tipo de teoremas es encontrar puntos cr´ıticos de tipo minimax de un funcional I definido
sobre un espacio de Banach adecuado. Entre los teoremas tipo minimax ma´s importantes
se encuentran los bien conocidos, Teorema de Punto de Silla y Teorema del Paso de la
Montan˜a, los cuales se enunciara´n en el Cap´ıtulo 1 y sera´n aplicados en los Cap´ıtulos 2 y 3
respectivamente.
Los resultados aca´ presentados no son de nuestra autor´ıa; nuestro aporte consiste en estudiar
los art´ıculos [6, 8] y hacer una exposicio´n con todos los detalles de estos trabajos. El contenido
de esta tesis esta´ dividido en tres cap´ıtulos. En el primer cap´ıtulo presentamos algunos
preliminares tales como las definiciones de funcio´n de Carathe´odory, l´ımite superior e inferior
de una funcio´n, entre otras, y adema´s los Teoremas de Punto de Silla y Paso de la Montan˜a.
En el segundo cap´ıtulo estudiamos un problema el´ıptico semilineal:{
−∆u = f(x, u) + h en Ω,
u = 0 sobre ∂Ω,
(3)
donde Ω ⊂ RN es un dominio acotado con frontera suave, h ∈ L2(Ω) y f : Ω × R → R es
una funcio´n de Carathe´odory que adema´s satisface ciertas restricciones. Primero se dan unos
resultados te´cnicos, luego utilizamos el Teorema de Punto de Silla para probar la existencia
de al menos una solucio´n del problema (3) y por u´ltimo presentamos dos ejemplos de (3).
En esta parte seguimos el art´ıculo [6] y llenamos todos los detalles que all´ı no son expl´ıcitos.
En el tercer cap´ıtulo seguimos el art´ıculo [8] y presentaremos el problema de Dirichlet cua-
silineal { −∆pu = f(x, u) en Ω
u = 0 sobre ∂Ω,
(4)
donde 1 < p <∞, Ω ⊂ RN es un dominio acotado con frontera suave y f : Ω×R→ R es una
funcio´n de Carathe´odory. Primero mostramos algunos resultados ba´sicos para representar a
∆p (p-Laplaciano) como una aplicacio´n de dualidad. Luego, bajo ciertas condiciones sobre la
funcio´n f , garantizamos la existencia de por lo menos una solucio´n del problema (4) usando
las te´cnicas de Punto Fijo y Me´todos variacionales; en particular minimizacio´n y el Teorema
del Paso de la Montan˜a.
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Cap´ıtulo 1
Preliminares
En este cap´ıtulo presentamos algunas nociones y resultados ba´sicos que sera´n usados en los
cap´ıtulos subsiguientes.
En toda la exposicio´n de este trabajo, Ω denotara´ un abierto acotado de RN (a menos que
se indique otra cosa).
Definicio´n 1.0.1. Sea X un espacio de Banach y sea I : X → R tal que I ∈ C1(X,R).
Decimos que I satisface la condicio´n de Palais-Smale si para cada sucesio´n (uk) en X tal
que, (I(uk)) es acotada e I
′(uk) → 0, cuando k → ∞, existe una subsucesio´n convergente.
Escribimos brevemente que I satisface (PS).
Definicio´n 1.0.2. Sea Ω ⊂ RN , N ≥ 1, un conjunto abierto. Diremos que f : Ω × R → R
es una funcio´n de Carathe´odory si satisface las siguientes propiedades:
1. La funcio´n f(·, s) es medible para cada s ∈ R.
2. La funcio´n f(x, ·) es continua para casi todo x ∈ Ω.
Definicio´n 1.0.3. Sea Ny un intervalo que contiene a y. Sea la funcio´n f : Ny → R.
Definimos el l´ımite superior de f en el punto y, denotado l´ım sup
x→y
f(x), como
l´ım sup
x→y
f(x) = ı´nf
δ>0
sup
0<|x−y|<δ
f(x).
De forma ana´loga se define el l´ımite inferior de f en el punto y, l´ım inf
x→y
f(x).
Tambie´n definimos, para f con dominio en una vecindad de +∞,
l´ım sup
x→+∞
f(x) = ı´nf
δ>0
sup
x>δ
f(x).
De la misma manera se define l´ım inf
x→−∞
f(x).
El l´ımite superior de una funcio´n f cumple las siguientes propiedades:
1. l´ım sup
x→y
f(x) ≤ A si y so´lo si, dado ε > 0, existe δ > 0 tal que, para todo x con
0 < |x− y| < δ, se tiene f(x) ≤ A+ ε.
2. l´ım inf
x→y
f(x) ≤ l´ım sup
x→y
f(x), con la igualdad, l´ım inf
x→y
f(x) = l´ım sup
x→y
f(x) (para
l´ım sup
x→y
f(x) 6= ±∞) si y so´lo si l´ım
x→y
f(x) existe.
1
Demostracio´n. Ver [16], pa´g. 48. 
Las propiedades ana´logas para l´ım inf
x→y
f(x) tambie´n se cumplen.
Teorema 1.0.1. (Teorema de Punto de Silla) Sea E = V ⊕X, donde E es un espacio de
Banach real y V 6= {0} es finito dimensional. Supongamos que I ∈ C1(E,R), que I satisface
(PS) y
1. Existen una constante α y una vecindad acotada D de 0 en V tales que I |∂D ≤ α.
2. Existe una constante β > α tal que I |X ≥ β.
Entonces I tiene un valor cr´ıtico c ≥ β. Ma´s au´n, c = ı´nf
h∈Γ
ma´x
u∈D
I(h(u)), donde Γ es la familia
dada por Γ = {h ∈ C(D,E) : h = id en ∂D}.
Demostracio´n. Ver [15], pa´g. 24. 
Teorema 1.0.2. (Teorema del Paso de la Montan˜a) Sean X un espacio de Banach real e
I ∈ C1(X,R) que satisface la condicio´n (PS). Supongamos que I(0) = 0 y
1. Existen constantes ρ, α > 0 tales que I |‖x‖=ρ ≥ α.
2. Existe un elemento e ∈ X tal que ‖e‖ > ρ e I(e) ≤ 0.
Entonces I posee un valor cr´ıtico c ≥ α. Ma´s au´n
c = ı´nf
g∈Γ
ma´x
u∈g([0,1])
I(u),
donde Γ = {g ∈ C([0, 1], X) : g(0) = 0, g(1) = e}.
Demostracio´n. Ver [15], pa´gs. 7-8. 
Teorema 1.0.3. (Teorema de punto fijo de Schaefer) Sean X un espacio de Banach real e
I : X → X continua y compacta. Si el conjunto {x ∈ X : x = λI(x) para algu´n λ ∈ [0, 1]} es
acotado entonces I tiene un punto fijo.
Demostracio´n. Ver [9], pa´g. 504. 
Recordemos que el espacio de Sobolev, W 1,p(Ω), para un abierto Ω ⊂ RN , esta´ definido como
W 1,p(Ω) = {u ∈ Lp(Ω) : ∂u
∂xi
∈ Lp(Ω), i = 1, 2, · · · , n},
donde ∂u
∂xi
denota la derivada en sentido de´bil. Adema´s, W 1,p0 (Ω) es la clausura del espacio
C∞0 (Ω) en el espacio W
1,p(Ω) y el dual del espacio W 1,p0 (Ω), (W
1,p
0 (Ω))
∗, lo denotaremos por
W−1, p
′
(Ω), donde 1
p
+ 1
p′ = 1.
Teorema 1.0.4. (Teorema de Rellich-Kondrachov) Supongamos que Ω ⊂ RN es un abierto
acotado y de clase C1. Entonces:
Si p < N , entonces W 1,p(Ω) ⊂ Lq(Ω), con inyeccio´n compacta para todo q ∈ [1, p∗],
donde 1
p∗ =
1
p
− 1
N
.
Si p = N , entonces W 1,p(Ω) ⊂ Lq(Ω), con inyeccio´n compacta para todo q ∈ [1,∞).
Si p > N , entonces W 1,p(Ω) ⊂ C(Ω), con inyeccio´n compacta.
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Demostracio´n. Ver [3] pa´g. 169. 
Teorema 1.0.5. Si u ∈ W 1,p(Ω) entonces u+ ∈ W 1,p(Ω) y u− ∈ W 1,p(Ω), donde
u+(x) = ma´x{u(x), 0} y u−(x) = ma´x{−u(x), 0}.
Demostracio´n. Ver [13], pa´g. 183. 
Teorema 1.0.6. Sean X un espacio de Banach reflexivo y F : X → R secuencialmente de´bil-
mente inferiormente semicontinuo y coercivo (i.e. si xn ⇀ x entonces F(x) ≤ l´ım inf
n→∞
F(xn)
y F(u) → ∞ cuando ‖u‖ → ∞, respectivamente). Entonces F es acotado inferiormente y
F tiene un punto de mı´nimo, u. Si adema´s, F es de clase C1 entonces F ′(u) = 0.
Demostracio´n. Ver [13], pa´g. 266. 
Teorema 1.0.7. Sean W un espacio normado y ν : W → R un funcional continuo y convexo.
Entonces ν es secuencialmente de´bilmente inferiormente semicontinuo.
Demostracio´n. Ver [13], pa´gs. 269 y 375. 
Teorema 1.0.8. Sea Ω ⊂ RN un abierto acotado. Se tiene que: F ∈ W−1, p′(Ω) si y so´lo si
existen f1, . . . , fn ∈ Lp′(Ω) tales que
〈F, v〉 =
n∑
i=1
∫
Ω
fi
∂v
∂xi
para todo v ∈ W 1,p0 (Ω).
En tal caso, ‖F‖ = ma´x{‖fi‖Lp′ (Ω) : 1 ≤ i ≤ n}.
Demostracio´n. Ver [3], pa´g. 175. 
Definicio´n 1.0.4. Una funcio´n f : X → X∗, de un espacio de Banach X en su dual
X∗, se dice demicontinua si para cada sucesio´n {xn}n tal que xn → x en X se tiene que
f(xn) ⇀ f(x) en X
∗.
El siguiente concepto expresa un caso particular de continuidad: por rayos.
Definicio´n 1.0.5. Una funcio´n f : X → X∗, de un espacio de Banach X en su dual X∗,
se dice hemicontinua si
l´ım
t→0
〈f(u+ tv), w〉 = 〈f(u), w〉 ,
para todos los elementos u, v, w ∈ X.
Definicio´n 1.0.6. Sean X un espacio de Banach reflexivo, X∗ su dual y T : X → X∗.
Decimos que T es mono´tono si 〈Tu− Tv, u− v〉 ≥ 0 para todo u, v ∈ X.
Teorema 1.0.9. (Teorema de Browder) Sea X un espacio de Banach reflexivo y sea
T : X → X∗ mono´tono, hemicontinuo y coercivo, entonces T es sobreyectivo.
Demostracio´n. Ver [4], pa´g. 18. 
Definicio´n 1.0.7. Sean A un subconjunto de RN y G la familia de funciones f : A → R.
Se dice que G satisface la Propiedad de Continuacio´n U´nica si ninguna funcio´n, excepto
posiblemente la funcio´n cero, se anula en un conjunto de medida positiva.
Es sabido que el problema −∆u = λu en Ω; u = 0 en ∂Ω, admite una sucesio´n de valores
propios λ1(Ω) < λ2(Ω) < · · · < λn(Ω)→ +∞. Respecto a las funciones propias asociadas se
tiene el siguiente hecho.
3
Teorema 1.0.10. Para cada k ∈ N, las funciones propias asociadas a λk satisfacen la
propiedad de continuacio´n u´nica.
Demostracio´n. Ver [17], [14] y [12]. 
Ahora presentamos unos resultados ba´sicos acerca de los operadores de Nemytskii. Para ello
consideremos M el conjunto de todas las funciones medibles u : Ω → R, donde Ω es un
dominio en RN .
Proposicio´n 1.0.1. Si f : Ω× R→ R es una funcio´n de Carathe´odory entonces para cada
u ∈M, la funcio´n Nfu : Ω→ R definida por
(Nfu)(x) = f(x, u(x)), para x ∈ Ω,
es medible en Ω.
Demostracio´n. Ver [13], pa´g. 57. 
De esta proposicio´n vemos que, si f es una funcio´n de Carathe´odory entonces el operador
Nf :M→M esta´ bien definido, y es llamado operador de Nemytskii asociado a f .
Proposicio´n 1.0.2. (Lema de Vainberg) Supongamos que f : Ω × R → R es una funcio´n
de Carathe´odory y que satisface la siguiente desigualdad:
|f(x, s)| ≤ C|s|r + b(x) para x ∈ Ω, s ∈ R,
donde C ≥ 0 es constante, r > 0 y b ∈ Lq1(Ω) con 1 ≤ q1 ≤ ∞.
Entonces Nf (L
q1r(Ω)) ⊂ Lq1(Ω). Ma´s au´n, Nf es continua de Lq1r(Ω) en Lq1(Ω) y env´ıa
conjuntos acotados en conjuntos acotados.
Demostracio´n. Ver [13], pa´gs. 57-58. 
Proposicio´n 1.0.3. Supongamos que f : Ω×R→ R es una funcio´n de Carathe´odory y que
satisface la siguiente condicio´n:
|f(x, s)| ≤ C|s|q−1 + b(x) para x ∈ Ω, s ∈ R,
donde C ≥ 0 es constante, q > 1, b ∈ Lq′(Ω) y 1
q
+ 1
q′ = 1.
Sea F : Ω× R→ R definida por F (x, s) =
s∫
0
f(x, t)dt. Entonces:
1. La funcio´n F es de Carathe´odory y existen una constante C1 ≥ 0 y c ∈ L1(Ω) tales que
|F (x, s)| ≤ C1|s|q + c(x) para x ∈ Ω, s ∈ R.
2. El funcional Φ : Lq(Ω) → R definido por Φ(u) := ∫
Ω
NFu =
∫
Ω
F (x, u(x)) dx es
continuamente diferenciable Fre´chet y Φ′(u) = Nfu para todo u ∈ Lq(Ω), es decir
〈Φ′(u), v〉 = ∫
Ω
f(x, u(x))v(x) dx para todo u, v ∈ Lq(Ω).
Demostracio´n. 1. Fijemos t ∈ R y veamos que F (·, t) es medible. Sean n, k naturales y
fk(x) := f(x, kt/n). Como f(x, t) es medible entonces para cada k ∈ N, fk es medible y as´ı,
para cada n ∈ N,
gn(x) :=
n∑
k=1
fk(x)
t
n
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es medible. Puesto que gn(x) →
∫ t
0
f(x, s) ds = F (x, t), cuando n → ∞, entonces F (·, t) es
medible. La continuidad de F (x, ·) es clara y por tanto, F tambie´n es de Carathe´odory.1
Ahora veamos que F satisface la desigualdad deseada. Sean x ∈ Ω y s ∈ R. Usaremos la
desigualdad |AB| ≤ |A|q
q
+ |B|
q′
q′ , donde
1
q
+ 1
q′ = 1.
|F (x, s)| = |
s∫
0
f(x, t)dt| ≤
|s|∫
0
|f(x, t)|dt
≤
|s|∫
0
C|t|q−1 + b(x) = C
q
|s|q + b(x)|s|
≤ C
q
|s|q + 1
q
|s|q + 1
q′
b(x)q′ = C1|s|q + 1
q′
b(x)q′
= C1|s|q + c(x),
donde c(x) = 1
q′ b(x)
q′ ∈ L1(Ω).
2. Veamos que Φ es Fre´chet diferenciable y que Φ′(u) = Nfu. Sean u, v ∈ Lq(Ω). Aplicando
el Teorema del Valor Medio en la segunda variable a la funcio´n F , tenemos:
F (x, u(x) + v(x))− F (x, u(x)) = f(x, u(x) + tv(x))v(x),
para x ∈ Ω y para algu´n t = t(x) ∈ (0, 1). Aplicando la Proposicio´n 1.0.2 con q1 = q′ y
r = q − 1 tenemos que Nf : Lq(Ω) → Lq′(Ω) es continua. Luego, para ε > 0 dado, existe
δ = δ(ε, u) > 0 tal que si ‖v‖Lq(Ω) ≤ δ entonces ‖Nf (u+ tv)−Nf (u)‖Lq′ (Ω) < ε. Luego
|Φ(u+ v)− Φ(u)−
∫
Ω
f(x, u)v| = |
∫
Ω
F (x, u+ v)− F (x, u)− f(x, u)v|
≤
∫
Ω
|(f(·, u(·) + tv(·))− f(·, u(·)))v(·)|
≤ ‖v‖Lq(Ω)‖f(·, u(·) + tv(·))− f(·, u(·))‖Lq′ (Ω)
= ‖v‖Lq(Ω)‖Nf (u+ tv)−Nf (u)‖Lq′ (Ω) ≤ ε‖v‖Lq(Ω).
As´ı Φ es Fre´chet diferenciable. La continuidad de Φ′ se desprende de la continuidad de
Nf : L
q(Ω)→ Lq′(Ω). 
1Debemos esta prueba al Profesor Carlos Ve´lez, jurado de esta tesis.
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Cap´ıtulo 2
Un problema semilineal
Usaremos el Teorema de Punto de Silla para garantizar una solucio´n del siguiente problema:{
−∆u = f(x, u) + h en Ω,
u = 0 sobre ∂Ω,
(2.1)
donde Ω ⊂ RN es un dominio suave y acotado, h ∈ L2(Ω) y f : Ω × R → R es una
funcio´n de Carathe´odory tal que mr(·) := ma´x|s|≤r|f(·, s)| ∈ L2(Ω) para cada r > 0. Nos
concentraremos en hallar soluciones del siguiente tipo.
Definicio´n 2.0.8. Decimos que u ∈ H10 (Ω) es una solucio´n de´bil del problema (2.1) si∫
Ω
[∇u · ∇w − f(x, u)w − hw]dx = 0, ∀w ∈ H10 (Ω).
Sean F (x, s) =
∫ s
0
f(x, t)dt y λi < λi+1 dos valores propios consecutivos del problema{
−∆u = λu en Ω,
u = 0 sobre ∂Ω.
(2.2)
Supongamos que:
l(x) := l´ım inf
|s|→∞
f(x, s)
s
, uniformemente para casi todo x ∈ Ω.
k(x) := l´ım sup
|s|→∞
f(x, s)
s
, uniformemente para casi todo x ∈ Ω.
L(x) := l´ım inf
|s|→∞
2F (x, s)
s2
, uniformemente para casi todo x ∈ Ω.
K(x) := l´ım sup
|s|→∞
2F (x, s)
s2
, uniformemente para casi todo x ∈ Ω.
En cuanto a lo que esto significa:
Decimos que l(x) := l´ım inf
|s|→∞
f(x, s)
s
, uniformemente para casi todo x ∈ Ω, si dado ε > 0
existe δ0 > 0, independiente de x ∈ Ω, tal que l(x)− ε < f(x, s)
s
para todo s con |s| > δ0 y
para casi todo x ∈ Ω. Ana´logos significados se tienen para los otros tres supuestos.
Finalmente, supondremos que las siguientes condiciones se satisfacen:
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(f1) Para casi todo x ∈ Ω, λi ≤ l(x) y k(x) ≤ λi+1 para casi todo x ∈ Ω.
(f2) Para casi todo x ∈ Ω, λi ≤ L(x) y K(x) ≤ λi+1 para casi todo x ∈ Ω. Adema´s,
se tienen desigualdades estrictas λi < L(x) y K(x) < λi+1 en subconjuntos de Ω de
medida positiva, es decir existen dos subconjuntos de Ω de medida positiva, N1 y N2,
tales que λi < L(x) en N1 y K(x) < λi+1 en N2.
De la condicio´n (f1) existen las posibilidades λi = l(x) = k(x) = l´ım|s|→∞
f(x,s)
s
o´
λi+1 = l(x) = k(x) = l´ım|s|→∞
f(x,s)
s
. En la literatura estos casos asignan al problema (2.1)
el nombre de resonantes en λi o´ λi+1 (doble resonancia). Ver [2].
Por las condiciones (f1) y (f2), existen constantes a,A > 0 y funciones b ∈ L2(Ω) y B ∈ L1(Ω)
tales que
|f(x, s)| ≤ a|s|+ b(x) para casi todo x ∈ Ω y s ∈ R,
|F (x, s)| ≤ A|s|2 +B(x) para casi todo x ∈ Ω y s ∈ R:
Por la condicio´n (f1) existen p1 > 0 y p2 > 0 tales que si |s| > p1 entonces f(x,s)s ≤ λi+1 + 1
para casi todo x ∈ Ω y si |s| > p2 entonces f(x,s)s ≥ λi − 1 para casi todo x ∈ Ω. Ahora, sea
p0 = ma´x{p1, p2}. As´ı, si |s| > p0 entonces
λi − 1 ≤ f(x, s)
s
≤ λi+1 + 1, para casi todo x ∈ Ω.
Consideremos a = ma´x{|λi − 1|, |λi+1 + 1|}. Luego, si |s| > p0 entonces |f(x,s)s | ≤ a para casi
todo x ∈ Ω. Por otro lado, si |s| ≤ p0 entonces |f(x, s)| ≤ mp0(x) := b(x). Luego, para casi
todo x ∈ Ω y s ∈ R tenemos que
|f(x, s)| ≤ a|s|+ b(x) con b ∈ L2(Ω). (2.3)
De forma ana´loga, usando (f2), se ve que
|F (x, s)| ≤ A|s|2 +B(x) con B ∈ L1(Ω). (2.4)
Veremos que bajo las hipo´tesis (f1) y (f2) el problema (2.1) tiene solucio´n para cualquier
h ∈ L2(Ω). Para ello haremos un acercamiento variacional y usaremos el Teorema de Punto
de Silla 1.0.1. Antes presentamos la siguiente importante desigualdad.
Teorema 2.0.11. (Desigualdad de Poincare´) Sean Ω ⊂ Rn un abierto acotado y
u ∈ E ≡ H10 (Ω). Entonces existe una constante C > 0, independiente de u, tal que
||u||L2(Ω) ≤ C ||u||E.
Demostracio´n. Ver [13], pa´g. 242. 
Teorema 2.0.12. El funcional I : H10 (Ω)→ R dado por I(u) =
∫
Ω
[1
2
|∇u|2−F (x, u)−hu]dx,
es de clase C1 en E = H10 (Ω).
Demostracio´n. Notemos que por (2.4), I esta´ bien definido. Afirmamos que
I ′(u) · w =
∫
Ω
[∇u · ∇w − f(x, u)w − hw]dx,
para todo u,w ∈ E. Efectivamente, sean I1, I2, I3 : E → R dados por
I1(u) =
1
2
(u, u)E =
1
2
||u||2, I2(u) =
∫
Ω
F (x, u) dx, I3(u) = (h, u)L2(Ω) =
∫
Ω
hu dx.
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Con esto se tiene que I = I1 − I2 − I3. Puesto que I3 es lineal entonces es de clase C1
con derivada I ′3(u) · v =
∫
Ω
hv dx para todo u, v ∈ E. Dado que I1 esta´ definido v´ıa
un producto interno, es sencillo ver que tambie´n es de clase C1 con derivada dada por
I ′1(u) · v =
∫
Ω
∇u · ∇v dx. Resta ver que I2 es de clase C1 con derivada en u igual a∫
Ω
f(x, u)v dx. Usando el Teorema del valor medio, (2.3) y el Teorema de convergencia domi-
nada con funcio´n dominante Z(x) = a(v2(x) + |u(x)| |v(x)|) + b(x), se demuestra fa´cilmente
que I2 es Gaˆteaux diferenciable en todo u ∈ E con derivada
∫
Ω
f(x, u)v dx. Finalmente,
veamos que la derivada de Gaˆteaux, I ′2 : E → E∗ es continua, con lo cual se concluye la
prueba del teorema. Sean {un} ⊂ E y u ∈ E tales que un → u en E. Por la Desigualdad de
Poincare´, se tiene que un → u en L2(Ω). Probemos que I ′2(un)→ I ′2(u), cuando n→∞. Por
el Lema de Vainberg (Proposicio´n 1.0.2), tenemos que Nf : L
2(Ω)→ L2(Ω) es continuo y as´ı
||I ′2(un)− I ′2(u)||E∗ = sup
||v||
E
≤1
∣∣I ′2(un)v − I ′2(u)v∣∣ = sup
||v||
E
≤1
∣∣ ∫
Ω
[f(x, un)− f(x, u)]v dx
∣∣
≤ sup
||v||
E
≤1
∫
Ω
|f(x, un)− f(x, u)| |v| dx
≤ sup
||v||
E
≤1
||Nf (un)−Nf (u)||L2(Ω)||v||L2(Ω)
≤ C sup
||v||
E
≤1
||Nf (un)−Nf (u)||L2(Ω)||v||E
≤ C ||Nf (un)−Nf (u)||L2(Ω) −→ 0,
cuando n → ∞. La constante C enunciada dos l´ıneas arriba es la Constante dada por la
Desigualdad de Poincare´. Queda as´ı demostrada la continuidad de la derivada de Gaˆteaux
de I2 y en consecuencia I es de clase C
1. 
Por lo anteriormente expuesto, los puntos cr´ıticos de I son soluciones de´biles de (2.1).
De ahora en adelante denotaremos por ‖u‖ la norma de u en E, que gracias a la Desigualdad
de Poincare´, viene dada por
‖u‖ = (
∫
Ω
|∇u|2) 12 .
2.1. Resultados preliminares
Sea {un}n∈N ⊆ E una sucesio´n no acotada; sin pe´rdida de generalidad supongamos que
‖un‖ → ∞. Definamos vn = un‖un‖ . As´ı ‖vn‖ = 1 y como E es un espacio de Hilbert entonces
existe una subsucesio´n de {vn}n∈N, que denotaremos {vn}, tal que
vn → v de´bilmente en E, con v ∈ E.
Por el Teorema de Rellich-Kondrachov, E ↪→ L2(Ω) (de manera compacta) y por tanto
vn → v fuertemente en L2(Ω).
En consecuencia, podemos suponer que
vn(x)→ v(x) en casi todas partes de Ω,
y adema´s existe z ∈ L2(Ω) tal que
|vn(x)| ≤ z(x) en casi todas partes de Ω.
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Por otro lado, por (2.3) tenemos que la sucesio´n {f(·,un)‖un‖ }n es acotada en L2(Ω) y adema´s
como L2(Ω) es un espacio de Hilbert existe una f˜ ∈ L2(Ω) tal que (v´ıa una subsucesio´n, si
es necesario)
f(·, un)
‖un‖ → f˜ de´bilmente en L
2(Ω).
El siguiente lema se presenta sin demostracio´n en [6] y aqu´ı ofrecemos los detalles.
Lema 2.1.1. La funcio´n f˜ descrita anteriormente satisface
l(x) ≤ f˜(x)
v(x)
≤ k(x), en casi todas partes de {x ∈ Ω : v(x) 6= 0}, (2.5)
f˜(x) = 0 en casi todas partes de {x ∈ Ω : v(x) = 0}, (2.6)
donde v, l y k son los mencionados previamente.
Demostracio´n. Consideremos los siguientes conjuntos: Ω+ = {x ∈ Ω : v(x) > 0},
Ω− = {x ∈ Ω : v(x) < 0} y Ω0 = {x ∈ Ω : v(x) = 0} y adema´s definamos
Φn(·) := f(·, un(·))‖un‖ ·
Notemos que si un(x) 6= 0 entonces Φn(·) = f(·, un(·))
un(·) vn(·).
Tambie´n, como un(x) = vn(x)||un|| entonces para n >> 1 y para casi todo x ∈ Ω+ ∪ Ω− se
tiene que |un(x)| → +∞. As´ı, tenemos lo siguiente:
1. En Ω+
l´ım inf
n→∞
Φn(x) = l´ım inf
n→∞
(
f(x, un(x)
un(x)
vn(x))
= l´ım inf
n→∞
(
f(x, un(x))
un(x)
)v(x) ≥ l(x)v(x)
y tambie´n
l´ım sup
n→∞
Φn(x) = l´ım sup
n→∞
(
f(x, un(x)
un(x)
vn(x))
= l´ım sup
n→∞
(
f(x, un(x)
un(x)
)v(x) ≤ k(x)v(x).
2. En Ω−
l´ım inf
n→∞
Φn(x) = l´ım inf
n→∞
f(x, un(x))
un(x)
vn(x) = − l´ım sup
n→∞
f(x, un(x))
un(x)
(−vn(x))
= − l´ım sup
n→∞
f(x, un(x))
un(x)
(−v(x)) ≥ −[k(x)(−v(x)] = k(x)v(x).
De la misma manera se tiene que l´ım sup
n→∞
Φn(x) ≤ l(x)v(x).
3. En Ω0. Veamos que l´ım
n→∞
Φn(x) = 0. En efecto, consideremos 2 casos:
Primero supongamos que |un(x)| ≤ 1. Luego, |f(x, un(x)| ≤ a|un(x)| + b(x) ≤ a + b(x).
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Ahora, si |un(x)| > 1 entonces |f(x, un(x))
un(x)
| ≤ a+ b(x)|un(x)| < a+ b(x). Como ||un|| → +∞ y
vn(x)→ v(x) = 0 entonces en cualquiera de los dos casos se tiene que Φn(x)→ 0.
En conclusio´n tenemos lo siguiente:
En Ω0 : Como
f(·,un)
‖un‖ → f˜ de´bilmente en L2(Ω) entonces para toda g ∈ L2(Ω), usando gχΩ0
como funcio´n test en la definicio´n de convergencia de´bil en L2(Ω), se concluye que∫
Ω0
f(x, un(x))
‖un‖ g(x)dx→
∫
Ω0
f˜(x)g(x)dx para toda g ∈ L2(Ω).
Por otro lado, por lo concluido en 3.,
f(x, un(x))
‖un‖ → 0, a. e. x ∈ Ω0.
Por el Teorema de Convergencia Dominada (v´ıa (2.3), una funcio´n dominante, en L1(Ω0), es
C(z + b)χ
Ω0
, para alguna constante C > 0), vemos que∫
Ω0
f(x, un(x))
‖un‖ g(x)→ 0.
As´ı,
∫
Ω0
f˜(x)g(x)dx = 0 para toda g ∈ L2(Ω0). Por tanto f˜ = 0 para casi todo x ∈ Ω0.
En Ω+: Probemos que l(x)v(x) ≤ f˜(x) ≤ k(x)v(x), en casi todas partes de Ω+. Sea ε > 0.
Existe un N0 ∈ N, independiente de x, (ya que los l´ımites inferior y superior que definen l(x)
y k(x) respectivamente se tienen uniformemente en casi todo punto de Ω) tal que si n ≥ N0
se tiene que
l´ım inf
k→∞
Φk(x)− ε ≤ Φn(x) ≤ l´ım sup
k→∞
Φk(x) + ε,
para casi todo x ∈ Ω+. Combinando esto con lo concluido en 1., se obtiene que
l(x)v(x)− ε ≤ f(x, un(x))‖un‖ ≤ k(x)v(x) + ε, (2.7)
para casi todo x ∈ Ω+. Probemos la desigualdad f˜(x) ≤ k(x)v(x) en casi todas partes
de Ω+; la otra desigualdad se demuestra de forma similar. Razonemos por contradiccio´n y
supongamos que U := {x ∈ Ω+ : f˜(x) > k(x)v(x)} es tal que |U | > 0. Tenemos, por la
segunda desigualdad en (2.7), que f(x,un(x))‖un‖ ≤ k(x)v(x)+ε para casi todo x ∈ U , y por tanto∫
U
f(x, un(x))
‖un‖ k(x)v(x)dx ≤
∫
U
k2(x)v2(x)dx+ ε
∫
U
k(x)v(x)dx;
donde hemos tenido en cuenta que en Ω+, k(x)v(x) > 0. Como kvχU ∈ L2(Ω) y f(x,un(x))‖un‖ ⇀ f˜
en L2(Ω) entonces∫
U
f˜(x)k(x)v(x)dx ≤
∫
U
k2(x)v2(x)dx+ ε
∫
U
k(x)v(x)dx,
para todo ε > 0. De esto se infiere que
∫
U
f˜(x)k(x)v(x)dx ≤ ∫
U
k2(x) v2(x)dx. Pero, por la
definicio´n de U , ∫
U
f˜(x)k(x)v(x)dx ≥
∫
U
k2(x) v2(x)dx,
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lo cual implica que
∫
U
k(x)v(x)[f˜(x)−k(x)v(x)]dx = 0. Por tanto k(x)v(x) = 0 en casi todas
partes de U y como k(x) ≥ λi entonces v(x) = 0 en casi todas partes de U , lo que es una
contradiccio´n. As´ı, |U | = 0.
Luego,
l(x) ≤ f˜(x)
v(x)
≤ k(x), en casi todas partes de Ω+. (2.8)
De la misma forma se prueba las desigualdades (2.8) en Ω−. De esta manera queda demos-
trado el lema. 
Lema 2.1.2. Si ‖un‖ → ∞ entonces
L(x) v2(x) ≤ l´ım inf
n→∞
2F (x, un(x))
‖un‖2 ≤ l´ım supn→∞
2F (x, un(x))
‖un‖2 ≤ K(x) v
2(x), (2.9)
para casi todo x ∈ Ω, donde v, K y L esta´n dados previamente.
Demostracio´n. Consideremos la sucesio´n (Ψn)n, donde
Ψn(x) =
2F (x, un(x))
‖un‖2 ,
y estudiemos su l´ımite puntual en los siguientes conjuntos Ω∗ = {x ∈ Ω : v(x) 6= 0} y
Ω0 = {x ∈ Ω : v(x) = 0}.
1. En Ω∗. Por definicio´n de vn tenemos que |un(x)| = |vn(x)|‖un‖ → ∞ en casi todas partes
de Ω∗. As´ı, para n suficientemente grande (tal que un(x) 6= 0) tenemos que
Ψn(x) =
2F (x, un(x))
u2n(x)
v2n(x).
Por tanto,
l´ım inf
n→∞
Ψn(x) ≥ [l´ım inf
n→∞
2F (x, un(x))
u2n(x)
]v2(x) ≥ L(x)v2(x)
l´ım sup
n→∞
Ψn(x) ≤ [l´ım sup
n→∞
2F (x, un(x))
u2n(x)
]v2(x) ≤ K(x)v2(x).
As´ı, se sigue el resultado para casi todo x ∈ Ω∗.
2. En Ω0. Tenemos lo siguiente:
Si |un(x)| ≤ 1 entonces |F (x, un(x)| ≤ A|un(x)|2 +B(x) ≤ A+B(x).
Si |un(x)| ≥ 1 entonces, |F (x,un(x))|u2n(x) ≤ A+
B(x)
u2n(x)
≤ A+B(x).
Luego, como ‖un‖ → ∞ y vn(x)→ v(x) = 0, tenemos que
l´ım
n→∞
Ψn(x) = 0 = L(x)v
2(x) = K(x)v2(x).
As´ı, queda demostrado el lema. 
Lema 2.1.3. Sea m : Ω → R una funcio´n medible tal que λi ≤ m(x) ≤ λi+1, y λi < m(x)
y m(x) < λi+1 en conjuntos de medida positiva, es decir, existen N3 y N4 subconjuntos de
Ω de medida positiva tales que λi < m(x) en N3 y m(x) < λi+1 en N4. Si v ∈ E es una
solucio´n de´bil del problema {
−∆v = m(x)v en Ω,
v = 0 sobre ∂Ω ,
entonces necesariamente v ≡ 0.
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Demostracio´n. Consideremos la aplicacio´n bilineal
A(u, v) =
∫
Ω
∇u · ∇v −
∫
Ω
muv para todo u, v ∈ E.
Claramente A es sime´trico. Ahora, sea X1 el subespacio generado, en E, por las funciones
propias correspondientes a los valores propios λ1 < λ2 < · · · < λi del problema (2.2) y sea
X2 la clausura del generado por las funciones propias correspondientes a los valores propios
λi+1, λi+2, . . . del problema (2.2). Luego E = X1⊕X2. Probaremos que si x1 ∈ X1 y x2 ∈ X2
entonces A(x1, x1) ≤ 0 y A(x2, x2) ≥ 0. Para x1 ∈ X1, tenemos: si x1 = 0, A(x1, x1) = 0;
ahora, si x1 6= 0 entonces podemos escribir
x1 =
i∑
n=1
αnun,
donde un, n = 1, 2, · · · , son las funciones propias tales que
∫
Ω
∇un · ∇φ = λn
∫
Ω
unφ, para
toda φ ∈ E y ‖un‖L2(Ω) = 1. Luego, como m ≥ λi,
A(x1, x1) =
∫
Ω
|∇x1|2 −
∫
Ω
mx21
=
∫
Ω
∇(
i∑
n=1
αnun) · ∇(
i∑
n=1
αnun)−
∫
Ω
mx21
≤
i∑
n=1
α2nλn − λi‖x1‖2L2(Ω)
=
i∑
n=1
(λn − λi)α2n ≤ 0.
Si A(x1, x1) = 0 entonces, por la desigualdad previa, α1 = α2 = · · · = αi−1 = 0 y por tanto
x1 = αiui y en consecuencia,
0 = A(x1, x1) =
∫
Ω
∇(αiui) · ∇(αiui)−
∫
Ω
mαiuiαiui
=
∫
Ω
α2iλiu
2
i −
∫
Ω
α2imu
2
i
=
∫
Ω
α2i (λi −m)u2i . (2.10)
Como m(x) > λi en N3 ⊂ Ω, el cual es de medida positiva, entonces
∫
N3
α2i (λi −m)u2i = 0.
Dado que ui satisface la Propiedad de continuacio´n u´nica (ver Teorema 1.0.10) entonces
αi = 0. Luego A(x1, x1) < 0 para x1 ∈ X1 con x1 6= 0. Veamos ahora que si x2 ∈ X2 con
x2 6= 0, entonces A(x2, x2) > 0: Sea x2 =
∞∑
n=i+1
αnun. Es sabido que {uj : j ∈ N} es un
sistema ortonormal completo en L2(Ω) y que ||x2||2L2(Ω) =
∞∑
n=i+1
α2n y ||x2||2 =
∞∑
n=i+1
α2nλn.
Consecuentemente,
A(x2, x2) =
∞∑
n=i+1
α2nλn −
∫
Ω
mx22 ≥
∞∑
n=i+1
α2n(λn − λi+1) =
∞∑
n=i+2
α2n(λn − λi+1) ≥ 0.
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Si A(x2, x2) = 0 entonces αn = 0 para todo n ≥ i + 2 y por tanto x2 = αi+1ui+1. El
razonamiento sigue como en el caso anterior.
Sea v ∈ E una solucio´n. Entonces existen v1 ∈ X1 y v2 ∈ X2 tales que v = v1 + v2 y por
tanto v1 − v2 ∈ E. Luego, como v es solucio´n, tenemos que
0 = A(v, v1 − v2) = A(v1 + v2, v1 − v2)
= A(v1, v1) + A(v1, v2)− A(v1, v2)− A(v2, v2)
= A(v1, v1)− A(v2, v2).
De esto se tiene que A(v1, v1) = A(v2, v2). Supongamos que v 6= 0. Entonces v1 6= 0 o´ v2 6= 0 y
por lo demostrado anteriormente tendriamos que A(v1, v1) < 0 o´ A(v2, v2) > 0, en cualquiera
de los 2 casos la igualdad A(v1, v1) = A(v2, v2) genera una contradiccio´n. Por tanto v = 0. 
2.2. Resultado Principal
En esta seccio´n demostramos el Teorema 2.2.1 enunciado ma´s adelante.
Proposicio´n 2.2.1. El funcional I : H10 (Ω)→ R dado por
I(u) =
∫
Ω
[
1
2
|∇u|2 − F (x, u)− hu]dx,
satisface la condicio´n (PS).
Demostracio´n. Sea {un}n ⊂ E tal que I ′(un) → 0 y |I(un)| ≤ C, donde C es una
constante. Veamos que {un}n tiene una subsucesio´n convergente. Sabemos por el Teorema
de representacio´n de Riesz que existe un u´nico elemento en E, denotado por ∇I(u), que
representa a I ′(u) y por tanto podemos escribir ∇I(u) = u − T (u), donde T : E → E
es tal que (T (u), w)E =
∫
Ω
f(x, u)w +
∫
Ω
hw, para w ∈ E. Veamos que T es un operador
compacto: Para ello, sea {zn} una sucesio´n acotada en E. Luego existen una subsucesio´n,
que denotamos igual, y un elemento u ∈ E tales que {zn} converge de´bilmente a u en E y
fuertemente a u en L2(Ω). Sea w ∈ E arbitrario. Entonces, como
|f(x, s)| ≤ a|s|+ b(x), para casi todo x ∈ Ω y s ∈ R,
con b ∈ L2(Ω), entonces Nf : L2(Ω) → L2(Ω) es continuo y as´ı, usando la Desigualdad de
Poincare´, se tiene que
|(T (zn)− T (u), w)| =
∣∣ ∫
Ω
[f(x, zn)− f(x, u)]w dx
∣∣
≤
∫
Ω
|Nf (zn)−Nf (u)| |w| dx
≤ C||Nf (zn)−Nf (u)||L2(Ω) ||w||, (2.11)
para todo w ∈ E. De (2.11) se deduce que
||T (zn)− T (u)||2 ≤ C ||Nf (zn)−Nf (u)||L2(Ω) ||T (zn)− T (u)||,
esto es, ||T (zn)− T (u)|| ≤ C ||Nf (zn)−Nf (u)||L2(Ω) → 0, cuando n→∞. Queda as´ı proba-
da la compacidad de T. Aprovechando la hipo´tesis, la igualdad un = ∇I(un) + T (un) y la
compacidad de T , basta mostrar que {un}n tiene una subsucesio´n acotada.
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Supongamos por contradiccio´n que {un}n no tiene subsucesio´n acotada. As´ı, podemos en-
contrar una subsucesio´n, la cual vamos a denotar {un}n, tal que ‖un‖ → ∞ cuando n→∞.
Sea vn =
un
‖un‖ , entonces existen una subsucesio´n de {vn}n, la cual denotaremos {vn}n, y
v ∈ E tal que vn ⇀ v de´bilmente en E, vn → v fuertemente en L2(Ω) y vn(x) → v(x) en
casi todas partes de Ω con |vn(x)| ≤ z(x), z ∈ L2(Ω) y adema´s f(·, un)‖un‖ ⇀ f˜ de´bilmente en
L2(Ω), donde f˜ satisface (2.5) y (2.6).
Definimos
m(x) =

f˜(x)
v(x)
si v(x) 6= 0
λ =
1
2
(λi + λi+1) si v(x) = 0.
Entonces, f˜(x) = m(x)v(x) y de (2.5) y (2.6) tenemos
l(x) ≤ m(x) ≤ k(x) si v(x) 6= 0 (2.12)
m(x) =λ si v(x) = 0. (2.13)
Por tanto, λi ≤ m(x) ≤ λi+1 por la suposicio´n (f1).
Por otro lado, por hipo´tesis, |I ′(un)w| ≤ εn‖w‖ para todo w ∈ E, donde εn → 0+. As´ı
εn
‖un‖ ≥
|I ′(un)un|
‖un‖2 =
|∫
Ω
[∇un∇un − f(x, un)un − hun]|
‖un‖2
= |1−
∫
Ω
f(x, un)
‖un‖ vn −
1
‖un‖
∫
Ω
hvn|,
y as´ı |1− ∫
Ω
f(x,un)
‖un‖ vn − 1‖un‖
∫
Ω
hvn| ≤ εn‖un‖ → 0.
Por la desigualdad de Ho¨lder y como ||vn||L2(Ω) ≤ C tenemos que |
∫
Ω
hvn| ≤ C‖h‖L2(Ω) <∞.
Por tanto ∫
Ω
f(x, un)
‖un‖ vn → 1.
Dado que
f(·, un)
‖un‖ ⇀ f˜ de´bilmente en L
2(Ω) y vn → v fuertemente en L2(Ω) entonces
∫
Ω
f˜v = 1 : (2.14)
en efecto, el siguiente estimativo y la desigualdad de Cauchy-Schwarz lo justifica:
|
∫
Ω
f˜v − 1| ≤ |
∫
Ω
(
fnv − f˜v
)
|+
∫
Ω
|fn||vn − v|+ |
∫
Ω
fnvn − 1|,
donde fn :=
f(·,un)
‖un‖ . Luego, necesariamente v 6≡ 0. Por otro lado, dado w ∈ E tenemos lo
siguiente:
εn
‖w‖
‖un‖ ≥
|I ′(un)w|
‖un‖ = |
∫
Ω
∇un∇w
‖un‖ −
∫
Ω
f(x, un)
‖un‖ w −
1
‖un‖
∫
Ω
hw|
= |
∫
Ω
∇vn∇w −
∫
Ω
f(x, un)
‖un‖ w −
1
‖un‖
∫
Ω
hw|,
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por tanto |∫
Ω
∇vn∇w −
∫
Ω
f(x,un)
‖un‖ w − 1‖un‖
∫
Ω
hw| ≤ εn ‖w‖‖un‖ → 0.
Luego, como
f(·, un)
‖un‖ ⇀ f˜ de´bilmente en L
2(Ω) y vn → v de´bilmente en E, entonces
∫
Ω
∇v∇w −
∫
Ω
f˜w = 0 para todo w ∈ E,
es decir v ∈ E es solucio´n de´bil del problema{
−∆v = f˜ = mv en Ω,
v = 0 sobre ∂Ω .
(2.15)
Ahora, consideramos 3 casos: (i) λi ≤ m(x) ≤ λi+1, con λi < m(x) en N1 y m(x) < λi+1 en
N2, donde N1 y N2 son subconjuntos de Ω de medida positiva; (ii) m(x) ≡ λi para casi todo
x ∈ Ω; (iii) m(x) ≡ λi+1 para casi todo x ∈ Ω.
Caso (i) Como v 6≡ 0 entonces por el Lema 2.1.3 este caso no puede ocurrir.
Caso (ii) Supongamos que m ≡ λi para casi todo x ∈ Ω. Entonces del problema (2.15) y
por (2.14) tenemos que
‖v‖2 = λi
∫
Ω
v2 =
∫
Ω
f˜v = 1. (2.16)
Por otro lado, como |I(un)| ≤ C tenemos que
|2I(un)|
‖un‖2 = |1−
∫
Ω
2F (x, un)
‖un‖2 −
2
‖un‖
∫
Ω
hvn| → 0,
y por tanto ∫
Ω
2F (x, un)
‖un‖2 → 1. (2.17)
Ahora, por (2.16), (2.17), el Lema de Fatou y el Lema 2.1.2 tenemos que
λi
∫
Ω
v2 = 1 = l´ım inf
n→∞
∫
Ω
2F (x, un)
‖un‖2 ≥
∫
Ω
l´ım inf
n→∞
2F (x, un)
‖un‖2 ≥
∫
Ω
L(x)v2.
Pero como λi ≤ L(x) entonces L(x) = λi en casi todas partes de Ω. Esto implica que
el conjunto {x ∈ Ω : λi < L(x)} tiene medida cero, lo cual contradice la hipo´tesis (f2).
Caso (iii) Supongamos que m ≡ λi+1 para casi todo x ∈ Ω. De la misma forma que en el
Caso (ii), obtenemos que
λi+1
∫
Ω
v2 ≤
∫
Ω
K(x)v2
y como K(x) ≤ λi+1, entonces K(x) = λi+1 en casi todas partes de Ω, pero esto
contadice la hipo´tesis (f2).
En conclusio´n tenemos que los tres casos anteriores no pueden ocurrir, por tanto cualquier
sucesio´n {un}n ⊂ E para la cual |I(un)| ≤ C y I ′(un)→ 0 tiene que ser acotada y por tanto
se sigue el resultado. 
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Ahora volvamos al espacio generado por las funciones propias correspondientes a los valores
propios λ1, λ2, · · · , λi, el cual llamaremos V y sea W = V ⊥; por tanto E = V ⊕W . Definamos
µ : V → R, ν : W → R como
µ(v) = ‖v‖2 −
∫
Ω
L(x)v2 para v ∈ V ,
ν(w) = ‖w‖2 −
∫
Ω
K(x)w2 para w ∈ W .
El siguiente resultado nos permitira´ garantizar que dos de las condiciones del Teorema de
Punto de Silla sera´n satisfechas por el funcional I, asociado a nuestro problema.
Proposicio´n 2.2.2. Existe δ > 0 tal que:
a. ν(w) ≥ δ‖w‖2 para todo w ∈ W .
b. I(w)→∞ cuando ‖w‖ → ∞, w ∈ W .
c. µ(v) ≤ −δ‖v‖2 para todo v ∈ V .
d. I(v)→ −∞ cuando ‖v‖ → ∞, v ∈ V .
Demostracio´n. Primero veamos a. Inicialmente demostraremos un paso intermedio: si
ν(w) = 0 entonces w ≡ 0.
Por la definicio´n de W , para w ∈ W , tenemos ‖w‖2 ≥ λi+1‖w‖2L2(Ω)(ver [13], pa´g. 243) y as´ı
ν(w) ≥
∫
Ω
[λi+1 −K(x)]w2 ≥ 0 para todo w ∈ W . (2.18)
Ahora bien, si ν(w) = 0, por la desigualdad (2.18), tenemos que sobre el conjunto
Ω2 = {x ∈ Ω : K(x) < λi+1}, se cumple w = 0. Adema´s,
ν(w) = ‖w‖2 −
∫
Ω
K(x)w2 ≥ ‖w‖2 − λi+1‖w‖2L2(Ω) ≥ 0,
implica que, si ν(w) = 0, entonces ‖w‖2 = λi+1‖w‖2L2(Ω), lo cual quiere decir que w es una
λi+1-funcio´n propia: En efecto, sea w =
∞∑
j=i+1
cjϕj, donde ϕj es ua funcio´n propia asociada
a λj. Puesto que ||w||2L2(Ω) =
∞∑
j=i+1
c2j y ||w||2 =
∞∑
j=i+1
c2jλj y estas series convergen entonces
tenemos la igualdad 0 =
∞∑
j=i+1
c2j(λj − λi+1) =
∞∑
j=i+2
c2j(λj − λi+1), de donde se deduce que
cj = 0 para todo j ≥ i+ 2 y por tanto w = ci+1ϕi+1.
Como w = 0 sobre Ω2, que tiene medida positiva, entonces por la Propiedad de Continuacio´n
U´nica se tiene w ≡ 0.
Ahora, supongamos que a. es falso. Por homogeneidad de ν, podemos encontrar una sucesio´n
{wn}n ⊂ W tal que ‖wn‖ = 1 y ν(wn)→ 0. Como {wn}n es acotada, podemos obtener una
subsucesio´n de {wn}n, que la vamos a denotar {wn}n, tal que wn ⇀ w de´bilmente en W y
wn → w fuerte en L2(Ω), con w ∈ W . Veamos que el funcional ν(w) = ‖w‖2 −
∫
Ω
K(x)w2,
para w ∈ W , es un funcional secuencialmente de´bilmente inferiormente semicontinuo. Efec-
tivamente, como la funcio´n f(u) = ‖u‖2 es continua y adema´s, se puede ver directamente
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v´ıa sucesiones que la funcio´n w 7→ ∫
Ω
K(x)w2 es continua de W en R entonces ν resulta
continua. Ahora bien, para w1, w2 ∈ W y t ∈ (0, 1), un ca´lculo directo y simple muestra que
ν
(
tw1 + (1− t)w2
)− tν(w1)− (1− t)ν(w2) = t(t− 1)ν(w1 − w2) ≤ 0,
de lo cual se sigue que ν es convexa. Del Teorema 1.0.7 se concluye que ν es secuencialmente
de´bilmente inferiormente semicontinua. Por tanto,
0 ≤ ν(w) ≤ l´ım inf
n→∞
ν(wn) = 0.
Luego, como ν(w) = 0, entonces w ≡ 0. Pero, como wn → w = 0 en L2(Ω), tenemos
ν(wn) = 1−
∫
Ω
K(x)w2n → 1,
lo cual contradice que ν(wn)→ 0. Luego a. se tiene.
Ahora veamos b.
Sea 0 < ε < δλi+1, donde δ es el obtenido en el literal a. Veamos que existe Bε ∈ L1(Ω) tal
que
2F (x, s) ≤ (K(x) + ε)s2 +Bε(x).
En efecto, por (f2), para el ε > 0 dado, existe p1 > 0 tal que si |s| > p1 entonces
2F (x, s) ≤ (K(x) + ε)s2,
y si |s| ≤ p1, entonces
|F (x, s)| ≤
∫ s
0
|f(x, t)|dt ≤ mp1(x)|s|.
Definamos
Bε(·) := 2p1mp1(·) ∈ L1(Ω). (2.19)
As´ı, 2F (x, s) ≤ (K(x) + ε)s2 + Bε(x) para casi todo x ∈ Ω y para todo s ∈ R. Entonces
usando las desigualdades de Ho¨lder y Poincare´ tenemos:
2I(w) = ‖w‖2 − 2
∫
Ω
F (x,w)− 2
∫
Ω
hw
≥ ‖w‖2 −
∫
Ω
(K(x) + ε)w2 − 2
∫
Ω
hw −
∫
Ω
Bε
= ν(w)− ε
∫
Ω
w2 − 2
∫
Ω
hw −
∫
Ω
Bε
≥ δ‖w‖2 − ε‖w‖2L2(Ω) − 2‖w‖L2(Ω)‖h‖L2(Ω) − ‖Bε‖L1(Ω)
≥ δ‖w‖2 − ε
λi+1
‖w‖2 − C1‖w‖ − C2
= (δ − ε
λi+1
)‖w‖2 − C1‖w‖ − C2,
para todo w ∈ W , donde C1 y C2 son tales que C1 = ‖h‖L2(Ω) y C2 = ‖Bε‖L1(Ω). Como
δ − ε
λi+1
> 0 entonces I(w)→∞ cuando ‖w‖ → ∞.
Para probar c. y d. se procede de forma ana´loga. 
Ahora estamos en condiciones de presentar y demostrar el principal resultado de este cap´ıtulo.
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Teorema 2.2.1. Suponiendo las hipo´tesis (f1) y (f2), para cualquier h ∈ L2(Ω), el problema{
−∆u = f(x, u) + h en Ω,
u = 0 sobre ∂Ω,
tiene una solucio´n de´bil u ∈ H10 (Ω).
Demostracio´n. Sea E = V ⊕W , donde V es el espacio generado por las funciones propias
correspondientes a los valores propios λ1, λ2, · · · , λi y W = V ⊥; adema´s consideremos el
funcional
I(u) =
1
2
‖u‖2 −
∫
Ω
[F (x, u) + hu]dx, u ∈ E.
Veamos que I es secuencialmente de´bilmente semicontinuo inferiormente. Sabemos que la
funcio´n u 7→ 1
2
‖u‖2 es de´bilmente semicontinua inferiormente. Ahora, si un ⇀ u de´bilmente
en E, por encajes de Sobolev un → u fuertemente en L2(Ω) y como NF (el operador de
Nemytskii asociado a F ) es una funcio´n continua de L2(Ω) en L1(Ω), entonces∫
Ω
F (x, un)→
∫
Ω
F (x, u).
Adema´s, ∫
Ω
hun →
∫
Ω
hu.
As´ı, por lo anterior, I es secuencialmente de´bilmente semicontinuo inferiormente. Por la
Proposicio´n 2.2.2 (b.) el funcional I |W es coercivo, es decir, I(w) → ∞ si ‖w‖ → ∞, con
w ∈ W , y por tanto existe β := ı´nfW I > −∞ (por el Teorema 1.0.6). Ahora, consideramos
α < β. Por la Proposicio´n 2.2.2 (d.), existe R > 0 tal que I(v) ≤ α para todo v ∈ V con
‖v‖ ≥ R. Por la Proposicio´n 2.2.1, I satisface la condicio´n (PS), y as´ı podemos aplicar el
Teorema 1.0.1 y obtenemos una solucio´n u0 ∈ E con I(u0) ≥ β. 
2.3. Un par de ejemplos
Ahora ilustramos dos casos, los cuales son tomados de [6].
2.3.1. Ejemplo 1
Consideremos el problema de valor de frontera{
−u′′ = f(u) + h(x), 0 < x < pi,
u(0) = u(pi) = 0,
(2.20)
donde h ∈ L2(0, pi) y f : R → R esta´ dada por f(s) = (n2 + n + 1
2
)s + s(n + 1
2
) sin s, con
n ∈ N fijado. Sabemos que λn = n2 es el n-e´simo valor propio de{
−u′′ = λu, 0 < x < pi,
u(0) = u(pi) = 0.
(2.21)
Por otro lado, tenemos que
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l : = l´ım inf
|s|→∞
f(s)
s
= (n2 + n+
1
2
) + (n+
1
2
) l´ım inf
|s|→∞
(sin s) = n2 = λn
k : = l´ım sup
|s|→∞
f(s)
s
= (n2 + n+
1
2
) + (n+
1
2
) l´ım sup
|s|→∞
(sin s) = (n+ 1)2 = λn+1.
Adema´s, como F (s) =
∫ s
0
f(s) dt, entonces
F (s) =
(n2 + n+ 1
2
)s2
2
+ (n+
1
2
)
∫ s
0
t sin t dt
=
(n2 + n+ 1
2
)s2
2
+ (n+
1
2
)(sin s− s cos s).
Por tanto
l´ım
|s|→∞
2F (s)
s2
= (n2 + n+
1
2
),
y as´ı, λn < (n
2 + n+ 1
2
) < λn+1, luego se cumplen las condiciones (f1) y (f2) y por tanto el
probema (2.20) tiene al menos una solucio´n.
2.3.2. Ejemplo 2
Consideremos una ecuacio´n diferencial parcial donde la no linealidad depende de las variables
x y s. Sean Ω1 y Ω2 dos subconjuntos de Ω medibles disjuntos y tales que |Ω1||Ω2| > 0 y
|Ω− (Ω1 ∪ Ω2)| = 0. Sea
f(x, s) = ρ(x)s+ α(x, s)s,
donde
ρ(x) = XΩ1λi + XΩ2λi+1 =
{
λi si x ∈ Ω1
λi+1 si x ∈ Ω2.
α(x, s) = [XΩ1 −XΩ2 ]θ(s) =
{
θ(s) si x ∈ Ω1
−θ(s) si x ∈ Ω2,
y θ : R→ R es una funcio´n continua que satisface:
l´ım inf
|s|→∞
θ(s) = 0 y l´ım sup
|s|→∞
θ(s) = λi+1 − λi.
Adema´s, sea A(s) =
∫ s
0
θ(t)t dt y supongamos que l´ım
|s|→∞
A(s)
s
= 0. Entonces
f(x, s)
s
= ρ(x) + α(x, s) =
{
λi + θ(s) si x ∈ Ω1
λi+1 − θ(s) si x ∈ Ω2.
Luego,
l´ım inf
|s|→∞
f(x, s)
s
= λi, en Ω1 ∪ Ω2.
De la misma forma se ve que l´ım sup
|s|→∞
f(x, s)
s
= λi+1 en Ω1 ∪Ω2. Esto garantiza la condicio´n
(f1).
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Por otro lado tenemos:
2F (x, s)
s2
=
2
s2
∫ s
0
[ρ(x)t+ α(x, t)t]dt
=
2
s2
[ρ(x)
s2
2
+
∫ s
0
α(x, t)tdt]
= ρ(x) +
2
s2
∫ s
0
α(x, t)tdt
=

ρ(x) +
2A(s)
s2
si x ∈ Ω1
ρ(x)− 2A(s)
s2
si x ∈ Ω2.
As´ı,
l´ım
|s|→∞
2F (x, s)
s2
= ρ(x) =
{
λi si x ∈ Ω1
λi+1 si x ∈ Ω2.
Como |Ω1||Ω2| > 0, entonces se cumple la condicio´n (f2) y por tanto el problema (3), con la
funcio´n f dada, tiene al menos una solucio´n.
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Cap´ıtulo 3
El p-Laplaciano
El objetivo de este cap´ıtulo es garantizar la existencia de por lo menos una solucio´n del
problema de Dirichlet { −∆pu = f(x, u) en Ω
u = 0 sobre ∂Ω,
(3.1)
donde Ω es un dominio acotado en RN . Adema´s, para u adecuada y 1 < p < ∞,
−∆pu = −
n∑
i=1
∂
∂xi
(|∇u|p−2 ∂u
∂xi
) es el p-Laplaciano y f : Ω × R → R es una funcio´n de
Carathe´odory. Inicialmente presentamos al operador −∆p como una aplicacio´n de duali-
dad entre W 1,p0 (Ω) y su dual W
−1, p′(Ω), donde 1
p
+ 1
p′ = 1, correspondiente a la funcio´n
de normalizacio´n ϕ(t) = tp−1. Luego demostramos propiedades importantes de −∆p que
permiten presentar el operador T = (−∆p)−1Nf , donde Nf es el operador de Nemytskii
(Nfu)(x) = f(x, u(x)) asociado a la funcio´n f , y probamos que T tiene un punto fijo.
Adema´s, se utilizara´ el Teorema del Paso de la Montan˜a para garantizar una solucio´n del
problema (3.1), bajo ciertas condiciones adecuadas sobre la no linealidad f.
3.1. El p-Laplaciano como aplicacio´n de dualidad
La idea de esta seccio´n es presentar el operador −∆p, 1 < p < ∞, como aplicacio´n de
dualidad Jϕ : W
1,p
0 (Ω) → W−1, p′(Ω), 1p + 1p′ = 1, asociada a la funcio´n de normalizacio´n
ϕ(t) = tp−1. Inicialmente presentamos el marco abstracto en espacios de Banach X, y luego
particularizamos a X = W 1,p0 (Ω).
3.1.1. Definiciones y resultados ba´sicos
En lo que sigue, a menos que se indique lo contrario, X denotara´ un espacio de Banach real,
X∗ su dual topolo´gico y 〈·, ·〉 sera´ la dualidad entre X∗ y X. La norma de X y de X∗ se
denotara´ por ‖·‖.
Dado un operador A : X → P(X∗), multivaluado o conjunto-valuado. Definimos el rango de
A como
R(A) =
⋃
x∈D(A)
Ax,
donde P(X∗) denota partes de X∗ y D(A) = {x ∈ X : Ax 6= ∅} es el dominio de A.
Definicio´n 3.1.1. Diremos que A es mono´tono si
〈x∗1 − x∗2, x1 − x2〉 ≥ 0
para x1, x2 ∈ D(A) y x∗1 ∈ Ax1, x∗2 ∈ Ax2.
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Definicio´n 3.1.2. Si ϕ : [0,+∞) → [0,+∞) es una funcio´n continua, estrictamente cre-
ciente, tal que ϕ(0) = 0 y ϕ(r) → ∞ cuando r → ∞, diremos que ϕ es una funcio´n de
normalizacio´n.
Definicio´n 3.1.3. Definimos la aplicacio´n de dualidad correspondiente a la funcio´n de nor-
malizacio´n ϕ, como el operador Jϕ : X → P(X∗), dado por
Jϕ(x) = {x∗ ∈ X∗ : 〈x∗, x〉 = ϕ(‖x‖)‖x‖, ‖x∗‖ = ϕ(‖x‖)}, para x ∈ X.
Observacio´n. Tenemos que Jϕ(x) 6= ∅ para cada x ∈ X y as´ı D(Jϕ) = X: En efecto, sea
x0 ∈ X, x0 6= 0. Encontremos una x∗ ∈ X∗ tal que 〈x∗, x0〉 = ϕ(‖x0‖)‖x0‖ y ‖x∗‖ = ϕ(‖x0‖).
Sean G = Rx0 = {tx0 : t ∈ R} y g : G→ R definida por g(tx0) = ϕ(‖x0‖)‖x0‖t. Es claro que
G es un subespacio vectorial de X y es fa´cil ver que g es una aplicacio´n lineal y continua.
Adema´s,
‖g‖G′ = sup
tx0∈G‖tx0‖≤1
ϕ(‖x0‖)‖tx0‖ ≤ ϕ(‖x0‖).
Por otra parte, ‖g‖G′ ≥ |g(y)| para todo y ∈ G con ||y|| = 1. En particular, para y = x0/||x0||
se tiene que ‖g‖G′ ≥ ϕ(‖x0‖). Por tanto ‖g‖G′ = ϕ(‖x0‖). Luego, por un corolario del
Teorema de Hahn-Banach, existe una extensio´n de g, x∗ ∈ X∗, tal que ‖x∗‖ = ‖g‖G′ y
〈x∗, x0〉 = ϕ(‖x0‖)‖x0‖. Si x0 = 0 entonces Jϕ(0) = {0∗} y por tanto D(Jϕ) = X.
Definicio´n 3.1.4. Sea ψ : X → R. Definimos el subdiferencial de ψ en el sentido de ana´lisis
convexo, ∂ψ : X → P(X∗), de la siguiente manera:
∂ψ(x) = {x∗ ∈ X∗ : ψ(y)− ψ(x) ≥ 〈x∗, y − x〉 para todo y ∈ X}.
Ahora, veamos algunas propiedades de la aplicacio´n de dualidad. El siguiente resultado es
presentado en [8] sin demostracio´n. Este es uno de los aportes de este trabajo.
Teorema 3.1.1. Si ϕ es una funcio´n de normalizacio´n, entonces:
i. Para cada x ∈ X, Jϕ(x) es un subconjunto acotado, cerrado y convexo de X∗.
ii. Jϕ es mono´tono, ma´s au´n
〈x∗1 − x∗2, x1 − x2〉 ≥ (ϕ(‖x1‖)− ϕ(‖x2‖))(‖x1‖ − ‖x2‖) ≥ 0,
para cada x1, x2 ∈ X y x∗1 ∈ Jϕ(x1), x∗2 ∈ Jϕ(x2).
iii. Si definimos ψ : X → R como ψ(x) = ∫ ‖x‖
0
ϕ(t)dt, entonces para cada x ∈ X,
Jϕ(x) = ∂ψ(x).
Demostracio´n. i. Primero veamos que Jϕ(x) es acotado. Sea x0 ∈ X. Para cada
x∗ ∈ Jϕ(x0), se tiene que ‖x∗‖ = ϕ(‖x0‖) y as´ı Jϕ(x0) ⊂ B(0, ϕ(‖x0‖) ⊂ X∗ y por tan-
to, para cada x ∈ X, Jϕ(x) es acotado.
Ahora veamos que Jϕ(x) es convexo para x ∈ X dado. Sean x∗, y∗ ∈ Jϕ(x) y λ ∈ (0, 1).
Veamos que λx∗ + (1− λ)y∗ ∈ Jϕ(x).
〈λx∗ + (1− λ)y∗, x〉 = λ 〈x∗, x〉+ (1− λ) 〈y∗, x〉
= λϕ(‖x‖)‖x‖+ (1− λ)ϕ(‖x‖)‖x‖
= ϕ(‖x‖)‖x‖.
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Por otro lado vemos que
‖λx∗ + (1− λ)y∗‖ = sup
z∈X
z 6=0
|〈λx∗ + (1− λ)y∗, z〉|
‖z‖ ≥
〈λx∗ + (1− λ)y∗, x〉
‖x‖
= ϕ(‖x‖).
Tambie´n tenemos, por la Desigualdad triangular que
||λx∗ + (1− λ)y∗|| ≤ λ||x∗||+ (1− λ)||y∗|| = ϕ(||x||),
con lo cual se concluye que ‖λx∗+ (1−λ)y∗‖ = ϕ(‖x‖) y por tanto λx∗+ (1−λ)y∗ ∈ Jϕ(x).
Esto prueba que Jϕ(x) es un subconjunto convexo de X
∗.
Por u´ltimo, veamos que Jϕ(x) es cerrado. Consideremos {x∗n} ⊂ Jϕ(x), para x ∈ X, tal que
x∗n → x∗0. Veamos que x∗0 ∈ Jϕ(x). Para cada n ∈ N, tenemos que
〈x∗n, x〉 = ϕ(‖x‖)‖x‖ y ‖x∗n‖ = ϕ(‖x‖). Adema´s, como x∗n → x∗0 entonces 〈x∗n, x〉 → 〈x∗0, x〉
y por tanto 〈x∗0, x〉 = ϕ(‖x‖)‖x‖. Por otro lado, de la continuidad de la norma en X∗,
‖x∗n‖ → ‖x∗0‖ y as´ı, ‖x∗0‖ = ϕ(‖x‖), con lo que se deduce que x∗0 ∈ Jϕ(x).
ii. Veamos que Jϕ es mono´tono. Consideremos x1, x2 ∈ X y x∗1 ∈ Jϕ(x1), x∗2 ∈ Jϕ(x2).
Entonces:
〈x∗1 − x∗2, x1 − x2〉 = 〈x∗1, x1〉 − 〈x∗2, x1〉 − 〈x∗1, x2〉+ 〈x∗2, x2〉
= ϕ(‖x1‖)‖x1‖ − 〈x∗2, x1〉 − 〈x∗1, x2〉+ ϕ(‖x2‖)‖x2‖
≥ ϕ(‖x1‖)‖x1‖ − ‖x∗2‖‖x1‖ − ‖x∗1‖‖x2‖+ ϕ(‖x2‖)‖x2‖
= ϕ(‖x1‖)(||x1|| − ||x2||)− ϕ(‖x2‖)(||x1|| − ||x2||)
= (ϕ(‖x1‖)− ϕ(‖x2‖))(‖x1‖ − ‖x2‖).
De la monoton´ıa de ϕ se sigue que esta u´ltima expresio´n es no negativa. En consecuencia,
Jϕ es mono´tona.
iii. Sea x ∈ X. Primero veamos que Jϕ(x) ⊆ ∂ψ(x). Sea x∗ ∈ Jϕ(x). De esta manera
〈x∗, x〉 = ϕ(‖x‖)‖x‖ y ‖x∗‖ = ϕ(‖x‖). Por tanto, para y ∈ X tenemos que
〈x∗, y − x〉 = 〈x∗, y〉 − 〈x∗, x〉 = 〈x∗, y〉 − ϕ(‖x‖)‖x‖
≤ ϕ(‖x‖) (‖y‖ − ‖x‖) . (3.2)
Introducimos la funcio´n auxiliar γ : R+ → R+ dada por γ(t) =
t∫
0
ϕ(s)ds.
Por el Teorema del valor medio existe ξ entre ||x|| y ||y|| tal que
ψ(y)− ψ(x) = γ(||y||)− γ(||x||) = ϕ(ξ)(‖y‖ − ‖x‖).
Por el crecimiento de ϕ tenemos que ψ(y)− ψ(x) ≥ ϕ(||x||)(‖y‖ − ‖x‖), lo cual combinado
con (3.2) nos produce la desigualdad ψ(y)− ψ(x) ≥ 〈x∗, y − x〉 para todo y ∈ X, de donde
se concluye que x∗ ∈ ∂ψ(x).
Ahora veamos que ∂ψ(x) ⊆ Jϕ(x). Consideremos x∗ ∈ ∂ψ(x) con x 6= 0. Probaremos que
〈x∗, x〉 = ||x∗|| ||x|| usando la hipo´tesis con elementos y ∈ X tales que ||y|| = ||x||. En
consecuencia
0 = ψ(y)− ψ(x) ≥ 〈x∗, y − x〉 .
Notemos que ‖x∗‖ = sup
‖z‖=1
〈x∗, z〉 = sup
‖y‖=‖x‖
〈
x∗, y‖x‖
〉
. Luego, por la desigualdad previa,
‖x∗‖‖x‖ = sup
‖y‖=‖x‖
〈x∗, y〉 ≤ 〈x∗, x〉 ,
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lo cual implica que ‖x∗‖‖x‖ = 〈x∗, x〉. Ahora probemos que ||x∗|| = ϕ(||x||) usando la
hipo´tesis con elementos y ∈ X tales que ||y|| 6= ||x||. Sean w ∈ X con ‖w‖ = 1 y s > 0 tales
que x = sw; tambie´n consideremos y = tw para t > 0. Tenemos as´ı que para algu´n τ entre
s y t,
(t− s)ϕ(τ) =
∫ t
s
ϕ(ξ)dξ = ψ(y)− ψ(x) ≥ (t− s) 〈x∗, w〉
= (t− s)‖x∗‖.
Tomando t → s+ y luego t → s− y usando la continuidad de ϕ, obtenemos que
‖x∗‖ = ϕ(‖x‖). Finalmente, veamos que si x = 0 entonces ∂ψ(0) = {0∗} = Jϕ(0), con
lo cual termina la demostracio´n. Sea x∗ ∈ ∂ψ(0). Entonces, por la hipo´tesis, para todo
y ∈ X de la forma y = tw con t > 0 y ||w|| = 1 se tiene que ψ(y) ≥ 〈x∗, y〉, es decir para
todo t > 0 se tiene que
t〈x∗, w〉 ≤
∫ t
0
ϕ(s) ds = γ(t),
de donde se tiene que 〈x∗, w〉 ≤ γ(t)
t
para todo t > 0. Esto implica que
||x∗|| = sup
||w||=1
〈x∗, w〉 ≤ γ′+(0) = 0,
y as´ı ||x∗|| = 0. 
Definicio´n 3.1.5. Diremos que un funcional f : X → R es Gaˆteaux diferenciable en un
punto x ∈ X si existe f ′(x) ∈ X∗ tal que
l´ım
t→0
f(x+ th)− f(x)
t
= 〈f ′(x), h〉 , para todo h ∈ X.
Observacio´n. Si tenemos un funcional convexo f : X → R Gaˆteaux diferenciable en x ∈ X,
entonces ∂f(x) consiste de un so´lo elemento x∗ = f ′(x). En efecto, primero veamos que
f ′(x) ∈ ∂f(x). Para y ∈ X, tenemos:
〈f ′(x), y − x〉 = l´ım
t→0+
f(x+ t(y − x))− f(x)
t
= l´ım
t→0+
f((1− t)x+ ty)− f(x)
t
≤ l´ım
t→0+
(1− t)f(x) + tf(y)− f(x)
t
= f(y)− f(x).
Luego, f ′(x) ∈ ∂f(x). Ahora veamos que tal elemento es el u´nico en ∂f(x). Consideremos
x∗ ∈ ∂f(x). Entonces para cada y ∈ X, f(y)− f(x) ≥ 〈x∗, y − x〉 y as´ı para h ∈ X tenemos
que
〈f ′(x), h〉 = l´ım
t→0+
f(x+ th)− f(x)
t
≥ l´ım
t→0+
〈x∗, x+ th− x〉
t
= l´ım
t→0+
〈x∗, th〉
t
= 〈x∗, h〉 .
Y de la misma manera tenemos que
〈f ′(x), h〉 = l´ım
t→0−
f(x+ th)− f(x)
t
≤ l´ım
t→0−
〈x∗, x+ th− x〉
t
= l´ım
t→0−
〈x∗, th〉
t
= 〈x∗, h〉 .
As´ı, x∗ = f ′(x) y ∂f(x) consiste de un so´lo elemento, a saber f ′(x).
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Definicio´n 3.1.6. 1. Se dice que un espacio (de Banach) X es uniformemente convexo
si para cada ε ∈ (0, 2], existe δ = δ(ε) > 0 tal que si ‖x‖ = ‖y‖ = 1 y ‖x − y‖ ≥ ε
entonces ‖x+ y‖ ≤ 2(1− δ).
2. Se dice que un espacio X es localmente uniformemente convexo si para cada x ∈ X y
cada sucesio´n {xn}n con ‖x‖ = ‖xn‖ = 1 y ‖xn + x‖ → 2, cuando n → ∞, se tiene
que xn → x.
3. El espacio X es estrictamente convexo si para cada x, y ∈ X con ‖x‖ = ‖y‖ = 1, y 6= x
y λ ∈ (0, 1), tenemos que ‖λx+ (1− λ)y‖ < 1.
Teorema 3.1.2. Las siguientes implicaciones se cumplen:
X es uniformemente convexo ⇒ X es localmente uniformemente convexo ⇒ X es estricta-
mente convexo.
Demostracio´n. Usando reduccio´n al absurdo se prueba fa´cilmente la primera implicacio´n
y para la segunda ver [7], pa´g 31. 
Teorema 3.1.3. Si X es uniformemente convexo entonces X es reflexivo.
Demostracio´n. Ver [3], pa´g. 51. 
En adelante ϕ sera´ una funcio´n de normalizacio´n.
Proposicio´n 3.1.1. 1. Si X es estrictamente convexo, entonces Jϕ es estrictamente
mono´tona. Es decir,
〈x∗1 − x∗2, x1 − x2〉 > 0,
para cada x1, x2 ∈ X, x1 6= x2 y x∗1 ∈ Jϕ(x1), x∗2 ∈ Jϕ(x2). En particular,
Jϕ(x1) ∩ Jϕ(x2) = φ, si x1 6= x2.
2. Si X∗ es estrictamente convexo, entonces Jϕ(x) tiene un u´nico elemento, para cada
x ∈ X.
Demostracio´n. 1. Primero veamos que si X es estrictamente convexo, entonces para cada
x∗ ∈ X∗ − {0} existe a lo ma´s un elemento xˆ ∈ X con ‖xˆ‖ = 1 tal que 〈x∗, xˆ〉 = ‖x∗‖. En
efecto, sean xˆ, y ∈ X con xˆ 6= y tales que ‖xˆ‖ = ‖y‖ = 1 y 〈x∗, xˆ〉 = ‖x∗‖, 〈x∗, y〉 = ‖x∗‖.
Como X es estrictamente convexo, para λ ∈ (0, 1) tenemos que ‖λxˆ + (1 − λ)y‖ < 1. Por
linealidad,
〈x∗, λxˆ+ (1− λ)y〉 = λ 〈x∗, xˆ〉+ (1− λ) 〈x∗, y〉 = ‖x∗‖.
Por otro lado tenemos:
〈x∗, λxˆ+ (1− λ)y〉 ≤ ‖x∗‖‖λxˆ+ (1− λ)y‖ < ‖x∗‖,
lo cual es una contradiccio´n, y as´ı para cada x∗ ∈ X∗ − {0} existe a lo ma´s un elemento
xˆ ∈ X con ‖xˆ‖ = 1 tal que 〈x∗, xˆ〉 = ‖x∗‖. Recordemos que, por (ii) en el Teorema 3.1.1,
Jϕ es mono´tono. Por tanto, para probar que Jϕ es estrictamente mono´tono, resta descartar
el caso igual a cero. Supongamos por contradiccio´n que existen x1, x2 ∈ X con x1 6= x2 y
x∗1 ∈ Jϕ(x1), x∗2 ∈ Jϕ(x2), tales que
〈x∗1 − x∗2, x1 − x2〉 = 0.
As´ı, por el Teorema 3.1.1 (ii), tenemos que
0 = 〈x∗1 − x∗2, x1 − x2〉 ≥ (ϕ(‖x1‖)− ϕ(‖x2‖))(‖x1‖ − ‖x2‖) ≥ 0,
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de lo cual obtenemos que ‖x1‖ = ‖x2‖. Como x1 6= x2 y ‖x1‖ = ‖x2‖, entonces x1 6= 0 y
x2 6= 0. Luego,
0 =
〈
x∗1 − x∗2,
x1
‖x1‖ −
x2
‖x2‖
〉
= [ϕ(‖x1‖)−
〈
x∗1,
x2
‖x2‖
〉
] + [ϕ(‖x2‖)−
〈
x∗2,
x1
‖x1‖
〉
]. (3.3)
Por otro lado tenemos que
〈
x∗1,
x2
‖x2‖
〉
≤ ‖x∗1‖ = ϕ(‖x1‖) y as´ı ϕ(‖x1‖)−
〈
x∗1,
x2
‖x2‖
〉
≥ 0.
De la misma manera se ve que ϕ(‖x2‖)−
〈
x∗2,
x1
‖x1‖
〉
≥ 0. Esto y (3.3) implican que
‖x∗1‖ = ϕ(‖x1‖) =
〈
x∗1,
x2
‖x2‖
〉
.
Puesto que x∗1 ∈ Jϕ(x1) entonces
‖x∗1‖ =
〈
x∗1,
x1
‖x1‖
〉
,
y en consecuencia, 〈
x∗1,
x1
‖x1‖
〉
= ‖x∗1‖ =
〈
x∗1,
x2
‖x2‖
〉
.
Por lo demostrado al inicio de la prueba,
x1
‖x1‖ =
x2
‖x2‖ . Luego x1 = x2, lo cual es una
contradiccio´n y as´ı Jϕ es estrictamente mono´tono.
2. En el caso x = 0 la conclusio´n es clara pues Jϕ(0) = {0∗}. Sea x ∈ X, con x 6= 0. Sabemos
que Jϕ(x) 6= ∅ y adema´s, por el Teorema 3.1.1, es acotado. Veamos que Jϕ(x) tiene un
u´nico elemento. Supongamos que no, es decir, sean x∗1, x
∗
2 ∈ Jϕ(x) con x∗1 6= x∗2. Como Jϕ(x)
es convexo, entonces para cada t ∈ (0, 1) tenemos que tx∗1 + (1 − t)x∗2 ∈ Jϕ(x) y adema´s
||x∗1||
ϕ(‖x‖) =
||x∗2||
ϕ(‖x‖) = 1. Luego
‖tx∗1 + (1− t)x∗2‖
ϕ(‖x‖) = 1.
Por otro lado, como X∗ es estrictamente convexo, entonces
‖tx∗1 + (1− t)x∗2‖
ϕ(‖x‖) = ‖t
x∗1
ϕ(‖x‖) + (1− t)
x∗2
ϕ(‖x‖)‖ < 1,
lo cual es una contradiccio´n. As´ı, el cardinal de Jϕ(x) es uno. 
La siguiente proposicio´n enuncia una propiedad muy importante en el contexto del operador
p-Laplaciano.
Proposicio´n 3.1.2. Si X es localmente uniformemente convexo y Jϕ es monovaluada (es
decir, Jϕ : X → X∗) entonces Jϕ satisface la siguiente condicio´n:
(S+) Si xn ⇀ x (de´bilmente en X) y l´ım sup
n→∞
〈Jϕ(xn), xn − x〉 ≤ 0 entonces xn → x (fuerte-
mente en X).
Demostracio´n. Primero notemos que como Jϕ(x) ∈ X∗ y xn ⇀ x de´bilmente en X en-
tonces por la definicio´n de convergencia de´bil se tiene que l´ım
n→∞
〈Jϕ(x), xn − x〉 = 0. Luego
l´ım sup
n→∞
〈Jϕ(xn)− Jϕ(x), xn − x〉 ≤ 0. Ahora bien,
〈Jϕ(xn)− Jϕ(x), xn − x〉 = 〈Jϕ(xn), xn〉 − 〈Jϕ(xn), x〉 − 〈Jϕ(x), xn〉+ 〈Jϕ(x), x〉
≥ ϕ(‖xn‖)‖xn‖ − ϕ(‖xn‖)‖x‖ − ϕ(‖x‖)‖xn‖+ ϕ(‖x‖)‖x‖
= (ϕ(‖xn‖)− ϕ(‖x‖))(‖xn‖ − ‖x‖) ≥ 0.
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Entonces:
0 ≤ l´ım sup
n→∞
(ϕ(‖xn‖)− ϕ(‖x‖))(‖xn‖ − ‖x‖)
≤ l´ım sup
n→∞
〈Jϕ(xn)− Jϕ(x), xn − x〉 ≤ 0,
implica que (ϕ(‖xn‖)−ϕ(‖x‖))(‖xn‖−‖x‖)→ 0 y por tanto afirmamos que ‖xn‖ → ‖x‖: Si
no fuera as´ı existir´ıan ε0 > 0 y una subsucesio´n {xnk} tales que
∣∣||xnk || − ||x||∣∣ ≥ ε0. Luego,
|(ϕ(‖xnk‖)− ϕ(‖x‖))(‖xnk‖ − ‖x‖)| ≥ ε0|ϕ(‖xnk‖)− ϕ(‖x‖)|
implica que ϕ(‖xnk‖)→ ϕ(‖x‖), cuando k → +∞. Por la continuidad de ϕ−1 se tendr´ıa que
‖xnk‖ → ‖x‖ y esta contradiccio´n prueba la afirmacio´n. Por un resultado en [7] (ver pa´gs.
32 y 33), en un espacio localmente uniformemente convexo, si xn ⇀ x de´bilmente en X y
‖xn‖ → ‖x‖ entonces xn → x fuertemente en X. 
El siguiente resultado expresa que, en un espacio reflexivo, cuando la aplicacio´n de dualidad es
monovaluada, e´sta transforma sucesiones fuertemente convergentes en sucesiones de´bilmente
convergentes.
Proposicio´n 3.1.3. Si X es reflexivo y Jϕ : X → X∗ entonces Jϕ es demicontinua.
Demostracio´n. Sean {xn} ⊂ X y x ∈ X tales que xn → x en X. Resulta entonces que {xn}
es acotada y como ϕ es estrictamente creciente y ‖Jϕ(xn)‖ = ϕ(‖xn‖) entonces {Jϕ(xn)}
es acotada en X∗. Veamos que Jϕ(xn) ⇀ Jϕ(x). Afirmamos que todas las subsucesiones
de {Jϕ(xn)} que son de´bilmente convergentes tienen el mismo l´ımite, Jϕ(x). Demostremos
ahora la afirmacio´n: Sea x∗ ∈ X∗ el l´ımite de´bil de una subsucesio´n de {Jϕ(xn)}, la cual
denotamos por {Jϕ(xn)}. De la semicontinuidad inferior de´bil de la norma y la continuidad
de ϕ tenemos que
‖x∗‖ ≤ l´ım inf
n→∞
‖Jϕ(xn)‖ = l´ım inf
n→∞
ϕ(‖xn‖) = ϕ(‖x‖).
Por otro lado, como xn → x y Jϕ(xn) ⇀ x∗, del estimativo
|〈Jϕ(xn), xn〉 − 〈x∗, x〉| = |〈Jϕ(xn)− x∗, x〉+ 〈Jϕ(xn), xn − x〉|
≤ | 〈Jϕ(xn)− x∗, x〉 |+ ϕ(‖xn‖)‖xn − x‖, (3.4)
se sigue que
〈Jϕ(xn), xn〉 → 〈x∗, x〉 .
Pero sabemos que, por continuidad,
〈Jϕ(xn), xn〉 = ϕ(‖xn‖)‖xn‖ → ϕ(‖x‖)‖x‖,
y por ende 〈x∗, x〉 = ϕ(‖x‖)‖x‖, de lo cual concluimos que ϕ(‖x‖) ≤ ‖x∗‖ y por tanto
‖x∗‖ = ϕ(‖x‖). Luego, 〈x∗, x〉 = ϕ(‖x‖)‖x‖ y ϕ(‖x‖) = ‖x∗‖. As´ı, x∗ = Jϕ(x), lo cual
demuestra la afirmacio´n. Finalmente, probemos que Jϕ(xn) ⇀ Jϕ(x). Si esto no fuera as´ı en-
tonces existir´ıa, por ser X∗ reflexivo, un x0 ∈ X tal que 〈Jϕ(xn)−Jϕ(x), x0〉9 0. De esto se
seguir´ıa la existencia de ε0 > 0 y una subsucesio´n {xnk} tales que |〈Jϕ(xnk)−Jϕ(x), x0〉| ≥ ε0,
para todo k ∈ N. Como {Jϕ(xnk)} es acotada en X∗ entonces existir´ıan una subsucesio´n de
e´sta, denotada {Jϕ(xnj)}, y y∗ ∈ X∗ tales que Jϕ(xnj) ⇀ y∗. Si probamos que y∗ 6= Jϕ(x),
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habr´ıamos encontrado una subsucesio´n de´bilmente convergente, a saber Jϕ(xnj), que no con-
verge de´bilmente a Jϕ(x), lo que contradir´ıa la afirmacio´n demostrada. Notemos que para
cada j ∈ N,
|〈y∗ − Jϕ(x), x0〉| = |〈Jϕ(xnj)− Jϕ(x), x0〉 − 〈Jϕ(xnj)− y∗, x0〉|
≥ ε0 − |〈Jϕ(xnj)− y∗, x0〉|.
Tomando l´ımite cuando j →∞ llegar´ıamos a que |〈y∗−Jϕ(x), x0〉| ≥ ε0. Esta contradiccio´n
prueba la proposicio´n. 
La aplicacio´n de dualidad monovaluada, en un espacio reflexivo, es sobre.
Teorema 3.1.4. Sea X reflexivo y Jϕ : X → X∗, entonces R(Jϕ) = X∗.
Demostracio´n. Por la Proposicio´n 3.1.3, Jϕ es demicontinua y por tanto se sigue que Jϕ
es hemicontinua, ya que u+ tv → u, cuando t→ 0, implica que Jϕ(u+ tv) ⇀ Jϕ(u). Luego
〈Jϕ(u+ tv), w〉 → 〈Jϕ(u), w〉 cuando t→ 0, para todo u, v, w ∈ X. Por el Teorema 3.1.1, Jϕ
es mono´tona. Adema´s,
〈Jϕ(u), u〉
‖u‖ = ϕ(‖u‖)→∞ cuando ‖u‖ → ∞,
implica que Jϕ es coercivo. Luego, por el Teorema 1.0.9, Jϕ es sobre. 
El pro´ximo resultado permite transferir propiedades importantes de la aplicacio´n de dualidad,
Jϕ, al p-Laplaciano.
Teorema 3.1.5. Sean X reflexivo, localmente uniformemente convexo y Jϕ : X → X∗.
Entonces Jϕ es biyectiva con inversa J
−1
ϕ acotada (i.e., env´ıa acotados en acotados), continua
y mono´tona. Ma´s au´n:
J−1ϕ = X−1J∗ϕ−1 , (3.5)
donde X : X → X∗∗ es el isomorfismo cano´nico entre X y X∗∗ y J∗ϕ−1 : X∗ → X∗∗ es la
aplicacio´n de dualidad en X∗ correspondiente a la funcio´n de normalizacio´n ϕ−1.
Demostracio´n. Por el Teorema 3.1.4, Jϕ es sobreyectiva. Adema´s, como X es localmente
uniformemente convexo, entonces es estrictamente convexo y por la Proposicio´n 3.1.1 te-
nemos que Jϕ es inyectiva. As´ı, se tiene que Jϕ es biyectiva. Ahora consideremos X el
isomorfismo cano´nico entre X y X∗∗, es decir, para x ∈ X y x∗ ∈ X∗
〈X (x), x∗〉 = 〈x∗, x〉 .
Como ϕ es una funcio´n de normalizacio´n, entonces existe ϕ−1 : R+ → R+ y tambie´n es
una funcio´n de normalizacio´n. Como X es reflexivo y localmente uniformemente conve-
xo, X∗∗ tambie´n lo es y por tanto, por el Teorema 3.1.2, X∗∗ es estrictamente convexo
y as´ı la aplicacio´n de dualidad J∗ϕ−1 es monovaluada, por la Proposicio´n 3.1.1. Veamos
que J−1ϕ = X−1J∗ϕ−1 . Sea x∗ ∈ X∗. Por la biyectividad de Jϕ, existe un u´nico x1 ∈ X
tal que Jϕ(x1) = x
∗. Luego J−1ϕ (x
∗) = x1. Ahora, sean x∗∗1 ∈ X∗∗, y1 ∈ X tales que
x∗∗1 = J
∗
ϕ−1(x
∗) y y1 = X−1(x∗∗1 ). As´ı, debemos probar que J−1ϕ (x∗) = y1, es decir que x1 = y1.
Veamos que x∗ ∈ Jϕ(y1). Notemos primero que 〈x∗∗1 , x∗〉 = ϕ−1(‖x∗‖)‖x∗‖ y
‖x∗∗1 ‖ = ϕ−1(‖x∗‖). En consecuencia,
〈x∗, y1〉 = 〈x∗∗1 , x∗〉 = ϕ−1(‖x∗‖)‖x∗‖ = ‖x∗∗1 ‖‖x∗‖ = ‖x∗‖‖y1‖,
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puesto que X es una isometr´ıa y X (y1) = x∗∗1 . Tambie´n, ||x∗|| = ϕ(‖x∗∗1 ‖) = ϕ(‖y1‖).
Esto implica que x∗ ∈ Jϕ(y1) y como Jϕ es monovaluada entonces x∗ = Jϕ(y1), esto es
y1 = J
−1
ϕ (x
∗) = x1 y por ende J−1ϕ = X−1J∗ϕ−1 .
Ahora veamos que J−1ϕ es acotada, continua y mono´tona.
Como la aplicacio´n de dualidad J∗ϕ−1 es acotada (por el Teorema 3.1.1 (i)) y χ
−1 es un
isomorfismo isome´trico, por (3.5) se sigue que J−1ϕ es acotada: Para y
∗ ∈ X∗ se tiene que
existe una constante C > 0 tal que
||J−1ϕ (y∗)|| = ||X−1
(
J∗ϕ−1(y
∗)
)|| = ||J∗ϕ−1(y∗)|| ≤ C.
Sea {x∗n} ⊂ X∗ tal que x∗n → x∗ en X∗. De (3.5) y la Proposicio´n 3.1.3 aplicada a J∗ϕ−1 ,
tenemos que J−1ϕ (x
∗
n) ⇀ J
−1
ϕ (x
∗) en X. Sean yn = J−1ϕ (x
∗
n) y y = J
−1
ϕ (x
∗). Entonces
||Jϕ(yn)|| → ||Jϕ(y)|| ya que ‖x∗n‖ → ‖x∗‖. Pero ||Jϕ(yn)|| = ϕ(||yn||) y ||Jϕ(y)|| = ϕ(||y||) y
por tanto ϕ(||yn||) → ϕ(||y||), de donde se tiene que ||yn|| → ||y||, es decir,
‖J−1ϕ x∗n‖ → ‖J−1ϕ x∗‖. Pero, como X es localmente uniformemente convexo, se sigue, por
el mismo teorema citado en la demostracio´n de la Proposicio´n 3.1.2, que J−1ϕ x
∗
n → J−1ϕ x∗, lo
cual implica la continuidad de J−1ϕ .
Finalmente, veamos que J−1ϕ es mono´tono. Como X es reflexivo, el espacio X se identifica
con X∗∗ mediante el isomorfismo cano´nico X . Consideremos x∗1, x∗2 ∈ X∗. Entonces, por (3.5)
y el Teorema 3.1.1,〈X (J−1ϕ (x∗1))−X (J−1ϕ (x∗2)), x∗1 − x∗2〉 = 〈J∗ϕ−1(x∗1)− J∗ϕ−1(x∗2), x∗1 − x∗2〉
≥ (ϕ−1(‖x∗1‖)− ϕ−1(‖x∗2‖))(‖x∗1‖ − ‖x∗2‖) ≥ 0.
Esto prueba que J−1ϕ es mono´tono. 
3.1.2. Marco funcional
En esta subseccio´n aplicamos lo desarrollado en la anterior tomando en particular el espacio
de Banach X = W 1,p0 (Ω) y ϕ(t) = t
p−1, con 1 < p < ∞, para mostrar que el p-Laplaciano
es una aplicacio´n de dualidad. En lo que sigue, consideraremos Ω un dominio acotado en
RN , para N ≥ 2, con frontera Lipchitz y p ∈ (1,∞). Consideraremos el Espacio de Sobolev
W 1,p(Ω), con la norma
‖u‖p ≡ ‖u‖pW 1,p(Ω) = ‖u‖p0,p +
n∑
i=1
‖ ∂u
∂xi
‖p0,p,
para u ∈ W 1,p(Ω) y donde ‖·‖0,p denota la norma en Lp(Ω). Sabemos que (W 1,p(Ω), ‖·‖W 1,p(Ω))
es separable, reflexivo y uniformemente convexo (ver [1]). Adema´s, consideramos el espacio
W 1,p0 (Ω), el cual es la clausura del espacio C
∞
0 (Ω) en W
1,p(Ω). El espacio dual de W 1,p0 (Ω),
(W 1,p0 (Ω))
∗, lo denotamos por W−1, p
′
(Ω), donde 1
p
+ 1
p′ = 1.
El operador −∆p puede ser visto como una actuacio´n de W 1,p0 (Ω) en W−1, p′(Ω) dada por
〈−∆pu, v〉 =
∫
Ω
|∇u|p−2∇u · ∇v para u, v ∈ W 1,p0 (Ω) :
En efecto, para u ∈ W 1,p0 (Ω), tenemos que |∇u|p−2 ∂u∂xi ∈ Lp
′
(Ω) ya que∫
Ω
|∇u|(p−2)p′ | ∂u
∂xi
|p′ =
∫
|∇u|6=0
|∇u|(p−2)p′ | ∂u
∂xi
|p′ =
∫
|∇u|6=0
|∇u|p
(
| ∂u
∂xi
|/|∇u|
)p′
≤
∫
Ω
|∇u|p <∞.
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Ahora, si definimos γi = |∇u|p−2 ∂u∂xi , el Teorema 1.0.8 garantiza que la aplicacio´n
L : W 1,p0 (Ω)→ W−1, p′(Ω) dada por
〈Lu, v〉 =
∫
Ω
|∇u|p−2∇u · ∇v dx
esta´ bien definida. En particular para u ∈ W 1,p0 (Ω)∩C2(Ω¯) y v ∈ W 1,p0 (Ω)∩C1(Ω¯) se puede
integrar por partes y obtener que
〈Lu, v〉 =
∫
Ω
|∇u|p−2∇u · ∇v dx =
n∑
i=1
∫
Ω
γi
∂v
∂xi
dx =
∫
Ω
(−∆pu)v dx.
De esta manera vemos que L = −∆p para todo u ∈ W 1,p0 (Ω)∩C2(Ω¯) y v ∈ W 1,p0 (Ω)∩C1(Ω¯).
Adema´s, por la Desigualdad de Ho¨lder∫
Ω
|∇u|p−2∇u · ∇v dx <∞, ∀u, v ∈ W 1,p0 (Ω),
esto es, la expresio´n integral tiene sentido para u, v ∈ W 1,p0 (Ω). Esto nos permite usar esta
misma integral para entender que el operador actu´a como se afirmo´, es decir,
−∆p : W 1,p0 (Ω)→ W−1, p′(Ω).
Por la desigualdad de Poincare´, consideramos la norma equivalente en W 1,p0 (Ω) dada por
‖u‖ = ‖u‖W 1,p0 (Ω) = ‖|∇u|‖0,p.
Teorema 3.1.6. El espacio (W 1,p0 (Ω), ‖·‖) es uniformemente convexo.
Demostracio´n. Ver [1], pa´g. 47. 
Teorema 3.1.7. El funcional ψ : W 1,p0 (Ω)→ R dado por
ψ(u) =
1
p
‖u‖p,
es un potencial para el operador −∆p : W 1,p0 (Ω)→ W−1, p′(Ω). Esto es,
ψ′ = −∆p = Jϕ,
donde Jϕ : W
1,p
0 (Ω) → W−1,p′(Ω) es la aplicacio´n de dualidad correspondiente a la funcio´n
de normalizacio´n ϕ(t) = tp−1 y ψ′ se entiende como la derivada en el sentido de Gaˆteaux.
Demostracio´n. Notemos que ψ(u) =
‖u‖∫
0
ϕ(t) dt y adema´s es convexa. Esto u´ltimo se
explica expresando ψ = g ◦ || · ||, donde g es la funcio´n convexa y creciente dada por
g(x) = p−1xp (x ≥ 0). Luego, en virtud del Teorema 3.1.1 (iii) y la observacio´n posterior a
la prueba de e´ste, es suficiente probar que ψ es Gaˆteaux diferenciable y ψ′(u) = −∆pu. Es
inmediato de la definicio´n que ψ es diferenciable en puntos u tales que ∇u = 0, es decir u = 0
en W 1,p0 (Ω); adema´s ψ
′(0) = 0. Supongamos ahora que ∇u 6= 0 y sean P : W 1,p0 (Ω)→ Lp(Ω)
y Q : Lp(Ω)→ R dadas por
P (u) = |∇u|, Q(u) = 1
p
||u||p0,p.
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Es claro que ψ = Q ◦P y as´ı todo se reduce a probar que P y Q son Gaˆteaux diferenciables.
Veamos primero que Q es Gaˆteaux diferenciable. Sea v ∈ Lp(Ω). Debemos garantizar que el
siguiente l´ımite existe:
l´ım
h→0
Q(u+ hv)−Q(u)
h
= l´ım
h→0
∫
Ω
|u+ hv|p − |u|p
ph
dx. (3.6)
Notemos que para x ∈ Ω fijado, el integrando en (3.6) tiende a |u|p−2uv, cuando h→ 0. Por
el Teorema del valor medio aplicado a la funcio´n t → 1
p
|t|p (t 6= 0), existe s = s(x) ∈ (0, 1)
tal que ∣∣∣ |u+ hv|p − |u|p
ph
∣∣∣ = |u+ shv|p−1 |v|. (3.7)
Notemos que |u|p−1 ∈ Lp′(Ω) ya que |u|p′(p−1) = |u|p y u ∈ Lp(Ω). Luego, por la Desigualdad
de Ho¨lder, |u|p−1|v| ∈ L1(Ω). Adema´s, para todo x ∈ Ω y para todo 0 < |h| < 1, el lado
derecho de (3.7) es menor o igual que 2p−1(|u|p−1|v|+ |v|p) ∈ L1(Ω). Por lo tanto, el Teorema
de convergencia dominada implica que 〈Q′(u), v〉 = ∫
Ω
|u|p−2uvdx. Ahora veamos que P es
Gaˆteaux diferenciable.
P (u+ hv)− P (u)
h
=
|∇u+ h∇v| − |∇u|
h
=
2∇u · ∇v + h|∇v|2
|∇u+ h∇v|+ |∇u| ,
lo que tiende puntualmente a
∇u · ∇v
|∇u| cuando h→ 0. Ahora bien,∣∣∣ |∇u+ h∇v| − |∇u|
h
∣∣∣ ≤ |∇v|
y as´ı, ∣∣∣ |∇u+ h∇v| − |∇u|
h
− ∇u · ∇v|∇u|
∣∣∣p ≤ 2p|∇v|p.
Como 2p|∇v|p ∈ L1(Ω), por el Teorema de convergencia dominada, se tiene que
P (u+ hv)− P (u)
h
converge a
∇u · ∇v
|∇u| en L
p(Ω), cuando h→ 0. Esto significa que
P ′(u)v =
∇u · ∇v
|∇u| ·
En consecuencia,
ψ′(u)v = 〈Q′(|∇u|), P ′(u)v〉 =
∫
Ω
|∇u|p−2∇u ·∇v dx = 〈−∆pu, v〉.
Queda as´ı demostrado que ψ′ = −∆p = Jϕ. 
Teorema 3.1.8. El operador −∆p define una correspondencia uno a uno entre W 1,p0 (Ω) y
W−1, p
′
(Ω), con inversa mono´tona, acotada y continua.
Demostracio´n. Aplicando los Teoremas 3.1.5, 3.1.6 y 3.1.7 se sigue el resultado. 
Observacio´n: Por el Teorema 3.1.8, para cada f ∈ W−1, p′(Ω) la ecuacio´n −∆pu = f tiene
u´nica solucio´n en W 1,p0 (Ω) dada por u = (−∆p)−1f .
Recordemos que el funcional dado en el Teorema 3.1.7, ψ(u) = 1
p
‖u‖p, es Gaˆteaux diferen-
ciable en W 1,p0 . En realidad es C
1- Fre´chet, lo cual se demuestra con ayuda de las siguientes
desigualdades.
31
Lema 3.1.1. (i) Si p ∈ [2,∞), entonces
||z|p−2z − |y|p−2y| ≤ β|z − y|(|z|+ |y|)p−2 para todo y, z ∈ RN
donde β es independiente de y y de z.
(ii) Si p ∈ (1, 2], entonces
||z|p−2z − |y|p−2y| ≤ β˜|z − y|p−1 para todo y, z ∈ RN
donde β˜ es independiente de y y de z.
Demostracio´n. Ver [5]. 
Teorema 3.1.9. El funcional ψ es continuamente diferenciable Fre´chet en W 1,p0 (Ω).
Demostracio´n. Consideremos el espacio producto X =
n∏
i=1
Lp
′
(Ω) con la norma
[h]0, p′ =
(
n∑
i=1
‖hi‖p′0, p′
) 1
p′
,
para h = (h1, . . . , hn) ∈ X. Ahora definamos g = (g1, . . . , gn) : W 1,p0 (Ω)→ X por
g(u) = |∇u|p−2∇u, para u ∈ W 1,p0 (Ω).
Ya se justifico´ antes que gi = |∇(·)|p−2∂(·)
∂xi
∈ Lp′(Ω) para i = 1, 2, . . . , n. Notemos que esta
funcio´n g nos permite escribir la derivada de Gaˆteaux de ψ como ψ′(u)v =
∫
Ω
g(u) · ∇v dx.
Consideremos las normas, para x ∈ RN , ‖x‖p′ = (
∑n
i=1|xi|p
′
)
1
p′ y ‖x‖2 = (
∑n
i=1|xi|2)
1
2 . Por
la equivalencia de las normas en RN , existen escalares C,K > 0 tales que
‖x‖p′p′ ≤ C‖x‖p
′
2 y ‖x‖p
′
2 ≤ K‖x‖p
′
p′ .
Sea h = (h1, . . . , hn) ∈ X, entonces:
[h]p
′
0, p′ =
(
n∑
i=1
‖hi‖p′0, p′
)
=
∫
Ω
(
n∑
i=1
|hi|p′
)
≤ C
∫
Ω
(
n∑
i=1
|hi|2)
p′
2 = C
∫
Ω
|h|p′ .
Ahora veamos que g es continua. Si p ∈ (2,∞) y u, v ∈ W 1,p0 (Ω), por el Lema 3.1.1, la
desigualdad de Ho¨lder (aplicada con p
p′ y
p−1
p−2) y la desigualdad de Minkowski tenemos que
[g(u)− g(v)]p′0, p′ ≤ C
∫
Ω
|g(u)− g(v)|p′
= C
∫
Ω
||∇u|p−2∇u− |∇v|p−2∇v|p′
≤ Cβp′
∫
Ω
|∇u−∇v|p′(|∇u|+ |∇v|)p′(p−2)
≤ C1
(∫
Ω
|∇u−∇v|p
) p′
p
(∫
Ω
(|∇u|+ |∇v|)p
) p′(p−2)
p
= C1‖u− v‖p′‖|∇u|+ |∇v|‖p
′(p−2)
Lp
≤ C2‖u− v‖p′(‖u‖+ ‖v‖)p′(p−2),
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donde la constante C2 es independiente de u y v.
Si p ∈ (1, 2] y u, v ∈ W 1,p0 (Ω), por el Lema 3.1.1 se sigue
[g(u)− g(v)]p′0, p′ ≤ C ′1
∫
Ω
|∇u−∇v|p′(p−1) = C ′1‖u− v‖p,
con C ′1 independiente de u y v. En cualquiera de los dos casos se sigue que g es continua.
Por otro lado, por la desigualdad de Ho¨lder y la equivalencia de las normas en RN , tenemos
para u, v, w ∈ W 1,p0 (Ω):
|〈ψ′(u)− ψ′(v), w〉| ≤
∫
Ω
|g(u)− g(v)||∇w|
≤ (
∫
Ω
|g(u)− g(v)|p′) 1p′ (
∫
Ω
|∇w|p) 1p
≤ K
( n∑
i=1
‖gi(u)− gi(v)‖p′Lp′ (Ω)
) 1
p′ ‖w‖
= K[g(u)− g(v)]0, p′‖w‖.
De esta manera,
‖ψ′(u)− ψ′(v)‖∗ ≤ K[g(u)− g(v)]0, p′ .
Como g es continua entonces ψ′ tambie´n es continua y por tanto ψ es continuamente diferen-
ciable Gaˆteaux. El resultado se sigue aplicando el Teorema: Un funcional es continuamente
diferenciable Fre´chet si y so´lo si es continuamente diferenciable Gaˆteaux. 
El siguiente resultado expresa una propiedad importante del p-Laplaciano, la cual es de gran
utilidad para probar la condicio´n de Palais-Smale.
Teorema 3.1.10. El operador −∆p satisface la condicio´n (S+): si un ⇀ u, de´bilmente en
W 1,p0 (Ω) y l´ım sup
n→∞
〈−∆pun, un − u〉 ≤ 0, entonces un → u fuertemente en W 1,p0 (Ω).
Demostracio´n. Aplicando los Teoremas 3.1.2, 3.1.6 y 3.1.7 y la Proposicio´n 3.1.2 se sigue
el resultado. 
3.2. El problema −∆pu = f (x, u), u|∂Ω= 0
En esta seccio´n, daremos condiciones suficientes sobre el dato f para garantizar la existen-
cia de alguna u ∈ W 1,p0 (Ω) tal que −∆pu = f(x, u) en el sentido de´bil. Tal elemento u
sera´ llamado solucio´n del problema de Dirichlet{ −∆pu = f(x, u), en Ω
u = 0, sobre ∂Ω.
(3.8)
Definimos el exponente cr´ıtico asociado a p, as´ı:
p∗ =

Np
N − p si p < N
∞ si p ≥ N.
La funcio´n f : Ω × R → R la consideraremos de Carathe´odory y supondremos adema´s que
satisface la siguiente desigualdad
|f(x, s)| ≤ C|s|q−1 + b(x) para x ∈ Ω, s ∈ R,
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donde C ≥ 0 es constante, 1 < q < p∗, b ∈ Lq′(Ω), 1
q
+ 1
q′ = 1.
Por el Teorema 1.0.4, W 1,p0 (Ω) ↪→ Lq(Ω) con inyeccio´n compacta y por tanto podemos afirmar
que Nf : W
1,p
0 (Ω)→ W−1, p′(Ω), es compacto. Esto se tiene como consecuencia del siguiente
diagrama con inyecciones compactas I, I∗ y la continuidad de Nf :
W 1,p0 (Ω)
I
↪→ Lq(Ω) Nf↪→ Lq′ I
∗
↪→ W−1, p′(Ω),
donde I∗ es el operador adjunto de la inclusio´n I. El problema (3.8) se puede escribir como{ −∆pu = Nfu, en Ω
u = 0, sobre ∂Ω.
(3.9)
Diremos que u ∈ W 1,p0 (Ω) es solucio´n del problema (3.9) en el sentido de´bil si
〈−∆pu, v〉 = 〈Nfu, v〉 para todo v ∈ W 1,p0 (Ω),
o equivalentemente∫
Ω
|∇u|p−2∇u · ∇v =
∫
Ω
f(x, u)v para todo v ∈ W 1,p0 (Ω).
Usaremos dos te´cnicas para resolver el problema planteado: v´ıa punto fijo y v´ıa me´todo
variacional; en tal caso, aplicando un teorema de minimizacio´n y luego el Teorema del Paso
de la Montan˜a.
3.2.1. Existencia de puntos fijos de (−∆p)−1Nf .
Consideremos el operador T : W 1,p0 (Ω) → W 1,p0 (Ω) dado por Tu = (−∆p)−1Nfu, para
u ∈ W 1,p0 (Ω). Veamos que T tiene un punto fijo. Consideremos el conjunto
S = {u ∈ W 1,p0 (Ω) : u = αTu para algu´n α ∈ [0, 1]}.
Primero veamos que S es acotado. Sea u ∈ S. Notemos que
〈−∆p(Tu), Tu〉 =
∫
Ω
|∇(Tu)|p−2|∇(Tu)|2 = ‖Tu‖p y as´ı por definicio´n de T ,
‖Tu‖p = 〈(−∆p)Tu, Tu〉 = 〈Nfu, Tu〉 =
∫
Ω
f(x, u)Tu
≤
∫
Ω
(C|u|q−1 + b(x))|Tu|
≤ Cαq−1‖Tu‖qLq(Ω) + ‖b‖Lq′ (Ω)‖Tu‖Lq
≤ Cαq−1Cq1‖Tu‖q + ‖b‖Lq′ (Ω)C1‖Tu‖
≤ CCq1‖Tu‖q + ‖b‖Lq′ (Ω)C1‖Tu‖,
donde C1 > 0 es la constante dada por el encaje W
1,p
0 (Ω) ↪→ Lq(Ω). As´ı, existen constantes
K1, K2 ≥ 0 tales que
‖Tu‖p −K1‖Tu‖q −K2‖Tu‖ ≤ 0.
De esto se deduce que existe una constante a ≥ 0 tal que ‖Tu‖ ≤ a: En efecto, si ‖Tu‖ ≤ 1
consideramos a = 1. Si ‖Tu‖ > 1 entonces ‖Tu‖q ≥ ‖Tu‖, para q ∈ (1, p). Luego,
‖Tu‖p −K1‖Tu‖q −K2‖Tu‖q ≤ ‖Tu‖p −K1‖Tu‖q −K2‖Tu‖ ≤ 0,
y por tanto ‖Tu‖q(‖Tu‖p−q − K1 − K2) ≤ 0, lo cual implica que ‖Tu‖p−q ≤ K1 + K2. Si
consideramos ap−q = K1 +K2 tenemos que existe tal valor de a. Luego S es acotado.
Lo anterior queda resumido en el siguiente resultado de existencia de solucio´n para el pro-
blema (3.8).
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Teorema 3.2.1. Si la funcio´n de Carathe´odory f : Ω× R→ R satisface la desigualdad
|f(x, s)| ≤ C|s|q−1 + b(x) para x ∈ Ω, s ∈ R,
con q ∈ (1, p) entonces el operador (−∆p)−1Nf tiene un punto fijo en W 1,p0 (Ω) o equivalen-
temente, el problema (3.8) tiene solucio´n. Ma´s au´n, el conjunto de todas las soluciones del
problema (3.8) es acotado en W 1,p0 (Ω).
Demostracio´n. Consideremos
S = {u ∈ W 1,p0 (Ω) : u = αTu para algu´n α ∈ [0, 1]},
donde T : W 1,p0 (Ω)→ W 1,p0 (Ω) esta´ dado por Tu = (−∆p)−1Nfu, para u ∈ W 1,p0 (Ω). Como S
es acotado, del Teorema 1.0.3 se sigue que (3.8) tiene una solucio´n u. Ahora bien, cualquier
solucio´n satisface que u = Tu y por tanto u ∈ S y as´ı ||u|| = ||Tu|| ≤ a. Queda probado que
las soluciones de (3.8) son acotadas en W 1,p0 (Ω). 
3.2.2. Existencia de solucio´n v´ıa minimizacio´n
Consideremos el funcional F : W 1,p0 (Ω)→ R, definido por
F(u) := ψ(u)− Φ(u) = 1
p
‖u‖p −
∫
Ω
F (x, u),
donde f : Ω× R→ R es una funcio´n de Carathe´odory que satisface las mismas condiciones
descritas en la subseccio´n anterior, concretamente
|f(x, s)| ≤ C|s|q−1 + b(x) para x ∈ Ω, s ∈ R, (3.10)
con b ∈ Lq′(Ω), 1 < q < p∗ y F (x, s) =
s∫
0
f(x, t)dt. Recordemos que −∆p = ψ′, donde
ψ(u) = 1
p
‖u‖p es continuamente Fre´chet diferenciable en W 1,p0 (Ω). Por otro lado, siguiendo
el mismo razonamiento empleado en la prueba de la suavidad de I2 en el Teorema 2.0.12 se
ve que el funcional Φ : W 1,p0 (Ω)→ R dado por Φ(u) =
∫
Ω
F (x, u), es continuamente Fre´chet
diferenciable en W 1,p0 (Ω) y Φ
′(u) = Nfu. Por tanto el funcional F es C1 en W 1,p0 (Ω) y
F ′(u) = (−∆p)u−Nfu,
ma´s precisamente, F ′(u)v = ∫
Ω
|∇u|p−2∇u · ∇v dx− ∫
Ω
f(x, u)v dx. As´ı, vemos que las solu-
ciones del problema (3.8) son los puntos cr´ıticos del funcional F .
Es conocido que si λ1 es el primer valor propio de −∆p con condicio´n de Dirichlet, esto es,
existe v 6= 0 tal que −∆pv = λ1|v|p−2v y v = 0 sobre ∂Ω, entonces
λ1 = ı´nf
{
‖v‖p
‖v‖pLp(Ω)
: v ∈ W 1,p0 (Ω)− {0}
}
,
y el ı´nfimo se obtiene en alguna funcio´n u1 > 0, la cual es funcio´n propia asociada al valor
propio simple λ1 (ver [11] pa´g. 732).
Observacio´n. Como se presento´ en la pa´gina 6, recordemos que l´ım sup
|s|→∞
pF (x, s)
|s|p = j(x) uni-
formemente, si dado ε > 0 existe Nε > 0, independiente de x ∈ Ω, tal que
j(x) + ε >
pF (x, s)
|s|p para todo x ∈ Ω y para todo s con |s| > Nε.
Con esto en mente presentamos el siguiente resultado.
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Teorema 3.2.2 ([8]). Sea f : Ω × R → R una funcio´n de Carathe´odory que satisface la
desigualdad (3.10). Supongamos que existe α ∈ L∞(Ω) con 0 ≤ α(x) y α(x) < λ1 en un
conjunto de medida positiva. Si adema´s,
l´ım sup
s→±∞
pF (x, s)
|s|p = j(x) uniformemente; y j(x) ≤ α(x) ≤ λ1 ∀x ∈ Ω,
entonces F es coerciva.
Demostracio´n. Definamos el funcional N : W 1,p0 (Ω)→ R por
N (v) = ‖v‖p −
∫
Ω
α(x)|v|p, para v ∈ W 1,p0 (Ω).
Primero veamos que N (v) ≥ 0 para cada v ∈ W 1,p0 (Ω). Como α(x) ≤ λ1 ≤ ‖v‖
p
‖v‖p
Lp(Ω)
y
λ1‖v‖pLp(Ω) ≤ ‖v‖p entonces para todo v ∈ W 1,p0 (Ω),∫
Ω
α(x)|v|p ≤ ‖v‖p.
Luego, N (v) ≥ 0. Consideremos el funcional η : v 7→ ∫
Ω
α(x)|v|p. Veamos que es continuo en
Lp(Ω) y de´bilmente continuo en W 1,p0 (Ω). En efecto, sean wn y w en W
1,p
0 (Ω) con wn ⇀ w
en W 1,p0 (Ω). Probemos que η(wn)→ η(w). Para ello demostraremos que cada subsucesio´n de
{wn} posee una subsucesio´n tal que su imagen bajo η converge a η(w). Sea pues {wnj} una
subsucesio´n de {wn}. Como esta u´ltima es acotada entonces {wnj} tambie´n es acotada en
W 1,p0 (Ω). Por tanto existen una subsucesio´n {vk} := {wnjk} de {wnj} y v ∈ W
1,p
0 (Ω) tales que
vk ⇀ v en W
1,p
0 (Ω) y en consecuencia existe otra subsucesio´n {vki} tal que vki → v en Lp(Ω),
vki(x) → v(x) para casi todo x ∈ Ω; y adema´s existe Z ∈ Lp(Ω) tal que |vki(x)| ≤ Z(x)
para casi todo x ∈ Ω y ∀ i ∈ N. Se tiene entonces que α(x)|vki(x)|p → α(x)|v(x)|p, cuando
i→∞, para casi todo x ∈ Ω. Adema´s,∣∣∣α(x)|vki(x)|p − α(x)|v(x)|p∣∣∣ ≤ λ1(Zp(x) + |v(x)|p),
para todo i ∈ N y para casi todo x ∈ Ω. Como Zp + |v|p ∈ L1(Ω), por el Teorema de
Convergencia Dominada, tenemos que
|η(vki)− η(v)| ≤
∫
Ω
∣∣∣α(x)(|vki(x)|p − |v(x)|p)∣∣∣ dx→ 0 (cuando i→∞),
es decir, η(vki) → η(v). Puesto que vki ⇀ v y vki ⇀ w en W 1,p0 (Ω) entonces v = w. De esto
se sigue la continuidad de´bil, puesto que
l´ım
n→∞
η(wn) = η(w), si wn ⇀ w en W
1,p
0 (Ω).
Del argumento previo tambie´n se deduce la continuidad de η en Lp(Ω), ya que si wn → w
en Lp(Ω) y {wnj} es cualquier subsucesio´n, entonces existe otra subsucesio´n {zk} = {wnjk}
tal que α(x)|zk(x)|p → α(x)|w(x)|p para casi todo x ∈ Ω, cuando k → ∞, y adema´s existe
Z ∈ Lp(Ω) tal que |zk(x)| ≤ Z(x) para todo k ∈ N y para casi todo x ∈ Ω. Dominando como
arriba, con λ1(Z
p + |w|p), se llega a que
|η(zk)− η(w)| =
∣∣ ∫
Ω
α(x)(|zk(x)|p − |w(x)|p) dx
∣∣→ 0,
36
cuando k → ∞. Hemos probado entonces que si {wnj} es cualquier subsucesio´n de {wn},
existe otra subsucesio´n {wnjk} = {zk} tal que η(zk) → η(w), cuando k → ∞, lo cual de-
muestra que η(wn)→ η(w) y de esta manera η es continua en Lp(Ω).
Afirmamos que existe ε0 > 0 tal que N (v) ≥ ε0 para cada v ∈ W 1,p0 (Ω) con ‖v‖ = 1.
Supongamos por contradiccio´n, que existe una sucesio´n {vn}n en W 1,p0 (Ω) con ‖vn‖ = 1 y
N (vn)→ 0. Como {vn}n es acotada y W 1,p0 (Ω) es reflexivo, podemos encontrar una subsuce-
sio´n, que la denotamos {vn}n, y un v0 ∈ W 1,p0 (Ω) tales que vn ⇀ v0 de´bilmente en W 1,p0 (Ω)
y vn → v0 fuertemente en Lp(Ω). En consecuencia,
0 ≤ N (v0) = ‖v0‖p −
∫
Ω
α(x)|v0|p ≤ l´ım inf
n→∞
N (vn) = 0.
Luego, ‖v0‖p =
∫
Ω
α(x)|v0|p. Pero tambie´n N (vn) → 1 −
∫
Ω
α(x)|v0|p, entonces se tiene que
‖v0‖p =
∫
Ω
α(x)|v0|p = 1, lo cual implica que v0 6= 0.
Por hipo´tesis y la caracterizacio´n de λ1 tenemos que
λ1‖v0‖pLp(Ω) ≤ ‖v0‖p =
∫
Ω
α(x)|v0|p ≤ λ1‖v0‖pLp(Ω), (3.11)
y as´ı, λ1 =
‖v0‖p
‖v0‖pLp(Ω)
y por tanto v0 es mu´ltiplo de u1. Sea Ω̂ el subconjunto descrito en la
hipo´tesis, i.e., Ω̂ := {x ∈ Ω : α(x) < λ1} con |Ω̂| > 0 por hipo´tesis. Entonces∫
Ω
α(x)|v0|p =
∫
Ω̂
α(x)|v0|p +
∫
Ω−Ω̂
α(x)|v0|p
< λ1
∫
Ω̂
|v0|p + λ1
∫
Ω−Ω̂
|v0|p = λ1‖v0‖pLp(Ω),
lo cual contradice (3.11). En consecuencia queda demostrada la afirmacio´n, es decir existe
ε0 > 0 tal que N (v) ≥ ε0 para cada v ∈ W 1,p0 (Ω) con ‖v‖ = 1.
Por otro lado, para v ∈ W 1,p0 (Ω) tenemos que
N (v) = ‖v‖p −
∫
Ω
α(x)|v|p ≥ ε0‖v‖p.
Esto es inmediato para v = 0. Si v 6= 0 el resultado se tiene usando la afirmacio´n con w = v‖v‖ .
Sea ε > 0 tal que ε < λ1ε0. Veamos que existe k = k(ε) tal que F (x, s) ≤ α(x)+εp |s|p+k+c(x)
para cada x ∈ Ω y s ∈ R, donde c ∈ L1(Ω) es como en la Proposicio´n 1.0.3. En efecto, como
l´ım sup
s→±∞
pF (x,s)
|s|p ≤ α(x), para tal ε > 0 existe Nε independiente de x tal que, si |s| > Nε se
tiene pF (x,s)|s|p ≤ α(x) + ε y por tanto, para tales nu´meros s, F (x, s) ≤ α(x)+εp |s|p ∀x ∈ Ω. Si
|s| ≤ Nε, entonces F (x, s) ≤ |F (x, s)| ≤ C1|s|q+c(x) ≤ C1|Nε|q+c(x). Luego, si k = C1|Nε|q
entonces F (x, s) ≤ α(x)+ε
p
|s|p + k + c(x) para cada x ∈ Ω y s ∈ R.
Sea v ∈ W 1,p0 (Ω). Por la desigualdad de Ho¨lder tenemos:
F(v) = 1
p
‖v‖p −
∫
Ω
F (x, v)
≥ 1
p
‖v‖p − 1
p
∫
Ω
α(x)|v|p − 1
p
ε
∫
Ω
|v|p − k1
=
1
p
N (v)− ε
p
||v||pLp(Ω) − k1
≥ 1
p
[ε0‖v‖p − ε||v||pLp(Ω)]− k1
≥ λ1ε0 − ε
pλ1
‖v‖p − k1 →∞, cuando ‖v‖ → ∞,
37
donde k1 =
∫
Ω
[C1|Nε|q + c(x)]. Esto prueba que F es coerciva. 
Teorema 3.2.3. Suponiendo las hipo´tesis del Teorema 3.2.2, el problema (3.8) tiene solu-
cio´n.
Demostracio´n. Por el Teorema 3.2.2, el funcional F asociado a nuestro problema es coerci-
vo. Por la Proposicio´n 1.0.3, F satisface el crecimiento |F (x, s)| ≤ C1|s|q+c(x) con c ∈ L1(Ω)
y por la Proposicio´n 1.0.2, el operador NF : L
q(Ω)→ L1(Ω) es continuo. Esto implica que F
es secuencialmente de´bilmente inferiormente semicontinuo: Sea zn ⇀ z en W
1,p
0 (Ω). Luego,
por la compacidad del encaje W 1,p0 (Ω) ↪→ Lq(Ω) existe una subsucesio´n que denotamos igual
tal que zn → z en Lq(Ω). Puesto que ψ es secuencialmente de´bilmente inferiormente semi-
continua y la continuidad de NF : L
q(Ω)→ L1(Ω) se concluye que F(z) ≤ l´ım inf
n→∞
F(zn). El
Teorema 1.0.6 finaliza la demostracio´n. 
3.2.3. Usando el Teorema del Paso de la Montan˜a
Consideramos f : Ω × R → R de Carathe´odory que satisface la desigualdad (3.10) con
1 < q < p∗. Usaremos el Teorema 1.0.2 para garantizar la existencia de por lo menos una
solucio´n del problema (3.8). Probemos que F , dada en la seccio´n anterior, satisface las
condiciones del Teorema 1.0.2.
Lema 3.2.1. Si {un}n ⊂ W 1,p0 (Ω) es acotada y F ′(un)→ 0 cuando n→∞, entonces {un}
posee una subsucesio´n convergente.
Demostracio´n. Como la sucesio´n {un}n es acotada, entonces podemos encontrar una sub-
sucesio´n, que la denotamos {un}, que converge de´bilmente a algu´n u ∈ W 1,p0 (Ω). Como
F ′(un)→ 0, y un ⇀ u entonces
〈F ′(un), un − u〉 = 〈−∆pun −Nfun, un − u〉 → 0 cuando n→∞.
Por otro lado, por la desigualdad de Ho¨lder y teniendo en cuenta que un −→ u en Lq(Ω),
tenemos que
|〈Nfun, un − u〉| ≤ ‖Nfun‖Lq′ (Ω)‖un − u‖Lq(Ω) → 0,
puesto que {Nf (un)} es acotada en Lq′(Ω). Luego,
〈−∆pun, un − u〉 → 0.
As´ı, por la propiedad (S+) del p-Laplaciano (Teorema 3.1.10) tenemos que un → u fuerte-
mente en W 1,p0 (Ω). 
Teorema 3.2.4. Si existen θ > p y s0 > 0 tales que
θF (x, s) ≤ sf(x, s) para x ∈ Ω y |s| ≥ s0,
entonces F satisface la condicio´n (PS).
Demostracio´n. Por el Lema 3.2.1, para ver que F satisface la condicio´n (PS), es suficiente
mostrar que cualquier sucesio´n {un} ⊂ W 1,p0 (Ω) tal que {F(un)}n es acotada y F ′(un)→ 0
cuando n→∞, es acotada. Sea d ∈ R tal que F(un) ≤ d para todo n ∈ N. Para cada n ∈ N
definamos Ωn = {x ∈ Ω : |un(x)| ≥ s0} y Ω′n = Ω− Ωn. Tenemos:
F(un) = 1
p
‖un‖p −
(∫
Ωn
F (x, un) +
∫
Ω′n
F (x, un)
)
≤ d.
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Ahora, si x ∈ Ω′n entonces |un(x)| < s0 y por tanto F (x, un) ≤ C1|un(x)|q+c(x) ≤ C1sq0+c(x).
Luego, ∫
Ω′n
F (x, un) ≤ C1sq0|Ω′n|+
∫
Ω
c(x) =: K1.
Por otro lado, para x ∈ Ωn tenemos que |un(x)| ≥ s0. Como F (x, un) ≤ 1θf(x, un(x))un(x),∫
Ωn
F (x, un) ≤
∫
Ωn
1
θ
f(x, un)un =
1
θ
(∫
Ω
f(x, un)un −
∫
Ω′n
f(x, un)un
)
.
Pero
|
∫
Ω′n
f(x, un)un| ≤
∫
Ω′n
(C|un|q + b(x)|un|) ≤ C|s0|q|Ω|+ s0
∫
Ω
b(x) =: K2,
y por tanto
−1
θ
∫
Ω′n
f(x, un)un ≤ K2
θ
.
En conclusio´n
d ≥ 1
p
‖un‖p − (
∫
Ωn
F (x, un) +
∫
Ωn′
F (x, un))
≥ 1
p
‖un‖p −K1 − 1
θ
∫
Ω
f(x, un)un +
1
θ
∫
Ωn′
f(x, un)un
≥ 1
p
‖un‖p −K1 − K2
θ
− 1
θ
∫
Ω
f(x, un)un.
Luego, 1
p
‖un‖p − 1
θ
∫
Ω
f(x, un)un ≤ d+K1 + K2θ =: K3. Es decir,
1
p
‖un‖p − 1
θ
〈Nfun, un〉 ≤ K3. (3.12)
Por otro lado, como F ′(un)→ 0 cuando n→∞, existe n0 ∈ N tal que |〈F ′(un), un〉| ≤ ‖un‖
para n ≥ n0. Ahora bien, para cada n ≥ n0, tenemos que
‖un‖ ≥ |〈F ′(un), un〉| = |〈−∆pun, un〉 − 〈Nfun, un〉| (3.13)
=
∣∣‖un‖p − 〈Nfun, un〉∣∣.
Por tanto, 〈Nfun, un〉 − ‖un‖p ≤ ‖un‖, de donde obtenemos
−1
θ
‖un‖p − 1
θ
‖un‖ ≤ −1
θ
〈Nfun, un〉 , ∀n ≥ n0. (3.14)
Combinando (3.14) y (3.12) resulta:
(
1
p
− 1
θ
)‖un‖p − 1
θ
‖un‖ ≤ K3, ∀n ≥ n0,
y como θ > p, obtenemos que {un} es acotada. 
Observacio´n. Las hipo´tesis del teorema previo generalizan las hipo´tesis formuladas por
Ambrosetti y Rabinowitz para problemas semilineales, es decir cuando p = 2. Estas hipo´tesis
son suficientes para garantizar la condicio´n (PS).
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Lema 3.2.2. El funcional F dado por F(u) = 1
p
‖u‖p − ∫
Ω
F (x, u), para u ∈ W 1,p0 (Ω),
satisface las siguientes propiedades:
1. F(0) = 0.
2. F env´ıa conjuntos acotados en conjuntos acotados.
Demostracio´n. La primera parte resulta de la definicio´n de F y F . Probemos la segunda
parte. Por la definicio´n de F , sabemos que F ′(u) = −∆pu−Nfu. Adema´s, por la Desigualdad
triangular y el Teorema 1.0.4 tenemos que
‖F ′(u)‖∗ ≤ ‖−∆pu‖∗ + ‖Nfu‖∗ ≤ ‖u‖p−1 +K0‖Nfu‖Lq′ ,
donde ‖·‖∗ denota la norma en W−1, p′(Ω) y K0 es la constante dada por el encaje Lq′(Ω) ↪→
W−1, p
′
(Ω). Sabemos que Nf env´ıa conjuntos acotados de L
q(Ω) en conjuntos acotados
en Lq
′
(Ω), por tanto F ′ env´ıa conjuntos acotados de W 1,p0 (Ω) en conjuntos acotados de
W−1, p
′
(Ω). Ahora, para v ∈ W 1,p0 (Ω), aplicando el Teorema del valor medio a la funcio´n
Γ : [0, 1]→ R definida por Γ(t) = F(tv), tenemos que
|F(v)| = |F(v)−F(0)| = |〈F ′(ξv), v〉| ≤ ‖F ′(ξv)‖∗‖v‖,
para algu´n ξ ∈ (0, 1). Luego F env´ıa conjuntos acotados en conjuntos acotados. 
Teorema 3.2.5. Si
(i) Existen nu´meros θ > p y s1 > 0 tales que
0 < θF (x, s) ≤ sf(x, s) para x ∈ Ω y s ≥ s1,
o
(ii) Existen nu´meros θ > p y s1 < 0 tales que
0 < θF (x, s) ≤ sf(x, s) para x ∈ Ω y s ≤ s1;
entonces F no es acotada inferiormente.
Demostracio´n. Supongamos que (i) se cumple. Mostremos que si u ∈ W 1,p0 (Ω) con u > 0
es tal que |M1(u)| > 0, donde M1(u) = {x ∈ Ω : u(x) ≥ s1}, entonces F(λu)→ −∞ cuando
λ→∞. Para λ ≥ 1 y u ∈ W 1,p0 (Ω), denotamos
Mλ(u) = {x ∈ Ω : λu(x) ≥ s1},
y as´ı M1(u) ⊆Mλ(u) y por tanto |Mλ(u)| > 0. Ahora, sean x ∈ Ω y t ≥ s1. Por la hipo´tesis
tenemos que
0 < θF (x, t) ≤ tf(x, t), lo cual implica que θ
t
≤ f(x, t)
F (x, t)
=
F ′s(x, t)
F (x, t)
.
Luego, integrando de s1 hasta s obtenemos:
ln(
s
s1
)θ ≤ ln
( F (x, s)
F (x, s1)
)
.
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Como ln es una funcio´n creciente entonces s
θ
sθ1
≤ F (x,s)
F (x,s1)
y as´ı F (x, s) ≥ sθF (x,s1)
sθ1
. Si
γ(x) := F (x,s1)
sθ1
tenemos que F (x, s) ≥ γ(x)sθ para cada x ∈ Ω y s ≥ s1, y adema´s γ ∈ L1(Ω)
y para cada x ∈ Ω, γ(x) > 0. Por otro lado, si x ∈ Mλ(u), entonces λu(x) ≥ s1 y por tanto
F (x, λu(x)) ≥ γ(x)λθu(x)θ. As´ı,∫
Mλ(u)
F (x, λu) ≥ λθ
∫
Mλ(u)
γ(x)uθ ≥ λθ
∫
M1(u)
γ(x)uθ =: λθK1(u),
con K1(u) > 0. Si x ∈ Ω−Mλ(u), entonces λu(x) < s1. Luego,
|F (x, λu(x)| ≤ C1λquq + c(x) ≤ C1sq1 + c(x),
de lo cual se llega a que∣∣ ∫
Ω−Mλ(u)
F (x, λu)
∣∣ ≤ C1sq1|Ω|+ ∫
Ω
c(x) =: K˜2.
De esta manera,
F(λu) = λ
p
p
‖u‖p −
(∫
Mλ(u)
F (x, λu) +
∫
Ω−Mλ(u)
F (x, λu)
)
≤ λ
p
p
‖u‖p − λθK1(u) + K˜2 → −∞ cuando λ→∞,
ya que θ > p.
De forma ana´loga se tiene el resultado si se supone (ii). 
El siguiente resultado proporciona el cumplimiento de la condicio´n 1. del Teorema del Paso
de la Montan˜a. Pero antes presentamos de manera precisa lo que significa
l´ım sup
s→0
f(x, s)
|s|p−2s = h(x) uniformemente :
Dado ε > 0 existe un δ(ε) > 0, independiente de x ∈ Ω, tal que ∀x ∈ Ω y para todo
0 < |s| < δ se tiene que f(x, s)|s|p−2s < h(x) + ε.
Teorema 3.2.6. Supongamos que la funcio´n de Carathe´odory f : Ω × R → R satisface las
siguientes condiciones:
(i) Existe q ∈ (1, p∗) tal que
|f(x, s)| ≤ C(|s|q−1 + 1) para x ∈ Ω, s ∈ R,
con C ≥ 0 constante.
(ii)
l´ım sup
s→0
f(x, s)
|s|p−2s = h(x) uniformemente; y h(x) < λ1 para todo x ∈ Ω,
donde λ1 es el primer valor propio de −∆p en W 1,p0 (Ω).
Entonces existen constantes ρ, α > 0 tales que F |‖u‖=ρ ≥ α.
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Demostracio´n. Definamos µ : Ω → R, por µ(x) = 1
2
(h(x) + λ1). Como h es un l´ımite de
funciones medibles entonces µ es medible. Por la hipo´tesis (ii), h(x) < µ(x) < λ1 para todo
x ∈ Ω. Fijemos ε > 0 a determinar ma´s adelante. Luego, existe δε ≡ δ > 0, que no depende
x, tal que
f(x, s)
|s|p−2s < µ(x) + ε para todo x ∈ Ω y 0 < |s| < δ, (3.15)
es decir,
f(x, s) ≤ (µ(x) + ε)sp−1 para todo x ∈ Ω, ∀ s ∈ (0, δ)
f(x, s) ≥ −(µ(x) + ε)|s|p−1 para todo x ∈ Ω, ∀ s ∈ (−δ, 0).
Teniendo en cuenta las desigualdades previas y la continuidad de f en la segunda variable se
tiene que f(x, 0) = 0 para x ∈ Ω. Integrando de 0 a s (aplicando las desigualdades previas)
tenemos que
F (x, s) ≤ µ(x) + ε
p
|s|p para todo x ∈ Ω, ∀ |s| < δ. (3.16)
Por la condicio´n (i) vemos que |F (x, s)| ≤ C1(|s|q + 1), para x ∈ Ω, s ∈ R, donde C1 ≥ 0 es
una constante. Esto se deduce considerando los casos |s| ≤ 1 y |s| > 1; en este u´ltimo caso
se usa que |s|q ≥ |s|.
Escogemos q1 ∈ (ma´x{p, q}, p∗). Veamos que existe una constante C2 ≥ 0 tal que
|F (x, s)| ≤ C2|s|q1 para x ∈ Ω, |s| ≥ δ. (3.17)
Para deducir esto consideramos dos casos:
δ ≥ 1. Como |s| ≥ δ entonces |s| ≥ 1 y, dado que q < q1 entonces
|F (x, s)| ≤ C1(|s|q + 1) ≤ C1(|s|q + |s|)
≤ C1(|s|q1 + |s|q1) = 2C1|s|q1 =: C˜2|s|q1 .
δ ≤ |s| < 1.
|F (x, s)| ≤ C1(|s|q + 1) < 2C1 = C˜2.
Afirmamos que existe C > 0 tal que, para todo |s| ∈ [δ, 1] se tiene que C˜2 ≤ C|s|q1 . Si no
fuera cierto tendr´ıamos una sucesio´n {sn}n en [δ, 1] tal que δ ≤ |sn|q1 < C˜2n para todo n ∈ N.
Con esto tendr´ıamos la contradiccio´n δ ≤ 0. Luego |F (x, s)| ≤ C2|s|q1 para todo x ∈ Ω y
|s| ≥ δ, donde C2 = ma´x{C˜2, C}.
Luego, de (3.16) y (3.17), se sigue que
F (x, s) ≤ µ(x) + ε
p
|s|p + C2|s|q1 para x ∈ Ω, s ∈ R.
Si definimos N1(v) = ‖v‖p −
∫
Ω
µ(x)|v|p dx, para v ∈ W 1,p0 (Ω), tal como se hizo en la
prueba del Teorema 3.2.2 se demuestra que existe ε0 > 0 tal que N1(v) ≥ ε0||v||p para todo
v ∈ W 1,p0 (Ω). Escojamos ε < λ1ε0. En consecuencia, por la caracterizacio´n del valor propio
λ1 y por el encaje continuo W
1,p
0 (Ω) ↪→ Lq1(Ω) se tiene, para u ∈ W 1,p0 (Ω), que
F(u) = 1
p
‖u‖p −
∫
Ω
F (x, u) ≥ 1
p
‖u‖p −
∫
Ω
µ(x) + ε
p
|u|p − C2
∫
Ω
|u|q1
≥ 1
p
[N1(u)− ε‖u‖pLp(Ω)]− C3‖u‖q1
≥ 1
p
(ε0 − ε/λ1)‖u‖p − C3‖u‖q1
= ‖u‖p[ 1
pλ1
(λ1ε0 − ε)− C3‖u‖q1−p
]
.
42
Si tomamos ‖u‖ = ρ suficientemente pequen˜o, donde ρ > 0 se escoge de manera que
1
pλ1
(λ1ε0 − ε) > C3ρq1−p, encontramos α > 0 adecuado tal que F(u) ≥ α. 
Lema 3.2.3. (i) Si u ∈ W 1,p0 (Ω) es una solucio´n del problema (3.8) con f(x, s) ≥ 0 para
x ∈ Ω y s ≤ 0, entonces u ≥ 0.
(ii) Si u ∈ W 1,p0 (Ω) es una solucio´n del problema (3.8) con f(x, s) ≤ 0 para x ∈ Ω y s ≥ 0,
entonces u ≤ 0.
Demostracio´n. (i) Sea u ∈ W 1,p0 (Ω) una solucio´n del problema (3.8) y denotemos por
Ω− = {x ∈ Ω : u(x) < 0}. Definamos u− = ma´x{−u, 0}. Sabemos que u− ∈ W 1,p0 (Ω)
(Teorema 1.0.5) y adema´s
∇u− =
{ −∇u en Ω−
0 en Ω− Ω−.
De la formulacio´n de´bil del problema tenemos que∫
Ω
|∇u|p−2∇u · ∇u− =
∫
Ω
f(x, u)u−,
de donde obtenemos que
−
∫
Ω−
|∇u|p = −
∫
Ω−
f(x, u)u ≥ 0.
Por tanto ∇u = 0 en casi todas partes en Ω−, as´ı ∇u− = 0 en casi todas partes en Ω, lo que
implica que ‖u−‖ = 0 o´ u− = 0 en casi todas partes de Ω. De esto se sigue el resultado.
(ii) Se utiliza un argumento similar a (i). 
El resultado principal de esta seccio´n sobre existencia de solucio´n es el siguiente.
Teorema 3.2.7 ([8]). Supongamos que f : Ω×R→ R es una funcio´n de Carathe´odory que
satisface las hipo´tesis (i) y (ii) del Teorema 3.2.6 y adema´s,
(iii) Existen constantes θ > p y s0 > 0 tales que
0 < θF (x, s) ≤ sf(x, s) para x ∈ Ω, |s| ≥ s0.
Entonces el problema (3.8) tiene soluciones no triviales u− ≤ 0 ≤ u+.
Demostracio´n. Primero probaremos que (3.8) tiene solucio´n no trivial u+ ≥ 0. Definimos
f+ : Ω× R→ R dada por f+(x, s) = f(x, s+|s|2 ), es decir
f+(x, s) =
{
0 si s < 0,
f(x, s) si s ≥ 0,
y sea F+ : Ω× R→ R definida por
F+(x, s) =
s∫
0
f+(x, t)dt.
Ahora veamos las siguientes afirmaciones:
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(i)+ La funcio´n f+ es de Carathe´odory y adema´s satisface
|f+(x, s)| ≤ C(|s|q−1 + 1) para x ∈ Ω, s ∈ R.
(ii)+ l´ım sup
s→0
f+(x,s)
|s|p−2s , uniformemente, es igual a cierta funcio´n h+, la cual es menor que λ1
para todo x ∈ Ω.
(iii)+ θF+(x, s) ≤ sf+(x, s) para x ∈ Ω, |s| ≥ s0.
(iv)+ 0 < θF+(x, s) ≤ sf+(x, s) para x ∈ Ω, s ≥ s0.
Primero veamos (i)+. Como f es funcio´n de Carathe´odory entonces por la manera como
definimos f+, e´sta tambie´n es de Carathe´odory y adema´s
|f+(x, s)| ≤ |f(x, s)| ≤ C(|s|q−1 + 1) para x ∈ Ω, s ∈ R.
Ahora veamos (ii)+. Un co´mputo simple muestra que si a = l´ım sup
s→0
H(s), a− = l´ım sup
s→0−
H(s)
y a+ = l´ım sup
s→0+
H(s) entonces a± ≤ a y a = ma´x{a−, a+}. Luego,
h+(x) := l´ım sup
s→0
f+(x, s)
|s|p−2s = ma´x
{
l´ım sup
s→0−
f+(x, s)
|s|p−2s , l´ım sups→0+
f+(x, s)
|s|p−2s
}
= ma´x
{
0, l´ım sup
s→0+
f+(x, s)
|s|p−2s
}
< λ1 para todo x ∈ Ω.
Para ver (iii)+ y (iv)+, consideremos s ≥ s0 y x ∈ Ω. Luego, f+(x, s) = f(x, s) y por tanto
s∫
0
f+(x, t)dt =
s∫
0
f(x, t)dt, es decir F+(x, s) = F (x, s). Por la hipo´tesis (iii) tenemos que
0 < θF+(x, s) ≤ sf+(x, s) para x ∈ Ω, s ≥ s0,
lo que muestra (iv)+. Por otro lado, consideremos s ≤ −s0. Entonces f+(x, s) = 0 y
F+(x, s) = 0; consecuentemente se tiene (iii)+.
Definamos el funcional F+ : W 1,p0 (Ω)→ R por
F+(u) = 1
p
‖u‖p −
∫
Ω
F+(x, u).
Veamos que F+ tiene un punto cr´ıtico no trivial u+ ∈ W 1,p0 (Ω). Para ello utilizamos el
Teorema 1.0.2. Claramente, F+(0) = 0. Por las afirmaciones (i)+, (ii)+ y el Teorema 3.2.6,
existen constantes ρ, α > 0 tales que F+|‖u‖=ρ ≥ α. Adema´s, por la afirmacio´n (iv)+, el
Teorema 3.2.5 y el Lema 3.2.2 (ii), existe un elemento e ∈ W 1,p0 (Ω) con ‖e‖ ≥ ρ tal que
F+(e) ≤ 0. Por la afirmacio´n (iii)+ y el Teorema 3.2.4, el funcional F+ satisface la condicio´n
(PS). Adema´s, por el crecimiento de f+ y de F+, el funcional F+ es de clase C1. Entonces
por el Teorema 1.0.2 existe u+ ∈ W 1,p0 (Ω) solucio´n del problema (3.8) y es tal que∫
Ω
|∇u+|p−2∇u+∇v =
∫
Ω
f+(x, u+)v para todo v ∈ W 1,p0 (Ω). (3.18)
Como f+(x, s) = 0 para x ∈ Ω, s ≤ 0; por el Lema 3.2.3 tenemos que u+ ≥ 0. Por la
definicio´n de la funcio´n f+, (3.18) se convierte en∫
Ω
|∇u+|p−2∇u+∇v =
∫
Ω
f(x, u+)v para todo v ∈ W 1,p0 (Ω),
lo que implica que u+ es solucio´n del problema (3.8).
Procedemos de manera similar con f−(x, s) = f(x,
s−|s|
2
) y se prueba la existencia de una
solucio´n u− ≤ 0. 
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