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Resumo
Este trabalho traz uma consciencializac¸a˜o para problemas de seguranc¸a que afec-
tam fontes de informac¸a˜o. Intruso˜es e ataques relacionados com fuga de Informac¸a˜o
sa˜o particularmente se´rios em mercados muito competitivos como e´ o das telecomu-
nicac¸o˜es. Nestes mercados, as bases de dados sa˜o tipicamente recursos essenciais
na infra-estrutura de organizac¸o˜es como sa˜o empresas que dependem de TI. Para
as proteger, aproximac¸o˜es cla´ssicas como firewall ’s ou IDS podem oferecer alguma
seguranc¸a contra utilizadores externos e na˜o autorizados mas sa˜o ineficientes para
enfrentar ataques perpretados por utilizados internos e autorizados que podera˜o ter
sido comprometidos. Para melhorar a seguranc¸a nestes recursos, exige-se um suporte
espec´ıfico para o efeito.
Baseado num modelo heur´ıstico (para uma ana´lise discreta de dados) e estat´ıstico
(para uma visa˜o macrosco´pica) propo˜e-se, neste documento, uma soluc¸a˜o para a de-
tecc¸a˜o de anomalias em ambientes de produc¸a˜o real. O resultado e´ um sistema capaz
de analizar passivamente os fluxos de tra´fego de rede e determinar automaticamente
problemas que possam afectar a privacidade, a disponibilidade ou ate´ a integridade
dos dados. Para atingir este fim, ha´ va´rios desafios que teˆm de ser vencidos como
sa˜o a captura eficiente de tra´fego de rede, a agregac¸a˜o e correlac¸a˜o de eventos apli-
cados a grandes volumes de informac¸a˜o. A arquitectura de software utilizado no
desenvolvimento do proto´tipo Owl visa suportar as exigeˆncias em termos de com-
plexidade ao mesmo tempo que fornece um esquema na˜o intrusivo importante para
a produtividade das empresas.
Finalmente, as ideias apresentadas nesta tese sa˜o avaliadas experimentalmente
atrave´s de um conjunto de testes a que o Owl foi sujeito para assim validar esta
aproximac¸a˜o como sendo adequada e eficaz.
Palavras-chave: Seguranc¸a, Monitorizac¸a˜o de acessos a bases de dados,
Confiabilidade, Fuga de informac¸a˜o
viii

Abstract
This work brings awareness to the security problems concerning data sources.
Information leakage as well as intrusion attacks are particularly serious in very
competitive markets such as the telecommunications. In these markets, databases
are commonly assets of very high dependability in organizations such as enterprises
that depend upon IT. Classic approaches such as firewalls or IDS may offer some
protection against external and non-authorized users but are not efficient in handling
attacks by internal and authorized users which have been compromised. To improve
security on these resources, a specific support is demanded.
Based on a statistical (for a discrete data analysis) and heuristic (for a macro-
scopic vison on the data) model, an appliable solution to detect anomalies in real
production environments is proposed on this document. The outcome is a system
able to passively monitor the network traffic flows and automatically determine
problems that may affect privacy, availability or even the integrity of data. To meet
this capacity there are many challenges to overcome such as the efficient network
traffic capture, event clustering and event co-relation applied to high volumes of
data. The software architecture used in the development of a prototype named Owl
takes in heavy consideration the complexity demands and grants a non-intrusive
scheme so that the corporation productivity is not affected.
Finally, the ideas presented in this thesis are evaluated through a set of tests
on Owl performance in order to validate the adopted approach as effective and
adequate.
Keywords: Security, Database access monitoring, Dependability, Information
leakage
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Cap´ıtulo 1
Introduc¸a˜o
O crescimento das organizac¸o˜es (i.e. empresas) traz consigo uma maior complexi-
dade nos seus processos de nego´cio e afasta, cada vez mais, os seus departamentos in-
ternos do(s) seu(s) centro(s) de controlo. Neste contexto, o aumento da concorreˆncia
e a banalizac¸a˜o das tecnologias de informac¸a˜o sa˜o factores cada vez mais importan-
tes, nomeadamente no ramo das telecomunicac¸o˜es e sistemas de informac¸a˜o. Isto
levanta tambe´m problemas de seguranc¸a e disponibilidade, em particular devidos a
ataques de negac¸a˜o de servic¸o e fuga de informac¸a˜o com valor comercial. Sabendo a`
partida que, dos servic¸os prestados por estas empresas, dependem milho˜es de clien-
tes (incluindo outras organizac¸o˜es que tambe´m desempenham um papel cr´ıtico na
nossa sociedade), a pressa˜o sobre o seu bom funcionamento aumenta. Por isto e´
necessa´ria uma exigeˆncia acrescida ao n´ıvel do controlo e optimizac¸a˜o dos processos
de nego´cio das empresas, bem como, da sua cadeia produtiva, desde a origem ate´
ao utilizador final.
As fontes de informac¸a˜o aparecem muitas vezes na origem desta cadeia, tipica-
mente na forma de bases de dados, e interagem com componentes que dependem
desta informac¸a˜o para a produc¸a˜o de algo u´til no contexto em que se inserem. E´,
portanto aqui que reside muito do valor da empresa por este ser um elemento onde
assentam muitos outros. Ale´m disso, tambe´m e´ nas bases de dados que esta´ armaze-
nada informac¸a˜o ta˜o sens´ıvel como a carteira de clientes e outros dados confidenciais
(seja ao n´ıvel te´cnico como administrativo), por ser aqui que se encontram dados
histo´ricos necessa´rios a` gesta˜o financeira da mesma e a` gesta˜o de recursos (nomeada-
mente stock ’s e outros activos). E´ ate´ poss´ıvel que algum do know-how persistente
da organizac¸a˜o esteja tambe´m “armazenado” em fontes de informac¸a˜o nomeada-
mente em dados te´cnicos usados em produc¸a˜o industrial. E´ fa´cil de compreender
que as fontes de informac¸a˜o se tornem vectores de ataque priorita´rios para concor-
rentes que queiram obter informac¸a˜o de potenciais novos clientes visando intensificar
a competic¸a˜o de forma mais direccionada ou ate´ infligir danos directos utilizando
processos ileg´ıtimos.
1
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Para perceber a dimensa˜o do desafio que e´ proteger esta informac¸a˜o, e´ importante
referir que este vector de ataque pode partir, em u´ltima instaˆncia, da pro´pria empresa
alvo por interme´dio dos seus trabalhadores ou de pessoas na˜o estranhas ao servic¸o.
A isto acresce o volume elevado de dados com que estas fontes de informac¸a˜o lidam
e que dificulta significativamente a monitorizac¸a˜o das mesmas.
O trabalho auto´nomo supervisionado descrito neste documento designado por
Projecto de Engenharia Informa´tica (PEI) [6], integra-se no Mestrado em Engenha-
ria Informa´tica (MEI)[10] leccionado na Faculdade de Cieˆncias da Universidade de
Lisboa (FCUL) e foi desenvolvido numa empresa externa a` faculdade ligada ao sec-
tor das telecomunicac¸o˜es. Este trabalho visou melhorar a seguranc¸a da informac¸a˜o
nas suas fontes ao n´ıvel da disponibilidade, confidencialidade e integridade atrave´s
de investigac¸a˜o e desenvolvimento de um componente de software por forma a ser
integrado num projecto de maior dimensa˜o em produc¸a˜o na mesma empresa.
1.1 Motivac¸a˜o
A grande dependeˆncia e valor das fontes de informac¸a˜o em organizac¸o˜es que re-
correm a tecnologias de informac¸a˜o tambe´m as tornam particularmente vulnera´veis
na˜o apenas pela questa˜o da integridade, mas tambe´m pela confidencialidade e dis-
ponibilidade dos seus dados. Actualmente, os mecanismos tipicamente utilizados
para garantir estas propriedades como a criptografia, o controlo de acesso, sistemas
de detecc¸a˜o de intruso˜es, os anti-v´ırus, as firewall ’s, a redundaˆncia tanto ao n´ıvel
de software como de hardware e a virtualizac¸a˜o, sa˜o pouco eficientes para prevenir
ataques infligidos por utilizadores que teˆm acessos com credenciais va´lidas e sa˜o
internos a` pro´pria organizac¸a˜o [25]. Este aspecto, torna-se particularmente evidente
na figura 1.1 onde sa˜o mostradas algumas ameac¸as que, como se pode ver, tanto
podem ser externas como internas. Olhando para a figura 1.1 devem-se assumir
todos os utilizadores externos, bem como, utilizadores pertencentes a equipas inter-
nas como poss´ıveis ameac¸as a` seguranc¸a da informac¸a˜o nas bases de dados. Mesmo
com os mecanismos tradicionais de monitorizac¸a˜o, na˜o ha´ nada que permita tornar
este tipo de operac¸o˜es suspeitas do ponto de vista da seguranc¸a, num recurso que
pode estar partilhado com muitos outros utilizadores e sujeito a grandes volumes
de tra´fego e operac¸o˜es leg´ıtimas todos os dias. Os me´todos tradicionalmente utili-
zados ale´m de inadequados para lidar com este tipo de ataques por na˜o terem sido
especificamente concebidos para o efeito, na˜o conseguem cobrir todos os vectores de
ataque pois nem sempre sa˜o directamente aplica´veis a`s fontes de informac¸a˜o.
Para ir mais longe e´ necessa´rio utilizar um modelo de seguranc¸a que melhor se
aplique ao domı´nio do problema e que faculte um n´ıvel de ana´lise bem ajustado a`
fonte de informac¸a˜o que se pretende proteger. Isto porque a legitimidade de uma
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Figura 1.1: Exemplo de topologia de rede simplificada
operac¸a˜o na˜o e´ apenas validada ao n´ıvel te´cnico mas tambe´m pela intenc¸a˜o de quem
a accionou.
A imposic¸a˜o de uma pol´ıtica de seguranc¸a mais restritiva em bases de dados na
qual se associe a cada utilizador um ou mais papeis que definam de uma forma muito
granular o que este pode fazer (restringindo tudo o resto) tambe´m pode permitir,
de uma forma pro-activa, o aumento da protecc¸a˜o. No entanto, as organizac¸o˜es
esta˜o, na generalidade, pouco abertas a mecanismos apertados de controlo ao n´ıvel
da seguranc¸a por razo˜es de estabilidade e produtividade, raza˜o pela qual, a soluc¸a˜o
tera´ de passar por mecanismos menos intrusivos ou totalmente passivos.
Isto exige alguma capacidade ao n´ıvel da ana´lise de tra´fego de rede [12] para
estabelecer relac¸o˜es entre operac¸o˜es ocorridas em momentos temporalmente diferen-
tes garantindo sempre a notificac¸a˜o de anomalias em tempo u´til. Assim, procura-se
obter um sistema sofisticado de monitorizac¸a˜o que recorra a inteligeˆncia artificial
aplicada, para descobrir e inferir anomalias nos acessos a fontes de informac¸a˜o de
forma inteiramente transparente para os utilizadores.
1.2 Objectivo
Este trabalho, tem por objectivo responder a` necessidade das organizac¸o˜es protege-
rem a sua informac¸a˜o relevante e manterem-na dispon´ıvel para utilizac¸a˜o leg´ıtima,
atrave´s de um componente capaz de inferir propriedades ao n´ıvel dos acessos a fon-
tes de informac¸a˜o como sa˜o os sistemas de gesta˜o de bases de dados. Para o efeito
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desenvolveu-se um proto´tipo, o Owl (ver em 5, onde sa˜o concretizadas as ideias
propostas ao longo desta tese o qual e´ tambe´m avaliado experimentalmente em 7.
Finalmente, o desenvolvimento deste projecto devera´ ter em conta uma poss´ıvel fu-
tura integrac¸a˜o num sistema de maior dimensa˜o denominado “Pulso” (ver cap´ıtulo 2)
para o qual podera´ contribuir atrave´s de uma ana´lise totalmente passiva do tra´fego
de rede.
O fim u´ltimo do desenvolvimento deste projecto e´ de obter uma melhor protecc¸a˜o
de informac¸a˜o relevante (nomeadamente em organizac¸o˜es de grande dimensa˜o) mas
tambe´m podera˜o colher-se outras contribuic¸o˜es, a partir do levantamento e docu-
mentac¸a˜o dos componentes em produc¸a˜o no sistema “Pulso” e ainda da investigac¸a˜o
e reflexa˜o necessa´ria para desenvolver um modelo teo´rico que possa servir para a re-
soluc¸a˜o do problema proposto. Neste modelo teo´rico inclui-se a integrac¸a˜o de um
modelo estat´ıstico adaptativo que suporta a detecc¸a˜o automatizada de comporta-
mentos aberrantes.
1.3 Empresa e equipa de trabalho
A Portugal Telecom (PT) e´ uma multinacional fundada em 1994 [7], hoje o maior
provedor de telecomunicac¸o˜es em Portugal com forte presenc¸a na telefonia fixa a
n´ıvel nacional onde ultrapassa os 4 milho˜es de acessos telefo´nicos. A PT Comu-
nicac¸o˜es, SA e´ uma empresa do Grupo PT, criada em 18 de Setembro de 2000 e
que dispo˜e desta infra-estrutura para proporcionar aos seus clientes mais e melhores
meios de comunicac¸a˜o.
Para a modernizac¸a˜o e adaptac¸a˜o a`s mudanc¸as ocorridas nos u´ltimos anos decor-
rentes do aumento da concorreˆncia, tem sido desenvolvido um enorme esforc¸o no sen-
tido de atingir os novos coeficientes de competitividade exigidos. Neste caso, isso e´
particularmente vis´ıvel na divisa˜o da Direcc¸a˜o de Sistemas de Informac¸a˜o/Departamento
de Eficieˆncia, Disponibilidade e Seguranc¸a dos SI’s/TI’s (DSI/EDS) onde se esta´,
actualmente, a desenvolver o sistema “Pulso” o qual este trabalho se integra.
1.4 Trabalho relacionado
Foi feito um levantamento das soluc¸o˜es que definem o estado da arte nesta a´rea.
De seguida, e´ feita uma breve refereˆncia aos 2 produtos que mais se aproximam do
objectivo proposto e que oferecerem ja´ um n´ıvel interessante de protecc¸a˜o. Sa˜o elas:
• Secerno1[26]: sediada em Oxford, Reino Unido, esta empresa fornece uma
famı´lia de produtos para controlo activo de bases de dados designada Secerno
DataWall. A protecc¸a˜o oferecida inclui monitorizac¸a˜o, ana´lise e registo da
1http://www.secerno.com
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actividade na base de dados e imposic¸a˜o de pol´ıticas de seguranc¸a. Uma ca-
pacidade u´nica das soluc¸o˜es Secerno assenta na compreensa˜o avanc¸ada da lin-
guagem SQL [30] o que e´ particularmente u´til na reduc¸a˜o de alertas falsos[18].
Esta elevada compreensa˜o de n´ıvel 7 do modelo OSI (camada de aplicac¸a˜o) e´
conseguida atrave´s da ana´lise sinta´tica que e´ efectuada em tempo-real sobre
as mesmas sequeˆncias de comandos que sa˜o submetidos ao DBMS e de acordo
com a mesma grama´tica por ele utilizada.
A baseline de seguranc¸a utilizada requer, numa fase inicial, alguma intervenc¸a˜o
humana para ser gerada. Auditores e administradores de bases de dados teˆm
de analisar cuidadosamente uma amostra de tra´fego SQL que inclua uma varie-
dade satisfato´ria dos comandos recebidos. Este processo e´ muito facilitado pela
capacidade de agregac¸a˜o de comandos SQL por parte das soluc¸o˜es Secerno em
clusters para a qual contribuem mecanismos patenteados de aprendizagem do
tipo indutivo inseridos numa ferramenta de ana´lise que tambe´m inclui trata-
mento estat´ıstico. Com isto, as soluc¸o˜es Secerno teˆm a capacidade de efectuar
ana´lises diferenciais que permitem inferir a existeˆncia de anomalias face a` ba-
seline previamente obtida.
O Secerno suporta dois modos de operac¸a˜o[27] que actuam com diferentes re-
quisitos e capacidades. O modo DAM [29, 28] que e´ totalmente na˜o invasivo
e na˜o tem qualquer afectac¸a˜o no desempenho no DBMS pois funciona atrave´s
de uma porta spanning em modo half-duplex de um switch que encaminhe
o tra´fego da base de dados. Neste modo apenas se tem detecc¸a˜o e registo
de alertas o que torna u´til para monitorizac¸a˜o da actividade da base de da-
dos. No modo DPE, para ale´m da monitorizac¸a˜o que tambe´m e´ efectuada
no modo DAM tambe´m existe um mecanismo de controlo activo de bases de
dados atrave´s da imposic¸a˜o de pol´ıticas de controlo de acesso. Para isso, a
appliance e´ colocada directamente em linha com a bases de dados atrave´s de
transparent bridging para que possa ser feita uma ana´lise e bloqueio de proce-
dimentos na˜o autorizados (os quais podem ser definidos manualmente/ou de
forma auto´noma). Isto significa que o Secerno DataWall no modo DPE e´ de-
senhado na˜o apenas para alertar a existeˆncia de anomalias nos acessos a bases
de dados mas tambe´m para travar ameac¸as antes que informac¸a˜o seja perdida
ou comprometida. Outra capacidade interessante que este modo permite, e´ a
substituic¸a˜o, em tempo-real, de interrogac¸o˜es SQL ineficientes ou vulnera´veis
para uma correcc¸a˜o virtual imediata de aplicac¸o˜es [31].
Actualmente os DBMS suportados por este produto restringem-se a Oracle
Database e Microsoft SQL Server.
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• Guardium2: sediada em Boston, Estados Unidos da Ame´rica, esta empresa
desenvolve soluc¸o˜es de seguranc¸a para bases de dados. O foco destas aplicac¸o˜es
tambe´m e´ a monitorizac¸a˜o e prevenc¸a˜o em tempo-real de fuga de informac¸a˜o,
ataques de injecc¸a˜o de SQL e/outras fraudes.
Tal como o Secerno DataWall, o Guardium tem a capacidade de, manual e/ou
autonomamente, analisar e impoˆr regras que limitem o que e´ va´lido e leg´ıtimo
num SGDB para cada utilizador. O conjunto destas regras reflectem uma ba-
seline que caracteriza para o Guardium, o modo como a base de dados pode
e deve ser usada. Este produto fornece dois modos de funcionamento. O pri-
meiro, Guardium S-TAP e´ orientado meramente para a monitorizac¸a˜o passiva
dos acessos a` base de dados. A detecc¸a˜o de anomalias e´ conseguida a` custa
de va´rios testes de controlo e de conformidade da actividade registada com
regras previamente definidas. Estas regras podem definir perfis de utilizac¸a˜o
que podem ser facilmente criados por um utilizador atrave´s do seu interface
web e descrevem o que o cada utilizador pode e na˜o pode fazer nos seus acessos
ao DBMS. O segundo modo, o Guardium com sonda S-Gate, e´ uma extensa˜o
do modo anterior e oferece controlo activo de bases de dados. Para ale´m da
detecc¸a˜o descrita no Guardium S-TAP, esta extensa˜o oferece a capacidade de
impedir as sesso˜es de utilizadores que na˜o estejam em conformidade com os
perfis de utilizac¸a˜o definidos para os mesmos.
Os DBMS suportados por este produto sa˜o, neste momento, Oracle database,
Microsoft SQL Server, IBM DB2, IBM Informix, Sybase ASE, Sybase IQ,
MySQL e Teradata.
Apesar do Guardium na˜o ter a mesma capacidade de compreensa˜o de SQL que
o Secerno DataWall (nem a sofisticac¸a˜o nos processos de controlo activo de bases
de dados), a sua variedade de suporte de DBMS’s e´ bastante superior. No entanto,
nenhuma destas ferramentas oferece qualquer capacidade de previsa˜o e detecc¸a˜o de
anomalias face a padro˜es temporais que descrevam a sazonalidade inerente aos dias
e semanas de trabalho. Por isto, muitos ataques e variac¸o˜es relevantes no volume de
acessos podera˜o na˜o ser detectados pois estes sistemas na˜o teˆm noc¸a˜o de normalidade
do comportamento global dos acessos a bases de dados numa perspectiva sazonal.
1.5 Estrutura do documento
O primeiro cap´ıtulo deste relato´rio comec¸a por abordar a problema´tica da seguranc¸a
de informac¸a˜o realc¸ando a sua importaˆncia e fazendo tambe´m o seu enquadramento
na organizac¸a˜o em que se insere para depois entrar no projecto de maior dimensa˜o
2http://www.guardium.com
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em se ira´ integrar, o Sistema Pulso (Cap´ıtulo 2). De seguida, e´ explicada a funda-
mentac¸a˜o teo´rica na qual assenta a concretizac¸a˜o do sistema Owl, primeiramente
atrave´s de heur´ısticas para detecc¸a˜o positiva (Cap´ıtulo 3) e posteriormente do ponto
de vista estat´ıstico (Cap´ıtulo 4). A arquitectura e detalhes te´cnicos do sistema Owl
tambe´m sa˜o apresentados (Cap´ıtulo 5) para se fazer um levantamento de alguns
cena´rios onde a seguranc¸a da informac¸a˜o nas bases de dados pode estar em risco
(Cap´ıtulo 6). Finalmente, o sistema Owl e´ testado, os seus resultados sa˜o apresen-
tados (Cap´ıtulo 7) fazendo-se a discussa˜o do trabalho realizado (Cap´ıtulo 8) para
extrair concluso˜es gerais finais (Cap´ıtulo 9).
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Cap´ıtulo 2
Sistema Pulso
O Pulso Real Time Operational Information Intelligence (ROI2) e´ um Portal inte-
grado de Gesta˜o de Risco Te´cnico que agrega ana´lise de QoS, QoM e QoP. Para isso,
esta´ munido de informac¸a˜o reunida a partir de diferentes fontes (como computadores
que prestam servic¸os importantes, a pro´pria rede, as bases de dados, call center ’s e
lojas) a qual e´ tratada com recurso a estat´ıstica e/outros meios te´cnicos que sera˜o
descritos posteriormente.
Este sistema tambe´m e´ capaz de gerar e enviar alarmes de eventos a`s entidades
responsa´veis contribuindo assim, de forma automatizada, para a gesta˜o de situac¸o˜es
ano´malas que possam ocorrer.
2.1 Visa˜o
Atrave´s da integrac¸a˜o de va´rios componentes que se dedicam a um subconjunto do
domı´nio do problema da Gesta˜o de Risco Te´cnico tem-se o sistema Pulso, que visa
na˜o apenas sustentar em alto n´ıvel, a seguranc¸a da organizac¸a˜o, mas tambe´m me-
lhorar a sua eficieˆncia, atrave´s da detecc¸a˜o dos pontos de falha ou estrangulamento
e da optimizac¸a˜o dos processos de nego´cio.
O foco deste sistema esta´ portanto centrado na criac¸a˜o de modelos que permi-
tam um n´ıvel de automac¸a˜o muito superior, pois so´ assim e´ poss´ıvel gerir redes
com elevado grau de complexidade possibilitando, um tempo mı´nimo de detecc¸a˜o e
correcc¸a˜o de problemas.
2.2 Arquitectura
A extracc¸a˜o da informac¸a˜o utilizada pelo sistema Pulso, tem lugar nas sondas de
rede e nos agentes. As sondas de rede/ou simplesmente, “sondas” sa˜o sistemas
que colectam passivamente informac¸a˜o a partir do tra´fego da rede e o enviam para
outros componentes que o ira˜o processar. Os agentes apesar de partilharem a mesma
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missa˜o de recolher informac¸a˜o, distinguem-se das sondas por estarem integrados no
pro´prio alvo onde sa˜o recolhidos os dados que depois enviam. Ale´m destes 2 tipos
de colectores de informac¸a˜o, tem-se um componente que ira´ oferecer a capacidade
de orientac¸a˜o (Discovery Engine) a partir de uma base de dados de activos (As-
sets DB) que se pretendem monitorizar. O pro´prio Discovery Engine tambe´m e´
responsa´vel por alimentar a base de dados com novos activos e/ou informac¸a˜o actu-
alizada referente aos mesmos. Tem-se tambe´m um componente que ira´ co-relacionar
a informac¸a˜o colectada com acontecimentos de um n´ıvel mais elevado de abstracc¸a˜o
(Real Time Correlation Engine) para depois ser processada em relato´rios, gra´ficos e
modelos estat´ısticos (Analytical Forecasting Engine) que compo˜em o portal Pulso
com va´rios indicadores u´teis e facilmente percept´ıveis.
A par disto todos os eventos sa˜o armazenados numa base de dados pro´pria
(Events DB) e sa˜o lanc¸ados alarmes em conformidade via mensagens telefo´nicas
(SMS) ou atrave´s da web via RSS.
Veja-se o modo como estes mecanismos aparecem e interagem na figura 2.1.
2.3 Componentes
Como anteriormente referido, existem dois tipos de colectores de informac¸a˜o, as
sondas e os agentes. As sondas face ao tipo de informac¸a˜o que recolhem podem
variar quanto aos seus componentes internos mas incluem sempre uma pequena
cadeia de processos (maparede e event server) que servem para agregar e exportar os
resultados extra´ıdos. Genericamente, os componentes internos de uma sonda servem
para determinar passivamente sistemas operativos e protocolos de rede como sucede
com o p0f, o p0fa e o PADS, atrave´s de fingerprinting. Tem-se tambe´m o urlgetit para
obter enderec¸os de rede que transitam na rede, o streamer para capturar pacotes
na rede e filtrar o seu conteu´do, isto e´, o seu payload, o dupakill para eliminar
pacotes duplicados que possam surgir em capturas que interceptam va´rias rotas
(possivelmente mais do que uma vez), o CATA para interceptar e processar tra´fego
de bases de dados e o IPaudit entre dois enderec¸os IP dados (ipaudit). O sistema
Discovery orienta e coordena atrave´s do componente scanmap as sondas atrave´s do
envio de conjuntos de enderec¸os a monitorizar por estas.
No caso dos agentes existem agentes de sistema (medem carga de CPU, processos,
servic¸os, threads relevantes, memo´ria RAM e swap, disco e tra´fego de rede) e agentes
de base de dados (para Oracle Database e Microsoft SQL Server). A colecta de
informac¸a˜o feita por estes sistemas e´ depois enviada (por syslog1) e co-relacionada
face a padro˜es pre´-definidos atrave´s de um componente chamado Sec que tambe´m
envia os eventos detectados para uma base de dados pro´pria e/ou dispara alarmes.
1O syslog e´ um standard para encaminhar registos de mensagens numa rede IP.
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Figura 2.1: Modelo lo´gico de sistema Pulso
Paralelamente a este fluxo, o sistema octopus e´ responsa´vel por obter informac¸a˜o
necessa´ria a` gerac¸a˜o de diagramas UML com os processos de nego´cio relevantes (uti-
lizando tambe´m syslog). Finalmente, os resultados produzidos pelos componentes
acima referidos sera˜o processados e tratados estatisticamente para visualizac¸a˜o no
portal “Pulso” onde o utilizador pode gerir e analisar os eventos para os diferentes
tipos de riscos te´cnicos.
Na figura 2.2 pode-se ver um diagrama que agrega todos estes componentes e
fluxos de informac¸a˜o estabelecidos entre si para uma compreensa˜o mais profunda do
projecto global.
2.4 Concluso˜es
A visa˜o e arquitectura deste sistema constituem uma soluc¸a˜o capaz de enfrentar
os elevados desafios propostos por organizac¸o˜es que nem sempre esta˜o dispostas
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a alterar os seus procedimentos internos em nome da seguranc¸a. Isto deve-se em
grande parte ao conjunto de sondas e agentes espalhados pela rede interna que
permitem uma monitorizac¸a˜o passiva e, como tal, na˜o intrusiva. Este processo incide
essencialmente sobre sistemas, protocolos de rede, bases de dados e/outros recursos
que permitam detectar sintomas importantes de bom ou mau funcionamento, bem
como, o estado dos processos de nego´cio da organizac¸a˜o.
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Figura 2.2: Arquitectura de sistema Pulso
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Cap´ıtulo 3
Ana´lise de acessos a fontes de
informac¸a˜o
Muitas situac¸o˜es ano´malas podem na˜o produzir alterac¸o˜es detecta´veis a n´ıvel ma-
crosco´pico pelo que se torna imprescind´ıvel uma ana´lise discriminada das operac¸o˜es
ocorridas na fonte de informac¸a˜o para as encontrar. Ale´m disso, e´ sempre necessa´rio
dispoˆr de uma boa capacidade de escrut´ınio dos dados para que seja poss´ıvel efectuar
uma ana´lise forense sobre momentos temporais onde se detectem comportamentos
aberrantes como referidos no cap´ıtulo 4. Este cap´ıtulo aprofunda a tema´tica das
fontes de informac¸a˜o e captura do tra´fego a elas associado para posteriormente
desenvolver a detecc¸a˜o positiva de acessos ano´malos a fontes de informac¸a˜o recor-
rendo a heur´ısticas propostas para o efeito. Desta forma, tenta-se fazer uma ana´lise
complementar relativamente a` detecc¸a˜o de comportamentos aberrantes em se´ries
temporais.
3.1 Fontes de informac¸a˜o
Entende-se por fonte de informac¸a˜o, qualquer componente onde esteja armazenada
informac¸a˜o necessa´ria e/ou importante para o bom funcionamento da infra-estrutura
na qual se integra. No plano te´cnico, aparecem tipicamente sob a forma de recur-
sos como bases de dados e servic¸os web (nomeadamente atrave´s de procedimentos
SOAP). No contexto deste trabalho, as fontes de informac¸a˜o mais relevantes sa˜o
aquelas que conteˆm informac¸a˜o confidencial ou concorrencialmente interessante.
3.1.1 Bases de dados relacionais
Tratam-se de bases de dados que funcionam de acordo com o modelo relacional
primeiramente desenvolvido para a IBM, por E.F. Codd e que derivou nos va´rios
DBMS modernos. Este modelo formal largamente baseado na teoria de conjuntos
tem como objectivo fornecer um me´todo declarativo para especificar informac¸a˜o e
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ordens sobre ela. Exemplos de DBMS’s que seguem este modelo sa˜o a IBM DB2,
Oracle database, Microsoft SQL Server, MySQL, PostgreSQL. Todos eles utilizam a
linguagem SQL, a qual se pode dividir em duas categorias principais de declarac¸o˜es:
• Declarac¸o˜es DDL servem para definir a estrutura de tabelas e/outros objectos
da base de dados e tem-se como exemplos a declarac¸a˜o ALTER, DROP e a
CREATE.
• Para ler ou manipular os dados armazenados nestas tabelas utilizam-se de-
clarac¸o˜es DML como sa˜o a declarac¸a˜o SELECT, UPDATE, DELETE e INSERT.
De seguida, e´ feita uma breve descric¸a˜o de alguns dos principais tipos de de-
clarac¸o˜es SQL, acima citadas, para que se possa compreender melhor, o seu propo´sito
e assim o interesse da sua ana´lise:
• CREATE – cria um objecto como uma tabela ou uma vista na base de dados
• DROP – elimina um objecto na base de dados
• ALTER – modifica a estrutura de um objecto (adicionando ou removendo
colunas numa tabela)
• SELECT – especifica um conjunto de resultados que se pretende obter a partir
de uma ou mais tabelas de uma base de dados
• UPDATE – altera os dados de um ou mais registos de uma tabela na base de
dados.
• DELETE – elimina um ou mais registos de uma tabela na base de dados.
• INSERT – insere um ou mais registos numa tabela da base de dados
3.1.2 Acesso ano´malo
O acesso ano´malo esta´ inerentemente associado a quem o determina como tal e a`s
propriedades utilizadas nessa avaliac¸a˜o. Por esta raza˜o, os acessos ano´malos devem
ser analisados a dois n´ıveis: detecc¸a˜o e classificac¸a˜o, isto e´, relativamente a` forma
como sa˜o detectados e a` sua esseˆncia. Tendo isto em conta, considere um modelo
que descreva comportamentos de cara´cter potencialmente perturbador da eficieˆncia,
integridade, disponibilidade e confidencialidade da informac¸a˜o. Pode-se enta˜o to-
mar um acesso como sendo ano´malo, caso o resultado da sua ana´lise, bem como,
de eventuais acessos que o antecedam e/ou lhe sucedam, estiver em conformidade
com sintomas que caracterizam um ou mais comportamentos perturbadores no mo-
delo referido (salvo falha do modelo aplicado). Estes sintomas esta˜o tipicamente
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associados a certos valores em me´tricas relevantes como e´ o excessivo aumento do
nu´mero de erros de autenticac¸a˜o para um dado utilizador, a tentativa massiva de
extracc¸a˜o de dados sens´ıveis da fonte de informac¸a˜o ou a sua ocorreˆncia em momen-
tos temporais inconsistentes com qualquer processo de nego´cio da organizac¸a˜o. Este
modelo sera´ aprofundado em (ver secc¸a˜o 3.3). Trata-se de uma forma de detectar
acontecimentos pela positiva, isto e´, atrave´s da comparac¸a˜o entre o que acontece e
aquilo que define o que se pretende detectar.
Acesso
Regular Ano´malo
Leg´ıtimo Ileg´ıtimo
Figura 3.1: Classificac¸a˜o de acessos
O acesso ano´malo pode ser classifi-
cado como leg´ıtimo se a sua causa na˜o
tiver cara´cter intencional ou malicioso,
considerando-se ileg´ıtimo, em situac¸a˜o
contra´ria (ver figura 3.1). Um programa
que estabelec¸a uma ligac¸a˜o nova sem-
pre que precisar de efectuar uma inter-
rogac¸a˜o a uma base de dados e obrigue o
DBMS a repetir todo o processo de au-
tenticac¸a˜o e iniciac¸a˜o da sessa˜o de comu-
nicac¸a˜o, em situac¸o˜es onde seria poss´ıvel
manter essa sessa˜o de modo a poder en-
cadear va´rias interrogac¸o˜es para optimizar a utilizac¸a˜o de recursos como memo´ria,
CPU e rede e´, portanto um programa ineficiente cuja execuc¸a˜o pode afectar ne-
gativamente a disponibilidade e eficieˆncia da fonte de informac¸a˜o. Por isso, este
programa pode gerar acessos ano´malos. No entanto, a causa deste problema pode
estar num descuido de um programador. Neste caso considera-se o acesso leg´ıtimo
(o que na˜o significa que na˜o carec¸a de procedimentos de melhoria).
Exemplos de padro˜es ano´malos sa˜o os acessos a bases de dados a partir de en-
derec¸os de rede na˜o reconhecidos, isto e´, que na˜o foram explicitamente associados
a utilizadores autorizados para um determinado recurso, taxas de utilizac¸a˜o incom-
pat´ıveis com o momento temporal em que ocorrem, comandos enviados a` base de
dados com tempos de espera muito reduzidos entre si que, atrave´s do mapeamento
de uma ou mais varia´veis, visam extrair uma parte ou a totalidade dos conteu´dos,
interrogac¸o˜es SQL com certos tipos de erro como de sintaxe e que demonstrem
desconhecimento do modelo do DBMS, entre outros.
3.2 Captura de tra´fego
A captura de tra´fego constitui uma ferramenta muito poderosa quer nas ma˜os
leg´ıtimas de auditores de seguranc¸a ou de programadores de ferramentas que vi-
sem analisar o tra´fego de rede para fins constructivos, quer nas ma˜os de atacan-
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tes que pretendam mapear uma rede para obter informac¸a˜o sobre ela, interceptar
palavras-passe ou capturar tra´fego que na˜o lhe e´ dirigido. No entanto, trata-se de
uma tarefa complexa em redes com segmentac¸a˜o e onde transita um grande volume
de informac¸a˜o. Para se analisar o acesso a fontes de informac¸a˜o, e´ essencial que a
captura de tra´fego seja o mais completa (i.e. que inclua todos os fluxos de dados pre-
tendidos), eficiente (i.e. sem perda de pacotes), na˜o intrusiva e rigorosa (sem pacotes
repetidos ou fict´ıcios) poss´ıvel. Para este efeito sa˜o necessa´rios sniffer ’s, programas
capazes de alterar o modo como os interfaces de rede lidam com a informac¸a˜o que
na˜o lhe e´ dirigida, fazendo com que esta deixe de ser ignorada. Fazem-no atrave´s
da activac¸a˜o do modo promı´scuo destes interfaces o que torna poss´ıvel descodificar
a informac¸a˜o em traˆnsito nesse segmento de rede. Ha´ dois tipos de escutas:
• Escuta Activa – Trata-se de um modo de escuta que consiste em injectar
mensagens num meio ou canal de comunicac¸a˜o tendo em vista a obtenc¸a˜o de
informac¸a˜o u´til sobre/outros no´s acess´ıveis por este meio. No contexto de
redes TCP/IP, esta te´cnica consiste em gerar tra´fego que permita fornecer
informac¸o˜es u´teis tais como detectar no´s activos numa rede, identificar as suas
caracter´ısticas de hardware e software e/ou quais os servic¸os que prestam.
Em redes sem fios a escuta activa tambe´m desempenha um papel importante,
nomeadamente na tentativa de detectar pontos de acesso.
• Escuta Passiva – Este tipo de escuta consiste na captura de informac¸a˜o num
meio de comunicac¸a˜o independentemente do destinata´rio e sem recorrer a qual-
quer injecc¸a˜o de tra´fego. O sucesso deste me´todo na captura de informac¸a˜o
depende directamente do volume de tra´fego e do nu´mero de no´s que comu-
nicarem entre si pois na˜o pode haver qualquer interfereˆncia como o envio de
pedidos. Por isso, o tempo e´ tambe´m um factor importante pois pode ser
necessa´rio um per´ıodo longo ate´ que a informac¸a˜o pretendida seja captada.
Neste procedimento tambe´m e´ muito relevante a selecc¸a˜o do ponto de escuta
face a` topologia da rede. Por exemplo se a rede foˆr baseada em switch’s, a es-
cuta passiva e´ pouco eficiente devido a` segmentac¸a˜o de rede. Pode-se recorrer
a uma porta spanning (tambe´m conhecida por porta mirroring ou monitor)
para que seja escutado todo o tra´fego que atravessa o switch. A utilizac¸a˜o de
Tap’s de rede tambe´m e´ um me´todo poss´ıvel, tal como de hub’s, se aplicada a
pontos onde haja uma convergeˆncia dos fluxos de rede interessantes para o fim
a que a captura se presta. Em qualquer caso a activac¸a˜o do modo promı´scuo,
na interface de rede, e´ necessa´ria para que tra´fego direccionado para outros
destinata´rios que na˜o o enderec¸o de rede pro´prio, na˜o seja rejeitado.
Cap´ıtulo 3. Ana´lise de acessos a fontes de informac¸a˜o 19
3.3 Heur´ısticas para detecc¸a˜o positiva
Foi efectuado um levantamento de sintomas que indiciam acessos ano´malos, para
com eles desenvolver heur´ısticas que permitam encontrar anomalias. Alguns destes
acessos apenas se tornam suspeitos e potencialmente ano´malos para cada utilizador,
pela sua excessiva repetic¸a˜o em per´ıodos de tempo reduzidos. Com este racioc´ınio
tenta-se excluir qualquer pedido ou erro que na˜o tenha sido executado com intenc¸o˜es
maliciosas. Mesmo assim, e´ importante referir que a este modelo esta´ associada uma
margem de erro relevante pelo que, os seus resultados apenas servem para detectar
casos suspeitos. De seguida, apresentam-se os casos utilizados na detecc¸a˜o positiva
de acessos ano´malos, bem como, o modo como sa˜o co-relacionados entre si para uma
ana´lise discreta 1:
3.3.1 Alertas graves
Ha´ erros de elevada gravidade nomeadamente a n´ıvel da integridade e disponibi-
lidade, cuja detecc¸a˜o merece um tratamento espec´ıfico. Especialistas como admi-
nistradores de bases de dados podem ajudar a fazer o levantamento dos mais im-
portantes para que, quando detectados, possam ser lanc¸ados alarmes. Para cada
utilizador, o aparecimento de um destes erros e´ considerado suspeito.
3.3.2 Intrusa˜o
Erros de autenticac¸a˜o sa˜o muito relevantes para detecc¸a˜o de tentativas de intrusa˜o
nomeadamente atrave´s de ataques de forc¸a bruta. Para cada utilizador, considera-se
suspeito um nu´mero de erros superior a 5 para uma janela temporal de 20 segundos
ou mais de 10 erros para uma janela temporal de 500 segundos.
3.3.3 Factor humano
Pedidos e erros que indiciem um controlo directo por parte de utilizadores huma-
nos que revelem desconhecimento do modelo e/ou da s´ıntaxe formam um grupo de
eventos que indicia intruso˜es ou pelo menos, actividade potencialmente lesiva. Para
cada utilizador, considera-se suspeito um nu´mero de eventos superior a 5 para uma
janela temporal de 20 segundos ou superior a 10 para uma janela temporal de 500
segundos.
1Os limites abaixo indicados para detecc¸a˜o de acessos suspeitos, bem como, as durac¸o˜es apresen-
tadas para cada janela temporal servem apenas como refereˆncia. Estes valores teˆm de ser ajustados
em conformidade com a realidade a` qual se pretende aplicar este modelo e com a proximidade face
ao hora´rio laboral.
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3.3.4 Fuga de informac¸a˜o I
Pedidos que incluam informac¸a˜o considerada confidencial devem ser minimizados ao
estritamente necessa´rio. O seu acesso excessivo ou em momentos temporais que na˜o
o justifiquem atendendo aos procedimentos internos da empresa pode tambe´m ser
suspeito. Para cada utilizador, considera-se suspeito um nu´mero de eventos deste
tipo superior a 3 para uma janela temporal de 20 segundos ou superior a 6 para
uma janela temporal de 500 segundos.
3.3.5 Problemas de eficieˆncia I
Independentemente da intenc¸a˜o, pretende-se detectar acessos que afectem o desem-
penho e disponibilidade da fonte de informac¸a˜o. Todos os eventos, sejam erros ou
pedidos, que possam causar este tipo de problemas tambe´m devem ser considerados
suspeitos sempre que ocorram com demasiada frequeˆncia. Como refereˆncia para
este caso, considera-se excessiva frequeˆncia valores superiores a 5 para uma janela
temporal de 20 segundos ou a 10 para uma janela temporal de 500 segundos.
3.3.6 Problemas de integridade
As alterac¸o˜es do modelo de bases de dados sa˜o momentos importantes e raros em
muitas infra-estruturas maduras. Apo´s uma operac¸a˜o deste ge´nero e´ importante
verificar poss´ıveis aumentos do nu´mero de erros relacionados com o desconhecimento
do modelo. Este tipo de acontecimento pode ocorrer tanto em cena´rios de ataque
como de erro fortuito. Em qualquer caso, considera-se para cada utilizador, um
nu´mero de eventos relacionados com CRUD e erros desconhecimento do modelo
superior a 3 para uma janela temporal de 20 segundos ou superior a 6 para uma
janela temporal de 500 segundos.
3.3.7 Fuga de informac¸a˜o e problemas de eficieˆncia II
Uma situac¸a˜o conhecida de fuga de informac¸a˜o sob a forma de va´rios pedidos a
uma fonte de informac¸a˜o que partilham a mesma estrutura onde apenas se alteram
coeficientes ou varia´veis que servem para indexar conteu´dos para assim extrair in-
formac¸a˜o de forma massiva. Estes problemas tambe´m podem resultar da actuac¸a˜o
de aplicac¸o˜es pouco eficientes. Uma forma de detectar estes casos consiste em agre-
gar todos os pedidos efectuados pela sua forma e sua origem e tentar encontrar
intercepc¸o˜es nestes dois conjuntos que formem, tambe´m elas, um conjunto conside-
ravelmente grande para uma dada janela temporal.
Como refereˆncia para este caso, considera-se excessiva frequeˆncia valores superi-
ores a 8 para uma janela temporal de 20 segundos. Assim se podem detectar muitos
pedidos do mesmo tipo a partir da mesma origem num espac¸o curto de tempo.
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3.3.8 Acessos a partir de origens desconhecidas
Em muitas situac¸o˜es teˆm-se fontes de informac¸a˜o em produc¸a˜o internamente, onde e´
poss´ıvel saber a priori quais sa˜o as origens poss´ıveis e/ou expecta´veis para interagir
com estas. Em caso positivo, pode-se considerar suspeito todo o acesso a partir de
origens desconhecidas.
3.3.9 Problemas desconhecidos ou raros
Ao longo do tempo de utilizac¸a˜o de uma fonte de informac¸a˜o e´ normal ter-se um
conjunto de erros que se repetem com, mais ou menos, frequeˆncia. A variac¸a˜o do
nu´mero de erros de cada tipo comporta-se muitas vezes de forma c´ıclica. Feito um
levantamento destas mensagens para uma amostra significativa de tempo, torna-
se poss´ıvel inferir para cada erro encontrado, se este e´ incomum e, eventualmente,
ine´dito. Este pode ser um sintoma de que algo invulgar e potencialmente lesivo,
esta´ a acontecer.
3.4 Concluso˜es
O processo de ana´lise discriminada de acessos ano´malos constitui, a` semelhanc¸a da
detecc¸a˜o de comportamentos aberrantes em se´ries temporais aplicada a fontes de
informac¸a˜o (ver cap´ıtulo 4), um grande desafio decorrente da necessidade de captar,
armazenar, gerir e processar uma grande quantidade de dados a partir dos quais se
podem encontrar anomalias. Denota-se em muitos cena´rios que a possibilidade de
detectar acessos potencialmente ano´malos reside na excessiva frequeˆncia com que
ocorrem para per´ıodos reduzidos de tempo. Este me´todo tambe´m e´ interessante
no sentido de minimizar falsos positivos, isto e´, casos em que se esta´ perante os
mesmos sintomas pass´ıveis de qualificar como potencialmente ano´malos mas que
na˜o correspondem a situac¸o˜es reais que interessem a um te´cnico especializado. Esta
e´ portanto, uma resposta real para a incapacidade de detectar anomalias que por si
so´ na˜o causem um impacto vis´ıvel a n´ıvel macrosco´pico e que geram comportamentos
aberrantes em se´ries temporais.
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Cap´ıtulo 4
Detecc¸a˜o de comportamentos
aberrantes em se´ries temporais
Ha´ uma clara necessidade de expandir as capacidades de monitorizac¸a˜o actuais apli-
cadas aos acessos a fontes de informac¸a˜o, nomeadamente atrave´s da detecc¸a˜o au-
tomatizada de comportamentos aberrantes. Um grande desafio no acesso a fontes
de informac¸a˜o consiste em identificar anomalias ocorridas em per´ıodos com eleva-
dos volumes de tra´fego em tais acessos. A esta escala e´ preciso aplicar modelos
estat´ısticos capazes de lidar com eventos estoca´sticos, tendeˆncias varia´veis, sazona-
lidade com mais do que um ciclo e evoluc¸a˜o gradual das regularidades encontradas
durante a ana´lise. Importa aqui lembrar que os dados obtidos em observac¸o˜es reais
na˜o seguem nenhum modelo artificial devendo portanto ser o modelo a adaptar-se
realidade. Neste cap´ıtulo e´ feito o estudo de um modelo estat´ıstico capaz de ser
ajustar aos requisitos impostos ao n´ıvel da detecc¸a˜o de acessos ano´malos.
4.1 Aproximac¸a˜o
A ana´lise de grandes volumes de tra´fego exige uma visa˜o macrosco´pica sobre o as-
sunto, visa˜o esta que deve ser capaz de abranger a modelac¸a˜o de se´ries temporais no
contexto da monitorizac¸a˜o em tempo real. E´ preciso aprender com o “passado” para
poder prever o “futuro” de modo a poder detectar inconsisteˆncias no “presente”.
Observam-se com frequeˆncia variac¸o˜es na dimensa˜o dos fluxos de tra´fego verifi-
cados nos acessos a`s fontes de informac¸a˜o. Estas variac¸o˜es tornam-se percept´ıveis
nas va´rias me´tricas utilizadas e a sua causa pode estar associada a acontecimentos
mais ou menos previs´ıveis que acabam por definir tendeˆncias ao longo do tempo
(e.g. aumento da taxa de utilizac¸a˜o de uma base de dados que sirva uma loja online
que acabou de lanc¸ar uma promoc¸a˜o interessante de um determinado produto)
Outro factor muito importante surge em variac¸o˜es c´ıclicas nas me´tricas relevantes
e que definem uma ou mais teˆndencias ou ciclos sazonais (e.g. uma base de dados
operacional tem um aumento da actividade pelo ı´nicio da manha˜, seguindo-se uma
23
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pequena quebra durante a hora do almoc¸o para depois atingir um ma´ximo ao longo
da tarde e uma diminuic¸a˜o gradual durante a noite).
Ale´m disso, e´ preciso tambe´m ter em linha de conta, a variabilidade sazonal,
isto e´, a gama de valores expecta´veis que pode mudar conforme o grau de progressa˜o
no ciclo sazonal corrente (e.g. o nu´mero de pedidos feitos a uma base de dados pode
variar muito durante a tarde nas horas de pico mas pouco varia durante a noite em
que ha´ menos pedidos).
Finalmente, o modelo a utilizar, tem de ser capaz de acompanhar a evoluc¸a˜o
das regularidades referidas (e.g. com o crescimento da empresa e do seu nu´mero de
clientes, e´ de esperar que os 3 factores anteriores se acentuem).
Como mostrado por Jake D. Brutlag [15] e outros trabalhos relacionados[16, 17,
21], tem-se ja´ um modelo estat´ıstico e software capazes de oferecer uma aproximac¸a˜o
so´lida a este problema.
4.2 Comportamento Aberrante
Considere-se um modelo estat´ıstico que descreva o comportamento expecta´vel de
me´tricas relevantes em se´ries temporais1. De acordo com Jake D. Brutlag, pode-se
definir como sendo comportamento aberrante todo aquele que na˜o estiver em confor-
midade com este modelo, ou enta˜o na˜o esta´ bem definido pelo modelo adoptado. Se,
de acordo com o modelo estat´ıstico usado, forem detectados comportamentos aber-
rantes que na˜o correspondam a eventos interessantes para o fim a que essa ana´lise
se propo˜e, enta˜o, pode-se dizer que estamos perante falsos positivos.
4.3 Me´todos de previsa˜o
Para diferentes fontes de informac¸a˜o com tra´fego origina´rio de aplicac¸o˜es web, call
center ’s, outras aplicac¸o˜es internas, de manipulac¸a˜o directa por parte dos respectivos
administradores e de origens que nos sa˜o totalmente desconhecidas, presume-se nada
saber sobre a causalidade que afecta a(s) varia´vel(eis) que pretendemos prever. A
previsa˜o de acessos ano´malos em fontes de informac¸a˜o com grande actividade e
diversidade de origens, trata-se portanto, de um processo estoca´stico, ou seja,
na˜o determin´ıstico o qual requer uma previsa˜o adaptativa. Soluc¸o˜es simples como
a utilizac¸a˜o de limites esta´ticos, outliers em box plot ’s, da me´dia mo´vel e me´dia
ponderada, nunca podera˜o ser suficientes. Isto porque na˜o oferecem, isoladamente,
a capacidade de lidar com todos os factores previamente referidos na aproximac¸a˜o
em 4.1, nomeadamente no que toca a` sazonalidade.
1Em estat´ıstica e noutros campos, uma se´rie temporal e´ uma sequeˆncia de observac¸o˜es feitas
em intervalos de tempo, tipicamente uniforme.
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4.4 Modelo de detecc¸a˜o de comportamentos aber-
rantes
A detecc¸a˜o de comportamentos aberrantes pode-se decompoˆr em 3 partes, cada uma
constru´ıda sobre a sua predecessora:
• Um algoritmo para prever os valores da pro´xima se´rie temporal.
• Uma medida de desvio entre os valores previstos e os observados.
• Um mecanismo para decidir “se” e “quando” um valor ou sequeˆncia de valores
observados esta´ demasiado desfasado/a do(s) valor(es) previsto(s).
Para alcanc¸ar as exigeˆncias referentes a` detecc¸a˜o automatizada de comporta-
mentos aberrantes a fontes de informac¸a˜o utiliza-se, neste trabalho, uma extensa˜o
do Modelo de Holt-Winters que suporta uma actualizac¸a˜o incremental atrave´s de
amortecimento exponencial [15, 20].
Sejam:
• y1 · · · yt−1, yt , yt+1 · · · a sequeˆncia de valores observados para as se´ries tempo-
rais para um intervalo de tempo fixo
• m o per´ıodo da tendeˆncia sazonal, i.e. o nu´mero de observac¸o˜es por dia.
• yˆ t+1 o valor previsto para t + 1
4.4.1 Amortecimento exponencial
A partir da observac¸a˜o corrente pode-se prever o valor da pro´xima medic¸a˜o atrave´s
de um algoritmo que assenta na me´dia ponderada de todos as medic¸o˜es passadas
em se´ries temporais. Em notac¸a˜o matema´tica, temos:
yˆ t+1 = αyt + (1− α)yˆ t
em que α e´ paraˆmetro do modelo com 0 < α < 1, e determina o grau de queda
(1− α) e o peso dado a` medic¸a˜o corrente durante a actualizac¸a˜o incremental.
Neste algoritmo incremental, a previsa˜o do pro´ximo valor assenta na me´dia pon-
derada de todas as observac¸o˜es passadas em se´ries temporais. A u´ltima medic¸a˜o
e´ a mais importante diminuindo o seu peso de forma exponencial com o aumento
da distaˆncia temporal. Trata-se de um algoritmo incremental pois a previsa˜o da
pro´xima medic¸a˜o depende da previsa˜o actual e da medic¸a˜o correntemente obser-
vada.
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4.4.2 algoritmo de previsa˜o Holt-Winters
Este algoritmo, constru´ıdo sobre o amortecimento exponencial, parte da premissa
de que a observac¸a˜o de uma se´rie temporal pode ser decomposta nos 3 componentes
referidos em 4.4: a baseline, uma tendeˆncia linear e efeito sazonal. Neste algoritmo,
estes componentes evoluem ao longo do tempo atrave´s do amortecimento exponen-
cial que e´ aplicado de forma incremental para os manter actualizados.
A previsa˜o resulta da soma, no seu modelo aditivo, destes 3 componentes:
yˆ t+1 = at + bt + ct+1−m
As fo´rmulas que manteˆm estes componentes actualizados sa˜o:
• Baseline:
at = α(yt − ct−m) + (1− α)(at−1 + bt−1)
• Tendeˆncia Linear:
bt = β(at − at−1) + (1− β)bt−1)
• Tendeˆncia Sazonal:
ct = γ(yt − at) + (1− γ)ct−m
em que α, β e γ sa˜o paraˆmetros de adaptac¸a˜o do algoritmo com 0 < α, β, γ < 1.
Valores mais elevados significam que o algoritmo se adapta mais depressa e que as
previso˜es reflectem observac¸o˜es recentes nas se´ries temporais; valores mais pequenos
significam que o algoritmo se adaptara´ mais devagar, dando um peso maior a` histo´ria
passada das se´ries temporais.
Pode ser interessante comportar mais do que um padra˜o sazonal. Por exemplo,
o n´ıvel me´dio das a´guas na costa portuguesa esta´, na˜o apenas sujeito a`s variac¸o˜es
dia´rias relacionadas com a mare´, mas tambe´m aos efeitos das diferentes estac¸o˜es do
ano. Taylor propoˆs uma extensa˜o do modelo de Holt-Winters que visa precisamente
permitir a utilizac¸a˜o de mu´ltiplos ciclos sazonais. Este me´todo e´ adequado quando
existem dois ou mais ciclos diferentes na se´rie temporal que se esta´ a estudar.
Na figura 4.1 pode-se observar a decomposic¸a˜o destes componentes aplicados a
uma se´rie de dados referente ao nu´mero de mortes acidentais nos Estados Unidos
da Ame´rica.
Na figura 4.2 pode-se ver as observac¸o˜es para os mesmos dados usados na de-
composic¸a˜o ilustrada no gra´fico 4.1 a par da respectiva previsa˜o segundo o modelo
aditivo para o algoritmo de Holt-Winters. Intuitivamente percebe-se que a previsa˜o
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Figura 4.1: Decomposic¸a˜o nos componentes Holt-Winters (modelo aditivo) [13]
acompanha (ainda que com alguma margem de erro) as observac¸o˜es registadas nesta
se´rie temporal.
A escolha dos factores de ajuste e´ muito importante para que o modelo funcione
bem. Na˜o ha´ um valor o´ptimo u´nico para qualquer registo em diferentes se´ries tem-
porais pelo que se exige uma afinac¸a˜o cuidada e espec´ıfica (ver algumas orientac¸o˜es
u´teis em [15]). Outro aspecto relevante esta´ nos ciclos sazonais com caracter´ısticas
conhecidas que podem influir nas observac¸o˜es registadas. Isto pode acontecer, por
exemplo, em dias especiais como a passagem de ano ou feriados como o Natal durante
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Mortes acidentais nos Estados Unidos da América de 1973 a 1978
(mortes por mês)
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Figura 4.2: Observac¸o˜es e previsa˜o Holt-Winters – na previsa˜o usou-se para esta
se´rie temporal temporal α = 0.5459 e γ = 10−4 como paraˆmetros de ajuste
os quais o volume de mensagens SMS trocadas por telemo´vel e´ bastante superior
aos dias comuns. Estes ciclos sazonais devem portanto, ser omitidos por na˜o se
enquadrarem nas capacidades de previsa˜o deste modelo estat´ıstico.
Modelo multiplicativo
Em cena´rios reais, disparamo-nos frequentemente com o problema do aumento da
amplitude da variac¸a˜o sazonal a` medida que o n´ıvel me´dio das observac¸o˜es (baseline)
da se´rie temporal tambe´m aumenta. Como ja´ referido anteriormente, este factor
designado por 4.1 e´ bastante evidente no contraste entre os per´ıodos de pico face
aos mı´nimos durante os quais a amplitude nos valores observados tende a descrescer.
Para acompanhar esta variac¸a˜o, o modelo multiplicativo de Holt-Winters e´ mais
adequado.
A previsa˜o parte das mesmas 3 fo´rmulas de actualizac¸a˜o utilizadas para o modelo
aditivo mas aqui aparecem relacionadas de modo diferente:
yˆ t+1 = atbt + ct+1−m
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4.4.3 Bandas de confianc¸a: desvio
As bandas de confianc¸a servem para medir o desvio em cada ponto do ciclo sazonal,
ou seja, aferir a variabilidade sazonal. A medida do desvio e´ a me´dia ponderada dos
desvios absolutos, actualizados via amortecimento exponencial:
dt = γ|t − yˆ t |+ (1− γ)dt−m
em que dt e´ o desvio previsto para o instante t .
Como se pode ver, esta equac¸a˜o e´ semelhante a` ct . Ambos partilham ate´ do
mesmo paraˆmetro de adaptac¸a˜o γ. As bandas de confianc¸a podem-se assim definir
como sendo a colecc¸a˜o de intervalos (yˆ t − δ− · dt−m , yˆ t + δ+ · dt−m) para cada ponto
yt na se´rie temporal onde δ− e δ+ sa˜o factores de escala para a largura da banda de
confianc¸a. Frequentemente, e´ deseja´vel ter-se uma banda de confianc¸a sime´trica, ou
seja, δ− = δ+.
4.4.4 Detecc¸a˜o de anomalias
Uma forma simples de detectar anomalias esta´ em verificar se um valor obser-
vado se encontra fora da banda de confianc¸a. No entanto, em registos consecu-
tivos observam-se com frequeˆncia, variac¸o˜es considera´veis, as quais na˜o tendo ainda
impacto suficiente para alterar a tendeˆncia linear e os ciclos sazonais, podem facil-
mente aparecer fora da banda confianc¸a. Este “ru´ıdo” lanc¸aria assim muitos falsos
positivos na detecc¸a˜o de anomalias.
Para contornar este problema, um mecanismo mais robusto consiste em criar
uma janela deslizante com um nu´mero fixo de observac¸o˜es. Se o nu´mero de violac¸o˜es
(observac¸o˜es que aparec¸am fora da banda de confianc¸a), exceder o limite especificado
pelo comprimento dessa janela, da´-se enta˜o o alerta para comportamento aberrante.
Formalmente, considerando uma violac¸a˜o como sendo uma observac¸a˜o yt que
aparece fora do intervalo:
(yˆ t − δ · dt−m , yˆ t + δ · dt−m)
Define-se como comportamento aberrante o excesso de violac¸o˜es face a um limite
especificado por uma janela referente a um nu´mero determinado de observac¸o˜es (i.e.,
o comprimento da janela).
4.5 Concluso˜es
Descreve-se neste cap´ıtulo, um modelo estat´ıstico que visa prever comportamentos
aberrantes. Este modelo baseia-se na previsa˜o (Holt-Winters), actualizac¸a˜o (amor-
tecimento exponencial) e decisa˜o (bandas de confianc¸a).
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Figura 4.3: Factores usados na previsa˜o
Atrave´s de sucessivos melhoramentos e extenso˜es a` proposta de Holt (Figura
4.3), va´rios obsta´culos que dificultam uma boa previsa˜o sa˜o mitigados. Para isto
contribui:
• uma boa capacidade de adaptac¸a˜o (nomeadamente atrave´s de uma ponderac¸a˜o
do passado com um peso decrescente)
• a noc¸a˜o de sazonalidade (atrave´s de um ou mais ciclos sazonais)
• a eliminac¸a˜o de “ru´ıdo” (nomeadamente atrave´s da utilizac¸a˜o de tendeˆncia
linear)
• uma boa flexibilidade das suas capacidades (atrave´s de paraˆmetros de ajuste
e coeficientes de escala)
• um mecanismo robusto de decisa˜o (atrave´s da banda de confianc¸a e janela
deslizante)
A integrac¸a˜o deste modelo matema´tico para detecc¸a˜o automa´tica de comporta-
mentos aberrantes em se´ries temporais em software de monitorizac¸a˜o constitui uma
soluc¸a˜o que podendo na˜o ser a o´ptima, e´ flex´ıvel, eficiente e exequ´ıvel em ambientes
de produc¸a˜o real.
Cap´ıtulo 5
Proto´tipo Owl
Com o intuito de testar e validar as ideias enunciadas neste documento, quer a n´ıvel
estat´ıstico quer atendendo a uma ana´lise discreta de acessos ano´malos, concretizou-
se um proto´tipo denominado Owl. Neste esforc¸o, alguns requisitos e orientac¸o˜es
a n´ıvel de Arquitectura e Metodologia foram tambe´m pautados pela possibilidade
deste projecto poder ser adoptado como uma soluc¸a˜o final em ambiente de produc¸a˜o
integrada no sistema Pulso.
Este cap´ıtulo aborda o desenvolvimento do projecto Owl (em 5.7), o seu funcio-
namento interno, problemas como a agregac¸a˜o e correlac¸a˜o de eventos, e apresenta
tambe´m, uma visa˜o alternativa face ao modo como se pode lidar com a elevada
complexidade que todo o processamento de eventos pode ter a longo prazo.
5.1 Aproximac¸a˜o
Considera´mos um sistema de importaˆncia relevante para a empresa cujo nome sera´
obfuscado atrave´s de M (por razo˜es de confidencialidade), para efeitos de desenvol-
vimento e experimentac¸a˜o. Este sistema funciona como uma fonte de informac¸a˜o,
atrave´s do seu DBMS Oracle Database que utiliza a arquitectura de rede TNS. A
captura de informac¸a˜o, neste caso do tra´fego de rede associado a esta base de dados,
e´ feita por uma sonda denominada flying-dutchman que esta´ estrategicamente colo-
cada de modo a poder captar todo o tra´fego de rede de e para esta base de dados.
Esta sonda desempenha tambe´m o papel de agregar e enviar estes dados captados
para um sistema capaz de efectuar a ana´lise e detecc¸a˜o de anomalias.
Na figura 5.11 mostra-se uma versa˜o simplificada da infraestrutura e dos pontos
de captura de tra´fego a que sonda flying-dutchman tem acesso. Esta sonda em
particular, consegue interceptar o tra´fego de rede da base de dados M , recorrendo
a dois portos spanning (ver 3.2), um em cada um dos switch’s (switch A e switch
B na figura 5.1) configurados em failover (capacidade de trocar automaticamente a
1Alguns dos nomes de componentes foram alterados por razo˜es de confidencialidade.
31
Cap´ıtulo 5. Proto´tipo Owl 32
utilizac¸a˜o de um dado recurso com falhas, para outro recurso redundante). O switch
Figura 5.1: Infra-estrutura de um datacenter da PT
A e B sa˜o utilizados em modo fail-over para ligar as redes backend e frontend aos
sistemas M e N e fazem-no atrave´s de VLAN’s. Isto pode implicar que a troca
de mensagens entre aplicac¸o˜es frontend e os sistemas M/N tenha de atravessar
duas VLAN’s no mesmo switch o que gera repetic¸a˜o de pacotes aquando da captura
atrave´s de uma porta spanning.
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5.2 Arquitectura
Como se pode ver na figura 5.2, o processo de captura e agregac¸a˜o de informac¸a˜o
e´ feito por dois componentes no lado da sonda, um sniffer 2 e um componente
de agregac¸a˜o de dados designado Owl AG, e treˆs componentes no lado core para
ana´lise da informac¸a˜o captada. A ana´lise discreta de acessos e´ feita por um motor
de correlac¸a˜o de eventos inserido no Owl CE, sendo a detecc¸a˜o de comportamentos
aberrantes em me´tricas relevantes (como o volume de trafego, o nu´mero de erros e o
nu´mero de interrogac¸o˜es SQL do tipo SELECT) ao longo do tempo, feita pelo Owl
BS. A ligac¸a˜o entre estes dois componentes, outros tipos de ana´lise, processamento
de dados, e lanc¸amento de alertas sa˜o da responsabilidade do Owl Engine.
Figura 5.2: Arquitectura do sistema Owl
5.3 Funcionamento Interno
Observando a arquitectura do sistema Owl pode verificar-se que o mesmo funciona
atrave´s da integrac¸a˜o de diferentes mo´dulos para fins espec´ıficos e que comunicam
2Por omissa˜o e´ o streamer, apesar de ser poss´ıvel adoptar-se outros sniffer ’s, existindo mesmo
uma versa˜o pro´pria no sistema Owl baseada na biblioteca libpcap para efeitos de teste
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entre si. Tem-se, por omissa˜o, uma ferramenta de captura de tra´fego de rede desig-
nada streamer (ver componentes pulso refstreamer) baseada na libnids[34], capaz
de reconstruir sesso˜es TCP e envia´-las para o Owl AG atrave´s do protocolo UDP
(por razo˜es de desempenho). Este componente, vai fazer uma ana´lise preliminar
do tra´fego de rede recebido e, a partir dele, gerar eventos com potencial significado
no contexto da aplicac¸a˜o. Para isso, utiliza expresso˜es regulares previamente defi-
nidas para diferenciar os va´rios tipos de declarac¸o˜es SQL, erros e outros tipos de
instruc¸o˜es interessantes relativas a` fonte de informac¸a˜o. E´ enta˜o feita uma conso-
lidac¸a˜o e agregac¸a˜o de dados (ver secc¸a˜o 5.5 para obter mais detalhes) para enta˜o os
dados poderem ser enviados de forma c´ıclica para o Owl Engine que se encontra fora
da sonda, no core do sistema Owl. Esta comunicac¸a˜o utiliza o protocolo TCP para
obter garantia de entrega e a especificac¸a˜o XML-RPC para lidar automaticamente
com a serializac¸a˜o da informac¸a˜o na rede necessa´ria para sistemas heteroge´neos.
Aqui, iniciam-se dois fluxos de processamento:
• Owl Engine  Owl BS: a informac¸a˜o de cara´cter estat´ıstico como me´tricas
relevantes e´ enviada a partir do Owl Engine para o Owl BS de modo a que este
possa manter a baseline relativa aos acessos a` fonte de informac¸a˜o pretendida
e detectar anomalias de acordo com o mecanismo de detecc¸a˜o de comporta-
mentos aberrantes em se´ries temporais que sera˜o retornadas ao Owl Engine.
• Owl Engine  Owl CE: tem-se, neste fluxo, um servidor de filas distribu´ıdas
para mensagens persistentes de modo a lidar com o poss´ıvel estrangulamento
e assim, evitar perda de informac¸a˜o. Os agregados de eventos sa˜o enviados
do Owl Engine para o Owl CE, isto e´, para o componente de correlac¸a˜o de
eventos. Aqui, os eventos sa˜o processados de acordo com as heur´ısticas para
detecc¸a˜o positiva referidas no cap´ıtulo 4. As potenciais anomalias detectadas
neste processo, originam alertas ou avisos que sa˜o imediatamente enviados ao
Owl Engine que os ira´ validar e lanc¸ar alarmes em conformidade.
5.4 Metodologia
Foi feita uma selecc¸a˜o de tecnologias que, combinadas com os recursos dispon´ıveis,
possibilitem assegurar os requisitos te´cnicos para a concretizac¸a˜o deste proto´tipo.
5.4.1 Tecnologias usadas
• Ruby — linguagem de programac¸a˜o orientada a objectos de alto n´ıvel que
deriva de Smalltalk criada por Yukihiro Matsumoto [8].
• Esper – motor de correlac¸a˜o concretizado em Java™ que visa o processamento
complexo de eventos em tempo real.
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• RRDtool [1, 33, 14, 33] – conjunto de ferramentas para monitorizac¸a˜o de
me´tricas em se´ries temporais (inclui a capacidade de registar e manter va-
lores em bases de dados round-robin) e grafismo de func¸o˜es matema´ticas u´teis
para os seus registos (inclui concretizac¸a˜o do algoritmo de detecc¸a˜o de com-
portamento aberrante descrito no cap´ıtulo 3).
• Starling/MemCache – servidor de filas distribu´ıdas para mensagens persisten-
tes que utiliza o protocolo gene´rico MemCache.
• JRuby – uma implementac¸a˜o de Ruby feita em Java™.
5.4.2 Recursos dispon´ıveis
Este projecto tem ao seu dispoˆr uma ma´quina multi-processador para os componen-
tes core e uma sonda para capturar a informac¸a˜o pretendida (onde tambe´m funciona
o componente de agregac¸a˜o de dados, o Owl AG).
Outro recurso importante, nomeadamente no que toca a` avaliac¸a˜o experimental,
e´ o sistema M , descrito com mais detalhe em 5.1.
5.5 Agregac¸a˜o de Eventos
Para distribuir a carga de processamento e na˜o sobrecarregar os recursos dispon´ıveis,
em particular ao n´ıvel do core, a pro´pria sonda onde se localiza o Owl AG, efectua
um processamento preliminar muito u´til que consiste na agregac¸a˜o de eventos. Esta
agregac¸a˜o e´ feita de acordo com o enderec¸o de origem de um evento, o seu tipo
relativamente a` linguagem utilizada pela fonte de informac¸a˜o, a sua fingerprint e
a frequeˆncia com que ocorre. Estes agregados sa˜o gerados para per´ıodos de tempo
com a durac¸a˜o de 5 minutos por omissa˜o (apesar de tal valor ser ajusta´vel) ao fim
dos quais sa˜o enviados para o Owl Engine. Uma das razo˜es para se escolher esta
durac¸a˜o tem a ver com o facto deste ser um valor equilibrado pois permite gerar
agregados com uma dimensa˜o interessante sem comprometer em demasia os recursos
da sonda, nomeadamente ao n´ıvel de CPU e memo´ria. Outra raza˜o tem a ver com
o facto desta ser tambe´m a precisa˜o utilizada no Owl BS, o que simplifica bastante
o funcionamento do Owl. Efectivamente deixa de ser necessa´rio gerar agregados
relativos a per´ıodos de tempo com outra durac¸a˜o visto que nas diferentes me´tricas
usadas pelo Owl BS, cada valor corresponde ao acumulado de 5 minutos.
5.5.1 Fingerprint
Para compreender como e´ feita a agregac¸a˜o de eventos a n´ıvel de algoritmia, e´ ne-
cessa´rio perceber como sa˜o geradas as fingerprint ’s., isto e´, pequenas porc¸o˜es de
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informac¸a˜o que identificam univocamente items de dimensa˜o arbitrariamente supe-
rior (no contexto pra´tico a que se aplica). Como referido em Funcionamento Interno
5.3, os eventos obtidos pelo Owl AG proveˆm de uma lista de expresso˜es regulares
espec´ıficas para o efeito. Cada expressa˜o tambe´m e´ usada para extrair informac¸a˜o
u´til conforme o tipo de evento atrave´s dos seus grupos de captura sendo estes de-
pois tratados por forma a eliminar caracter´ısticas que na˜o sejam diferencia´veis no
contexto da fonte de informac¸a˜o (e.g. algumas diferenc¸as ao n´ıvel da capitalizac¸a˜o
das letras). A partir da associac¸a˜o do identificador da expressa˜o regular utilizada
(e, consequentemente, do tipo de evento da mesma) com os respectivos grupos de
captura (com a informac¸a˜o u´til ja´ filtrada), obte´m-se uma fingerprint capaz de ca-
racterizar e diferenciar qualquer evento pelo seu conteu´do (ver figura 5.3).
Identificador de expressa˜o regular grupo de captura 1 · · · grupo de captura n
Figura 5.3: formato de fingerprint de evento
5.5.2 Algoritmo de agregac¸a˜o
O algoritmo desenvolvido para este efeito assume que os eventos agrupa´veis en-
tre si, apenas podem variar ligeiramente no u´ltimo campo da estrutura das suas
fingerprint ’s, isto e´, no u´ltimo grupo de captura da expressa˜o regular utilizada na
sua detecc¸a˜o (ver figura 5.4).
Este algoritmo pode-se descrever em 3 passos:
1. Para agrupar cada evento, comec¸a-se por comparar o identificador da expressa˜o
regular (i.e. o tipo de evento) que permitiu a sua gerac¸a˜o com os respectivos
identificadores de eventos ja´ gerados e armazenados. Se na˜o foˆr igual, os dois
eventos na˜o sa˜o agrupa´veis pois os dois na˜o sa˜o do mesmo tipo.
2. De seguida os grupos de captura da expressa˜o regular aplicada sa˜o, sucessi-
vamente, comparados ate´ se atingir o grupo de captura n - 1 para n grupos
de captura. Se algum dos grupos de captura da expressa˜o regular aplicada
Evento a
tipo de evento (a1)
grupo de captura 1 (a2)
· · ·
grupo de captura n (an)
=
=
=
FP(an , bn) ≥ c
Evento b
tipo de evento (b1)
grupo de captura 1 (b2)
· · ·
grupo de captura n (bn)
Figura 5.4: Me´todo de comparac¸a˜o para algoritmo de agregac¸a˜o de eventos no
sistema Owl onde c e´ um coeficiente predefinido de proximidade.
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foˆr diferente, os dois eventos na˜o sa˜o agrupa´veis pois a sua estrutura na˜o e´
ideˆntica.
3. Se os grupos de captura n de cada dois eventos tiverem um grau de proximi-
dade superior a um coeficiente previamente definido (em conformidade com
um estudo para uma amostra de informac¸a˜o gerada a partir da fonte de in-
formac¸a˜o que se pretende estudar) enta˜o sa˜o agrupa´veis. Caso haja mais do
que um evento com o qual esta proximidade supere o coeficiente de proximi-
dade, a agrupac¸a˜o de eventos privilegia o caso com o ı´ndice de proximidade
mais elevado (de acordo com o resultado da func¸a˜o de proximidade utilizada).
Sejam:
• Sag o conjunto dos eventos agregados, i.e., ja´ agrupados em subconjuntos de
eventos com caracter´ısticas mais pro´ximas;
• Ni−1 os nu´meros naturais ate´ i -1, ou seja, {1, 2, · · · , i− 1};
• a o u´ltimo evento recebido, i.e., o que vai ser comparado com os anteriores
para o algoritmo decidir em que subconjunto deve ser inclu´ıdo.
Formalmente, a condic¸a˜o para que a func¸a˜o FP seja invocada e´:
FP(ai, bi) > c ⇒ ∀
b∈Sag
∀
i∈Ni−1
ai = bi
O algoritmo agrupa enta˜o o novo evento a no subconjunto onde se inclui o evento
anterior b que deu origem ao menor coeficiente de distaˆncia:
a ∈ {· · · , b, · · · } ⇒ FP (ai , bi) = min {c*}, onde c* representa todos os coefici-
entes gerados pela func¸a˜o de proximidade FP onde ai foi o primeiro dos argumentos
desta func¸a˜o.
Quando o algoritmo na˜o chega a invocar a func¸a˜o FP e´ porque as caracter´ısticas
i ∈ Ni−1de a na˜o correspondem a`s dos eventos anteriores. Com efeito, basta que
apenas uma caracter´ıstica difira. Neste caso, e´ gerado um novo subconjunto apenas
com o novo evento, ou seja, a. Note-se que este crite´rio e´ aplica´vel ao problema do
valor inicial, i.e., quando ainda na˜o foram recebidos eventos anteriores a a. Neste
caso tem-se Sag = ∅. Aplicando o algoritmo obter-se-a´ Sag = {a}.
Por exemplo:
Grupo de captura 1 Grupo de captura 2
INSERT INTO users VALUES 1002, Amy, manager
Aplicando a expressa˜o regular /INSERT INTO (\w*) VALUES (.*)/i a esta in-
terrogac¸a˜o SQL do tipo INSERT obter-se-ia um evento que, dependendo da func¸a˜o
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proximidade FP e do coeficiente mı´nimo de proximidade utilizado, podera´ ser
agrupa´vel com um evento gerado a partir da interrogac¸a˜o SQL:
Grupo de captura 1 Grupo de captura 2
INSERT INTO users VALUES 1003, Amy, manager
No entanto, nenhum destes eventos podera´ ser agrupa´vel com outros gerados por
outros tipos de interrogac¸o˜es SQL ou que na˜o partilhem o mesmo grupo de captura
1 “users”.
Para func¸a˜o de proximidade FP teˆm-se va´rias formas de comparac¸a˜o de palavras3
em sequeˆncias que se podem utilizar. Entre elas, importa destacar:
• o algoritmo de subsequeˆncia comum mais longa
• a distaˆncia de prefixo comum mais longa
• a distaˆncia de sufixo comum mais longa
• a distaˆncia de Hamming
• a distaˆncia de Levenshtein
• a famı´lia de func¸o˜es de distaˆncia de compressa˜o normalizada
Estas constituem diferentes formas de avaliar a proximidade entre duas quaisquer
palavras, seja pela maior similaridade detectada entre si, seja pela menor edic¸a˜o
necessa´ria para igualar as palavras que esta˜o a ser comparadas. E´ de ter em conta,
que na˜o existe uma so´ opc¸a˜o o´ptima para se utilizar como func¸a˜o de proximidade
em qualquer fonte de informac¸a˜o. Isto deve-se na˜o so´ ao facto de diferentes tipos
de fontes de informac¸a˜o utilizarem s´ıntaxes diferentes como tambe´m a` existeˆncia,
para a mesma s´ıntaxe, de uma grande variabilidade de interrogac¸o˜es poss´ıveis cuja
frequeˆncia pode variar muito em diferentes ambientes de produc¸a˜o. Estes factores
podem tornar as diferentes propriedades de cada um destes me´todos de comparac¸a˜o,
mais ou menos deseja´veis.
E´ poss´ıvel que a utilizac¸a˜o combinada de 2 ou mais formas de comparac¸a˜o
(sugere-se a utilizac¸a˜o de factores de ajuste), possa melhorar a qualidade dos re-
sultados fazendo com que a agrupac¸a˜o de eventos seja mais ponderada. No entanto,
sabe-se a` partida que este algoritmo de agregac¸a˜o e´ bastante complexo o que se
agrava com a combinac¸a˜o de me´todos de comparac¸a˜o para o u´ltimo grupo de cap-
tura da expressa˜o regular utilizada na detecc¸a˜o dos eventos em causa.
Na˜o sendo o foco deste trabalho, foram feitos alguns testes para amostras de
eventos obtidas a partir do tra´fego de rede relativo a` fonte de informac¸a˜o adoptada.
3Entenda-se, neste contexto, uma palavra como qualquer sequeˆncia de caracteres.
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Pelo desempenho e qualidade satisfato´ria dos resultados adoptou-se, por omissa˜o,
a famı´lia de func¸o˜es de distaˆncia de compressa˜o normalizada (com o me´todo de
compressa˜o gzip).
5.6 Correlac¸a˜o de Eventos
Para encontrar uma direcc¸a˜o e determinar a forc¸a da relac¸a˜o entre varia´veis rele-
vantes que esta˜o em constante monitorizac¸a˜o, utiliza-se um motor de correlac¸a˜o de
eventos, o Esper. Trata-se de um sistema desenhado para ambientes tempo-real
com necessidades elevadas em termos de carga e que utiliza o EPL, uma linguagem
semelhante ao SQL (utilizado em bases de dados relacionais como Oracle database e
MySQL), para definir as regras indiciadoras das anomalias que se pretendem encon-
trar nos fluxos de eventos processados. As expresso˜es que representam estas regras
utilizam como varia´veis, os atributos dos eventos processados, entre outras. Esta
correlac¸a˜o de eventos ocorre no componente Owl CE, e as regras utilizadas sa˜o uma
concretizac¸a˜o dos casos de uso enunciados em 6.
Outro aspecto relevante esta´ na utilizac¸a˜o da tecnologia JRuby para integrar o
Esper concebido em Java™, no sistema Owl concretizado em Ruby. Este me´todo
e´ bastante eficiente por na˜o requerer processos dedicados para a conversa˜o dos ob-
jectos entre as diferentes ma´quinas virtuais (Java™ e Ruby) e por na˜o estrangular
significativamente o desempenho da ma´quina virtual Java™.
5.7 Abordagem alternativa
Para lidar com a elevada complexidade decorrente do processamento da ana´lise do
tra´fego de um ou mais fontes de informac¸a˜o ponderou-se criar um componente cen-
tral capaz de delegar o processamento associado aos diferentes cena´rios poss´ıveis
para daemon’s dedicados (usando a tecnologia de cloud computing Nanites [24, 4]).
Esta delegac¸a˜o de tarefas pode ser feita por um broker ou dispatcher (como o Rab-
bitMQ [5] em Erlang [2], que concretiza o protocolo AQMP [3]) central, atrave´s
de uma especificac¸a˜o pro´pria para lanc¸ar, de forma concorrente, os daemon’s Ruby
acima descritos. Este componente analisa o tra´fego e solicita o daemon adequado
para o respectivo tipo de acontecimento impedindo que a falha de um destes fios de
processamento comprometa o funcionamento global do servic¸o. Assim, atrave´s desta
abordagem baseada em programac¸a˜o concorrente, pode-se salvaguardar a filtragem
e processamento do fluxo de tra´fego captado em tempo u´til.
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5.8 Concluso˜es
O projecto Owl inclui, na sua arquitectura, a utilizac¸a˜o de uma sonda, onde se
encontra um sniffer e um componente de agregac¸a˜o de dados, o Owl AG e um
componente core onde a ana´lise subsequente e´ feita atrave´s do Owl CE (correlac¸a˜o
de eventos) e do Owl BS (detecc¸a˜o de comportamentos aberrantes) coordenados
pelo Owl Engine (motor da aplicac¸a˜o).
E´ importante a separac¸a˜o de componentes para se poder ter um sistema modular
que seja facilmente distribu´ıdo e escala´vel. Esta aproximac¸a˜o e´ muito importante
para lidar com a complexidade e exigeˆncia em termos de recursos (nomeadamente
de processamento e de memo´ria) que se impo˜em na ana´lise de caracter´ısticas dos
acessos a fontes de informac¸a˜o em ambientes de produc¸a˜o com grandes volumes de
tra´fego de rede.
Pode-se tambe´m destacar a importaˆncia da agregac¸a˜o de eventos para uma
ana´lise posterior, sobre os processos de correlac¸a˜o de eventos e detecc¸a˜o de com-
portamento aberrantes tambe´m referidos ao longo deste cap´ıtulo. O agrupamento
de eventos constitui, portanto uma fase essencial do processamento de dados e que
requer uma boa aplicac¸a˜o de me´todos matema´ticos de determinac¸a˜o de proximidade
entre duas quaisquer palavras.
Cap´ıtulo 6
Casos de uso
Neste cap´ıtulo apresentam-se alguns cena´rios onde a seguranc¸a da informac¸a˜o em
bases de dados e´ ameac¸ada de diferentes maneiras e mostra-se, para cada uma, quais
sa˜o os poss´ıveis efeitos pass´ıveis de ser detectados pelo Owl.
6.1 Ataque de fuzzing
Ocorrem frequentemente em aplicac¸o˜es web nomeadamente na tentativa de explorar
vulnerabilidades de injecc¸a˜o SQL. Este tipo de vulnerabilidade nasce na inabilidade
de separar correctamente o co´digo programado do conteu´do por ele manipulado,
permitindo por vezes, que o atacante adultere o processamento pretendido pelo
autor da aplicac¸a˜o (atrave´s de conteu´do maliciosamente formatado). Existem muitos
exemplos publicados de ataques de injecc¸a˜o SQL que podem constituir vectores de
fuzzing para os diferentes DBMS [23].
Outra utilizac¸a˜o deste tipo de ataque esta´ na tentativa de extrair informac¸a˜o cuja
referenciac¸a˜o e´, a` partida, desconhecida. Assim, para um tipo de interrogac¸a˜o faz-
se apenas variar um campo/varia´vel para mapear informac¸a˜o sob um determinado
crite´rio. Por exemplo: Atacante reconhece entrada de input usado na construc¸a˜o de
pedidos SQL por uma aplicac¸a˜o com acesso a uma base de dados.
1. Atacante aplica ataque baseado em vector de fuzzing espec´ıfico para esse
DBMS na entrada de input encontrada.
2. Falha parcial ou total dos mecanismos de escaping da aplicac¸a˜o que interage
com a base de dados pode tornar o ataque bem sucedido.
3. O DBMS recebe va´rias interrogac¸o˜es com co´digo SQL inva´lido e ocasional-
mente, va´lidas apesar de terem sido maliciosamente manipuladas.
Ataques de fuzzing esta˜o tipicamente associados a uma variac¸a˜o repentina do
volume de acessos e podem ser detecta´veis em taxas de utilizac¸a˜o at´ıpicas para o
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momento temporal em que ocorrem e na alterac¸a˜o substancial do tipo de utilizac¸a˜o
da base de dados que se manifesta numa variac¸a˜o da proporc¸a˜o relativa dos diferentes
pedidos enviados a` mesma.
6.2 Ataque de forc¸a bruta
Ataques de forc¸a bruta exigem muito tempo e recursos mas quando alimentados
por um diciona´rio espec´ıfico FaD podem constituir uma ameac¸a real. A selecc¸a˜o de
palavras-passe criptograficamente fortes e a respectiva protecc¸a˜o formam um meio
muito importante na defesa para este tipo de ataques. Os seu alvos potenciais sa˜o,
muitas vezes, os sistemas de autenticac¸a˜o que protegem os activos da empresa, re-
lativamente a utilizadores na˜o autorizados. Por exemplo, assumindo que o atacante
consegue (comprando, roubando ou abusando da confianc¸a de algue´m com acesso a
este activos) o acesso a` fonte de informac¸a˜o:
1. atacante gera diciona´rio FaD a partir de palavras relacionadas com informac¸o˜es
u´teis que tenha obtido rastreando a rede
2. atacante injecta tentativas de autenticac¸a˜o a partir do diciona´rio gerado espe-
rando descobrir credenciais va´lidas de acesso.
Ataques de forc¸a bruta esta˜o tipicamente associados a uma variac¸a˜o repentina
do volume de acessos e podem ser detecta´veis em taxas de utilizac¸a˜o at´ıpicas para o
momento temporal em que ocorrem e na alterac¸a˜o substancial do tipo de utilizac¸a˜o
da base de dados que se manifesta numa variac¸a˜o da proporc¸a˜o relativa dos diferentes
pedidos enviados a` mesma.
6.3 Fuga de Informac¸a˜o confidencial
O acesso a fontes de informac¸a˜o pode ter muito valor na˜o apenas para utilizadores
leg´ıtimos mas tambe´m para empresas concorrentes levando-as a perpertar ataques
de roubo de informac¸a˜o confidencial. E´ de esperar que estes ataques possam ser
executados por colaboradores na˜o estranhos a` pro´pria empresa. Por exemplo, as-
sumindo que o atacante consegue (comprando, roubando ou abusando da confianc¸a
de algue´m com acesso a este activos) o acesso a` fonte de informac¸a˜o:
1. atacante tenta obter informac¸a˜o confidencial atrave´s de pedidos a` fonte de
informac¸a˜o alvo
2. fonte de informac¸a˜o recebe pedidos va´lidos ainda que associa´veis a roubo de
informac¸a˜o
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E´ poss´ıvel a detecc¸a˜o de alguns tipos de fuga de informac¸a˜o (nomeadamente
cr´ıtica) atrave´s da detecc¸a˜o de palavras indiciadoras deste tipo de ataque como
“nib”,“contrib”, palavras-chave e informac¸o˜es de contacto.
Na detecc¸a˜o deste tipo de ataque tambe´m pode interessar o rastreio por enderec¸os
de rede que sejam historicamente estranhos para a fonte de informac¸a˜o por nunca
terem sido usados. Pedidos de informac¸a˜o que gerem erros tipicamente imputa´veis
a um humano (por oposic¸a˜o a programas informa´ticos) como sa˜o os erros de sintaxe
ou que demonstrem desconhecimento do modelo do DBMS no caso em que se tem
uma base de dados como fonte de informac¸a˜o.
6.4 Acesso a fontes de informac¸a˜o a partir de ori-
gens desconhecidas
As fontes de informac¸a˜o internas a partir de origens que se confinam a uma lista
limitada e muitas vezes conhecida. O acesso por parte de um utilizador na˜o au-
torizado muitas vezes na˜o cabe nesta lista o que o torna suspeito. Tambe´m este e´
um cena´rio que, por si so´, merece atenc¸a˜o por parte de um sistema que se pretende
seguro. Assumindo que o atacante tem acesso a` fonte de informac¸a˜o, veja-se por
exemplo o seguinte cena´rio:
1. Atacante utiliza o seu acesso enviando pedidos para os seus pro´prios fins
2. fonte de informac¸a˜o processa os pedidos recebidos
E´ poss´ıvel a detecc¸a˜o de acessos a partir de enderec¸os de rede na˜o reconheci-
dos, isto e´, que na˜o se encontram nas gamas consideradas usuais ou previs´ıveis.
Neste cena´rio tambe´m interessa detectar pedidos de informac¸a˜o que gerem erros ti-
picamente imputa´veis a um humano (por oposic¸a˜o a programas informa´ticos) como
sa˜o os erros de sintaxe ou que demonstrem desconhecimento do modelo do DBMS
no caso em que se tem uma base de dados como fonte de informac¸a˜o e a fuga de
informac¸a˜o (nomeadamente cr´ıtica) atrave´s da detecc¸a˜o de palavras pass´ıveis de sus-
peitar deste tipo de ataque como “nib”,“contrib”, palavras-chave e informac¸o˜es de
contacto.
6.5 Ataque a` integridade da informac¸a˜o
As fontes de informac¸a˜o quando em ma˜os maliciosas podem ter a sua integridade
afectada no sentido em que podem causar preju´ızo a` empresa que as controla. A
detecc¸a˜o deste tipo de situac¸a˜o quando ocorre em grande escala e´ fa´cil mas nos casos
de maior subtileza como sejam pequenas alterac¸o˜es nos conteu´dos destes recursos,
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o problema pode ter outra dimensa˜o. Assumindo que o atacante consegue (com-
prando, roubando ou abusando da confianc¸a de algue´m com acesso a este activo)
acesso a` fonte de informac¸a˜o, tem-se por exemplo:
1. atacante envia comandos que visam alterar e/ou apagar dados sens´ıveis
2. fonte de informac¸a˜o recebe comandos que alteram o seu modelo e/ou conteu´dos
Se algum modelo de dados gerido por um DBMS foˆr afectado e´ de esperar que o
nu´mero de erros gerado por este sistema suba bastante devido a`s aplicac¸o˜es em fun-
cionamento que utilizam esse modelo ignorando as suas alterac¸o˜es. Nesta situac¸a˜o
e´ expecta´vel um nu´mero crescente de erros face a momentos homo´logos (mesmo que
pouco acentuado) motivados pela mesma causa.
6.6 Acesso malicioso a fontes de informac¸a˜o
Os acessos a`s fontes de informac¸a˜o internas sa˜o primariamente realizados por pro-
gramas/servic¸os que, salvo desactualizac¸a˜o ou erro de programac¸a˜o (a qual tambe´m
pode ser tipicada), na˜o incluem erros que sistematicamente possamos associar a
humanos. O acesso que parte de “humanos maliciosos” tambe´m pode ser tipifi-
cado e como tal detecta´vel. Assumindo que o atacante consegue acesso a` fonte de
informac¸a˜o, veja-se, o seguinte cena´rio:
1. Atacante utiliza o seu acesso para os seus pro´prios ns
2. fonte de informac¸a˜o recebe falhas de autenticac¸a˜o (resultante de prova´vel in-
certeza do atacante face as credenciais va´lidas)
3. fonte de informac¸a˜o recebe pedidos que podem gerar erros de sintaxe ou que
sejam incoerentes com o modelo
E´ poss´ıvel a detecc¸a˜o de erros de sintaxe, bem como, de pedidos de metadata
que revelem desconhecimento do modelo. Associado a este cena´rio, e´ de esperar a
ocorreˆncia de acessos a` fonte de informac¸a˜o a partir de origens desconhecidas, bem
como, fuga de informac¸a˜o confidencial.
6.7 Escutas de rede
Escuta passiva da rede atrave´s de um sniffer eventualmente associado a ataques de
personificac¸a˜o pode permitir intercepc¸a˜o de tra´fego comprometendo directamente
a confidencialidade na comunicac¸a˜o. Assumindo que atacante tem acesso a` rede,
considere-se o seguinte caso de uso:
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1. Atacante lanc¸a ataque de ARP poisoning com ferramenta Ettercap (se ne-
cessa´rio)
2. Atacante captura tra´fego de rede (se necessa´rio activa o modo promı´scuo do
seu interface de rede)
3. Utilizadores comunicam com o DBMS
Na˜o se verica qualquer anomalia na fonte de informac¸a˜o. Este cena´rio apesar de
constituir um ataque real a` confidencialidade dos dados da organizac¸a˜o encontra-se
fora do aˆmbito das capacidades do sistema Owl.
6.8 Problemas de comunicac¸a˜o
Quando um segmento da rede falha ou por qualquer outro motivo ambiental ocorre
um problema na comunicac¸a˜o, tambe´m se podem verificar alterac¸o˜es no tra´fego
associado ao DBMS. Um sintoma podera´ ser a diminuic¸a˜o do volume de tra´fego
ou um aumento do nu´mero de erros caso os problemas de comunicac¸a˜o ocorram de
forma frequente, espontaˆnea e na˜o previs´ıvel.
Assume-se que ocorreu uma falha de comunicac¸a˜o que afecta uma parte das rotas
de comunicac¸a˜o com o DBMS. Muitas ligac¸o˜es com o DBMS sa˜o afectadas por terem
grandes perdas de pacotes ou por na˜o se conseguirem efectuar de todo.
Neste caso, podem ocorrer grandes variac¸o˜es no volume de tra´fego face ao ex-
pecta´vel. Se apenas uma parte da rede foˆr afectada, podem verificar-se tambe´m
variac¸o˜es grandes no tipo de utilizac¸a˜o dada a` base de dados.
6.9 Ataque de negac¸a˜o de servic¸o
Este tipo de ataque pode ocorrer sobre recursos necessa´rios ao bom funcionamento
geral da infra-estrutura. Um ou mais atacantes desencadeiam provocam negac¸a˜o
parcial ou total de servic¸o sobre clientes da fonte de informac¸a˜o ou sobre a pro´pria
rede. Assumindo que o atacante tem acesso a` rede ou a um sistema onde esteja a
ser executada uma aplicac¸a˜o que comunica com a fonte de informac¸a˜o, considere-se
o caso de uso:
1. Atacante injecta grandes quantidades de pedidos inva´lidos num DBMS
2. Muitos pedidos SQL por parte de utilizadores leg´ıtimos sa˜o retardados ou ate´
negados pelo DBMS por sobrecarga de recursos do sistema que o suporta.
Pode-se verificar grandes variac¸o˜es no volume de tra´fego face ao expecta´vel, bem
como, no nu´mero de erros gerados pelo DBMS.
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6.10 Problemas Aplicacionais
A falha de uma ou mais aplicac¸o˜es pode prejudicar os servic¸os por elas prestados.
As consequeˆncias deste tipo de falhas tem uma dimensa˜o muito varia´vel. E´ poss´ıvel
que a falha numa aplicac¸a˜o na˜o tenha grande gravidade e na˜o seja detectada a curto
prazo ou que apenas afecte um nu´mero reduzido de utilizadores. No entanto, se
dessa aplicac¸a˜o depender o trabalho de muitos utilizadores e se os seus servic¸os forem
indispensa´veis para a realizac¸a˜o do mesmo, e´ mais prova´vel que a sua falha tenha
um impacto grande a curto prazo vis´ıvel em va´rios sinais que permitem detectar
este tipo de problemas.
1. Falha numa aplicac¸a˜o necessa´ria (exemplo: proxy) para a comunicac¸a˜o dos
utilizadores com um DBMS
2. Utilizadores na˜o conseguem comunicar com DBMS
Os elementos associados a este tipo de problema, cabem na detecc¸a˜o de ataques de
negac¸a˜o de servic¸o e/ou de problemas de comunicac¸a˜o. A despistagem deste tipo de
problemas tera´ de ocorrer na origem, isto e´, nos recursos que lidam com a fonte de
informac¸a˜o.
Cap´ıtulo 7
Avaliac¸a˜o Experimental
E´ importante trabalhar bem os modelos teo´ricos de modo a formar a soluc¸a˜o ade-
quada para um dado problema. No entanto, so´ os testes pra´ticos permitem validar
a capacidade real do modelo teo´rico adoptado e da qualidade da sua concretizac¸a˜o.
E´ preciso ter sempre em conta a grande imprevisibilidade inerente aos poss´ıveis ata-
ques e anomalias que podem surgir em infraestruturas com grande exposic¸a˜o. Nem
todos os ataques informa´ticos poss´ıveis sa˜o conhecidos nem os seus efeitos totalmente
previs´ıveis.
A validade aferida pelos resultados experimentais exige a inclusa˜o de todas as
aspectos (conhecidos ou na˜o) que caracterizam um sistema relevante em produc¸a˜o.
Tambe´m por isso, a liberdade de que dispomos para efectuar testes potencialmente
comprometedores do bom funcionamento desse sistema, e´ limitada. Neste cap´ıtulo,
pretende-se avaliar experimentalmente, na medida do poss´ıvel, o projecto Owl.
7.1 Ambiente e condic¸o˜es
Um dos principais desafios que se coloca na concretizac¸a˜o deste projecto esta´ em
conseguir dispoˆr de uma boa capacidade de captac¸a˜o de tra´fego. E´ sabido que esta
capacidade e´ limitada na˜o apenas pela perda de pacotes inerente ao hardware e
software utilizados, mas tambe´m, pela captura repetida destas mensagens aquando
da intercepc¸a˜o deste tra´fego em mu´ltiplos pontos da rede por onde estes pacotes
passam. Existe, como referido em 2.3, um componente Pulso designado dupackill
dedicado a` detecc¸a˜o e eliminac¸a˜o destas mensagens repetidas. Pore´m a sua efica´cia
e´ limitada sendo importante ter a noc¸a˜o de que a informac¸a˜o captada pode ser
incompleta e/ou deturpada nomeadamente a n´ıvel quantitativo. Trata-se de uma das
principais limitac¸o˜es deste projecto porquanto toda a ana´lise subsequente assenta
sobre estes dados. Para validar as capacidades reais deste projecto submeteu-se este
proto´tipo a condic¸o˜es em tudo ideˆnticas a`s inerentes a um sistema em produc¸a˜o.
Para isso, colocou-se uma instaˆncia do Owl numa sonda para capturar tra´fego de
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uma base de dados relevante, a mesma utilizada durante o desenvolvimento do
projecto.
7.2 Procedimento
Com a colaborac¸a˜o de um administrador de bases de dados que diariamente opera na
infra-estrutura utilizada nestes testes, injectaram-se interrogac¸o˜es SQL que visam
simular ataques ao DBMS e seus conteu´dos, mas sempre com o cuidado de na˜o
comprometer o seu bom funciomento. Estes ataques incluem-se nos casos de uso,
referidos em detalhe no Cap´ıtulo 6. A selecc¸a˜o dos casos de uso a testar foi feita apo´s
discusso˜es formais com o administrador de bases de dados atendendo principalmente
ao potencial impacto na base de dados e rede da empresa e sa˜o eles:
1. acesso a fontes de informac¸a˜o a partir de origens desconhecidas (6.4)
2. ataque de fuzzing (6.1)
3. fuga de informac¸a˜o confidencial (6.3)
4. ataque a` integridade da informac¸a˜o (6.5)
5. acesso malicioso a fontes de informac¸a˜o (6.6)
6. ataque de forc¸a bruta (6.2)
Estes testes na˜o teˆm, singularmente nem no seu conjunto, a capacidade de afec-
tar macroscopicamente um DBMS com os elevados n´ıveis de utilizac¸a˜o do M pois
ale´m de apenas afectarem uma medic¸a˜o (a execuc¸a˜o destes dados dura menos do
que os 5 min referentes ao tempo de agregac¸a˜o de cada medic¸a˜o), foram pensados
precisamente para que o seu peso na˜o afecte o bom funcionamento desta base de
dados relevante.
Tendo em vista a necessidade de avaliar a detecc¸a˜o de comportamentos aber-
rantes em se´ries temporais aplicadas ao tra´fego associado a fontes de informac¸a˜o,
colocou-se, durante mais de 2 meses, o Owl a funcionar. A partir dos resultados
obtidos durante este per´ıodo fez-se uma pequena selecc¸a˜o de dias com caracter´ısticas
interessantes que tambe´m se apresentam em 7.3.1.
7.3 Ana´lise de resultados
7.3.1 Testes de anomalias em acessos singulares a fontes de
informac¸a˜o
Foram realizados ensaios sobre a base de dados M a`s 22:37:07 GMT no dia 3 de
Agosto de 2009, tendo em vista testar os cena´rios referidos em 7.2.
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Nestes testes foram injectadas 1541 interrogac¸o˜es SQL das quais apenas 905
foram captadas. Esta limitac¸a˜o e´ inerente ao software e hardware utilizados. A
capacidade de processamento, a sensibilidade do interface de rede, a eficieˆncia do
sniffer utilizado e a escolha do filtro de captura sa˜o alguns factores que podera˜o estar
na ge´nese desta perda. Verificou-se tambe´m que cerca de 16% das interrogac¸o˜es SQL
captadas sa˜o repetic¸o˜es (o que era expecta´vel). Foram tambe´m captados 1129 erros
com origem no DBMS, dos quais 437 tinham como destinata´rio o sistema utilizado
nestes testes.
Estes valores reflectem em certa medida a incapacidade parcial de actuac¸a˜o do
dupackill (componente Pulso dedicado a` eliminac¸a˜o de mensagens repetidas em cap-
turas de rede).
nu´mero de interrogac¸o˜es
3155
do tipo SELECT
eventos gerados
5765
a partir da captura
nu´mero de enderec¸os
55
IP detectados
enderec¸o(s) relativo(s) a
A
origens estranhas ao DBMS
Tabela 7.1: Valores globais relativos ao ensaio referido em 7.3 onde A representa o
enderec¸o IP do sistema usado para efectuar os testes.
Como se pode ver na figura 7.1 o u´nico enderec¸o IP detectado entre os 55 que in-
teragiram com o M (durante este intervalo de tempo), foi o pro´prio sistema utilizado
para efectuar os testes. Este resultado atesta a capacidade do Owl distinguir com
sucesso enderec¸os que sa˜o reconhecidos como na˜o sendo estranhos a este servic¸o,
tendo-se atestado por oposic¸a˜o, atestou-se a capacidade de detectar sistemas estra-
nhos associa´veis a outro grau de suspeic¸a˜o do ponto de vista da seguranc¸a.
Na tabela 7.2 esta˜o dispon´ıveis os resultados discriminados para cada teste efec-
tuado. Nos dados registados durante os testes excluem-se:
• a informac¸a˜o relativa aos momentos temporais
• os identificadores da expressa˜o regular utilizada
• grupos de captura da expresso˜es regulares
Todas as anomalias simuladas foram detectadas pela sua ordem cronolo´gica. Esta
correspondeˆncia directa entre os alarmes lanc¸ados e os cena´rios que se pretendem
testar, sugere que o Owl oferece uma capacidade real de detectar anomalias em aces-
sos singulares. E´ tambe´m de referir que os identificadores das expresso˜es regulares
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tipo de anomalia Origem do alarme
interlocutores nu´mero de
origem destino mensagens associadas
1 Engine A/S S/A 1342
2 Engine A S 473
3 CE A S 101
4 CE A S 260
4 CE A S 14
5 CE S A 44
6 CE S A 26
Tabela 7.2: anomalias detectadas (ordem cronolo´gica) em ensaio realizado na base
de dados M a`s 22:37:07 GMT do dia 3 de Agosto de 2009. Na tabela, A representa
o enderec¸o IP do sistema usado para introduzir os testes, sendo a base de dados M
representada por S. Os tipos de anomalia referidos em 7.2 sa˜o representados pelos
seus respectivos nu´meros.
associados aos seus respectivos grupos de captura permitiram tambe´m, para todos
os casos, reconstruir as mensagens enviadas e recebidas pelo M (dentro do grupo
das mensagens capturadas pelo Owl, obviamente).
A u´nica disparidade surge nos valores relativos ao nu´mero de mensagens associ-
adas a cada um destes alarmes face ao teoricamente expecta´vel em condic¸o˜es ideais
de captura de tra´fego.
7.3.2 Teste a comportamentos aberrantes em acessos a fon-
tes de informac¸a˜o
Para testar o proto´tipo (e em particular o Owl CE) manteve-se, como ja´ referido, o
Owl em funcionamento durante um per´ıodo suficientemente longo para que se possa
efectuar a aprendizagem necessa´ria no sentido de incluir os comportamento sazonais
das me´tricas avaliadas. A partir dos resultados obtidos foi feita uma breve selecc¸a˜o
de dias cuja ana´lise se reveste de algum interesse.
Na figura 7.1 e´ poss´ıvel observar a variac¸a˜o do nu´mero de interrogac¸o˜es SQL do
tipo SELECT (atrave´s da me´dia mo´vel para intervalos de 288 s) e o acompanha-
mento de uma banda de confianc¸a definida a partir da previsa˜o efectuada de acordo
com a extensa˜o do modelo de Holt-Winters descrito em 4, dentro da qual a maioria
das medic¸o˜es se encontra. Em alguns momentos pode-se verificar uma transposic¸a˜o
da banda de confianc¸a mas esta ocorre sempre em per´ıodos reduzidos de tempo in-
suficientes para que, de acordo com o modelo de decisa˜o de anomalias, devam ser
lanc¸ados alarmes. Neste per´ıodo de tempo na˜o foram detectadas, de acordo com o
Owl, anomalias.
Na figura 7.2 tem-se outro exemplo de outro dia onde a banda de confianc¸a
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Figura 7.1: Detecc¸a˜o de comportamentos aberrantes no sistema M aplicado ao
nu´mero de interrogac¸o˜es SELECT de tra´fego nos dias 5 e 6 de Setembro de 2009
assente na previsa˜o Holt-Winters inclui a grande maioria das medic¸o˜es relativas ao
nu´mero de interrogac¸o˜es SQL do tipo SELECT.
Figura 7.2: Detecc¸a˜o de comportamentos aberrantes no sistema M aplicado nu´mero
de interrogac¸o˜es SQL do tipo SELECT de tra´fego nos dias 16 e 17 de Outubro de
2009
Na figura 7.3 mostram-se duas anomalias detectadas, uma das quais ocorrida
entre as 23 horas e a meia noite do dia 16 de Outubro. Uma ana´lise aprofundada
aos eventos gerados nesse per´ıodo de tempo, permitiu concluir ter-se tratado de
um elevado volume de pedidos de dados introduzido por parte de uma das va´rias
aplicac¸o˜es que comunica e utiliza o sistema M .
E´ poss´ıvel ver que as anomalias encontradas neste dia ao n´ıvel do volume de
dados relacionados com o sistema M , correspondem a interrogac¸o˜es SQL va´lidas
pois na˜o se detecta um aumento fora do normal do nu´mero de erros (ver figura 7.4).
Observando o gra´fico 7.5, pode-se observar um aumento muito significativo do
nu´mero de erros de pequena durac¸a˜o e que acontece recorrentemente. Um estudo
mais aprofundado revelou tratar-se de um processo pouco eficiente de batching in-
terno a` pro´pria empresa. A capacidade de adaptac¸a˜o do modelo estat´ıstico utilizado
fez com que estas variac¸o˜es sejam assimiladas e, como tal, deixem de ser reportadas
como anomalias ileg´ıtimas.
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Figura 7.3: Detecc¸a˜o de comportamentos aberrantes no sistema M aplicado ao
volume de tra´fego nos dias 16 e 17 de Outubro de 2009
Figura 7.4: Detecc¸a˜o de comportamentos aberrantes no sistema M aplicado aos
erros gerados nos dias 16 e 17 de Outubro de 2009
Figura 7.5: Detecc¸a˜o de comportamentos aberrantes no sistema M aplicado aos
erros gerados no dia 9 de Setembro de 2009
7.4 Concluso˜es
Os resultados destas experieˆncias validam os modelos teo´ricos utilizados como sendo
capazes de descobrir e inferir acessos ano´malos a fontes de informac¸a˜o. Seria poss´ıvel
detectar qualquer um dos tipos de ataques simulados, em tempo u´til, num ambiente
real de produc¸a˜o como o M . Sabendo que, para os tipos de ataque que na˜o se
puderam simular, a sua detecc¸a˜o assenta sobre o mesmo modelo dos ataques aqui
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simulados, e´ razoa´vel esperar que tambe´m, para esses erros, o mesmo sucesso seja
expecta´vel.
Torna-se tambe´m evidente que o rigor e eficeˆncia ao n´ıvel da captura de tra´fego
de rede, sa˜o cr´ıticos para obtenc¸a˜o de bons resultados por parte do sistema Owl.
A perda de pacotes pode consentir a na˜o detecc¸a˜o de acessos ano´malos de acordo
com o modelo heur´ıstico e estat´ıstico adoptado. Por outro lado, a repetic¸a˜o de
uma parte destes pacotes em capturas de rede pode, teoricamente, ser causa de
falsos positivos. Uma ideia para evitar esta possibilidade, consiste no ajuste dos
factores de correlac¸a˜o de eventos de acordo com a taxa de repetic¸a˜o de mensagens
em capturas de rede verificada (tendo em vista a sua anulac¸a˜o).
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Cap´ıtulo 8
Discussa˜o
8.1 Trabalho preliminar
Numa fase inicial, houve uma preparac¸a˜o caracterizada essencialmente pela apren-
dizagem de novas tecnologias necessa´rias a` concretizac¸a˜o do objectivo proposto,
realizando em simultaˆneo um trabalho documental sobre o sistema existente e seus
componentes. Por um lado, este esforc¸o e´ importante para a instituic¸a˜o de acolhi-
mento que carece muito deste tipo de documentac¸a˜o mas tambe´m para eu poder
efectuar o meu projecto sabendo bem em que mecanismos se integra.
Neste contexto, foi interessante constatar nas entrevistas que fiz aos membros
da equipa, as muitas disparidades surgidas relativamente a` concepc¸a˜o do Pulso que
chegaram mesmo a estar na ge´nese de algumas discusso˜es relativamente a viso˜es
distintas sobre o assunto, o que reforc¸a, mais uma vez, a necessidade de documentar
este projecto.
8.2 Abordagem
Uma abordagem interessante que tambe´m foi ponderada, compreendia estabelecer
uma baseline que referencie o acesso normal, na˜o de uma forma experimental mas sim
anal´ıtica, tentando caracterizar estatisticamente os limites de utilizac¸a˜o expecta´vel
dos servidores de DBMS logo a` partida com base em ca´lculos e estudos de natureza
exclusivamente teo´rica. Esta perspectiva de desenvolvimento de trabalho na˜o foi
seguida, pela dificuldade em definir analiticamente algo sobre o qual pouco se sabe
ou se tem um elevado grau de incerteza optando-se por uma soluc¸a˜o que oferece
feedback de forma mais regular e portanto, mais realista.
No sentido de elevar a escalabilidade deste projecto, ponderou-se tambe´m a
adopc¸a˜o de cloud computing, como referido em 5.7 que representa uma soluc¸a˜o de
elevada escalabilidade. No entanto, o motor de correlac¸a˜o existente no Owl CE, o
Esper, mostrou ter capacidade para processar os n´ıveis exigidos de processamento
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(excedendo os 500000 eventos/s no sistema utilizado) o que simplificou bastante a
concretizac¸a˜o deste projecto.
As capacidades de ana´lise adaptativa do modelo estat´ıstico adoptado e a cons-
tante afinac¸a˜o emp´ırica dos factores usados na correlac¸a˜o de eventos para o modelo
heur´ıstico, permitem que o sistema Owl mais facilmente seja instalado em diferentes
ambientes com caracter´ısticas pro´prias e nem sempre conhecidas a` partida.
8.3 Metodologia e Funcionamento interno
A capacidade de captura de tra´fego de rede de forma rigorosa e eficiente e´ determi-
nante na ana´lise cr´ıtica dos resultados. Aqui os filtros de captura introduzidos no
sniffer devem ser trabalhados de forma a limitar tanto, quanto poss´ıvel, o espectro
de captura, para diminuir a perda de pacotes e simultaˆneamente reduzir o volume
de informac¸a˜o desnecessa´ria a ser processada. Para isto, ha´ que caracterizar com
precisa˜o os fluxos de tra´fego que se pretendem capturar, garantindo pore´m a ine-
xisteˆncia de mensagens relevantes fora desta especificac¸a˜o. Este problema surge de
uma forma diferente quando se adoptar, como planeado, um sniffer como o strea-
mer que, como referido, tem a capacidade de reconstruir sesso˜es TCP. A perda de
pacotes pode impedir a reconstruc¸a˜o destas sesso˜es TCP mas a repetic¸a˜o de pacotes
na captura de rede na˜o interfere no rigor dos resultados.
Outra questa˜o relevante esta´ na caracterizac¸a˜o dos sistemas que interagem com
a fonte de informac¸a˜o alvo de estudo. Neste proto´tipo utilizaram-se os enderec¸os
IP destes sistemas o que nem sempre se revelou adequado pois, alguns destes, cor-
respondem a redes com va´rios no´s ligadas ao DBMS por uma gateway. Utilizou-se
um coeficiente que ajusta os limites usados na detecc¸a˜o de anomalias para se ter em
conta com os diferentes tipos de origens e respectivas dimenso˜es de tra´fego gerado.
Uma soluc¸a˜o baseada no nome do utilizador do cliente que se esta´ a ligar a` fonte de
informac¸a˜o tambe´m na˜o e´ melhor pois sofre do mesmo problema. Existem contas de
utilizadores partilhadas que sa˜o comuns a muitas pessoas e que, sem a alterac¸a˜o da
pol´ıtica de gesta˜o de contas nas fontes de informac¸a˜o, sa˜o igualmente limitadas como
forma de determinac¸a˜o do tipo de origem e.g. a uma base de dado. Em muitos tipos
de fontes de informac¸a˜o verifica-se a existeˆncia de informac¸a˜o de metadata proveni-
ente da origem e que caracteriza em muitos aspectos, o sistema usado (e.g. atrave´s
do nome e versa˜o do programa cliente utilizado, bem como, do s´ıtio onde o mesmo
se encontra instalado no sistema operativo). A combinac¸a˜o desta informac¸a˜o, com
o nome de utilizador e o enderec¸o IP podera´ elevar o n´ıvel de rigor na determinac¸a˜o
da origem do acesso.
Igualmente importante e´ a utilizac¸a˜o de expresso˜es regulares para caracterizar
o tra´fego de rede captado e da´ı gerar eventos. Um sistema de ana´lise sinta´tica ou
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parsing espec´ıfico para o efeito, permite um melhor n´ıvel de compreensa˜o do tra´fego
captado. No futuro, esta opc¸a˜o pode ser necessa´ria mas importa sublinhar que e´ mais
complexa quando comparada com um conjunto diminuto de expresso˜es regulares e
a sua concretizac¸a˜o pode exigir um trabalho penoso de reverse engineering quando
aplicado a plataformas proprieta´rias.
8.4 Recursos
A questa˜o dos recursos e´ de essencial importaˆncia pois grande parte da complexidade
associada ao processamento de uma quantidade ta˜o grande de mensagens impo˜e uma
boa gesta˜o dos recursos atrave´s de mecanismos inteligentes que fazem grande uso
de conceitos tais como a computac¸a˜o distribu´ıda. De uma forma realista pode-se
dizer que os recursos dispon´ıveis na˜o sendo ilimitados sa˜o suficientes para alcanc¸ar
o objectivo se para isso foˆr usada uma abordagem inteligente e uma concretizac¸a˜o
eficaz.
8.5 Resultados
Um aspecto muito importante em projectos deste tipo consiste em determinar a taxa
de falsos alarmes. E´ dif´ıcil determinar esta taxa em sistemas quando na˜o se dete´m
o controlo total do trafe´go recebido de modo a poder inferir objectivamente, quan-
tos sa˜o os falsos alarmes. Ale´m disso, anomalias na˜o simuladas, detectadas neste
DBMS, na˜o podem ser alvo de escrut´ınio pelas implicac¸o˜es legais e burocra´ticas
para com outras organizac¸o˜es subjacentes. Uma forma de poder estudar em profun-
didade acessos ano´malos, sem qualquer limitac¸a˜o, poderia passar pela instalac¸a˜o,
para efeitos laboratoriais, de um DBMS ideˆntico e nele simular tra´fego que se possa
caracterizar como leg´ıtimo. A eventual detecc¸a˜o de acessos ano´malos para grandes
volumes de tra´fego e durante longos per´ıodos de tempo neste modelo de testes po-
deria contribuir para uma melhor compreensa˜o do rigor dos alarmes lanc¸ados e sua
afinac¸a˜o.
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Cap´ıtulo 9
Conclusa˜o
Conclui-se que a extensa˜o do modelo de Holt-Winters para detecc¸a˜o de comporta-
mentos aberrantes em se´ries temporais associados ao modelo heur´ıstico apresentado
neste trabalho, fornece uma soluc¸a˜o aplica´vel a sistemas em produc¸a˜o com elevados
volumes de tra´fego e facilmente adapta´veis a diferentes tipos de fontes de informac¸a˜o.
E´ muito interessante notar os mecanismos de controlo e gesta˜o que empresas com
grandes infra-estruturas e sob feroz concorreˆncia teˆm de adoptar, para tornar os seus
processos de nego´cio, mais eficientes e optimizados. Todo este projecto demonstra
isso mesmo.
Trabalhando para uma operadora de telecomunicac¸o˜es como a PT Comunicac¸o˜es,
percebe-se melhor a dimensa˜o da problema´tica da protecc¸a˜o de informac¸a˜o para a
qual na˜o existem soluc¸o˜es triviais. Um dos aspectos vis´ıveis desta problema´tica
aparece na captura de tra´fego de rede de forma passiva em que esta plataforma
assenta e como tal, na˜o intrusiva. Esta e´ com frequeˆncia, no meio empresarial, a
u´nica forma de introduzir seguranc¸a sem afectar a produtividade.
Outra conclusa˜o a reter decorre da importaˆncia e dimensa˜o que assumem a reco-
lha, armazenamento, gesta˜o e processamento de volumes ta˜o elevados de informac¸a˜o
realizados na detecc¸a˜o de anomalias. Este aspecto na˜o foi minimizado na abordagem
e arquitectura deste sistema.
Finalmente, este trabalho representa uma resposta real a` necessidade das or-
ganizac¸o˜es protegerem a sua informac¸a˜o relevante e manterem-na dispon´ıvel para
utilizac¸a˜o leg´ıtima.
9.1 Trabalho Futuro
Subsequentemente a esta fase, faz sentido incorporar novas ideias para melhorar o
sistema Owl. As mais importantes sa˜o:
• detecc¸a˜o de ataques distribu´ıdos – atrave´s da correlac¸a˜o de ataques efectuados
a mais do que uma fonte de informac¸a˜o, tentar determinar padro˜es que carac-
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terizam um ataque de grande escala em tempo-real. A concretizac¸a˜o desta
capacidade reveste-se de uma complexidade assinala´vel.
• desenvolvimento de cliente – desenvolvimento de frontend (e. g. atrave´s de
interface web) para melhorar a visualizac¸a˜o do estado do sistema Owl e seus
alertas, bem como, para mais facilmente redefinir as suas configurac¸o˜es. Uma
func¸a˜o onde uma melhoria deste tipo pode ser u´til, e´ a possibilidade de poder
editar, em tempo real, as regras de correspondeˆncia utilizadas na determinac¸a˜o
do tipo de eventos atrave´s de expresso˜es regular.
• integrac¸a˜o com o sistema Pulso – e´ necessa´ria a integrac¸a˜o do projecto Owl
num portal integrado de gesta˜o de risco te´cnico como e´ o Pulso. Este processo
e´ essencial para que outros sistemas possam tirar partido das capacidade Owl,
nomeadamente no domı´nio da alarmı´stica.
• criac¸a˜o de sistema de padro˜es de utilizac¸a˜o – A utilizac¸a˜o das fontes de in-
formac¸a˜o na˜o se preenche de interrogac¸o˜es/pedidos aleato´rios. Existem relac¸o˜es
que permitem estabelecer padro˜es de acesso a`s mesmas. Estas relac¸o˜es depen-
dem directamente de operac¸o˜es tais como os pedidos de registo de clientes
em call center ’s, pedidos de assisteˆncia te´cnica, entre outros. Estas operac¸o˜es
caracterizam-se pelo facto de serem conjuntos de acc¸o˜es efectuadas que desen-
cadeiam eventos e que muitas vezes se podem associar a determinadas inter-
rogac¸o˜es a` fonte de informac¸a˜o. O levantamento e definic¸a˜o destes compor-
tamentos leg´ıtimos pode permitir a detecc¸a˜o de novos comportamentos que
podera˜o, ou na˜o, ser ileg´ıtimos. A eles outros crite´rios mais apertados na
determinac¸a˜o de mal´ıcia podem e devem ser aplicados.
• definic¸a˜o de perfis de utilizadores – Cada utilizador desempenha um papel na
infra-estrutura. Diferentes utilizadores podem ter diferentes pape´is de acordo
com as actividades que executam e os recursos a que necessitam de aceder.
Atrave´s da definic¸a˜o destes pape´is torna-se poss´ıvel associar a grupos de uti-
lizadores, pape´is que descrevam de forma granular aquilo que estes podem
e devem fazer. A violac¸a˜o destas regras, torna suspeitos os utilizadores res-
ponsa´veis em particular se olharmos para os recursos da empresa numa pers-
pectiva “need to know”.

Cap´ıtulo 9. Conclusa˜o 62
Abreviaturas
CPU Central Processor Unit
DAM Database Activity Monitor
DB Database
DBMS Database Management System
DPE Database Policy Enforcement
EDS Eficieˆncia Disponibilidade e Seguranc¸a
IBM International Business Machines Corporation
IP Internet Protocol
IT Information Technology
LAN Local Area Network
MEI Mestrado em Engenharia Informa´tica
OSI Open System Interconnection
PEI Projecto de Engenharia Informa´tica
PT Portugal Telecom
QoM Quality of Maintenance
QoP Quality of Protection
QoS Quality of Service
RAM Read Access Memory
ROI2 Real Time Operational Information Intelli-
gence
RSS Really Simple Syndication
SA Sociedade Ano´nima
SMS Simple Message Service
SOAP Simple Object Access Protocol
SQL Structured Query Language
TCP Transmission Control Protocol
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Abreviaturas 64
TI Tecnologia de Informac¸a˜o
TNS Transparent Network Substrate
UDP User Datagram Protocol
UML Unified Modeling Language
VLAN Virtual Local Area Network
XML-RPC Extensible Markup Language - Remote Pro-
cedure Call
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