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ABSTRACT
Multi-scale atomistic calculations were carried out to understand the interfacial
features that dictate the mechanical integrity of the metal/ceramic nanolaminates. As such,
first principles density functional theory (DFT) calculations were performed to understand
the electronic and atomistic factors governing adhesion and resistance to shear for simple
metal/ceramic interfaces, whereas molecular dynamics (MD) simulations were performed
to observe the impact of interfacial structures, such as misfit dislocation network
geometries and orientation relationships, on interfacial mechanical properties.
For the DFT investigation, we choose metals with different crystal structures,
namely - Cu (fcc), Cr (bcc) and Ti (hcp) along with a variety of NaCl-type ceramics (TiN,
VN and CrN) to identify common descriptors for metal/ceramic interfacial behavior.
Electron density was found to be a good descriptor of shear barrier heights between metal
layers. DFT calculations were also used to explore doping-assisted strengthening of
metal/ceramic interfaces. As such, Ti/TiN metal/ceramic interface was doped with Al, V
and Cr, whereas Cu/TiN was doped with Ni, Zn and Sn. Only Al dopants had negative
enthalpies of mixing at the Ti/TiN interface. For Cu/TiN, enthalpy of mixing dictated that
Sn was not energetically suitable for doping at the interface, whereas both Ni and Zn were.
The addition of Al increased the barrier to shear displacement of pure Ti by ~18 %
when they were in adjacent atomic layers. There was a general correlation between higher
resistance to shear and the Al concentration at the Ti/TiN interface, which were attributed
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to two effects: destabilizing Al-Al interactions and Al drawing electron density from the
ceramic into the Ti phase. In the case of Cu/TiN, Ni segregated at the interface forming
sub-nanometer interlayers between Cu and TiN, whereas Zn formed a solid solution with
Cu. Ni interlayers increased both the shear (by a factor of ~3.75) and tensile strength
(~17%) to a significant degree coinciding with an increase in electron density between the
layers. Using analysis form their partial density of states, Ni interlayers were found to
accept more electrons from interfacial Ti into their more compact 3d-orbitals than Cu,
which accepted more into available 4s-orbitals.
A new modified embedded atom method interatomic potential was developed to
study semi-coherent metal/ceramic interfaces involving Cu, Ti and N, such as Cu/TiN and
Ti/TiN. The MD simulations performed using our newly developed MEAM model
suggested that interfacial energetics is not the dominant factor in selecting the orientation
relationship of the Cu/TiN interface, and pointed to the role of kinetic pathways in selecting
the actual orientation. In addition, the models were applied to study semi-coherent
Ti(0001)/TiN(111) and Cu(111)/TiN(111) systems as well. Ti/TiN was stable with misfits
accommodated away from the interface. Cu/TiN, in contrast, was more stable with misfits
at the interface. A spiral pattern in the misfit dislocation networks was observed away from
the Cu/TiN interface, similar to the metal/metal (111) semi-coherent interfaces. The
theoretical shear strength calculated for Ti/TiN when the misfits were several layers away
from the interface (ranging from 1200-1800 MPa) and for Cu/TiN with the misfit at the
chemical interface (1.65 MPa), had reasonable agreement with experiment.
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CHAPTER 1
INTRODUCTION

1.1

Metal/Ceramic Interfaces

Thin ceramic coatings are often deposited on forming-tool surfaces to control the
chemical/mechanical interactions at the forming-tool surfaces when in contact with the
formed parts. To promote the adhesion of the ceramic coating, an interlayer of thin metal
is often sandwiched between the coating and the substrate as shown in Figure 1-1(a).
Besides the forming tools, ceramic diffusion barriers frequently used underneath
metallization in the Si-based microelectronic circuits (shown in Figure 1-1(b)), where the
ceramic is sandwiched between the metal and the Si substrate [1,2]. In both forms,
(metal/ceramic/substrate and ceramic/metal/substrate), metal/ceramic interfaces are
utilized in engineered components and systems in many technological applications to
enhance their applicability [3]. Many of these applications utilize metal/ceramic
composites customized for a given service-environment by selectively combining the
properties of both the monolithic metals and the ceramics [4–6]. Ceramics have high
hardness, thermal stability, and wear resistance that allow for their use in harsh
environments involving high temperatures, pressures, and friction. Metals, on the other
hand, are ductile materials with a high range of toughness. Metal/ceramic nanolaminates
can incorporate the properties in both these materials so as to have high hardness and wear
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resistance along with enhanced toughness and ductility [7,8]. Even so, proper functioning
of components over long time periods requires strong adhesion and high mechanical
strength of these metal/ceramic interfaces. Hence, it is essential to understand the
properties of these interfaces in relation to the interfacial structures so that interfaces that
meet required engineering specifications can be designed.

Figure 1-1: Metal/ceramic interfaces- (a) thin metal interlayers deposited between
ceramic and the substrate, (b) ceramic layers deposited between metal and the substrate
as diffusion barriers.
Numerous experimental as well as computational studies of nanolaminates have
been reported in the literature, covering a wide array of metal/ceramic, metal/metal and
metal/oxide combinations such as Fe/VN [9,10], Al/TiC [11,12], Al/TiN [13–16], Pt/VN
[15], Nb/NbC [17–19], Ti/TiN [20–32], Cu/TiN [13,33], Al/Al2O3 [34], Cu/Ni [35] etc.
Atomistic computational methods such as molecular dynamics (MD) and DFT have been
applied to understand the mechanical and chemical behavior of metal/ceramic system. In
particular, Ti/TiN multilayers under compressive loading performed through MD
simulations exhibited co-deformation of both metal and ceramic layers beginning from the
interface until the final yield point which occurred when the dislocation transmitted into
the TiN from Ti.[21] Yadav et al. reported that the chemical interface of Cu(111)/TiN(111)
is the weakest plane against shear and tensile force irrespective of N or Ti termination, with
no orientation relation preference between the interfaces due to the weak bonding of the
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Cu and N [13]. In another recent study [36], stable interfaces for Al and ceramics (TiC,
TiN, VC and VN) were evaluated and the (111) surfaces were found to have the greatest
stability since they had the largest adhesion energies.
However, the choice of materials and processes to achieve desirable interfacial
properties continues to rely on trial and error, because an atomic-level understanding of the
underlying physical phenomenon that dictates the mechanical integrity of these systems
under the shear stress has been eluding researchers for two decades.
1.2

Computational Study of Interfaces

The experimental procedures to quantify interfacial interactions and mechanical
response of metal/ceramic interfaces often involve some form of disruption or deformation
to the interface being examined [37,38]. With increases in the availability of modern highperformance computing resources, computational approaches are becoming a popular tool
for investigating metal/ceramic interfaces [39]. It is now possible to investigate modest
sized metal/ceramic interfaces with coherent and semi-coherent interfaces using
computational methods such as first principles electronic structure methods [9–16,40,41].
For the specific case of Density Functional Theory (DFT), no model
parameterization is required, and different atomic configurations can be studied without a
lengthy fitting procedure. In addition, as a necessary biproduct of a DFT calculation, the
charge density throughout the system is available to provide an even higher level of insight
at the atomistic level. However, quantum mechanical calculations, such as density
functional theory (DFT), can be highly accurate, but lack in scalability due to their high
computational cost. To observe the impact of interfacial structures, such as misfit
dislocation network geometries and orientation relationships, on interfacial mechanical
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properties, a much larger size is required than what is feasible with DFT. Molecular
dynamics (MD) simulations with interaction potentials can be applied to systems large
enough to capture a moderate range of physical phenomenon key to understanding these
interfaces [17,42–44]. Therefore, a computational approach that utilizes the high accuracy
of the electronic structure methods and robustness of the molecular dynamics is needed to
be adopted for a comprehensive study of metal/ceramic interfaces.
1.3

Motivation

With increasing demands for the metal components for device miniaturization, the
need for micro-forming grew exponentially, scaling down from the existing macroscale
metal forming technology [45]. But there exists a genuine gap in the understanding of
material behavior under micro-forming process that have been eluding the researchers for
two decades. Material behavior and processes in the micro-forming process depend
significantly on the characteristic dimension and geometry of the formed parts [46]. At this
scale, contact between the formed part and the forming tool may lead to chemical bonding,
reactions, and damages to both the formed part and the tool [47]. So, engineering of
forming tool surfaces become increasingly necessary as the forming dimensions decrease.
Metal/ceramic nanolaminates are frequently encountered in various other
applications as well to improve the structural, electrical and magnetic properties of the
constituent materials [3]. Examples of such applications and materials are mechanical parts
in automobiles, aero-engines, gas turbines, fuel cells, cutting and machining tools;
components of micro and optoelectronic circuits used in sensors and actuators etc [3,48–
53] [24,54–57]. The longevity of these nanolaminates often depend on their adherence at
the interfacial region. Mechanical adhesion measurement techniques such as scratch [37],
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substrate tension [58], lap shear, napkin ring, indentation [38], pull and peel [59] etc. are
often specific to the service-environment and the materials in use. The test results are
expressed with varied combinations of fundamental dimensions which lead to confusing
interpretations. For example, the scratch testing results have dimensions of 𝑀𝐿⁄𝑇 2
whereas the tensile pull-off test results have 𝑀⁄𝐿𝑇 2 [59]. It is often difficult to break the
strong interfacial adhesion of these systems with some of the testing protocols. The abrupt
natures of the break off in the testing methods that do succeed in causing shear off often
do not allow the slow crack-growth to be accounted for. The small dimensions of the layers
also pose extreme complexities to perform these tests and an imitation of the in-service
failure remains difficult to achieve. The lack of a unified protocol often compels the
engineers to base their choice of material and process on a trial-and-error method.
A thorough atomic-level understanding of the underlying physical phenomenon
which dictates the mechanical integrity of these systems under the shear stress has been
eluding researchers for two decades. It is essential to understand the energetics and
mechanical properties of these interfaces in relation to the interfacial structures such as
misfit dislocations and orientation relations so that interfaces that meet required
engineering specifications can be designed based on sound physics and materials science
principles, instead of the traditional trial-and-error approach. Interface engineering
constitutes an integral part in the global bid for advancing manufacturing technology. The
common barriers in this endeavor include understanding the effects of micro and nanoscale
material structures and the impact of interfaces manufacturing processes. These challenges
can be met by developing hierarchical materials modeling and simulation tools calibrated
and validated with reliable experimental results.
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1.4

Organization of the Dissertation

This dissertation is divided into five chapters including the introduction and the
conclusion. The 2nd and the 3rd chapters contain studies performed in the atomic scale with
DFT calculations. In the 2nd chapter, the methods and the results of a DFT study of nine
metal/ceramic interfacial combinations is described in detail. The 3rd chapter builds on to
the DFT study in the 2nd chapter and outlines the methods developed and the results
obtained from the novel concept of doping-assisted interfacial strengthening.
In chapter 4, an integrated study containing experimental observations and
complementary computational investigations is described. In particular, the computational
part shifts from the atomic scale calculations in the previous chapters to the MD
calculations in the nano length-scale. In this chapter, the methods used to build interatomic
potential are outlined and the results obtained from the MD simulations were also detailed.
The final chapter contains the conclusive remarks and directions to be undertaken
in the future to build upon this study.

CHAPTER 2
ELECTRON DENSITY AS A DESCRIPTOR FOR INTERFACIAL
STRENGTH
The contents in this chapter were published in the following journal article: A.S.
M. Miraz, S. Sun, S. Shao, W.J. Meng, B.R. Ramachandran, C.D. Wick, Computational
study of metal/ceramic interfacial adhesion and barriers to shear displacement,
Computational Materials Science 168 (2019) 104–115 [60].
2.1

Background

Metal/ceramic nanolaminates have recently drawn considerable attention due to
their excellent applicability in structural materials, electronic packaging systems,
components of micro and optoelectronic circuits, fuel cells, and coatings [3,48–53]. A
recent combined experimental/computational study provided novel insights into the
behavior of Si/Ti/CrN and Si/Cr/CrN interfaces under shear loading through axial
compression tests on cylindrical micro-pillars with interfaces inclined at 45º [61]. In the
same work, a combination of MD and DFT calculations on Ti/TiN systems showed that
the interfacial free energy and stress characteristics are such that the motion of misfit
dislocation network (MDN) under shear loading, leading to interfacial failure, occurred in
a region within the metal phase near (but not at) the chemical interface, as observed in the
experiments involving Ti/CrN and Cr/CrN interfaces. This led to the speculation that
interfacial failure due to shear loading near, but a few atomic layers away from, the
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chemical interface may be a common feature of metal/ceramic interfaces. Encouraged by
the utility of first principles DFT calculations in elucidating the observations in this work,
this manuscript describes DFT calculations carried out for a variety of metal/ceramic
combinations to explore whether the above-mentioned speculation is valid. We choose
metals with different crystal structures, namely - Cu (fcc), Cr (bcc) and Ti (hcp) along with
a variety of NaCl-type ceramics (TiN, VN and CrN) to extend the investigation to a larger
domain and to inspect whether common electronic/atomistic factors that contribute to
strong interfacial adhesion and resistance to shear deformation can be identified, thus
taking modest steps towards the computational engineering of interfaces.
2.2
2.2.1

Methods

General Details
Ab-initio DFT calculations were performed using the generalized gradient

approximation proposed by Perdew, Burke and Ernzerhof (PBE) for the exchangecorrelation functional [62]. The Projector Augmented Wave (PAW) pseudopotentials were
used for core electrons as implemented in Vienna Ab-Initio Simulation Package (VASP)
package [63,64]. A plane wave basis set with a cutoff energy of 400 eV was employed to
expand the valence electrons. A 4×4×1 Γ-centered k-point mesh was used for the
metal/ceramic systems with periodic boundary conditions [65]. Higher level meshes and
energy cutoffs were examined, and no significant changes in the optimized cell dimensions
or energy was observed. Spin polarized calculations were carried out to determine their
impact on the geometry and the energetics of all the metal/ceramic combinations. Only the
CrN systems showed modest changes with the inclusion of spin polarization, so all CrN
results have spin polarization in them, while other systems do not.

9
Nine different metal/ceramic interfaces were modeled, by bringing three metals,
Cu, Ti, and Cr in contact with three ceramics: TiN, VN, and CrN. Since the systems were
periodic, two interfaces can be created between the different materials. To ensure that only
one metal/ceramic interface is formed, a vacuum region of at least 10 Å was added to all
systems as shown above and below the atoms in Figure 2-1(c). The coordinate system was
defined such that the interfaces formed were normal to the Z axis.
Coherent interfaces were created for all metal/ceramic interfacial combinations,
which will be denoted Type-1 interfaces. For Ti, the (0001) surface was studied as had
been done in previous computational and experimental studies [21,22,66,67], but for all
other metals and ceramics, three different surfaces: (001), (110), and (111), were tested to
determine which metal/ceramic surface combinations had the strongest binding.
Figures 2-1(a-d) illustrates how the structures were created for the Cr(001)/TiN(001)
interface, as an example for how all interfaces were formed. First, the ceramic had its

atomic positions and cell dimensions relaxed. As shown in Figure 2-1(b), the ceramic
surface (in this case (001)) was exposed to vacuum in two directions. The metal system
was either stretched or compressed to match the X and Y dimensions of the optimized
ceramic cell dimensions creating a coherent interface. After this, the ceramic and metal
surfaces were brought in contact, and geometry as well as cell optimizations were carried
out to find the energy minimized structure. The X and Y dimensions of the structures
formed were around 5 Å, which required replicating the unit structures in some cases, as
denoted in Table 2-1. Figures 2-1(d-f) show the planar views of the interfacial layer P=0
(shown by dotted line in Figure 2-1(c)) after energy-optimization of Cr(001)/TiN(001),
Cu(001)/TiN(111), and Ti(0001)/TiN(111), respectively, with periodic images extending
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in all dimensions. For the (111) ceramic surfaces in particular, both metal and nitrogen
terminated surfaces are possible, so both were examined to determine which one formed
stronger interaction with the metal. There were 4 atoms per metal layer for all interface
calculations unless stated otherwise.

Figure 2-1: Snapshots of the (a) Cr(001), (b) TiN(001), and (c) Cr(001)/TiN(001)
combined structures. Panels (d), (e) and (f) are top views showing the three layers
adjacent to the P=0 layer.for the type-1 or coherent Cr(001)/TiN(001),
Cu(001)/TiN(111) and Ti(0001)/TiN(111), respectively. The green shaded area in
panels (d-f) are the periodic unit that have been used for DFT calculations, with the rest
of the area being periodic images.
Table 2-1 gives the unit directions for all metals and ceramics in the X and Y
dimensions, the length of a single unit in these directions, and the number of units used in
each direction to create the metal/ceramic interface. As can be observed, the unit
dimensions of the isolated metal or ceramic ranged from 2.54 to over 5 Å. In cases where
the unit was around 3 Å or below in one direction, the unit in that dimension was doubled
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to make the coherent metal/ceramic interface. This was done so that all Type-1 interfaces
had the same number of atoms. Specifically, (001) surfaces were doubled in both the X
and Y directions, while all (0001) and (111) surfaces were doubled in only the X direction.
Table 2-1: Crystal directions assigned as X and Y for metal and ceramics and their unit
length along those directions (Left). Number of translations performed in X and Y for
metal and ceramic to create corresponding type-1, or coherent, metal/ceramic
combinations (Right).
Metals

Unit Directions

and
Ceramics

X

Y

Unit
Dimensions
X

Metal/Ceramic

Metal/Ceramic
Periodic Units
(X×Y)metal/

Y

(X×Y)ceramic

Ti(0001)

̅̅̅̅20] [11̅00] 2.93
[11

5.11

Ti(0001)/TiN(111)

Cr(001)

[100]

[010]

2.82

2.82

Ti(0001)/VN(111)

Cu(001)

[110]

[11̅0]

2.54

2.54

Ti(0001)/CrN(111)

TiN(111)

[11̅0]

[112̅]

3.01

5.22

Cr(001)/TiN(001)

TiN(001)

[110]

[11̅0]

2.83

2.83

Cr(001)/VN(001)

VN(111)

[11̅0]

[112̅]

2.88

5.07

Cr(001)/CrN(001)

VN(001)

[110]

[11̅0]

2.87

2.87

Cu(001)/TiN(111)*

CrN(111)

[11̅0]

[112̅]

2.97

5.13

Cu(001)/VN(111)*

CrN(001)

[110]

[11̅0]

2.88

2.88

Cu(001)/CrN(111)*

(2×1)/(2×1)

(2×2)/(2×2)

(2×2)/(2×1)

* Ceramic is metal terminated.

For the Type-1 interfaces, there were 16 total layers of metal in the Z direction,
giving a total of 64 metal atoms. The ceramic had 8 atoms per layer and 6 total layers,
giving 48 total atoms. This limited the system size to 112 atoms, causing the Z-axis to
extend to approximately 70 Å including the vacuum. Calculations were also done for
systems that had a larger number of atoms in each layer involving different orientation
relations and translations than the ones described thus far. These systems were semi-
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coherent, will be referred as Type-2, and will be described in detail later in section III.C.
The VESTA software program was used to visualize the solid structures and charge density
plots [68].
2.2.2

Work of Adhesion
To evaluate which of the metal/ceramic surface combinations had the strongest

binding, the work of adhesion (WoA) was calculated for each surface combination in which
the required metal expansion/compression in the X and Y dimensions was less than 20%
to match the optimized ceramic dimensions. If a lattice mismatch of less than 20% could
be found by rotating the metal system 90° in the X-Y plane (i.e. if X and Y dimensions
were exchanged), then that was tested as well. To calculate the WoA, the energy of the
optimized metal (Em) surface, optimized ceramic (Ec) surface, and the combined optimized
metal/ceramic system (Emc) were calculated. Both cell and atom positions were relaxed for
the metal/ceramic energy. For the calculation of energies of isolated metal and ceramic
slabs, i.e. Em and Ec, for the unrelaxed WoA, their cell dimensions were fixed at the relaxed
metal/ceramic bicrystalline dimensions, allowing only the atomic positions to relax. The
cell dimensions for the isolated slabs of metal and the ceramic were allowed to fully relax
to calculate Em and Ec for the relaxed WoA. With these values, the WoA was calculated
as follows [69],
WoA = (𝐸𝑚 + 𝐸𝑐 − 𝐸𝑚𝑐 )/area

Eq. 2-1

where the area is calculated from the X and Y dimensions of the optimized
combined metal/ceramic interfacial system. A positive value for the WoA signifies that the
binding is energetically favorable.
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Figure 2-2: (a) Shear movement of planes (P=0-3) near the interfacial region of
Ti(0001)/TiN(111) system. (b) Schematic of the displacement mechanism used in the
calculation. X and Y are parallel to [-1-120] and [1-100] directions, respectively, of hcp
Ti. (c) Top view of P = 0 plane with the transparent green block showing the extent of
shear displacement used for the GSFE calculation. The atoms marked with ‘X’ are
metal atoms adjacent to the P = 0 plane.
2.2.3

Generalized Stacking Fault Energy Calculation and Mapping
The Generalized Stacking Fault Energy (GSFE) was calculated in two dimensions

(X and Y) for the metal/ceramic interface, and for multiple layers (P=0-3) in the metal
phase (see Figure 2-2). These 2D GSFE calculations were done by displacing all atoms
above a certain plane a specific amount in the X and Y direction, leaving those atoms below
that plane fixed in their X and Y positions. For P=0 (see Figure 2-2), the plane was at the
metal/ceramic interface itself and all metal atoms were displaced while keeping X and Y
positions of all the ceramic atoms fixed. For P=1, all metal atoms except its first layer were
displaced, keeping the X and Y positions of all ceramic and one layer of metal atoms fixed.
The P=2 calculation had two metal layers fixed and so on. While the X and Y positions
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were either displaced or fixed (depending on if they were above or below the plane defined)
and not allowed to change by relaxation, the Z positions of all atoms were allowed to relax.
A total of 10 positions in the X and 10 in the Y direction were sampled, mapping out a total
of 100 points in the 2D GSFE. These points were replicated in the X and Y directions
maintaining the symmetry in order to map the whole extent of the plane, as shown with the
shaded region in Figure 2-2(c).
2.3
2.3.1

Results and Discussion

Work of Adhesion of Type-1 Interfaces
The WoA calculations were carried out to provide an estimation of the stability of

the metal/ceramic interfaces and used to evaluate which interfaces were more likely to be
formed. For each of the metal/ceramic combinations, except those with Ti in which (0001)
was used, four combinations of surfaces were tested for stability for each metal/ceramic
system based on the similarities between the X and Y dimensions of the surface unit cells.
These included (001)/(001), (011)/(011), (111)/(111), and (001)/(111) with the first index
indicating the metal surface and the second the ceramic surface. As described in section
II, all calculations with Type-1 or coherent interfaces had small metal and ceramic
dimensions, with 4 metal atoms per layer and 8 ceramic atoms per layer. The surface
combinations of these small systems with the highest WoA were identified and used for
further calculations.
Table 2-2 shows the WoA of all the Type-1 metal/ceramic combinations at their
weakest plane, along with the mismatch percentage in the X and Y directions. The
mismatch was calculated as the percentage of stretching (positive values) or compressing
(negative values) the metal needs to undertake to match the ceramic dimensions. As stated
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in the previous section, the relaxed WoA was calculated with respect to the fully relaxed
(including cell relaxation) metal and ceramic systems, while for the unrelaxed WoA, the
metal and ceramic systems had their cell dimensions fixed to that of the optimized
metal/ceramic. The unrelaxed WoA is analogous to an evaluation of binding energy, while
the difference between the relaxed and the unrelaxed WoA demonstrates the energy
required for the metal and ceramic to stretch/compress to create the metal/ceramic
interface.
Table 2-2: Relaxed and unrelaxed WoA for the lowest energy structure for all
metal/ceramic Type-1 interface combinations in addition to the weakest plane and
mismatch percentage. Ceramic next to metal is nitrogen terminated unless stated
otherwise.
Metal/Ceramic
Surface

Mismatch
Percentage
in X

in Y

Ti(0001)/TiN(111)

2.73

2.15

Ti(0001)/VN(111)

-1.71

Ti(0001)/CrN(111)

Weakest
plane

WoA (J/m2) of the weakest plane

Relaxed

Unrelaxed

P=3

3.55

3.70

-0.78

P=3

3.73

3.85

1.37

0.39

P=2

3.24

3.94

Cr(001)/TiN(001)

0.35

0.35

P=0

3.29

4.48

Cr(001)/VN(001)

1.77

1.77

P=0

4.21

4.31

Cr(001)/CrN(001)

2.13

2.13

P=0

5.86

6.14

Cu(001)/TiN(111)*

18.50

2.76

P=1

1.23

2.43

Cu(001)/VN(111)*

13.39 -0.20

P=1

1.53

2.56

Cu(001)/CrN(111)*

16.93

P=1

1.78

2.90

0.98

*Ceramic is metal terminated.

Ti has fairly strong adhesion with the ceramics at the chemical interface, as was
pointed out by previous DFT calculations for Ti(0001)/TiN(111) interfaces [61]. As a
consequence, the weakest WoA for Ti/ceramic interfaces is away from the interface in the
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P=3 plane except for Ti(0001)/CrN(111) for which the weakest adhering plane is P=2. The
WoA between two Ti(0001) surfaces (i.e. the work to separate the bulk Ti(0001) plane)
was 4.02 J/m2, or twice its surface energy [70]. This is significantly larger than the WoA
for the Ti(0001)/CrN(111) system.

Among the Ti/ceramic interfaces studied,

Ti(0001)/VN(111) has the highest WoA for its weakest plane at 3.73 J/m2, being only 0.29
J/m2 (or 7%) lower than bulk Ti(0001). This indicates that Ti forms the best adhesion with
VN out of the systems studied where Ti retains most of its metal-metal adhesion strength
close to the chemical interface. The unrelaxed WoA values are fairly similar for all of the
Ti/ceramic systems. As such, the difference between the relaxed and unrelaxed WoA is
largest for Ti(0001)/CrN(111) and smallest for the Ti(0001)/VN(111). This indicates that
for these systems, the energy to stretch or compress the metal to match the ceramic is a
good indicator for overall binding strength.
Among the three metals studied, Cr most strongly binds with the ceramic when the
(001) surfaces of the two come in contact. The weakest plane for Cr(001) with all ceramics
is at the chemical interface itself (P=0). This is a consequence of the high bulk Cr(001)
adhesion of 6.48 J/m2 [71], while the metal/ceramic adhesion at P=0 is lower than this.
Unlike the Ti/ceramic systems, the unrelaxed WoA vary significantly for the different
Cr/ceramic systems. This is likely due to the fact that the weakest plane is at the Cr/ceramic
chemical interface, while the weakest plane for Ti/ceramic is away from the interface.
Away

from

the

interface,

metal/metal

interactions

are

dominant,

and

the

stretching/compression of the metal to fit the ceramic is likely the biggest factor that
determines these interactions. In contrast, the adhesion is more directly related to
metal/ceramic interactions themselves at the chemical interface.
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For the Type-1 or coherent interfaces, Cu has the highest degree of mismatch
among all of the ceramic surfaces investigated. This large mismatch results in lower WoA
than for the other metal/ceramic interfaces, as evident from the large differences in relaxed
and unrelaxed energies. Larger systems having semi-coherent interfaces with far less
mismatch percentage have been investigated previously [13], and were studied for this
work also, as Type-2 interfaces (to be discussed later). All the three ceramics investigated
had stronger adhesion with Cu when their metal atoms were in contact with it, underscoring
the weak interaction between Cu and N. The weakest adhesion is observed for the P=1
plane in all Cu/ceramic. Doubling previous DFT calculated values of the surface energies
for Cu(001) gave bulk adhesion of 2.92 J/m2 for Cu(001) [72]. The unrelaxed WoA for
Cu(001)/CrN(111) is almost as high as this value, while for the other two systems, the
unrelaxed adhesion are somewhat smaller. The relaxed WoA are all significantly lower
than that for bulk Cu, showing that the presence of the interface significantly weakens the
Cu adhesion.
2.3.2

GSFE of Type-1 Interfaces

Interfaces with Ti
Figure 2-3 shows a schematic of the GSFE for Ti(0001)/TiN(111), along with the
results for P=0, P=1, and P=2. As noted earlier, the energy is calculated over a 10 × 10
grid with the origin of the energy axis established as the minimum energy of the system on
this grid. The relative energy is then divided by the area of the surface to give the GSFE
grid. Because of the periodic nature of the GSFE, the 10 × 10 energy was concentrated on
half the X and half the Y distances (see shaded region in Figure 2-2(b)), with the remaining
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part of the GSFE shown in Figure 2-3 generated by taking into account the periodicity of
the unit.

Figure 2-3: (a) 3-D view of the GSFE surface with grey atoms being Ti and blue atoms
N. (b-d) 2D GSFE of the (b) P = 0, (c) P=1, and (d) P=2 plane of the Ti(0001)/TiN(111)
system.
At P=0, the barriers to shear are very large, requiring the energy/color scale in
Figure 2-3(a) to be much larger than for the P=1 and P=2 systems. The barriers are the
smallest for the P=1 layer, being around 0.1 J/m2. While these plots are good for making
qualitative comparisons, quantitative comparisons are difficult due the high dimensionality
of the plots. A minimum energy pathway can be plotted that zig-zags across the GSFE
plots, this is illustrated in the 2D GSFE plots of Figure 3 by dotted lines. Plotting the
energy along this pathway as a function of X position allows more direct comparisons to
be made between the different layers.
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Figure 2-4: 1D GSFE of P = 0-3 planes of (a) Ti(0001)/TiN(111), (b)
Ti(0001)/VN(111) systems. (c) 1D GSFE barrier height for each layer. The direction of
X is along the [-1-120] of hcp Ti.
Figure 2-4 shows the energy along the minimum energy path for the P=0-3 surface
of Ti(0001) in contact with the (111) surface of TiN and VN. All the 1-D GSFE plots are
smoothed using cubic spline interpolation, but the original data points are indicated by the
circular symbols on the smoothed lines. Figure 2-4(c) also shows the energy barrier in the
GSFE for each system and layer, along with that for the Ti(0001) bulk. Comparison with
the bulk Ti(0001) barrier demonstrates the fact that there is little to no impact of the
interface on any of the P>1 GSFE layers for Ti(0001)/VN(111) and Ti(0001)/TiN(111),
whereas it lowers the barrier for both at P=1. The P=1 surface of Ti(0001)/TiN(111) has
the smallest barrier to shear displacement (0.08 J/m2) among all the surfaces of Ti/ceramics.
For Ti(0001)/VN(111), the P=2 and 3 barriers have similar heights as for
Ti(0001)/TiN(111), but the P=1 barrier of 0.235 J/m2 is almost three times higher than that
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for Ti(0001)/TiN(111). This is likely due to the smaller mismatch for the
Ti(0001)/VN(111), which also has the highest work of adhesion. The stretching required
for the Ti(0001) to match the TiN(111) surface has an impact in the P=1 layer, but in the
P=2-4 layers, there is little difference between the two systems.. These results suggest that
minimizing mismatch between Ti and ceramic is important for reducing the impact of the
interface on the mechanical integrity of Ti. Only the WoA calculations were performed for
Ti(0001)/CrN(111) due to difficulties in creating the 2D GSFE. Being a magnetic material,
CrN required more expensive spin-polarized calculations, and we were unable to converge
the DFT calculations at higher energy points along the GSFE. As a consequence, they are
not included in this study.
One output of DFT calculations is the electron density of the systems. Basic
molecular orbital theory points to electron sharing as one of the primary factors in strong
chemical bonds. It would be expected that the electron (or charge) density would be a good
qualitative tool for determining bonding strength assuming the types of interactions are
similar. For instance, while covalent metal-nitrogen bonding may be different than metalmetal bonding, comparing different metal-nitrogen bonds amongst one another or metalmetal bonds could provide a way to discern which binding is stronger. Given a similar
bonding environment, higher e density should indicate stronger bonding treating charge
density as a “glue” holding atoms together. Moreover, stronger binding would be expected
to correlate with higher barriers to shear displacement. To illustrate this, the charge density
for the Ti(0001)/TiN(111) system is shown in Figure 2-5(a). Inspecting the Z position,
there appears to be a sliver where the charge density is very low between two of the Ti
layers (just beyond the metal layer above the Z=0 position), this would be the P=1 layer.
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For further analysis, the plane-averaged charge density of Ti/ceramics, 𝜌(z) is normalized
by the peak charge density of the bulk Ti(0001), 𝜌max,bulk and 𝜌(z)/ 𝜌max,bulk is shown in
Figure 2-5(b), as a function of Z position, which is normal to the metal/ceramic interface
for Ti based systems. This unitless quantity of 𝜌(z)/ 𝜌max,bulk will be referred to simply as
“charge density” from here on unless stated otherwise. The charge density oscillates with
maximums (≈ 1) located where a high density of atoms is present (i.e. around 1.2-1.4 Å in
Figure 2-5(b)), and minimums (≈ 0.11) in between these positions, such as around 2.5 Å.
This 2.5 Å position is consistent with the region of low charge density that can be visualized
in Figure 2-5(a).

Figure 2-5: (a) Charge density profile for Ti(0001)/TiN(111), (b) charge density as a
function of z-distance for Ti/ceramic systems, and (c) minimum charge density for each
metal plane compared with Ti(0001) bulk.
Figure 2-5(c) shows the minimum charge density, [𝜌(z)/ 𝜌max,bulk]minimum, as a
function of layer. The zeroth layer represents the small local minimum in charge density
(0.34-0.43) present near the 0.2-0.5 Å region in Figure 2-5(b), and the next layers
correspond to the subsequent minimums at increasingly greater values of Z. Consistent
with Figure 2-5(a), Ti(0001)/TiN(111) has the lowest charge density overall in layer P=1.
At the interface (P=0), Ti(0001)/TiN(111) has the highest charge density whereas
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Ti(0001)/VN(111) has the highest WoA at P=0 among the three systems, showing that
charge density may not be a good indicator of adhesion strength. On the other hand, the
barrier to shear displacement is the highest for Ti(0001)/TiN(111) at P=0, agreeing with
the charge density at that position. For the first layer, Ti(0001)/VN(111) has a higher
charge density than Ti(0001)/TiN(111), consistent with the fact that Ti(0001)/VN(111) has
a higher barrier to shear displacement. Charge density at P=1 plane of Ti(0001)/VN(111)
also is closer than that of Ti(0001)/TiN(111) to the charge density of bulk Ti(0001) planes,
conforming to the results observed with barrier to shear displacement.
Interfaces with Cr
The GSFE’s were taken for the Cr/ceramic systems, which are shown in the
APPENDIX A (Figure A-2 to Figure A-4). In comparison with the Ti/ceramic systems, the
shape for these GSFE curves are different due to the different surfaces that are in contact.
Minimum energy paths can directly be formed along the X axis at the Y=0 coordinate
(versus the zig-zag pattern required for the Ti/ceramic systems). Figure 2-6 gives the
minimum energy path as a function of X position for Cr(001)/TiN(001), along with the
barrier height as a function of metal layer for all Cr/ceramic systems studied. The other 1D
GSFE data are given in Figure A-5 of the APPENDIX A. Most of the barrier heights are
similar and fairly high at the P>0 layers for the different ceramics. At the P=0 layer though,
Cr(001)/VN(001) and Cr(001)/CrN(001) both have similarly low barriers, while
Cr(001)/TiN(001) is much higher than the other two and is slightly higher than in bulk
Cr(001) suggesting that the interface is more resistant to shear displacement than the bulk
Cr. It is clear that Cr(001)/TiN(001) has the highest resistance to shear, and by a
considerable margin at the interface which aligns with Cr(001)/TiN(001) having the
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smallest amount of mismatch between Cr(001) and TiN(001), despite the fact that
Cr(001)/CrN(001) has the highest WoA at the P=0 plane (see Table 2-2 for the values of
mismatch and work of adhesion). On the other hand, Cr(001)/CrN(001) which has the
highest amount of mismatch offers lower barrier to shear displacement in its P>0 layers.
This is consistent with the Ti/Ceramic systems, in which those with the largest mismatch
had the weakest barriers to shear, away from the surface.
The average charge density minima versus metal layer for the Cr/ceramic systems
are given in Figure 2-6(c), which were obtained in the same way as for the Ti/ceramic
systems and taken from the charge density plot in the supporting information (Figure A5). At the zeroth layer, the minimum charge density is for Cr(001)/TiN(001), which has
the highest barrier to shear displacement at the position. This shows that using the average
charge density for surfaces that are formed via covalent bonding does not always coincide
with barriers to shear displacement. Examining the charge density snapshots for the
Cr(001)/TiN(001) and Cr(001)/CrN(001) systems in Figure 2-6(d), it can be observed that
there is significant charge density along the bonds formed between the Cr and N atoms at
the P=0 layer for both systems. For the P=2 layer though, the lowest charge density is for
the Cr(001)/TiN(001) system, which is consistent with the fact that the Cr(001)/TiN(001)
has the lowest barrier to shear displacement in that layer. This is further evident in the
charge density snapshot shown in Figure 2-6(d), which has noticeable spaces in charge
density between the Cr atoms at the P=2 layer. For all of the Cr/ceramic systems, the P=2
layer has both a lower average charge density and a lower barrier to shear displacement
than the P=1 and P=3 layers. These results for the Cr/ceramic interfaces point to charge
density being strongly correlated with barriers to shear displacement when metal-metal
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bonding dominates (as is the case in the P=1, 2, and 3 layers), but not always for situations
in which metal-nitrogen covalent bonds are present (the P=0 layer).

Figure 2-6: (a) 1D GSFE plots of Cr(001)/TiN(001), (b) 1D GSFE barrier height for
each layer, (c) minimum charge density for each metal plane, and (d) charge density
profile for Cr(001)/TiN(001) and Cr(001)/CrN(001). The direction of X is along the
[100] of bcc Cr.
Type-1 Interfaces with Cu
The GSFEs for the Cu/ceramic interfaces are given in the supplemental information
(Figures A-7, A-8 and Figure A-10), and the minimum energy path as a function of X
position for the Cu(001)/TiN(111) and Cu(001)/CrN(111) systems are given in Figure 27(a) and 2-7(b), respectively. The 1D GSFE for the Cu(001)/VN(111) system is shown in
Figure A-9 in the supplementary information. The barrier heights for the different layers
are given in Figure 2-7(c). All of the Type-1 Cu/ceramic systems exhibit the best adhesion
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for the Cu(001)/ceramic(111) combinations with the metal side of the (111) ceramic
surface in contact with Cu(001).

Figure 2-7: 1D GSFE plot of (a) Cu(001)/TiN(111) and (b) Cu(001)/CrN(111); (c)
minimum barrier to shear displacement, and (d) minimum charge density for all the
layers (P = 0-3). X is directed along the [110] of fcc Cu.
Cu/ceramic interfaces have the largest mismatch (up to around 19%) among all the
systems. The P=0 GSFE barriers are much smaller than for the Ti/ceramic and Cr/ceramic
interfaces, and Cu(001)/CrN(111) offers the highest barrier to shear among the Cu/ceramic
interfaces. For P > 0, the barriers to shear are larger than in bulk Cu(001), in contrast to
what was observed for Ti and Cr. The plane-averaged charge density with respect to Z
position is given in the supplementary information (Figure A-11), with the minima in these
profiles for each layer given in Figure 2-7(d) (See Table A-1 for numeric values). For the
P>0 layers, the minimum in charge densities correlates well with the GSFE barrier. For
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the P=0 layer, the charge density is significantly lower than for P>0, consistent with the
GSFE barriers. Comparing the different Cu/ceramic interfaces, the Cu(001)/VN(111)
charge density minimum at P=0 is close to that of Cu(001)/CrN(111), while its GSFE
barrier is closer to Cu(001)/TiN(111). However, the trend of Cu/CrN > Cu/VN > Cu/TiN
is still consistent for all systems. This gives further evidence that charge density can serve
as a descriptor for GSFE barrier height between metal atoms, as Cu is in contact with the
metal side of the ceramic for these systems.
2.3.3

Type-2 Interfaces
While comparing the Cu/ceramic interfaces for the small systems modeled allow a

more direct comparison to be made with the Ti and Cr based systems, they are unlikely to
be found experimentally due to the strong mismatch present in them. The only way to
minimize this stretching was to increase the number of units of Cu and the ceramic in the
X and Y directions. Cu(111) has been experimentally observed to grow epitaxially on
TiN(111) with Cu(111) being rotated with respect to the ceramic (111) [73–76]. A much
smaller mismatch was achieved by adopting (2×2)Cu(111)/(3×1)ceramic(111) system with
orientation relations of [11̅0]Cu//[112̅]ceramic and [112̅]Cu//[11̅0]ceramic. This is the same as
has been done in recent computational work of the Cu(111)/TiN(111) interface [13]. The
size of X dimension was around 9 Å with the Y dimension being similar as the other
interfaces studied. We refer to these interfaces as Type-2. Figure 2-8 illustrates the Type2 interface for Cu(111)/ceramics(111). There are 8 atoms per layer in the metal phase, 12
per layer in the ceramic phase, and the ceramic phase has its metal atoms in contact with
the Cu phase for all Type-2 interfaces. It can also be observed that the Cu atoms have
multiple interfacial positions depending on the ceramic they are in contact with. For the
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Cu(111)/TiN(111) interface, a few of the Cu atoms directly align with Ti atoms in “top”
positions, while the remaining Cu atoms are in “bridge” positions, equidistant between two
Ti atoms. For Cu(111)/VN(111), the Cu atoms are in what appears to be three separate
positions, none of which are top or bridge positions. For Cu(111)/CrN(111), the Cu atomic
positions are similar to Cu(111)/TiN(111).
Table 2-3: WoA for all Cu/ceramic Type-2 interface combinations. Ceramic next to
metal is metal terminated.
Metal/Ceramic
Surface

Mismatch
Percentage

WoA (J/m2)

Weakest

WoA (J/m2) of the

for P=0

plane

weakest plane

in X

in Y

Cu(111)/TiN(111)

-3.08

-2.35

3.17

P=1

2.33

Cu(111)/VN(111)

1.37

-1.37

3.25

P=1

2.39

Cu(111)/CrN(111)

-1.03

-0.20

3.00

P=1

2.42

The mismatch and the WoA for the Type-2 interfaces at P=0 and the weakest
adhering plane (P=1 for all) are shown in Table 2-3. There is a significant decrease in
mismatch from the previously determined lowest energy Type-1 surfaces for these systems.
Additionally, the WoA at P=0, and at the weakest plane are much larger than for Cu(001)
next to the (111) ceramic interfaces. Comparing to the WoA of bulk Cu(111) of 2.64 J/m2,
or twice its surface energy [72], the weakest planes are only modestly lower. This shows
that minimizing the mismatch between metal and ceramic may play a significant role in
maximizing their adhesion. Also, the weakest planes are for P>0 in all cases for Type-2
interfaces indicating that tensile failure would occur away from the interface itself.
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Figure 2-8: Snapshot of type-2 (a) Cu(111)/TiN(111), along with the atoms adjacent
to the P=0 layer viewed from the Cu-phase side for (b) Cu(111)/TiN(111), (c)
Cu(111)/VN(111), and (d) Cu(111)/CrN(111). The transparent green block shows the
extent of shear displacement implemented for the GSFE calculation, and the lines
represent the system boundaries.
The 2D GSFEs were calculated for all of the Y dimension of the Type-2
Cu(111)/ceramic interfaces, and a third of the X dimension (the shaded region in Figures
2-8(b)-(d)). The GSFE’s were then replicated thrice in the X dimension to make up the 2D
GSFE plots given in Figure A-12 in the APPENDIX A. Those for Cu(111)/TiN(111) and
Cu(111)/CrN(111) are very complex due to the concerted nature of the shear displacement
with multiple minima and barriers present for each periodic unit. The interfacial structure
shown in Figure 2-8 demonstrates that the Cu atoms have similar interfacial positions in
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the Cu(111)/TiN(111) and Cu(111)/CrN(111) systems (with some Cu atoms on the top
position), but not for the Cu(111)/VN(111) interface. The 2D GSFE P=0 for
Cu(111)/VN(111) is similar in complexity as the Type-1 interfaces, with one defined
minimum and maximum for each periodic image. Taking the minimum energy paths of
these, the 1D GSFE’s of the P=0-2 layers for Cu(111)/TiN(111) as a function of X (as
shown in Figure 2-8 (a)) were calculated and given in Figure 2-9(a). The periodic nature
of the GSFE is apparent in the figures. The barrier to shear is the lowest at P=0 by a
significant margin for Cu(111)/TiN(111). Figures A-13(a) and A-13(b) in the APPENDIX
A give the 1D GSFE along the minimum energy paths for Cu(111)/VN(111) and
Cu(111)/CrN(111), respectively. For Cu(111)/VN(111), the barrier to shear along the X
dimension would be greater than 0.15 J/m2, while shear along the Y dimension gives a
barrier somewhat lower than that. Preference to shear along Y dimension was also observed
in the case of Cu(111)/CrN(111) for the same reason. This is why the 1D GSFE is with
respect to Y for the Type-2 Cu(111)/VN(111) and Cu(111)/CrN(111) interfaces shown in
Figure A-13(a) and A-13(b). The X and Y coordinates are defined in Figure 2-8.
The barrier height as a function of metal layer was extracted from the 1D GSFEs
for the Type-2 interfaces and shown in Figure 2-9(b), along with the results for bulk
Cu(111). While the barrier for the P=0 layer is significantly smaller than for P>0 for
Cu(111)/TiN(111), this is not as profound for the Cu(111)/VN(111) and Cu(111)/CrN(111)
interface. The barrier for P=0 is also significantly lower than for bulk Cu(111) for
Cu(111)/TiN(111), but again not for Cu(111)/VN(111) and Cu(111)/CrN(111). The
presence of a straightforward slip route in the X direction for Cu(111)/TiN(111), as seen
in the 2D-GSFE plot of Figure A-12(a), explains such a low barrier and indicates that shear
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failure will most likely occur at the chemical interface itself for a perfect crystal without
dislocations. At the layers near the interface (P=0-2), Cu(111)/VN(111) and
Cu(111)/CrN(111) seem to have equal or higher barrier than the Cu(111) bulk, which in
other words means that the presence of the interface conserves (even strengthens at P=2)
the intrinsic shear resistance of bulk Cu(111).

Figure 2-9: (a) 1D GSFE for P=0-2 planes of type-2 Cu(111)/TiN(111) with respect to
X (as shown in Figure 8); (b) barrier height for shear displacement as a function of
metal layer for all type-2 Cu(111)/ceramic interfaces studied.
Unlike the Type-1 interfaces, the atomic positions of each layer varied with respect
to the Z//[111] coordinate for the Type-2 interfaces. This was a consequence of the many
different interaction sites the interfacial Cu atoms had with the ceramic. For the Type-1
interfaces, interfacial metal atoms all had identical atomic positions. For instance, all
interfacial Ti(0001) were equidistant between three N atoms (as can be observed in Figure
2-2), all interfacial Cr(001) atoms were directly on top of N atoms, while all Cu(001) atoms
were located in bridge positions between two Ti atoms for Type-1 interfaces. As discussed
previously, interfacial Cu atoms have multiple interaction sites in their lowest energy
configuration for Type-2 interfaces. Each of these different interaction sites will result in
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different Z positions. As a result, charge density as a function of Z position is not a valid
descriptor of GSFE barrier height due overlapping charge density from adjacent metal
atoms with different Z positions. Figure A-13(c) in the supporting information shows the
minimum in charge density as a function of layer, and there is little to no correlation
between charge density minimum and GSFE barrier height.
A comparison between the 1D GSFE of Type-1 and Type-2 interfaces for
Cu/ceramic systems are given in Figure 2-10. As stated previously, the 1D GSFE for
Cu(111)/TiN(111) is with respect to the X direction shown in Figure 2-8, but all other 1D
GSFEs are with respect to the Y direction. For Cu(111)/TiN(111), the Type-2 interface
has a smaller barrier than the Type-1 interface. This is despite the fact that the WoA is
significantly higher for the Type-2 interface. The result is likely a consequence of the
many different interaction sites interfacial Cu atoms interact with, and the concerted nature
of shear displacement. The degree in which the GSFE barrier for the Type-2 interface for
Cu(111)/CrN(111) is lower than for the Type-1 interface is even more striking, being
almost half of that for the Type-1 interface. Again, this is in contrast to the WoA, which
are higher for the Type-2 interface. The 1D GSFE for Cu(111)/VN(111) on the other hand
is higher than the barriers for the Type-1 interface. As mentioned earlier, arrangement of
Cu atoms at the interface is slightly different in the Type-2 Cu(111)/VN(111) interface than
the other two Type-2 interfaces, which may be why the barrier heights are higher for
Cu(111)/VN(111).
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Figure 2-10: (a) 1D GSFE for P=0 of type-1 and type-2 interfaces for (a)
Cu(111)/TiN(111), (b) Cu(111)/VN(111), and (c) Cu(111)/CrN(111). All 1D GSFE
are with respect to the 2D GSFE X axis except for the type-2 Cu(111)/VN(111)
interface, in which the 1D GSFE is with respect to its Y axis shown in Figure 2-8.

2.4

Conclusion

Density functional theory calculations were carried out to examine the factors that
influence the adhesion and resistance to shear of metal/ceramic interfaces. The GSFE and
WoA were utilized to examine shear resistance and adhesion, respectively. These were
calculated to compare interfaces between the metals Ti, Cr, and Cu with ceramics TiN,
VN, and CrN. Lattice mismatch between metals and ceramics was found to influence both
the WoA and GSFE barriers, but mostly away from the chemical interface. Where a large
amount of lattice mismatch was present, which is the case for Cu/Ceramics, semi-coherent
interfaces were found to have greater stability than coherent ones. While these semi-
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coherent interfaces were more stable overall, they often had lower GSFE barriers than
coherent ones. Charge density was found to be a good descriptor for expected GSFE
barriers between metal layers of coherent interfaces but was not effective for layers
between metal and nitrogen atoms or for semi-coherent interfaces. Charge density is a
quantity that can be readily attained from density functional theory calculations for any
material. By establishing the correlation between the charge density and the GSFE barrier,
very rapid initial predictions can be made about the stability and the strength of the
metal/ceramic interfaces.

CHAPTER 3
DOPING-ASSISTED STRENGTHENING OF COHERENT METAL/CERAMICS
INTERFACES

Most of the contents in this chapter were published in the following journal article:
A.S.M. Miraz, E. Williams, W.J. Meng, B.R. Ramachandran, C.D. Wick, Improvement of
Ti/TiN interfacial shear strength by doping – A first principles density functional theory
study, Applied Surface Science 517 (2020) 146185 [77].
3.1

Background

Many metal/ceramic combinations have been studied over the last few decades
[42,43,45,49,54,73–75]. Physical and chemical vapor deposition-grown transition metal
nitride coatings, such as TiN, have high hardness, low thermal conductivity, and may
exhibit hardness increases as temperature increases due to isostructural compositional
segregation (age-hardening) [81,82]. However, refractory ceramics, such as TiN, are
brittle, allowing for deflection of cracks through the coating/substrate interface, leading to
delamination and spallation [83]. Hence, metal interlayers, such as TiAl, Ti, and Ni, have
been interdispersed with the ceramics, such as TiN and W2N, to form multilayers in order
to hinder crack propagation and crack deflection at interfaces [84–87]. Such property
tailoring finds application related to gas turbines, aeroengines, automobile and aerospace
components, machining and cutting tools, tribological contacts etc. [4,30,48–
50,53,55,88,89]. Strong adhesion and resistance to shear is desired for the above-
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mentioned applications to minimize wear and interfacial spallation. One way to improve
these between the layers is to add a small amount alloying elements or ‘dopants’ to the
system [90,91].
The influence of dopants has been reported for some of the metal/ceramic laminates
such as Al/TiN [8,14], Al/TiC [92], Fe/Y2O3 [93], Fe/TiC [94], Ti/TiO2 [95], Ni/Ni3Al
[96–98], Fe/TiN [99], Nb/Al2O3 [100], Mo/HfC [7], NiAl/Al2O3 [101,102] etc. Addition of
Al to TiN resulted in higher hardness and friction co-efficient until the mole fraction of Al
becomes higher than 0.6 in Ti1-xAlxN, after which the hardness and wear resistance are
reduced [29,81,103]. Ti interlayers within the Ti/TiN multilayer nanolaminates were also
alloyed with Al producing enhanced hardness and toughness [29,104]. A comparative
study between bilayer Ti/TiN and TiAl/TiAlN deposited on austempered ductile iron (ADI)
revealed that TiAl/TiAlN coatings had higher hardness and elastic moduli than Ti/TiN,
although the critical load for the first delamination from scratch testing was higher for the
latter [29]. For this particular study, it was stated that the TiAl/TiAlN system has more
mismatch with ADI than Ti/TiN, which could be the reason for the lower critical load for
the former.
To our knowledge, there are no studies of the effect of dopants on interfacial
metal/ceramic shear strength. In this work, we probe the possibility of enhancing the
adhesive properties of the Ti/TiN interfaces by adding Al, V or Cr dopants. The shear
strengths of the systems are analyzed through adhesion and interfacial strength metrics
such as work of adhesion and generalized stacking fault energy (GSFE)/γ-surface.
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3.2
3.2.1

Methodology

Ti Bulk and Ti/TiN Interfaces
Generalized gradient approximation for the exchange-correlation functional

proposed by Perdew, Burke and Ernzerhof (PBE) was used to perform ab-initio DFT
calculations [62]. The valence electrons were represented by a plane wave basis set with a
cutoff energy of 400 eV. The Projector Augmented Wave (PAW) pseudopotentials were
used for core electrons as implemented in the Vienna Ab-Initio Simulation Package
(VASP) package [64,105]. A 4×4×1 Γ-centered k-point mesh was used for the
metal/ceramic systems with periodic boundary conditions [65]. No significant changes in
the cell dimension or energy were observed with higher-level meshes and energy cutoffs.
Spin polarized calculations were carried out to determine their impact on the geometry and
the energetics of all the metal/ceramic combinations. For each, the structure and the
enthalpy of mixing showed no significant impact from including spin polarized
calculations, so it was not further considered in this study.
The simulations were setup similar to our previous work [106]. A total of 64 atoms
(16 layers of 4 atoms) of Ti(0001), along with 48 atoms of TiN(111) (6 layers of 8 atoms)
were separately relaxed and brought in contact to create a single Ti(0001)/TiN(111)
interface aligned normal to the Z direction. Table 3-1 gives the unit dimensions and
directions, parallel to the interface, for the two different phases. The final combination
included 2 units in the X direction and 1 in the Y direction for both Ti and TiN. Before
bringing Ti in contact with TiN, the Ti system was stretched in both the X and Y directions
to match TiN. Since there are periodic boundaries, each phase had two interfaces, one
metal/ceramic and one with vacuum, in which at least 15 Å of vacuum was present in the
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Z direction (see Figure 3-1). The combined Ti/TiN system was then allowed to fully relax,
and the resulting structure was used for the steps afterwards. This particular interfacial
combination has been extensively studied experimentally [21,22,66,67].

Figure 3-1: Structures of (a) Ti(0001) and (b) TiN(111) with the vertical black lines
indicating the boundaries of the simulation cell. (c) Ti(0001)/TiN(111) structure, atomic
layers near the interface in the green shaded boxes are denoted by M and the planes
between the layers marked with broken lines are denoted by P.
The atomic layers and the planes in between them are denoted by M and P,
respectively, as shown in Figure 3-1. M=1 is assigned to the atomic layer of Ti that is
directly above the first N layer from the ceramic, and the plane between these two layers
is designated as P=0.
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Table 3-1: Crystal directions assigned as X and Y for Ti and TiN and their unit length
along those directions.
Surfaces

Unit Directions

Unit Dimensions

X

Y

X

Y

Ti(0001)

̅̅̅̅20]
[11

[11̅00]

2.93

5.11

TiN(111)

[11̅0]

[112̅]

3.01

5.22

3.2.2

Metal/Ceramic Periodic Units
(X × Y)metal / (X × Y)ceramic
(2×1)Ti / (2×1)TiN

GSFE Mapping
The GSFE or γ-surfaces in X and Y were calculated for planes at and near the

interface (P= 0–3 in Figure 3-1). Starting with the relaxed system, all atoms above a
particular plane are displaced in the X and/or Y directions, keeping atoms below it fixed.
After the displacements, only the Z positions of the atoms are allowed to relax. This is
illustrated for the P=0 plane in Figure 3-2. For P=1, an additional layer of 4 Ti atoms are
fixed, with those above them translated, while for P=2, there are two fixed Ti layers, etc.
To generate the 2D GSFE surface plot, 10 equally spaced positions spanning the initial
relaxed position to half the X cell length, along with 10 positions spanning half the Y cell
length were taken. This allows a quadrant (half of both the X and Y cell lengths) to be
sampled with 100 total positions. The energies of these are replicated once in both
directions to generate the full 2D GSFE surface as shown, for example, in Figures 3-2(c)
and 3-2(d) for P=0. When dopants are introduced into the system, the symmetry of the
quadrants can be broken in certain situations, in which the entire X and/or Y directions
need to be sampled, resulting in 200 total positions if one of the directions need to be fully
sampled or 400 if they both do. Due to this increased computational burden, for the larger
system size described at the later part of section 3.3.2 (with 16 Ti atoms per layer), only
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̅̅̅̅20], was computed, allowing the atoms to
the energy variation in the X dimension, [11
relax in the Y and Z directions, with more details given below.

Figure 3-2: Snapshots of the Ti/TiN system with Ti and TiN-phases marked by grey
and brown shades, respectively for (a) the fully relaxed system, and (b) the displaced
system. The atoms marked with ‘1’ reside at M=1 layer, and the snapshots facing the z
direction show the atomic layers adjacent to the displacement plane (P=0). (c) the P=0
2D GSFE surface with the relaxed atomic positions of the M=1 and the first two atomic
layers in the ceramic present.
3.2.3

Doping Configuration and Stability
Pure Ti and the Ti/TiN systems were each doped with Al, Cr, and V, since these

are common substitutional alloying elements of Ti [107,108]. The pure Ti system, which
has two vacuum/Ti interfaces as shown in Figure 1a, was initially tested to determine the
influence of dopants on bulk GSFE and adhesion properties without the ceramic being
present. To determine if the dopants created energetically stable systems, the enthalpies of
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mixing for the exchange of one and two dopant atoms (x = Al, Cr or V) with Ti atoms were
calculated,
Ti64 + 𝑛𝑥bulk → Ti64−𝑛 𝑥𝑛 + 𝑛Tibulk

Eq. 3-1

where Ti64 represents the energy of the pure system shown in Figure 3-1(a), and
bulk denotes the most stable crystalline systems for Ti or dopant. The positions of the Ti
atoms that were exchanged with dopants were varied to find those near the GSFE slip plane
with negative heats of mixing.
For the Ti/TiN systems, one and two dopant atoms were exchanged with different
Ti atoms near the interface, and their heats of mixing were calculated:
Ti88 N24 + 𝑛𝑥bulk → Ti88−𝑛 𝑥𝑛 N24 + 𝑛Tibulk

Eq. 3-2

When greater than two dopant atoms were exchanged with Ti atoms, the number of
potential combinations was too large to systematically sample them. To overcome this
challenge, a Monte Carlo approach as shown in Figure 3-3 was used to find possible low
energy configurations when four or more dopant atoms were examined.
For the first step of the Monte Carlo procedure, 4, 8, or 16 randomly chosen Ti
atoms are replaced with Al atoms. These include the 64 atoms in the Ti phase, along with
the 24 atoms in the TiN phase. However, the two layers closest to the vacuum for both the
Ti and TiN phases were not included in this, as solid/vacuum interfaces are not the focus
of this investigation. The atomic positions are then relaxed utilizing DFT calculations,
keeping the cell dimensions the same as the non-doped system. For each step, 4 trials
(T=4) are performed, in which each trial swapped two random Al atoms with two random
Ti atoms (excluding those in the two layers closest to the vacuum for both phases), followed
by full relaxation of all atomic positions. The trial with the lowest energy calculated from
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DFT is then identified, and if it is less than the energy of the previous configuration plus
an energy tolerance ( = 0.1 eV in this work), it is chosen as the new one. The purpose of
the energy tolerance is to keep the system from being stuck in local minima. If during any
trial relaxation, the VASP calculation fails to converge, the trial is discarded. To ensure
that the algorithm is reasonably ergodic, two random initial configurations were chosen for
a system and the Monte Carlo procedure run on them to check if they converge to similar
energies. For each procedure, 50 Monte Carlo steps (N) were carried out.

Figure 3-3: Flow chart of the Monte Carlo procedure.
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3.2.4

Uniaxial Tensile Stretching
To simulate tensile stretching, the bi-crystal system was stretched in incremental

steps of 0.2 Å until fracture occurred. The topmost Ti layer in the Ti(0001) phase and the
bottom three layers of TiN(111) phase were kept fixed while the atoms between these
layers were incrementally displaced along the Z dimension so that the total system length
increased by 0.2 Å for each step. After this, all atoms, except those in the fixed layers,
were allowed to fully relax, keeping the cell dimensions constant. The atoms in the fixed
layers were allowed to relax in the X and Y dimensions, but their Z dimension was kept
fixed. The Z dimension of the system was increased to assure that at least 10 Å of vacuum
was present throughout the calculation. Stress was calculated by taking the differential of
the energy with respect to displacement and then dividing it by area of the XY plane. If
any drastic changes in the structure between two steps occurred, the increment size was
reduced to 0.02 Å immediately before the change to observe the change in greater detail.
3.3
3.3.1

Results and Discussion

Bulk Ti Doping

Enthalpies of Mixing for Different Dopants
The enthalpies of mixing (Hmix) for the doping of the Ti bulk system, which
consisted of 64 atoms, with single Al, Cr, and V atoms are shown in Table 3-2. The only
dopant atom with a negative enthalpy of mixing is Al, while Cr and V have significant
positive enthalpies. The positive enthalpies signify that the configurations with Cr and V
are unlikely to form stable structures. Therefore, only Al was considered for further study
as a dopant in Ti for this work. The Hmix for adding a second Al dopant to the Ti bulk
system was calculated with two dopants in the same layer (1,1), and in different layers
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(1,2). Both have negative enthalpies, while the (1,2) system has the lowest overall. For
HCP Ti having 4 atoms per layer, two dopants in the same layer can assume only one
unique nearest-neighbor position with respect to each other. Dopants in two consecutive
layers, such as in the (1,2) systems, can reside in two unique nearest-neighbor positions:
one where the Al atoms are 1st nearest neighbors, and another where the Al atoms are 2nd
nearest neighbors (See Figure B-1(b) in APPENDIX B). The system in which the Al atoms
are in the 1st nearest neighbor position has an energy of -1.05 eV, which is significantly
higher than the 2nd nearest neighbor energy shown in Table 3-2.
Table 3-2: Enthalpies of mixing for the doping of bulk Ti. (1,1) indicates atoms in the
same atomic layer, and (1,2) indicates them in two separate layers.

Dopants

Layer(s) of Dopant
Location

mixH (eV/atom)

(1)

-0.94

(1,2)

-1.99

(1,1)

- 1.54

Cr

(1)

0.97

V

(1)

4.38

Al

GSFE Surfaces and Barriers to Shear Displacement
𝑏 𝑜𝑟 𝑖
From here on, the notation 𝑆{M=(𝑚,𝑛)}
will be used to refer to the Al-doped system

[superscript b for bulk Ti and i for Ti/TiN], where one Al atom is in the M=m layer and the
𝑏 𝑜𝑟 𝑖
other at the M=n layer. For a single atom at M=m, the notation is 𝑆{M=(𝑚)}
. For Ti/TiN

systems, the locations of the different M layers are shown in Figure 3-1(c), while for bulk
Ti, they are shown in Figure 3-4(a).
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To examine the effect of substitutional Al atoms in the HCP Ti matrix, 2D GSFE
surface calculations were carried out for the doped systems as shown in Figure 3-4. The
𝑏
2D GSFE surface of pure Ti bulk is shown alongside the GSFE surface of 𝑆(1)
in Figures

3-4(c) and 3-4(d), respectively. The minimum energy paths on these surfaces can be traced
as shown in these figures and is plotted as a function of X in Figure 3-4(e) along with those
𝑏
𝑏
of 𝑆(1,2)
and 𝑆(1,1)
. The symmetry of the GSFE planes allows for a periodic variation in the

minimum energy path along X for most systems. Thus, the minimum energy path is plotted
𝑏
until it reaches a point from which it repeats itself. The 𝑆(1,2)
system requires 6 Å of

displacement until periodicity is achieved. The highest GSFE barrier can be extracted from
this, which is used to compare the different systems studied. Higher GSFE barriers should
coincide with higher resistance to shear. There is a small decrease of 0.013 J/m2 in the
barrier height with the exchange of a single Al atom from that of the pure bulk as seen in
Figure 3-4(e). For all the systems studied, the only one with increased barrier height was
𝑏
the 𝑆(1,2)
system at its P=1 plane. As can be observed in Figure 3-4(b), this plane separates

two layers, each with one Al atom.
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Figure 3-4: Snapshots of (a) Sb(1) and (b) Sb(1,2). 2D GSFE of (c) pure Ti and (d) Sb(1).
(e) Plot of minimum energy path of pure bulk Ti, Sb(1), Sb(1,2) and Sb(1,1) along the
X||[-1-120] direction. (f) GSFE barrier heights of the pure Ti, Sb(1), Sb(1,1) and Sb(1,2)
systems plotted against the Stacking fault Energy (SFE) of the same systems.
After an approximate 1.5 Å displacement along the X direction (see Figure 3-4(e)),
the configurations for bulk Ti corresponds to local FCC stacking. The difference in energy
between this local FCC stacking configuration and the global minimum energy, which is
HCP stacking, gives the stacking fault energy (SFE). One may expect that a higher SFE
energy corresponds to higher GSFE barriers. To verify this, they are plotted against one
another in Figure 3-4(f). There is indeed a correlation between these two. In particular, the
𝑏
SFE for the 𝑆(1,2)
system is considerably higher than that of the pure Ti, and it is the only

system with an increased GSFE barrier upon doping. This suggests that destabilizing the
FCC configuration with respect to the HCP configuration may be a good strategy for
increasing the barriers to shear.
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𝑏
Snapshots from the M=1 and M=2 layers of the 𝑆(1,2)
system viewed from Z

direction are given in Figure 3-5(b). HCP1 corresponds to the minimum energy
configuration at X=0 Å, while FCC and HCP2 correspond to the configurations at X= 1.5
Å and X = 3 Å, respectively, as indicated with red arrows in the minimum energy path in
Figure 3-5(b). The HCP2 configuration, which would be identical to the HCP1
𝑏
configuration for the undoped system, is higher in energy than HCP1 for 𝑆(1,2)
. What the

HCP2 and FCC configurations share that the HCP1 configuration does not is that the Al
atoms are nearest neighbors. When Al atoms are in adjacent layers, configurations in which
Al atoms are 1st nearest neighbors are destabilized with respect to those in which they are
not. This conforms to the results obtained from the energy of mixing calculations described
earlier, where a dopant atom in the 1st nearest neighbor position of another dopant atom
resulted in a higher energy than if it was placed in the 2nd nearest neighbor position. This
destabilizing effect results in an increase in GSFE barriers for transitions from HCP1 to
HCP2 configurations.
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Figure 3-5: (a) Sb(1,2) system (b) Snapshots of the M=1 and M=2 layers viewed form
the Z direction for different configurations formed along the minimum energy path.
3.3.2

Low Concentration Doping of Interfaces

Enthalpies of Mixing
The substitutional dopant atoms were added at the M=1, 2, 3 and 4 layers of the
Ti/TiN interface (see Figure 3-1(c)) as described in section 3.2.3. The resulting Hmix are
listed in Table 3-3. As mentioned earlier, the Hmix values were calculated from equation
2. Cr and V doping results in significantly positive enthalpies for all combinations studied.
This further signifies that they are unlikely to form stable structures with Ti in the system
size studied, so they are not studied further in this work. One Al atom in the M=1 layer
results in positive enthalpies, while one Al atom in M > 1 results in negative enthalpies of
similar magnitude as in bulk Ti. Negative enthalpies similar to the bulk Ti are observed for
M > 1 when two dopants are present, with more negative enthalpies for dopants in separate
layers. As with single dopants, substitution of one Al in M=1 yields positive enthalpies as
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evident from the (2,1) entry in Table 3-3. For systems with two dopants, such as (2,2), (2,3)
and (2,4), the possible nearest neighbor positions are explored in a similar manner as for
bulk Ti (explained in section 3.3.1) and the most energetically favorable system is listed in
Table 3-3. In general, when the Al atoms are 1st nearest neighbors, they are less stable than
when 2nd nearest neighbors.
Table 3-3: Enthalpy of mixing for the doping of Ti/TiN. The locations correspond to M
shown in Figure 3-1(c).

Dopants

Al

Cr

V

Layer(s) of Dopant Location

Hmix (eV/atom)

(1)

1.17

(2)

-1.07

(2,1)

0.38

(2,2)

-1.92

(2,3)

-2.04

(2,4)

-1.99

(3)

-0.87

(3,3)

-1.45

(1)

1.41

(2)

0.91

(3)

0.94

(1)

0.65

(2)

0.51

(3)

0.51

GSFE surfaces and minimum energy paths
The 2D GSFE surfaces of the (0001) planes (P=0-3) near the interface for undoped
Ti/TiN systems were calculated, and also for single dopants in the M=2 and 3 layers (M=1
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is not shown due to the fact that it has a positive enthalpy of mixing). The minimum energy
paths along the 2D GSFE surfaces for these as a function of X, along with that for bulk Ti
are shown in Figure 3-6. As in previous work, the lowest GSFE barrier for Ti/TiN is present
in the P=1 plane of the system (see Figure 3-6(a)) [60]. The addition of a single dopant
atom adjacent to the P=1 plane (i.e. in M=2), significantly increases the barrier for shear,
by more than two times (see Figure 3-6(b)). Even with the significant increase, the barrier
is only around half as much as that in bulk Ti. The minimum energy paths were also
𝑖
calculated for cases with 2 dopant atoms present, which shows that the 𝑆(2,2)
system had

the highest barrier height of all the possible combinations, which is still below that of bulk
Ti. The GSFE surfaces and the minimum energy paths for P=1 plane of these systems are
provided in APPENDIX B in Figures B-2 and B-3.
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Figure 3-6: (a) Minimum energy path for pure bulk Ti and the P=0-3 planes of undoped
Ti/TiN. (b) Comparison for P=1 of undoped Ti/TiN, Si(2), and Si(2,2) with pure bulk Ti.
(c) Average Bader charge per atom for each Ti atomic layer.
For the P=1 case, the local FCC configuration is stabilized with respect to HCP for
the undoped Ti/TiN system, which can be seen by the much lower energy of the local
minimum at X=1.5 Å for P=1 in comparison with Pure Ti in Figure 3-6(b). Substituting
𝑖
a single Al atom in the M=2 layer (𝑆(2)
) does not significantly change the FCC and HCP

energies despite the fact that it significantly increases the GSFE barrier. This points to a
different cause for the increase in GSFE barriers than in bulk Ti. A plausible hypothesis is
that the presence of electronegative N atoms in the ceramic attracts electron density from
the interfacial Ti atoms towards the ceramic bulk. This results in the region in the P=1

51
plane (see Figure 3-1(c)) to have reduced electron density as has been pointed out by us
previously [106]. Another consequence of this will be that Ti atoms in the M=1 layer will
carry a net positive charge. To test this hypothesis, Bader charge analysis was performed
on the Ti/TiN systems [109,110].
The average charge as a function of Ti atomic layer (M in Figure 3-1(c)) position
for different systems near the Ti/TiN interface is plotted in Figure 3-6(c). The metal layers
in the TiN phase are numbered with negative integers, starting with -1 for the layer closest
to the interface. In the ceramic, the electronegative N atoms carry a significant negative
charge, while the Ti atoms have an equally positive charge. As described, the M=1 layer
is positively charged in all cases. The M=2 layer has a slightly positive charge for the
undoped system, showing that the electronegative N layer significantly impacts the charges
of at least two layers in the Ti-phase. This would be expected to weaken the interactions
between these two layers, causing a decrease in the GSFE barrier. Incorporating Al atoms,
which are slightly more electronegative than Ti atoms [111], decreases the average charge
in the M=2 layer. The Al Bader charge in this layer is close to -1.0e, while the Ti charges
(in the M=2 layer) range between 0.1e and 0.3e. As a consequence, the purely electrostatic
interaction between these M=2 Al atoms and the positively charged Ti atoms in the M=l
layer will be more attractive than between Ti atoms. This should increase the interaction
between the M=1 and M=2 layers, and thus also increase the GSFE barriers. Accordingly,
the barrier height is expected to be even higher with more Al atoms present at the M=2
𝑖
layer. This is consistent with the results as the 𝑆(2,2)
system has the highest GSFE barrier.

While the systems with one Al atom have an overall low Al concentration, the
concentration in the particular layer they are present is still 25%, since there are only four

52
atoms in each layer. To investigate system size effects, a calculation that has twice the size
in the X and Y directions were examined. This system consisted of 8 layers of 16 atoms,
resulting in each layer having four times as many atoms as the previous calculations. With
a single Al atom present, only 6.25% of the atoms in that layer are dopants. As with the
𝑖
𝑖
𝑖
smaller systems, 𝑆(1)
was not energetically favorable whereas both 𝑆(2)
and 𝑆(3)
had

negative Hmix. Due to the increased size of these calculations, the 2D GSFE surface
calculations were computationally too expensive to carry out. To simplify these
calculations, while allowing direct comparisons with the smaller systems to be made, the
1D GSFE in the X direction was computed, allowing both the Y and Z positions to relax.
The results can then be compared with the variation of energy along the analogous paths
in the smaller systems.
This comparison of the 1D GSFE in the X direction for the larger system with the
analogous path on the 2D GSFE surface for the smaller systems is presented in Figure 37. The largest difference between the smaller and larger systems is the asymmetric nature
of the GSFE plots. However, the energy barriers are of similar magnitude between the two
𝑖
albeit with subtle differences. For instance, the 𝑆(2)
system’s GSFE barrier is almost
𝑖
identical between the largest and smallest system, while for the 𝑆(3)
system, the larger

system has only a slightly lower barrier than the smaller one. This shows that at even lower
dopant concentrations, significant increases in barrier height of the weakest GSFE plane
(P=1) can be obtained.
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Figure 3-7: (a) P=1 GSFE comparisons of undoped Ti/TiN with (a) Si(2) and larger
system of Si(2), (b) Si(3) and larger system of Si(3).
3.3.3

Higher Concentration Doping

Creation of Low Energy Configurations
The Monte Carlo procedure described in section 3.2.3 was utilized to find low
energy configurations of the doped systems with 4, 8, and 16 Al atoms among all the Ti
atoms in the Ti/TiN system, excluding the two layers closest to the vacuum for both phases.
For each of these systems, two initial configurations were generated to determine if the
Monte Carlo procedure generated similar final structures. Figure 3-8(a) and 3-8(b) shows
the energy versus step number for the Monte Carlo procedure for the system with 8 and 16
Al atoms present respectively, while the results for the systems with 4 atoms are given in
Figure B-4 in APPENDIX B. As is apparent from the figures, the energies converge to
similar values within the 50 Monte Carlo steps for the three systems. Figure 3-8(c) also
shows a representative snapshot of the systems with 4, 8, and 16 Al atoms. The Al atoms
do not cluster together to a significant degree but remain rather dispersed. Moreover, Al
atoms are rarely present in the TiN phase or in the M=1 layer, which is expected since AlN
has a different crystal structure than TiN. The overall Hmix for the different systems were
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calculated using Eq. 3-2 and are shown in Figure 3-8(d). The Hmix is most negative for
the system with 8 atoms, but there is a negative enthalpy for all of the systems studied. The
system with 16 Al atoms is consistent with Ti3Al, which is a known alloy [112,113].

Figure 3-8: Energy vs. step in the Monte Carlo minimization scheme with (a) 8 Al and
(b) 16 Al atoms. (c) Snapshot of the system with 16 Al atoms. (d) Enthalpy of mixing
as a function of the number of Al atoms. (e) GSFE barrier height for P=1 as a function
of composition.
The P=1 plane 2D GSFE surfaces were calculated for the lowest energy
configurations found for each of these systems, and the minimum energy paths were
identified. Only the P=1 planes are shown due to the fact that they had the lowest barriers
for the Ti/TiN system. The 2D GSFE results are given in Figures B-5, B-6 and B-7 in
APPENDIX B, and the barrier heights from these are given in Figure 3-8(e). The values
for 1 and 2 dopant atoms were taken from the results described in Section 3.3.2. The GSFE
barriers generally increase with the number of Al atoms, reaching about 75% of the barrier
of bulk Ti at the highest concentration of Al studied. The system with 16 Al atoms, a
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snapshot of which is shown in Figure 3-8(c), is the only one with in which Al atoms were
found to be in the M=1 layer. The discussion in section 3.3.1 supported the idea that having
Al atoms in adjacent layers can destabilize some configurations with respect to others,
increasing the GSFE barrier. This appears to be the case for the system with 16 Al atoms,
which happens to have the highest GSFE barrier. Thus, two mechanisms have been
identified for increasing GSFE barriers with dopants. One of them is destabilizing some
configurations in which Al atoms are adjacent to one another, while the other is drawing
electron density from the ceramic to stabilize the second Ti layer next to the nearest N
layer. These two mechanisms appear to work in concert near the Ti/TiN barrier when 16
Al atoms are present, resulting in the largest increase in GSFE barriers.
3.3.4

Uniaxial Tensile Strength of Undoped and Doped Ti(0001)/TiN(111)

Undoped Ti/TiN
To investigate the atomic-level behavior of the Ti(0001)/TiN(111) interfacial
systems under tension, tensile loading along Z||[0001]Ti||[111]TiN was applied in small steps
until fracture as described in section 3.2.4. The resulting stress-strain plot is shown in
Figure 3-9 along with snapshots of various points along the curve. Under tensile loading,
Ti(0001)/TiN(111) exhibited a double-yielding behavior. Initial straining resulted in linear
elastic deformation along the [0001] axis up to around 8% strain (point B) with C33 =
176.482 GPa, which is close to that of bulk Ti (181 GPa)[114], after which small plastic
behavior was observed until the first yielding. The first yielding occurred at 12.5 % strain
(point C) with complete twinning of the Ti-phase, which resulted in a reorientation of the
Ti atoms in the Ti-phase. The twinned system is denoted as ‘C’ in Figure 3-9. The
orientation relation along the Z axis switches from [0001]Ti||Z to [11̅00]Ti||Z, whereas for
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Y it changes from [11̅00]Ti||Y to [0001]Ti||Y. Twinning under tension has been reported in
previous studies involving single crystal hcp metals [115–117]. Similar double yield point
behavior was observed for Ti(0001) nanopillars, where complete migration of a twin
boundary through the pillars also occurred at 12.5 % strain [118]. After the reorientation
of the lattice, further tension results in second yielding to occur until the strain reaches 20.6
% and the structure breaks off at the P=7 plane as represented by the system denoted with
‘D’ in the figure. The tensile strength measured for the undoped Ti/TiN system was 19.58
GPa. Since this is a single crystal system, this will be much higher than what would be
observed for polycrystalline systems. It should be noted that the original calculations
resulted in the tensile failure occurring between the top two Ti layers (which are fixed) and
the third layer (which is allowed to relax) near the Ti(0001)/vacuum interface. This was
considered an artificial construct as the top two layers kept the original crystal orientation
due to their fixed nature. To remedy this, a third layer was fixed after twinning, to assure
that the break did not occur at the artificially created lattice mismatch.
The partial dislocation movements observed in this work leading to twinning and
fracture are shown in Figure 3-10(a). In this figure, the initial dislocations that occur at
moderate tensile stress are shown with red arrows, which are generally in line with the
stress produced in the system. With increasing tension, another set of partial dislocations
shown with green arrows appear, perpendicular to the overall system’s stress. The result of
these two subsequent dislocations is the reorientation of Ti atoms to the twinned
configuration shown in Figure 3-10(b), which allows the system to yield without immediate
tensile failure.
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Figure 3-9: Stress-Strain relationship of undoped Ti/TiN system under tension. Four
snapshots denoted with A, B, C and D correspond to the points marked in red on the
plot denoted with the same letters respectively. The snapshots are replicated to improve
clarity.
After the first yielding (point ‘C’ in Figure 3-9), further tension triggered the
nucleation of two simultaneous 〈𝑐 + 𝑎〉-partial dislocation movements at approximately
60° angle to each other as shown in Figure 3-10(c). The atoms with the highest
displacement components along Z-direction are in dark purple color, the green arrows show
their displacement vectors (not scaled to original vector lengths). The combination of these
two 〈𝑐 + 𝑎〉-partial dislocation movements leads to a prismatic {101̅0}〈0001〉 slip in the
region encapsulated by red lines, eventually leading to failure. The red zigzag line indicates
the eventual fracture line. At low strain rates, active prismatic double slips forming a 60°
angle were observed for single crystal Ti [118], while for Ti/TiN nanolaminates, growing
〈𝑐 + 𝑎〉-slip activities were credited for a reorientation of the lattice [42].
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Figure 3-10: (a) Original configuration of Ti-phase with dislocation movements that
arise with increasing stress shown with small red and green arrows (b) Twinned
configuration. (c) Two concurrent <c+a> dislocation movement of the Ti atoms; the
red boxed region undergoes a prismatic slip as fracture approaches in the direction
shown with red arrows.
Doped Ti/TiN
The minimum energy configurations found for the Ti(0001)/TiN(111) systems
doped with 4, 8, and 16 Al atoms obtained from the Monte Carlo minimization scheme had
their uniaxial tensile strength calculated and shown in Figure 3-11, along with snapshots
for the system with 4 Al atoms present. Figures 3-11(a) and 3-11(b) demonstrate the
systems immediately before and after facture, respectively. It can be observed that under
tensile loading there is a region of the Ti-phase devoid of Al dopants that has a structure
with a different alignment than the rest of the Ti-Phase ([11̅00]Ti||Z and [0001]Ti||Y). The
regions with Al dopants present retain their original phase ([0001]Ti||Z and [11̅00]Ti||Y),
and tensile failure occurs at the interface between these two phases. Similar snapshots of
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the systems with 8 and 16 atoms present are shown in Figure B-8. With the higher Al
concentrations, no significant region of the system is devoid of Al atoms, and the entirety
of them retains their original phase during tensile loading. Failure for all of the doped
systems occurs away from the Ti/TiN interface, as it does for the undoped system. A
modest increase in yield strength for the doped systems can be observed, but these increases
are relatively small. However, the toughness was compromised in the doped systems. This
is most likely due to the absence of a fully twinned system as seen in the undoped Ti/TiN
that promotes dislocation movement and allows for plastic deformation after the first
yielding.

Figure 3-11: Snapshots of the system with 4 Al atoms immediately (a) before and (b)
after tensile failure. They are replicated to improve clarity. (c) Stress vs. Strain curve
for doped and undoped Ti/TiN systems.

3.4

Conclusion

The influence of doping on the shear resistance of Ti/TiN interfaces were studied
with first principles density functional theory calculations. Al, V and Cr were separately
examined as potential dopants, but Al was the only one that had a negative enthalpy of
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mixing in bulk Ti or Ti/TiN. For bulk Ti, the GSFE barrier height only increased when
Al atoms were in adjacent layers to the slip plane. This coincided with the destabilizing
effect of specific configurations in which Al atoms were in contact with one another. For
undoped Ti/TiN, the N layer near the interface draws electron density away from the
adjacent Ti layers in the Ti-phase weakening their interaction and GSFE barriers. The
presence of Al atoms, which are more electronegative than Ti atoms, draws some of that
electron density back into the Ti phase, leading to an enhancement of the slip resistance in
the process. For higher doping concentrations, a Monte Carlo randomization scheme was
used in conjunction with energy minimization to search for configurations with low
energies. A general correlation between higher Al concentration and higher GSFE barriers
was obtained. The higher barriers were attributed to a combination of more configurations
with Al atoms in contact, in addition to Al atoms drawing some electron density from the
ceramic into the Ti phase.
Uniaxial tension was applied along [0001] direction of the Ti-phase and the
undoped Ti/TiN demonstrated a twinning of the Ti-phase, which resulted in a double
yielding stress-strain behavior and the fracture was brought about by the activation of a
prismatic slip system. The doped systems did not have two yielding in the stress-strain
curve and only the system with 6.25 at % Al showed partial twinning of the Ti-phase.
System with 12.5 at % Al had the highest tensile strength which was 4.2% higher than the
undoped Ti/TiN. Although the doped systems typically had improved tensile strength, the
toughness was compromised because they did not have stable twinned systems that would
allow more dislocation movements after the first yielding for further plastic deformation.
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Among the doped systems, 12.5 at % Al had the largest toughness almost approaching that
of undoped Ti/TiN.
For coatings, there are often three components present: a substrate, often an iron
alloy, the binding metal, and then the ceramic. For our particular work, only the interface
between the binding metal and ceramic is considered. For scratch testing, it is difficult to
elucidate the cause of delamination, as it could be related to the substrate/metal or
metal/ceramic interface. In particular, the previous work that found TiAl/TiAlN to have a
weaker critical load for delamination than Ti/TiN concluded that the origin of this was
likely due to the lower lattice mismatch between substrate and Ti than TiAl [29]. Our
work shows that most of the increase in shear resistance at the Ti/TiN interface can be
realized with relatively low concentrations of Al. This suggests that a lower Al
concentration than used in this previous work [29] that maintains matching between metal
and substrate should further increase the critical load of delamination.

CHAPTER 4
STRENGTHENING OF SEMI-COHERENT METAL/CERAMICS INTERFACES
WITH SUB-NANOMETER INTERLAYERS & DOPING

The contents in this chapter were published in the following journal article: A.S.M.
Miraz, W.J. Meng, B.R. Ramachandran, C.D. Wick, Computational observation of the
strengthening of Cu/TiN metal/ceramic interfaces by sub-nanometer interlayers and
dopants, Appl. Surf. Sci. 554 (2021) 149562 [119].
4.1

Background

Transition metal nitrides such as TiN, have been established as a popular thin film
coating material due to their high hardness, thermal stability, and corrosion resistance
[81,82]. Such properties also qualify TiN as a diffusion barrier for Cu metallization in the
Si-based microelectronic circuits, where TiN is sandwiched between Cu and a Si substrate
[1,2]. In many cases, thin metal interlayers, such as Ti, have also been deposited between
TiN and the substrate to impede crack propagation at the coating/substrate interface [85–
87]. In both forms (metal/ceramic/substrate and ceramic/metal/substrate), the overall
integrity of the multilayered structure is influenced by the adhesive strength of the
metal/ceramic interface. However, promoting adhesion in metal/TiN interfaces, such as
Cu/TiN, remains a challenge that requires novel concepts to be adopted.
One such concept involves ‘doping’ the system with common alloying elements of
the host metal to enhance mechanical properties. Such concepts have guided the
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development of high entropy alloys in which multiple metal components are present at
comparable concentrations [120,121]. For metal/ceramic interfacial systems, the ‘doping’
concept has been studied only for a few cases, such as for Ti/TiN [29,77,104], Al/Ti(N,C)
[8,14,92], Ni/Ni3Al [96–98], Nb/Al2O3 [100], and Ni/YSZ(111) [122]. Previously, we
investigated the strengthening effects of dopant elements Al, Cr, and V on coherent Ti/TiN
interfaces [77]. A general correlation was found between higher shear strength and the
concentration of Al dopant atoms at the Ti/TiN interface, while the enthalpy of mixing of
Cr and V in Ti proved to be positive. Cu/TiN semi-coherent interfaces are characterized by
a weak interfacial strength as compared to many other metal/TiN interfaces, with a shear
strength below 5 MPa [123]. Investigating how interfacial properties can be improved with
doping would be beneficial to the utility of Cu/TiN interfaces in their applications and yield
information for a more general approach towards engineering the mechanical integrity of
metal/ceramic interfaces.
A systematic design of strong metal/ceramic interfaces requires an atomic-level
understanding of the local interactions and geometries in relation to the mechanical
strength. We have carried out computational investigation of the energetics and the shear
strength of clean Cu/TiN systems (will be discussed in CHAPTER 5) and found, in
agreement to the experimental results, that these interfaces exhibit low interfacial strength
[124,125]. Computationally developed doping strategies to strengthen such a weak
interface, if found, may well be expanded to other weak interfaces with different materials.
Moreover, common trends for a wider choice of materials may be inferred by considering
Cu/TiN as a prototype for fcc metal/TiN interfaces.
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In this work, we perform substitutional doping in the most stable Cu(111)/TiN(111)
semi-coherent interfacial systems with Ni, Zn and Sn, three common alloying elements of
Cu. The shear and tensile strengths of the interface were quantified with generalized
stacking fault energies (GSFE), work of adhesion, and tensile stress-strain relationships,
while the effect of doping was analyzed using the charge density and the density of states
at the interfaces.
4.2

Methodology

DFT calculations were performed using the Vienna Ab-Initio Simulation Package
(VASP) package [64]. Generalized gradient approximation proposed by Perdew, Burke
and Ernzerhof (PBE) was used to estimate the exchange-correlation functional [62]. The
Projector Augmented Wave (PAW) pseudopotentials were used for core electrons whereas
the valence electrons were portrayed by a plane wave basis set with a cutoff energy of 400
eV [63]. A Γ-centered 2×4×1 k-point mesh was used for the metal/ceramic systems with
periodic boundary conditions [65]. Finer meshes and higher energy cutoffs were tested
resulting in no significant changes in the cell dimensions or the energy. The inclusion of
spin polarization in the elements studied had insignificant impact on relative energies in
calculations such as energy of mixing and structural relaxation, so it was not considered
further in this work.
4.2.1

Cu/TiN Interfacial Systems
Stable Cu/TiN bi-crystal systems with a semi-coherent interface was established in

our previous work with the work of adhesion as a measure of stability [106]. The most
stable orientation relation found for Cu/TiN is as follows,
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X ∥ [11̅0]Cu ∥ [112̅]TiN ; Y ∥ [112̅]Cu ∥ [11̅0]TiN
Eq. 4-1
and Z ∥ [111]Cu ∥ [111]TiN
This orientation relation has been experimentally observed in other reports as well
[73–76]. For this work, we created Cu/TiN bi-crystal systems with the same orientation
relation. The unit cell length in each planar direction of separately relaxed Cu and TiN
structures are listed in Table 4-1. In order to create an interfacial system with minimal
mismatch within a reasonable size for DFT calculations, the unit Cu(111) cell was
replicated two times in both X and Y, while the unit TiN(111) was replicated three times
in Y only. This resulted in a total of 96 atoms in twelve (111) layers for Cu and 72 atoms
(36 of each species) in six (111) layers for TiN. These two systems are illustrated in Figure
4-1(a) and 4-1(b), respectively, with the vertical black lines enclosing the periodic
simulation cells. The small mismatch left was accommodated at the Cu-phase by stretching
it in X and Y to match the dimensions of TiN-phase. As shown in Figure 4-1(c), the
interface was created by bringing the (111) planes of the two phases, Cu and TiN, together
along the Z direction. TiN(111) has alternating layers of Ti and N in the Z-direction. As
shown in our previous study, the Cu interfacing with the Ti-terminated surface of the
ceramic is more stable than the N-terminated one [106]. Periodic boundary conditions were
applied in all directions and a vacuum space of 15 Å was left along the Z direction to
minimize the interaction of the system with its own periodic images in that direction. This
creates two surfaces with vacuum, one for the metal and the other for the ceramic phase.
The bi-crystal structure was then fully relaxed to obtain the minimum energy of the system.

66

Figure 4-1: (a) Cu and (b) TiN structures with crystal directions corresponding X, Y
and Z axis. The vertical lines mark the boundaries of the periodic simulation cell. (c)
Cu(111)/TiN(111) bilayer structure; the blue shaded boxes enclosing Cu(001) atomic
layers are denoted by M and the planes between these layers indicated with broken red
lines are denoted by P.
Necessitated by their frequent occurrence in our discussion, convenient notations
have been adopted for the (111) atomic layers and the planes between them in the rest of
this paper. The (111) atomic layers stacked in the Z direction are denoted by M and the
planes between these layers are marked by P. As shown in Figure 4-1(c), the metal atomic
layer nearest to the interface is denoted by M=1, and the subsequent layers are identified
with increasing numbers away from the interface. On the other hand, P=0 is assigned for
the interfacial plane where Ti atoms from the TiN phase comes in contact with the M=1
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metal atoms from the metal phase. The next plane, between M=1 and 2 atomic layers, is
indicated by P=1, and so on.
Table 4-1: Unit length along the planar dimensions of Cu(111) and TiN(111).
Surfaces

Planar Dimensions

Unit Length (Å)

X

Y

X

Y

Cu(111)

[112̅]

[11̅0]

4.43

2.56

TiN(111)

[11̅0]

[112̅]

3.01

5.19

4.2.2

Cu/TiN Periodic Units
(X × Y)Cu / (X × Y)TiN
(2×2)Cu / (3×1)TiN

GSFE Calculations and Barrier Height
The GSFE of a crystal plane gives the variation in energy as the total system

undergoes a rigid shear displacement at that plane from one lattice point to another
equivalent lattice point. GSFE plots provide energetic guides for dislocation movement,
which govern a range of mechanical properties such as shear strength [126–128]. To
estimate the resistance to shear at the interfacial region, GSFE calculations were carried
out for the interfacial planes. A GSFE for a given plane, P, is achieved by moving in concert
all the atoms above that plane along the direction of slip, keeping all the atoms below fixed,
as shown in Figure 4-2(b). This displacement is performed in thirty equidistant steps along
the full cell length in the slip direction, which, from our previous study,[106] is X ∥ [11̅0]Cu
as defined in Figure 4-2. After each displacement step, the positions of the atoms were
allowed to relax along the other two directions, Y and Z, and the total energy was
calculated. These energies are plotted against the corresponding displacements to give the
GSFE curve. The magnitude or peak of this plot gives the energy barrier for the shear
displacement. GSFE plots obtained from the minimum energy path on the γ-surfaces of
interfacial planes previously revealed that the chemical interface (P=0 in Figure 4-1(c)) has

68
the lowest GSFE barrier, hence, is the weakest plane under shear loading [106]. So,
increasing the barrier height at the interfacial plane (P=0) by doping is considered
important for improving interfacial shear strength.

Figure 4-2: (a) A schematic of the Cu/TiN system. (b) Shear displacement along X for
GSFE calculations. (c) Tensile stretching along Z for tensile strength calculations with
fixed top and bottom layers (shown in grey shades).
4.2.3

Uniaxial Tensile Stretching and Work of Adhesion
To simulate tensile stretching, the bi-crystal system was stretched in the Z direction,

as shown in Figure 4-2(c), in incremental steps of 0.15 Å until fracture occurred. The top
two Cu layers in the Cu(111) phase and the bottom two layers of the TiN(111) phase had
their Z positions kept rigid while the atoms between these layers were incrementally
displaced along the Z dimension. The total displacement was kept so that the total system
length increased by 0.15 Å in each step. After each displacement step, all atoms except
those in the top and bottom two layers were allowed to fully relax, keeping the cell
dimensions fixed. The atoms in the top and bottom two layers were allowed to relax in the
X and Y dimensions, keeping their Z coordinates fixed. The Z dimension of the simulation
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box was readjusted to make sure at least 10 Å of vacuum was always present. Stress was
calculated by taking the difference of the energy with respect to displacement and then
dividing it by area of the XY plane. If any drastic changes in the structure between two
steps occurred, smaller increments were used between these two steps to observe the
change in greater detail.
The work of adhesion (WoA), which is the energy required to separate a system
into two isolated and relaxed systems, was calculated as a qualitative measure of the
stability and binding. A higher WoA corresponds to stronger and energetically favorable
binding [106,129]. WoA at an interface (or a plane parallel to the interface) was calculated
using the following formula,
WoA = (𝐸1 + 𝐸2 − 𝐸total )/𝐴

Eq. 4-2

where Etotal is the total energy of the whole relaxed system, A is the area of the interface,
E1 and E2 are the relaxed energies of the two isolated systems in contact with vacuum.
4.2.4

Stable Doping Configurations
Ni, Zn and Sn were chosen for substitutional doping in the Cu-phase, since many

Cu alloys have these elements in varied compositions [130]. For initial tests, one interfacial
Cu atom was replaced by one dopant atom in the Cu/TiN systems and the enthalpy of
mixing (Hmix) was calculated. Then, Hmix for exchanging two interfacial Cu atoms with
equal number of dopant atoms, denoted D, were calculated. Such mixing can be expressed
in the following form:
Cu96 Ti24 N24 + 𝑝𝐷bulk → Cu96−𝑝 𝐷𝑝 Ti24 N24 + 𝑝Cubulk .

Eq. 4-3

Where, 𝑝 is the number of dopant atoms exchanged with Cu, and the superscript
‘bulk’ denotes the energy (per atom) of the most stable crystalline systems for Cu or dopant
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D. A negative Hmix is indicative of energetically favorable mixing.

For larger

concentrations of dopants (more than two dopant atoms in our system), the number of
potential configurations become prohibitively large to identify the minimum energy
configurations manually. To remedy this, we adopted a Monte Carlo (MC) randomization
technique which we used for doping the Ti/TiN systems in our previous work [77]. To
maintain sufficient ergodicity in the process, we ran several sets of such MC searches
starting from different initial configurations and checked for convergence to similar
energies and configurations.
4.3
4.3.1

Results and Discussion

Configurations and Energies of Doped Structures
To evaluate the energetic stability of each dopant species at the interface, a single

Cu atom was replaced by a dopant atom at the interfacial layers (M=1 and 2 in Figure
4-1(c)) and the Hmix was calculated according to Eq. 4-2. Doping with a Sn atom in the
interfacial layers yielded positive enthalpies and the resulting structures were not suitable
for interfacial strengthening due to this instability. Hence, Sn was not further considered
for interfacial doping. Negative enthalpies ensued from doping with a single atom of Ni or
Zn at the M=1 and 2 layers, implying that substitution with these two species at the
interface created stable structures. Next, taking these structures with one dopant atom,
another Cu atom from the first two layers was substituted with a dopant of the same species
(Ni, for the Ni-doped structure and Zn, for the Zn-doped structure). This resulted in more
negative enthalpies as shown in Table 4-2, where the calculated Hmix for each
configuration are listed.
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Table 4-2: Hmix for different dopant species. For two dopant atoms, the numbers inside
the parentheses indicate the layers, M, at which individual dopant atoms are located.
Dopant

Location of Dopants

Species

(in layers, M)

Ni

Zn

Sn

Hmix (eV/atom)

(1)

-0.33

(2)

-0.04

(1,1)

-0.66

(1,2)

-0.36

(1)

-0.30

(2)

-0.26

(1,1)

-0.62

(1,2)

-0.55

(1)

0.29

To find the low energy structures at higher dopant concentrations, an MC procedure
outlined in our previous work was employed [77]. Derived from actual Cu-Zn alloy
compositions, we chose two specific concentrations of Zn for doping in to the Cu-phase,
which are 5 and 20 mol % [130]. For the system with 96 Cu atoms, exchanging Cu atoms
with 5 dopant atoms (Ni or Zn) roughly translate to the dopant concentration of 5 mol %.
Similarly, a 20 mol % dopant composition is achieved by replacing 20 Cu atoms with the
dopant atoms. Since Cu-Ni is an isomorphous alloy with complete solid solubility between
Cu and Ni atoms [131,132], the same concentrations as Zn was chosen for more direct
comparisons. Two separate MC runs were initiated for each dopant concentration to test if
they converge to similar configurations and energies.
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Figure 4-3: Snapshots of Cu/TiN doped with Zn at (a) 5 mol % and (b) 20 mol %. (c)
Cu/Ni(Monolayer)/TiN and (d) Cu/Ni(Bilayer)/TiN systems. (e) Enthalpy of mixing for
different dopant concentrations of both species.
At both compositions studied, the Zn atoms were dispersed throughout the Cuphase approaching an ideal random solid-solution as shown in Figure 4-3(a) and 4-3(b).
Ni, on the other hand, segregated at the interface for both compositions (5 and 20 mol %).
Guided by this MC result, we formed a system with a single layer of Ni at the interface,
which amounts to a Ni concentration of 8 mol %. This was done by replacing all the Cu
atoms at the interface (eight atoms) with eight Ni atoms, as shown in Figure 4-3(c). The
Hmix for both Zn and Ni at the different compositions are shown in Figure 4-3(e). The
system with a monolayer of Ni between Cu and TiN gave the lowest energy configuration
at the corresponding dopant concentration of 8 mol %. When two Cu layers were replaced
with Ni (16 mol %, see Figure 4-3(d)), Hmix became slightly more negative. Again, this
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system with two Ni interlayers resulted in the lowest energy configuration at the
corresponding dopant compositions (16 mol %), confirming that the Ni segregation at the
Cu/TiN interface is favorable. Replacing three or more Cu layers with Ni resulted in Hmix
becoming slightly less negative, showing that replacing two Cu layers with Ni is the most
energetically favorable configuration within the range of dopant concentrations considered.
On the other hand, Hmix becomes more negative when adding Zn atoms through 20
mol %.
4.3.2

Ni-Doped Configurations
Ni or Zn
We use the notation 𝑆(description)
to indicate different doped configurations from

this point forward. The superscript denotes the dopant species (Ni or Zn) used in the
configuration and the subscript gives a unique description of the configuration in terms of
dopant location (M, in Figure 4-1(c)) or dopant concentration. In case of Ni interlayers
inserted at the Cu/TiN interface (as discussed in the previous section), the subscript only
Ni
mentions the number of layers inserted. For instance, 𝑆(bilayer)
implies that the
Zn
configuration has two layers of Ni inserted at the interface (Figure 4-3(f)), 𝑆(1,1)
refers to
Zn
the configuration doped with two Zn atoms both at M=1 layer and 𝑆(5
%) suggests the

configuration with 5 mol % Zn as shown in Figure 4-3(b).
Shear Resistance
As mentioned earlier, the weakest plane in the undoped systems is at the Cu/TiN
interface with TiN (P=0 in Figure 4-1(c)). To evaluate whether Ni doping strengthens the
shear resistance of this plane, GSFE calculations described in section 4.2.2 were carried
out at the interface with TiN. Figure 4-4(a) shows the GSFE plots along 𝑋 ∥ [11̅0]Cu for
some of the Ni-doped systems compared to the undoped system, 𝑆(undoped) . The GSFE
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plots are characterized by three local minima along X, and the global minimum only repeats
after sampling the whole length of the simulation box in X. The highest peak from these
GSFE plots represent the energy barrier for shear displacement. Such barrier heights were
extracted from GSFE plots of all the Ni-doped systems discussed in section 4.3.1. and are
plotted as functions of dopant concentration in Figure 4-4(b). In comparison to the undoped
system, the barrier heights increase slightly in configurations that have one and two Ni
Ni
Ni
atoms at the interfacial layer M=1, represented as 𝑆(1)
and 𝑆(1,1)
, respectively. With a

monolayer of Ni between Cu and TiN, the P=0 plane, which is now the interface between
Ni and TiN, has a significantly higher barrier height, such that it surpasses the barrier height
between two Cu layers in bulk Cu. The bulk Cu barrier is shown with dotted lines in Figure
4-4(b). A Ni bilayer inserted between Cu and TiN exhibits the highest barrier height at
P=0, while more interlayers reduce the barrier from this maximum.

Figure 4-4: (a) GSFE along X || [1-10]Cu along for P=0 of Cu/TiN systems doped with
Ni at different compositions. (b) Maximum barrier height as a function of mol % of Ni.
In the comparison of barrier heights shown in Figure 4-4(b), only the barrier heights
at the interfaces with TiN (P=0) were considered. However, the introduction of Ni
interlayers between Cu and TiN creates another hetero interface which is between Cu and
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Ni. For the 𝑆(Bilayer) configuration, this Cu/Ni interface occurs at P=2 plane as shown in
Ni
Figure 4-5(a). We tested the barrier heights of P=0-4 planes for the 𝑆(bilayer)
configuration

and compared the results with undoped system in Figure 4-5(b). Evidently, the interfacial
Ni
planes P=0-2 have much higher barrier in 𝑆(bilayer)
compared to the undoped system.
Ni
Within the 𝑆(bilayer)
system, the planes in contact with Ni have much higher GSFE barriers

than bulk Cu. Only after being one or more layers away from the Ni layers (P=3 and 4)
does the GSFE barrier approach bulk Cu. Furthermore, it can be observed that the lowest
GSFE barrier, by far, is at the Cu/TiN interface (P=0) for the undoped system, and
sandwiching Ni in between these interfaces results in an order of magnitude increase in the
lowest interfacial GSFE barrier.

Figure 4-5: (a) Interfacial planes marked with P for S(Undoped) and SNi(Bilayer)
configurations, and (b) barrier heights at these interfacial planes in comparison with the
bulk Cu.
Tensile Strength
As outlined in section 4.2.3., the stress-strain relations under uniaxial tensile
loading were evaluated for the systems doped with Ni. In Figure 4-6(a), stress vs. strain
plots for three Ni-doped configurations are compared with the undoped systems until
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fracture occurs. There is an increase in both the stress as a function of strain, and the extent
of strain before fracture when Ni doping is present. For the 𝑆(All Ni) case, there is a very
large increase in stress as a function strain, which is likely due to the fact that Ni has a
much higher elastic modulus than Cu [133]. As shown in Figure 4-6(b)-(e), Ni-doped
systems mostly break-off between the first and second Cu layers under tensile loading. For
instance, in the undoped system shown in Figure 4-6(b), this break-off plane is at P=1
Ni
whereas for the 𝑆(bilayer)
system in Figure 4-6(d), it is P=3. The maximum stress before

fracture as a function of Ni content is given in Figure 4-6(f). Consistent with the stress vs.
Ni
strain plots, the 𝑆(Bilayer)
has the highest tensile strength among the Ni-doped systems,

while the 𝑆(All Ni) system has the highest tensile strength of all the systems studied. From
Ni
the results above, the 𝑆(Bilayer)
system offers the best option for overall strengthening of

the interface among the Cu/TiN systems doped with Ni, with the highest GSFE barrier
along with the highest tensile strength.
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Figure 4-6: (a) Stress vs. strain plot and (b-e) snapshots immediately after fracture for
four configurations (one undoped and three Ni-doped). (f) Maximum strength at
different Ni compositions.
Ni
As stated, both 𝑆(Undoped) and 𝑆(Bilayer)
fractured at the plane between the first two
Ni
Cu layers under tensile loading, which is at P=1 for 𝑆(Undoped) and P=3 for 𝑆(Bilayer)
(see

Figure 4-6). To better understand the energetics of this, the WoA is compared between the
Ni
𝑆(Undoped) and 𝑆(Bilayer)
systems in Figure 4-7. Consistent with where tensile failure
Ni
occurs, the WoA is weakest at P=1 for 𝑆(Undoped) . For 𝑆(Bilayer)
, since the WoA in the P=3

layer is slightly larger than for P>3, it shows that WoA isn’t an exact descriptor for where
tensile fracture occurs. For this system, the best indicator of where tensile fracture occurs
is where the WoA has a large reduction that approaches the minimum WoA.
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Figure 4-7: Work of adhesion at interfacial planes for S(Undoped) and SNi(Bilayer).
Electronic Analysis
To understand the strengthening mechanism of the Ni interlayers, we examined the
electron density of the systems provided by DFT calculations. For metal-metal bonds, the
minimum electron density in between them can provide a qualitative estimate of the
bonding strength with higher magnitude implying stronger binding and resistance to shear
[106]. The average electron density for the Cu/TiN systems, 𝜌(z), was calculated as a
function of position in the 𝑍 ∥ [111]Cu ∥ [111]TiN direction. This plane-averaged electron
min
density, 𝜌(z), was then scaled by (𝜌bulk
), the minima of the plane-averaged electron density

calculated similarly along 𝑍 ∥ [111]Cu for bulk Cu. Figure 4-8(a) gives a comparison of
min
this normalized electron density 𝜌(𝑧)/𝜌bulk
, as a function of Z position for the 𝑆(Undoped)
Ni
and 𝑆(Bilayer)
systems, along with snapshots of the systems showing electron density

isosurfaces. The location of the P=1, 2 and 3 planes in the plot are marked by red dotted
lines, which are vertically extended and aligned to the corresponding planes in the
snapshots below. The normalized densities in Figure 4-8(a) have a few subtle features that
are important in our analysis: (a) the TiN electron density appears to be unaffected by the
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presence or absence of the interfacial Ni bilayer, (b) the extra electron in Cu [3d104s1]
compared to Ni [3d84s2] is reflected in the larger electron density peaks for the undoped
min
system, (c) the minima in 𝜌(𝑧)/𝜌bulk
are deeper at P = 0 and 1 in the undoped system

compared to the doped one, and (d) the Ti-Ni distance at the interface is smaller in the
bilayer system than the Ti-Cu distance in the undoped system. The shallower density
minima at P = 0 and P = 1 for the Ni bilayer system suggests that the presence of the Ni
increases the electron density at the interface, leading to the increased shear resistance in
between metal layers due to their “glue-like” behavior [106].
The increase in interfacial electron density is more readily apparent in Figure
4-8(b), which compares the electron density minima as a function of layer for the
Ni
𝑆(Undoped) and 𝑆(Bilayer)
systems. For the undoped system, the electron density is the

lowest at the interface P=0, where the GSFE barrier height is the smallest, and steadily
Ni
increases with P until it approaches that of bulk Cu. In contrast, the 𝑆(Bilayer)
electron

densities at P=0-2, where Ni atoms are present, are significantly higher than in bulk Cu.
For P=3-4, the electron densities are very similar to that for bulk Cu. Overall, there is a
correlation between the barrier heights of the interfacial planes (P=0-4) plotted in Figure
4-5(b) and the electron density for the same planes in Figure 4-8(b). This suggests that Ni
interlayers increase the resistance to shear at Cu/TiN interfacial region by increasing the
electron density between the (111) atomic layers in this region.
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Figure 4-8: (a) Plane-averaged electron density as a function of z positions in S(Undoped)
and SNi(Bilayer) along with the snapshots of the electron density isosurfaces. (b) Average
electron density in the planes (P) between the metal layers.
The increased interfacial electron density with Ni bilayers may be due to
differences in electron transfer between the interfacial layers of the 𝑆(Undoped) and
Ni
𝑆(Bilayer)
systems. To better understand this, the partial density of states (PDOS) of the

unoccupied s and d-orbitals (i.e., states above the Fermi level EF) for all interfacial Ni and
Cu atoms were calculated along with their values when the same number of Ni or Cu atoms
are in their respective intrinsic bulk systems. The PDOS was calculated by sampling the
energy band in ~ 3 meV intervals and using the tetrahedron method with Blöchl corrections
[134] for smearing with 6×12×2 k-points. The PDOS are given in Figure C-1 in
APPENDIX C. To compare interfacial Cu and Ni PDOS for s and d-orbitals with their
intrinsic bulk values, the difference between the total number of unoccupied orbitals of a

81
particular type (4s or 3d) of interfacial Cu and Ni atoms with their respective bulk values,
Unocc.
Unocc.
∆Unocc. T = TInterface
− TBulk
, are given in Table 4-3. These totals are proportional to the

area under the PDOS curves shown in Figure C-1. Negative values coincide with a
decrease in the number of unoccupied states for a specific orbital. In other words, the more
negative a value, the more unoccupied states that are filled when the atoms are brought in
contact with TiN.
Table 4-3: Difference in the total number of unoccupied orbitals of a given type (see text)
of interfacial atoms from their respective bulk atoms.
Interfacial Atoms

Cu

Ni

Systems

𝑆(Undoped)

Ni
𝑆(Bilayer)

Orbital

3d

4s

3d

4s

∆Unocc. T

−822.7

−515.1

−1961.4

−224.1

These results show that contact with TiN decreases the number of unoccupied states
in both Cu and Ni, but the effect is more significant in the case of Ni. Considerations of
atomic electronic configurations are useful in understanding this result. Interfacial Cu
atoms have both their 4s and 3d orbitals filled to a similar degree in comparison with bulk.
Ni, though, has a factor of ten increase in the number of filled 3d orbitals in comparison to
4s. Moreover, the total number of states filled is significantly higher for Ni than Cu, in
comparison with their respective bulk values. The ground state electron configuration for
the valence electrons of Cu is 4s13d10 [135], which primarily provides an unoccupied 4s
orbital to accept an electron from interfacial Ti. On the other hand, Ni has a configuration
of 4s23d8, which provides two 3d states to be filled. The increase in occupancy of the 3d
orbitals for Ni should have two consequences that increase binding with Ti. The first is
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having more available electrons for bonding, which is consistent with the electron density
results in Figure 4-8. Second, the bonding will have more 3d orbital character for Ni, which
is more compact than the 4s orbital that is more prevalent for Cu. This is consistent with
the observation made above in the context of Figure 4-8(a) —that the Ti-Ni distance at the
interface is smaller in the bilayer system than the Ti-Cu distance in the undoped system—
and is reflected in the average distance between interfacial Ni and Ti atoms of 2.08 Å,
compared to the average distance between interfacial Cu and Ti atoms of 2.24 Å.
4.3.3

Zn-Doped Configurations
For Zn-doped configurations, the GSFE at the weakest layer (P=0) were calculated

and plotted against 𝑋 ∥ [11̅0]Cu as was done for the Ni-doped systems. The detailed GSFE
plots are shown in Figure C-2. Barrier heights obtained from the GSFE curves are plotted
as a function of Zn dopant concentration in Figure 4-9(a). As can be observed, there is a
direct correlation between barrier height and Zn concentration. At 5 mol % concentration
and higher, the barrier height exceeds that of bulk Cu. Within the range of Zn-doped
systems studied, the highest barrier is 0.218 J/m2 at 20 mol % Zn, which is close to the
barrier height for the Ni-doped configuration at a similar dopant composition (0.227 J/m2).
The stress vs. strain plots for the Zn-doped configurations are shown in Figure C-3. Figure
4-9(b) gives the tensile strength as a function of Zn-doping. In contrast to what is observed
for GSFE barriers, the tensile strength inversely correlates with Zn concentration. Both
Zn-doped systems broke off at P=1 as occurred for the undoped system. In summary, Zndoping increases the GSFE barriers, but decreases tensile strength.
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Figure 4-9: (a) Barrier height and (b) maximum strength at different Zn compositions.
(c) Average Bader charge per atom for each metal layer in the system with 5 mol % Zn.
Snapshots of the interfacial Cu and Ti layers viewed from Z-direction, corresponding
to the (d) minimum and (e) maximum energy configurations in the GSFE plot for 5 mol
% Zn-doped system.
To understand the role of Zn in increasing the GSFE barriers, the following analysis
can be used. Highly electronegative nitrogen atoms (3.04 on the Pauling scale) induce net
positive charges on the interfacial Ti atoms in TiN. Interfacial Cu atoms next to the Ti
atoms carry small negative charges due to the difference between the electronegativities of
Ti and Cu (1.54 vs. 1.90, respectively) [136]. This is confirmed by analysis of layeraveraged Bader charges [109,110] in Figure 4-9(c), which shows that the interfacial Ti
layer (denoted by M = –1) has a net positive charge of 1.32e/atom, whereas the Cu layer
(M=1) next to Ti carries a net negative charge of −0.28e/atom. Zn has a lower
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electronegativity (1.65) than Cu (1.90) [136], which results in Zn having a more positive
charge.
Due to electrostatics, the more positively charged Zn atoms will have weaker
interactions with interfacial Ti atoms than Cu. This weakens the overall interactions with
interfacial Ti with Zn-doped Cu than undoped Cu, which should decrease their tensile
strength. On the other hand, the GSFE barriers increase with Zn doping. Evaluating the
GSFE plot (Figure 4-2(b)), the minimum energy configuration will have Zn in the “hole”
position, where its location is relatively far away from neighboring Cu atoms (see Figure
4-9(d)). At the GSFE barrier (see Figure 4- 9(e)), the Zn atom approaches an interfacial Ti
atom, where its positive charge will have a greater effect on the interaction than in the hole
position. As a consequence, while the minimum energy configuration of Zn-doped Cu has
weaker interactions with TiN than undoped Cu, the GSFE barrier configuration will have
an even greater impact from Zn doping due to the proximity of Zn to interfacial Ti. This
leads to a greater difference in energy between the two configurations, leading to a larger
GSFE barrier.
4.4

Conclusion

First principles DFT was used to study the impact of doping Cu/TiN metal/ceramic
interfaces with Ni, Zn and Sn. Guided by enthalpies of mixing and aided by a MC
procedure, it was found that substitutional doping of interfacial Cu atoms with Ni and Zn
created stable structures, while this was not the case for Sn. Ni segregated at the interface
forming interlayers between Cu and TiN, while Zn dispersed throughout the system
yielding a solid solution. Energy barriers to shear displacement and maximum tensile
strength were calculated in each case as measures of the interfacial strength. Incorporating
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Ni interlayers at the interface significantly increases both, while Zn-doping improved the
resistance to shear but decreased the tensile strength.
Among the Ni-doped configurations, an interlayer consisting of two atomic layers
of Ni inserted between the Cu and TiN was the most stable. This configuration also had
the highest barrier to shear at the interface and the largest tensile strength. Acting as
‘electron glue’ at the interface, these Ni atomic layers increased the interfacial electron
density and reduced the interplanar distance, raising the barrier to shear much higher than
the undoped system. The enhancement in electron density is linked to the availability of
two 3d states in Ni compared to one 4s state in Cu, which allows more electrons to bond
with Ni. Moreover, this Ni bonding of predominantly 3d-orbital character is radially more
compact than the 4s-orbital bonding in Cu, reducing the interfacial distance with Ti.
Although shear strength increases with Zn-doping, the tensile strength decreases
significantly. This was linked to weaker interactions between Zn and Ti atoms. The weaker
Zn/Ti interaction caused weaker binding overall at Zn-doped Cu/TiN interfaces. However,
at the GSFE barrier, Zn atoms came in closer contact with Ti than in the minimum energy
configuration, creating a larger difference in energy between GSFE barrier and minimum
energies, causing the overall GSFE barrier to increase. Our results indicate that sub-nm Ni
interlayers deposited between Cu and TiN may enhance the overall mechanical integrity of
the Cu/TiN interface, a conclusion remaining to be tested through experimentation.

CHAPTER 5
DEVELOPMENT & APPLICATION OF INTERATOMIC POTENTIAL
MODELS FOR MOLECUALR DYNAMICS SIMULATION OF
METAL/CERAMIC INTERFACES

The contents in this chapter have been published in the following journal articles:
A.S.M. Miraz, N. Dhariwal, W.J. Meng, B.R. Ramachandran, C.D. Wick,
Development and application of interatomic potentials to study the stability and shear
strength of Ti/TiN and Cu/TiN interfaces, Mater. Des. 196 (2020) 109123 [125].
X. Zhang, S. Shao, A.S.M. Miraz, C.D. Wick, B.R. Ramachandran, W.J. Meng,
Low temperature growth of Cu thin films on TiN(001) templates: Structure and energetics,
Materialia. 12 (2020) 100748 [124].
5.1

Background

A diverse array of metal/ceramic interfaces have been studied by both experimental
and computational researchers over the last two decades [12,13,19,28,32,79,80]. TiN, in
particular, is often the coating of choice in environments involving high temperatures and
pressures due to its high hardness and low thermal conductivity [81,82]. However, Ti/TiN
is characterized by weak interactions near the interface that leads to unstable shear-off [61].
For Cu/TiN interfaces, which are commonly found in the metallization of microelectronic
circuits, promoting strong interfacial adhesion remains a challenge [137,138].
While there are reports of interatomic potentials for several unary and binary
systems of Cu, Ti and N [139–143], to the best of our knowledge, there is no interatomic
86
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potential model available for all three together. To describe the interactions between these
elements with a common mathematical formalism is a challenging task because of their
widely varying physical characteristics, manifested in the differences in crystal structure
and phases formed. The modified embedded atom method (MEAM), originally developed
by Baskes et al. [144–146], is a semi-empirical interatomic potential that improves upon
the older embedded atom model [147] by incorporating the angular dependency to the host
electron density. In a later modification to the MEAM, the interaction between atoms were
extended to the second nearest neighbors for a better description of BCC metals [148–150].
These potentials have been used to describe a variety of unary, binary, and ternary alloys,
along with TiN interactions [140,141,148,149,151]. The lack of interatomic potential for
CuTiN can be addressed by building new MEAM potentials that closely follow the relevant
physical properties of the constituent elements and their alloys.
In this work, MEAM potentials for pure Cu and Ti, along with CuTi, TiN, CuN,
and CuTiN systems were developed with a focus on metal/ceramic interfaces. The new
model was then applied to energy calculations and shear loading simulations on Ti/TiN
and Cu/TiN bilayer systems with approximately 10 nm thickness in different interfacial
coherency and misfit scenarios. The new model was further utilized to gain insights into
the role of energetics in the selection of orientation relation when Cu is grown at low
temperature on TiN(001) templates, complementing the experimental findings in this
regard.
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5.2
5.2.1

Methodology

MEAM Formalism
The mathematical details for the MEAM formalism are well established and not

within the scope of this text [145]. Briefly, the total energy of a system is given as,
1
𝐸total = ∑ [𝐹𝑖 (𝜌̅𝑖 ) + ∑ 𝑆𝑖𝑗 𝜑𝑖𝑗 (𝑅𝑖𝑗 )]
2
𝑖

Eq. 5-1

𝑖≠𝑗

where 𝐹𝑖 is the embedding function, and 𝜑𝑖𝑗 is the pair potential for atoms i and j,
separated by a distance, 𝑅𝑖𝑗 . 𝑆𝑖𝑗 is the many-body screening function and is limited by the
𝐶𝑚𝑖𝑛 and 𝐶𝑚𝑎𝑥 parameters. The background electron density 𝜌̅𝑖 is composed of s, p, d and
f partial electron density contributions combined by adjustable weighting factors
(ℎ)

(𝑡𝑖 , h=0-3) [151]. The atomic electron density associated with each partial electron
density have the following form,
𝜌𝑎(ℎ) = 𝜌0 exp [−𝛽 (ℎ) (𝑅 ⁄𝑟𝑒 − 1)]

Eq. 5-2

where 𝜌0 is the atomic electron density scaling factor, 𝛽 (ℎ) are adjustable decay
lengths and 𝑟𝑒 is the nearest-neighbor distance in the reference structure. The functional
form of embedding function is given by,
𝐹(𝜌̅𝑖 ) = 𝐴𝐸𝐶 (𝜌̅ ⁄𝜌̅ 0 )ln (𝜌̅ ⁄𝜌̅ 0 )

Eq. 5-3

where A is an adjustable parameter, 𝐸𝐶 is the cohesive energy, and 𝜌̅ 0 is the
background electron density of the reference structure. The pair potential is not assigned a
functional form, but is obtained from the known values of total energy per atom and the
embedding energy of the reference structure. The total energy per atom as a function of
nearest neighbor distance, R, is calculated using Rose’s universal equation of state given
by [152],
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𝐸𝜇 (𝑅) = 𝐸𝐶 (1 + 𝑎 ∗ + 𝑑𝑎∗ 3 )𝑒 −𝑎

∗

Eq. 5-4

where 𝑎∗ = 𝛼(𝑅 ⁄𝑟𝑒 − 1) and 𝛼 = (9𝐵Ω⁄𝐸𝐶 )1⁄2 , 𝐵 is the bulk modulus, Ω is
equilibrium atomic volume, and 𝑑 is an adjustable parameter.
For pure elements, the MEAM formalism has 15 adjustable parameters. As evident
from Eq. 5-4, four of these parameters (𝐸𝐶 , 𝑟𝑒 , 𝛼 and 𝑑) are associated with the universal
equation of state. There are eight parameters for electron density which are the exponential
(0)

(1)

(2)

(3)

decay lengths 𝛽 (ℎ) , (ℎ=0-3) and the weight factors 𝑡𝑖 , 𝑡𝑖 , 𝑡𝑖 and 𝑡𝑖 . The embedding
function has one parameter, 𝐴, and the many-body screening function has two parameters,
𝐶𝑚𝑖𝑛 and 𝐶𝑚𝑎𝑥 .
For binary alloys, 13 independent model parameters must be defined in addition to
the ones for the pure elements [139,153]. Like the pure elements, there are four parameters
(𝐸𝐶 , 𝑟𝑒 , 𝛼 and 𝑑) related to the universal equation of states applied to the binary reference
structure. When determining the many-body screening factors, 𝑆𝑖𝑗 , up to three different
atom types need to be taken into account. As a consequence, multiple 𝐶𝑚𝑖𝑛 and 𝐶𝑚𝑎𝑥
parameters are considered. These include four of each (eight total) for binary interactions
and an additional three of each (six total) for ternary interactions [151,154]. The other
parameter is the atomic electron density factor, 𝜌0 .
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5.2.2

Algorithm for Parameter Fitting

Figure 5-1: Minimization procedure used for a given parameter set.
In order to fit the MEAM parameters to a set of properties obtained either from
experimental results or DFT (in the case of the unavailability of the former), an in-house
python code was developed as outlined in Figure 5-1. The array of parameters {} were
optimized using a simple minimization procedure in conjunction with a genetic algorithm.
At the start of each minimization cycle, a specific MEAM parameter, i, was chosen
randomly. There was a pre-set maximum displacement i for each parameter, i, typically
up to 10% of its absolute value. Four trials were created for the randomly selected
parameter by choosing five equidistant values spanning from (i − i) to (i + i). The
properties were calculated for each trial, ρtrial
, and compared with their target values
𝑗
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target

obtained from DFT/experiment, ρ𝑗

. Then, the mean squared objective function,

𝐽trial (Θ𝑖 ), in Eq. 5-5 was calculated for each of the four trials,
target 2

𝐽trial (Θ𝑖 ) = ∑ ω𝑗 × (ρtrial
− ρ𝑗
𝑗
𝑗

)

Eq. 5-5

where ω𝑗 is an arbitrary weight assigned to each property, j. This function is
summed over all the properties, and the trial with the minimum value of 𝐽trial (Θ𝑖 ) was
accepted. When a trial was accepted, the i for that parameter was increased. If none of the
four produced a smaller 𝐽trial than the original value, no changes occurred, and the i for
that parameter was decreased.

Figure 5-2: Genetic Algorithm used to find the optimum parameter set.
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The minimization scheme discussed above converges quickly for any given
parameter set. However, it is prone to stagnation in local minima for the parameters. To
address this, a genetic algorithm was used in conjunction with the minimization scheme
that allows for a search through a broader spectrum of parameter space. Figure 5-2 outlines
the genetic algorithm used for this work. Six parameter sets, denoted by S1, S2, S3, S4, S5
and S6, were simultaneously optimized as described in Figure 5-1 for 50 cycles each.
Parameter sets from existing models as well as sets that were randomly generated made up
the initial six sets. After 50 minimization cycles, the parameter set with the smallest value
of 𝐽 was selected as Smin. Sets having 𝐽 values larger than 10 × 𝐽𝑚𝑖𝑛 (cost function of Smin)
were destroyed. Also, parameter sets that were close to the parameters of Smin, (their mean
squared difference being within a cut-off of 0.1) were also destroyed.
The destroyed sets were substituted by new sets created either by mating or
mutating surviving sets. Two sets were mated by taking the average of their  parameters,
while mutations were done by randomly modifying Smin up to ±20 % to create new sets of
parameters. For instance, if three sets survived, two new sets were created by mating, and
one created by mutation. At least 20 such genetic algorithm cycles (1000 total minimization
cycles) were run, and the parameter sets often converged to very small values of 𝐽.
5.2.3

Parameter Optimization for this Work
For the present work, the parameter set for pure N were taken from Lee et al.

without modification [139]. Parameters for pure Ti and Cu were taken from existing
literature as initial values [141,142] along with five additional sets, each randomly modified,
to start the fitting procedure outlined in section 5.2.2. Among the fifteen parameters
discussed above for pure elements, cohesive energy (𝐸𝐶 ) and nearest-neighbor distance
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(𝑟𝑒 ) of the reference structure were taken from available experimental values, 𝑑 is fixed to
(0)

zero for a simpler version of Rose equation [152], 𝑡𝑖

is set to unity at equilibrium without
(1)

(2)

(3)

loss of generality. Eleven parameters (𝛼, 𝛽 (0) , 𝛽 (1) , 𝛽 (2) , 𝛽 (3) , 𝑡𝑖 , 𝑡𝑖 , 𝑡𝑖 , 𝐴, 𝐶𝑚𝑖𝑛 and
𝐶𝑚𝑎𝑥 ) were fit to several physical properties of the pure elements (more on these physical
properties in section 5.2.4.).
Once the pure elements were parameterized with satisfactory reproduction of the
physical properties, those parameters were used for modeling the binary alloys. Eleven
binary parameters (four 𝐶𝑚𝑖𝑛 and four 𝐶𝑚𝑎𝑥 , 𝛼, 𝐸𝐶 , 𝑟𝑒 ) were adjusted in this work for each
binary combination. For TiN and CuN binary alloys, NaCl-type reference structures were
considered, while for CuTi a B2-type structure was taken as reference, and the parameters
associated with the reference structures (𝛼, 𝐸𝐶 , 𝑟𝑒 ) were fit as well. For CuTiN ternary
systems, three additional 𝐶𝑚𝑖𝑛 and 𝐶𝑚𝑎𝑥 parameters were fit to the physical properties of
Cu/TiN metal/ceramic systems.
5.2.4

Calculation of Properties
The pure elements were fit to physical properties such as lattice constants, elastic

constants, monovacancy formation energy (Evac), surface energies (ES), solid density at 298
K (ρ298K), energy ratio of different phases (E/E0) with respect to the minimum energy phase
(E0), and generalized stacking fault energies (GSFEs) along different planes. The binary
and ternary parameters were also fit to a range of properties, namely lattice constants and
enthalpies of mixing (∆mix 𝐻) of different phases, surface energies (ES), elastic constants,
work of adhesion (WoA), and GSFEs of specific interfaces. The experimentally available
values for these properties were obtained and set as target values for fitting. In cases where
a property value was not readily available from experiment, the DFT-calculated values
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were used as target values for fitting. Evac were calculated by removing one atom from a
system. For surface energy calculations, the box for bulk systems were elongated in the
direction normal to the surface of interest, creating two vacuum/solid interfaces. 𝐸S was
given by,
𝐸S = (𝐸Slab − 𝐸Bulk ) ⁄(2 × Area)

Eq. 5-6

where, 𝐸Slab and 𝐸Bulk are the energies of the system with vacuum/solid interface
and the bulk system, respectively. The ∆mix 𝐻 for binaries were calculated as follows,
∆mix 𝐻 = (𝐸total − 𝑛𝜀a − 𝑚𝜀b )⁄(𝑛 + 𝑚)

Eq. 5-7

where, 𝐸total is the energy of a system with 𝑛 number of 𝑎 type atoms and 𝑚
number of 𝑏 type atoms. 𝜀a and 𝜀b are the energy per atom for 𝑎 and 𝑏 type atoms in their
bulk structures. The WoA for metal/ceramic interfaces were obtained using the following
formula,
WoA = (𝐸𝑚 + 𝐸𝑐 − 𝐸𝑚𝑐 )/area

Eq. 5-8

where 𝐸𝑚 , 𝐸𝑐 and 𝐸𝑚𝑐 are the optimized energies of the relaxed metal, ceramic and
metal/ceramic combinations, respectively.
The GSFE for a particular glide plane (denoted P) was mapped out by moving all
the atoms above the plane in concert in the X and/or Y directions, while fixing all the X
and Y atomic positions below. Such movements were carried out along X and Y in 10
steps, covering up to half the cell length in both directions. The 10×10 points sampled
inside a quadrant of the surface area in this manner, were then replicated in X and Y
corresponding to the symmetry of the atomic positions at the plane. For each of the 100
configurations, an energy minimization was performed by allowing atomic positions to
relax in Z while fixing their X and Y positions. Interfaces that had more complex symmetry
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in atomic positions required a different fraction of the area (than just a quadrant) to be
replicated to produce a full GSFE surface. Once the full GSFE was mapped out, the
minimum energy path was identified along the X direction. Further details are in our
previous work [60,77].
DFT calculations
DFT calculations were performed using the Vienna Ab-Initio Simulation Package
(VASP) package using the Perdew, Burke and Ernzerhof (PBE) generalized gradient
approximation for the exchange-correlation functional [62–64]. The Projector Augmented
Wave (PAW) pseudopotentials were used for core electrons [63,64], and the valence
electrons were expanded by a plane wave basis set with a cutoff energy of 400 eV. The
Monkhorst-Pack scheme was used for sampling the k-point of the plane wave basis in the
first Brillouin zone [65]. ES, Evac, ∆mix 𝐻, E/E0, elastic constants, WoA, and GSFEs were
calculated using DFT. The values obtained from DFT that were used for fitting are listed
in the section 5.3. The DFT systems were generally limited to 200 atoms due to the large
computational cost associated with systems larger than that.
Details of calculations for MEAM potential fitting
The MD calculations with MEAM potentials were carried out using the LAMMPS
package [155]. Structural relaxation and energy minimization were performed in
evaluating ∆mix 𝐻, lattice and elastic constants, Evac, ES, and WoA calculations. In order to
facilitate a convenient comparison between the energies of different surfaces of a particular
element/alloy, the size of the systems was kept close to one another both in terms of number
of atoms and length of X and Y dimensions. For solid density calculations of pure metals
at 298 K, systems having more than 250 atoms were used. We also carried out a calculation
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for a larger system with 6500 atoms and no significant changes in the results were observed
with systems larger than that. These calculations were carried out for 20 ps with a 1fs
timestep, and performed in the NPT ensemble with the temperature and pressure being
controlled by Nosè-Hoover thermostat and barostat [156,157]. In addition to the model
developed for this work, comparisons are made with existing MEAM models for Ti
developed by Lee et al. (denoted Lee model) [140], Cu developed by Baskes et al. (denoted
Baskes model) [141], and TiN also developed by Kim et al. (denoted Kim model) [142].
To our knowledge, no models for Cu/TiN currently exist in the literature so we are unable
to make direct comparisons with others.
Details for large scale MD simulations
Energetics and the shear strength for semi-coherent Ti/TiN and Cu/TiN were
evaluated using the newly developed models. As used in previous reports [61], two
orientational relations considered for Ti/TiN are,
OR1: 𝑋 ∥ [112̅0]Ti ∥ [11̅0]TiN ; 𝑌 ∥ [1̅100]Ti ∥ [112̅]TiN and
Eq. 5-9
𝑍 ∥ [0001]Ti ∥ [111]TiN
and
̅̅̅̅20]Ti ∥ [11̅0]TiN ; 𝑌 ∥ [11̅00]Ti ∥ [112̅]TiN and
OR2: 𝑋 ∥ [11
Eq. 5-10
𝑍 ∥ [0001]Ti ∥ [111]TiN

For Cu/TiN, semi-coherent structures with the following experimentally observed
[73–76] orientational relation was considered,
𝑋 ∥ [11̅0]Cu ∥ [112̅]TiN ; 𝑌 ∥ [112̅]Cu ∥ [11̅0]TiN and
Eq. 5-11
𝑍 ∥ [111]Cu ∥ [111]TiN
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The lengths of the X and Y dimensions were chosen to minimize the strain caused
by lattice mismatch between the metal and ceramic at the interface. As such, the X and Y
lengths were 16.1 nm and 27.9 nm, respectively, for Ti/TiN, whereas for Cu/TiN, they were
17.1 nm and 29.6 nm. The total thickness of the metal/ceramic bilayers were around 8 nm
with approximately 5 nm thick metal placed on top of 3 nm thick ceramic. The interfacial
structures were relaxed in two steps: a finite temperature (10 K) relaxation for 50 ps at
constant volume and an iterative stress-relieve treatment to minimize the normal stress
components. During each relaxation step, the top and bottom two layers were fixed in the
Z direction, but allowed to relax in X and Y. Once the atomic positions were minimized,
their respective dimensions (X, Y, and Z) were adjusted to minimize the stress in their
specific directions. Similar relaxation procedure was used in previous studies [35,61]. The
normal stress components were less than 100 Pa after the relaxation. The interfacial energy
was calculated using the following formula,
𝛾 = 1⁄𝐴 (𝐸interface − 𝑛𝐸metal − 𝑚𝐸TiN )

Eq. 5-12

where 𝐸interface is the energy of the total bilayer system, A is the area of the
interface calculated from the in-plane X and Y dimensions of the interface. The values of
n and m are the number of metal atoms (Ti or Cu) and the number of TiN, respectively.
Emetal, and ETiN are the cohesive energies of metal (Ti or Cu) and TiN, respectively.
To estimate the theoretical shear strength of the interfacial systems, stresscontrolled shear loading was quasi-statically applied in the X direction. Incremental
deformation gradients were applied for individual metal and ceramic phases according to
their elastic constants, followed by constant volume relaxation at 5 K for 1 ps. Finally,
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energy minimization was carried out with the conjugate gradient method. Theoretical shear
strength was estimated using similar methods in prior studies [35,61,158].
5.3
5.3.1

Results and Discussion

Pure Elements
As mentioned earlier, the parameter for pure N were taken from Lee et al. without

modification (See Table 5-1), where the reference structure was a dimer [139]. The
parameter values acquired after fitting for pure Ti and pure Cu are given in Table 1. FCC
and HCP were the reference structures for Cu and Ti, respectively. 𝐸𝐶 and 𝑟𝑒 were fixed to
the experimental values for Cu and Ti.
Table 5-1: Parameter sets for pure elements. Units of EC and re are in eV and Å, respectively.
𝑬𝑪

𝒓𝒆

𝜶

𝑨

𝜷(𝟎)

𝜷(𝟏)

𝜷(𝟐)

𝜷(𝟑)

𝒕𝒊

𝒕𝒊

𝒕𝒊

(𝟑)

𝑪𝒎𝒊𝒏

𝑪𝒎𝒂𝒙

N

4.88

1.10

5.96

1.80

2.75

4.00

4.00

4.00

0.05

1.00

0.00

2.00

2.80

Ti

4.87a

2.92a

4.41

1.19

1.58

0.08

2.89

0.0016

5.55

6.79

-2.05

0.89

2.85

Cu

3.54b

3.61b

4.82

0.91

3.68

4.30

5.75

0.12

2.32

6.94

6.00

0.51

1.92

a Reference
b Reference

(𝟏)

(𝟐)

[142].
[141].

For Ti and Cu, a comparison of the experimental/DFT-calculated values and those
derived from new and existing MEAM models are given in Table 5-2. The phases denoted
with E1 and E2 are identified with the values given in the table for both the pure elements
with respect to the most stable phases for the individual metals (E0). All of these properties
were included in the new model’s parameterization. As is evident, generally good
agreement was achieved with the targeted properties for both the existing and the newly
developed MEAM models.
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Table 5-2: Comparison of the DFT calculated or experimental properties of Cu and Ti
with values obtained using existing models and the newly developed model in this work.
Ti
Properties

Cu

Expt/DFT

Lee
[140]

New Model

Expt/DFT

Baskes
[141]

New Model

Evac (eV)

1.27a, 1.55a

1.75

1.57

1.03b, 1.19c

1.12

1.62

ES (001) (J/m2)

2.10d, 1.92e

2.14

1.88

1.46, 1.44f

1.82

1.42

1.44g
ES (110) (J/m2)

1.54, 1.55g

1.74

1.56

ES (111) (J/m2)

1.27, 1.30f,

1.52

1.30

1.0000

0.9968

0.9964

0.9987

1.29
E1/E0

0.9570

0.9956

0.954

(E1 →BCC)
E2/E0

0.9820

0.9906

0.997

0.9938
(E2 →HCP)

ρ298K (g/cm3)

4.51h, j

4.48

4.48

8.96i, 8.93h

8.79

8.83

C11 (GPa)

162.4j, 176.1k

170.4

163.5

168.3l

172.5

157.8

C12 (GPa)

92.0j, 86.9k

80.4

68.0

122.1l

121.9

107.7

C13 (GPa)

69.0j, 68.3k

74.8

54.7

C33 (GPa)

180.7j, 190.5k

187.1

180.1

C44 (GPa)

46.7j, 50.8k

42.1

43.8

75.7l

76.1

100.1

C66 (GPa)

35.2j, 44.6k

44.8

47.8

DFT calculated in the present work
Reference [159].
b Reference [160].
c Reference [161].
d Reference [162].
e Reference [163].
f Reference [164].
g Reference [141].
a

0.9895
(E1 →BCC)

(E2 →FCC)



g

100
h

Reference [165].
Reference [166].
j Reference [167].
k Reference [168].
l Reference [133].
i

Figure 5-3: GSFEs of the basal slip plane calculated using (a) DFT, (b) existing Lee
model [140] and (c) our model. Minimum energy paths extracted from the GSFEs
plotted against the minimum energy direction for (d) basal, (e) prismatic and (f)
pyramidal slip planes.
Of particular interest for shear properties of metals is their GSFE, the calculation
of which is described in the previous section. The Ti model was fit to the γ/GSFEs of basal
(0001), prismatic (101̅0) and pyramidal (101̅1) slip planes of HCP Ti. GSFEs calculated
with DFT, the Lee model [140], and our model are illustrated in Figure 5-3(a-c) for the
basal plane, and in Figure D-1 in APPENDIX D for the prismatic and pyramidal planes.
While both models reproduced the low-energy stable regions fairly well, our model more
closely reproduced the entire GSFE surface, especially the high-energy regions. The
̅̅̅̅20]
minimum energy path on these GSFEs plotted as a function of position in the [11

101
direction for all three cases is shown in Figure 5-3(c-e). For the basal plane, both models
showed similar amplitudes (barrier height) as with DFT, but the stacking fault at around X
=1.5 Å was more stable with our model than DFT. Although both models overestimated
the prismatic slip barrier, the pyramidal slip barrier agreed well with the DFT.
For Cu, GSFEs of (001) and (111) were fit to the model. GSFEs of Cu(001) and
Cu(111) calculated with DFT, the Baskes model [141], and our model are shown in
Figure 5-4. Clearly, the features attained in the DFT map was accurately reproduced by the
new model. For both the surfaces, the barrier height from the new model shown in Figure
5-4(d) agrees very well with DFT, while the barrier height with the Baskes model is off by
around 0.2 J/m2 from DFT.
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Figure 5-4: GSFEs of Cu(001) and Cu(111) calculated using DFT (row a), existing
Baskes models [141] (row b) and the new model (row c). The minimum energy paths
obtained from the GSFEs of are compared in row d.

103
5.3.2

Binary Alloys
Once the pure elements were parameterized, the binary parameters for TiN, CuTi,

and CuN were fit to their corresponding properties. The values of the binary parameters
reached after fitting are listed in Table 5-3 for TiN, CuTi and CuN binary systems. The
scaling parameter, 𝜌0 was kept fixed for these calculations so that 𝜌0N ⁄𝜌0Ti = 𝜌0N ⁄𝜌0Cu =
18, as had been done previously [142].
Table 5-3: Optimized parameters for binary systems. In any pair, the two elements are
denoted by i and j, respectively in C parameters such that Cmin(Ti-Ti-N) is denoted by
Cmin(i-i-j) for TiN.
(𝒊 − 𝒋) pair
Parameters

a

TiN

CuTi

CuN

𝑬𝑪

6.6139

4.4028

4.6872

𝒓𝒆

2.1195

2.6585

1.9846

𝜶

4.7225

3.7617

9.8671

𝑪𝒎𝒊𝒏 (𝒊 − 𝒊 − 𝒋)

0.4263

0.3

0.7883

𝑪𝒎𝒊𝒏 (𝒋 − 𝒋 − 𝒊)

1.0733

1.034

0.9997

𝑪𝒎𝒊𝒏 (𝒊 − 𝒋 − 𝒊)

1.5

0.9125

0.2

𝑪𝒎𝒊𝒏 (𝒊 − 𝒋 − 𝒋)

1.5

1.1203

0.35

𝑪𝒎𝒂𝒙 (𝒊 − 𝒊 − 𝒋)

2.0328

3.925

1.4

𝑪𝒎𝒂𝒙 (𝒋 − 𝒋 − 𝒊)

1.7998

3.3078

1.44

𝑪𝒎𝒂𝒙 (𝒊 − 𝒋 − 𝒊)

2.4073

3.7191

2.8683

𝑪𝒎𝒂𝒙 (𝒊 − 𝒋 − 𝒋)

2.3557

1.6912

1.4

𝝆𝟎 (𝒋)/𝝆𝟎 (𝒊)

18.00a

1.00

18.00

Reference [142].
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TiN binary systems
The phase diagram for TiN binary systems shows the NaCl-type TiN phase being
the most stable at room temperature, with a stable intermediate phase of Ti 2N [142,169].
Therefore, the experimental values of relevant properties such as lattice constants, elastic
constants, surface energies. for these phases were set as targets for the model. To facilitate
the transferability of the model to the metal/ceramic systems, DFT-calculated features
involving the Ti(0001)/TiN(111) interfacial systems, such as work of adhesion and GSFEs,
were also used in the fitting. Table 5-4 lists the properties utilized in the fitting procedure,
along with the target and the reproduced values for those properties. In the same table, the
values are also compared with the ones obtained from Kim et al. (Kim model) [142].
Lattice constants reproduced by both the new model and the Kim model were in
good conformity with experimental values for both TiN and Ti2N phases, while the values
reached for ∆mix 𝐻 correctly indicated that the NaCl-type TiN was the more stable phase
of the two. There was a general agreement to the elastic constants and the surface energies
experimentally calculated for the TiN phase. Particularly, the order of the surfaces in terms
of their stability, (001)<(110)<(111), were suggested accurately by both models. The
Ti(0001)/TiN(111) system was created by putting a (2×1) Ti system comprising of 64
atoms on top of a (2×1) TiN system of 48 atoms. To assure that only one interface between
the metal and the ceramic were being considered, at least 15 Å of vacuum were present
inside the simulation box in the direction perpendicular to the interface creating two
solid/vacuum interfaces. DFT calculations of these systems are described in our previous
works [60,77]. With the new model, the WoA at the chemical interface (where the Ti
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atomic layer from Ti-phase comes in contact with the N layer from the TiN phase) is in
good agreement with the DFT value.
Table 5-4: Values of the properties reproduced by the new TiN binary model after fitting,
compared with the experimental/DFT results and the values given by the Kim et al.[142]
model.
Property

System

Expt/DFT

Kim et al.

This work

TiN

a

4.24a

4.24

4.24

Ti2N

a

4.943a

4.785

5.112

c

a

3.047

2.884

TiN

-1.74b

-1.74

-1.74

Ti2N

-1.38b

-1.63

-1.15

C11

625c

659.37

635.40

C12

165c

150.36

151.81

C44

163c

183.39

151.81

Young’s (E)

463*, 469c, d

515.21

466.47

Shear (G)

179d, e

209.15

191.48

Bulk (B)

292b, 233d

320.03

275.78

(001)

1.38b, f

1.2717

1.7725

(110)

2.59-2.86b, g

2.4268

2.6170

(111)

3.3230*,3.62b, f

3.6362

3.3128

7.01*

9.9

7.6697

Lattice
constants (Å)

∆𝐦𝐢𝐱 𝑯
(eV/atom)

Elastic
Constants and

TiN

Moduli (GPa)

ES (J/m2)

WoA (J/m2)
Dimensions of
the Interfacial
System (Å)
*

TiN

Ti/TiN

Ti(0001)/

̅̅̅̅20]
X||[11

5.9716*

5.9527

5.9303

TiN(111)

Y||[1100]

5.1591*

5.1598

5.1358

DFT calculated in the present work.
Reference [169].
b
Reference [142].
c
Reference [170].
a

3.036
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d

Reference [153].
Reference [171].
f
Reference [172].
g
Reference [173]
e

GSFEs were calculated between the Ti(0001) and TiN(111) interfaces, and the
results for DFT, the Kim model [142], and the new model are given in Figure 5-5(a-c). As
the GSFEs clearly reveal, the Kim model gave much higher energy in the unstable region
than our model while the lower energy regions were reproduced well by both the MEAM
models. From this point forward, the atomic layers near the interface will be denoted with
M and the plane between the layers with P. As illustrated in Figure 5-5(d), the chemical
interface where the N layers from the ceramic meets with the first Ti atomic layer (M=1)
from the Ti-phase is marked as P=0. The next Ti atomic layers, and the planes between
them are marked with subsequent numbers. The barrier height for P=0 with the new model
agrees with the DFT value as shown in Figure 5-5(e). However, the barrier height with the
Kim model was almost double that of DFT. For P=1, the stacking fault energy at X=1.5 Å
was accurately reproduced by both the models [see Figure 5-5(f)]. However, both models
overestimated the barrier height compared to DFT.
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Figure 5-5: GSFEs of the chemical interface (P=0) of Ti/TiN as obtained from (a) DFT,
(b) Kim model [142] and (c) our model. (d) Snapshot of Ti/TiN system near with
interface with atomic layers and the planes between the layers marked with M and P,
respectively. Comparison of the 1-D GSFEs for (e) P=0 and (f) P=1 plane of the Ti/TiN
interfacial system.
CuTi binary systems
Several CuTi intermetallic phases have been reported in the literature such as CuTi,
Cu2Ti, Cu3Ti, Cu4Ti, CuTi2, Cu3Ti2, and Cu4Ti3 [174,174–183]. The reference structure
chosen is a perfectly ordered hypothetical B2-type system where the second nearest
neighbor is of the same type. To fit the binary parameters to the properties of CuTi alloys,
four real phases were chosen from the phase diagram having four different types of
7
1
structures, namely γ-CuTi (𝐷4ℎ
P4/nmm) [143], CuTi2 (𝐷4ℎ
I4/mmm) [184], Cu3Ti
13
16
(𝐷2ℎ
Pmmn) [178], β-Cu4Ti (𝐷2ℎ
Pnma) [182]. Among these four phases γ-CuTi is the most
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stable phase followed by CuTi2 at 298 K [179]. Since these are equilibrium phases, some
of their properties such as lattice constants and enthalpy of formation are available from
experiments [176–180]. We obtained the elastic constants and the surface energies of the
most stable γ-CuTi phase from our DFT calculations.
Table 5-5 gives a comparison between the DFT/experiment and the new model,
along with a model from Kim et al. [143] (Kim model) for a variety of CuTi properties.
Lattice parameters calculated by the optimized model conformed to the target values to a
moderate degree. The order of phase stability as suggested by our DFT results as well as
previous reports was correctly reproduced by the model as γ-CuTi > CuTi2 [183]. For the
most stable phase γ-CuTi, the stability of different surfaces was reproduced in the same
order as DFT (001>111>110) by both the models whereas the elastic constants were
somewhat underpredicted by the new model in comparison with the Kim model. The exact
reproduction of these elastic constants was not the focus of the new model, as there are
multiple CuTi phases that grow under the same growth conditions [181,185], and Cu/TiN
interfacial properties were given higher weight in the model fitting.
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Table 5-5: Values of the properties reproduced by the new CuTi binary model after
fitting, compared with the experimental/DFT results and the values given by the Kim et
al. [143] model.
Property

System
γ-CuTi
CuTi2

Lattice
constants (Å)

Cu3Ti

β-Cu4Ti

Expt/DFT

Kim et al.

This work

a

3.107a

3.132

3.126

c

5.919

6.257

5.975

a

2.943a

3.29

2.90

c

10.784

9.14

11.04

a

5.162c, 5.45b

5.96

5.34

b

4.347c, 4.307b

4.33

4.34

4.47

4.61

c

4.531 , 4.426

a

4.522b

4.75

4.59

b

4.344

4.11

4.32

c

12.897

14.45

13.15

-0.112

-0.156

-0.067

-0.147

-0.115d

γ-CuTi
∆𝐦𝐢𝐱 𝑯
(eV/atom)

c

-0.151*
-0.091e

CuTi2

-0.143*

Elastic
Constants
(GPa)

γ-CuTi

C11

176.16*

196.46

128.56

C12

93.64*

60.32

77.657

C13

112.13

*

101.82

79.37

C33

175.59*

213.30

163.58

59.73

*

91.81

39.324

C66

66.37

*

115.38

72.82

(001)

2.51*

1.81

1.99

(110)

1.79*

1.48

1.53

(111)

*

1.69

1.69

C44

ES (J/m2)
*

γ-CuTi

DFT-calculated in the present work.
a
Reference [176].
b
Reference [177].
c
Reference [178].
d
Reference [179].
e
Reference [180].

b

2.05
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CuN binary systems
The properties of experimentally synthesized Cu3N (D09, the structure of anti-ReO3
(α), space group Pm3m) [186] as well as a hypothetical B1-type (NaCl) CuN structure were
considered for fitting the CuN model. ∆mix 𝐻 and ES were calculated using DFT. To the
best of our knowledge, there are no MEAM models available for CuN. The reproduced
properties are compared with the experimental/DFT target values in Table 5-6.
Table 5-6: Comparison between the properties reproduced by the new model in this
work and the experimental/DFT target values.
Property
Lattice constants (Å)

∆𝐦𝐢𝐱 𝑯 (eV/atom)

System
Cu3N
CuN

a

a

This work

3.819a

3.94

4.1479

*

3.98

Cu3N

-3.646*

-3.652

CuN

*

-4.428

ES (J/m2)
*

a

Expt/DFT

Cu3N

-4.529
(001)

1.13

*

0.46

(111)

1.21*

0.75

DFT-calculated in the present work.
Reference [187].

5.3.3

CuTiN Ternary Model
There are only six ternary interaction parameters for CuTiN, which are given in

Table 5-7. Along with the ternary parameters, the binary CuN and CuTi parameters were
all adjusted to reproduce the properties of the CuTiN ternary systems, while maintaining
reasonable agreement for CuN and CuTi properties. The final ternary parameters are listed
in Table 5-7.
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Table 5-7: Ternary parameters for CuTiN after fitting.
Parameters

Value

𝑪𝒎𝒊𝒏 (𝐂𝐮 − 𝐍 − 𝐓𝐢)

0.4617

𝑪𝒎𝒊𝒏 (𝐂𝐮 − 𝐓𝐢 − 𝐍)

1.3982

𝑪𝒎𝒊𝒏 (𝐓𝐢 − 𝐍 − 𝐂𝐮)

0.6637

𝑪𝒎𝒂𝒙 (𝐂𝐮 − 𝐍 − 𝐓𝐢)

2.4612

𝑪𝒎𝒂𝒙 (𝐂𝐮 − 𝐓𝐢 − 𝐍)

2.2499

𝑪𝒎𝒂𝒙 (𝐓𝐢 − 𝐍 − 𝐂𝐮)

1.6901

The main CuTiN target systems have Cu in contact with the TiN interface, which
include three different surface combinations that were found to be stable via DFT
calculations. The stability of these interfaces was compared by calculating the WoA for
both coherent (denoted type-1) and semi-coherent (type-2) interfaces. These include
interfaces studied previously: type-1 Cu(001)/TiN(111) and type-2 Cu(111)/TiN(111)
[60]. Also, we studied a type-1 Cu(001)/TiN(001) interface with an orientational relation
as follows: X ∥ [110]Cu ∥ [110]TiN ; Y ∥ [11̅0]Cu ∥ [11̅0]TiN and Z ∥ [001]Cu ∥ [001]TiN
[124]. A comparison of the WoA between the MEAM model and DFT for these surfaces
is given in Table 5-8, and generally good agreement is achieved between them.
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Table 5-8: Comparison of WoA calculated with DFT and our MEAM model for
Cu/TiN interfacial systems.
System

DFT

MEAM

Type-1 Cu(001)/TiN(111)

1.90

1.74

Type-1 Cu(001)/TiN(001)

0.62

0.65

Type-2 Cu(111)/TiN(111)

3.17

2.41

The WoA calculated with the new MEAM model had good agreement with DFT
for type-1 coherent systems, while under-predicting for type-2 semi-coherent system.
However, the relative stability of these interfaces in terms of the WoA values were well
preserved by the model by reproducing the order correctly, predicting the type-2 system to
be the most stable and type-1 Cu(001)/TiN(001) to be the least stable of the three systems.
We considered the two systems with the highest WoA, type-1 Cu(001)/TiN(111)
and type-2 Cu(111)/TiN(111), and parameterized the MEAM model to the DFT derived
GSFE between their chemical interfaces (P=0). A comparison of the MEAM and DFT
results for the 2D GSFE of the type-1 Cu(001)/TiN(111) interface is given in Figure 5-6(a)
and (b). The GSFE was somewhat different than the other systems due to the mismatch
between surfaces. The MEAM model reproduced this feature, but some modest differences
between the MEAM and DFT results can be observed. The type-2 Cu(111)/TiN(111)
interface has been studied experimentally [73–76]. Due to the fact that it is larger and semicoherent, its GSFE was calculated in one dimension. A comparison between the MEAM
model and DFT for the 1D GSFE for type-2 Cu(111)/TiN(111) is given in Figure 5-6(c).
As can be observed, there were two peaks in the GSFE between each minimum in energy.
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The MEAM model reproduced one of the peaks fairly well, giving a similar overall energy
barrier for the GSFE, but overestimated the smaller peak.

Figure 5-6: P=0 GSFE surfaces for type-1 Cu/TiN interfaces calculated with (a) DFT
and (b) our MEAM model. (c) Comparison between the P=0 1-D GSFE’s of type-2
Cu/TiN.
5.3.4

MDN Structure & Theoretical Shear Strength
The energetics and the shear response of interfacial systems have been found to

have strong links with the location and the structure of misfit dislocation network (MDN)
[35,61,158,188]. To this end, we evaluate the MDN structures present at the interfacial
regions of Ti/TiN and Cu/TiN systems, and investigate their impact on the shear response
of these systems using our new MEAM model. In semi-coherent metal/ceramic interfaces,
misfit dislocation networks form due to the lattice mismatch between the metal and the
ceramic. To investigate the structure of the MDN and their impact on the energetics, we
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accommodate the misfit dislocations at successive planes (P) in the metal phase starting
from the chemical interface (P=0 as defined in Figure 5-5(d)). For misfit dislocations in
P>0 planes, the atomic layers between the misfit dislocation and the interface are made to
be fully coherent with the ceramic. As an example, when misfit dislocations are at the P=2
plane, the metal atomic layers between that plane and the ceramic [M = 1 and 2 in Figure
5-5(d)] are stretched to become coherent with the ceramic. As the misfit dislocations are
placed further away from the interface, more and more layers are made coherent with the
ceramic.
Ti/TiN interfaces
In Figure 5-7(a), the interfacial energy of Ti/TiN is plotted as a function of the
MDN location. The plot is normalized to the interfacial energy of a completely coherent
Ti/TiN structure. Interfacial energy is the highest when a misfit dislocation is present at the
interface, and lowest when it is present one Ti layer away from the interface because of the
low stacking fault energy at that layer. This can be observed in DFT calculations of Ti/TiN
interfaces [60,77]. As the MDN is moved away from the interface, the elastic energy of the
MDN decreases with its diminishing stress field. In addition, the elastic energy of the
coherent layers sandwiched between the MDN and the chemical interface increases, as
more layers are strained to achieve coherency [61]. This results in a steady but small
(around 0.15 J/m2) increase in the interfacial energy as the MDN is moved away from P=1.
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Figure 5-7: Plots of (a) interfacial energy normalized to the energy of the coherent
structure and (b) theoretical shear strength; both as a function of MDN location. MDN
structure when the misfit is at P=1 (between M=1 and 2) for OR1 with (c) Lee model
and (d) our model. Green, red and white atoms are in local FCC, HCP and overlap
environment, respectively. The dislocation line senses are drawn in deep blue color with
the circles identifying the nodes.
Interfacial strength calculated from our new model and the Lee model is illustrated
in Figure 5-7(b) as a function of MDN location. Both MEAM models predict low shear
strength when MDN is one or two layers away from the interface agreeing with Zhang et
al. [61]. When the MDN is in the first few layers, our model estimated lower shear strength
than the Lee model for both OR structures. At P=0, the GSFE barriers were much higher
for the Lee model compared to both DFT and our model [see Figure 5-5(e)], which may
have caused a larger estimation of the shear strength. MDN structures at P=1 obtained from
the Lee model and our model are shown in Figure 5-7(c-d). Due to the lower GSFE barriers
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with our model, which were fit to DFT [see Figure 5-5(e)], the nodes are larger than with
the Lee model. These larger nodes offer little to no pinning to the dislocation glide for P=1
and P=2, resulting in relatively unimpeded translation of MDN with shear loading. The
effect of this is manifested in the lower shear strength with our model.
From the bulk density of Ti, the number of Ti atoms in two atomic layers can be
estimated to be 2.66 × 1019 m−2 (See section D-1 in APPENDIX D). The difference in
energy between the system with MDN at P=1 and the system with MDN several layers
away is approximately 0.15 J/m2, which amounts to 35 meV per Ti atom. This is close to
the thermal energy at room temperature (26 meV, assuming T = 300 K). Hence, small
change in growth temperature may move the location of the MDN further away from P=1
causing the first few interfacial layers to be coherent. If this is the case, the theoretical shear
strengths obtained from our model for MDN a few layers away from the chemical interface
would agree with the experimental shear strength ranging between 1200-1800 MPa,
measured with metal/ceramic interfaces of a similar interfacial system, Ti/CrN [61].
Cu/TiN semi-coherent interfaces
Misfits accommodated at the chemical interface (P=0) of Cu(111)/TiN(111) results in
small regions of coherency after relaxation. An analysis of the first Cu layer (M=1)
illustrated in Figure 5-8(a), reveals large core-widths of the dislocations (green regions)
between small coherent regions (blue regions). This is consistent with the small GSFE
barrier at the Cu/TiN interface. The atomic arrangement of the blue coherent region in
Figure 5-8(a) are shown in Figure 5-8(b). The MDN structure in the P=1 layer exhibits
zigzag dislocation lines [see Figure 5-8(c)] which may correspond to the competition
between the coherency stress and the large elastic energy of the MDN (due to larger GSFE
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barrier in this layer [60]) accommodated at the same single atomic layer M=1. For misfits
placed further away from the interface in the Cu bulk, the spiral pattern in its MDN
structure becomes more prominent [see Figure 5-8(d)]. Such spiral patterns for metal/metal
semi-coherent (111) surfaces have been reported in previous work [35,189,190]. Shown in
Figure 5-8(e), the interfacial energy steadily rises as the MDNs are located further away
from the interface since more layers undergo strain to achieve coherency, approaching the
energy of a fully coherent Cu phase (dashed line). The MDN structures of other layers are
shown in Figure D-2.
As discussed earlier, the low GSFE barriers at the interface lead to larger corewidth of the dislocations at M=1. Such MDN structures result in a very small shear strength
of around 1.65 MPa, showing reasonable agreement with the experimental peeling strength
of thin PVD-Cu(111) films from TiN/Polyimide (2.2 ± 0.3 MPa) [123]. The experimental
‘peeling’ suggested in Reference [123] is somewhat analogous to our simulations since the
Cu film breaks off TiN with a loading parallel to the interface. The shear strength calculated
with the new model rapidly increases as the MDN is moved to the next layer, likely due to
the much higher GSFE barrier height there [60]. As the MDN moves farther away from the
interface, the shear strength oscillates up and down. In particular, the MDN at P=4 causes
a near perfect spiral pattern that may have caused the shear strength to be the lowest among
the systems that have misfits away from the interface.
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Figure 5-8: (a) Snapshot of the first Cu layer when the misfit is deposited at the
chemical interface P=0. The colors from blue to green indicate the coherency of the
atom with blue being the most coherent. (b) Atomic arrangement of the coherent region.
MDN structures when the misfit is at the (c) P=1 and (d) P=4 planes. Green and red
atoms are in local FCC and HCP environments, respectively. Plots of (e) interfacial
energy normalized to the coherent interfacial energy and (f) theoretical shear strength,
both as a function of MDN location at the Cu/TiN interface.

5.4

The Energetics of Cu Growth on TiN(001) Templates

Synthesis of metal/ceramic interfaces with well-defined structural characteristics is
an important step toward understanding the energetics and mechanical response of such
interfaces. We used ultra-high-vacuum magnetron sputter deposition to grow elemental Cu
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thin films onto single crystal TiN(001) thin film templates, grown hetero-epitaxially onto
single crystal MgO(001) substrates. Structure of the Cu thin films grown on TiN(001)
templates was examined as a function of the growth temperature. At close to room
temperature, we observed the previously reported cube-on-cube orientation relationship
between Cu and TiN, with Cu(001)//TiN(001). At a slightly elevated temperature, we
observed a new Cu-TiN orientation relationship with Cu(110)//TiN(001) that, to the best
of our knowledge, is reported for the first time. To facilitate an in-depth atomic level
understanding of these orientations of Cu/TiN bicrystals, we used our new modified
embedded atom method (MEAM) potential to perform MD simulations. Interface
energetics in both orientations were computed, taking into account variations in the inplane strain of the Cu layer and the presence of nanoscale twin boundaries within Cu. The
MD results suggest that interfacial energetics is not the dominant factor in selecting the
orientation relationship of the Cu/TiN interface, and points to the role of kinetic pathways
in selecting the actual orientation relationship between the Cu growth and the TiN template
[124].
5.5

Conclusion

A second nearest neighbor modified embedded atom method interatomic potential
was developed to study Ti/TiN and Cu/TiN interfaces. A genetic algorithm scheme in
combination with a minimization procedure was utilized to fit MEAM potential parameters
to an array of physical properties. First, pure Ti and Cu models were developed and after
satisfactory reproduction of their properties, several phases of CuTi, TiN and CuN binary
systems were parameterized. Finally, ternary parameters for CuTiN were optimized for
several Cu/TiN systems with different interfacial orientation relations. To the best of our
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knowledge, there are no previously developed MEAM potentials available for CuTiN
ternary systems.
The newly developed model was used to perform MD simulations aimed at
understanding the MDN structure and their effect on the mechanical response of
Ti(0001)/TiN(111) and Cu(111)/TiN(111) interfacial systems. Stable Ti/TiN systems were
achieved when the MDN was away from the interface. Very small fluctuations in energy,
comparable to the thermal energy of atoms at room temperature, were observed as the
MDN was stationed further away into the Ti bulk. Theoretical shear strength calculated
with our model qualitatively agrees with the experimental measurements on systems of
similar configuration [61], when the MDN are a few layers away from the interface. For
Cu/TiN, most stable system consisted of MDN at the interface. Near the interface, the
MDN structures were more jagged whereas away from the interface, a spiral pattern,
previously observed in metal/metal (111) semi-coherent systems, was more dominant.
Upon shear loading, the strength of the most stable system had reasonable agreement with
experiment (1.65 MPa compared to 2.2 ± 0.3 MPa).

CHAPTER 6
CONCLUSIONS AND FUTURE WORK

6.1

Conclusions

Interfaces between thin metals layers and thin ceramic layers are often seen in
various technological applications. The strength and the longevity of the binding between
the metals and the ceramics are very important factors for the utility of the components that
use these metal/ceramics. The failure of such components is often governed by the
interfacial characteristics of the metal/ceramics. Hence, efforts aimed at efficient design of
highly durable metal/ceramic composites largely comprise of promoting adhesion at the
interfacial region. With the availability of modern high-performance computing resources,
computational approaches are becoming popular tools for investigating complex systems
such as solid/solid interfaces and multi-principal element alloys.
In this work, we used multi-scale atomistic calculations to study the interfacial
characteristics of metal/ceramic nanolaminates. At the atomic scale, we performed DFT
calculations and established stable configurations for different metal/ceramic materials.
We searched for readily available descriptors that could be used for fast screening of
metal/ceramic combinations and found that electron density near the interface correlates
reasonably well with the interfacial adhesion between the metal and the metal-terminated
ceramics. We extended our work to find ways to strengthen the interfaces. Again, using
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DFT-calculations along with MC schemes we developed a method to test the dopingassisted strengthening of metal/ceramic interfaces. Our analysis provided new insights to
the electronic factors that contribute to the interfacial strengthening with doping. Next, we
took our investigation to a larger length scale with our MD simulations. We developed
interatomic potential models for metal/ceramic interfacial systems, incorporating both
experimental and DFT-calculated properties for these systems. The model was validated
against laboratory experiments and the simulations performed using our model had good
agreement with the experimental results. Using our model, various interfacial phenomenon
can be simulated and the framework we built for developing the models can be used for
other solid/solid interfaces.
The computational methods developed, and the insights provided in this work
should drastically reduce the time and money required with traditional trial and error
methods for finding materials and interfaces that meet the desired specification and more
importantly, are able to retain their applicability over a long period of service. An in-depth
atomic-level understanding of the underlying phenomena will guide the choice of materials
and processes in advanced manufacturing, which will greatly benefit the manufacturing
industry.
6.2

Future Work

The methods developed in this work can be extended to study many other
interesting questions directed towards the science behind interfacial strengthening.
Besides, new possibilities in materials design & discovery can be explored rapidly, without
having to go through rigorous laboratory experiments. Some directions that can be pursued
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from the foundations laid down in this work, which may carry major scientific value, are
discussed below,
6.2.1

Doping Nanoscale Interfaces
We have studied the effect of doping the coherent and the semi-coherent interfaces

at atomic scale using DFT calculations in this work. Although the short-range effect of the
dopants could be studied at that scale, to investigate some physical phenomenon associated
with solutes in a metal matrix, a larger system needs to be simulated. Such phenomenon
includes- the formation and the effect of the intermetallic compounds, large precipitates
and grains, long-range order of the dopant species etc.
Developing MEAM interatomic potential models for such systems would enable
the investigation of these long-range phenomenon via MD calculations. The potentials can
be guided by the DFT calculations presented in this dissertation for the doped systems (in
CHAPTER 3 and 4) and the methods outlined in CHPATER 5 can be utilized to develop
the potentials. An MC scheme similar to the one shown in Figure 3-3 can be adopted to
perform at different compositions.
6.2.2

Complex Concentrated Alloy (CCA) Design & Discovery
Complex concentrated alloys (CCA) are promising candidates for additive

manufacturing (AM) purposes due to their superior mechanical and thermal properties
[191]. However, the tunability of these properties in compliance to the desired applications,

have been a subject of a large of volume of research activities over the last two decades
with attempts to establish an in-depth understanding of the structure-property relationship
[120,121,192]. In addition, the AM processes are prone to high degree of defect formation

affecting the high-cycle fatigue (HCF) resistance of the printed parts [191,193]. HCF is
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believed to be governed by screw dislocation activity within the alloy configurations [194–
196]. The large variability in local compositions and short-range orders limits the present

understanding of the dislocation activities in CCAs. Therefore, lack of well-defined design
principles ensuring both enhanced mechanical performances and the desired processability
of the AM parts, are the biggest barriers to overcome for a full-scale adoption of AM
technology.
To design an ML framework capable of discovering/predicting complex
concentrated alloys (CCA) suitable for AM processes, a large dataset spanning the
hyperdimensional composition space is required. We built an automated framework to
perform DFT calculations in conjunction with a Monte Carlo scheme at different
compositions of binary and ternary CCA to populate the ML dataset. Features such ascrystal structure, enthalpy of mixing, elastic constants, anti-phase boundary energy,
average charges per species in the most stable phases of the binary and ternary CCA can
be obtained rapidly using our framework. With this framework, we calculated these
properties for the binary and the ternary alloys of the following elements: Cr, Co, Ni, Ti,
and Al. For all combinations, both BCC and FCC lattices were considered in our
calculations. Comparing DFT results with CALPHAD calculations, we found that both sets
of data largely agree when the difference in enthalpy of mixing between two phases in
consideration is non-negligible. We are training a deep neural network model with a dataset
that consists of our DFT-calculated properties as well as existing experimental data to
predict phases (BCC or FCC or other) in the unknown regions of the compositional space
[197].
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Due to the high computational cost of DFT calculations, the number of calculations
required to create a dataset spanning the whole compositional space is prohibitively large
for DFT. Hence, DFT cannot be the only source of data for the ML training sets. To obtain
properties for multi-principal element alloys, a semi-empirical model that captures the
essential properties derived from the high-level calculations such as DFT or lab
experiments, but are simple enough to be utilized for large scale simulations, can be highly
useful. One such model is modified embedded atom method (MEAM) model, which is
known to produce highly reliable results for metals and intermetallic systems. Molecular
dynamics calculations performed using the custom-built MEAM potential model will
accelerate the data generation process. The methods outlined in the CHAPTER 6 of this
dissertation can be utilized to fit such models. A large dataset derived from both DFT and
MD simulations can then be fed to an appropriate ML algorithm to create ML-models
facilitating the CCA design.
This project will provide two major outputs, (i) an ML-model capable of predicting
properties of unknown compositions and (ii) a MEAM model that enables accurate and
robust nanoscale simulation of CCA’s providing atomic level insights into the structural
and functional properties of the alloys. Together, these models can guide CCA discovery
and engineering, replacing the traditional trial and error experimental methods.

APPENDIX A

Figure A-1: 2D GSFE of the Ti(0001)/VN(111) system for P = 0-3 (a)-(d). The
direction of X is along the [-1-120] of hcp Ti.
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Figure A-2: 2D GSFE of the Cr(001)/TiN(001) system for P = 0-3 (a)-(d). The
direction of X is along the [100] of bcc Cr.

Figure A-3: 2D GSFE of the Cr(001)/VN(001) system for P = 0-3 (a)-(d). The
direction of X is along the [100] of bcc Cr.
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Figure A-4: 2D GSFE of the Cr(001)/CrN(001) system for P = 0-3 (a)-(d). The
direction of X is along the [100] of bcc Cr.

Figure A-5: Plane-averaged charge density as a function of Z for Cr(001)/ceramic and
Cr(001) bulk systems..
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Figure A-6: 1D GSFE of P = 0-3 planes of (a) Cr(001)/VN(001) and (b)
Cr(001)/CrN(001). The direction of X is along the [100] of bcc Cr.

Figure A-7: 2D GSFE of the Cu(001)/TiN(111) system for P = 0-3 (a)-(d). The
direction of X is along the [110] of fcc Cu.
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Figure A-8: 2D GSFE of the Cu(001)/VN(111) system for P = 0-3 (a)-(d). The
direction of X is along the [110] of fcc Cu.

Figure A-9: 2D GSFE of the Cu(001)/CrN(111) system for P = 0-3 (a)-(d). The
direction of X is along the [110] of fcc Cu.

131

Figure A-10: 1D GSFE of P = 0-3 planes of (a) Cu(001)/VN(111). The direction of X
is along the [110] of fcc Cu.

Figure A-11: Plane-averaged charge density as a function of Z for Cu(001)/ceramic
and Cu(001) bulk systems.

Figure A-12: 2D GSFE of type-2 (a) Cu(111)/ TiN(111), (b) Cu(111)/VN(111) and (c)
Cu(111)/CrN(111).
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Figure A-13: 1D GSFE of P = 0-2 planes of (a) type-2 Cu(111)/VN(111) in
̅𝟎]𝑪𝒖 , (b) type-2 Cu(111)/CrN(111) in Y|| [110]Cu and (c) minimum charge
Y//[𝟏𝟏
density of layers in type-2 Cu/ceramics compared to that of bulk Cu.

APPENDIX B

Figure B-1: (a) Snapshot of Sb(1), (b) M=1 and 2 layers of Sb(1,2) viewed from −Z
direction.

133

134

Figure B-2: P=1 GSFE surfaces of (a) undoped Ti/TiN, (b) Sb(2) and (c) Sb(3). (d)
Comparison of 1D GSFE’s for P=1 plane of undoped Ti/TiN and Sb(3), and (0001) plane
of pure bulk Ti.

Figure B-3: P=1 GSFE surfaces of (a) Si(2,2) and (b) Si(2,3). (c) Comparison of 1D
GSFE’s for P=1 plane of undoped Ti/TiN and Si(2,3), and (0001) plane of pure bulk Ti.
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Figure B-4: Energy vs. step in the Monte Carlo minimization scheme with 4 Al atoms.

Figure B-5: (a) 2D GSFE surface of P=1 in the system with 4 Al atoms. (b)
Comparison of 1D GSFE’s for P=1 planes of undoped and doped (with 4 Al atoms)
Ti/TiN and (0001) plane of pure bulk Ti.
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Figure B-6: (a) 2D GSFE surface of P=1 in the system with 8 Al atoms. (b)
Comparison of 1D GSFE’s for P=1 planes of undoped and doped (with 8 Al atoms)
Ti/TiN and (0001) plane of pure bulk Ti.

Figure B-7: (a) 2D GSFE surface of P=1 in the system with 16 Al atoms. (b)
Comparison of 1D GSFE’s for P=1 planes of undoped and doped (with 16 Al atoms)
Ti/TiN and (0001) plane of pure bulk Ti.
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Figure B-8: Snapshots of the system with 8 Al atoms immediately (a) before and (b)
after tensile failure. Snapshots of the system with 16 Al atoms immediately (c) before
and (d) after tensile failure. These snapshots are replicated to improve clarity.

APPENDIX C

Figure C-1: Unoccupied PDOS for (a) s-orbital and (b) d-orbital of the interfacial and
bulk Cu atomic layer. Unoccupied PDOS for (c) s-orbital (d) d-orbital of the interfacial
and bulk Ni atomic layer.
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Figure C-2: (a) GSFE along X || [1-10]Cu along for P=0 of Cu/TiN systems doped with
Zn at different compositions.

Figure C-3: (a) Stress vs. strain plot for Zn-doped systems.

APPENDIX D

Figure D-1: GSFEs of prismatic Ti(10-10) using (a) DFT, (b) existing Lee model [140]
and (c) our model. GSFEs of pyramidal Ti(10-11) calculated using (d) DFT, (e) existing
Lee model [140] and (f) our model.
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Figure D-2: MDN structures when the misfit is at the (a) P=2, (b) P=3, (c) P=5 and (d)
P=6 planes. Green and red atoms are in local FCC and HCP environments, respectively.

Calculation of the Number of Ti Atoms in Two Layers
Bulk density of Ti is 4.51 × 103 kg/m3. Two atomic layers can be accommodated
within 4.6855 Å along the (0001) direction of hcp Ti since that is the length of the lattice
parameter c (as illustrated in Figure S3). A 4.6855 Å thick slab of Ti(0001) covering 1 m2
would weigh = bulk density × volume = 4.51 × 103 kg/m3 × (1 m2 × 4.6855 × 10-10 m) =
21.1316 × 10-7 kg. From the atomic weight of Ti, this amounts to 2.6585 × 1019 atoms.
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Figure D-3: Two atomic layers along c in hcp Ti.
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