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ABSTRACT
The present thesis deals with two-dimensional signal processing for computer vi-
sion. The main topic is the development of a sophisticated generalization of the
one-dimensional analytic signal to two dimensions. Motivated by the fundamental
property of the latter, the invariance – equivariance constraint, and by its relation
to complex analysis and potential theory, a two-dimensional approach is derived.
This method is called the monogenic signal and it is based on the Riesz transform
instead of the Hilbert transform. By means of this linear approach it is possible to
estimate the local orientation and the local phase of signals which are projections of
one-dimensional functions to two dimensions. For general two-dimensional signals,
however, the monogenic signal has to be further extended, yielding the structure
multivector. The latter approach combines the ideas of the structure tensor and the
quaternionic analytic signal. A rich feature set can be extracted from the structure
multivector, which contains measures for local amplitudes, the local anisotropy, the
local orientation, and two local phases. Both, the monogenic signal and the struc-
ture multivector are combined with an appropriate scale-space approach, resulting
in generalized quadrature filters. Same as the monogenic signal, the applied scale-
space approach is derived from the three-dimensional Laplace equation instead of
the diffusion equation. Hence, the two-dimensional generalization of the analytic
signal turns out to provide a whole new framework for low-level vision. Several
applications are presented to show the efficiency and power of the theoretic con-
siderations. Among these are methods for orientation estimation, edge and corner
detection, stereo correspondence and disparity estimation, and adaptive smoothing.
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‘This question is best answered by making
use of one quite singular improper rotation,
namely reflection in O;
it carries any point P into its antipode P ′ ...’
Hermann Weyl (1885-1955)
The quotation above1 which states that the answer is a reflection in the origin
can be considered as the central point of my thesis. However, what is the question
to this answer?
This questions could be: ‘Is there a sophisticated 2D generalization of the Hilbert
transform which can be used for image processing and if there is, what does it look
like?’
As it can be concluded from the question above, this thesis is about a topic which
is related to three different fields, as there are mathematics (harmonic analysis),
engineering (signal theory), and computer science (image processing). The inten-
tion of this thesis is to close a gap between the three different areas in order to
make a theory, which is yet widely unknown in signal theory and image processing,
accessible for applications.
1.1 Terms and Motivation
Image processing is a quite wide field in general. In this thesis, I focus on low-
level image processing which is the part of image processing being closest to the
signal layer. Hence, it is the first layer in a bottom-up system design [60]. Low-
level image processing is partially based on 2D signal theory which means that
grayscale images (I do not consider color images in this thesis) are interpreted as
1 This quotation is borrowed from a talk of K. Larkin. All other quotations are taken from [145].
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sampled and quantized 2D intensity functions on finite domains. Although images
are discrete signals, the signal theory which is dealt with in this thesis is formulated
for the continuous case. From my point of view, it is more reasonable to consider
the underlying continuous signal obtained from the discrete signal by interpolation
rather than the discrete signal itself. This is a fundamental difference between
1D and nD signal processing which can be motivated by considering the sampling
process. Whereas 1D signals can only be discretized by sampling the line (non-
uniformly in general), 2D signals can be discretized according to infinitely many
different grids, since any (non-uniform) grid which covers the plane can be used for
sampling. Basically no grid is preferable and the optimal sampling depends on the
context – if shifts of the signal are to be considered, a uniform, rectangular grid is
optimal, whereas for dilations and rotations a (log-)polar grid is optimal (see e.g.
[122, 130, 141]). Covering all possible mentioned group actions with one grid at a
time is impossible. This can only be achieved in the case of continuous signals.
Considering continuous signal processing, it is desirable to have linear and in-
variant methods. Linearity is advantageous since stability, i.e., bounded input
bounded output (BIBO), and robustness, i.e., flexibility according to small devia-
tions from the underlying model, are often impossible to prove for non-linear sys-
tems. Especially the use of thresholds turns nearly every stable and robust system
into an unstable and non-robust system which follows immediately from the discon-
tinuous character of a threshold. However, thresholds are needed for introducing
symbols which are elementary to classical knowledge based approaches. Thus, the
requirement for stable and robust approaches imply not to use knowledge based ap-
proaches, but appearance based approaches. On the other hand, purely appearance
based approaches are closely related to unbiased bottom-up strategies of system
design which is not reasonable unless certain constraints are introduced [135].
Hence, one of the aims of this thesis is to present linear signal preprocessing
methods which are designed under a specific point of view, i.e., their output rep-
resents a continuous measure of a certain feature. This feature should not be an
abstract or even meaningless entity, but a semantically interpretable property of
the signal (see also [80]). This requirement for the design of the linear preprocess-
ing layer can be considered as a necessary bias which allows to develop a capable
medium-level layer or at least simplifies its development. Although it is sometimes
misleading to draw parallels to the human visual system, the biased design of stable
preprocessing layers is consistent with experiments from neuro-physiology which
have shown that certain regions in the visual cortex can be modeled as Gabor filters
[77] and hence, these regions can be considered to measure feature probabilities (see
also [87]).
On the other hand, features are worthless unless they are invariant under irrele-
vant changes of the signal. Invariance means that a feature value is not changed by
a certain group acting on a signal. The opposite to invariance is equivariance, which
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means that there is a monotonic dependency of a feature value on the parameter of
the group action. If a set of features includes only invariant and equivariant fea-
tures, it fulfills the invariance – equivariance property. This property is especially
useful in signal analysis since it allows to estimate signal properties independently
of each other [61]. If a set of features fulfills the invariance – equivariance require-
ment and is at the same time a unique description of the signal, it performs a split
of identity. In the split of identity different features represent mutually different
properties of the signal and the whole set of features is a complete description of the
signal.
The probably most well known global description of a signal which meets the
split of identity requirement is the Fourier transform. The Fourier transform of a
signal at an arbitrary position can be decomposed into the Fourier transform of the
signal located at the origin and a complex modulation factor which determines the
shift of the signal. The complete decomposition into a unique signal representation
and a signal independent representation of shifts can also be generalized to other
group operations (see e.g. [141, 51]). However, group actions on local parts of signals
are not covered by these global approaches, and therefore it is reasonable to have
localized spectral properties, i.e., local phase and local amplitude2. The local phase
and the local amplitude are the spatial domain counterparts of the phase spectrum
and the amplitude spectrum, respectively. It is well known that the phase spectrum
of a signal covers most of the structural information of the signal [111]. The struc-
ture of a signal can be defined as the local decomposition of the signal according
to its symmetries. From a simplified point of view, the signal is decomposed into
impulses (even symmetry) and jumps (odd symmetry) which is reflected by the lo-
cal phase. The amplitude spectrum however, represents different signal properties,
e.g. the energy of a signal. Hence, the local amplitude can be used to estimate the
local energy of a signal. Local structure and local energy are independent informa-
tion which perform a split of identity (at least for signals with a sufficient narrow
bandwidth, see [61], page 171, and below).
In 1D signal processing the appropriate tool for estimating the local amplitude
and the local phase is the analytic signal. Basically, the analytic signal is the linear
combination of a signal and itsHilbert transform. The method of the analytic signal
is a quite universal tool which can be applied in many different fields as there are
geophysics [103], radar signal processing [107], airfoil design [147], etc.. However,
these applications are all out of the scope of this thesis and I will focus on structure
analysis of images. The fundamental property of the analytic signal for this pur-
pose is its symmetry which is induced by the symmetry of the Hilbert transform.
The idea of the Hilbert transform is to create a signal which is related to the orig-
2 According to [91], the modulus of a frequency response is called magnitude response, whereas
the modulus of a spectrum is called amplitude spectrum. Since ‘magnitude spectrum’ and ‘amplitude
response’ also occur in the literature [133], using one or the other term seems to be rather a matter
of taste. However, I prefer the term amplitude to be consistent the term local amplitude.
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inal signal by being in quadrature. Considering the Fourier basis functions solely,
the Hilbert transform of a cosine function yields the corresponding sine function and
vice versa. Hence, the Hilbert transform is basically a phase shift by π/2. In gen-
eral, signals contain different spectral components with different amplitudes and
phases. Although the Hilbert transform of such a ‘frequency cocktail’ is still its π/2
phase shifted version, the straight forward interpretation and the independence of
local amplitude and local phase is lost. Due to the superposition of all frequency
components, the information contained in each component is reduced to some mean
value which is dominated by the high-amplitude frequency terms.
In order to ‘demix’ the ‘frequency cocktail’, the different frequency components
of the signal must be separated. This can be done by introducing bandpass filters
which select only a small part of the spectral information of the signal, and therefore
allow to identify the ‘ingredients’ of the ‘frequency cocktail’. The combination of a
bandpass filter with its Hilbert transform yields a quadrature filter which consists
of an even part (the bandpass filter) and an odd part (the Hilbert transform of the
bandpass filter). Quadrature filters can be used to estimate the local amplitude
and the local phase for a specific frequency range, and therefore they improve the
structure analysis by distinguishing different frequency components.
The frequency of a signal is related to the scale of a signal since frequencies are
reciprocal to spatial distances and distances change with scale. On a coarser scale
the distance between two positions is smaller than on a finer scale. Considering a
coarser scale means to filter a signal with a lowpass filter which eliminates high fre-
quency components. Thus, bandpass filters are directly related to scale-space since
they represent the difference of the signal representations at two distinct scales.
From this point of view, quadrature filters fulfill the invariance – equivariance prop-
erty with respect to local amplitude, local phase, and local scale. Although a change
in phase and a change in scale seem to have totally different effects to a set of
quadrature filter responses, the difference in the representation of both local prop-
erties is solely of algebraic nature. Since the phase is represented as a unit complex
number, a shift is represented by a complex rotation, i.e., a complex modulation.
Opposed to that, the scale of a signal is reflected by the responses of a set of band-
pass filters, which possibly constitute a frame, i.e., a redundant ‘basis’. Accordingly,
a dilation (change in scale) moves the coefficients of the filters to other frequency
components which is equivalent to a transformation on the space spanned by the
bandpass filters, see also figure 1.1.
The different algebraic representations of phase-shifts and dilations are ade-
quate since the phase is a periodic feature whereas the scale is not. Although this
distinction seems to be obvious, many approaches in image processing do not take
care of the adequate algebraic representation of features. According to [81], a fa-
mous, but symptomatic example of inadequate feature representation is the em-
bedding of grayscale images as 2D surfaces in 3D Euclidean space for photometric
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Fig. 1.1: Left: a shift of the signal results in a complex modulation of the filter re-
sponse. Right: a dilation of the signal moves the coefficients to other pass-
bands (pb).
applications. Rotations in that 3D space rather lead to absurd results than to rele-
vant photometric operations. Whereas the grayscales are given by a single-valued
function, the frequency components of a signal are given by a many-valued function,
and therefore the representation as a set of bandpass coefficients is adequate. Such
a representation is also known as the channel representation of a feature [60, 52],
which can thus be considered as a specific algebraic embedding.
The restriction to certain, inadequate algebraic embeddings complicates the de-
sign of sophisticated approaches, especially in multi-dimensional signal processing.
By using an adequate representation, many problems can be solved much easier
and some non-linear problems become linear [135]. A quite famous example for a
so far unsolved problem is the analytic signal and quadrature filters for multiple
dimensions. For example, in [82] it is stated that no odd filters with isotropic energy
exist and hence, no quadrature filters which are invariant under rotations can be
developed. Since the odd part of a quadrature filter is obtained from the Hilbert
transform of the even part of a quadrature filter (the bandpass), the previous state-
ment is basically identical to the conjecture in [10] which claims that the Hilbert
transform cannot be extended to higher dimensions in an isotropic way. The latter
statement is based on a proof that the dispersion relation in 2D has no solutions
[110]. The 1D dispersion relation can be used to derive the Hilbert transform.
The failure of developing an isotropic quadrature filter is caused by the restric-
tion to complex numbers. If this restriction is omitted, a straightforward solution
can be found, which is a central topic of this thesis. Considering the problem of
a 2D analytic signal more in detail, it becomes obvious why the complex numbers
are insufficient to represent the local phase in 2D. The complex analytic signal al-
lows to represent two degrees of freedom: the local amplitude and the local 1D
symmetry. If a 2D signal is generated from a 1D signal by identifying the 1D coordi-
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nate with the scalar product of the 2D coordinate and an arbitrary unit vector, i.e.,
f2(x, y) = f1(x cos θ + y sin θ), a new degree of freedom is introduced: the direction θ.
Hence, the 2D signal has three degrees of freedom whereas a complex number can
only represent two of them. The complex representation is therefore not complete
and cannot fulfill the invariance – equivariance constraint.
The deeper analysis of the previous argumentation leads to even more funda-
mental concepts. The class of signals which are defined according to the construc-
tion above are obviously a small subset of general 2D signals. The characteristic
property of this subset is that its elements are intrinsically 1D, which means that
they only vary with respect to one orientation. The orientation of an intrinsically
1D signal is defined by the 1D subspace which is orthogonal to the constant lines
in the signal. The direction of an intrinsically 1D signal however, cannot be defined
by means of the signal solely. Further knowledge about the signal, e.g. about its
formation (i.e., the involved unit vector), is necessary. Thus, the difference between
orientation and direction is the directional sense of the latter, i.e., the orientation
is an angle in [0, π) whereas the direction is an angle in [0, 2π), and therefore the
orientation is given by the direction modulo π. Since the direction of a signal cannot
be obtained from the signal locally (see also [61]), the best possible generalized 2D
analytic signal yields an oriented phase. Oriented phase means that for intrinsically
1D (i1D) signals the phase is a feature with two degrees of freedom describing the
1D symmetry and the orientation of the symmetry axis. Such a phase approach rep-
resents the i1D 2D phase. Most of the classical approaches to a 2D analytic signal
(see next section) deal with this kind of phase approach.
The class of truly 2D signals, i.e., 2D signals which do not vary with respect to
one orientation only, cannot be described by a phase with one degree of freedom at
all. The space of 2D symmetries is infinite times larger than the space of 1D sym-
metries which directly follows from considering the Radon transform of a 2D signal.
The Radon transform projects a 2D signal onto an oriented line so that an orienta-
tion parameterized space of 1D functions is obtained. Each of these 1D functions
may have its own 1D symmetry and since the orientation parameter is continuous
(at least in theory), a 2D symmetry is decomposed into infinitely many 1D symme-
tries. Hence, the complete set of 2D symmetries cannot be represented by a finite
number of features. In practice, it is reasonable to assume that the angular varia-
tion of a signal is smooth to some degree which can also be interpreted as a band
limitation of the angular spectrum. Since the angle is a periodic coordinate, the an-
gular spectrum is discrete and a band limitation implies a finite number of Fourier
coefficients. However, this number of coefficients is much too large for applying
algorithms with reasonable time complexity. One has to reduce the number of co-
efficients further so that a compromise between computational effort and sufficient
discrimination of slightly different symmetries is obtained.
For the design of filters in general, the angular variation of signals has led to
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different approaches. One of the most sophisticated solutions is the principle of
steerable filters [57, 132], which is based on the shift theorem of the Fourier series.
In combination with the assumption that the number of relevant Fourier coefficients
is limited (see above), a flexible and computationally effective approach is obtained.
Steerable filters are based on a number of basis filters which are applied to the
signal and whose responses are superposed in order to obtain the final filter output.
The method of basis filters can be generalized [146, 102] and it can be combined
with an orientation adaptive scheme [2, 64], yielding a semi-linear, shift-variant
preprocessing. Semi-linear means that the linearity constraint is fulfilled if two
signals with the same orientation are added, but it is violated if their orientations
are different. Most approaches to steerable filters are designed to obtain a scalar
valued filter output.
Another way to cope with the angular variation of signals is the structure tensor
[7, 55]. The basic idea of the structure tensor is to restrict the number of angular
coefficients to second order terms and to create a tensor valued filter response. In
spite of the restriction to second order terms, the discriminative power of the struc-
ture tensor has been proved to be sufficient in practical applications. The structure
tensor provides an adequate method for representing the amplitudes of i2D signals,
but cannot be considered as a generalized analytic signal since it is non-linear and
does not contain a phase approach.
Besides the new 2D generalization of the analytic signal for i1D signals, the de-
sign of a sophisticated 2D analytic signal for i2D signals is a main topic of this thesis.
Such a generalized analytic signal is obtained by combining the ideas of steerable
filters, the structure tensor, and the quaternionic analytic signal (see next section).
The algebraic embedding of the new approach as the structure multivector yields
five independent local signal features: local (main) orientation, local amplitude, lo-
cal isotropy, and two local phases in the classical sense. If the considered signal is
i1D, the structure multivector is automatically reduced to the i1D approach.
Quite surprisingly, the derivation of the i1D approach also leads to a new lin-
ear scale-space which differs from the Gaussian scale-space. The new scale-space
allows to combine the new generalized analytic signals with bandpass filters which
emerge from the same underlying theory. By introducing local metrics induced by
the signal, the scale-space becomes adaptive which leads to optimal estimates of the
image features. Hence, the search for a generalized analytic signal has resulted in
a new generic framework for low-level image processing.
Parts of this work have already been published in [46, 44, 48, 43, 49, 50, 45, 47].
Those ideas, derivations, definitions, theorems, and algorithms in chapter 3–6 which
are not indicated as taken from literature and which are no standard mathematical
methods are original contributions of the author.
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1.2 Known Approaches for the 2D Analytic Signal
In the literature, several approaches for generalizing the analytic signal to two di-
mensions can be found. Most of these approaches make use of the complex numbers.
The only exception I know is the quaternionic analytic signal [17, 19] which tries to
encode local 2D symmetries using three phase angles.
Most approaches to a generalized analytic signal are based on 2D generalizations
of the Hilbert transform. The simplest extension of the Hilbert transform to 2D is
to apply the 1D Hilbert transform with respect to one of the coordinate axes. Hence,
the 2D analytic signal is obtained by omitting either the left half-space or the lower
half-space of the Fourier domain. To see the drawbacks of this approach, it is neces-
sary to recall the definition of the 1D analytic signal. Although the DC-component
of a signal is irrelevant for the analysis of its structure, it distorts the phase in a
non-linear manner. Consider, for example, the oscillation cos(2πx). Adding a DC of
value one does not affect the Hilbert transform of the signal. Hence, the analytic
signal reads
1 + exp(i2πx) = 2 exp(iπx) cos(πx) .
As it can be observed from this example, the phase can be changed totally just by
introducing a DC-component. Actually, this is no problem in the 1D case since the
DC-component of the signal can easily be suppressed. This is not true for the 2D
extension described above. The DC-component is now replaced by a xDC-component
(or yDC-component) which means that those parts of the signal which do not differ
in x (or y) direction act as the DC-component in the 1D case, i.e., they simply add
to the analytic signal, and therefore they distort the phase in a non-linear manner.
Accordingly, these partial Hilbert transforms are totally insufficient, if there is any
energy on the frequency axis which is perpendicular to the direction of the Hilbert
transform.
One can try to overcome this problem by rotating the partial Hilbert transform
so that the critical axis lies in an area without energy. This area defines a prefer-
ence direction for the Hilbert transform and herewith for the analytic signal. This
preference direction has to be chosen by a further preprocessing step and it de-
pends on the local neighborhood of the signal. In general, there is no global op-
timal orientation. Furthermore, instead of one filter set, a number of filter sets
(depending on the angular sampling) has to be designed and as many convolutions
have to be performed as there are different optimal orientations. Hence, the com-
putational load is significantly increased. Nevertheless, phase distortions might
occur, since the Hilbert transforms of some parts of the signal might nearly can-
cel out each other, because they lie on different sides of the ‘DC-line’ resulting in
different signs of their local phases. Consider, for example, the signal f(x, y) =
cos(x + y) + cos(x − y) (the ‘egg-tray signal’, see figure 1.2) and the correspond-
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Fig. 1.2: Upper row (from left to right): original egg-tray signal (white corresponds
to the value two and black corresponds to the value minus two), local ampli-
tude obtained from the horizontal Hilbert transform, and local amplitude
obtained from the partial Hilbert transform with preference direction. In
the two amplitude images white corresponds to the value two and black cor-
responds to the value zero. Bottom row (from left to right): original phase,
local phase obtained from the horizontal Hilbert transform, and local phase
obtained from the partial Hilbert transform with preference direction. In
the phase images white corresponds to the value π and black corresponds
to the value zero.
ing correct local phase3 (see also figure 1.2). The horizontal partial Hilbert trans-
form yields fH(x, y) = − sin(x + y) − sin(x − y). Hence, the analytic signal reads
f(x, y) − ifH(x, y) = 2 exp(ix) cos(y). The corresponding (incorrect) phase and ampli-
tude can be found in the center column of figure 1.2. Obviously, the y-part of the
oscillation is not extended to a complex signal. This is not a DC-caused problem,
but due to the half-space symmetry of the partial Hilbert transform. Amplitude and
phase distortions also occur in the case of choosing adaptively the preference direc-
tion, where the latter is obtained from the gradient of the signal. For the present
example, the gradient is given as
−(sin(x+ y) + sin(x− y), sin(x+ y) − sin(x− y))T = −(sin(x) cos(y), cos(x) sin(y))T .
3 For the following discussion it is sufficient to consider the absolute value of the phase.
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Since the considered signal consists of four Dirac impulses in the frequency domain,
the partial Hilbert transform needs only be computed for four different cases. Tak-
ing into account solely the absolute value of the phase, the partial Hilbert transform
of the signal reduces to
fH(x, y) = −2
{
sin(x+ y) + sin(x− y) if sin(x) cos(y) ≥ cos(x) sin(y)
sin(x+ y) − sin(x− y) if sin(x) cos(y) < cos(x) sin(y) .
The local phase and the local amplitude obtained from this orientation adaptive
Hilbert transform can be found in the right column of figure 1.2.
These amplitude and phase distortions are always present unless the signal only
varies with respect to one direction, i.e., it is intrinsically one dimensional (see sec-
tion 3.4 for a formal definition of the intrinsic dimension). For the latter case, the
partial Hilbert transform results in the correct solution if the preference direction
is chosen properly with respect to the orientation of the signal.
Due to its quite high computational load, the partial Hilbert transform with pref-
erence direction is commonly replaced by one of the two following methods:
1. Sampling of the orientation. The analytic signal is computed for a fixed set
of angles. Due to the fact that the energy on the critical line is not doubled,
the analytic signal with the highest energy is probably the one with the least
phase distortions (which is not certain). If the orientation is sampled with a
frequency4 of π/2, exactly the same analytic signal is obtained for the egg-tray
signal as in the case of the ideal partial Hilbert transform with preference
direction. Hence the phase and amplitude distortions are the same (see fig-
ure 1.2).
2. The Hilbert transform is approximated by steerable filters [57, 2] (see sec-
tion 3.5). This decreases the computational load, but introduces further phase
distortions compared to the partial Hilbert transform with preference direc-
tion since the Hilbert transform is only approximated by a Fourier series (see
also section 3.5).
All approaches to a partial Hilbert transform with preference direction have to be
orientation adaptive in some way, and therefore they are semi-linear and computa-
tionally more expensive than a purely linear approach. Depending on the method,
amplitude and phase distortions vary, but are always present for intrinsically 2D
signals. In general, a lower computational load of the method goes in hand with
larger distortions of phase and amplitude.
4 Sampling the orientation with π/2 yields the Hilbert transform with respect to x and y, i.e., two
real valued convolutions must be performed which is the same computational load as for the new
approach (see chapter 4).
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Besides the partial Hilbert transform, there exists the total Hilbert transform
which is defined by the subsequent application of the partial Hilbert transforms
with respect to the two coordinate axes. The resulting frequency response is real-
valued and symmetric with respect to the origin. Hence, the total Hilbert transform
does not perform a phase shift of π/2, i.e., cos(·) and sin(·) are no longer a Hilbert pair
[17]. The analytic signal formed by this approach does not have a local phase which
can be related to the 1D phase, and therefore it is not a valid 2D generalization of
the analytic signal with respect to the split of identity.
Motivated by the one-sidedness of the 1D analytic signal in frequency domain,
Hahn suggested a single-orthant analytic signal [65, 66] which means that the 2D
analytic signal is obtained by omitting all spectral components which have at least
one negative coordinate, i.e., only the first quadrant is kept. The resulting approach
is not complete and for taking into account all signal parts it is necessary to have
a second analytic signal. The latter is obtained by keeping either the second or
the fourth quadrant. Considering both analytic signals at a time, a complete signal
representation is obtained. According to [17], this representation is not satisfactory
unless an appropriate algebraic embedding is chosen.
The most sophisticated approach to a 2D analytic signal which occurred in the
literature so far is the quaternionic analytic signal. It combines the ideas of par-
tial and total Hilbert transforms and the one-orthant spectrum. Due to the alge-
braic embedding, the quaternionic analytic signal is complete. The quaternionic
Fourier transform is four-fold redundant which means that for a real signal any
of the quadrants in the quaternionic Fourier domain contains the whole informa-
tion of the signal5. The main drawback of the quaternionic analytic signal is the
missing isotropy resulting from the fact that it is fixed to the coordinate axes.
For the egg-tray signal, the quaternionic analytic signal yields a correct solution:
fQ(x, y) = 2 exp(ix) exp(jy). Amplitude and phase are obtained according to [17] and
are basically correct. The amplitude has the value two throughout the spatial do-
main and the phases (the quaternionic analytic signal yields three phase angles)
are obtained as (φ, ψ, θ) = (x[−π,π), 0, y[−π/2,π/2)) which contains the separated original
phase information6 (see figure 1.3). The non-separated local phase (see figure 1.2,
bottom left) can be recovered by the function arccos(cos φ cos θ). The drawback of the
quaternionic analytic signal is however, that it only works perfectly if the signal
and the coordinate axes are compatible with respect to their orientations. If the
egg-tray signal is rotated, the quaternionic signal also fails to recover a constant
local amplitude (see figure 1.3) and a correct local phase.
Finally, all previously known 2D generalizations of the analytic signal fail to
estimate the correct amplitude and phase of intrinsically 2D signals. Although the
5 The redundancy is obviously lost if the signal is not real valued as in [124], where Sangwine uses
the quaternions to encode color information.
6 The subscript of x[−π,π) means that x is obtained modulo the interval [−π, π), accordingly for y.
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Fig. 1.3: Left and center: φ- and θ-phase of the quaternionic analytic signal for the
egg-tray signal (white corresponds to π and black corresponds to −π). The
ψ-phase and the local amplitude are constant for compatible orientations.
Right: local amplitude for incompatible orientation (egg-tray signal rotated
by π/4, black means amplitude zero, white means amplitude two).
quaternionic analytic signal is quite close to a correct solution, it suffers from its
anisotropic behavior. As it turns out, the rotation invariance is the key to an optimal
solution.
1.3 Outline of this Thesis
In the second chapter, a brief introduction to geometric algebra of 2D and 3D Eu-
clidean space is given. The introduction covers also group representations and
Clifford analysis on the introduced algebras. The material which is presented is
self-contained and it is reduced to the relevant part which will be needed in the
remaining chapters of this thesis.
Using the introduced algebraic framework, parts of classical signal theory are
reformulated in the third chapter. Besides LSI operators and the Fourier transform
for 1D and 2D signals, the 1D analytic signal and its phase are defined in detail.
Further sections deal with the idea of the structure tensor, the intrinsic dimension,
and steerable filters.
The fourth chapter is the central chapter of this thesis. Motivated by a vector
field based derivation of the Hilbert transform, the Riesz transform is derived from
the 3D Laplace equation. The Riesz transform is the 2D generalized Hilbert trans-
form yielding the monogenic signal as a generalized analytic signal. Based on the
Radon transform an i1D 2D phase approach is derived and the orientation – phase
decomposition is discussed. Besides the generalized analytic signal, a new linear
scale-space is established by the Laplace equation. The new scale-space yields a
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natural design principle for quadrature filters, which can be interpreted as a con-
tinuous wavelet transform.
In chapter five, two extensions of the monogenic signal are discussed. By intro-
ducing a local metric, an anisotropic scale-space is obtained which can be computed
efficiently by a first order Taylor expansion and steerable filters. Having anisotropic,
steerable quadrature filters concludes the work on i1D signals. For i2D signals an
extension of the monogenic signal is formulated which yields a seven component
multivector for the description of 2D symmetries. This extended approach allows to
estimate the amplitude, the main orientation, the isotropy, and two phases of i2D
neighborhoods, i.e., five independent features.
The sixth chapter is about applications of the presented theoretic framework.
Besides optimal orientation estimation and contrast independent edge detection,
methods for stereo correspondence, disparity estimation, adaptive smoothing, and
corner detection are presented.
Each of the chapters two to six are concluded by a short summary which allows
the reader to recall the main topics. Chapter seven concludes this thesis. It contains
a summary of the presented results, a discussion on open problems, and possible
topics of future work. The thesis is completed by an appendix, the list of references,
and a subject index.
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Chapter 2
GEOMETRIC ALGEBRA
‘I regard it as an inelegance, or imperfection, in quaternions,
or rather in the state to which it has been hitherto unfolded,
whenever it becomes or seems to become necessary
to have recourse to x, y, z, etc..’
Sir William Rowan Hamilton (1805-1865)
In this thesis all derivations and signal processing approaches are formulated in
geometric algebra for the following reasons:
1. In the introduction I have shown that the algebra of complex numbers is in-
sufficient to formulate and derive a sophisticated 2D (or nD) generalization of
the analytic signal.
2. I make use of vectors and group operations in this thesis, where the former
are commonly denoted by column vectors and the latter are commonly repre-
sented by matrix algebra. Furthermore, signal theory is closely related to com-
plex analysis which introduces the complex numbers as a representation of 2D
vectors, 2D rotations, and scale transformations. Hence, different mathemat-
ical approaches for representing the same entities are mixed in the classical
formulation of multidimensional signal theory.1
3. Group representations by means of matrix algebra are not intuitive with re-
spect to their geometric interpretation. The rotation angle and the rotation
axis of a 3D rotation do not obviously show up in their corresponding matrix,
nor is it straightforward to recognize its inverse rotation matrix.
4. Classical vector algebra does not distinguish between axial vectors and polar
vectors [63], i.e., angles and positions in Euclidean space are represented in
the same way.
1 This can be observed in e.g. [8].
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The mixture of the two kinds of vectors, complex numbers, and matrices makes it
very hard to formulate coherent derivations in the classical framework. One has
to switch between different representations in order to be able to perform necessary
calculations or to interpret the results. For example, a rotation can be represented
by a matrix or by an axis and an angle, forming a rotation vector. While the matrix
is needed to calculate the effect of the rotation to a vector, the rotation vector is the
most compact representation of a rotation [115] and at the same time it gives an in-
terpretation of the group action. Since the matrix representing a rotation does not
directly show the axis and the angle (except for trivial cases), it is hard to switch
between the two representations.2 Another example is the identification of complex
numbers with 2D vectors on one hand, and with scaling-rotations (rotations and
isotropic scale transformations) in the plane on the other hand. In order to perform
certain calculations, both identifications are mixed, and it does not become evident
from the formula if a complex number in a calculation represents a 2D vector or a
scaling-rotation operation. Due to these inadequacies of the commonly knownmath-
ematical methods, I decided to use geometric algebra of Euclidean space throughout
this thesis. I hope that I will convince the reader of the adequacy of this mathe-
matical framework while keeping the thesis not too technical in the mathematical
sense.
In the first two sections of this chapter, I will give simple introductions to the
geometric algebra of 2D and 3D Euclidean space, which are limited to those aspects
being relevant for understanding this thesis. I have often met people raising objec-
tions to geometric algebra, who hold the opinion that it is unfavorable to use such
‘complicated mathematics’ in an engineering topic. Actually, I think that working
with geometric algebra is much easier than using the classical framework and I
hope to convince the reader of this fact in the remaining sections and chapters. Al-
ready in the third and fourth section of this chapter, the elegance of representations
in geometric algebra becomes evident. In section 2.3 the connection between com-
plex analysis and harmonic 2D vector fields is directly obtained from the embedding
into geometric algebra. As a consequence, the higher dimensional generalization of
complex analysis is obtained in a straightforward way by means of harmonic 3D
vector fields. Hence, the highly complicated and abstract theory of Clifford analysis
is easily obtained from geometric concepts.
For a more general introduction to geometric algebra (based on a physical back-
ground), see [70], for a quite complete overview, see [71]. Much easier to understand
are the tutorials [36, 35] which are both available online. The GABLE tutorial [36]
is combined with a Matlab3-package for numerical computations using geometric
algebra. Some other more mathematical pieces of work are [1, 97] and [34, 118]
(with a focus on group theory). For a more detailed introduction to Clifford analy-
2 For 3D this mapping from matrices to angle and axis is quite complicated, see [24], page 318.
3 Matlab is a registered trademark of The MathWorks, Inc.
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sis I refer to [13, 98]. At this point, I also want to refer to the difference between
geometric algebra and Clifford algebra. Whereas the latter is the more traditional,
mathematical term, the former indicates basically the same algebra, but with focus
on geometric applications (see introduction of [6]).
2.1 Geometric Algebra of IR2
In the beginning of this chapter, the identification of complex numbers with 2D vec-
tors on the one hand and with 2D scaling-rotations on the other hand has already
been mentioned. These distinct interpretations are now used to introduce the geo-
metric algebra of 2D Euclidean space IR2.
2.1.1 Definition of the Algebra
The Euclidean space IR2 is spanned by the orthonormal basis vectors e1 and e2, see
figure 2.1. Orthonormality means that ei ·ej = δij where the dot indicates the scalar
e1
e2
I2 = e1 ∧ e2
Fig. 2.1: 2D Euclidean space: basis vectors e1, e2, and the unit pseudoscalar I2 which
represents the rotation from e1 to e2.
product and δij indicates the Kronecker delta. For every two vectors x = xe1 + ye2
and u = ue1 + ve2 the dot product is identical to the scalar product
4 and is given by
distributivity and associativity:
x · u = xu e1 · e1 + xv e1 · e2 + yu e2 · e1 + yv e2 · e2 = xu+ yv . (2.1)
4 The dot product is later generalized to other algebra elements.
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Note that vectors are always indicated in bold face, whereas their components are
in italics. Furthermore, I circumvent indices in the components, because otherwise
triple indices would occur later. In geometric algebra vectors are not represented
by column or row vectors, as it is common in matrix algebra, but solely as linear
combinations of basis elements. All calculations are performed as for polynomials
(i.e., applying associativity and distributivity) with the difference that the products
between the basis elements follow different rules (e.g. some are not commutative,
see below).
The 2D Euclidean space is a real vector space, i.e., the field of the vector space is
given by the real numbers. Hence, there is a third basis element in the algebra, the
scalar 1. The multiplication of vectors by a scalar λ ∈ IR is well known since it is
just the scalar multiplication λx = λxe1 + λye2. Obviously, the scalar multiplication
differs from the dot product, and hence two different products exist. Going back to
the interpretation of a complex number as a scaling-rotation, it is natural to identify
the scalar multiplication with the scale transformation. But how to represent the
rotation? In order to obtain a rotation, a basis element is needed which changes
e1 to e2 (i.e., a rotation by 90
◦). The same basis element should change e2 to −e1.
Indicating this basis element by I2 (see figure 2.1), the previous observation yields
that I22 = I2I2 = −1 (rotation by 180◦), and hence I2 cannot be obtained by linear
combination of the first three basis elements. In order to represent I2 in terms of its
effect on the basis vectors, a new product is introduced, called the wedge product:
I2
def
= e1 ∧ e2 = −e2 ∧ e1 def= e12 . (2.2)
The wedge product is anti-commutative, which follows from the interpretation of
I2 as a rotation by 90
◦. Due to the interpretation as a rotation by 90◦, the imag-
inary unit i of the complex numbers can be substituted by I2, yielding an algebra
isomorphism, i.e., every calculation in the complex numbers can be performed by a
calculation in the algebra of the space spanned by {1, I2} with the product defined
by the relations above. Since both spaces are linear 2D spaces, the only thing which
is left to show to be equal is the multiplication:
(a+ bI2)(c+ dI2) = ac + adI2 + bcI2 + bdI2I2 = (ac− bd) + (ad+ bc)I2 .
Applying the algebra isomorphism, a rotation by angle θ can be represented by
cos θ + sin θI2 = exp(θI2) according to cos θ + sin θi = exp(θi) in the complex numbers.
Now, having four basis elements {1, e1, e2, I2 = e12} it is possible to represent
both vectors and scaling-rotations, but in contrast to the complex numbers, the rep-
resentations of both are strictly disjunct. Therefore, a rotation is not applied to
a vector by means of ‘complex’ multiplications or the dot product. The previously
used multiplications have to be extended to obtain the algebra product or geomet-
ric product which is simply denoted by concatenation of the factors. This exten-
sion is obtained by interpreting a vector as the rotated and scaled basis vector e1:
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λ(cos θe1 + sin θe2) = λe1 exp(θe12). Hence, e1e12 = e2 and e2e12 = −e1, where it is
important that e12 always multiplies from the right. In order to know the other
products, i.e., e12e1 and e12e2, one needs to know the geometric product of two basis
vectors. This product represents a relation between the two vectors (i.e., a trans-
formation) and therefore does not contain vector components. Obviously, the square
of a basis vector ejej is symmetric, therefore a scalar (the wedge is anti-symmetric)
and identical to the dot product. The geometric product e1e2 has no scalar com-
ponents since the dot product is zero, and accordingly, it is identical to the wedge
product. Summarizing the geometric products of the basis elements, the multipli-
cation table 2.1 is obtained. Applying associativity and distributivity, the geometric
1 e1 e2 e12
1 1 e1 e2 e12
e1 e1 1 e12 e2
e2 e2 −e12 1 −e1
e12 e12 −e2 e1 −1
Tab. 2.1: Multiplication table of the basis elements {1, e1, e2, e12}. The left factors
are indicated by the first row and the right factors by the first column.
products of the basis elements establish also the geometric product of two arbitrary
elements of the algebra:
(a1+ b1e1 + c1e2 + d1e12)(a2 + b2e1 + c2e2 + d2e12)
= (a1a2 + b1b2 + c1c2 − d1d2) + (a1b2 + b1a2 − c1d2 + d1c2)e1 (2.3)
+ (a1c2 + b1d2 + c1a2 − d1b2)e2 + (a1d2 + b1c2 − c1b2 + d1a2)e12 .
The associative algebra formed by the four basis elements {1, e1, e2, e12} and their
geometric product is called the geometric algebra of 2D Euclidean space and is de-
noted by IR2.
5
Having defined the geometric algebra IR2, some further notations are introduced
now. The element obtained by a linear combination of wedge products of basis vec-
tors (in 2D there is only one such product: e1 ∧ e2) is called a bivector. Furthermore,
geometric algebras are graded algebras, which means that scalars are elements of
grade zero, vectors are of grade one, and bivectors are of grade two. A general com-
bination of elements with different grade is called a multivector:
M = a+ be1 + ce2 + de12 . (2.4)
The k-grade part of a multivector M is obtained from the grade operator: 〈M〉k.
Hence, 〈M〉0 is the scalar part of M , 〈M〉1 is the vector part of M (and as such an
element of IR2), and 〈M〉2 is the bivector part ofM .
5 The most common notation is IR2,0, but I skip the second index since I am only working on
Euclidean spaces.
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By means of the geometric product the dot product and the wedge product can
be extended to arbitrary multivectors, introducing the inner product and the outer
product, respectively. The geometric product of two vectors can be decomposed into
their dot product and their wedge product:
xu = x · u + x ∧ u = xu+ yv + (xv − yu)e12 ,
and therefore dot and wedge product of vectors can also be defined according to the
commutator and the anti-commutator of the geometric product
x · u = 1
2
(xu + ux) and (2.5)
x ∧ u = 1
2
(xu − ux) . (2.6)
The geometric product of a scalar and an arbitrary multivector is given by the scalar
multiplication which is by definition identical with the outer product. The geomet-
ric product of a bivector with a vector or a bivector is reduced to their inner prod-
uct which is especially interesting in the context of duality. The unit bivector of
IR2, e12 = I2, is also called the unit pseudoscalar indicating the positive directional
sense.6 The geometric product of a multivectorM by I−12 from the right is called the
dual ofM , and it is indicated by a star:
M∗ = MI−12 = −Me12 .
The modulus of a multivectorM = M0+M1e1+M2e2+M12e12 is given by its Euclidean










Hence, for any vector x, its modulus is obtained from the square root of the product
with itself, and therefore its inverse vector is given by x−1 = x
x·x . The modulus of a
multivector can also be obtained by means of the reversion and the grade operator.
The reversion is denoted by a tilde and it is defined by




〈MM̃ 〉0 . (2.9)
The reversion describes the result when the basis vectors are multiplied in the re-
verse order, therefore nothing happens for scalars and vectors, but bivectors are
negated. The reversion is an involutive antiautomorphism, which means that
˜̃M = M and (MN)∼ = ÑM̃ . (2.10)
The reversion plays the role of the complex conjugate in many cases.
6 Obviously, −I2 is also a unit pseudoscalar representing a rotation from e2 to e1, i.e., a negative
rotation. In the sequel, the term ‘the unit pseudoscalar’ denotes the unit pseudoscalar with positive
directional sense. Since each nD space has such a unit pseudoscalar, the index denotes the dimension
of the underlying vector space IRn, in order to prevent ambiguities.
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2.1.2 Group Representation in IR2
After having introduced all necessary algebraic terms, I now focus on the group
representation. The combination of a scalar and a bivector, if nonzero, is equivalent
to a scaling-rotation, and it is called a spinor [63]. For every spinor s = r exp(θI2),
the inverse spinor is given by
s−1 = r−1 exp(−θI2) =
s̃
|s|2 . (2.11)
All spinors form a proper subalgebra of IR2, the even-grade subalgebra IR
+
2 . As
mentioned above, IR+2 and C are isomorphic as algebras. Complex numbers which
were interpreted as scaling-rotations, are now represented as spinors: z = x + iy =
r exp(iθ) is replaced by sx = x+ yI2 = r exp(θI2). Opposite to that, complex numbers
which were interpreted as vectors, are represented as the action of spinors to the
basis vector e1: x = e1sx = xe1 + ye2, where sx = e1x.
If the scaling-rotation is interpreted in terms of Lie groups [125], the generator
of the rotation is the unit pseudoscalar I2. The group of scale transformations is
generated by the scalar 1. Computing the exponential map of λ + θI2 proves that 1
and I2 are the generators of the mentioned groups: exp(λ + θI2) = e
λ exp(θI2). The
generators are obtained by the inverse of the exponential map, which is obtained
from the complex logarithm and the isomorphism IR+2 ≃ C. The logarithm plays
an important role for the definition of the phase (see section 3.2). Therefore, an
explicit definition is given at this place (see also [70], page 75): The inverse of the
exponential map exp : IR+2 → IR+2 is given by log : IR+2 → IR+2 where






for s ∈ IR+2 , log(|s|) being the ordinary real logarithm of the modulus of s, and atan
being the arc tangent mapping for the interval [0, π). The IR+2 -logarithm defined by
(2.12) is the isomorphic mapping to the complex logarithm. Since the generator of a
rotation is the bivector I2 and since the rotation by the angle θ is represented by θI2,
one can think of angles as bivectors. Although this interpretation is not necessary
in 2D, it becomes natural in 3D.
Besides the scaling-rotations in 2D, reflections with respect to an arbitrary line
through the origin can also be expressed in an algebraic way. Consider a unit vector
n indicating the orientation of the line of reflection (see figure 2.2). The vector x
which is reflected with respect to that line can be decomposed into a part that is
parallel to the line and a part that is orthogonal to the line. The former part is
indicated by x‖ and the latter part is indicated by x⊥. Hence, x = x‖ + x⊥ and the
reflected point is given by x′ = x‖ − x⊥. The part x‖ is obviously given by projecting











Fig. 2.2: Reflection in 2D. The vector n indicates the orientation of the line of reflec-
tion and x is the vector which is reflected onto x′.
x onto n, i.e., x‖ = (x ·n)n, which is called the projection of x (with respect to n). The
remaining part of x is given by
x
⊥ = x − x‖ = x − (x · n)n = (xn)n − (x · n)n = (xn − x · n)n = (x ∧ n)n (2.13)
and it is called the rejection of x (with respect to n). Finally, the reflected point x′ is
obtained as
x
′ = x‖ − x⊥ = (x · n)n − (x ∧ n)n = (n · x)n + (n ∧ x)n = nxn . (2.14)
Hence, any reflection with respect to a line through the origin is represented by the
two-sided multiplication with the orientation vector.
At this point, I want to make two remarks. First, the reflection of the basis vec-
tor e1 yields the orientation vector with double argument, i.e., if n = cos θe1 +sin θe2,
ne1n = cos(2θ)e1+sin(2θ)e2. This corresponds to the square of a unit complex number
representing an orientation. The second remark is about the relation between re-
flections and rotations. Reflections are more fundamental since they can be used to
define rotations. Two successive reflections, i.e., n2n1xn1n2, correspond to the rota-
tion about the origin by two times the angle between n1 and n2: x
′ = (n2n1)x(n1n2) =
x(n1n2)
2 = x(cosα+sinαe12)
2 = x exp(2αe12) where α is the angle between n1 and n2.
Finally, the properties of the algebra IR2 can be summarized as follows:
• IR2 contains the vector space IR2 including its scalar product which represents
the collinear part of two vectors.
• The vector space is extended by the wedge product which represents the di-
rected plane spanned by two vectors.
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• IR2 contains the complex numbers as a subalgebra. This subalgebra of spinors
represents the group action of scaling-rotations on IR2.
• The geometric product is the algebra product of the 4D algebra IR2 by which
all previously mentioned products can be expressed.
– Applied to vectors, it represents the relation of two vectors.
– Applied to spinors, it represents the group multiplication of scaling-rota-
tions.
– Applied to a vector and a spinor, it represents the result of the scaling-
rotation group acting on the vector.
– Applied as a two-sided multiplication with a unit vector, it represents the
reflection with respect to the line given by the unit vector.
The advantages of geometric algebra are even more significant in the case of 3D
vector space.
2.2 Geometric Algebra of IR3
In this section the algebra of IR3 and the group representation of 3D scaling-rotations
are introduced.
2.2.1 Definition of the Algebra
The 3D Euclidean space IR3 is spanned by the orthonormal basis {e1, e2, e3} (see
figure 2.3). Again, the scalar product of the basis vectors is given by the Kronecker
delta: ei · ej = δij , and therefore the dot product for arbitrary vectors x = xe1 +
ye2 + ze3 and u = ue1 + ve2 + we3 is defined by associativity and distributivity as
x · u = xu+ yv + zw.
In the light of section 2.1, the vector space IR3 is extended to form an algebra.
At first, the wedge product of the basis vectors now yields three basis bivectors (see
figure 2.3), and since the basis vectors are orthogonal, the wedge product of pairwise
different basis vectors is equivalent to their geometric product :
e12
def
= e1 ∧ e2 = e1e2 (2.15)
e23
def
= e2 ∧ e3 = e2e3 (2.16)
e31
def
= e3 ∧ e1 = e3e1 . (2.17)







Fig. 2.3: 3D Euclidean space: the basis vectors e1, e2, e3, the basis bivectors e12, e23,
e31, and the unit pseudoscalar I3.
In the case of IR2 (see section 2.1) the geometric product of a bivector and a vector
results in a vector (e.g. e12e1 = −e2). Now having three independent basis vectors,
the geometric product of a basis bivector and the basis vector not contained in the
bivector (e.g. e12e3) forms a new element, the basis trivector or unit pseudoscalar
(see also figure 2.3):
I3
def
= e12e3 = e1e2e3
def
= e123 . (2.18)
From the definition of the pseudoscalar and the anti-commutativity of the product
of pairwise different basis vectors, the other possible products forming the algebra
are obtained. All products between the eight basis elements are summarized in
table 2.2. From this multiplication table the geometric product of arbitrary mul-
tivectors is given by associativity and distributivity. Note that the pseudoscalar
commutes with all other elements of the algebra.
Besides the geometric product, some other products which are used in this thesis
are defined. These definitions again require the grade operator which selects that
part of a multivector with a specific grade. IfM is a general multivector in IR3, then
〈M〉0 is its scalar part, 〈M〉1 is its vector part, 〈M〉2 is its bivector part, and 〈M〉3 is
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1 e1 e2 e3 e23 e31 e12 I3
1 1 e1 e2 e3 e23 e31 e12 I3
e1 e1 1 e12 −e31 I3 −e3 e2 e23
e2 e2 −e12 1 e23 e3 I3 −e1 e31
e3 e3 e31 −e23 1 −e2 e1 I3 e12
e23 e23 I3 −e3 e2 −1 −e12 e31 −e1
e31 e31 e3 I3 −e1 e12 −1 −e23 −e2
e12 e12 −e2 e1 I3 −e31 e23 −1 −e3
I3 I3 e23 e31 e12 −e1 −e2 −e3 −1
Tab. 2.2: Multiplication table of the basis elements {1, e1, e2, e3, e23, e31, e12, I3}. The
left factors are indicated by the first row and the right factors by the first
column.
its pseudoscalar part. Using this notation, the following products are defined:
• The inner product is indicated by a dot. It is defined by
M ·N = 〈MN〉|r−s| (2.19)
where M and N are two multivectors such that M = 〈M〉r, N = 〈N〉s, and
r, s > 0. To be more specific, the following cases occur:
– If eitherM or N is a scalar (r = s = 0), the inner product is zero.7
– For two vectors (r = s = 1), the inner product is identical to their scalar
product, defined as in the 2D case (2.5).
– For a vector x (r = 1) and a bivector B (s = 2), the inner product is given
by the vector part of the geometric product:
x · B = 〈xB〉1 =
1
2
(xB − Bx) = −B · x . (2.20)
– The inner product of a vector x (r = 1) and a pseudoscalar λI3 (s = 3) is
given by their geometric product since 〈xI3〉2 = xI3:
x · (λI3) = λxI3 = (λI3) · x . (2.21)
– The inner product of two bivectors B and C (r = s = 2) is given by
B · C = 〈BC〉0 =
1
2
(BC + CB) = C · B . (2.22)
7 If one factor in MN is a scalar, the geometric product is just the scalar multiplication. The scalar
multiplication of M by λ is represented by the outer product λ ∧ M = M ∧ λ, see below.
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– The inner product of a bivector B (r = 2) and a pseudoscalar λI3 (s = 3) is
given by their geometric product since 〈BI3〉1 = BI3:
B · (λI3) = λBI3 = (λI3) · B . (2.23)
– Finally, the inner product of two pseudoscalars λI3 and µI3 (r = s = 3) is
given by their geometric product:
(λI3) · (µI3) = −λµ = (µI3) · (λI3) . (2.24)
• The outer product is indicated by a wedge. It is defined by
M ∧N = 〈MN〉r+s (2.25)
where M and N are two multivectors such that M = 〈M〉r, N = 〈N〉s, and
r + s ≤ 3. To be more specific, the following cases occur:
– If one ofM and N is a scalar (r = 0 or s = 0), the outer product is given by
the scalar multiplication.
– For two vectors (r = s = 1), the outer product is given according to (2.6).
– For a vector x (r = 1) and a bivector B (s = 2), the outer product is given
by the pseudoscalar part of the geometric product:
x ∧B = 〈xB〉3 =
1
2
(xB +Bx) = B ∧ x . (2.26)
Other outer products do not occur, due to r+ s ≤ 3. Note that in contrast to the
inner product, the outer product is associative.
• Considering the various cases for the inner and outer product, the geometric
productMN is always the sum of both (i.e.,MN=M ·N +M ∧N) except for the
case r = s = 2. Given two bivectors B and C nonetheless, the geometric product
BC exists. The remaining part of that geometric product, after subtracting the
inner product, yields a third product, the cross product:
BC −B · C = 1
2
(BC − CB) def= B × C = −C ×B . (2.27)
Considering the last product (2.27), it is reasonable to establish a connection to the
Gibbs cross product. This relation is obtained by means of duality. As in section 2.1,
the dual of a multivectorM is defined to be the product ofM with the inverse of the
unit pseudoscalar I3:
M∗ = MI−13 = −MI3 . (2.28)
By taking a closer look at figure 2.3 and table 2.2, it becomes evident that the dual
of a vector x is the bivector which is formed by two linear independent vectors which
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are orthogonal to x. Hence, the duality maps the 3D vector space onto the 3D
bivector space and vice versa. By duality, the Gibbs cross product is equivalent
to the cross product of geometric algebra. The Gibbs cross product of two vectors
x = xe1 + ye2 + ze3 and u = ue1 + ve2 + we3 is given by
x ×G u = (yw − zv)e1 + (zu− xw)e2 + (xv − yu)e3 .
The cross product of x∗ and u∗ reads
(xe23 + ye31 + ze12) × (ue23 + ve31 + we12) =
(zv − yw)e23 + (xw − zu)e31 + (yu− xv)e12
and hence
(x ×G u)∗ = x∗ × u∗ = u ∧ x . (2.29)
Therefore, all three products which are known for the 3D vector space (i.e., scalar
multiplication, scalar product, and Gibbs cross product) emerge from one single
product, the geometric product. Having different products occurring in the alge-
bra, some precedence rules for the products are needed: the wedge product binds
strongest, and the inner product binds stronger than the geometric product.
As for the IR2-multivector, the modulus of a IR3-multivector is defined by the
Euclidean norm of its components. According to (2.9), it is obtained by
|M | =
√
〈MM̃ 〉0 , (2.30)
where the tilde now denotes the reversion in IR3. The reverse of a multivector M is
defined by reversing the order of the basis elements. Hence, the scalar and vector
parts are not changed, while the bivector and pseudoscalar parts are negated:
M̃ = 〈M〉0 + 〈M〉1 − 〈M〉2 − 〈M〉3 . (2.31)
As for IR2, the reversion is an involutive antiautomorphism (see (2.10)). The main
automorphism of geometric algebra is the grade involution:
M̂ = 〈M〉0 − 〈M〉1 + 〈M〉2 − 〈M〉3 (2.32)
which fulfills (MN)̂ = M̂N̂ . The combination of grade involution and reversion
yields the (Clifford) conjugation [97]:
M̄ = ˆ̃M = 〈M〉0 − 〈M〉1 − 〈M〉2 + 〈M〉3 . (2.33)
As in the case of 2D vectors, the inverse of a vector x is given by x−1 = x|x|2 =
x
x·x
according to (2.30). The scalar part of a geometric product as it occurs in (2.30), i.e.,
〈MN〉0, is especially simple, because the factors can be shifted periodically:
〈MN . . . PQ〉0 = 〈QMN . . . P 〉0 , (2.34)
where M,N, . . . , P,Q are arbitrary multivectors. This identity follows from the de-
composition of Q and (MN . . . P ) into their components and from considering only
the relevant products (i.e., those which yield a scalar result).
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2.2.2 Group Representation in IR3
Besides its interesting algebraic properties, the geometric algebra of 3D space is also
capable of representing the group of rotations and isotropic scale transformations
by spinors. By duality, these representations combine the most compact representa-
tion of a rotation, the rotation vector, with the numerically fastest evaluation of the
group multiplication, the quaternion product [78].
The idea behind spinors is to generalize the interpretation of a unit complex
number as a rotation. An even graded multivector (i.e., a multivector with scalar
and bivector components) with unit magnitude is called a rotor:
s = a + be23 + ce31 + de12 (2.35)
where a2 + b2 + c2 + d2 = 1. As in section 2.1 an unnormalized rotor λs is called
a spinor and represents a scaling-rotation. All spinors form a proper subalgebra
of IR3, which is denoted IR
+
3 and which is isomorphic to the algebra of quaternions,
IR+3 ≃ IH [97]. The action of a spinor is represented by means of a two-sided product.
The reverse of the spinor s is obtained to be s̃ = a − be23 − ce31 − de12, and hence in
the case of a rotor ss̃ = a2 + b2 + c2 + d2 = 1. The action of a spinor to a vector
x is defined by s̃xs. It is necessary to apply a spinor to a vector in this two-sided
notation to avoid pseudoscalar components. In contrast to IR2, in IR3 there always
exists a bivector which is orthogonal to a vector. If s includes a bivector orthogonal
to x, the product xs also results in a pseudoscalar component. This is not possible if
s is applied in the two-sided way (see calculation below).
If s is a rotor, it is possible to write it as s = cosϕ − n∗ sinϕ for an appropriate
choice of ϕ and n, where n is a unit vector. In the following the vector x is decom-
posed as x⊥ + x‖, where x‖ = (x · n)n is the part of x which is parallel to n (the
projection), and x⊥ = x − x‖ = (x ∧ n)n is the part of x which is perpendicular to n
(the rejection). Evaluating the action of the rotor yields
s̃xs = (cosϕ+ n∗ sinϕ)x(cosϕ− n∗ sinϕ)
= (cosϕ+ n∗ sinϕ)(cosϕ− n∗ sinϕ)x‖ + (cosϕ+ n∗ sinϕ)2x⊥
= x‖ + (cos2 ϕ− sin2 ϕ+ 2n∗ cosϕ sinϕ)x⊥
= x‖ + (cos(2ϕ) + n∗ sin(2ϕ))x⊥ .
(2.36)
The term n∗x⊥ is the vector which is orthogonal to both, n and x⊥, according to (2.29)




⊥ = (nx⊥)∗ = (n ∧ x⊥)∗ = n×G x⊥ .
Hence, x⊥ is changed to a linear combination of x⊥ and n∗x⊥, i.e., x⊥ is rotated
anti-clockwise around the axis defined by n (see figure 2.4). According to (2.36), the
rotation angle is 2ϕ. Finally, this rotation is represented by the rotation vector 2ϕn.















Fig. 2.4: Decomposition of a rotation in 3D space. The rotation axis is given by n and
the rotation angle is given by 2ϕ. The group action to the vector x is s̃xs.
In order to establish the link between the rotation vector 2ϕn and the normal-








converges for every bivector B, since exp |B| converges. Furthermore, the series
(2.37) can be split into its scalar component and its bivector components accord-
ing to expB = cos |B| + B|B| sin |B|, which establishes a generalized Euler equation.
The mathematical background of this equivalence is the isomorphism between the
algebra of complex numbers and the subalgebra of IR3 generated by {1, B|B|}.
Applying the exponential function to the dual rotation vector (divided by two)
yields
expϕn∗ = cosϕ+ n∗ sinϕ = s̃ , (2.38)
i.e., the exponential function of the dual rotation vector is directly related to the
normalized spinor s. On the other hand, the derivative of s with respect to the angle
ϕ results in the unit dual rotation vector. Therefore, in terms of Lie group theory,
the generator of an arbitrary 3D rotation is given by the bivector which is dual to
the unit rotation vector. Interpreting the cross product (2.27) as the Lie bracket, the
bivectors form a Lie algebra. If a specific rotation with a certain angle is considered,
it is not sufficient to think of angles as scalars. In contrast to 2D, an angle in 3D
has a certain directional information, and due to the representation of a rotation
by the dual of its rotation vector, angles should rather be seen as bivectors. Hence,
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a 3D angle is a bivector which is obtained from the product of the (scalar) rotation
parameter and the generator. As in the 2D case, the group of scale transformations
is generated by the scalars and is introduced to geometric algebra by considering
general spinors.
In the 2D case, the generator of the scaling-rotation is obtained by means of the
IR+2 -logarithm (which is basically the complex logarithm). An inverse exponential
map can be defined also in the 3D case. The formal definition is identical to that in
(2.12), the only difference is that it acts on IR+3 . Same as in the case of IR2 where
the correctness of the IR+2 -logarithm follows from the complex logarithm, the IR
+
3 -
logarithm is obviously the inverse of the exponential map since both maps act on
the subalgebra generated by {1, B|B|} which is isomorphic to C.
Although it is not necessary for understanding the following chapters,8 I prove
the correctness of the logarithm by elementary calculations showing that for any























The restriction |B| < π emerges from the periodicity of the rotation group. The
rotation angle can only be recovered modulo 2π. The negative interval (i.e., (−π, 0))
is given by the orientation9 of the plane defined by B. The special case |B| = π is
singular because the rotation axis is not well defined.
8 However, the following proof yields deeper insight into the logarithm of IR+3 and also gives a hint
for the implementation.
9 The term ‘orientation of a plane’ from geometric algebra is a quite unlucky choice for the ap-
plication to image processing where the orientation defines an ‘unoriented’ subspace whereas the
direction defines an ‘oriented’ subspace. Due to this contradictory use of the term ‘orientation’, I pre-
fer to use directional sense of a subspace instead of ‘orientation of a subspace’. Hence, the difference
between orientation and direction is the directional sense (see also chapter 4).
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The second equality is true since
exp(log(s)) = exp
(










































Hence, the IR+3 -logarithm is established.
Similar as in the 2D case, the basic results are summarized:
• IR3 contains the vector space IR3 including its scalar product and (Gibbs) cross
product which is replaced by the wedge product. The latter represents the
directed plane spanned by two vectors.
• IR3 contains the quaternions as a subalgebra. This subalgebra of spinors rep-
resents the group action of scaling-rotations on IR3.
• By means of duality, one can switch from spinors to rotation vectors and from
planes to normal vectors.
• The geometric product is the algebra product of the 8D algebra IR3 by which
all previously mentioned products can be expressed.
– Applied to vectors, it represents the relation of two vectors.
– Applied to spinors, it represents the group multiplication of scaling-rota-
tions.
– Applied to a vector and a spinor (as a ‘sandwich’ product), it represents
the result of the group acting on the vector.
• The three-fold outer product of vectors represents the directed volume spanned
by three vectors.
Having defined the geometric algebras of 2D and 3D space, I proceed to the relation-
ship between complex analysis and 2D harmonic vector fields as a first application
of geometric algebra.
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2.3 Complex Analysis and 2D Harmonic Fields
In this section parts of the commonly well known area of complex analysis is refor-
mulated in the geometric algebra of 2D space. The also well known relationship to
2D vector fields emerges directly from the formulation in geometric algebra. In the
subsequent section, the correspondence between analysis and vector fields yields
a function theory for IR3-valued functions derived from harmonic 3D vector fields
which directly generalizes the idea of complex analysis.
2.3.1 The Cauchy-Riemann Equations
Complex analysis is mainly based upon the idea of holomorphic or analytic10 func-
tions. Analytic functions are complex functions f(z) = fR(z)+ ifI(z) (with z = x+ iy))











Using the isomorphism IR+2 ≃ C and by interpreting z as a vector instead of a
















According to the habits of geometric calculus [71], the derivative operator is always
combined with the corresponding basis vector, and therefore the 2D gradient opera-








Hence, the second equation of (2.39) corresponds to
∇2 · (fIe1 + fRe2) = 0 (2.41)
10 Analyticity means, that there is a local power series expansion at each point, which is a complete
characterization of holomorphic functions [86]. For a survey of different terminologies for analytic
functions see page 16 of the same reference.
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and by multiplication with e12 from the right, the first one corresponds to
∇2 ∧ (fIe1 + fRe2) = 0 . (2.42)
Defining the vector field f by f = fIe1 + fRe2 = (fR + fIe12)e2, equations (2.41) and
(2.42) can be combined as
∇2f = 0 . (2.43)
This equation is commonly known as the Dirac equation and it states that f has
everywhere zero divergence and zero curl (rotation). Zero curl means that the vector
field f is the gradient field of a potential p (short: potential field):
f = ∇2 p , (2.44)
which is easily obtained from ∇2 ∧ ∇2 = 0. If f is the gradient field of p, zero
divergence means that
∆2 p = ∇2∇2 p = ∇2 · (∇2 p) = ∇2 · f = 0 ,







= 0 . (2.45)
The gradient field of a harmonic potential is also called a harmonic (potential) field.
The components of such a field f = f1e1 + f2e2 are again harmonic:
∆2f1 = ∆2(f · e1) =
1
2
(∆2fe1 + e1∆2f) =
1
2
(∇2∇2fe1 + e1∇2∇2f) (2.43)=
1
2
(∇20e1 + e1∇20) = 0
(similar for f2). The harmonic scalar fields f1 and f2 are called the harmonic conju-
gates of each other. The relationship between harmonic functions and the solutions
of the Laplace equation is explained in detail in [86].
2.3.2 Solutions of the 2D Laplace Equation
The Laplace equation itself is a partial differential equation of elliptic type [25]. The
well known fundamental solution of the 2D Laplace equation reads
p2(x) = log(|x|) . (2.46)
The resulting vector field is given by
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which directly corresponds to the term z−1 which occurs in the Cauchy integral
formula, see e.g. [26], page 353. For convenience, p2 and f2 are both divided by π in




and f2(x) = (πx)
−1 . (2.48)
One fundamental theorem from complex analysis states that the holomorphic
complement of a real function f(x) on the real line exists and is unique, see [26],
page 392. Extending the given real function in such a way results in a unique com-
plex function over the complex plane which fulfills the Cauchy-Riemann equations.
Hence, this extended function can also be considered as a vector field fulfilling the
Dirac equation. Therefore, the holomorphic function can be identified with a har-
monic field and in the light of the previous considerations, the holomorphic comple-
ment can be reduced to the following boundary value problem of the second kind (a
Neumann problem [26], page 212):




p(x) = f(x)e2 for y = 0 . (2.50)
The first equation is just the Laplace equation restricted to the open domain y > 0.
The second equation is called the boundary condition and the basis vector e2 is
coherent with the embedding of complex functions as vector fields (the real part is
embedded as the e2-component). The solution p of the restricted Laplace equation is
made unique by the boundary condition (up to an additive constant [26], page 212).
The extension of f(x) to a holomorphic function is obtained from the solution of the
Neumann problem by taking the gradient field of p.
In chapter 4 I will show that the Hilbert transform is given by the holomorphic
complement for the limit y → 0. Furthermore, I will show that y can be considered
as a damping constant which introduces a scale-space approach. Additionally, it
corresponds to the real exponent of the kernel of the Laplace transform [127] (see
also section 3.2 in the next chapter).
2.4 3D Harmonic Fields
Applying the idea of the correspondence between complex analysis and 2D vector
fields to 3D vector fields yields the generalization of complex analysis to IR3-valued
analysis.
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2.4.1 The Generalized Cauchy-Riemann Equations










= 0 , (2.51)







, it follows that f fulfills the 3D Dirac equation:
∇3f = 0 . (2.52)
This equation can be split into a scalar and a bivector part:
∇3 · f = 0 (2.53)
∇3 ∧ f = 0 (2.54)
where (2.53) states that f has zero divergence and (2.54) states that the curl of f
is zero.11 Following the same calculation as for the 2D case, it can be shown that
any of the three components of f is again harmonic. The components form a triple




























f1 = 0 . (2.58)
Although I restrict myself to vector valued functions in this thesis, it should be
pointed out that the Dirac equation (2.52) can also be applied to multivector-valued
functions f establishing a system of generalized Cauchy-Riemann equations. A
function f that fulfills (2.52) is called a monogenic function12. Using this framework
of monogenic functions, most theorems from complex analysis can be generalized
11 Applying (2.29) and (2.27) yields the classical formulation of the curl of a vector field by the Gibbs
cross product.
12 Originally, monogenic was another, somewhat archaic term for holomorphic [86]. In the Clifford
analysis literature it was reused to express the multidimensional character of the functions. To be
more specific, a function that fulfills (2.52) is called leftmonogenic since the Dirac operator is applied
from the left. However, if f is a vector valued function, it is also right monogenic, and therefore I do
not distinguish left and right monogenic functions in this thesis.
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to higher dimensions (e.g. Cauchy’s formula, residue theorem etc.). Most of these
aspects, being out of the scope of this thesis, can be found in literatures on Clifford
analysis [13, 98]. More recent publications on Clifford analysis also deal with PDEs
and boundary value problems (see first part of [123]).
2.4.2 The 3D Laplace Equation and its Solutions
One theorem however, is fundamental for this thesis: the generalization of the holo-
morphic complement. According to the introduced notations, this generalization is
called themonogenic extension. The monogenic extension (also: Cauchy-Kovalevska
extension) of a real function f(x, y) in the plane z = 0 is the unique function which
is monogenic in the upper half-space z > 0 and which has a scalar part that is equal
to f(x, y) for z = 0, see [33], page 151. In the light of the vector field representation,
the monogenic extension is equivalent to a boundary value problem of the second
kind:




p(x) = f(x, y)e3 for z = 0 . (2.60)
This boundary value problem has a unique solution p, so that f = ∇3 p is monogenic
for z > 0, and the e3-component of f is equivalent to f(x, y) for z = 0. According to
the derivation of the 1D Hilbert transform by means of the holomorphic complement
(see chapter 4), the 2D generalization of the Hilbert transform will be derived from
the monogenic extension. Hence, the fundamental solution of the Laplace equation
and its gradient are required (which are for convenience divided by −2π):
p3(x) = −
1
2π|x| and f3(x) =
x
2π|x|3 . (2.61)
Finally, it is important to mention that Clifford analysis is a quite new and not
very common way to generalize complex analysis to higher dimensions. The better
known extension is based on several complex variables [85] which is to some extent
based on the n-fold tensor product of the complex algebra [31]. The drawback of
using several complex variables is that the direct connection to vector field theory
is lost, especially (2.55) is not obtained in that framework.
The introduced generalization of complex analysis and its relation to field theory
are fundamental for understanding the 2D generalization of the analytic signal and
of quadrature filters. The derivation of the generalized Hilbert transform and the
related scale-space approach are based on the monogenic extension of 2D signals.
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2.5 Summary of Chapter 2
In this chapter the algebraic framework which is needed for the remaining part of
this thesis has been presented. Based on concepts known from complex numbers,
the algebras of 2D and 3D Euclidean space have been introduced. The 2D and 3D
linear vector spaces have been extended by the wedge product of vectors, which rep-
resents directed planes by means of bivectors. The subalgebras IR+2 and IR
+
3 , which
are given by the scalars and the bivectors, provide sophisticated representations of
scaling-rotations in 2D and 3D Euclidean space by means of spinors. These subal-
gebras are isomorphic to the complex numbers and the quaternions, respectively.
The algebra product of geometric algebra is the geometric product. Applied to
two vectors, it represents their geometric relation to each other, applied to two
spinors, it represents the group multiplication, applied to a vector and a spinor
(in ‘sandwich’-notation), it represents the group action to the vector, and applied
to two vectors in ‘sandwich’-notation, it represents a reflection. For the algebra of
3D space, the introduction of the unit trivector, the pseudoscalar, allows to switch
between spinors and rotation vectors, between planes and normal vectors, and be-
tween the Gibbs cross product and the bivector cross product by means of duality. A
general trivector represents a directed volume.
Transferring the ideas of complex analysis to geometric algebra leads to the field
of Clifford analysis. Straightforward generalizations of the Cauchy-Riemann equa-
tions without losing the connection to field theory are obtained. The generalization
of holomorphic functions, monogenic functions, is obtained by means of the gradi-
ent field of harmonic functions, i.e., functions that fulfill the Laplace equation. The
fundamental solutions of the Laplace equations in 2D and 3D are given, which es-
tablish the fundamentals to the Hilbert transform and its 2D generalization, the
Riesz transform.
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Chapter 3
SIGNAL THEORETIC FUNDAMENTALS
‘He who loves practice without theory is like the sailor
who boards ship without a rudder and compass
and never knows where he may cast.’
Leonardo da Vinci (1452-1519)
Throughout this thesis signals are indicated by the symbol f since they are em-
bedded as vector fields. I do this for the following reason: the Fourier transform
and the Hilbert transform are closely related to complex analysis. Complex anal-
ysis, however, is related to harmonic potentials. In chapter 4 I make use of these
relationships to derive a 2D generalization of the Hilbert transform. The mathe-
matical framework I use is a boundary value problem of the second kind (i.e., with a
given derivative on the boundary) where the boundary condition is given by the sig-
nal. Therefore, signals are always vector valued1, whereas filter kernels are spinor
valued since they act on vectors (see below). In the derivations of the Hilbert trans-
form and its 2D generalization, I also make use of potentials which are scalar valued
functions. Potentials are denoted with the lower case letter p.
The argument of a signal is a spatial vector which is represented by the nota-
tion f(x). This representation is also used for 1D signals where x = xe1 is the 1D
vector2 with the component x. The use of 1D vectors is very important in order to
be consistent to the 2D case and for the relationships to 2D vector fields and Clif-
ford analysis. Although f(x) denotes both, 1D and 2D signals, the two cases can
be distinguished by the context or by explicit remarks. All signals are supposed to
behave in a tempered way, i.e., the later considered integrals do exist. Proofs about
existence and convergence can be found in mathematical literature (e.g. [84, 94])
and are out of the scope of this thesis. Nevertheless, for all introduced integrals it
can be shown that they exist.
1 This is true unless multiple filter responses are combined to form the structure multivector as it
is proposed at the end of chapter 5
2 Note that 1D vector spaces are very uncommon in classical vector notation since the vector space
IR1 is normally identified with the field IR.
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Linear, shift invariant (LSI) operators are multivector valued linear functionals
which commute with the shift operator. In classical complex signal theory, LSI op-
erators are identified with LSI filters. Due to the extended algebraic embedding in
this thesis however, LSI filters are only a subset of LSI operators. Otherwise, the
interpretation of the different entities (vectors, group actions, etc.) would be lost.
As stated above, signals are vector valued and since filters shall be identified with
operators acting on vectors, they must be spinor valued in order to result in a vector
valued output. This would be infringed if the filter had been vector valued. LSI
filters are indicated by calligraphic typeset3: H. Their impulse response is indicated
by lower case letters h and their frequency response by upper case letters H. Fil-
ters are not denoted with bold letters, since they are spinor valued. Note that the
operator notation (calligraphic letter) of a filter is just a symbolic notation for the
convolution.
3.1 The 1D Fourier Transform and LSI Operators
Introducing geometric algebra to 1D signal theory just yields some minor changes
which reduce to algebraic aspects. Nevertheless, it is necessary to understand the
impact of the algebraic embedding to the well known formulas.
3.1.1 Definitions
In the 1D case, the LSI filter H is defined by the convolution integral
Hf(x) = (h ∗ f)(x) =
∫ ∞
x′=−∞
h(x′)f(x − x′) dx′ , (3.1)
where the spatial vector x is given by xe1 (see also the remark about 1D vectors on
page 39). The integration is performed as a classical improper Riemann integral of
the first kind over the scalar valued component x′ of the 1D vector x′ = x′e1 and not
in the sense of a directed integration which would be denoted by dx [71]. Otherwise,
a further base vector e1 would have been introduced and the filter output would
not be vector valued any more. Furthermore, the calculation is more similar to the
complex convolution, since f can be changed into a IR+2 -valued function (a ‘complex’
function), by multiplying by e2 from the right: fe2 = (f1e1 + f2e2)e2 = f2 + f1e12 ≃
f2 + if1 (see also the embedding of complex functions in section 2.3). This analogy to
complex convolutions is the reason for applying h from the left in (3.1). An important
consequence of multiplying by e2 from the right is that real signals in the classical
3 Note that besides LSI filters, the Fourier transform and the Radon transform are also indicated
by calligraphic typeset, but with subsequent swift brackets, e.g. F{·}.
3.1. The 1D Fourier Transform and LSI Operators 41
case correspond to e2-valued signals in the current embedding. Hence, real signals
correspond to curves in the e1 ∧ e2-plane (see figure 3.1).
x, e1
f(x), e2
x + f(x) = xe1 + f(x)e2
Fig. 3.1: Graph of the signal f in the e12-plane according to f(x) = f(xe1) = f(x)e2.
According to the different products of geometric algebra, one can also think of
different convolutions. However, those specialized convolutions do not occur in this
thesis for the 1D case. Note also that the real convolution algebra (i.e., the con-
volution is interpreted as the algebra product and the L2-functions form the vector
space) is associative, distributive, and commutative whereas the last property is lost
if the convolution algebra is extended to multivector valued functions. This is also
true for the 2D case (see section 3.3).
One of the most often used LSI operators is the derivative operator. In the cur-
rent embedding however, the pure derivative operator is no LSI filter by definition
(3.24). According to the habits of geometric algebra and Clifford analysis, the deriva-
tive operator, or nabla operator, is a vector valued operator: ∇1g(x) = e1 ∂g(x)∂x in the
1D case, and therefore it is no filter. Instead of keeping vectors, it turns odd mul-
tivector valued functions into even multivector functions and vice versa. This is
especially important in the context of gradient fields which occur in the derivation
of the Hilbert transform by means of vector field theory (see chapter 4). Neverthe-
less, it is possible to introduce an LSI filter with a similar behavior as the nabla
operator by combining the latter with a vector valued Dirac delta-function. The ef-
fect of this combination is just an algebraic one: the output of the operator is again
vector valued.
The relationship between the frequency response H of a filter and its impulse re-
sponse h is given by the Fourier transform. The following notation for the 1D Fourier
transform of a multivector valued function g(x) is used throughout this thesis:
G(u) = F1{g(x)}(u) =
∫ ∞
x=−∞
exp(−e122πxu)g(x) dx . (3.2)
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Again, x and u are 1D vectors (i.e., x = xe1 and u = ue1) and their geometric
product is equivalent to their inner product, xu = x · u. Note that the commonly
used imaginary unit i is just replaced by e12, according to the isomorphism IR
+
2 ≃ C.
In the sequel the complex version is referred to as the classical case. As in the
classical case, the inverse transform is given by the same formula, except for the
sign of the exponent in the Fourier kernel (see e.g. [11]).
According to the Hermite symmetry of the complex Fourier transform, the trans-
form (3.2) splits into an even part and an odd part. The even part (classical: real














g(x) sin(2πxu) dx . (3.4)
Hence, it follows that G = Ge + e12G
o. The 1D Fourier transform is directly re-
lated to complex analysis (classical point of view) and 2D harmonic potentials (see
section 2.3), yielding a direct link between harmonic oscillations and harmonic func-
tions.
3.1.2 Basic Theorems
According to the distinction between signals, filter kernels, and potentials (being
vector valued, spinor valued and scalar valued, respectively), there are three differ-
ent cases of frequency domain representations. For a signal f(x) = f1(x)e1 + f2(x)e2,
its Fourier transform F(u) = F1{f(x)} can be decomposed into its components ac-
cording to
F(u) = F1(u)e1 + F2(u)e2 = (F
e
1 (u) + F
o
2 (u))e1 + (−F o1 (u) + F e2 (u))e2 , (3.5)








2 e12 are the Fourier transforms of f1 and f2,
respectively, with their even and odd parts. Hence, the only difference to the clas-
sical complex Fourier transform of a complex signal is a subsequent multiplication
with e2 from the right (and i is replaced by e12). The Fourier transform of a signal
is denoted by a bold letter to indicate that the spatial representation of the signal
is vector valued4. In the case of a spinor valued filter kernel h = h0 + h12e12, the
Fourier domain representation H of h is directly given by the isomorphism IR+2 ≃ C:
H(u) = H0(u) + e12H12(u) = (H
e
0(u) −Ho12(u)) + e12(Ho0 (u) +He12(u)) , (3.6)
which is basically the same symmetry decomposition as in the complex case. For a
scalar valued potential p, its Fourier transform P is obtained from (3.6) by omitting
4 In 1D F(u) itself is also vector valued, but this is different in 2D, see section 3.3.
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the h12 part and replacing h0 with p (corresponding to the complex Fourier transform
of a real signal):
P (u) = F1{p(x)}(u) = P e(u) + e12P o(u) , (3.7)
which is a Hermitian function in the classical case. Also in the present embedding,
the conjugation can be used to express this relationship: P (−u) = P̄ (u).
The Fourier transform is the eigentransform of the shift operator.5 That means
that the Fourier transform is shift invariant up to a spinor factor (the linear phase,
see next section). The only difference to the complex embedding is that the modula-
tion term must be multiplied from the left:
F1{g(x − x′)}(u) = exp(−e122πx′u)G(u) , (3.8)
where g is a general multivector valued function, and hence the shift theorem ap-
plies to both signals (g = f) and filters (g = h).
Applying the shift theorem to the convolution integral (3.1) directly leads to the
convolution theorem, which reads by use of the previously introduced notations
F1{Hf(x)}(u) = H(u)F(u) . (3.9)
This is obtained since H commutes with the kernel of the Fourier transform (H :
IR → IR+2 ).
Strictly spoken, this convolution theorem is only valid for the application of fil-
ters to signals. If instead of a filter the derivative operator is applied to a multivector














exp(e122πxu)G(u) du = e1F−11 {e122πuG(u)} ,
and since e1 anti-commutes with the odd part of the Fourier kernel, this results in
F1{∇1g(x)} = −e12πue2G(−u) = 2πu∗G(−u) , (3.10)
for any multivector valued function g.
As a consequence of (3.10), the Fourier transform of the second derivative of a
function is consistent with the classical formula:
F1{∇21g(x)}(u) =2πu∗F1{∇1g(x)}(−u)
=2πu∗(−2πu∗G(u)) = −4π2u2G(u)
5 In the discrete, finite case the shift operator can be represented as a circulant matrix with exactly
one entry with value one in each column. The product of the discrete Fourier transform matrix with
a circulant matrix yields a diagonal matrix. Hence, the Fourier transform matrix consists of the
eigenvectors of the circulant matrix.
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The operator ∇21 = ∆1 is called the 1D Laplace operator and according to the deriva-
tion above, it is a scalar valued operator, and hence a filter with the frequency re-
sponse
F1{∆1}(u) = −4π2u2 = −(±2π|u|)2 . (3.11)
This frequency response (and its ambiguous square root) plays a fundamental role
for the derivation of the Hilbert transform (see chapter 4).
Introducing the derivative operator as a vector valued operator and therefore
leaving the spinor algebra IR+2 (and herewith the space of filters) may appear ar-
tificial to the reader, but it is a key-point for understanding the derivation of ap-
proaches for 2D signals. The derivatives of odd order are fundamentally different
from the even order derivatives. This fact becomes clearer in the context of vector
field theory or Clifford analysis [14]. Exactly this fundamental distinction is impos-
sible in the algebra of complex numbers, causing the failures in the invention of an
appropriate 2D analytic signal.
The formal proofs of all mentioned theorems and further theorems (Plancherel,
Parseval, uncertainty relation etc.) can be found in the elegant brief review of
Fourier analysis [140] or in standard text books of signal theory [11, 114] etc., formu-
lated in the classical framework. In the present embedding, the Parseval theorem is
the same as in the complex case (just substitute the modulus of a complex number
by the modulus in geometric algebra). Same is true for the uncertainty relation.
I mention the result although, since it is needed for the scale-space approach in




which says that the product of the point spread and the frequency spread has a lower
bound. In the case of a Gaussian function the equality holds [11]. The algebraic
embedding has no effect to the proof of the uncertainty relation, since both involved
operators (multiplication with x and differentiation with respect to x) have the same
base vector.
3.2 The Phase in 1D
In classical complex Fourier analysis, the spectrum of a signal or the frequency re-
sponse of an operator is often considered in amplitude and phase representation
which is simply a coordinate transform of the complex domain to polar coordinates.
The amplitude spectrum is given by the modulus of the complex spectrum and the
phase spectrum is obtained from the argument of the complex spectrum. Accord-
ingly, the amplitude response and the phase response are respectively given by the
modulus and the argument of the frequency response.
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3.2.1 The Analytic Signal and the Local Phase
Applying the embedding into geometric algebra, the frequency space representa-
tion of a scalar function (potential)6 or a filter is spinor valued, and therefore the
amplitude response and the phase response are obtained from the logarithm (2.12):
|H(u)| = exp(〈log(H(u))〉0) (3.13)
arg(H(u)) = 〈log(H(u))〉2 (3.14)
where H is the frequency response of a filter (or for the special case 〈h〉2 = 0 of
a potential). Note that the amplitude response is obtained as the exponential of
the scalar part of the logarithm, i.e., the logarithm yields the sum of attenuation
(see e.g., [129], page 210) and phase response. What is left is the amplitude-phase-
approach for vector valued spectra, i.e., the Fourier representation of a signal. The
idea for obtaining the latter has already been mentioned in section 2.1. A vector is
simply considered as a spinor applied to the base vector e2.
7 The amplitude spec-
trum and the phase spectrum of a signal are therefore obtained by
|F(u)| = exp(〈log(F(u)e2)〉0) (3.15)
arg(F(u)) = 〈log(F(u)e2)〉2 . (3.16)
The main information of a signal is contained in the phase [111], which can be
used for advanced filter methods [72, 30]. Accordingly, I concentrate rather on the
phase than on the amplitude in the following. By means of the phase, information is
provided what kind of structure is contained in the signal. This information in itself
is not worth too much since one needs also to know where this structure is located.
Due to the uncertainty relation, it is not possible to obtain spatial information if
the global frequency representation is considered.8 One has to localize the phase
and the common way to obtain a local phase is the analytic signal. By means of the
analytic signal, the local structure at every point is characterized by the phase at
that point (see also figure 3.2).
The analytic signal is a {e1, e2}-valued (classic: complex) signal according to
fA(x) = f(x) + fH(x) , (3.17)
where fH is the Hilbert transform of f , which is obtained by applying the LSI filter
H1:





f(x − x′) dx′ . (3.18)
6 Since potentials will be applied as convolution kernels later, their frequency domain representa-
tion is called frequency response instead of spectrum.
7 At this point, a fixed coordinate system is introduced.
8 The global frequency representation has zero frequency spread and therefore, the spatial spread
must be infinite.





Fig. 3.2: Local phase and corresponding 1D structure. For the phases 0, π/2, π, and
−π/2 the corresponding local structures are sketched. Redrawn from [61].
According to the 1D convolution theorem (3.9) and knowing that
F1{(πx)−1}(u) = −e12 sign(u) = e2
u
|u| , (3.19)
the Fourier transform of fH reads
FH(u) = F1{fH(x)}(u) = e12F1{(πx)−1}(u)F(u) = e1
u
|u|F(u) . (3.20)
Consequently, the Fourier representation of fA is one-sided:










2F(u) if ue1 > 0
F(u) if u = 0
0 if ue1 < 0
(3.21)
Note that in (3.18) the kernel is formulated using the component x instead of using
the vector x. Actually, there is an ambiguity if (non-scalar) elements of geometric
algebra occur in the denominator since the geometric product is not commutative.
Fractions are commonly rewritten as the product of the enumerator and the inverse
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which means that the Hilbert transform performs a phase-shift of π/2, i.e., for a
cosine the corresponding sine is obtained (see also [74]). Note that in the definition
of the Hilbert transform above, the bivector which substitutes the imaginary unit
does not occur in the frequency domain, but in the spatial domain.
The main difference to the classical (complex) formulation of the Hilbert trans-
form is that the base elements of the algebra are already included in the transform.9
According to its frequency response, two-fold application of the Hilbert transform
now results in the identity. Furthermore, the Hilbert transform of an analytic sig-
nal results in the same analytic signal.
Self evidently, the Hilbert transform is not chosen arbitrarily and it can be de-
rived from complex analysis, to be concrete from the Cauchy-formula [66]. Due
to the equivalence of analytic or holomorphic functions and 2D harmonic potential
fields, both frameworks can be used to derive the Hilbert transform. The main ob-
ject of this thesis is the generalization of the Hilbert transform to two dimensions.
For the Hilbert transform of 1D signals an embedding into 2D complex functions
or 2D vector fields is performed. Hence, for the 2D generalization a 3D or even 4D
embedding is necessary. The function theory of 3D and 4D space is less common
and also quite technical, and therefore I will use vector field theory for the deriva-
tion of the 2D generalization (see chapter 4). As a motivation and in order to make
the basic ideas clearer, I also derive the Hilbert transform from vector fields (see
section 4.1).
3.2.2 Properties of the 1D Analytic Signal
Having defined the Hilbert transform and the analytic signal, it is reasonable to
have a closer look at their properties:
1. The Hilbert transform
• is anti-symmetric: H1(−u) = −H1(u).
• suppresses the DC component: H1(0) = 0.
• is an allpass, i.e., its amplitude response is equal to one for all non-zero
frequencies: |H1(u)| = 1 ∀u 6= 0.
• of a signal is orthogonal to the latter (see [17]).
9 In the complex formulation (3.23) corresponds to sign(u) instead of i sign(u).
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2. Accordingly,
• the analytic signal of a DC free signal has twice the energy of the original
signal because f and fH are orthogonal and the Hilbert transform is an
allpass.
• the spectrum of an analytic signal is one-sided, see (3.21).
• the analytic signal performs a split of identity (see below).
While some properties are irrelevant for the characterization of structures (e.g. the
one-sidedness) others are fundamental. Especially the split of identity is of great
importance. The split of identity, or its weakened form, the invariance – equivari-
ance property, is obtained by considering the analytic signal in polar coordinates,
i.e., in amplitude and phase representation. By applying the formulas (3.15) and
(3.16), the local amplitude and the local phase of the analytic signal are obtained.
The local amplitude represents the energy of a structure in the neighborhood of a
certain position. Hence it varies with the local dynamic of a structure, but is invari-
ant to changes in the structure itself. The local phase is independent of the local
dynamic, but changes with the structure (see also figure 3.2). The polar coordinate
system is an orthogonal coordinate system, i.e., the components are independent,
and the two independent components correspond to the independent information of
energy and structure. Hence, the analytic signal considered in terms of local phase
and local amplitude is like an orthogonal decomposition of the information which is
contained in the signal.
This is only true unless different partial signals on different scales, i.e., frequency
bands, overlap. In this case one local phase and one local amplitude cannot repre-
sent the signal adequately, and distortions of phase and amplitude occur. To make
this point clearer, suppose the signal to be decomposed into the basis functions of
the Fourier transform (cosine and sine of different frequencies). Considering two
of these basis functions with different frequencies and the corresponding Hilbert
transforms yields the analytic signal of the interference signal (beating) which is
produced by the two harmonic oscillations. Hence, the extracted local phase and
amplitude are basically different from both involved local phases and amplitudes.
Hence, for a general signal consisting of multiple frequency components, the de-
composition of the information does not work using the analytic signal with allpass
amplitude response.
In order to decompose the structure into all of its partial signals, it would be nec-
essary to calculate the analytic signal for infinitely narrow bandwidths, i.e., Dirac-
deltas in the frequency domain. According to the uncertainty relation (3.12), this
would result in filters with global support, i.e., the Fourier transform (up to a modu-
lation). However, a good approximation of the scale decomposition is given by using
appropriate bandpass filters instead, in order to obtain localization in both domains,
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the spatial one and the frequency one. Hence, the analytic signal is combined with
a bandpass filter and the resulting filter set is called a quadrature filter (QF). As-
suming sufficiently large distances between the partial signals in the frequency do-
main, quadrature filters with appropriate bandwidths also allow to decompose the
signal into its partial signals and fulfill the invariance – equivariance property for
every scale. Consequently, quadrature filters can be considered as a compromise
between the two extrema Fourier transform and analytic signal, optimizing the un-
certainty in spatial and frequency domain, see figure 3.3. Quadrature filters allow
Gabor filter
general quadrature filter





















uncertainty in frequency domain ∆u
Hilbert transform
(∆u = ∞)




Fig. 3.3: Quadrature filters realize a compromise between infinite spatial spread
(Fourier transform) and infinite frequency spread (Hilbert transform). The
optimal filter with respect to the uncertainty, i.e., the Gabor filter, is not
truly a quadrature filter.
to localize signals in spatial and frequency domain at the same time, i.e., the uncer-
tainty becomes finite in both spaces. Unfortunately, it is not possible to construct a
quadrature filter that has an uncertainty of (4π)−1. One can show that the Gaussian
function is the only solution for the equality in (3.12) [113], but a Gaussian function
can never yield a one-sided frequency response (see (3.21)). However, it is possible
to design a good approximation of a quadrature filter with uncertainty (4π)−1: The
Gabor filter. If the quotient between bandwidth and center frequency (i.e., the rela-
tive bandwidth) is small enough, the energy in the negative half-space can be kept
below a certain bound. Nevertheless, the Gabor filter does not fulfill the properties
of a quadrature filter in a strict sense. The problem is however, that an increas-
ing accuracy for the phase estimation yields an increasing number of Gabor filters
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to cover a certain passband. If the aim is an accurate phase estimation with low
computational load, a filter with suboptimal uncertainty is certainly a better choice
than the Gabor filter. This problem is even worse in 2D, since decreasing relative
bandwidth does not only mean more Gabor filters to cover a certain passband, but
also more samples of the local orientation.10
3.3 The 2D Fourier Transform and Linear Operators
According to the embedding of real 1D signals into the e1 ∧ e2-plane (see figure 3.1),
real 2D signals (e.g. images) are considered as surfaces in 3D space (see figure 3.4




x + f(x) = xe1 + ye2 + f(x, y)e3
Fig. 3.4: Graph of the 2D signal f in 3D space according to
f(x) = f(xe1 + ye2) = f(x, y)e3.
signal f(x, y) can be any representation of a grayscale image which emerges from
a strict monotonic function. In [81], for example, the logarithm of the intensity is
used (although the third base vector is supposed to be a null vector in that paper
which yields some problems defining a harmonic field in that space).
3.3.1 Definitions
In the light of the definition of a 1D LSI filter and using the representation of
group actions in IR3 (see (2.36)), a 2D LSI filter should be defined as an integral
10 The 2D filter with optimal uncertainty is not a general Gaussian function, but an isotropic Gaus-
sian function, see next section.
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of the ‘sandwich’ product h̃′fh′. For special choices of f and h′, f and 〈h′〉2 are anti-
commutative. Hence, there exists a spinor h = h̃′h̃′ so that h̃′fh′ = h̃′h̃′f = hf , which
means that both formulations, the one-sided and the sandwich product, are equiv-
alent. The case of anti-commuting operator and signal occurs in all derivations for
the intrinsically 1D case (see chapter 4), but for the i2D case it becomes necessary to
use also commuting operators. If f and 〈h′〉2 are not anti-commutative, the result of
h̃′fh′ differs from hf in general. For the interpretation of the 2D convolution and for
the convolution theorem however, the latter formulation is preferable, and therefore
a 2D LSI filter H is defined by





h(x′)f(x − x′) dx′ dy′ , (3.24)
where h(x) is IR+3 -valued. Note that the filter output is not vector-valued in general
due to the multiplication from the left instead of the two-sided spinor notation. The
question whether there is an algebraic embedding in a higher dimensional space
where the sandwich product can be used for the convolution remains open; at least
the simple extensions to algebras of 4D and 5D Euclidean space are not suffiecient
to realize such an embedding.
The one-sided notation results in a simpler convolution theorem (see (3.32))
and what is even more striking, it is appropriate for the application of commu-
tative and anti-commutative operators. For the anti-commutative operators (i.e.,
〈h(x)〉2 ∈ span{e23, e31} if f(x) is e3-valued) the one-sided product is identical to the
two-sided product (as explained above) and can therefore be considered as a geo-
metric operation. For the commutative operators (i.e., 〈h(x)〉2 is e12-valued), the
two-sided product mixes scalar and trivector components, in contrast to the one-
sided notation which rather corresponds to a complex multiplication. Hence, the
commutative operators directly correspond to complex valued operators in the clas-
sical framework, whereas the anti-commutative operators introduce a new class of
linear operators which cannot be represented in an adequate way in the algebra of
complex numbers.
As in the 1D case, the derivative operator ∇2g(x) = e1 ∂g(x)∂x + e2
∂g(x)
∂y
is not a filter
according to definition (3.24). Again, the derivative operator must be combined with
a vector valued Dirac delta-function in order to apply the methods which are derived
for the LSI filters in this section.
In order to obtain the frequency response of a 2D LSI filter, the 2D Fourier trans-
form must be applied. Basically, the 2D Fourier transform is the concatenation of
1D Fourier transforms in x- and y-direction, which is equal to the 2D integral trans-
form with the kernel exp(−i2πx · u) in the complex framework [12]. At this point,
it is very important to stress the fact that the scalar product is invariant under
rotations of the vector space (i.e., rotations are isometries [24]). Therefore, the 2D
Fourier transform relates a Cartesian approach (concatenation of 1D Fourier trans-
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forms) with a polar point of view since it is isotropic. The Fourier transform does not
depend on the choice of the (orthogonal) basis vectors of the plane. More generally,
an isotropic operator commutes with the group of rotations.
The algebraically embedded Fourier transform of a 2D function is denoted by a cap-






g(x) exp(−I32πx · u) dx dy . (3.25)
This definition yields an isotropic transform, like in the classical complex case and
in contrast to the quaternionic Fourier transform, see [21]. Note that in the 2D
case the imaginary unit is not replaced by e12, but by I3 = e123. Since I3 commutes
with every element of the algebra, the transform kernel can be placed on the left
or on the right, whereas in the 1D case it has to be on the left. Just as IR+2 , the
algebra of {1, I3} is isomorphic to the complex numbers [97], page 55. Multiplying
an element of this algebra with a unit vector n yields an element in {n,−n∗}, which
can be identified with an element of a complex vector space. In the context of the
Fourier transform, I consider three subspaces of this complex vector space: {e1, e23},
{e2, e31}, and {e3, e12}.



















g(x) sin(2πx · u) dx dy (3.27)
and it follows that G = Ge +GoI3.
Note that the definition of even and odd functions is the fundamental design
principle for the whole following signal theory. While the definition of symmetry
in 1D is unique, there are at least two principles of symmetry in 2D: line symme-
try and point symmetry. I discuss this topic in detail in chapter 4, but there are
some fundamental ideas which are already important in this section. Choosing line
symmetry might appear more obvious then using point symmetry and indeed, there
are some approaches to this kind of generalized Fourier transform (e.g. the quater-
nionic Fourier transform [38, 37, 22], or more general the Clifford Fourier transform
[13, 21], or Fourier transforms on complex tensor spaces [40, 42]). In the last refer-
ence, it is shown that all these transforms are basically based on a tensor approach.
The resulting embedding space is 4D, reflecting the four possible line symmetries
of 2D signals in a rectangular coordinate system. Without going into technical de-
tails, the Fourier spectrum is obtained as a 2D subspace of a 4D generalized Laplace
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transform domain, consisting of two frequency variables and two distinct decay pa-
rameters attached to the axes. Each of the damping parameters affects that part
of the basis functions (hypercomplex exponentials) that varies along its correspond-
ing coordinate axis. Consequently, any embedding using a 4D space depends on the
specific choice of the coordinate system, and hence none of these approaches can be
isotropic.
In my approach however, I use an embedding into 3D space, motivated by point
symmetries and isotropy. As far as I know, there is no approach in signal theory or
image processing that relates harmonic 3D functions with the 2D Fourier transform.
However, the mathematicians developed such a theory [94], but unfortunately their
results are not directly applicable to the problem of a 2D analytic signal. Exactly
this is the main contribution described in chapter 4. In my approach the third
coordinate of the embedding space is a decay parameter which is common for both
frequency coordinates.
Summarizing this short discussion, one can conclude that the isotropic Fourier
transform according to (3.25) is inherently related to point symmetry while the
quaternionic Fourier transform is related to line symmetries.
3.3.2 Basic Theorems
Returning to the 2D Fourier transform itself, several theorems are now established
corresponding to those in section 3.1. At first, the Fourier transforms of signals, fil-
ters, and potentials are considered more closely. The Fourier domain representation
of a signal f(x) = f1(x)e1 + f2(x)e2 + f3(x)e3 decomposes as follows:
F(u) = F2{f(x)}(u) = e1F1(u) + e2F2(u) + e3F3(u) (3.28)
= e1F
e
1 (u) − e∗1F o1 (u) + e2F e2 (u) − e∗2F o2 (u) + e3F e3 (u) − e∗3F o3 (u) ,




k I3 is the Fourier transforms of fk with its even and odd part for
k = 1, 2, 3. Hence, the fundamental difference to the 1D Fourier transform (3.2) and
to the complex 2D signal theory is that vector valued signals are transformed such
that the three components are kept separated. Note that there is no I3-component in
the spectral representation, hence there is no component which directly corresponds
to the complex component according to the isomorphism i ≃ I3. Instead, each of the
three components of the vector field has its own bivector (replacing the imaginary
part) in the frequency domain. Although F(u) is not vector valued in general, it
is denoted by a bold face letter, indicating that it is the Fourier representation of a
vector valued signal (see also footnote 4 on page 42). The symmetry relation in (3.28)
can be summarized by F(−u) = F̃(u), i.e., the spectrum of a signal is symmetric with
respect to reversion.
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For a (spinor valued) filter h = h0 +h23e23 +h31e31 +h12e12, the frequency response
decomposes as follows:
H(u) = F2{h(x)}(u)
= H0(u) + e23H23(u) + e31H31(u) + e12H12(u)
= He0(u) +H
o














Hence, all components of the filter are transformed into distinct components (where
H0 = F2{h0}, H23 = F2{h23} and so on). The symmetry relation in (3.29) can be
summarized as H(−u) = Ĥ(u), i.e., the frequency response of a filter is symmetric
with respect to grade involution.
As a special case of the spinor valued function, the Fourier domain representa-
tion of a potential p is obtained by
P (u) = F2{p(x)}(u) = P e(u) + P o(u)I3 , (3.30)
which fulfills both symmetry relations at a time (P (−u) = P̃ (u) = P̂ (u)).
Just as the 1D Fourier transform, the 2D Fourier transform is shift invariant:
F2{g(x− x′)}(u) = G(u) exp(−I32πx′ · u) = exp(−I32πx′ · u)G(u) , (3.31)
where g is a general multivector valued function.
Applying the 2D shift theorem to the 2D convolution (3.24) directly leads to the
convolution theorem, which reads by use of the previously introduced notations
F2{Hf(x)}(u) = H(u)F(u) . (3.32)
This is obtained from the fact that the 2D Fourier kernel commutes with any mul-
tivector and especially with H. In the context of (3.24), I mentioned that a pseu-
doscalar part can occur in the operator output. Due to the definition of the 2D
Fourier transform, the pseudoscalar part in the filter output corresponds to an
even pseudoscalar part and an odd scalar part in the spectrum. The (even) pseu-
doscalar part reads 〈H〉1 ∧ 〈F〉2 + 〈H〉2 ∧ 〈F〉1, whereas the (odd) scalar part reads
〈H〉1 · 〈F〉1+〈H〉2 · 〈F〉2. Combining both parts gives 12(HF−FH̄) which is the commu-
tator of the frequency response of 〈h〉2 and of F. A commutative filter in IR+3 consists
of this commutator part and a real part in general. This class of filters directly
corresponds to complex filters (i.e., the filters which can be applied in the classical
framework). The non-commuting filters establish a new class of filters which can
only be applied in the framework of geometric algebra. In this thesis I concentrate
on the latter, and therefore the filter output is vector valued except for some special
cases which are explicitly indicated.
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In 2D the convolution theorem does not only apply to LSI filters, but also to the
more general class of LSI operators, since the Fourier kernel commutes with any
multivector in IR3. A special case for a not spinor-valued LSI operator is again the
derivative operator. The Fourier transform of the gradient of a multivector valued

























2π(ue1 + ve2)I3G(u) du dv ,
and therefore
F2{∇2g(x)}(u) = −2πu∗G(u) . (3.33)
As in the 1D case, two-fold application of the derivative theorem results in the fre-
quency response of the Laplace operator:
F2{∆2}(u) = −4π2u2 = −(±2π|u|)2 , (3.34)
which is again an LSI filter.
A further fundamental theorem of 2D Fourier analysis is the affine theorem [12].
In contrast to the previous theorems, the dimensionality of the embedding space
yields a new quality of relationships for the affine group. At first, the transformation
group is restricted to scale transformations and rotations in the e12-plane. According
to section 2.2, a scaling-rotation is represented as the spinor s =
√
λ exp(e12θ/2)
(λ > 0). Hence, the affine theorem reads
F2{g(s̃xs)}(u) = λ−2G(λ−2s̃us) = λ−2G(s−1us̃−1) . (3.35)
However, in chapter 5 the affine theorem is needed in a more general setting. The
considered group of transformations is extended by general dilations, i.e., the scale
is altered differently in two directions in the e12-plane. In general these group ac-
tions cannot be represented by a spinor in the current embedding. It is necessary
to consider projections of the vector x onto the main axes n and nI−12 = −nI2 in the
e12-plane. The projection onto n is obtained by (n · x)n whereas the projection onto
−nI2 (the orthogonal vector) is given by the rejection: ((nI2) · x)(nI2) = n(n ∧ x) (for
details of this calculation see (5.6) in chapter 5). Using the projections, the group of
anisotropic dilations in the e12-plane can be represented as
x
′ = λ1n(n · x) + λ2n(n ∧ x) , (3.36)
with λ1, λ2 ∈ IR+ and n being a unit vector in the e12-plane. Accordingly,
x = λ−11 n(n · x′) + λ−12 n(n ∧ x′) (3.37)
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yields the inverse transformation. Hence, the 2D Fourier transform of a general
function g(x′) is obtained to be
F2{g(x′)} =
∫∫
g(x′) exp(−I32πu · x) dx dy
=
∫∫











where u′ is defined by u′ · x′ = u · (λ−11 n(n · x′) + λ−12 n(n ∧ x′)) which yields
u
′ = λ−11 n(n · u) + λ−12 n(n ∧ u) .
3.3.3 Plancherel Theorem and 2D Uncertainty
In the subsequent paragraphs, I prove the Plancherel theorem (see e.g. [140] for
the embedded signals and as a consequence the Parseval theorem is derived. To
understand the idea of the Plancherel theorem one has to switch from the geometric
algebras of 2D or 3D space to the infinite dimensional vector space of functions. In
the classical case, the Plancherel theorem is formulated for the complex function
space. However in the present case, the algebra to consider is IR3 and the scalar






g1(x)g̃2(x) dx dy (3.39)
where g1 and g2 are arbitrary multivector valued functions. Hence this scalar prod-
uct is multivector valued in general. By means of this scalar product, the Plancherel
theorem reads
〈g1, g2〉 = 〈G1, G2〉 (3.40)
where G1 = F2{g1} and G2 = F2{g2}. The theorem is proved by application of the 2D






G1(u) exp(I32πu · x) du dv
∫∫
G̃2(u










′)δ0(u− u′) du′ dv′ du dv
=
∫∫
G1(u)G̃2(u) du dv = 〈G1, G2〉
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As a consequence of (3.40), each component of the scalar product is equal:
〈〈g1, g2〉〉k = 〈〈G1, G2〉〉k (3.41)
for any k ∈ {0, 1, 2, 3}. For k = 0 and g = g1 = g2 the Parseval theorem is obtained:
Eg = 〈〈g, g〉〉0 = 〈〈G,G〉〉0 = EG (3.42)
where Eg denotes the energy of g and EG denotes the energy of G.
A fundamental theorem about the 1D Fourier transform is the uncertainty re-
lation, which can be proven simply by using the Plancherel theorem [140]. In 2D
however, the uncertainty relation is still an open problem. In [61] it is stated that
there is ‘no straightforward formulation’ for the 2D uncertainty relation. According













This says that the product of the modulus of the point spread and the modulus of
the frequency spread has a lower bound. Omitting the directional information, the
author circumvents a fundamental problem of the 2D case. The latter is hidden
behind the definition of the variance. In the equation above, solely the distance to
the origin is taken into account. Hence, the resulting solution is cumulated in the




























In the case of separable signals, the cumulated equation (3.45) can be split into two






v is just the sum of the vari-
ances of the 1D signals in which the 2D signal can be separated. The uncertainty of










− σ2xσ2u − σ2yσ2v . (3.46)







u unless the uncertainties of the two involved 1D signals is calculated.
For non-separable signals it is even worse since the uncertainty relation can
only be stated in its cumulated form (3.45). Nevertheless it is reasonable to split
the uncertainty into its two parts for specific cases. The two parts represent the
parallel uncertainty and the orthogonal uncertainty. The latter can be considered as
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a measure for the isotropy of the signal and can be embedded as an e12-component.
Both uncertainties can be combined as






+ ((∆x)(∆u))⊥2 ≥ (2π)−1
according to (3.44).
Consider, e.g., the 2D Gaussian hump with different standard deviations σ1 and
σ2 in x- and y-direction. The uncertainty along either of the axes is (4π)
−1 which
follows from the 1D uncertainty principle. Accordingly, ((∆x)(∆u))‖ =
√
2(4π)−1,
and therefore the mixed terms (3.46) can be estimated by ((∆x)(∆u))⊥ ≥
√
2(4π)−1.











For σ1 = σ2 this results in ((∆x)(∆u))
⊥ =
√
2(4π)−1 which is the optimal case. For
anisotropic Gaussian humps the uncertainty is suboptimal and the orthogonal part












which is to some extent related to the coherence of the structure tensor (see sec-
tion 3.4).
Finally, all fundamentals about the 2D Fourier transform which are needed for
the derivation of a sophisticated 2D analytic signal are given. The classical ap-
proaches for a 2D analytic signal are to some extent unsatisfactory (see section 1.2
in the introduction). Therefore, I do not discuss their formal definitions in this sec-
tion.11
Additionally to the presented fundamentals, I refer to further well known meth-
ods of 2D signal processing in chapter 5: the structure tensor and steerable filters.
Both are introduced in the subsequent two sections.
3.4 The Structure Tensor
The new approaches which are presented in this thesis are related to both, the
analytic signal and the structure tensor. While the coding of information by means
11 Bracewell even omits them totally in [12], apparently since he is not pleased with their proper-
ties.
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of the phase is taken from the analytic signal, the geometric analysis is taken from
the structure tensor. Therefore, the latter is introduced in this section for the case
of 2D signals.
3.4.1 The Structure Tensor and the Intrinsic Dimension
The structure tensor has been developed independently in at least two groups. The
first references for tensor approaches are the paper of Förstner and Gülch [55] and
the paper of Bigün and Granlund [7]. Nowadays, the structure tensor is one of the
well known methods in multidimensional signal processing and it is explained in
detail in [74, 61]. Since the structure tensor belongs to the methods making use of
matrix algebra, I explain it in the classical framework, i.e., not in the vector field
embedding. Hence, a 2D signal f is real valued in this section. Basically, there are
two ways to compute the 2 × 2 matrix representing the tensor for 2D signals.
The first method is to calculate the gradient of the image ∇2f = (fx, fy)T and
then to form the dyadic product:






According to [54], this matrix can be used for approximating the auto-covariance
function of the signal in the origin. The structure tensor build from the gradient
can also be related to the tensor of inertia [74].
The second method is to calculate four quadrature filter responses12 in the direc-
tions 0◦, 45◦, 90◦, and 135, denoted by q1, q2, q3, and q4, respectively. In a second step,





3|q1| + |q2| − |q3| + |q4| 2|q2| − 2|q4|
2|q2| − 2|q4| −|q1| + |q2| + 3|q3| + |q4|
)
. (3.49)
The quadrature filters that form the structure tensor are built by a lognormal ra-
dial bandpass filter B(|u|) and the squared scalar product of frequency vector and
directional vector in the positive half space of the directional vector [61]:
Qk(u) =
{
B(|u|)(u · nk)2 if u · nk > 0
0 else
.
The resulting angular function is a cos2-function which is centered at the angle of the
directional vector (see figure 3.5). The key idea is to analyze the angular behavior
of the local spectrum.
12 Actually, the number of quadrature filters is not fixed to four. Any number of filters greater or
equal to three is appropriate [61]. The construction of the tensor is especially simple in the case of
four filters.





Fig. 3.5: Angular frequency responses of the quadrature filters used for the compu-
tation of the structure tensor according to (3.49).
For the following discussion, the notion of intrinsic dimension is needed [88, 9].
• Intrinsically zero dimensional (i0D) signals are constant in the spatial domain.
Hence, there is no structure and their frequency representation is a delta func-
tion in the origin which indicates the DC-component (see left column of fig-
ure 3.6).
• Intrinsically one dimensional (i1D) signals are constant in one orientation in
the spatial domain. Hence, their frequency representation is concentrated on a
line which is orthogonal to the constant lines in the spatial domain (see middle
column of figure 3.6, n indicates the vector which is normal to the constant
lines).
• Intrinsically two dimensional (i2D) signals vary in two different orientations,
and therefore in any orientation. Their frequency representation is not con-
centrated on a line (see right column of figure 3.6).
Obviously, the cardinality of the set of i2D signals is by orders higher than the
cardinality of the set of i1D signals which is again much higher than the cardinality
of the set of i0D signals.
In real images all three cases occur in different parts of the image. Hence, it
is reasonable to define the local intrinsic dimension, where ‘local’ depends on the
context, e.g. the scale of the used filters. Furthermore, any image can be decomposed
into one i0D part (the DC-component) and i1D components – this is what the 2D
Fourier transform does since its basis functions are all i1D functions, except for
the frequency zero. The 2D Fourier transform is a plane wave decomposition of the
image. This fact is fundamental to the analysis of i2D points, Radon transform
theorems [119], and the new i1D approach (see chapter 4).
Both formulations of the structure tensor yield symmetric tensors which have
two real eigenvalues in general. Except for constant signals, the eigenvalue decom-
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n
i0D signal i1D signal i2D signal
Fig. 3.6: From left to right: i0D signal, i1D signal, i2D signal. Upper row: spatial
domain, bottom row: frequency domain. The vector n indicates the normal
to the lines of constant value.
position of the structure tensor results at least in one non-zero eigenvalue13 λ21 with
eigenvector v1 = (cos θ0, sin θ0)
T. This first eigenvector represents the local (main)
orientation θ0 of the structure. The main orientation is only unique in an interval
[0, π) since if v1 is a unit eigenvector of T, −v1 is also a unit eigenvector of T (see also
[74]). Hence, it is more convenient to use the double angle representation [5, 59], i.e.,
the main orientation is represented by the vector o = |o|(cos(2θ0), sin(2θ0))T. This
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if T is obtained from (3.49)
(3.50)
where |o| = λ21 − λ22 is the difference of the eigenvalues. This result is obtained
by plugging in λ21 > λ
2








2 (see e.g. [24] and
footnote 13).
13 In contrast to the common notation for eigenvalues, I use λ2k instead of λk in order to be consistent
with the dilation (3.36) and chapter 5. Furthermore, the eigenvalues of the structure tensor are non-
negative (at least if the tensor is built according to (3.48)) and are a second order property.
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Since it is not trivial that the vector o represents the main orientation, I will
show this in the subsequent two paragraphs. If the signal is locally i1D, the local
orientation is given by the normal vector n (see figure 3.6). Hence, the 2D signal
is obtained by f(x) = g(x · n) where g is a 1D real valued function. Accordingly,
n = (cos θ0, sin θ0)
T and the spectrum of the signal is a Dirac line with angle θ0 to the
e1-axis.
For the structure tensor built according to (3.49), the quadrature filter responses
are proportional to cos2(θ0), cos
2(θ0 − π/4), cos2(θ0 − π/2), and cos2(θ0 − 3π/4). Com-
bining these envelopes according to (3.50) yields
o = |o|(cos2(θ0) − sin2(θ0), 2 cos(θ0) sin(θ0))T = |o|(cos(2θ0), sin(2θ0))T . (3.51)
If the structure tensor is formed by the gradient of the image, the derivative theorem
of the Fourier transform implies that the local spectrum is weighted by u and v. Due
to the Plancherel theorem, averaging the products of the partial derivatives locally
corresponds to the energy of the weighted local spectra:
T ∼
∫∫ (
uF (u)uF ∗(u) uF (u)vF ∗(u)





u2|F (u)|2 uv|F (u)|2
uv|F (u)|2 v2|F (u)|2
)
du dv .
Plugging in u = q(cos θ, sin θ)T and taking into account that F is a Dirac line with
orientation θ0, (3.50) also yields the double angle vector o = |o|(cos(2θ0), sin(2θ0))T.
3.4.2 Interpretation of the Structure Tensor
Returning to the eigenvalue decomposition of the structure tensor, it is obvious that
the tensor built according to (3.48) is of rank one, and hence its second eigenvalue
is always zero. If the structure tensor is averaged over a local region however, the
tensor is not restricted to be of rank one any more. The structure tensor according to
(3.49) is of rank two in general. For tensors of rank two it is reasonable to consider
both eigenvalues instead of looking only at their difference |o| = λ21 − λ22. Since
the trace of the tensor yields the sum of eigenvalues, both eigenvalues are obtained
without a real decomposition of the tensor. Considering both eigenvalues, several
cases can occur:
• The region only consists of noise. The coefficients of the tensor will probably
cancel out and both eigenvalues are close to zero. The local region is i0D.
• The region is i1D. All orientation vectors point in the same direction and the
averaging of the gradient tensor just yields a multiplication of all tensor coef-
ficients by a constant, and hence the tensor according to (3.48) is of rank one.
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The tensor according to (3.49) is of rank one either (see calculation preced-
ing (3.51)). Under the presence of noise, the first eigenvalue is large and the
second one is close to zero.
• The region is i2D. The tensor is of rank two. Therefore, both eigenvalues are
obtained to be non-zero. The orientation vector is still given by (3.50), yielding
the double angle representation of the first eigenvector v1. The second eigen-
vector is orthogonal to v1 where the directional sense is again indefinite.
Hence, if the second eigenvalue of the tensor is non-zero, this indicates an i2D neigh-
borhood. If the structure tensor is interpreted in terms of an approximation of the
auto-covariance function, the two eigenvalues correspond to the two principal cur-
vatures (see e.g. [62] for the definition of principal curvature) of that function and
the eigenvectors indicate the corresponding axes. On the other hand, the eigenvec-
tor of the larger eigenvalue indicates the orientation in which the variance of the
derivative is maximal [54].
According to the construction of the tensor either by cos2-quadrature filters or
by products of partial derivatives, the eigenvalues of the structure tensor can be
considered as a cos2-decomposition of the local amplitude (see calculations in the
subsequent paragraph). This corresponds basically to a Karhunen-Loéve transform
[9, 113] of the local amplitude spectrum. If the structure tensor is formed by partial
derivatives, the Karhunen-Loéve transform is applied to q2|F (u)|2. If the tensor is
constructed from quadrature filters, the Karhunen-Loéve transform is applied to
B(q)|F (u)|, where B(q) is the frequency response of the radial bandpass.14
The cos2-decomposition is obtained as follows: Let θ0 be the main orientation
of the structure. The first eigenvector is then given by v1 = (cos θ0, sin θ0)
T and
accordingly, the second one by v2 = (− sin θ0, cos θ0)T. According to the definitions of
eigenvectors, it follows that
Tvk = λ
2
kvk for k = 1, 2 . (3.52)
Multiplication with vTk from the left gives
v
T
k Tvk = λ
2
k for k = 1, 2 .
Now let T be the (unit) tensor of a structure rotated by a small angle ∆θ. Hence,





cos2(θ0 + ∆θ) cos(θ0 + ∆θ) sin(θ0 + ∆θ)









(cos(θ0 + ∆θ) , sin(θ0 + ∆θ))v1 = cos
2 ∆θ .
14 This is only valid in its full extent if the signal is i1D. Otherwise the tensor is an approximation
of the Karhunen-Loéve transform.









(cos(θ0 + ∆θ) , sin(θ0 + ∆θ))v2 = sin
2 ∆θ .
Hence, having several local structures, each one contributes to the first eigenvalue
weighted by the cosine-square of the angular distance to the main orientation. The
contribution to the second eigenvalue is given by the corresponding sine-square.
Since cos2 ∆θ = 1
2
(1 + cos(2∆θ)) and sin2 ∆θ = 1
2
(1 − cos(2∆θ)), the sum of both
eigenvalues is independent of the angular distribution, while their difference yields
a measure for the angular variance. Hence, the coherence of the local structure is













which is independent of the local dynamics of the signal. Assumed that the denom-
inator is non-zero, the coherence is of value one if the underlying structure is i1D,
and it decreases with raising intensity of i2D structures. For an ‘ideal’ i2D structure
(the energy is distributed uniformly for all angles), the coherence is zero. Hence, the
coherence can be used to design a corner detector or point-of-interest operator. Us-
ing the coherence in a slightly different formulation (the eigenvalues are weighted)
yields the Plessey corner detector which is also named Stephens detector or Harris-
Stephens detector [68]. Besides the two extreme cases of i1D and i2D structures,
the coherence provides a mean for estimating the curvature of arc-like structure
since it is a smooth, monotonic map of the angular variance. Consider e.g. two har-
monic oscillations with equal amplitudes and with frequency vectors which differ
only by their angle. The coherence is then basically given by the cosine of the angle
difference.
The detection of i2D points is based on the energy distribution of the local struc-
ture. Hence, special kinds of structure are identified by means of energy. Opposed
to that, the analytic signal of a 1D signal encodes the structure in its phase (see sec-
tion 3.2). Moreover, the structure tensor does not include any information about the
symmetry of i1D structures due to the lack of a phase concept. In chapter 4 an ap-
proach is presented which evaluates the local phase of an i1D structure. Basically,
the phase is obtained from the local phase of the underlying 1D signal. Obviously,
such a phase concept is insufficient to describe i2D structures. Therefore, the 2D
local phase cannot be a single phase angle like the phase in 1D, but it must be split
into i1D 2D phase and i2D 2D phase. The i1D 2D phase is directly given by the
underlying 1D signal. The design of a i2D 2D phase is not obvious in the light of the
current knowledge, it has to be developed based on geometric ideas.
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3.5 Spherical Harmonics and Steerable Filters
In contrast to the Fourier transform, the Fourier series applies to functions on peri-
odic or finite domains15. In [140] a mathematical classification of different cases of
domains can be found which is based on group theory. In its most common formu-
lation, the Fourier series is defined for arbitrary periodic functions. In the present
section, the considerations are restricted to 2π-periodic functions.
3.5.1 Fourier Series
To be more specific, the ‘spatial’ coordinate is an angle θ which is obtained from the
2D spatial vector x according to
θe12 = 〈log(e1x)〉2 , (3.54)
so that x = |x|(cos θe1 + sin θe2). Knowing that angles are bivectors (see also sec-
tion 2.2), it is not necessary to introduce an additional imaginary unit, since it is
directly given by e12. Therefore, the definition of the Fourier series of an angular,
IR+2 -valued




Hn exp(nθe12) , (3.55)

















The basis functions exp(nθe12) are called spherical harmonics
17 of order n and the






h(θ) exp(−nθe12) dθ . (3.57)
If the series (3.55) is truncated by |n| < nmax, the series is still a good approximation
of h(θ). Indeed, one can show that the Fourier series is the optimal approximation
with respect to the L2-norm (see [84], chapter 10).
15 Formally, there is no difference between these two cases since finite domains can be viewed as
periodic.
16 The considered functions are restricted to IR
+
2 -valued functions since the Fourier kernel com-
mutes with these functions which makes the subsequent derivations much easier. The IR+2 -valued
functions are sufficient for the subsequent calculations in this thesis.
17 The term spherical harmonic is more general. It denotes the harmonic oscillations on the unit
sphere of a multi-dimensional Euclidean space. In this thesis however, solely the spherical harmonics
of 2D space are used.
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In the light of the L2-optimality, consider the following situation. The orientation
of a 2D signal has to be estimated. If the 2D signal is not i1D, the orientation is not
given by a unique orientation vector. Suppose further that the radial bandwidth of
the signal is small so that its 2D Fourier representation can be approximated solely
by an angular function. This angular function is optimally approximated by the first
order spherical Fourier series. Hence, the L2-optimal estimate of the orientation is
obtained from the first order spherical harmonic (see also chapter 4).
Returning to the Fourier series, it is obvious that there exists a counterpart to











h(θ′) exp(−nθ′e12) dθ′ exp(−nθ0e12)
= exp(−nθ0e12)Hn . (3.58)
Hence, a rotation of h by θ0 yields a modulation of the Fourier coefficients by the fac-
tor exp(−nθ0e12). This effect can also be used to rotate signals or filters. Multiplying
the Fourier coefficients of the original signal or filter with appropriate exponential
factors yields the Fourier coefficients of a rotated version of the signal or filter. In
the context of filter design, this method is known as steerable filters.
3.5.2 Applying Steerable Filters
The idea of steerable filters is the following: Since 2D convolutions are computa-
tional expensive (at least for large kernels), it is desirable to have a small set of
basis filters which can be used to create more complex filters. If a filter has to be
applied for various angles, it can either be applied for a large set of angles (sam-
pling of the orientation) which yields a very high computational load, or it can be
decomposed into its spherical Fourier series and each spherical harmonic contained
in the series is convolved with the image. The filter response for the angle θ0 can be
calculated from the convolutions by the following sum:
















exp(−nθ0e12)Hn(exp(nθe12) ∗ f)(x) (3.59)
(see also [57] and for a more general approach [101, 102]). Obviously the steerable
filter approach only yields a computational advantage if the Fourier series of the
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filter is finite (Hn = 0 for |n| > nmax) and nmax is small. In the case of the partial
Hilbert transform (see section 1.2), the Fourier series is infinite, since it is basically






0 n is even
. (3.60)
Hence, the Hilbert transform can only be approximated by a steerable filter. This
is also true for other useful filters, see e.g. [132, 2]. The problem in the context of
steering the Hilbert transform is however, that the approximation error introduces
further phase distortions additional to those which are always present in the case
of the partial Hilbert transform.
Using steerable filters is also advantageous in the case of orientation adaptive
filtering, where the orientation used for steering the filter response is evaluated
from the signal itself. Orientation adaptive filtering yields a method for processing
the signal efficiently in a semi-linear and shift-variant way. The method is efficient
because the basis filters are LSI filters and the shift-variance is not introduced be-
fore the subsequent steering operation. Semi-linearity means, that the approach is
linear for signals with the same orientation, whereas this is not certain in general.
Herewith I conclude this chapter about signal theoretic fundamentals. In the
subsequent chapter, a new method for generalizing the Hilbert transform is intro-
duced which does not show any orientation dependent phase distortions and which
is linear and shift-invariant, i.e., no steering is applied. For the detection of i2D
structures however, steering is necessary (see chapter 5).
3.6 Summary of Chapter 3
In order to prepare for the subsequent chapters, 1D and 2D signal theory has been
rewritten in terms of geometric algebra in this chapter. In contrast to the commonly
used formulation in complex numbers, geometric algebra allows to distinguish be-
tween objects as vectors and operations as spinors. Accordingly, signals are em-
bedded as vector valued functions whereas filters are embedded as spinor valued
functions. This embedding yields an interpretation of nD signals as vector fields
in (n + 1)D. The formulation of the Fourier transform and the related theorems is
slightly changed, although the fundamental relationships remain the same. How-
ever, the decisive advantage of the embedding is that the 1D analytic signal can
be interpreted as a harmonic field which will be used in the subsequent chapter
for defining its 2D generalization. The embedding of 1D and 2D signal theory is
summarized in table 3.1 and table 3.2.
Besides the reformulation of signal theory, the term of the intrinsic dimension
has been introduced which is given by the dimension of the (sub-) space in which
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dimension 1 2
Fourier transf. G(u) =
∫
exp(−e122πxu)g(x) dx G(u) =
∫∫
g(x) exp(−I32πx · u) dx
shift theorem F1{δ0(x − x′)} = exp(−e122πx′u) F2{δ0(x − x′)} = exp(−I32πx′ · u)
gradient F1{∇1g(x)} = 2πu∗G(−u) F2{∇2g(x)}(u) = −2πu∗G(u)
Laplace F1{∆1}(u) = −4π2u2 F2{∆2}(u) = −4π2u2




phase arg(H(u)) = 〈log(H(u))〉2 see chapter 4
amplitude |H(u)| = exp(〈log(H(u))〉0) see chapter 4
analytic signal fA(x) = f(x) + fH(x) see chapter 4
Hilbert transf. h1(x) =
x
π|x|2e2 / H1(u) = e1
u
|u| see chapter 4
Tab. 3.1: Embedding of 1D and 2D signal theory in geometric algebra.
name formulation remarks
affine 1 F2{g(s̃xs)}(u) = λ−2G(s−1us̃−1) s =
√
λ exp(e12θ/2)
affine 2 F2{g(x′)} = 1λ1λ2G(u
′) x′ = λ1n(n · x) + λ2n(n ∧ x) and
u
′ = λ−11 n(n · u) + λ−12 n(n ∧ u)
Plancherel 〈〈g1, g2〉〉k = 〈〈G1, G2〉〉k implies Parseval theorem
uncertainty ((∆x)(∆u))‖ + ((∆x)(∆u))⊥e12 signal is separable
Tab. 3.2: Theorems of 2D signal theory in geometric algebra.
the signal varies. The structure tensor is the appropriate tool for estimating the
intrinsic dimension if the focus lies on the signal amplitudes solely. By means of an
eigenvalue decomposition of the tensor, the local orientation, the local amplitude,
and the local coherence of a signal are estimated. These three signal features fulfill
the invariance – equivariance requirement as it is the case for quadrature filters.
However, no local phase approach is contained in the structure tensor.
As a last topic of this chapter, the method of steerable filters has been briefly
explained. It is based on a truncated series of spherical harmonics and the steering
of the orientation is obtained by means of the shift theorem. However, signals which
have no angular band-limitation can only be approximated by a steerable filter, as
it is the case for the partial Hilbert transform.
Chapter 4
THE ISOTROPIC 2D GENERALIZATION OF THE
ANALYTIC SIGNAL
‘The further a mathematical theory is developed,
the more harmoniously and uniformly
does its construction proceed,
and unsuspected relations are disclosed between
hitherto separated branches of the science.’
David Hilbert (1862-1943)
At the end of section 3.4, I suggested to design different 2D phase approaches
for different intrinsic dimensions. For i1D structures, one should keep the phase
concept from the 1D analytic signal. Hence, derivations of a new 2D analytic signal
should be related to the 1D case. In this section I therefore present a method to
derive the Hilbert transform and the analytic signal by means of the vector field
embedding described in section 3.1.
4.1 Derivation of the Hilbert Transform
The Hilbert transform of 1D signals emerges from complex analysis by means of the
Cauchy formula [66]. The basic idea of the derivation is that the contour integral of
the Cauchy formula is replaced by an integral on the real line which is basically the
Hilbert transform. Since complex analysis and in particular its multidimensional
generalizations are not very illustrative and therefore sometimes hard to under-
stand, I make use of vector field theory instead. It is a well known fact that analytic
functions of one complex variable directly correspond to 2D harmonic fields [86] (see
also section 2.3). This generalizes to 3D such that monogenic functions correspond
to 3D harmonic fields (see section 2.4). This equivalence is used in section 4.2 to de-
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rive the Riesz transform as a 2D generalization of the Hilbert transform.1 The aim
of this section is to derive the Hilbert transform by means of 2D harmonic fields. I
will show that the Hilbert transform relates the components of such a vector field
on every line with arbitrary, but fixed y = y0. The main results from this section are
summarized in figure 4.2.
4.1.1 The 1D Signal Model
According to chapter 3, a real 1D signal is embedded as an e2-valued vector field
on the line y = 0. Establishing then a boundary value problem of the second kind
(see (2.49) and (2.50)) is equivalent to finding the holomorphic extension of the real
signal. The holomorphic extension restricted to the line y = 0 is just the analytic







line y = 0
p(x)
Fig. 4.1: Harmonic potential p(x) for y > 0 and its gradient field on the boundary
y = 0, which is given by the 1D function f(x) and its Hilbert transform
fH(x).
In contrast to the derivation in [46], I do not focus on the relationship between f
and fH exclusively. Instead, the fundamental solution (2.48) of the Laplace equation
is used. The e2-component of the harmonic field is given for y = 0 by f . The e2-
component for y = y0 > 0 is obtained from the y-derivative of p2e2,
2






1 The relationship between harmonic functions of IRn ⊕ IR+ and singular operators in IRn is quite
fundamental, see [138] chapter III.4
2 In this context the potential p2 is used to obtain the scalar valued potential with the y-derivative
f for y = 0. Since f is e2-valued, p2 must be multiplied by e2 to obtain a scalar function. In mathe-
matical terms e2 results from the measure dσ(x) = e2 dx (see [58], page 121).
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which is known as the Poisson kernel [138]. Embedding the 1D signal f into IR2
according to f0(x) = f(xe1)δ0(y), the following 2D convolution extends f to the whole
half-space y > 0:









f((x− x′)e1) dx′ . (4.2)
Since the 2D convolution is reduced to a 1D convolution, the latter can also be eval-
uated in the frequency domain of x. The 1D Fourier transform of the Poisson kernel
is given in e.g. [136], chapter I (for the sake of clarity I use the components of spatial
and frequency vectors instead of the vectors themselves):
F{f2 · e2}(u, y) = exp(−2π|u|y) (4.3)
(see also appendix A.1). Hence,
F{f}(u, y) = exp(−2π|u|y)F(ue1) (4.4)
is the 1D Fourier transform of the extension of f to the whole half-space y > 0.
Obviously, the Poisson kernel is a lowpass filter where the degree of smoothness
increases with y. Therefore, y plays the role of a scale parameter and by the Pois-
son kernel a linear scale-space is established. This is discussed more in detail in
section 4.5.
According to figure 4.1 it has to be shown that the e1-component of the considered
field is the Hilbert transform of the corresponding e2-component for any fixed y0 ≥ 0.
The x-derivative of p2e2 is given by





π|x|2 I2 , (4.5)
which is called the conjugate Poisson kernel [138]. Applying the Fourier transform
yields
F{f2 ∧ e2}(u, y) =
u
|u| exp(−2π|u|y) , (4.6)
(see also appendix A.1) so that
u
|u| exp(−2π|u|y)F(ue1) = exp(−2π|u|y)FH(u) , (4.7)
which is the extension of the Hilbert transform fH to the whole half-space y > 0 (com-
pare to equations (3.22) and (3.23)). The relationships just described are illustrated
in figure 4.2.
The combination of the (smoothed) signal with its Hilbert transform (i.e., the
vector field on a line y = y0) forms the analytic signal for a certain scale y0. For
y0 = 0 this is just the analytic signal f(x) + fH(x) (see (3.17)).
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y = 0: signal f
Hilbert transform
Hilbert transform









































































y = 0: Hilbert transform fH
y > 0: smoothed Hilbert trsf. fH
Fig. 4.2: Relationships between harmonic potential, signal, Hilbert transform, and
convolution with the Poisson kernel.
4.1.2 Relation to the Laplace Transform
The combination of the Poisson kernel with its conjugate is closely related to the





with p ∈ IR+2 ≃ C and 〈p〉0 > 0. The spectrum of an analytic signal is one-sided in the
frequency domain. Exchanging the roles of spatial (or time) domain and frequency
domain results in a causal complex signal. Multiplying with the frequency response
of the Poisson kernel and subsequent (inverse) Fourier transform is identical to the
Laplace transform. Hence, the holomorphic extension of a real valued signal in the





g(x− x′) dx =
∫ ∞
−∞








exp(−(y − xI2)2πu)G(u) du
= 2L{G(u)}(2π(y − xI2)) .
4.2. The Riesz Transform 73
Therefore, the Laplace transform of the signal in frequency space yields its lowpass
filtered analytic signal. The limit y → 0 does always exist since the (inverse) Fourier
transform of the spectrum exists. By means of this knowledge, the analytic signal
can be analyzed solely by its poles and zeros in the xy-plane. However, a further
discussion of this topic is out of the scope of this thesis.
4.2 The Riesz Transform
In the light of the previous section, I apply exactly the same steps in order to derive
the 2D generalization of the Hilbert transform. The main results of this section
are summarized in figure 4.4 which is basically the same as figure 4.2, but with
the important difference that the Hilbert transform is replaced by the Riesz trans-
form. The derived frequency responses and impulse responses are summarized in
table 4.1.
4.2.1 The 2D Signal Model
According to chapter 3, a real 2D signal is embedded as an e3-valued vector field
f in the plane z = 0. Establishing then a boundary value problem of the second
kind (see (2.59) and (2.60)) is equivalent to finding the monogenic extension of the
real signal.3 The monogenic extension restricted to the plane z = 0 is then the 2D
generalization of the analytic signal. The embedding of the boundary value problem





e1 · fR(x)e2 · fR(x)
Fig. 4.3: Harmonic potential p(x) for z > 0 and its gradient field on the boundary
z = 0, which is given by the 2D function f3(x) and its Riesz transform fR(x).
3 Same as the holomorphic extension, the monogenic extension and the solution of the Neumann
problem are unique [104], page 123.
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As in the previous section, the fundamental solution (2.61) of the Laplace equa-
tion is used. The e3-component for z = z0 > 0 is obtained from the z-derivative of
p3e3
4






which is known as the Poisson kernel for 2D functions. Embedding the 2D signal f
into IR3 according to f0(x) = f(xe1 + ye2)δ0(z), the following 3D convolution extends
f to the whole half-space z > 0:









2π|x′e1 + y′e2 + ze3|3
f((x− x′)e1 + (y − y′)e2) dx′ dy′ .
Since the 3D convolution is reduced to a 2D convolution, the latter can also be eval-
uated in the frequency domain of x and y. The 2D Fourier transform of the Poisson
kernel is given in e.g. [136] chapter I (for the sake of clarity I use again the compo-
nents of spatial and frequency vectors instead of the vectors themselves):
F{f3 · e3}(u, v, z) = exp(−2π|ue1 + ve2|z) (4.11)
(see also appendix A.2). Hence,
F{f}(u, v, z) = exp(−2π|ue1 + ve2|z)F(ue1 + ve2) (4.12)
is the 2D Fourier transform of the extension of f to the whole half-space z > 0.
Obviously, the Poisson kernel is a lowpass filter where the degree of smoothness
increases with z. Therefore, z plays the role of a scale parameter and by the Pois-
son kernel a linear scale-space is established. This is discussed more in detail in
section 4.5.
According to figure 4.3 it has to be shown that the e1-component and the
e2-component of the field above are obtained by a generalized Hilbert transform
of the corresponding e3-component for a fixed z0 ≥ 0. The x-derivative and the
y-derivative of p3e3 are given by











which are the conjugate Poisson kernels [138]. Their Fourier transforms are (see
appendix A.2)





exp(−2π|ue1 + ve2|z) , (4.14)
4 Footnote 2 applies accordingly.
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so that the frequency response









establishes the Riesz transform as a generalized Hilbert transform.5
At the end of this section several remarks about the Riesz transform, its origin,
and its use in image processing are made. The Riesz transform is a singular integral
operator as the Hilbert transform, but in contrast to the latter, it consists of two
parts. Hence, for a 2D signal f , a vector consisting of two additional signals is
obtained, which is denoted by fR.
Corresponding to (4.7) in the 1D case,
ue1 + ve2
|ue1 + ve2|
I−12 exp(−2π|ue1 + ve2|z)F(ue1 + ve2)
= exp(−2π|ue1 + ve2|z)FR(ue1 + ve2) , (4.16)
is the extension of the Riesz transform fR to the whole half-space z > 0. The rela-
tionships just described are illustrated in figure 4.4.
The combination of the (smoothed) signal with its Riesz transform (i.e., the vector
field on a line z = z0) forms the generalized analytic signal for a certain scale. This
generalization is analyzed more in detail in the subsequent section.
The properties and the geometric interpretation of the Riesz transform are also
discussed in section 4.3. Note that from this section on, the z-coordinate is kept dis-
tinct from the spatial or the frequency coordinates. Hence, x = xe1 + ye2,
u = ue1 + ve2, and z is replaced by s. The considered functions are no longer 3D
functions, but 2D functions with parameter s, attached to the function symbol as a
subscript (e.g. fs). Using the new notation, the previous results are summarized in
table 4.1.
Before proceeding with the interpretation of the Riesz transform in the context of
a generalized analytic signal, I want to refer to two aspects: the relation between the
Fourier transform and the Laplace equation and the history of the Riesz transform.
4.2.2 Relation to the Fourier Kernel and a Short Survey
Instead of using the fundamental solution of the Laplace equation, the latter can
also be solved directly by separation. The first step is to separate the s-derivative





5 In some places this operator is also called the Cauchy operator [94].
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z = 0: signal f
Riesz transform
Riesz transform













































































z = 0: Riesz transform fR
z > 0: smoothed Riesz trsf. fR
Fig. 4.4: Relationships between harmonic potential, signal, Riesz transform, and


























Tab. 4.1: Overview of the results about the Riesz transform, the Poisson (lowpass)
filter, and the conjugate Poisson filter. These notations are used in the
following sections and chapters.
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Setting λ2 = 4π2|u|2 where u = ue1+ve2 is a new vector variable, these two equations
are solved by
k(x,u) = exp(±I32π x · u) (4.24)
and
L(u, s) = exp(±2π|u|s) . (4.25)
Hence, the Fourier kernel k(x,u) and the frequency response of the Poisson kernel
are obtained (up to the sign). This way of solving the Laplace equation is closely
related to the solution of the heat equation in [95] such that the relationship to the
Gaussian scale-space becomes evident (see also section 4.5).
The Riesz transform is not well known in engineering, although its properties
are quite attractive for applications. In mathematics however, the Riesz transform
has been analyzed in detail in the field of Calderón-Zygmund theory. The aim of that
theory was to investigate the multidimensional generalization of the Hilbert trans-
form [139] and it was started in the fifties by Calderón and Zygmund at Chicago
university. The first phase of this theory was concluded by the books of Stein [137],
1970, and Stein and Weiss [136], 1971, covering nearly all the here presented math-
ematics (although the relationship between nD singular operators and (n+1)D har-
monic functions is better reflected in [138]). A more recent work which also reflects
the relationship to wavelet theory is [100].
In geophysics the Riesz transform was already used in 1984 [109], where the
relation to harmonic functions was used to compute the earth’s magnetic field from
its partial derivatives on the surface.
In optics several authors started using the Riesz transform independently at the
end of the nineties:
• Davis et al. applied the Riesz transform for detecting edges [32]. Since they
did not use the term ‘Riesz transform’, I suppose they were not aware of it.
Looking solely at the Riesz transform, they make no use of a phase concept as
it is done in the subsequent section.
• Müller and Marquard use the Riesz transform to form a generalized analytic
signal already in 1999 [108]. However, their results differ totally from those
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presented in the following section, because they combine the two parts of the
Riesz transform by addition and multiplication according to adding and mul-
tiplying the partial Hilbert transforms as proposed in [66].
• Larkin et al. use the Riesz transform combined with the original signal to de-
modulate fringe patterns [93, 92]. Although the idea of their approach is close
to some aspects which are presented in this chapter, they investigate the Riesz
transformmainly with respect to the specific application of interferograms (see
also [20, 112]).
Although the mentioned optic papers are all related to image processing, none of
them establishes the Riesz transform as a general tool for pattern recognition supe-
rior to the classical approach of quadrature filters.
Not being aware of Calderón-Zygmund theory nor the papers [109, 108], I derived
the Riesz transform independently from geometric constraints [45, 50]. Due to the
references [136, 109] which I got from my former colleague T. Bülow I was able
to identify the derived transform with the Riesz transform. The study of further
references about singular operators, harmonic and Clifford analysis finally led to
the current state of the presented work.
4.3 The Monogenic Signal
The 1D analytic signal fA can be considered as the holomorphic extension of a signal
f restricted to the line y0 = 0. Therefore, one can conclude that the term ‘analytic
signal’ is related to ‘analytic function’ (which is equivalent to ‘holomorphic function’,
see footnote 10 on page 32). In the previous section, I have shown that the mono-
genic extension of a 2D signal f is uniquely given by means of the Poisson kernel
and its conjugate kernel. Hence, restricting this 3D monogenic function to the plane
s = 0 yields the 2D generalization of the analytic signal. According to the discussion
about the term ‘analytic’, this generalized 2D analytic signal is called themonogenic
signal.
4.3.1 Definition and Properties
To be more explicit, the monogenic signal is defined by
fM(x) = f(x) + fR(x) , (4.26)
where





2π|x′|3 f(x − x
′) dx′ dy′ (4.27)
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is the Riesz transform of f . In the frequency domain, these definitions are equivalent
to









Now, having defined the monogenic signal as a 2D generalization of the analytic
signal, the second step is to check whether the properties of the latter are fulfilled.
First some properties of the Riesz transform are considered:
• It is anti-symmetric since H2(−u) = −H2(u). Note in this context that symme-
try in 2D can be with respect to a point or to a line. The choice of symmetry
is fundamental to designing the generalization of the Hilbert transform (in 1D
there exists only one symmetry). Obviously, the Riesz transform corresponds
to point-symmetry, whereas the approach in [17] corresponds to line-symmetry
with respect to the coordinate axes and the partial Hilbert transform corre-
sponds to line-symmetry with respect to a preference direction.
• It suppresses the DC component. A singularity exists at u = 0. If it is removed
by continuously extending the two components of the Riesz transform along
the lines u = 0 and v = 0 (see (4.15)), H2(0) = 0 is immediately obtained.
• The amplitude response is of value one for all non-zero frequencies: |H2(u)| = 1
∀u 6= 0. This follows directly from the definition of H2(u) in (4.15).
These properties can be verified by considering the vector field H2 (see figure 4.5).
The multiplication of u with I−12 from the right in (4.18) just yields the dual of u
with respect to the plane e1 ∧ e2. The 2D dual of a vector is given by the orthogonal
vector, or the 90◦ rotated vector in the e1 ∧ e2-plane.
According to the properties of the Riesz transform, and in comparison to the
analytic signal, the monogenic signal has the following properties:
• Its energy is two times the energy of the original signal if the DC component
is neglected:
∫∫
|fM(x)|2 dx dy =
∫∫
f(x)2 + |fR(x)|2 dx dy = 2
∫∫
f(x)2 dx dy .
• In polar coordinates the monogenic signal fulfills the split of identity. Since the
energy is only modified by a constant real factor, the direct conclusion is that
the amplitude of the monogenic signal is isotropic, which means that there is
no dependence on the orientation of a signal (see also figure 4.6). This can
be compared to the isotropy property of the structure tensor, which fulfills the
invariance – equivariance property with respect to energy and orientation (but
not phase). Further details will be discussed in section 4.4.
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u
v
Fig. 4.5: Frequency response of the Riesz transform displayed as a 2D vector field.
The axes are the frequencies u and v. The vector field is given by the 2D
dual of the normalized frequency vectors (see (4.15)) and by setting it to
zero at the origin (see text).
Fig. 4.6: Left: test image showing all even and odd symmetries for all orientations;
right: the energy of the corresponding monogenic signal is isotropic and
independent of the local symmetry.
• The Fourier transform of the monogenic signal is not one-sided, i.e., it includes
redundancies, but this property is irrelevant for pattern recognition. Never-
theless, it is possible to use a non-redundant representation [45].
Not having a ‘one-sided’ spectrum is no fundamental drawback. In 1D the analytic
signal is one-sided in the frequency domain, which is directly related to the prin-
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ciple of causality of 1D signals by means of the Laplace transform (see (4.8)). In
2D however, signals are intrinsically non-causal (unless some time-dependency is
introduced [128]), and hence it is not reasonable to demand for one-sidedness. Ob-
viously, this results in losing the direct relation to the 2D Laplace transform which
is based on a tensor approach (see e.g. [16], section 12.1.5).
However, due to the symmetry relation of the 2D Fourier transform for e3-valued
signals (see (3.28)), the computation of the monogenic signal can be reduced to any








2 )F(qnθ) exp(I32πqnθ · x)|q| dθ dq〉1
where in practical applications it is preferable to fix θ0 to one of the coordinate axes.
The summation in the case of the discrete Fourier transform can be performed for
u ≥ 0, where it is important to have v > 0 for u = 0.
4.3.2 The Definition of the Local Phase
As explained in section 3.2, the local amplitude and local phase of the 1D analytic
signal are given by the logarithm of IR+2 (see (3.15) and (3.16)).
In the light of the definition of local phase and local amplitude in 1D, it is
straightforward to use the logarithm of IR+3 for defining a 2D phase concept. The
spinor field which maps the field fId(x) ≡ e3 to fM(x) is given by fM(x)e3. The loga-
rithm of that spinor field yields the logarithm of the local amplitude
|fM(x)| = exp(log(|fM(x)|)) = exp(〈log(fM(x)e3)〉0) (4.29)
and the local rotation vector
r(x) = arg(fM(x))
∗ = 〈log(fM(x)e3)〉∗2 . (4.30)
This local rotation vector can be seen as the generalization of the local phase in
1D. At those positions where fM(x) = −|fM(x)|e3, the local rotation vector is not
well defined. Any vector lying in the plane e1 ∧ e2 with magnitude π is a correct
solution.6 For this case, the following extension of the definition can be made. The
underlying vector field is supposed to be smooth. Considering the values of (4.30)
in an open sphere with radius ε around the singular point and letting ε tend to
zero while averaging the rotation axes, a well defined rotation vector is obtained.
This interpolation of the rotation axis at singular points is used in [44] for a stable
orientation estimation.
6 In 1D this ambiguity reduces to the sign of the phase: −π and π are both correct.
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The rotation vector arg(fM) always lies in the plane orthogonal to e3 since it is
dual to the wedge product fM ∧ e3 (see (4.30) and (2.12)). Hence, the local rotation
vector field can be visualized by a 2D vector field. Comparable to phase wrapping
in 1D (see also footnote 6), there is a wrapping of the rotation vectors of the 2D local
phase: if a vector in a certain direction would exceed the amplitude π, it is replaced
by the vector minus 2π times the unit vector in that direction, i.e., it points in the
opposite direction, see figure 4.7.
lines of phase-wrapping
Fig. 4.7: Local phase vectors of one part of figure 4.6, left (curved line, displayed
as underlying grayscale image). The phase is represented by the vector
field which is obtained according to (4.30). Hence, the length indicates the
rotation angle and the direction indicates the rotation axis. Note the phase-
wrapping.
The choice of definitions for the local phase vector (4.30) and local amplitude
(4.29) establishes a transformation to spherical coordinates. Given the local phase
vector arg(fM) and the local amplitude |fM| of a monogenic signal, it can be recon-
structed by
fM(x) = |fM(x)| exp(arg(fM(x))) . (4.31)
This directly follows from the proof about the IR+3 -logarithm at the end of section 2.2.
As stated above, the monogenic signal fulfills indeed the split of identity since the
local phase vector and the local amplitude are orthogonal. The local amplitude in-
cludes energetic information and the phase vector includes structural information,
similar to the 1D analytic signal. In contrast to the 1D case, the phase now in-
cludes additional geometric information. The structural and geometric information
are again orthogonal and therefore fulfill the invariance – equivariance property
which is discussed in detail at the end of the next section.
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4.4 The Interpretation of the Local Phase
Up to now, I have considered the 1D analytic signal and the 2D monogenic signal
as two distinct approaches, which are only related by the fact that the latter is the
generalization of the former with respect to the dimension of the domain. In sig-
nal theory there is a well known relation between 1D and 2D signals, the Radon
transform [119]. The Radon transform can be used to transfer the 1D phase inter-
pretation to the new 2D phase.
4.4.1 Transferring the 1D Phase to 2D
The Radon transform R maps a 2D signal onto an orientation parameterized fam-




f(x)δ0(x · nθ − t) dx dy , (4.32)
where δ0(·) is the Dirac delta and nθ = cos θe1 + sin θe2 is the normal vector given
by the orientation7 θ ∈ [0, π). Geometrically, the Radon transform projects (orthogo-
nally) the 2D signal onto a line with orientation θ.
The Radon transform is an invertible transform with several neat properties
such as the Fourier slice theorem [74],
F1{R{f}}(u, θ) = Fe(unθ) + e3Fo(unθ) . (4.33)
The base vector e3 must be introduced for the odd part, because in the 1D Fourier
transform I2 is used, whereas in the 2D Fourier transform I3 is used. The slice
theorem says that the Radon transform projects the 2D signal in such a way, that
it is decomposed into its intrinsically 1D parts (see also the discussion about the
intrinsically 1D basis functions of the Fourier transform in section 3.4). The Fourier
theory ensures that this is done in an optimal way with respect to the L2-norm.
As a consequence of the slice theorem, the Radon transform relates the Riesz
transform of a 2D signal to the Hilbert transforms of the 1D signals obtained from
the Radon transform.8 Accordingly, one can conclude that the interpretation of the
monogenic phase vector of intrinsically 1D signals in 2D space is basically the same
as the interpretation of the complex phase in 1D space. However, also for intrin-
sically 2D signals an interpretation is obtained by decomposing the signal into its
7 Note the difference between direction and orientation in this context: a direction corresponds to
a vector, an orientation to a 1D subspace.
8 Actually, this relationship is well covered by the results from Calderón-Zygmund theory [139],
which is not very accessible to engineers and computer scientists due to its abstract mathematical
formulation. Therefore, a calculus-based derivation of these results is surely helpful.
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intrinsically 1D parts. Indeed, the Radon transform is the connecting link between
the 1D and 2D approaches.
The Radon transform of the Riesz transform fR(x) of an e3-valued 2D signal f(x)
is given by the Hilbert transform of the Radon transform of f(x) according to
R{fR(x)}(t, θ) = h1(te1) ∗ R{f(x)}(t, θ)n∗θ . (4.34)
This equivalence can easily be shown in the Fourier domain using the linearity of
the Radon, Riesz, Hilbert, and Fourier transforms:




















= F1{h1 ∗ R{f}}(u, θ)n∗θ .
The Hilbert transform of the e3-valued function f is I3 valued, and therefore the
multiplication with the dual normal vector yields a vector parallel to nθ. Hence,
this theorem says that the Riesz transform is given by the linear superposition of
the oriented Hilbert transforms of the intrinsically 1D decomposition of the signal
(see also the discussion of the slice theorem). Thus, the Radon transform provides
a way to calculate the Riesz transform (and therefore also the monogenic signal)
by using the Hilbert transform (see also figure 4.8). This relationship has several
consequences, e.g. for the processing of X-ray tomography data and for the design of
quadrature filters [46, 47].9
The most important consequence of the previous relationship is that the inter-
pretation of the monogenic phase vector is given directly by the phase of the analytic
signal, since
R{fM}(t, θ) = R{f}(t, θ) + R{fR}(t, θ)
= R{f}(t, θ) + h1(t) ∗ R{f}(t, θ)n∗θ
= s̃θ(R{f}(t, θ) + h1 ∗ R{f}(t, θ)e∗1)sθ ,
where the spinor sθ = exp(e12θ/2) represents the rotation about the e3-axis by θ.
Evaluating the last line for θ = 0 gives R{f}(t, θ) + h1(t) ∗ R{f}(t, θ)e∗1, i.e., basically
the analytic signal of R{f}(t, θ). For any θ = θ0 the Radon transform of the mono-
genic signal is just the analytic signal of the Radon transform of the signal, but
with the base vector e1 rotated by θ0: s̃θ0e1sθ0 = cos θ0e1 + sin θ0e2. The impact of this
9 In this thesis I use a different method for designing quadrature filters.
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spatial domain Radon domain
signal f Radon transform R{f}



























Hilbert Radon transform h1 ∗ R{f}
Fig. 4.8: The relation between Radon, Riesz, and Hilbert transform. The Riesz
transform in the spatial domain (left) is equivalent to the Hilbert trans-
form with subsequent multiplication by the orientation vector in the Radon
domain (right).
result on the interpretation of the monogenic phase vector is that for linear struc-
tures with large support (lines, edges in images), the Radon transform is dominated
by this structure. Hence, the monogenic phase is given by the main orientation θ0
and the 1D phase of R{f}(t, θ0). In the idealized case (i.e., the signal is constant in
one direction), the Radon transform is non-zero only for the main orientation. Ac-
cordingly, the nθ in (4.34) is constant (equals nθ0) and the Riesz transform is given
by
fR(x) = (δ0(x ∧ nθ0)h1(x · nθ0)) ∗ f(x)n∗θ0 , (4.35)
which is just the partial Hilbert transform of f(x) with preference direction θ0 mul-
tiplied by n∗θ0 . Thus, (4.34) is simplified to theorem 1 in [50]. In contrast to the
latter theorem, (4.34) also provides a reasonable interpretation for non-perfect i1D
signals.
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4.4.2 Decomposition of the Phase Vector
For an intrinsically 1D signal the following decomposition of the phase vector (4.30)
is obtained while keeping the local phase of the underlying 1D signal: the rotation
vector r = arg(fM(x)) is orthogonal to the local orientation (i.e., the orientation of
the Dirac line in the Fourier domain) of the 2D signal and sign(r · e1)|r| represents
the local i1D phase of the 2D signal (see also figure 4.9). These interpretations are















Fig. 4.9: Phase representation using a rotation vector r. First the vector |x|e3 is
rotated about the e2-axis by ϕ, and second about the e3-axis by θ0. The
rotation vector is orthogonal to the plane spanned by the e3-axis and the
vector x. Its length is given by the angle between the e3-axis and x. Al-
though the rotation vector is unique, the decomposition is not. There are
two possibilities: 1. (θ0, ϕ) and 2. (θ0 + π,−ϕ).
Instead of considering the local rotation vector as the 2D equivalent of the 1D
local phase, one can also think of a generalized complex phase which might be eas-
ier to understand for people working on classical complex signal theory. Since the
argument of the monogenic signal is defined by the bivector part of the logarithm
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of fMe3 (see (4.30)), the interpretation has changed from a vector valued signal to
an IR+3 -valued signal. The even subalgebra of IR3 is isomorphic to the algebra of
quaternions. Furthermore, any unit quaternion with zero real part (in IR3: any
unit bivector B) can substitute the imaginary unit of the complex numbers (see sec-
tion 2.2). In the context of the phase interpretation of the monogenic signal, one can
think of {1, B} being the complex plane that is given by the local orientation, i.e.,
defined by 1, fMe3, and the origin (see figure 4.9: the great circle trough |x|e3 and
x is the intersection of the sphere with radius |x| and this plane). The local phase
is then obtained by the ordinary complex argument in this plane. Hence, the inter-
pretation of the local rotation vector has changed to a complex phase in the complex
plane where the imaginary unit is given by the orientation vector.
Unfortunately, both of these definitions do not yield a unique phase representa-
tion, since a rotation of the signal by π yields the same orientation and a negated
phase. This ambiguity can be visualized by two different decompositions of the rota-
tion vector (see figure 4.9). The signal theoretic background of this ambiguity is the
following. From a local signal it is only possible to recover the local orientation, the
directional sense is lost. A typical example is an i1D signal as in figure 3.6 where it
is unknown whether the direction of the signal is parallel or anti-parallel to n. The
same problem also occurs in the context of oriented quadrature filters (see [61]),
where Granlund and Knutsson claim that there is no local way to get the direction
from the orientation. For the evaluation of the local phase one has to fix the local
direction either to be equal to the local orientation (i.e., in [0, π)) or to be opposite
to it (i.e., in [π, 2π)). If the wrong directional sense is chosen, the phase is inverted,
and hence the local phase and the local direction show discontinuities. Unfortu-
nately, the choice of the directional sense is arbitrary unless further constraints are
introduced (see below).
The mathematical reason for the ambiguity in the phase-direction decomposition
is that the group which emerges from phase and direction changes is not simply
connected. A group is simply connected if it is connected, i.e., for any two group ele-
ments there exists a smooth path which connects them [69], and if every closed path
can be reduced to a point [56]. If the direction and the phase are considered in the
interval [0, 2π)× [0, 2π), the orbit of the corresponding group is a torus, the direction-
phase torus (see figure 4.10). A torus is not simply connected [56], section 13.3b,
and therefore two points on the torus do not uniquely determine their relationship.
However, the 2D sphere which is created by considering the phase-orientation de-
composition is simply connected [69], and therefore there exists no unique mapping
from phase-orientation space to phase-direction space.
In order to create the complete direction-phase torus, the local rotation vectors
(i.e., points on the 3D unit sphere) are first mapped onto one half-torus. Without
loss of generality one can bijectively map the unit sphere to the outer half-torus10
10 To be more exact: any open neighborhood of the unit sphere not containing the north-pole nor




Fig. 4.10: Complete phase-direction model for 2D signals. The angle θd indicates the
local direction and ϕ indicates the local phase. An orientation-phase pair
corresponds to two antipodal points on the torus, one corresponds to case
1 and the other one corresponds to case 2 of figure 4.9.
θ0
ϕ
Fig. 4.11: Points of the unit sphere are mapped onto the outer half-torus. The angle
θ0 indicates either the local direction or the opposite direction. The angle
ϕ indicates the local phase or the negated local phase.
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(see figure 4.11) by the formula
xT = R
(x ∧ e3) · e3
|x ∧ e3|
+ x , (4.36)
where x is a point on the sphere and xT is the corresponding point on the outer half-
torus with great circle radius R. The two singular points x = |x|e3 and x = −|x|e3
are mapped onto the two boundary circles of the half-torus, which illustrates the
orientation-singularity explained in section 4.3.2.
If the external constraints require to switch the directional sense and the sign of
the phase, the position on the outer half-torus must be changed to the corresponding
position on the inner half-torus. This corresponding position is obtained by the
two-fold antipodal position (antipodal with respect to both circles of the torus, see
figure 4.12). The first antipodal (with respect to the main circle) yields another point
θd = θ0














Fig. 4.12: Torus construction for a fixed local orientation θ0. One orientation corre-
sponds to two opposite directions θd = θ0 and θd = θ0 + π. The correspond-
ing rotation planes (complex planes) also have opposite directional sense,
indicated by the rotation sense of ϕ. Two antipodal points correspond to
one orientation-phase pair. The antipodal with respect to the main circle
and the minor circle is indicated in the figure. For the 3D position of the
antipodals see also figure 4.10.
on the outer half-torus, whereas the subsequent second antipodal (with respect to
the minor circle) yields the point on the inner half-torus. The two corresponding
positions on the torus obviously correspond to the same rotation vector. The two-
fold antipodal construction which is illustrated in figure 4.12 is obtained by the
formula
xT = −R
(x ∧ e3) · e3
|x ∧ e3|
+ x , (4.37)
the south-pole can be bijectively mapped to the outer half torus. The two poles are singular.
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where x is again the point on the unit sphere and xT is the corresponding point
on the inner half-torus. The only difference to (4.36) is the sign in front of R. The
external constraints mentioned above just have to toggle this sign in order to obtain
a full-torus, and hence a complete direction-phase decomposition.
The external constraints emerge from the application in which the phase is
needed. The most obvious constraint is the intra-image constraint which is based
on the fact that there is an upper bound of the relative change of direction between
two local neighborhoods which is proportional to their distance in the image plane.
The local direction function is continuous in the image plane, and therefore a small
change in the image coordinates yields a bounded change of direction. In practice
one can assume that there is a maximal gradient of the directional information. The
question is, however, how to weight the angular distance of directions depending on
the local phase (see also section 6.1). The easiest case is obviously a constant weight,
which means that the directional sense is changed if the angular distance to the ad-
jacent positions is greater than π/2. An example for this method is given in [93]
and in [20]. In both papers it is proposed to apply an unwrapping of the orientation
(modulo 2π) in order to obtain a consistent phase representation. The application in
both papers is the 2D demodulation needed for interferogram processing.
If more than one image of the same physical object from different, but similar
views is given (e.g. stereo images, image sequence) corresponding points in the
images can be used to apply inter-image constraints. The idea of these constraints
is that the local phase and the local direction as functions of the change of view
are smooth to some degree. Hence, the direction-phase decompositions of the same
physical point in different views are chosen to be compatible. An application using
this constraint is given in section 6.3.
Concluding the discussion about the direction-phase decomposition, it is impor-
tant to realize that there are always two solutions for consistent decompositions. If
every point of a consistent solution is changed into its antipodal point, the direction-
phase decomposition is consistent again. There is no way to prefer one of both solu-
tions except for having external information.
Finally, if the monogenic phase is decomposed into local direction and local phase,
the split of identity (the third property of the analytic signal) is also preserved with
respect to geometric and structural information. The local phase is invariant to
changes of the local direction and the local direction is invariant to changes of the
local structure. For the pair orientation and phase, the split of identity is only ful-
filled up to the ambiguity explained above.
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4.5 A New Scale-Space Approach
In this section the new scale-space which is generated by the Poisson kernel (see
(4.1) and (4.9)) is considered more in detail. I will show that the Poisson ker-
nel establishes a linear scale-space similar to the Gaussian scale-space. Based on
this scale-space a multi-band decomposition is presented which leads to generalized
quadrature filters.
4.5.1 The Scale-Space Axiomatic of Iijima
In [144] the theory of scale-space is claimed to have its roots in Japan, based on a
set of five axioms proposed by Iijima in 1959. According to [144], Iijima proves in
[73]11 that the Gaussian scale-space is the unique solution for the following set of
axioms:
1. The generating kernel of a linear scale-space is linear.
2. The kernel is shift invariant.
3. The kernel fulfills the semigroup property.
4. The kernel is scale invariant.
5. The kernel preserves positivity.
The first two axioms are equivalent to the fact that the kernel is a convolution
kernel or an LSI operator. The third axiom says that successive application of two
operators with parameters s1 and s2 is equivalent to the application of the oper-
ator with parameter s3 = m(s1, s2) where m is a function representing the group
multiplication12. Scale invariance means that scale transformations and the kernel
commute which induces that the application of the kernel to a scaled image is equiv-
alent to the output of the scaled operator (where the Jacobian must be taken into
account). Preserving of the positivity is given if the operator output of any positive
signal is again positive.
Checking the properties for the 1D and 2D Gaussian kernels (denoted by gσ(x))
and Poisson kernels, respectively, results that all five axioms are fulfilled:
1. The Gaussian filter and the Poisson filter are both LSI operators.
2. See above.
11 Since I do not know the Japanese language, I was not able to verify this reference in detail.
12 In group theory the multiplication is defined by the concatenation of group actions (see e.g. [125]).
92 Chapter 4. The Isotropic 2D Generalization of the Analytic Signal
3. This axiom is easily verified in the frequency domain. For the Gaussian kernel
(1D and 2D):
Gσ1(u)Gσ2(u) = exp(−2π2u2σ21) exp(−2π2u2σ22) = exp(−2π2u2(σ21+σ22)) = Gσ3(u) ,




2 . For the Poisson kernel (1D and 2D):
13
Ls1(u)Ls2(u) = exp(−2π|u|s1) exp(−2π|u|s2) = exp(−2π|u|(s1 + s2)) = Ls1+s2(u) ,
hence m(s1, s2) = s1 + s2.

































where λ−1 is just the inverse of the Jacobian. It is necessary to introduce































































































5. Both kernels, the Gaussian kernel and the Poisson kernel, are positivity pre-
serving since they are both positive for all x ∈ IR (1D case) and x ∈ IR2 (2D
case).
13 For the sake of clarity, I use s instead of y for the Poisson kernel of 1D signals, hence s indicates
the scale parameter in the 1D and 2D framework.
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Hence, the proof of Iijima seems to contain an error with respect to the unique-
ness. Besides the papers of Iijima, there are other publications claiming that the
Gaussian kernel is the unique kernel which creates a linear scale-space. In [95],
section 3.5, Lindeberg states that any LSI operator which performs a smoothing
operation can be decomposed into four primitive functions: the Gaussian kernel,
the truncated exponential function, the translation, and the rescaling. Imposing
the semigroup property and the symmetry of the kernel, the author claims that the
Gaussian kernel is the only remaining candidate. Unfortunately, he missed the ob-
vious solution14 of combining the two truncated exponential functions which yields
the Poisson kernel.
Another uniqueness proof can be found in [3], which is based on five conditions.
The most important one is the monotonicity condition which requires that the local
maxima decrease and the local minima increase with the scale. This implies that no
new extrema are created by the smoothing kernel when the scale becomes coarser.
The proof for the necessity of the Gaussian kernel is obtained by considering a spe-
cial generic signal which requires the Gaussian kernel to fulfill the monotonicity
condition, and hence, the Poisson kernel fails to fulfill this condition. However, the
described proof is only valid for the 1D scale-space and in 2D the non-creation of
local maxima cannot be guaranteed [95]. On the other hand, the Poisson kernel
fulfills the maximum principle [26] which means that the scale-space has no local
maxima or minima for s > 0. This is obtained by a simple observation. First of
all, the signal in scale-space is a harmonic function, since it is one component of a
holomorphic function (1D signal means 2D embedding) or of a monogenic function
(2D signal means 3D embedding). In either case the signal in scale-space fulfills
the Laplace equation, and therefore no local extremum is possible, since one second
derivative being greater than zero implies that another one must be less than zero.
Hence, the extrema are located either on the line s = 0 or on the line in infinity
s → ∞. In the latter case however, the signal is reduced to its DC-component, i.e.,
it is constant and does not contain any extremum.
4.5.2 Comparison to Gaussian Scale-Space
Regardless if the various scale-space axiomatics are fulfilled or not, it is reasonable
to compare the properties of both scale-spaces. Obviously, both kernels are lowpass
filters. In figure 4.13 both filters can be compared in spatial and frequency domain
for the 1D case. The scale parameter of the 1D Poisson kernel is obtained by setting
the maximum equal to the maximum of the Gaussian kernel:











14 Lindeberg uses the absolute value of the scale parameter in the truncated exponential functions
to underline that the scale parameter is in IR+. The semi-group property is obviously lost if a modu-
lus operation is involved, but it is unnecessary in this case.
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Fig. 4.13: The 1D Gaussian kernel (dashed line) and the 1D Poisson kernel (solid
line) in spatial domain (left) and frequency domain (right). All axes are
labeled relative to the standard deviation σ of the Gaussian.
Using this identity, the Gaussian kernel can be compared with the Poisson kernel.
Obviously, the maximum of the Poisson kernel is sharper than that of the Gaussian
kernel. However, the spatial extent of the Poisson kernel is larger than that of the
Gaussian kernel. The same is true for the frequency response of the Poisson kernel.
In practice the larger spatial extent yields either larger filter masks or an increased
truncation error.
Besides this qualitative discussion, it is also possible to calculate the uncertain-
ties of both kernels (for the formal definition of uncertainty see appendix A.3). The
uncertainty of the Gaussian kernel is known to be the optimum (4π)−1 (see (3.12)
and [11]). The uncertainty of the Poisson kernel for 1D signals is slightly worse than
that of the Gaussian kernel (factor
√
2, see appendix A.3).
In figure 4.14 both filters can be compared in spatial and frequency domain for







Fig. 4.14: The 2D Gaussian kernel (left) and the 2D Poisson kernel in spatial domain
(middle) and frequency domain (right).
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domain representation is omitted. The 2D Poisson filter, however, differs in the two
domains. Again, the scale parameter of the Poisson kernel is obtained by setting the
maxima of Gaussian kernel and Poisson kernel equal:






⇒ s = σ .
As in the 1D case, the peak of the Poisson kernel is sharper than that of the Gaus-
sian kernel and the extent is larger.15 The uncertainty of the 2D Poisson is only
slightly worse than that of the Gaussian (factor
√
1.5, see appendix A.3).
In practice the behavior of both linear scale-spaces is nearly identical, which can
be verified by successive application of both filters to an arbitrary image. At [41]
mpeg-movies showing the descent through the scale-space can be found.
4.6 The Spherical Quadrature Filter
In this section the introduced scale-space is used to define a new kind of quadrature
filter by means of the monogenic signal. The new quadrature filter is based on a
radial bandpass filter which is obtained by taking the difference of Poisson kernels
at different scales.
4.6.1 The DOP Wavelet
Both lowpass filters, the Gaussian kernel and the Poisson kernel, establish a linear
scale-space. As in the case of the Gaussian kernel, it is possible to build up a dif-
ference of Poisson filters space (DOP). The difference of two Poisson kernels yields a
bandpass. Combining two lowpasses with a fixed ratio of scale parameters yields a
family of bandpasses with constant relative bandwidth (see also [48]),
Bs0,λ,k(u)
def
= Ls0λk(u) − Ls0λk−1(u)
= exp(−2π|u|s0λk) − exp(−2π|u|s0λk−1) , (4.38)
where λ ∈ (0, 1) indicates the relative bandwidth, s0 indicates the coarsest scale16,
and k ∈ IN indicates the bandpass number (for λ = 0.5 k is the octave number).
These radial bandpass filters are similar to the lognormal filters which is visualized
in figure 4.15. The DOP filter decreases faster for high radial frequencies, but has
15 This cannot be observed in figure 4.14, but the radial plots are similar to those in figure 4.13,
left.
16 Bandpass filters are DC-free. However for decreasing scale, the non-zero passband moves closer
and closer to the origin such that there are high coefficients arbitrary close to the origin. For finite,
discrete signals, there exists a coarsest scale such that the DC-component is zero. The remaining
coarser part of the signal is the DC-component and corresponds to a signal size of one pixel in the
case of a multi-resolution analysis.





Fig. 4.15: DOP filter (solid line) and lognormal filter (dashed line) in radial coordi-
nates.
a discontinuous first derivative in the origin. The bandpass filters defined by (4.38)
are all self-similar. Two bandpasses with octave k1 and k2 are related by
Bs0,λ,k1(u) = Bs0,λ,k2(λ
k1−k2u) .









and they yield a family of dilated LSI operators. By appropriate normalization, this
family of bandpass filters can be used to create a continuous wavelet transform. The





| exp(−2π|u|s1) − exp(−2π|u|s2)|2
|u|2 du dv




















For the case of λ = 0.5, the integral above yields
CB(s0λ
k, s0λ
k−1) = 2π log(λ/4 + 0.5 + 1/(4λ)) = 2π log(9/8) .
Although bs(x) establishes a continuous wavelet transform, this does not auto-
matically imply that bs(x) constitutes a frame or that it can be used for a multi-
resolution analysis (MRA). However, the DOP filters can be combined with subsam-
pling operations in order to form a scale-pyramid according to the Laplace pyramid
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(see [27]). This pyramid can be used to design efficient feature analysis algorithms.
A straightforward application of this method is used in the disparity estimation al-
gorithm in section 6.3. A further discussion on aspects of frame theory and MRA is
out of the scope of this thesis.
4.6.2 The Definition of Spherical Quadrature Filter







with the frequency response





2 (exp(−2π|u|s0λk) − exp(−2π|u|s0λk−1)) . (4.43)
The triple consisting of the DOP filter and the difference of conjugate Poisson fil-
ters (DOCP) form a Riesz triple17, i.e., the vector field formed by the filter output of
the DOP and the DOCP is a harmonic field. In the light of the definition of quadra-
ture filters (see section 3.2) as the combination of a bandpass filter with its Hilbert
transform, the combined filter DOP+DOCP forms a generalized quadrature filter
since it consists of a bandpass filter and its Riesz transform. Accordingly, the new
filter is called a spherical quadrature filter (SQF). All the considerations about local
phase, local orientation, and local amplitude in section 4.3 also apply for the output
of an SQF. The DOCP is an odd filter with isotropic bandpass characteristic, and
therefore realizes a filter that has been thought to be impossible [82]. In figure 4.16
the SQF is visualized in the spatial domain and in the frequency domain.
The spherical quadrature filters are band-selective filters, which means that they
extend the split of identity by a decomposition into partial signals (see section 3.2
and figure 3.3). Since the SQF fulfill the scaling equation, their contribution to the
signal energy is independent of the passband number. This leads to the following
conclusion: just as the Riesz transform is dominated by the main i1D signal, the
signal is dominated by the partial signal with the highest energy. This partial signal
is represented by a bandpass of appropriate scale. Obviously, this aspect leads to
the discussion about the intrinsic scale of an image.
17 Note that the Riesz transform yields two components, so that the original function plus its Riesz
transform form a triple.







Fig. 4.16: SQF in the spatial domain (top row) and in the frequency domain (bottom
row). Note that the impulse response in the upper left has a zero DC
component which is hard to see in this figure.
4.6.3 The Intrinsic Scale
Basically, the intrinsic scale of an image does not exist because the dominant local
frequency in an image varies with its spatial position. Although this effect could be
compensated by introducing an approach for a local intrinsic scale, this would not be
satisfying either. An image is a superposition of many partial signals with different
scales. Even at one certain position several relevant scales may occur. Hence, the
intrinsic-scale-map of an image is a multi-valued mapping which is not constant in
general. One should rather speak of a set of local intrinsic scales instead.
The set of intrinsic scales at a certain position is expected to have only few ele-
ments. Even in very detailed images only a small number of bandpass channels18
are relevant and in many cases there is only one dominating channel (in many cases
it is the DC channel). Of course this hypothesis cannot be proofed, but it can be ver-
ified by experiments. One example is shown in figure 4.17. In this figure the graph
of the local amplitude is drawn against the scale for four different points. The point
number 3 (chin) does not show any significant maximum in the amplitude. This
corresponds to a partial signal which is locally dominated by its DC component.
18 The channel representation [60, 53] is a generalization of quantization [52]. The basic idea is to
have intersecting support for neighbored features.
















Fig. 4.17: Distribution of the local energy in scale-space at four points of an image.
The point number 1 (nose) shows one sharp maximum. This corresponds to one in-
trinsic scale. The point number 4 however, shows two maxima. Hence, there are
two intrinsic scales at that position. The point number 2 (hair) also shows one sole
local maximum, but there is a second ‘nearly maximum’ which indicates that in
the neighborhood the energy for that band might be high. This observation yields
another consequence: the local intrinsic scale sets must be smooth to some extent.
Further properties of the intrinsic scale map and a scale-detection algorithm based
on SQFs are discussed in chapter 6.
In the subsequent chapter, the approach of the Poisson scale-space and SQF is
extended for anisotropic settings. The need for introducing anisotropies is quite ob-
vious when considering i1D structures. Whereas the phase approach of the mono-
genic signal and the SQF is suited for representing i1D structures, the isotropy of
the filters yields a suboptimal estimation of local properties of i1D signals. The filter
extent parallel to the i1D structure can be enlarged without changing the result of
the estimation. On the other hand, such a filter is more stable against noise. A sec-
ond reason for introducing anisotropies is the extension of the monogenic signal for
describing i2D structures, which is not possible without having anisotropic filters.
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4.7 Summary of Chapter 4
In this chapter the 1D analytic signal has been derived by means of 2D harmonic
vector fields. The second coordinate has been identified as a scale-parameter. The
analytic signal on each scale is obtained by convolution with the 1D Poisson filter
and the conjugate 1D Poisson filter. The derivation directly generalizes to 3D vector
fields which yields the Riesz transform as the 2D generalization of the Hilbert trans-
form. The combination of a signal with its Riesz transform is a 2D generalization
of the analytic signal which is called the monogenic signal. Several properties of
the derived approach have been investigated, especially the estimation of the local
phase. The phase interpretation is established by a theorem that relates the Riesz
transform and the Hilbert transform by means of the Radon transform.
The third coordinate which is involved in the derivation of the Riesz transform
can be identified with a scale parameter. The corresponding linear scale-space which
is obtained by the 2D Poisson filter has been investigated with respect to some
scale-space axiomatics and it has been compared to the Gaussian scale-space. The
bandpass filters obtained as the difference of Poisson filters establish a continuous
wavelet transform and they have been combined with the corresponding difference
of conjugate Poisson filters to form the spherical quadrature filters. By means of
these filters, the notion of intrinsic scale has been discussed.
The most important results of this chapter are summarized in figure 4.2, fig-
ure 4.4, table 4.1, figure 4.8, and table 4.2.
filter formula





DOP (frequency resp.) Bs0,λ,k(u) = exp(−2π|u|s0λk) − exp(−2π|u|s0λk−1)









2 (exp(−2π|u|s0λk) − exp(−2π|u|s0λk−1))
Tab. 4.2: Overview of formulas for the spherical quadrature filter.
Chapter 5
ADAPTION OF 2D QUADRATURE FILTERS TO THE
LOCAL INTRINSIC DIMENSION
‘The mathematical sciences particularly exhibit order,
symmetry, and limitation;
and these are the greatest forms of the beautiful.’
Aristotle (384-322 b.C.)
In chapter 4 an isotropic approach for a 2D generalized analytic signal is intro-
duced. The local phase definition is based on the underlying local intrinsically 1D
signal, where the latter is obtained according to an L2-approximation of the original
local signal (see discussion about the slice theorem in section 4.4). The isotropic ap-
proach yields two drawbacks. On the one hand, the monogenic phase is not suited
for encoding locally i2D structures. On the other hand, the local properties of a sig-
nal which is i1D are not estimated in an optimal manner, since the smoothing of the
applied bandpass does not take into account the anisotropy of the filter input. The
estimation will be improved if the bandpass smoothes more strongly parallel to the
i1D structure and smoothes less orthogonal to the structure (see e.g. [28]). Hence,
the monogenic phase of the isotropic SQF is well-suited for i1D signals whereas
the amplitude response of the SQF is optimal for isotropic signals, i.e., i2D or i0D
signals.
An optimal i1D filter should be composed of the phase approach introduced in the
previous chapter and an anisotropic bandpass. Conversely, an optimal filter for the
remaining signals (i0D and i2D) should consist of a new extended phase approach
and an isotropic bandpass (as introduced in chapter 4). The two kinds of locally
non-i1D signals can be processed by the same method since in the case of local i2D
signals, the relevant spectral components include high frequency components for
every orientation, whereas in the i0D case only low frequency components exist.
Hence, the difference between locally i0D signals and locally i2D signals can be
reduced to the radial spectral distribution, or, in other words, to the local scale (see
end of section 4.5).
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The first three sections of this chapter are about optimized i1D filters and deal
with the question, how the angular spectral distribution of i1D signals can be taken
into account in order to improve the estimation of their local properties. In the re-
maining part of this chapter, an extension of the 2D phase approach for i2D signals
is developed, which allows to analyze the 2D structure by means of a symmetry
decomposition. The new method can be considered as an i2D 2D analytic signal al-
though such an approach cannot be complete unless it consists of an infinite number
of filters (see section 1.1).
5.1 Introducing Local Anisotropies
Starting point for extending the spherical quadrature filters to an anisotropic sup-
port is to introduce a local metric on the underlying space. In the current context, a
local metric is such a one which varies globally in the embedding 3D space, but for
a local neighborhood it is constant.
5.1.1 The Metric Tensor
The classical method for describing the metric of a vector space is to introduce a
metric tensor G, such that the scalar product of a vector v = (v1, v2, v3)
T ∈ IR3 with
itself is replaced by a symmetric bilinear form according to















where G is positive definite and symmetric. Hence, the introduction of a metric
tensor is equivalent to the definition of a more general symmetric, positive definite
bilinear form on the vector space. Geometric algebras and harmonic calculus can be
defined for those vector spaces as well [58]. The question is, however, how to rep-
resent these generalized approaches in Euclidean space again. This representation
is necessary since the image data is always given in Euclidean 2D coordinates and
also the 3rd coordinate (the scale vs. the intensity axis) is in fixed relation to the
image coordinates. The latter fact can be formulated more concretely in the follow-
ing way. Obviously, it is not reasonable to mix image coordinates with the intensity
coordinate [81]. Accordingly, the components g13 and g23 are zero. The only non-zero
component involving the third coordinate is g33 which is similar to a homogeneous
coordinate. Since the intensity coordinate should remain in the original scale (other-
wise artificial enhancements of contrast would be introduced), the tensor is divided
by g33.
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The metric tensor will be estimated from the image itself. Since the grayscale
is attached to the third coordinate (see figure 3.4), the local grayscale dynamics is
reflected in the component g33. The metric tensor is obtained such that it normalizes
distances in the embedded signal, and therefore it compensates the local grayscale
dynamics. Hence, locally high grayscale dynamics implies a low value of g33 and vice
versa. Since the scale coordinate is also identified with the third coordinate, a low
value for g33 implies a slower change in scale, i.e., the scale remains fine, and a high
value for g33 yields a fast change in scale, i.e., the scale becomes coarse very quickly.
Hence, if the image is of locally low contrast (or nearly i0D), the scale is chosen to
be coarser whereas for high contrast the scale is chosen to be finer. In the deformed
space however, a low value for g33 results in damping the local intensities whereas
a high value for g33 amplifies the local intensities. Hence, a local gain control is
introduced, i.e., a weighting by the local dynamics (see e.g. [52]). Hence, low local
contrast implies fast changes in scale in the original space and an amplification of
intensities in the deformed space. High local contrast implies slow changes in scale
in the original space and a damping of intensities in the deformed space. The change
of scale in the deformed space is constant.
Considering the component g33 in the light of a homogeneous coordinate reduces
the whole problem to the 2D tensor G′ = g−133 G. This tensor can be estimated by the
structure tensor.1 The latter contains three kinds of information:
1. local isotropic scale (amplitude)
2. local isotropy (coherence)
3. local orientation
These three different features are obtained by an eigenvalue decomposition of the
tensor and they can be visualized as a geometric object: an ellipse (see figure 5.1).
The local orientation vector n is obtained as the first eigenvector of the tensor and
corresponds to the larger eigenvalue. Any vector parallel to n is multiplied by λ1, the
square root of the first eigenvalue. Hence the corresponding energy (the square of
the vector) is multiplied by λ21. The orthogonal vector nI
−1
2 spans the space of vectors
which are multiplied by λ2, the square root of the second eigenvalue. The isotropic
scale is given by the square root of the tensor determinant (see next section) which
is identical to the area of the ellipse up to the constant factor π.
According to [71] geometric algebra allows coordinate-free computations. Indeed,
the computations using the metric tensor can be simplified by transferring the prob-
lem to geometric algebra. The idea is the following: all vectors in the 3D vector space
1 The metric tensor G′ differs from the induced metric tensor according to [134]. The latter is
identical to the sum of the structure tensor according to (3.48) and the identity tensor.







Fig. 5.1: An ellipse representing the structure tensor and the metric tensor. The
vector n indicates the main orientation, the two principal axes correspond
to the maximal and minimal energy. The area of the ellipse is proportional
to the isotropic scale since λ21λ
2
2 is the determinant of the tensor G
′.
are projected onto the normalized principal axes of the ellipsoid, i.e.,
vj = (nj · v)nj for j = 1, . . . , 3 . (5.2)






where λ′j are the lengths of the principal axes. In the case of images, the third
principal axis is fixed to be λ′3e3, and hence all (normalized) axes are given by just
one vector n in the I2-plane: n3 = e3, n2 = nI
−1
2 , and n1 = n. Thinking of e3 being a









3. Hence, the rather abstract metric tensor is represented
as an ellipse (see again figure 5.1).
5.1.2 The Laplace Equation in the Deformed Space
The question arises whether it is reasonable to consider the 3D space as a homoge-
neous 2D space. In the context of the Laplace equation (2.45), it is actually reason-
able since this differential equation is a homogeneous PDE and therefore indepen-
dent of an absolute scaling. Applying the Laplace equation in the deformed space
yields the anisotropic Laplace equation
∆Gp = 〈∇3,∇3〉Gp = (λ21(n · ∇3)2 + λ22((−nI2) · ∇3)2 + (e3 · ∇3)2)p = 0 (5.4)
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in the Euclidean space. Separating the 3D gradient operator into the 2D gradient
operator and the second s-derivative operator, this equation reads




where the projection ((−nI2) · ∇2)(−nI2) is rewritten as a rejection















(∇2n − n∇2)n = (∇2 ∧ n)n = n(n ∧∇2) .
The fundamental solution of (5.5) is given as




λ22(n · x)2 − λ21(n ∧ x)2 + λ21λ22s2
. (5.7)
The proof is quite short in geometric algebra. It is based on the two-fold application
of the anisotropic gradient operator




Knowing that n ·∇2 is just the directed derivative along n and that n∧∇2 I2 is the di-
rected derivative along the orthogonal direction nI−12 , most of the mixed derivatives
are obviously zero. In order to have a shorter notation, the following abbreviation
is used2 B(x, s) = λ22(n · x)2 − λ21(n ∧ x)2 + λ21λ22s2. Applying the anisotropic gradient
operator to p3 once yields
∂
∂s


















2 Actually, B is just the bilinear form induced by the inverse metric tensor.
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and the second application gives
∂2
∂2s














































so that the sum is zero:
∇2
G

































Hence, (5.7) is the fundamental solution of the anisotropic Laplace equation (5.5).
Applying the anisotropic gradient operator to p3 yields the vector field consisting of
the anisotropic Poisson kernel and its conjugate
f3(x, s) = ∇Gp3(x, s) = λ1λ2





5.1.3 Interpretation in the Fourier Domain
In order to get an appropriate interpretation of the previous results, the Fourier
domain representation of the induced vector field is considered in the following. Ap-
plying the affine theorem for anisotropic dilations (3.38), the frequency responses of
the anisotropic Poisson kernel and its conjugate are obtained, using the abbrevia-
tion |u′| =
√
λ−22 (n · u)2 − λ−21 (n ∧ u)2, as
F2{f3 · e3}(u, s) = exp (−2π|u′|λ1λ2s) (5.10)
F2{f3 ∧ e3}(u, s) = H2(u) exp (−2π|u′|λ1λ2s) (5.11)
where H2(u) is now the anisotropic Riesz transform:
H2(u) =




Hence, the calculations on the previous two pages result in frequency responses that
are quite simple to interpret. The introduction of the deformed space just yields a





Fig. 5.2: Frequency response of the anisotropic Poisson kernel. The lines of constant
amplitude are ellipses. The area of an isoplethal ellipse indicates the total









Fig. 5.3: Representation of the anisotropic Riesz transform as a bunch graph. The
rotation field is adapted to the isopleths in figure 5.2 which are visualized
by the ellipses. Instead of representing the Riesz transform by a vector field
as in figure 4.5, the radial rays correspond to the isopleths of the angle of
the anisotropic Riesz transform.
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more general smoothing kernel with ellipses as iso-lines (see figure 5.2) and a Riesz
transform that evaluates the deformed angle (see figure 5.3). The interpretation
of the Riesz transform for λ1 = λ2 = 1 is exactly the one of the isotropic case (see
chapter 4). For λ2 = ε = λ
−1
1 and ε → 0 however, the Riesz transform converges to





ε−1n(n · u) + εn(n ∧ u)√













2 sign(n · u) .
The impact of this result to the theory of quadrature filter design is fundamental:
The partial Hilbert transform and the Riesz transform are the complementary cases
in the design of general anisotropic quadrature filters. The term complementary
in the statement above refers to the intrinsic dimension of the considered signals.
Whereas the Riesz transform is appropriate for ‘ideal’ i2D signals, i.e., signal which
have a constant angular energy distribution, the Hilbert transform is optimal for
‘ideal’ i1D signals, i.e., signals which are zero everywhere except for their main
orientation.
The statement about the complementarity of the Hilbert transform and the Riesz
transform leads to several conclusions. First, it is not reasonable to combine the
partial Hilbert transform with an isotropic bandpass within the framework of the
Laplace equation. The reason for this is that the Hilbert transform is obtained by
taking the limit ε → 0 which implies also to take the limit of the lowpass (5.10).
The latter limit never results in an isotropic lowpass. Assuming that λ1λ2 is a finite
constant, the lowpass (5.10) degenerates to a line-impulse orthogonal to n. If λ2
tends to zero and λ1 is a constant greater than zero, λ1λ2 also tends to zero, which
corresponds to an infinite fine isotropic scale. In this case the limit of the lowpass
(5.10) is a function of n · u solely, corresponding to the Hilbert transform (5.13).
Hence, using the partial Hilbert transform implies to use a bandpass which only
depends on the frequency component parallel to the main orientation. Using other
amplitude responses instead, as it is often done in practice, yields amplitude and
phase distortions, see also section 1.1.
A second consequence is that the Radon transform can be considered as the de-
generated case of an anisotropic Poisson kernel. The Radon transform in section 4.4
is just the output of the degenerated Poisson kernel applied for all possible orienta-
tions. Practical applications of this knowledge (e.g. using a non-degenerated Poisson
kernel with a high degree of anisotropy instead of the Radon transform) might be
possible, but they are out of the scope of this thesis.
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5.2 Approximation of the Local Metric
Assuming that the local metric tensor G is known, the anisotropic Poisson kernel
and its conjugate can be used to design elliptic quadrature filters (EQF) by taking
the difference of anisotropic Poisson kernels and conjugate Poisson kernels at differ-
ent scales. Unfortunately, the filter is not shift invariant since the metric depends
on the spatial position. As a consequence, the computational load for computing
the EQF is raising from O(N) to O(N2) (N being the 2D signal size). To reduce the
complexity, the following method is used in this section. Instead of computing the
exact EQF response, a general approximation of the EQF filter by means of a Taylor
series expansion is derived. The resulting filter scheme reduces the complexity for
computing the EQF output to O(N3/2) since the applied basis filters are independent
of the local isotropy, they only depend on the local orientation.
5.2.1 Taylor Expansion of the Poisson Kernel
In order to reduce the computational complexity, the anisotropic Poisson kernel
(5.10) is approximated by a first order Taylor expansion. In order to keep the deriva-






′ = c−1/2 n(n · u) + c1/2 n(n ∧ u) so that |u′| =
√










2 according to (5.12) (5.18)
The scale parameter s′ from (5.16) is the geometric mean of the maximal and the
minimal scale parameter. It can be considered as the isotropic scale parameter, or
total scale parameter, which yields a circle in the image plane that has the same
area as the ellipse which is created by λ1s and λ2s (see also figure 5.1). The ratio of
the principal axes, c, is called the local isotropy. Note that the arguments x and u
are omitted for the subsequent derivations.









πs′(c−2(n · u)2 + (n ∧ u)2)
|u′| L(c)
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and if α denotes the angle between n and u
Lc(c) =
πs′|u|2(c−2 cos2 α− sin2 α)
|u′| L(c) .
For c = 1 this simplifies to (note that u′ = u in this case):
Lc(1) = πs
′|u| cos(2α)L(1) . (5.19)
Hence, the first order Taylor expansion of L(c) in the point c = 1 is given by
L(c) ≈ L(1) + Lc(1)(c− 1) = (1 + πs′|u|(c− 1) cos(2α)) exp(−2π|u|s′) . (5.20)
By means of this expansion, the anisotropic Poisson kernel can be approximated
by one isotropic term and one anisotropic term. This reduces the computational
load by one order since instead of computing a different filter output for each differ-
ent isotropy factor c, only a simple linear combination of two basis filters must be
evaluated. Furthermore, the anisotropic term, i.e., the cos(2α)-term, can easily be
calculated by a steered filter (see next section).
The accuracy of the approximation depends on the isotropy parameter c. If c is
close to one, the approximation is quite good, see figure 5.4. To be more concrete, the
0
1






Fig. 5.4: Approximation of the anisotropic Poisson kernel by a first-order Taylor ex-
pansion. Left: original frequency response for c = 2/3, center: approxima-
tion, right: absolute error of the approximation.
relative energy of the approximation error is independent of the scale parameter s′
and it is less than 0.2% of the signal energy for c = 2/3. For c = 1/2 the error
is less than 1.3% of the signal energy which is still an acceptable error for many
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applications. A ratio of c = 1/2 corresponds to a coherence of ((2−1/2)/(2+1/2))2 = 9
25
where the range of the coherence is in [0, 1] (for the relation to the coherence of the
structure tensor see below).
5.2.2 Taylor Expansion of the Riesz Transform
In order to approximate the anisotropic conjugate Poisson kernel, the anisotropic
Riesz transform has to be expressed by a Taylor series expansion. The c-derivative














n(−c−3/2 n · u + c−1/2 n ∧ u)
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The term n exp(−I2α) is equal to nun|u| , and hence the first order Taylor expansion of
H(c) in the point c = 1 is given by
H(c) ≈ H(1) +Hc(1)(c− 1) =




The approximation of the Riesz transform by this expansion is illustrated in fig-
ure 5.5.
Using this expansion, the conjugate Poisson kernel can be approximated by the
following first order expansion:
H(c)L(c) ≈ H(1)L(1) + (Hc(1)L(1) +H(1)Lc(1))(c− 1) . (5.23)
In figure 5.6 the two components of the frequency response of the conjugate Pois-
son kernel, their approximations, and their error functions are illustrated. In the
case of the conjugate Poisson kernel, the error of the approximation is doubled with
respect to the Poisson kernel approximation since the errors of both Taylor expan-
sions accumulate. In the case c = 2/3 the error is less than 0.4% and in the case
c = 1/2 the error is less than 2.6%. Hence, using the Taylor expansions of the Pois-
son kernel and its conjugate kernel for two different scales s′, the elliptic quadrature










Fig. 5.5: Approximation of the anisotropic Riesz transform by expansion (5.22). Left:
original frequency response of one component of H(c) for c = 2/3, center:
approximation, right: error of the approximation.
filter which has been introduced in section 5.1 can be applied with a computational
complexity of O(N3/2). A further decrease of complexity will be obtained by the ap-
plication of steerable filters, see section 5.3. Although not obvious, the approximated
conjugate Poisson kernel can also be steered by four basis filters.
5.2.3 Isotropy and Coherence
The term c = λ2λ
−1
1 indicates a measure for the isotropy of the local structure. The
extreme cases are c = 1 which means that the structure is isotropic and c = 0 which
means that the structure is i1D.3 Obviously, this measure of isotropy must be related
to the coherence of the structure tensor (3.53). Since the structure tensor yields an
estimate of the metric tensor, the λk in both tensors can be identified. This is also
the reason for using the symbol λ2k instead of λk for the eigenvalues of the structure
tensor. The following short derivation yields the relationship between coherence
and isotropy. In a first step, the two main axes are split into the isotropic part and
3 Without loss of generality I assume λ2 < λ1 in the following.























Fig. 5.6: The two components of the anisotropic conjugate Poisson kernel for c = 2/3
(left), the approximation by (5.23) (center), and the resulting error functions
(right).
the remaining part:


















(nun) · u .
Dividing the whole expression by (λ21 + λ
2
2)/2 only affects the total scale s and yields
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2)/2s. Hence, the final expression















is obtained. The first fraction in the expression above is the square root of the
coherence according to (3.53). In order to express the coherence by means of the
isotropy factor c, use the equalities λ21 = c













which establishes a direct relation between (the square root of) the coherence and
the isotropy factor c. It depends on the application which of both measures for the
isotropy or the intrinsic dimension is better suited. In figure 5.7 some examples for
ellipses and the corresponding isotropy measures can be found.
Fig. 5.7: From left to right: ellipses for the isotropies c = 1 (circle), c = 2/3, c = 1/2,
and c = 1/4. The corresponding coherences according to (5.25) are 0, 0.15,
0.36, and 0.78.
Besides the relation between coherence and isotropy factor, the total scale differs













which is just the square root of the ratio between the mixed term and the quadratic
terms of the polynomial (λ1 + λ2)
2. The question is, however, which one of the two
terms is better suited to express the scale: the square root of the area of the ellipse
created by λ1 and λ2 or the sum of the squared axes lengths (see figure 5.1). The
answer to this question cannot be given by straightforward calculation or by short
reasoning, I will leave it open at this point.
The main result of section 5.2 is that the approximations (5.20) and (5.22) re-
duce the computational load for calculating the EQF significantly, since the linear
combination of one isotropic filter and one oriented anisotropic filter can be used to
compute a 1D space of anisotropic filters (depending on c). The original space of
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anisotropic filters is 3D (if the relative bandwidth is constant4): one dimension for
the scale (center frequency) s, one dimension for the isotropy c, and one dimension
for the orientation θ0. The scale can be covered by a pyramid which decreases the
computational complexity to O(N2). By means of the approximations, the space of
filters is reduced by one dimension, and hence the complexity for the application of
the filters is O(N3/2). In the next section, the complexity will be further decreased
by applying the method of steerable filters.
5.3 Steering of the Approximation
The idea of the approximations (5.20) and (5.22) is to replace a 1D subspace of fil-
ters by linear combinations of basis filters. This idea is quite similar to the idea of
steerable filters, introduced in section 3.5. In this section the approach of steerable
filters is applied to the orientation depending terms of the EQF approximation. As
a result, the computational complexity can be reduced to O(N), and therefore it only
differs by a constant factor from the complexity of the SQF computation.
5.3.1 Steering the Poisson Kernel Approximation
Taking a closer look at Lc(1), i.e., the oriented part of the approximation (5.20),
the orientation information is contained in the term cos(2α), where α is the differ-
ence between the angular coordinate θ and the orientation of the ellipse θ0. Obvi-
ously, this term can be obtained from a steered spherical harmonic of second order.
The aim is now to calculate Lc(1)F(u) with only one convolution, where F(u) is the
Fourier transform of an arbitrary e3-valued signal f(x).
The radial weighting of Lc(1) in (5.20) is given by |u| exp(−2π|u|s′), and hence the





where the subscript 2 indicates that a second order harmonic is involved and the
superscript 1 indicates that the radial weighting is given by the first power of |u|
times the Poisson frequency response.
Since the applied frequency response corresponds to an {e1, e2}-valued impulse
response (see appendix A.2) and f is e3-valued, the spatial representation g2(x) of
G2(x) is {e31, e23}-valued.
4 Actually, the bandwidth can also be changed by combining fixed bandwidth filters with different
center frequencies. This approach is not considered more in detail, I keep with a fixed decomposition
of the radial frequency.
116 Chapter 5. Adaption of 2D Quadrature Filters to the Local Intrinsic Dimension
The isotropic part of the approximation, i.e., L(1), is just the standard Poisson
kernel with scale s′ applied to f , and hence L(1)F(u) is given in the frequency domain
as
G00(u) = exp(−2π|u|s′)F(u) ,
where the subscript 0 indicates that a zeroth order harmonic is involved and the su-
perscript 0 indicates that the Poisson frequency response is weighted by the zeroth
power of |u|.
By means of the filter outputs g00 and g
1
2, the anisotropic smoothed signal is ap-
proximated by
(l(c) ∗ f)(x) ≈ g00(x) + (c− 1)πs′ (ne1n) · g12(x) , (5.27)
where n = cos θ0e1 + sin θ0e2 denotes the normal orientation vector. In the following
I will show that (5.27) is indeed the filter response of (5.20). Although this proof is
not complicated to follow, it is not necessary for understanding the remaining part
of the thesis.
Considering the inner product (ne1n) · g12(x) (inner product of a vector and a
bivector) in the Fourier domain yields












2|u| (ne1nue1uF(u) − ue1uF(u)ne1n)
since F(u) is {e3, e12}-valued and therefore
anticommutes with vectors in {e1, e2} gives
=
exp(−2π|u|s′)
2|u| (ne1nue1u + ue1une1n)F(u)
=
exp(−2π|u|s′)
|u| (ne1n) · (ue1u)F(u)
= |u| cos(2α) exp(−2π|u|s′)F(u) .
The inner product (ne1n) · (ue1u) is just the scalar product of the two vectors
cos(2θ0)e1 + sin(2θ0)e2 and u
2(cos(2θ)e1 + sin(2θ)e2) and is therefore equivalent to
u
2 cos(2(θ − θ0)) = u2 cos(2α). The proof is completed by considering the whole ex-
pression (5.27) in the frequency domain which yields the operator output of (5.20):
F2{g00(x) + (c− 1)πs′ (ne1n) · g12(x)} = (1 + (c− 1)πs′|u| cos(2α)) exp(−2π|u|s′)F(u) .
Hence, the application of the anisotropic Poisson kernel can be approximated by
means of (5.27) which yields two convolutions, one inner product computation, and
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one linear combination. Since the anisotropic bandpass of the EQF is composed by
two ‘compatible’ Poisson kernels, i.e., both kernels have the same isotropy, c, and
the same main orientation, the computational complexity is the same for an elliptic
bandpass as for the anisotropic Poisson kernel. An implementation based on solely
real valued operations (i.e., convolve component-wise) performs three convolutions,
three multiplications, and three additions, and is therefore very efficient.
5.3.2 Steering the Conjugate Poisson Kernel Approximation
Steering of the approximation is more complicated in the case of the conjugate Pois-
son kernel than for the Poisson kernel. The final formulation of the steered approx-


















2 exp(−2π|u|s′)F(u) , (5.31)
where the subscript indicates the order of the involved spherical harmonic and the
superscript indicates the power of |u|. Based on these four basis filter outputs, the
output of the anisotropic conjugate Poisson filter is approximated by















Although not necessary for further reading, the derivation of the equation above
helps to understand the behavior of the approximation in the frequency domain.
The proof is based on two equivalences. First, it must be shown that
−e1
4
(g01(x)ne1n − ne1ng03(x)) = (hc(1) ∗ l(1) ∗ f)(x)





3(x)) = (h(1) ∗ lc(1) ∗ f)(x) .
By these two identities, the response of (5.23) is obtained by applying the Fourier
transform and since g01(x) = (h(1) ∗ l(1) ∗ f)(x).
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Both identities are obtained by straightforward calculations. For the first one,
considering the Fourier transform of hc(1) ∗ f gives (see (5.21)):




































Multiplying both sides by − exp(−2π|u|s′) and applying the inverse Fourier trans-
form completes the first proof.







































which is equivalent to H(1)|u| cos(2α) exp(−2π|u|s′)F(u). Multiplying both sides by
πs′ and applying the inverse Fourier transform completes the second proof.




















|u| + (c− 1)
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which is the operator output of (5.23) in the frequency domain.
The spherical harmonics of order zero to three already occurred in [49] in the
context of an i2D generalization of the monogenic signal. In contrast to the issue in
the latter paper, the appropriate approximation of the anisotropic (conjugate) Pois-
son kernel also requires the |u|-weighted spherical harmonics of order one to three.
The impulse responses of all used spherical harmonics are derived in appendix A.2.
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Whereas the isotropic Poisson kernel yields an isotropic linear scale-space (see
section 4.5), the anisotropic Poisson kernel obviously allows to smooth the signal
in an adaptive, anisotropic way. As I have shown, the oriented anisotropy can ef-
ficiently be adopted according to the local signal structure, due to the steered first
order approximation of the anisotropic Poisson kernel. The resulting filter scheme
has to be compared to methods of anisotropic diffusion (see e.g. [116, 134, 142]).
However, it is still unknown how to estimate the local isotropy in order to have an
adaptive behavior. The estimation of this local isotropy is part of the i2D extension
of the monogenic signal which is developed in the remaining part of this chapter.
5.4 The Isotropic Analytic Signal for i2D Signals
In this section a 2D signal model is introduced which is motivated by considerations
about sampling and the structure tensor. The 2D model is based on two i1D signals
which are perpendicular, i.e., their orientation vectors are orthogonal. The behavior
of the monogenic signal for this kind of signals is surely suboptimal although better
than the results which are obtained from classical approaches (see section 1.2).
Hence, the main topic of this section is to extend the monogenic signal such that
it allows to analyze 2D signals. Based on the introduced signal model and the idea
of the quaternionic analytic signal [23], a local rotation invariant signal decomposi-
tion is developed. In order to obtain an isotropic approach, the spherical harmonics
of order zero to three are applied as basis filters, yielding a 7D filter response which
is embedded in IR3. Steering these filter responses and subsequent linear combina-
tions yield a rotation invariant decomposition of the signal. From these components
a rich set of features can be extracted (see section 5.5). The 7D multivector together
with its generalized ‘phase model’ is named the structure multivector (SMV).
5.4.1 The 2D Signal Model for i2D Signals
As mentioned in section 1.1, the space of 2D symmetries is infinite times larger than
the space of 1D symmetries and it is impossible to cover all 2D symmetries with a
finite number of basis filters. Therefore, restricting the 2D symmetries to a subset of
all symmetries is necessary, and furthermore it is also reasonable since the angular
behavior of a signal can be considered to be band limited. This fact arises from a
simple estimation of the maximal frequency of the angular coordinate. For a signal
of size N × N the angular coordinate is finest sampled on the boundary, i.e., the
minimal angular distance between two samples is 2/(N − 1) (in radians, obtained
by the inverse of the radius). Consequently, it is not reasonable to have more than
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2π/(2/(N−1)) = (N−1)π samples5 on the full circle, and hence the highest occurring
frequency6 is less or equal to (N − 1)π/2. By such a consideration, the number of 2D
symmetries is implicitly reduced to a finite number, since the (here considered) 2D
symmetries are composed of 1D symmetries with different angles.
To be more concrete, the band limitation of the frequency of the angular coor-
dinate is depending on the radius and therefore spatially variant. Hence, creating
filters with a certain angular frequency component7 requires that the amplitude of
the filter is zero in a region about its origin. Otherwise aliasing occurs, as it is the
case for the Siemens-star (the greater its angular frequency, the larger the area of
aliasing). If a filter is supposed to be local (i.e., the coefficient adjacent to the origin
are nonzero) and performs an angular symmetry decomposition, this automatically
bounds the angular frequency to be less or equal to three if the bound shall be inde-
pendent of the orientation to the grid (see figure 5.8). Hence, it is not reasonable to
combine a local filter with angular decompositions of orders higher than three.
x
y
Fig. 5.8: Angular aliasing depending on the radius. From left to right: For a 3 × 3
area, the angular frequency of value five is too high. An angular frequency
of value four does not show aliasing for a ‘compatible’ orientation, but it
does for an ‘incompatible’ orientation. An angular frequency of value three
does not show aliasing in any orientation (fourth and fifth image).
If the angular decomposition is considered by means of a Fourier series, the
spherical harmonics of order zero to three correspond to four equidistant sampling
points of the angular coordinate. Therefore, the following signal model is intro-
duced. A 2D signal according to this model consists of two i1D signals with perpen-
dicular orientations, i.e.,
f(x) = f1(n(x) · x) + f2(n(x)∗ · x) , (5.33)
5 Note that the number of samples on the circle differ from the number of samples on the rectangle
boundary. Assuming e.g. N = 2 yields π samples. The number of samples on the boundary is 4.
6 Considering the example in footnote 5 again, the upper bound for the frequency is two and the
highest occurring frequency has to be less than this, hence one.
7 Note that the angular frequency is invariant under the Fourier transform, see (A.1).
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where f1 and f2 are 1D signals, n(x) is an arbitrary unit vector, and n(x)
∗ = n(x)I−12
is its dual in the image plane8. An example for the proposed signal model are the
basis function of the QFT [21], but in contrast to the latter, the new model is not
attached to the coordinate system.
Any arbitrary 2D signal can be approximated by a 2D signal according to the
proposed model. If the correct main orientation of the original signal is estimated by
n, the approximation is optimal with respect to the L2-norm due to the optimality of
Fourier series. The reduction of the local structure to two perpendicular components
is also related to the derivation of the structure tensor which also reflects the main
orientation and the component perpendicular to the latter. Further extensions of the
i2D signal modeling would yield a better approximation in theory, but in practice the
angular aliasing does not allow further terms.
The restriction to two perpendicular i1D signals can be interpreted in the Radon
domain as two single lines. However, this is only correct in a local context. Basically,
the Radon transform is a global transform, in contrast to the signal model which is
local. This locality implies an adaption of the orientation to the signal. Hence,
the approximation is much better than it is supposed to be at a first glance. It is
important to understand the consequences of the locality of the newmodel. Consider
for example a corner with an angle much smaller than π/2 (see figure 5.9), hence
not being in the class of the modeled i2D signals. By locally choosing the orientation
of the coordinate system and the ratio of the two i1D signals, the original signal is





Fig. 5.9: Corner which is not contained in the 2D signal model (left) and its approxi-
mation by locally modeled functions (right). Inside the local support (circle)
the class of functions is restricted to consist of perpendicular components.
In the environment of the circle different orientations can be used.
8 In this chapter the dual is always formed with respect to the image plane, i.e., M∗ = MI−12 .
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5.4.2 The Error of the Monogenic Signal for i2D Signals
The monogenic signal and its phase approach are designed for i1D signals, i.e., if
i2D signals are considered, certain distortions occur. This is the case for the egg-tray
signal (see section 1.1), since it is an i2D signal. The structures in this special sig-
nal are perpendicular, and hence according to (4.34) a Riesz component is obtained
which is not the correct quadrature component. The obvious results are amplitude
and phase distortions, see figure 5.10. Although the phase distortions are much
Fig. 5.10: From left to right: Amplitude distortions, phase image, and phase distor-
tions of the monogenic signal applied to the egg-tray signal. The ampli-
tude distortions are visualized by the relative square error in a range from
zero to one. The phase image is similar, but better than that of the adap-
tive partial Hilbert transform (see figure 1.2). The phase distortions are
scaled by ten (i.e., black means zero and white means π/10).
weaker than those of the classical approaches, the question is whether it is possible
to combine the ideas of the quaternionic analytic signal and of the monogenic signal
in order to have an optimal, isotropic result.
The key to a correct phase estimation is a constant amplitude estimation, i.e.,
the local amplitude should be independent of the orientation and of the intrinsic
dimension. For i1D signals the amplitude of the monogenic signal is constant, but in
the case of the egg-tray signal, i.e., for i2D signals, it varies. The error which occurs
can directly be calculated. The local energy of the egg-tray signal is constantly two,
and therefore the energy error of its monogenic signal is given by
|fM|2 − 2 = (cos(x+ y) + cos(x− y))2 + (
√





1/2 sin(x+ y) −
√
1/2 sin(x− y))2 − 2
= cos2(x+ y) + 2 cos(x+ y) cos(x− y) + cos2(x− y)
+ sin2(x+ y) + sin2(x− y) − 2
= 2 cos(x+ y) cos(x− y) .
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In order to compensate this error, another component must be introduced, such that
the term −2 cos(x + y) cos(x − y) is obtained. This mixed term occurs in (cos(x +
y) − cos(x − y))2, and therefore a frequency response must be introduced which is
negative in the second and fourth quadrant, since F2{cos(x − y)} = 12(δ0(u − e1 +
e2)+ δ0(u+e1−e2)). Such a frequency response appears as the odd-odd symmetry of
the QFT [22], but in contrast to that QFT component, the new frequency response
should not be attached to the coordinate system.
Although it seems that adding an odd-odd component is sufficient to obtain a
constant amplitude and a correct phase, this remains only true unless the assumed
signal model is violated. If the signal contains components which do not lie on
either the line of main orientation or on its perpendicular line, amplitude and phase
distortions are introduced. In order to obtain a robust estimate of the amplitude and
the phase, the generalized analytic signal must contain angular envelopes which
fulfill two conditions. First, the envelopes for the even part and the odd part must
be the same, and second, the envelope must realize some kind of angular distance
measure, i.e., it must monotonically decrease with the angular distance. These two
conditions are discussed in the subsequent two sections.
5.4.3 Spectral Decomposition According to Symmetries
In order to obtain the complete phase decomposition at each position, the i2D sig-
nal must be separated according to the modeling into its components. Instead of
treating arbitrary 2D signals, it is sufficient to consider the basis functions which
correspond to the introduced signal model. Similar as in [17], they consist of prod-
ucts of trigonometric functions, but in contrast to the QFT they are not fixed to the
coordinate axes. An approach which is appropriate to these basis functions should
allow to switch between them, or equivalently, to switch to exponential functions.
In 1D the Hilbert transform switches between sine and cosine functions and the
analytic signal corresponds to the complex exponential.
First, the products of two perpendicular trigonometric functions yield four basis
functions, where m = n+n
∗
2




ψ1(x;n) = cos(m · x) cos(m⊥ · x) = cos(m · x) cos((m ∧ x)∗) (5.34)
ψ2(x;n) = I3 cos(m · x) sin(m⊥ · x) = I3 cos(m · x) sin((m ∧ x)∗) (5.35)
ψ3(x;n) = I3 sin(m · x) cos(m⊥ · x) = I3 sin(m · x) cos((m ∧ x)∗) (5.36)
ψ4(x;n) = − sin(m · x) sin(m⊥ · x) = − sin(m · x) sin((m ∧ x)∗) (5.37)
where n is an arbitrary vector and n∗ = nI−12 is its dual vector. The vectors m and
m
⊥ establish a rotated, orthogonal coordinate system, which replaces the standard
uv-coordinate system of the QFT. According to the addition theorems of trigonomet-
ric functions (see e.g. [16]), these products can be transformed into sums of trigono-
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(cos(n · x) − cos(n∗ · x)) . (5.41)
















(δ0(u − n) + δ0(u + n) − δ0(u − n∗) − δ0(u + n∗)) , (5.45)

























Fig. 5.11: The basis functions Ψ1, . . . ,Ψ4 in the Fourier domain.
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Taking a closer look at the four basis functions, they are just the coordinate
system independent equivalents of the QFT basis functions. By substituting m = e1
(i.e., n = e1 + e2), the basis functions are basically identical and their assignments
to each other are given in table 5.1.
symmetry even-even even-odd odd-even odd-odd
basis function Ψ1(u; e1 + e2) Ψ2(u; e1 + e2) Ψ3(u; e1 + e2) Ψ4(u; e1 + e2)
Tab. 5.1: Assignments between the QFT symmetry relations and the new coordinate
free basis functions.
From the basis functions ψ1, . . . , ψ4 any of the involved trigonometric functions
can be extracted, e.g., cos(n∗ · x) = ψ1(x;n) − ψ4(x;n). Furthermore, this basis can
also be used to extract ‘complex’ harmonics, e.g., exp(n · x I3) = ψ1(x;n) + ψ2(x;n) +
ψ3(x;n) + ψ4(x;n). Hence, by means of these basis functions, any 2D signal ac-
cording to the proposed model can be decomposed into its two i1D signals and the
corresponding Hilbert transforms. This decomposition is discussed in section 5.5 in
detail.
5.4.4 Rotation Invariant 2D Decomposition
The signal decomposition according to the basis functions in figure 5.11 corresponds
to knowing quadrature pairs in 1D, i.e., knowing that cosine and sine are in quadra-
ture. The key to a generalized 2D analytic signal is the set of relations between the
four basis functions Ψ1, . . . ,Ψ4, which corresponds to the Hilbert transform in 1D.
Moreover, a rotation invariant, odd relationship which is obtained from, e.g., Ψ1 and
Ψ2, cannot be scalar valued. The reason is quite obvious after the discussion about
the Riesz transform in chapter 4.
The derivation of the relationships between the basis functions must be consis-
tent with the assumed signal model, i.e., the resulting operator output should con-
tain the two monogenic signals which correspond to the involved perpendicular i1D
signals. Therefore, the 2D signal must be split into its two i1D parts and the Riesz
transform of each of them must be evaluated. The decomposition has to be robust
(see section 5.4.1), which is achieved by choosing an appropriate angular windowing
function.
For the following considerations assume that α is the angle between the main
orientation θ0 = 〈log(e1n)〉2 and the frequency vector, i.e., α = 〈log(nu)〉2. The esti-
mation of the main orientation will be discussed in section 5.5, just assume for now
that it is known. According to the discussion in section 5.4.2, a frequency response
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with odd-odd symmetry must be introduced in order to compensate the amplitude
error. Considering the spherical harmonics of order zero to three, the only possible










two angular windowing functions which yield the perpendicular i1D components of
the 2D signal are obtained. Those angular windowing functions are also optimal
with respect to robustness, since they provide a measure of the angular distance
which is the same as the one of the structure tensor.
The necessary frequency response cos(2α) can be obtained by steering9 and pro-






This spinor field rotates e1 into the vectors which are obtained by reflecting e1 at the
frequency vectors, i.e., e1H
2
2 (u) = ue1u (see figure 5.12). This reflection at the vector
field directly corresponds to the double angle representation of the frequency vectors
[61], and therefore it is called the double angle vector field. In this field vectors at
perpendicular frequency vectors (e.g. at u1 = e1 and u2 = e2) are antiparallel, and
hence the odd-odd symmetry is achieved. For any main orientation θ0 the vector
field can be rotated such that the projection onto e1 yields the desired frequency
response:
(e1ne1nue1u) · e1 = (ne1n) · (ue1u) = cos(2α) , (5.48)
which is the inner product of the double angle orientation vector and the double
angle frequency vector field. Plugging (5.48) into (5.46) yields the final expressions
for W1 and W2:
W1(u) =









1 − (ne1n) · (e1H22 (u))
2
=
2 − (ne1)2H22 (u) − (e1n)2H̃22 (u)
4
. (5.50)
After splitting the signal into its two i1D parts, the corresponding Riesz trans-
forms have to be evaluated in order to obtain the two i1D phases. Since the main
orientation is known beforehand, it is also necessary to steer the Riesz transform.
9 For the sake of simplicity, I assume that the main orientation is constant, which allows to apply
the steering operations in the Fourier domain. The general case, i.e., non-constant main orientation,
is obtained by steering in the spatial domain solely, see next section.
10 In order to obtain a consistent and compact notation, the spherical harmonics of order k are
denoted by Hk2 . Hence, the Riesz transform is denoted by H
1
2 in the subsequent sections.
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u
v
Fig. 5.12: New frequency response which corrects the energy error of the monogenic
signal. To visualize the spinor field as a vector field, it is applied from the
right to the vector e1.
The resulting odd functions are formed by a linear combinations of the Riesz fre-








Using the third order harmonic, the steered Riesz transform of W1(u) is given by





















2 (u) + (e1n)
3H32 (u) − nH12 (u)e1
4
. (5.52)
By a similar calculation, the steered Riesz transform ofW2(u) is obtained to be (note
that the orientation is now given by θ0 + π/2, i.e., the steering term reads I2e1n
∗):
W ′4(u) = I2
2e1nH
1
2 (u) − (e1n)3H32 (u) + nH12 (u)e1
4
. (5.53)
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u
v
Fig. 5.13: Third order spherical harmonic visualized as a vector field.
Actually, the steering operations which are applied above are already part of the
i2D ‘phase’ model. However, it is hard to motivate the filter derivation without look-
ing ahead to section 5.5, where the responses of the derived filters are decomposed
in order to obtain several features of the signal. The main topic of this section has
been to motivate the use of the spherical harmonics of order zero to three. The fil-
ter responses of these four operators (i.e., before steering) yield seven components
altogether.11 These components are combined as one multivector which can be con-
sidered as the i2D generalization of the analytic signal. For an e3-valued signal f(x)
this analytic signal is given by the IR3-multivector
MS(x) = f(x) + (h
1
2 ∗ f)(x) + e3(h22 ∗ f)(x) + e3(h32 ∗ f)(x) . (5.54)
Note that the monogenic signal is obtained by neglecting the even-order terms,
fM(x) = 〈MS〉1 (‘backwards compatibility’). Furthermore, the components are not
all weighted equally in the postprocessing as it is the case for the analytic signal
and the monogenic signal.
The previous considerations have shown that this i2D analytic signal performs
a generalized quadrature decomposition. The postprocessing, which is the topic of
the subsequent section, turns the filter responses into a rich set of features which
fulfill the invariance – equivariance requirement.
11 Each of the spherical harmonic responses has two components except for the zeroth.
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5.5 The Structure Multivector
In section 5.4 a model for i2D signals has been proposed and a signal decomposition
into two i1D signals has been developed. So far, this corresponds to the definition
of the analytic signal in terms of the signal and its Hilbert transform or to the
monogenic signal in terms of the signal and its Riesz transform. However, the main
idea of these approaches is to change the representation such that an amplitude-
phase decomposition is obtained. Obviously, a simple change to polar coordinates is
not sufficient for the new generalization. A decomposition according to the signal
model is developed and it is illustrated by some examples. Similar to the idea of
quadrature filters, the new approach, which is called the structure multivector, is
combined with radial bandpass filters in practice.
5.5.1 Steering by the Local Orientation
As already mentioned in section 5.4.4, steering the basis filter responses becomes
crucial in the context of the proposed i2D approach. Fortunately, the local orien-
tation, which is needed for the steering, can directly be estimated from the basis
filter responses. The necessary orientation information is even reduced to a ‘semi-
orientation’ which means that it is sufficient to know the orientation in the interval
[0, π/2). The reason for this reduction is that the 2D signal model includes two per-
pendicular unit vectors, one of them representing the main orientation (or major
orientation), the other one representing the minor orientation. For the steering op-
eration it is sufficient to know either of both, and hence it is sufficient to know the
one in the first half of the orientation interval.
Each spherical harmonic of order k 6= 0 allows to estimate the orientation of a sig-
nal in the interval [0, π/k). This is directly obtained by multiplying the frequency re-
sponse of a spherical harmonic by an impulse line of a certain orientation, i.e., by the
spectrum of an i1D signal. The resulting signal in the spatial domain contains some
factor of the form (e1n)
k which directly allows to estimate the local orientation. Since
the sign of the spectrum is basically unknown, one can only estimate the argument
of ±(e1n)k, i.e., arg((e1n)k) ∈ [0, π), and therefore arg(e1n) ∈ [0, π/k).12 In section 6.1
a detailed discussion about optimal orientation estimation under the presence of
noise is presented with the main result that a certain combination of spherical har-
monics gives a good estimate with low computational load. This method is applied
in the sequel. For convenience, the following notation is used
MS = M0 +M1e1 +M2e2 +M3e3 +M23e23 +M31e31 +M12e12 , (5.55)
12 Actually, the argument of a spinor is a bivector, hence arg(·) ∈ [·, ·) means arg(·)I−12 ∈ [·, ·).
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and the spatial argument ofMS(x) is omitted. The formula for estimating the semi-





2 + (M31 −M23I2)(M1 +M2I2)) . (5.56)
This equation can be verified by calculating each component of the multivector MS
for an ideal i1D signal with a fixed, but arbitrary orientation, e.g. cos(n · x) (see
section 6.1.3). The orientation θe yields the orientation vector n = cos θee1 + sin θee2
which will be used rather than the orientation itself.
The estimated angle is obtained from a four-fold angle representation, since both
addends in (5.56) are spherical harmonics of order four. In contrast to the remark
about the orientation estimation by one harmonic solely, the sign of the signal can-
cels out in this case and a negative sign of the addends in (5.56) means a different
angle. Hence, the angle is not in [0, π/4), but in [0, π/2), such that the estimated ori-
entation is given in the first quadrant. A second orientation is obtained by implicitly
adding π/2 (see also figure 5.11). These two orientations are the local orientations
of the two i1D signals forming the modeled 2D signal. The local orientation which
belongs to the stronger i1D signal is called the major orientation and defines the
main orientation.
The orientation in the first quadrant can be used to steer the basis filter re-
sponses yielding the operator outputs of W1, W2, W ′3, and W ′4, see section 5.4.4.
These four outputs can be combined to form two monogenic signals. However, the
phase model of the monogenic signal includes information about the local orienta-
tion, which is not reasonable in this case since the orientation is already known.
Hence, the filter responses of W ′3 and W ′4 must be projected onto −e2.13 This yields
the two frequency responses
W3(u) = −W ′3(u) · e2 =
3〈nH12 (u)I2〉0 + 〈ne1ne1nH32 (u)I2〉0
4
=
3n ∧H12 (u) + (ne1ne1n) ∧H32 (u)
4
I2 (5.57)
W4(u) = −W ′4(u) · e2 =
3〈nH12 (u)〉0 − 〈ne1ne1nH32 (u)〉0
4
=
3n ·H12 (u) − (ne1ne1n) ·H32 (u)
4
. (5.58)
These frequency responses are designed to produce the quadrature components
to the windowed signals, which are obtained by the frequency responses W1 and
W2. However, a fundamental property of quadrature components is violated since
13 Note that the frequency response of the Riesz transform at the frequency vector u points in the
direction uI−12 . Since the Riesz transform is steered by the orientation in this case, the relevant
information is located on the e1-axis, and hence it must be projected onto e1I
−1
2 = −e2.
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the amplitude responses are not identical due to the projections from W ′3 to W3 and
fromW ′4 toW4. These projections are necessary and since they must be linear
14, they
cannot give exactly the same amplitude responses. Nevertheless, the quadrature
components can be improved by optimizing the linear factors of the first and third
harmonic. As a constraint the sum of the two coefficients must be one, otherwise
the quadrature relation would not be exact for signals which obey ideally the 2D
signal model. By minimizing the mean square distance between the ideal frequency



































(ne1ne1n) ·H32 (u) . (5.60)
This approximation yields a mean square error of only 0.1% of the mean energy.
In order to close the loop to the discussion about the basis functions Ψ1, . . . ,Ψ4,
i.e., in terms of even and odd symmetries, the frequency responses W1, . . . ,W4 are
combined to obtain these symmetries. The even-even symmetry of Ψ1(u) is trivial,
it is given by a constant function. The odd-odd symmetry frequency response is
already known from (5.48) and it is obtained by
Ψ4(u) = W1(u) −W2(u) .
Similar linear combinations of W3 and W4 yield the remaining two frequency re-
sponses
Ψ2(u) = W3(u) +W4(u) and Ψ3(u) = W3(u) −W4(u) .
The three frequency responses can be found in figure 5.14.
Finally, the whole filter design process is summarized in figure 5.15, where the
upper part shows rather the derivation of w3 and w4, whereas the bottom part shows
the most efficient calculation scheme. These graphs can also be used for implement-
ing the structure multivector.
5.5.2 Amplitude and Phase Decomposition
Up to now, the structure multivector MS has only been used to extract the orien-
tation information. However, the really interesting features which have to be ex-
tracted are the local phases and the local amplitudes of the two i1D partial sig-
nals. Based on these four features further properties can be derived, e.g., the local
14 Note that the steering operations and projections are really performed in spatial domain – the
discussion in the frequency domain is only for the sake of simplicity. The design in the frequency
domain must be linear in order to transfer it to the spatial domain.










Fig. 5.14: Frequency responses for symmetry decomposition obtained by linear com-
binations of steered spherical harmonics. From left to right: odd-odd sym-










































Fig. 5.15: Overview of the filter design process. The upper part shows the deriva-
tion of ψ2 and ψ3 from the basis filters ψ1 and ψ4, whereas the bottom part
shows the direct formulation. The linear factors 3/2 and 1/2 can be re-
placed by the optimized factors (see text). The wedge and dot products
represent the projections, see also (5.61)–(5.64).
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isotropy and the local total amplitude. Obviously, all these features are rotation
invariant, since they are extracted from the steered filter outputs.
The local amplitudes of the two i1D partial signals are obtained from the opera-
tor outputs of W1, . . . ,W4 which read in terms ofMS
W1f =
2M3 + (ne1)




M3 + (ne1n) · (M0e1 +M12e2)
2
=




2M3 − (ne1)2(M0 +M12I2) − (e1n)2(M0 −M12I2)
4
=




3n · (M1e1 +M2e2)I2 + (ne1ne1n) · (M31e1 −M23e2)I2
4
=




3n ∧ (M1e1 +M2e2) − (ne1ne1n) ∧ (M31e1 −M23e2)
4
=
3(− sin(θe)M1 + cos(θe)M2) + sin(3θe)M31 + cos(3θe)M23
4
I2 (5.64)
Hence, the two local amplitudes are given by
A1(x) = |W1f(x) + W3f(x)| and (5.65)
A2(x) = |W2f(x) + W4f(x)| . (5.66)
By means of these two amplitudes, it is possible to define the dominance index d(x)
which is given by the index of the larger amplitude at every position:
d(x) =
{
1 if A1(x) ≥ A2(x)
2 else
. (5.67)
Using this index, it is possible to change the estimated orientation into the local
main orientation, or major orientation,
θ0(x) =
{
θe(x) if d(x) = 1
θe(x) + π/2 else
. (5.68)
One can also select the larger amplitude (i.e., the one which corresponds to the
major orientation), the major amplitude AM(x), or the smaller amplitude (i.e., the
one which corresponds to the minor orientation), the minor amplitude Am(x), by
AM(x) = Ad(x)(x) and Am(x) = A3−d(x)(x) , (5.69)
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which is especially useful for designing feature detectors (see section 6.5). The sum
of both amplitudes yields the total amplitude
At(x) = AM(x) + Am(x) = A1(x) + A2(x) . (5.70)
Similar to the discussion about the relationship between the coherence and the
isotropy in section 5.2.3, it is worth to look at the relationship between the total
amplitude, the determinant and the trace of the structure / metric tensor, and the
total scale. To some extent, the two amplitudes AM and Am can be identified with the
eigenvalues of the metric tensor (or the structure tensor). Hence, the total ampli-
tude corresponds to the trace of the tensor. On the other hand, the total (isotropic)
scale according to (5.16) contains the product of the two ellipse axes, and therefore
it contains the product of the eigenvalues, i.e., the determinant of the tensor. Con-
sequently, the total scale could be estimated by the fourth root of the product of the
two amplitudes. However, further investigations on this topic are necessary, before
a generalized scale adaptive approach can be proposed (see also section 4.6.3).
Same as the total scale, the local isotropy can be estimated by the local ampli-
tudes. The estimate is given by the square root15 of the quotient of the smaller




The features left to be defined are the local i1D phases which read
ϕ1(x) = arg(W1f(x) + W3f(x)) and (5.72)
ϕ2(x) = arg(W2f(x) + W4f(x)) . (5.73)
By use of the dominance index, the two phases can be assigned to the major phase
and the minor phase:
ϕM(x) = ϕd(x)(x) and (5.74)
ϕm(x) = ϕ3−d(x)(x) . (5.75)
Note that both phases are obtained in the whole interval [−π, π) since the two
Riesz components obtained by W ′3 and W ′4 are projected onto the upper halfspace. It
is assumed that the directions of the two partial signals are equal to their orienta-
tions, i.e., they lie in the first and second quadrant. Obviously, the chosen directions
may be wrong with respect to intra- or inter-image constraints (see section 4.4) such
that one or both directions lie in the third or fourth quadrant. In that case the same
orientation-phase wrapping occurs as in the case of the monogenic signal. The nec-
essary corrections are exactly the same as described in section 4.4.
15 The amplitudes are identified with the eigenvalues of the metric tensor (see above). Therefore,
their ratio determines the square of the isotropy, see (5.14).
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In figure 5.16 the i2D phase decomposition is illustrated by a synthetic exam-
ple, which is basically the egg-tray signal, but with different frequencies, different
amplitudes, an ‘incompatible’ orientation (wrt. the coordinate axes), and additive
noise.
Fig. 5.16: Phase decomposition of noisy image (16.8dB) with different local frequen-
cies and different local amplitudes in orthogonal orientations. Upper row
from left to right: test image, operator output of W1, operator output of
W2. Center row from left to right: operator output of W3, operator output
of W4, local major phase. Bottom row from left to right: local minor phase,
local major amplitude, and local minor amplitude. The local amplitudes
are nearly constant, exactly as they should be.
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5.5.3 The Properties of the Structure Multivector
In the previous section, a set of 2D features has been extracted from the structure
multivector which is much richer than a simple ‘amplitude and phase decomposi-
tion’. A fundamental property of this feature set is that it fulfills the invariance
– equivariance requirement. To show this, the feature set has been computed for
another test signal, see figure 5.17. Instead of a Cartesian i2D signal, a log-polar
modulation has been chosen (the superposition of two basis functions of the Fourier-
Mellin transform [51]). It is quite obvious, that all features are mutually indepen-
Fig. 5.17: First row, from left to right: second test image (the superposition of two
basis functions of the Fourier-Mellin transform), estimated major orienta-
tion, and major amplitude. Second row, from left to right: minor ampli-
tude, major phase, and minor phase.
dent. A small exception is again the orientation-phase wrapping. At the line where
the major orientation wraps from zero to π, the major phase is inverted. The same
occurs for the minor orientation (perpendicular to the major orientation) and the
minor phase.
The extracted local features have direct semantic interpretations. Therefore, the
further processing based on the SMV output is much simplified, as I show in the
applications, chapter 6. The derived features describe the signal by means of sym-
metry and can be considered as a basis for further semi-local associations. As in the
5.5. The Structure Multivector 137
case of the 1D analytic signal, the semantically relevant information is not directly
contained in the filter responses, but in a transformed representation of the output,
i.e., in a different (adaptive) coordinate system. Therefore they are compatible with
more sophisticated definitions of features, see e.g. [80].
For images which obey the 2D signal model, a complete representation is ob-
tained, and hence the SMV performs a split of identity. To be more concrete, the
signal is represented by means of five independent features for each scale:
• two local amplitudes
• the local (main) orientation and
• two local i1D phases.
Note that the reduction of dimensionality from the 7D SMV to the five scalar fea-
tures is obtained by two projectionsW3(u) = −W ′3(u) ·e2 andW4(u) = −W ′4(u) ·e2, see
(5.57) and (5.58). The remaining rejections might also contain further information.
For many applications it is reasonable to compute also some non-independent
features and store them with the SMV:
• the local isotropy
• the local total amplitude
• the local dominance index
• the minor orientation and
• the local scale at which the SMV was computed.
The decomposition according to the local scale depends on the chosen bandpass fil-
ters. These filters can either be taken from a filter bank, or one can try to estimate
the intrinsic scales. The latter method should also contain anisotropic scales, apply-
ing the filters derived in section 5.1–5.3. However, the adaptive choice of anisotropic
scale by means of the SMV is still under investigation and will be the topic of future
work.
If the considered signal is i1D, the minor part of the SMV is zero. Hence, the
main orientation and the total amplitude are given solely by the present i1D signal.
In this case the SMV is basically identical to the monogenic signal. In practice no
ideal i1D signals exist, but the isotropy can be quite close to zero. The optimal
amplitude response in this (nearly) i1D case is highly anisotropic. By means of
the isotropy c and the main orientation, the bandpass characteristic can directly be
steered according to the approximation in section 5.3.
138 Chapter 5. Adaption of 2D Quadrature Filters to the Local Intrinsic Dimension
If the signal is i2D, the isotropy is close to one, and hence the corresponding
optimal bandpass is simply given by the isotropic one. However, the full feature set
of the SMV is relevant and should be considered in the further processing of the
data.
Summarizing these two cases, the following tradeoff between the amplitude re-
sponse and the phase interpretation is obtained. For i1D signals, the simple phase
approach (i.e., one i1D phase) is combined with the more complex (i.e., anisotropic)
amplitude response whereas for i2D signals, the more complex phase approach (i.e.,
full SMV information) is combined with the simpler (i.e., isotropic) amplitude re-








Fig. 5.18: Tradeoff between complex phase approach / simple amplitude response
and simple phase approach / complex amplitude response.
The SMV combines ideas and properties from various approaches of low-level sig-
nal processing, as there are the structure tensor, the (quaternionic) analytic signal,
and scale-space, into one single and coherent filter design principle. The full fea-
ture set obtained from the structure tensor is contained in the SMV. Furthermore,
the quaternionic analytic signal drops out as a special case of the SMV with fixed
orientation, although the phase model is different, since the quaternionic phase ap-
proach is based on the functions Ψ1, . . . ,Ψ4 instead of W1, . . . ,W4. However, with
respect to robustness the latter choice is preferable, since violations of the assumed
signal model are smoothly windowed by the cos2-terms instead of having rectangu-
lar profiles.
5.6 Summary of Chapter 5
The tradeoff mentioned above is the final outcome of this chapter, in which the
Laplace equation has been extended to adaptive local metrics and in which a phase
approach for i2D signals has been developed.
The extension to local metrics leads to an anisotropic bandpass filter design
which has a linear computational complexity since the filters can be approximated
and steered. The formulas which are necessary for computing these elliptic quadra-
ture filters are summarized in table 5.2. The local metric also leads to the concept
of local isotropy which replaces the feature coherence in this framework.
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approximations of anisotropic filter responses
(l(c) ∗ f)(x) ≈ g00(x) + (c− 1)πs′ (ne1n) · g12(x)














Tab. 5.2: Formulas for computing the elliptic quadrature filters.
The i2D phase approach leads to a method for estimating the local metric and for
describing the local structure of i2D signals. Based on a 2D signal model the struc-
ture multivector is used to extract a rich feature set, consisting of major, minor, and
total amplitude, isotropy, major and minor phase, and main (major) orientation. The
features are based on the output of certain filters, which can be found in table 5.3.
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basis filter responses (Hk2 (u) are the harmonics of order k)
MS(x) = f(x) + (h
1
2 ∗ f)(x) + e3(h22 ∗ f)(x) + e3(h32 ∗ f)(x)
W1f(x) = 12(M3(x) + cos(2θe)M0(x) + sin(2θe)M12(x))
W2f(x) = 12(M3(x) − cos(2θe)M0(x) − sin(2θe)M12(x))
W3f(x) = 14(3(cos(θe)M1(x) + sin(θe)M2(x)) + cos(3θe)M31(x) − sin(3θe)M23(x))I2
W4f(x) = 14(3(− sin(θe)M1(x) + cos(θe)M2(x)) + sin(3θe)M31(x) + cos(3θe)M23(x))I2





2 + (M31(x) −M23(x)I2)(M1(x) +M2(x)I2))
A1(x) = |W1f(x) + W3f(x)| and A2(x) = |W2f(x) + W4f(x)|
ϕ1(x) = arg(W1f(x) + W3f(x)) and ϕ2(x) = arg(W2f(x) + W4f(x))
d(x) =
{




θe(x) if d(x) = 1
θe(x) + π/2 else
AM(x) = Ad(x)(x) and Am(x) = A3−d(x)(x)
At(x) = AM(x) + Am(x) and c(x) =
√
Am(x)/AM(x)
ϕM(x) = ϕd(x)(x) and ϕm(x) = ϕ3−d(x)(x)
Tab. 5.3: Formulas for computing the features of the SMV.
Chapter 6
APPLICATIONS
‘How can it be that mathematics,
being after all a product of human thought
independent of experience,
is so admirably adapted to the objects of reality?’
Albert Einstein (1879-1955)
In this chapter several applications of the derived framework of low level image
processing are presented. Although the applications are not the central point of this
rather theoretic thesis, this chapter underlines the applicability of the developed
theory. The derived methods cover quite different fields as orientation estimation,
line and edge detection, stereo correspondence and disparity estimation, adaptive
smoothing, and corner detection. The comparatively good performance of the pre-
sented methods proves the capability of the fundamental theoretic framework. All
applications have in common that they use only few parameters and that they are
obtained by a straightforward derivation from the theoretic considerations in the
previous chapters.
6.1 Orientation Estimation
Basically, there are two ways to estimate the local orientation by means of the pro-
posed signal preprocessing methods. The first approach is based on the monogenic
signal solely, which means that only the (bandpass filtered) signal and its Riesz
transform are used. The second approach is based on the basis functions of the
structure multivector (SMV), i.e., the spherical harmonics of order zero to three.
Whereas in the first case an averaging scheme must be applied, the orientation can
be estimated pointwise in case of the SMV.
Throughout the considerations about orientation estimation, it is assumed that
the images contain additive noise. Although the model of additive noise is quite
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incomplete, it covers many other noise characteristics if the signal-to-noise ratio
(SNR) is varied locally, e.g. multiplicative noise is covered by this method, at least
approximately. For the experiments I solely use synthetic signals, since for real
images the ground truth and the noise level are unknown. The used test signal is a
radial modulation (see figure 6.1) with added Gaussian distributed white noise.
Fig. 6.1: Synthetic test images with known ground truth for optimizing the orienta-
tion estimation. Image without noise (left) and with additive noise (SNR
11dB, right).
In the subsequent section, some general considerations about the optimal aver-
aging of orientation information are made. The results are necessary for the orien-
tation estimation by means of the monogenic signal.
6.1.1 Optimal Local Orientation Estimation
Several approaches for orientation estimation are based on gradient operators (e.g.
Sobel operator, derivative of Gaussian). These operators do not provide complete
orientation maps since even structures (e.g. lines) yield a zero output. The same
is true for the Riesz transform, which is the derivative of a harmonic potential.
However, the local phase of the monogenic signal is zero or π in the case of an even
structure, such that those positions can be identified. The aim of this section and the
following one is to derive a phase adaptive averaging of the orientation information
in order to obtain complete orientation maps. Thus, an optimal local orientation
estimator based on averaged responses of a SQF is developed in this section.
The local averaging is based on three local properties: the distance to the origin
of the neighborhood, the local amplitude, and the local phase. The dependence on
the local distance is realized by some window function, the local amplitude and the
local phase are directly obtained from the SQF response. The local amplitude can
be considered as a measure for the local intensity. A high local intensity means
reliable local features. On the other hand, the local phase realizes a measure for the
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local uncertainty of the orientation estimation, i.e., it represents the ratio between
odd and even structures. Hence, cases occur where the orientation estimation is not
reliable although the intensity is high. Combining the three local properties yields
the following general weighting function:
g(x− x0) = w(x− x0)m(A(x − x0))p(ϕ(x − x0)) , (6.1)
where w indicates the used window, m indicates a function of the local amplitude
A, and p indicates a function of the local phase ϕ. Applying this weighting function




g(x− x0)((n0 · nx)2 − n2x) , (6.2)
where Nx0 is a local neighborhood of x0, n0 = cos θ0e1 + sin θ0e2 is the orientation
to be optimized, and nx is the unit orientation vector obtained from the SQF at
the position x. The optimizer is formulated in such a way that the variance of the
orthogonal distance between the estimated vector and the set of orientation vectors








Fig. 6.2: Geometric interpretation of the minimizer. Three unit orientation vectors
are given by n1, n2, and n3. The vector n0 is the estimated orientation.
The optimization criterion is the square of the orthogonal distance which is
given by |n0 ∧ nk|2, k = 1, 2, . . ..
Since






















(nxn0nxn0 + n0nxn0nx) − n2x
)
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g(x − x0)(nxn0nxn0 − n0nxn0nx) = 0 . (6.3)




g(x − x0)(nxe1nxn0e1n0 − n0e1n0nxe1nx)




g(x− x0)nxe1nx. The last expression is clearly fulfilled if
n0e1n0 = X =
∑
x∈Nx0
g(x− x0)nxe1nx . (6.4)
The previous derivation is basically the same as in [8], but it is much easier because
there is no need to switch between vector notation and complex numbers.
From (6.4) the averaged orientation is obtained by the generalized logarithm:
θ0 = 〈log(n0e1n0e1)〉2/2 = 〈log(Xe1)〉2/2 .
Depending on the choice of the weighting function, the final expression can be very
simple. In [44], for example, the window function was given as a 3 × 3 boxfilter,
the magnitude was not taken into account, and the phase adaptivity was given by
p(ϕ) = sin2 ϕ. As I will show in the subsequent section, this is the optimal choice
for the case of noiseless signals. If the magnitude is additionally taken into account
with its square, (6.4) is identical to the orientation vector obtained from the struc-
ture tensor (if the Sobel operator is replaced by the difference of conjugate Poisson




w(x− x0)(c ∗ f)(x)e1(c ∗ f)(x) .
6.1.2 Orientation Estimation by the Riesz Transform
As stated above, the orientation information of the monogenic signal must be aver-
aged in order to interpolate the orientation at those positions where the estimate is
not reliable. In [18] a similar investigation is presented where the author proposes
1 According to [126, 75] a filter with sine-shaped radial frequency response is optimal for orienta-
tion estimation with the structure tensor. For an appropriate choice of parameters a DOCP filter can
have a quite similar shape.
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to use | sinϕ|0.1183 to weight the interpolation. This result is obtained by optimizing
the averaging for a set of images with known ground truth. The images he uses are
synthetic interferograms (i.e., constant local energy) with constant additive uniform
noise (SNR of 15.74dB). Due to this specialized setting, the results cannot be applied
for general images.
In contrast to the mentioned experiment above, I vary the SNR in a range from
23dB to -3dB. As it can be seen in figure 6.3, the orientation error depends on the


















Fig. 6.3: Mean square orientation error (MSOE) in dependence of the local phase
and the SNR for additive noise. A value of 0 means an error of π/2, which
is the maximal possible orientation error.
entation error in dependence of the phase angle and the SNR. Actually, the error
follows a | sinϕ|−k-shape. The exponent can be estimated in logarithmic scale by a
linear approximation. In table 6.1 the different noise levels and the corresponding
optimal exponents ke are listed. Since the approximation is performed with respect
to the mean square error, the exponents in table 6.1 can directly be used to obtain
the function p(ϕ) in (6.1). The weighting function g is multiplied with the double
angle orientation vector (see (6.2)), and hence the reliability of this ‘square’ of the
orientation vectors is anti-proportional to their mean square error (this is a spe-
cial case of the Mahalanobis metric [9]). The exponents are obtained by solving the
linear equation
k log(| sinϕ|−1) +m = log(MSOE) (6.5)
where MSOE indicates the mean square orientation error and m indicates some
additive offset. Using the exponents from the solutions of the linear systems, an
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SNR 23 17 13 11 9.0 7.5 6.1 5.0 3.9 3.0
ke 1.90 1.68 1.49 1.31 1.15 0.97 0.81 0.69 0.59 0.49
ka 1.92 1.69 1.47 1.28 1.11 0.96 0.83 0.71 0.61 0.51
SNR 2.2 1.4 0.7 0.1 -0.5 -1.1 -1.6 -2.1 -2.6 -3.0
ke 0.42 0.37 0.34 0.28 0.24 0.22 0.21 0.18 0.18 0.14
ka 0.44 0.37 0.32 0.28 0.24 0.21 0.19 0.18 0.17 0.16
Tab. 6.1: Relationship between SNR (in dB) and the exponent of | sinϕ|. The expo-
nents ke are direct estimates from the test images while ka are the expo-
nents obtained from the approximation (6.6).



























Fig. 6.4: Approximation of the MSOE distribution resulting from the optimal orien-
tation estimation experiment. A value of 0 means an error of π/2, which is
the maximal possible orientation error.
From the measurements ke in table 6.1 the following approximation of the rela-
tionship between SNR and k is obtained by a third-order optimization in the log-
domain:
k ≈ − 1.8 · 10−4e−3(SNR−23.0)/8.69 + 1.2 · 10−2e−2(SNR−23.0)/8.69 − 0.27e−(SNR−23.0)/8.69 + 2.18
= − 0.52 · 0.71SNR + 2.42 · 0.79SNR − 3.80 · 0.89SNR + 2.18 def= ka (6.6)
where the SNR is given in dB. This approximation is illustrated in figure 6.5. Obvi-





















Fig. 6.5: Relation of the exponent k of | sinϕ|−1 and the SNR. The measurements ke
yield the solid curve and the approximation is indicated by the dashed line.
ously, (6.6) describes the relation of the SNR and the exponent k accurately over a
wide range of the SNR. Quite interesting is the asymptotic behavior. For an infinite
SNR the optimal exponent is obtained as 2.18 which is pretty close to the theoretic
result of 2. This value for k is obtained from the Jacobian of the coordinate transform
to polar coordinates which says that a small orientation change ∆θ corresponds
to an arclength of R∆θ| sinϕ| if R is the radius of the sphere. Taking the square
difference of θ, the square arclength must be taken into account, which is given by
R2(∆θ)2 sin2 ϕ.
Finally, the orientation variance is depending on the phase and the SNR and it
is estimated according to (6.5) as
(∆θ)2 = exp(k log(| sinϕ|−1) +m) = exp(m)| sinϕ|−k . (6.7)
Repeating the same experiment for test images with different radial frequencies
gives basically the same results. The exponent k is independent of the frequency in
a wide range. The reliability of the orientation information is anti-proportional to
the variance and hence proportional to | sinϕ|k. If the SNR is locally constant, the
factor exp(m) is not relevant (it cancels out in the averaging). For the application of
an optimal orientation estimation, the weighting function should be chosen by (6.6)
and for a large range of the SNR the optimal value of k is quite close to two.
For the case cited in the beginning of this section (15.7dB), the optimal aver-
aging is obtained by | sinϕ|1.63. The discrepancy between the two results can be
explained as follows. At first, I apply the optimization to the monogenic signal (all-
pass) whereas Bülow uses SQFs according to [43] (bandpass). Furthermore, he de-
fines the accuracy measure accθ = 1−2∆θ/π (where ∆θ is the difference between the
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true orientation and the estimated one) whereas I use the reciprocal standard de-
viation. The third difference is that I minimize using the L2-norm, whereas Bülow
uses the L1-norm. Using bandpass filters changes the behavior of the orientation
estimation. Basically, one can say that for bandpasses with low center frequency (as
it is the case in [18]) the results tend to be better for lower exponents k. The choice
of the error measure however, is much more crucial to the optimization. Whereas
for allpass filters the two norms basically yield the same results, they differ totally
for bandpass filters. The average absolute error is decreased by 30% using the ex-
ponent according to [18], but the mean square error is increased by nearly 60%.
Optimizations in L2 tend to have less outliers than L1 optimizations, which is espe-
cially useful if some further post processing depends on the orientation information.
6.1.3 Orientation Estimation with Spherical Harmonics
For the structure multivector the spherical harmonics of order zero to three are ap-
plied as basis filters, see section 5.4.4. If all these operator outputs are available, it
is reasonable to combine them to estimate the orientation. In order to find an ap-
propriate combination, the relationship between the estimation error and the phase
must be identified for different signal-to-noise ratios. Therefore, the experiment
for the Riesz transform (first order spherical harmonic) from the previous section
is repeated for the second and third order spherical harmonic, see figure 6.6 (and
compare it to figure 6.3).
Obviously, the second order spherical harmonic shows the opposite behavior of
the odd order spherical harmonics. Whereas the latter show an increase of the error
for phases close to zero and close to π, the former shows an increase of the error for
phases close to π/2 and 3π/2. Hence, it seems to be reasonable to combine all three
operator outputs, in order to obtain an orientation estimate which is independent
of the local phase. This is obtained by (5.56) which is basically the sum of the
squared second order harmonic and the product of the two odd order harmonics.
The resulting MSOE diagram can be found in figure 6.7.
By the following calculation it is verified that (5.56) actually yields the local
orientation in the first quadrant (i.e., θe ∈ [0, π/2)) independent of the local phase.
Consider the signal f(x) = cos(n · x)e3 with e1n = exp(I2θ). Its Riesz transform is
given by (h12 ∗ f)(x) = −n sin(n · x). The second order spherical harmonic yields the
response (h22 ∗ f)(x) = (e1n)2 cos(n ·x)e3 and the third order spherical harmonic gives
(h32 ∗ f)(x) = −e1(e1n)3 sin(n · x). Hence, the structure multivector reads
MS(x) = cos(n · x)(e3 + (e1n)2) − sin(n · x)(n + e31(e1n)3) ,



































Fig. 6.6: Mean square orientation error in dependence of the local phase and the
SNR for additive noise. Top: error of estimation by second order spherical
harmonic, bottom: error of estimation by third order spherical harmonic. A
value of 0 means an error of π/2, which is the maximal possible orientation
error. Actually, the orientation errors have been evaluated by comparing
the outputs of the second and third order harmonic with (e1n)
2 and (e1n)
3,
yielding a maximal error of π/4 and π/6, respectively. Therefore, the error
for low SNRs seems to decrease with the order of the harmonic which is
just an effect of the measurement.

















Fig. 6.7: Mean square orientation error of θe according to (5.56) in dependence of the
local phase and the SNR for additive noise. A value of 0 means an error of
π/2, which is the maximal possible orientation error.













〈log((e1n)4)〉2 = (θ mod π/2)I2 .
Hence, the estimation by (5.56) is independent of the local phase and yields the
orientation in the interval [0, π/2).
The orientation estimation according to (5.56) is preferable to the one which is
based on the Riesz transform solely, since there is no need to average the estimated
orientation due to phase dependences. The only reason to use the estimate by the
Riesz transform is to avoid the computation of the higher order filter responses.
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6.2 Edge Detection
Standard approaches of edge detection (e.g. the Sobel operator or the Canny de-
tector [28]) apply a certain filter to an image and apply a threshold to the output.
The advantage of this method is that for a sufficient signal-to-noise ratio the de-
tection is stable and robust against noise. Unfortunately, the filter output is pro-
portional to the local contrast, and therefore those edges in the image which have
less energy than the estimated noise response are eliminated. The reason for this
behavior is that the signal with noise is convolved with a certain filter mask which
is mostly some kind of derivative operator. These operators are quite sensitive to
noise. Hence, a high threshold has to be chosen in order to suppress the noise, with
the consequence that the weak edges are not detected. Ordinary thresholds are
clearly suboptimal since they do not take into account the spectral characteristic of
the structure, i.e., if the energy is concentrated on a line. The standard method for
improving the performance of the edge detector is to enhance the threshold, e.g. by
applying local adaptive thresholds or hysteresis thresholding.
6.2.1 Phase Congruency
Much better results should be obtained if the signal is correlated to a changed ver-
sion of itself. Since noise is mostly uncorrelated, edges and noise can probably better
be distinguished in this way. The question is, however, how this change should look
like and how to apply this in an efficient way. One possible group action under which
a signal containing an edge is invariant is clearly a shift parallel to the edge. This
results in an autocorrelation analysis of the local structure which is equivalent to
the structure tensor [54]. Another possible group action is a dilation. Obviously, a
rescaled edge is still an edge and if the center of scaling is located on the edge, the
scaled versions of the edge are similar. Depending on the noise distribution, both
methods reduce the noise contribution better than derivative-based operators. How-
ever, it is unclear how to realize an autocorrelation with respect to a scale parameter
efficiently.
Considering the frequency domain, the scaling of a signal results in a scaling
of its Fourier transform. Hence, being invariant under scaling operations in the
spatial domain means being invariant under scaling operations in the frequency
domain, and hence the phase spectrum is independent of the frequency (at least for
a certain range of frequencies). This can be visualized by considering some addends
of the Fourier series of a certain structure (see figure 6.8). In the example the signal
is a step function at the position x = 0. The corresponding Fourier series consists of
sine functions with odd frequencies. At the position x = 0 all sine functions are in
phase, i.e., their phase is congruent. Hence, phase congruency can be considered as
a measure for the existence of a structure independently of the signal energy [82, 83].
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Fig. 6.8: Congruent phase at the position of the structure (here: step function).
The appropriate tool for estimating the phase for a local neighborhood is known to
be a quadrature filter. Hence, those points where the local phase of the quadrature
filter remains unchanged under scaling transformations are edge-points.
A sophisticated edge detection algorithm should discriminate clearly between
points of congruency and others. A possible method is to calculate some filter re-
sponses for different scales and to define a certain function to estimate the congru-
ency [82, 44, 121]. Another approach is to detect the zeros of the scale derivative of
the quadrature filter. A zero in the scale derivative means that there is no change
of phase for a small change of scale. The advantages of this method in contrast to
those cited above are that the detection can be done at a certain scale (i.e., without
taking into account neighbored scales) and that the positions of the zeros are easily
detected with sub-pixel accuracy by linear interpolation.
6.2.2 Derivation of the Filter Set
The previous method can only be implemented if the s-derivative of the quadra-
ture filter can be derived analytically. Fortunately, this is simple for the spherical
quadrature filters consisting of the DOP filter b(x) (4.38) and the DOCP filter c(x)
(4.43). The local phase is obtained according to (4.30) applied to the output of an




e3 arg((b+ c) ∗ f)∗ = e∗3
〈
((b+ c) ∗ f e3)−1






e3((b+ c) ∗ f)((bs + cs) ∗ f e3)




〈(e3(b+ c) ∗ f)((bs + cs) ∗ f e3)〉2
|(b+ c) ∗ f |2 (6.8)
=
(b ∗ f)(cs ∗ f) + (c ∗ f)(bs ∗ f) + (c ∗ f) ∧ (cs ∗ f)
|(b+ c) ∗ f |2 e
∗
3 .




= −2π|u|λk exp(−2π|u|sλk) + 2π|u|λk−1 exp(−2π|u|sλk−1)




k−1(exp(−2π|u|sλk−1) − λ exp(−2π|u|sλk)) . (6.10)
Somehow surprisingly, there are three distinct components in (6.8) that have to be
checked: the first two terms in the numerator are bivectors containing e3 and the
third term is an e12-bivector resulting from the wedge product. The latter compo-
nent is easy to interpret as the generator of a rotation in the image plane: if the
underlying structure is i1D, the orientation of the conjugate Poisson part c ∗ f does
not change, which means that its s-derivative cs ∗ f has exactly the same orientation
as c ∗ f itself. Hence the wedge product is only nonzero if the underlying structure
is i2D, i.e., the orientation changes through scale. Unfortunately, this outer product
cannot be used for stable estimation of the intrinsic dimension since it is highly af-
fected by noise. On the other hand, it can be used as a confidence measure of the
edge detection since any large value in that component means that the vector part
is not very accurate, either caused by noise or by an i2D structure.
The first two bivectors can be interpreted as the generators of a pure phase
change, and they must therefore be zero at a line or an edge. For estimating the
exact position of the line / edge, the zeros of that bivector part are estimated with
subpixel accuracy. This is done by projecting the two components onto the local ori-
entation and subsequent fitting of a 1D linear function of limited extent (see e.g.
[15, 39]). In order to have an efficient implementation, this optimization is done
by a normalized convolution. Only those zeros where the slope of the fitted linear
function is larger than a fixed certain threshold (0.5 in all cases) are kept for the
edge image. Note that no hysteresis thresholding is applied.
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6.2.3 Experiments and Comparisons
The results of the presented method are visualized in figure 6.9. All images are
taken from the website [105]. In order to have an idea of the performance, the new
approach is compared to edge detection algorithms taken from the image process-
ing toolbox of Matlab: the Sobel edge detector (see also figure 6.9), the Laplacian
of Gaussian (LOG) edge detector, and the Canny edge detector [28] (see both in fig-
ure 6.10). Note that the algorithms of the Matlab toolbox do much more than just
convolving the corresponding filter masks and applying simple thresholds. Further-
more, I compare my approach with the phase congruency edge detector of Kovesi
[82]. The parameters of all algorithms can be found in table 6.2.
Fig. 6.9: Edge detection of test images. From top to bottom: ‘house’, ‘blox’, and
‘lab’. From left to right: original image, edge detection using the presented
method, and output of the Sobel edge detector.
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Fig. 6.10: Edge detection of test images. From top to bottom: ‘house’, ‘blox’, and ‘lab’.
From left to right: edge detection using the Canny detector, the Laplacian
of Gaussian edge detector, and phase congruency (Kovesi).
All parameters are standard values or automatically generated by the Matlab
algorithms in order to obtain a comparison of fully automatic approaches. The new
method and the method of Kovesi are applied with constant parameters. The new
method is the only one which directly yields subpixel accuracy, which is indicated
by a grayscale coding. Each one of the applied methods has its own (subjective)
qualities and I summarize these properties in table 6.3.
The property ‘noise’ stands for the noise present in the edge image. Very good
means that no noise is contained in the output. False positives are detected edges
where no edge is present in the image. Sometimes it is hard to distinguish these
from noise in the output. Very good means that no artificial edge is created. False
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approach ‘house’ ‘blox’ ‘lab’
new s1 = 1 s1 = 1 s1 = 1
s2 = 2 s2 = 2 s2 = 2
t = 0.5 t = 0.5 t = 0.5
Sobel t = 26.3 t = 22.4 t = 22.7
Canny t1 = 0.0312 t1 = 0.0250 t1 = 0.0312
t2 = 0.0781 t2 = 0.0625 t2 = 0.0781
σ = 1 σ = 1 σ = 1
LOG t = 1.43 t = 1.48 t = 1.26
σ = 2 σ = 2 σ = 2
Kovesi r = 1.5 r = 1.5 r = 1.5
t1 = 0.15 t1 = 0.15 t1 = 0.15
t2 = 0.30 t2 = 0.30 t2 = 0.30
Tab. 6.2: Parameters of the different approaches for edge detection. All parameters
are either standard values (new approach, Kovesi, the σ for Canny and
LOG) or chosen automatically (the remaining parameters).
negatives are edges which are not detected. Very good means that no edge is miss-
ing. The behavior for i2D points is bad if errors occur at junctions, e.g. corners
are rounded or artificial structures are created. Very good means that corners stay
sharp and no additional structures are created.2 The connectivity indicates if de-
tected edges are connected or not. Very good means that no edge is unconnected.
However, there are some characteristic properties which cannot be expressed by the
table.
• The new approach behaves quite flexible, though it could be less noise sensi-
tive. It misses some edges and destroys the connectivity in some places. All
three effects could be reduced if the slope threshold would be replaced by a
hysteresis threshold (as it is used for the approach of Kovesi). Note that this
method also detects lines.
• The Sobel operator tends to detect too few edges. Hence it creates no false
positives, but has a lot of false negatives. This may be caused by the automatic
parameter estimation which might be too restrictive.
• The Canny edge detector tends to detect textures as edges (see e.g. house
image). Furthermore, some corners become very round.
• The Laplacian of Gaussian behaves similar to the Sobel operator concerning
false positives and false negatives. Additionally, it tends to smooth corners.
2 One cannot expect an edge detector to do more than detecting edges. However, this should not
be disturbed by i2D points.
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method property ‘house’ ‘blox’ ‘lab’
noise + + +
false-positives ++ ++ +
new false-negatives + ++ +
i2D behavior + + +
connectivity + + ++
noise ++ ++ ++
false-positives ++ ++ ++
Sobel false-negatives - - -
i2D behavior + + +
connectivity + + +
noise ◦ + ++
false-positives - ◦ ++
Canny false-negatives + + +
i2D behavior ◦ + +
connectivity ++ ++ ++
noise + ++ +
false-positives + ++ ++
LOG false-negatives - - -
i2D behavior - ◦ ◦
connectivity + ◦ +
noise - ◦ ◦
false-positives - - - -
Kovesi false-negatives + + ++
i2D behavior - - - - -
connectivity + + ++
Tab. 6.3: Subjective quality of the applied edge detectors for the different test im-
ages. The quality is assessed by five grades: ++ means very good, + means
good, ◦ means average, - means poor, and - - means bad.
• The algorithm of Kovesi behaves opposite to the Sobel operator and the LOG
operator. It is noise sensitive and detects too many edges. Furthermore, it
tends to create artifacts at corners. However, it also detects lines.
Surely, there are other gradient based detectors (e.g. Roberts edge detector) and
other sophisticated methods for gradient estimation (e.g. [99]), but I do not want
to stress this comparison too much since edge detection is only one possible appli-
cation of the whole theory of the monogenic signal. Another possible edge detector
using this approach is obtained by detecting local maxima in the local amplitude of
the SQF responses, but this method does not behave as stable as the phase-based
approach.
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6.3 Stereo Correspondence and Disparity Estimation
The responses of SQFs can also be used for the matching problem which occurs in
the context of stereo correspondence and for estimating the disparity between two
similar images. Both approaches are briefly sketched in the following.
6.3.1 Stereo Correspondence by Matching on the Epipolar Line
The stereo algorithm has been developed in cooperation with N. Krüger and M.
Pörksen [117]. It is based on an older algorithm proposed by N. Krüger and M.
Ackermann [89, 90]. The idea is the following. By means of phase congruency
edges are detected in both images. The edges in the left image are subsampled in
order to reduce the data. For every remaining edge point the epipolar line in the
right image is constructed. For all edge points in the right image which lie on the
epipolar line, a non-Euclidean distance to the left edge point is calculated. The point
on the epipolar line with the least distance is used as the corresponding point if the
distance is below a certain threshold. In contrast to the local processing in this
approach, the older method used the intersection of Hough lines and the epipolar
line to detect the corresponding point.
The distance measure plays the central role in the new algorithm. It is based on
SQF responses and tries to unify different local signal properties in one scalar mea-
sure, representing the similarity of the local neighborhoods. It is based on four com-
ponents: the phase congruency in both edge points, the phase difference between the
two images, and the orientation difference between the two images. From several
experiments it is known that the phase of the same physical point in both images
is nearly the same (unless occlusion occurs). Furthermore, experiments have been
made concerning the difference of the 2D orientations in both images depending on
the 3D spatial position of a line. From these results a distance measure d on the
space of phase difference and orientation difference has been constructed, which is
adapted to the variances of the two estimates:
d1 =
√
α angdist(ϕleft, ϕright)2 + (1 − α)angdist(θleft, θright)2 (6.11)
d2 =
√
α angdist(ϕleft,−ϕright)2 + (1 − α)angdist(θleft, θright + π)2 (6.12)
d = min(d1, d2) , (6.13)
where angdist(γ, β) indicates the smaller angle between γ and β, and α is a weighting
constant which is has been estimated in the experiments (see above). The distance
measure d is to some extent similar to a Mahalanobis distance, see also section 6.1
and [9]. By means of this distance, the local grayscale information of the structures
is compared. If the grayscale structure in the two points is similar (e.g. an edge
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with positive slope in a certain direction), the distance is very small. Taking some
reciprocal function of the distance yields a similarity measure. This is addition-
ally multiplied with the two phase congruencies, pcleft and pcright, which indicate the
probability of the presence of a structure. The result is a probability measure that
two points are the projections of the same physical point:
p = pcleftpcright(1 − d/π) . (6.14)
The advantage of this method is that it combines some ideas from photometric
matching with properties from feature based matching. The local phase describes
to some extend the grayscale structure. It is invariant with respect to shifts and
rotations in the image plane. Furthermore, the local phase remains constant if a
dilation is performed, unless the passband of the SQF is left. For i1D structures,
this is also true for 2D affine transforms up to a certain degree.
The local orientation however, directly reflects 2D rotations and is affected by 2D
shears. Using the knowledge of the projection matrices, it is possible to calculate the
3D orientation from the two 2D orientations. On the other hand, the orientation dif-
ference between the two images is small in most cases (at least for large distances
and non-singular 3D orientations) and can therefore be used for the matching. Fi-
nally, the edge detection reduces the computational load of the algorithm, because
it reduces the data to be processed.
Using a combination of the features phase, orientation, and phase congruency
in the matching is to some extent comparable to the invariant matching resulting
e.g. from canonical coordinates [122, 130, 131]. Obviously, the features resulting
from an SQF are not complete in the mathematical sense, but in the case of stereo
correspondence they are sufficiently discriminative. In figure 6.11 one example of 3D
reconstruction based on the presented stereo correspondence algorithm is shown.
Fig. 6.11: Example for 3D reconstruction from stereo. From left to right: image from
left camera, image from right camera, and representation of correspond-
ing line segments which have been found.
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6.3.2 Disparity from Monogenic Phase
A second application which is closely related to stereo vision is the problem of dis-
parity estimation. In [67] Hansen uses phase information to recover local shifts in
order to estimate the disparity in stereo images. This is possible since a shift in the
spatial domain yields a linear phase factor for the analytic signal. Unfortunately,
the classical quadrature filters yield systematic phase distortions if the shift is di-
rected differently than the quadrature filter. This is no longer true for the SQF
responses which yield a linear phase in every direction and also represent the line
of projection in the case of i1D structure. In the latter case, namely, a shift parallel
to the structure cannot be recovered from phase information, which is a problem in
principle (the aperture problem) and not specific to phase-based approaches. Hence,
the shift that is obtained from the phase is the true shift projected onto the normal
of the structure. However, knowing the normal shift and the projection orientation
is necessary to recover the true shift (e.g. by segmentation and interpolation).
A well suited method for estimating the local shifts is to apply a multi-scale ap-
proach. On a coarse scale, large movements of large objects can be detected. Using
this information on a finer scale, the shift on the coarse scale can be compensated
and a more accurate estimate of the shift is obtained from the phase information.
Taking into account finer and finer scales, a disparity map with subpixel accuracy
can be obtained.
If the product of the center frequency of the involved SQF and the shift in the
spatial domain is small enough, the modulation which results from the shift rep-
resents the latter uniquely. For the purpose of disparity estimation, the SQF re-
sponses for the left and the right image are evaluated, yielding fl and fr. The relative
modulation term of the two responses represents the relative shift. The modulation
term s is obtained from fl and fr according to
s = flfr
−1 = (fl · fr + fl ∧ fr)|fr|−2 . (6.15)
The modulation term s is a spinor, and hence applying the logarithm of IR+3 yields
a bivector which represents the difference of the monogenic phase of the two SQF
responses. This phase difference bivector is basically proportional to the relative
shift between the two image regions. The ratio between the phase vector and the
shift is given by the center frequency. Note that the shift which is estimated in this
way is the normal shift and not the true shift (due to aperture).
In the special case of small phase differences, i.e., less than 0.2 radians, the
logarithm can be identified with the bivector part of its argument. This corresponds
to a first order Taylor approximation. The shift ∆x is then proportional to the wedge
product of the two SQF responses: ∆x ∼ fl ∧ fr. The estimation of the normal shift
is especially fast in this case; two filters have to be applied and one multiplication
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has to be performed. This method can also be used to estimate the normal flow in
an image sequence, it is not restricted to disparity estimation.
In a first experiment, a synthetic i1D pattern is moving on a circle. The normal
flow of this sequence is estimated by the described algorithm and the results are
illustrated in figure 6.12. The modulus of the estimated normal flow can be found
in figure 6.13, and the orientation of the flow is constant since the orientation of the
texture is not changed. Obviously, the normal flow is estimated correctly, because
the projection onto the normal vector of the texture yields a cosine of the orientation
difference between texture orientation and motion direction.
Fig. 6.12: Flow field estimation of a synthetic sequence that shows a disc which
moves on a circle (origin in the center of the image). The presented method
estimates the normal flow, which varies from the true flow (left image) to
zero flow (right image). The flow is weighted by the cosine of the angle






Fig. 6.13: The modulus of the normal flow for an i1D pattern. The ideal curve is
indicated by the dashed line and the estimated curve is indicated by the
solid line.
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For i2D patterns, it should be possible to estimate the true flow. In figure 6.14 the
same moving disc from figure 6.12 can be found, but with an i2D texture. For this
sequence it is possible to estimate the correct flow direction (see figure 6.15, right).
However, the modulus of the flow is not estimated correctly, since the monogenic
signal shows amplitude distortions for i2D signals. Nevertheless, the flow modulus
remains constant (see figure 6.15, left).
Fig. 6.14: Flow field estimation of a synthetic sequence with an i2D texture. The
presented method allows to estimate the correct direction of the flow, al-











Fig. 6.15: Estimated flow. Left: the modulus of the flow is nearly constant, but it
is depending on the texture. Right: the direction of the flow is estimated
correctly.
The presented algorithm for the motion field and disparity estimation is only
a preliminary version which should show that it works in principle. For the cor-
rect i2D motion and disparity estimation it is necessary to extend this idea to the
structure multivector. Furthermore, efficient multi-scale implementations are not
available yet.
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6.4 Adaptive Smoothing
In section 4.5 I have mentioned that spherical quadrature filters can be used to
detect local maxima in scale-space, which can be interpreted as the intrinsic scales
of an image. For the application of denoising images, the following algorithm has
been developed (see also [48]).
6.4.1 The Adaptive Smoothing Algorithm
1. For every position detect the first local maximum of the local amplitude de-
scending through scale-space from fine to coarse. These maxima form the scale
index.
2. Due to theoretic considerations the scale index must be a smooth function since
the scale cannot change arbitrarily between adjacent pixels. Therefore, out-
liers are eliminated using a median filter.
3. For every position choose the Poisson lowpass filter output which corresponds
to the smoothed scale index.
The actual algorithm uses a coarsest level in scale-space for reducing the search-
space. This coarsest level sM is chosen such that a further smoothing would average






sm if ∃ ε > 0 : |SQF(x, sm)| ≥ |SQF(x, s)| ∀s < sm + ε
∧ sm < sM ∧ |SQF(x, sm)|2 ≥ ET
sM else
(6.16)
where the coarsest scale sM is chosen if themaximal energy is lower than a threshold
ET. The energy at a certain scale s is estimated by the (square of) the local amplitude
of the SQF, SQF(x, s) = bsM,2,ld(s)(x) + csM,2,ld(s)(x).
The algorithm is motivated by the fact that the response of the SQF shows lo-
cal maxima when it is applied in the ‘correct’ scale, where in general more than
one maximum exist, see figure 4.17 on page 99. The threshold of the energy at
the maximum suppresses weak textures by setting the index function to maximal
smoothing.
In the second step, median filters are applied to the index function since there
might occur outliers in the maximum detection. Due to the spatial extent of the SQF
responses, the scale index must be smooth to some degree, and therefore it is not
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reasonable to have an arbitrarily changing scale index. An example for a median-
smoothed scale index can be found in figure 6.16. It becomes quite clear from this
example that the scale index is fine at areas where structure is present and it is











Fig. 6.16: Image and corresponding scale index surface in scale-space.
The scale index is then used to obtain a denoised image by taking at each posi-
tion the Poisson lowpass filter output at the appropriate scale. The whole method
is therefore a nonlinear, adaptive, and isotropic smoothing. Since the method is
not derived from a partial differential equation as it is the case for most diffusion
approaches, it does not necessarily preserve the (local) DC-level, see also [143].
6.4.2 Experiments and Comparison
In the first experiment, the algorithm has been applied to two test images (see
figure 6.17). The images have both been processed with the same threshold and
the same maximal scale. In both cases a 3 × 3 median filter has been applied to the
scale index obtained from (6.16). The dark shadows at the top and left border of
the smoothed house image are artifacts resulting from performing the convolutions
in the frequency domain. Obviously, textures with low energy are removed while
6.4. Adaptive Smoothing 165
edges and other structures with high energy are preserved. Whether a structure is
preserved or not depends on the choice of the threshold ET which sets the minimum
energy of a structure to be kept. In the case of noisy images, this energy threshold
can be estimated according to a Rayleigh distribution (see e.g. [83]).
Fig. 6.17: Upper row from left to right: original image ‘child’, original image ‘house’,
scale index of ‘house’. Bottom row from left to right: adaptively smoothed
image ‘child’, adaptively smoothed image ‘house’, relative absolute differ-
ence between original and smoothed version of ‘house’.
In the second experiment, Gaussian distributed white noise is added to the first
image in figure 6.17 (see figure 6.18, left) and a standard method of isotropic diffu-
sion has been applied to it. The used method3 has been proposed in [29]. The result
can be found in the center image of figure 6.18. The typical behavior of isotropic dif-
fusion can be seen well: near the edges the noise is still present. The new approach
results in the image on the right of the same figure. Except for some singular points
the noise has been removed completely. The energy threshold has been chosen by
the mean energy of the SQF output on the finest scale (see [83]). In contrast to the
diffusion algorithm, the presented method tends to over-smooth slightly those re-
gion boundaries where the energy of the edge is lower than the energy of the noise
(see e.g. upper left corner of the right image of figure 6.18).
3 Thanks to J. Weickert for providing the code.
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Fig. 6.18: Test image with noise (left), variance: 6 · 103. Isotropic diffusion (param-
eters: contrast λ = 3, noise scale σ = 2, time step ∆t = 0.2, and 50 itera-
tions) yields the result in the middle, variance: 4.5 · 103. The image on the
right shows the result of the presented approach, variance: 3.5 · 103.
The algorithm can also be used to sparsify images. Instead of constructing the
denoised image from lowpass filtered versions using the scale index, the filter re-
sponse of the monogenic signal is kept for local maxima of the energy only. That
means that for the ‘else’ case in (6.16) the result is set to zero (nothing is stored).
For the example of the house image, the amount of the remaining information can
be estimated by the dark areas in the index image in figure 6.17, which cover about
20% of the image plane. The representation which is obtained includes information
of the monogenic signal only at positions with high local energy at an appropriate
scale.
The scale-adaptive smoothing can be further improved by using the method of
local metrics (see section 5.1). The resulting approach then performs an anisotropic,
nonlinear smoothing. Furthermore, the fixed threshold ET can be replaced by some
more sophisticated method.
6.5 Corner Detection and Curvature Estimation
According to the headline, the topic of this section is corner detection (see e.g. [106,
68]) and curvature estimation (see e.g. [4]). The key to these fundamental problems
of 2D signal processing is the minor amplitude of the structure multivector. Hence,
this is the first application of the i2D extension of the monogenic signal.
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6.5.1 The Local Isotropy and Curvature
The local isotropy can be estimated according to (5.71) which also gives an idea of
the local intrinsic dimension. The local isotropy is a value between zero and one,
where zero indicates an i1D structure and one indicates an i2D structure (assumed
that the total amplitude is non-zero). Corner detection is basically a detection of
centers of locally i2D neighborhoods. However, the local isotropy is not directly
suited for corner detection since (uncorrelated) noise is always i2D, and therefore
all regions in the image which are dominated by noise would be detected as corners.
Thus, it is reasonable to introduce some energy measure. A possible choice is Am(x),
the energy of the minor structure, which can also be considered as the product of
the local isotropy with the square root of the two local amplitudes, see (5.71).
To show that the minor amplitude is actually an appropriate mean for detect-
ing i2D points, I have applied the SMV to an image showing several line stoppings
with different orientations, see figure 6.19. Obviously, the local amplitudes are in-
dependent of the orientation. Furthermore, the minor amplitude is about half of the
major amplitude, which I have tried to visualize by using the same range for both
amplitude images.
Fig. 6.19: From left to right: original image showing line stoppings, the major am-
plitude, and the minor amplitude (in the same range as the major ampli-
tude).
Curvature is somehow related to the intrinsic dimension since it can be seen as
a continuous measure of the ‘cornerness’ of an edge or line. Hence, it is reasonable
to assume a relation between curvature and the local isotropy. The following two
experiments show that there is actually a relation. In the first experiment (see
figure 6.20), the local isotropy is calculated for a logarithmic spiral4 modulation.
Obviously, the local isotropy is constant, except for the center and the image borders.
This can also be verified by integrating over the angular coordinate, which gives the
4 A logarithmic spiral is defined by having a curvature which is reciprocal to the radius.




Fig. 6.20: From left to right: logarithmic spiral modulation, local isotropy, and radial
plot of isotropy.
radial plot on the right of figure 6.20. The consequence of this experiment is the
following: the local isotropy is invariant under similarity transformations, since the
logarithmic spiral modulation consists solely of similar modulation patterns. As a
consequence, the local isotropy decreases if the modulation frequency increases and
the curvature remains the same and vice versa. In other words, the local isotropy
can be considered as a scale-relative measure of curvature, i.e., the difference of the
curvatures of two structures, which are on the same scale, is represented by the
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Fig. 6.21: Left: image showing corners of various angles. Right: minor amplitudes
at the corners.
shows six corners which are on about the same scale. The minor amplitudes at
these corners yield estimates for the deviation from a rectangular corner. Whether
the corner angle is less or more than π/2 can be obtained from the two phases at the
corner. In order to develop a sophisticated method for estimating the curvature in
a quantitative way, further investigations are necessary. However, it is possible to
use the curvature measure for a corner detection algorithm.
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6.5.2 Corner Detection Experiments and Comparisons
The implemented algorithm for corner detection searches for local maxima of Am(x).
A local maximum is indicated whenever a signal value is larger than all other signal
values with a distance of less than eight pixels. If the energy of the local maximum
is larger than half the mean amplitude of the total amplitude, the local maximum
is supposed to be a corner. The two parameters (the radius of the search for a local
maximum and the threshold) are chosen without any special preference and may be
suboptimal for most images. More sophisticated methods of parameter estimation
surely yield better results. However, all the subsequent experiments have been
performed with these parameters. The radial bandpass which is combined with the
structure multivector is the same as in section 6.2.
In figure 6.22 the output of the presented method for three different images can
be found. In order to compare them with some standard approaches, the results of
the Kitchen-Rosenfeld (KR-) detector, the Plessey (Harris-Stephens, HS-) detector,
the curvature-scale-space (CSS) approach, and the SUSAN-detector are also pre-
sented in figure 6.22 and in figure 6.23. The images for the latter four approaches
are taken from [105].
Actually, it is not fair to compare single-scale approaches like the presented one
or the Plessey detector with a multi-scale approach like the CSS-approach, but since
the images are taken from a website about the CSS-approach, I included them al-
though. However, one should keep in mind that some of the other detectors can also
be applied in multiple scales. Moreover, the CSS-approach uses the most sophis-
ticated postprocessing on the basis-filter responses, combining edge-information in
the semi-local neighborhood [106]. Accordingly, the CSS-detector shows the best
performance.
In the subsequent table 6.4, I compare the results of the different approaches
according to the criteria false-positives, false-negatives, and localization accuracy.
Obviously, each of the three images has its own difficulties. The localization accu-
racy is unproblematic; it is without exception good or at least sufficient. This is
different with the false classifications. In the ‘lab’ image, the HS-detector shows a
lot of false-positives along lines and fails to detect a lot of the quite ‘clear’ corners of
the rectangles. These ‘clear’ corners also provide problems to the SUSAN-detector
and partially to the KR-detector which also shows some false-negatives.
For the ‘blox’ image, the results are basically better with the exception of the
SUSAN-detector which shows a significant number of false positives. For the ‘house’
image, the HS-detector shows again a lot of false positives along lines and fails to
detect some corners. The presented method and the KR-detector also fail to detect
all corners. For a more detailed comparison the reader should refer to the images.
Basically, the results of the corner detection are surprisingly good compared to the
edge detection; they are of a similar quality.
170 Chapter 6. Applications
Fig. 6.22: From left to right: detected corners in the ‘lab’ image, the ‘blox’ image, and
the ‘house’ image. From top to bottom: output of the presented approach,
of the Kitchen-Rosenfeld detector, and of the Plessey (Harris-Stephens)
detector.
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Fig. 6.23: From left to right: detected corners in the ‘lab’ image, the ‘blox’ image,
and the ‘house’ image. Upper row: output of the curvature-scale-space
approach. Bottom row: output of the SUSAN-detector.
Whereas the results of edge detection by monogenic phase congruency are al-
ready satisfactory, the corner detection based on the structure multivector still
shows a need to be improved. Besides the detection of local maxima which should
be replaced by more sophisticated methods as polynomial fitting, local gain control
etc., the filtering itself can be improved. Applying the methods of local metrics and
of adaptive scale selection, the filter responses probably become clearer, i.e., the lo-
cal maxima become sharper. Implementations of these methods will follow in some
future work and are out of the scope of this thesis.
6.6 Summary of Chapter 6
In this chapter several applications of the proposed theoretic framework have been
presented: orientation estimation, edge and corner detection, adaptive smoothing,
stereo correspondence, and disparity estimation. The distinct applications differ
with respect to their current status, i.e., some can already be applied in real systems
whereas others are still to be further developed.
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method property ‘lab’ ‘blox’ ‘house’
false-positives + + +
new false-negatives + ++ ◦
localization + + ◦
false-positives ◦ + ◦
KR false-negatives ◦ ◦ ◦
localization + + ◦
false-positives - ◦ -
HS false-negatives - ◦ ◦
localization + + ◦
false-positives ++ ++ +
CSS false-negatives + ++ +
localization + + +
false-positives + ◦ ◦
SUSAN false-negatives - ◦ +
localization ++ + +
Tab. 6.4: Subjective quality of the applied corner detectors for the different test im-
ages. New means the presented method, KR means Kitchen-Rosenfeld
detector, HS means Harris-Stephens (Plessey) detector, CSS means
curvature-scale-space approach, and SUSAN means the SUSAN-detector.
The quality is assessed by five grades: ++ means very good, + means good,
◦ means average, - means poor, and - - means bad.
The orientation estimation section includes considerations of noisy data, yielding
an optimal orientation estimation which has already been proposed in chapter 5.
The edge and line detection by the implicit scale-derivative of the phase is pretty
efficient and powerful, although it might be further optimized with respect to au-
tomatic parameter estimation. The corner detection which is based on the minor
amplitude works sufficiently good for a single scale approach. It should be extended
to a multi-scale or semi-local associative approach. The remaining applications still
need further improvement. The adaptive smoothing is based on searching for local
maxima in the isotropic scale. This should be extended to anisotropic scales and
a PDE-based algorithm. The stereo correspondence algorithm is based on search-
ing the epipolar line for a similar SQF response. This could also be improved by
taking into account several scales and the full structure multivector. Finally, the
disparity from monogenic phase is still a sketch for an application, although the




‘The last thing one knows when writing a book
is what to put first.’
Blaise Pascal (1623-1662)
This chapter is quite short, because I have given a short summary at the end
of each chapter. However, the subsequent section provides an overview of the re-
sults. The final section of this chapter deals with multidimensional extensions of
the presented methods, open problems, and future work.
7.1 Summary of the Results
The main outcome of this thesis can be summarized as follows:
It is possible to extend the 1D analytic signal and 1D quadrature filters to 2D in an
isotropic way. This extension is not just a 2D analytic signal but yields a whole new
framework of 2D low-level signal processing.
The 2D generalization of the 1D analytic signal consists of a sophisticated multi-
vector-valued signal, the structure multivector. It includes orientation dependent
factors which can be used to estimate the local orientation. Furthermore, it includes
major and minor 2D amplitudes which directly correspond to the two eigenvalues of
the structure tensor and can be used to estimate the local intrinsic dimension. Last
but not least it contains two phases in the classical sense which describe the struc-
tures of two superposed perpendicular i1D signals. In the case of i1D signals, the
structure multivector reduces to a 3D vector-valued signal, the monogenic signal.
The latter contains solely the amplitude, orientation, and phase information of one
i1D signal and it is obtained from the structure multivector by setting the isotropy
to zero.
Besides the generalization of quadrature in 2D, the mathematical framework
also yields a new linear scale-space which can be used to define radial bandpass
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filters. These filters constitute a continuous wavelet transform and allow to de-
fine quadrature filters based on the monogenic signal and the structure multivector.
Introducing local metrics, the radial symmetric filters are changed to elliptic fil-
ters which improves the stability of the orientation and phase estimation under the
presence of noise. Furthermore, the local metric allows to create scale and isotropy
adaptive filters which behave appropriately to the intrinsic dimension and main
orientation of the local structure of the signal.
The generalized quadrature filters based on the structure multivector and the
mentioned continuous wavelet transform perform a multi-modal split of identity,
where orientation information, isotropy information, total amplitude information
and (two) phase information are separated for each passband. Hence, the presented
approach generalizes the invariance – equivariance property to five independent
local signal features on each scale. Although the scale-decomposition is not orthogo-
nal, which means that the signal components at different radial frequencies are not
projected onto really independent components, the decomposition is at least approx-
imately orthogonal for frequency components which have a sufficient large distance
in Fourier domain.
A couple of applications show that the new framework for image processing sim-
plifies the design of specific algorithms for feature extraction. Although the appli-
cations are not the main topic of this rather theoretic thesis, the results of the pre-
sented methods are comparable to those of other approaches which are especially
designed for a specific purpose. I think that this fact confirms the applicability of
the developed theory.
7.2 Further Extensions, Open Problems, and Future Work
The generalization of the analytic signal is restricted to the 2D case in this thesis.
However, it is possible the generalize to higher dimensions. In [43] a formulation
of the monogenic signal and spherical quadrature filters for arbitrary dimensions is
proposed. The monogenic phase in the nD case consists of n angles which represent
the local orientation (n − 1 angles) and the local i1D structure. Other topics which
are treated in this thesis like scale-space, structure multivector, and applications
have not been generalized to higher dimensions so far. Most of the mathematical
framework exists also for higher dimensions and therefore, further generalizations
should be possible.
Although most aspects concerning the presented theory are treated in this thesis,
there are still some open problems. First of all, the orientation – direction dilemma
is not solved totally yet. For signals with an underlying unique phase function, as it
is the case for fringe patterns, the problem has been solved in a satisfactory way by
considering singularities in the orientation field [93]. For general signals as images
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this approach cannot be applied and the problem remains basically open. A second
open problem refers to the presented scale-space and the related continuous wavelet
transform. For practical applications it is desirable to have a numerical scheme for
computing the scale-space from a discretized differential equation. Furthermore,
the introduction of the local metric as a regularization would be appropriate. The re-
lation of such an approach to a discrete wavelet transform or fast wavelet transform
based on the developed radial bandpass filters is a quite fundamental question. A
third open question is the effect of the considered i2D signal model for arbitrary sig-
nals. It is worth to consider the error which is introduced by the model and whether
it is reasonable to use higher order terms for further improvements of the classifi-
cation of i2D structures (see also [146] for considerations on this topic). A further
quite interesting field which has not been considered in this thesis are vector-valued
signals, e.g., color images. The question how to deal with color images in the context
of the new quadrature filters remains totally open.
From a practical point of view an adaptive, iterative algorithm based on the mu-
tual estimation of local scale and local isotropy and application of the so adapted
filters is desirable. A numerical scheme as it is sketched in the previous paragraph
probably behaves in such a way if it is regularized appropriately. The output of this
algorithm would consist of stabilized estimates of local (main) orientation, phase(s),
and amplitude(s). In my opinion such a set of stabilized estimates is the optimal
basis for further processing on the visual data. Since the presented methods are
complete in a sense that no information is lost (at least in theory), further processing
can make use of all the information. On the other hand, the representation of data
is changed totally. The new approach fulfills the invariance – equivariance property
and hence, further decision-making processing can take advantage of this improved
representation since the relevant information is directly accessible. Hence, the out-
put of the structure multivector is probably well suited to be fed into artificial neural
networks which will also be topic of future work.
176 Chapter 7. Conclusion
Appendix A
FOURIER TRANSFORM PAIRS AND
UNCERTAINTIES
In this appendix some 1D and 2D Fourier transform pairs and the uncertainties of
the 1D and 2D Poisson kernels are calculated. Furthermore, a ‘one-sided’ computa-
tion scheme for the monogenic signal is derived.
A.1 1D Fourier Transform Pairs
Throughout this section, 1D variables are denoted as vectors, i.e., x = xe1 for the
spatial position and u = ue1 for the frequency.
Poisson Kernel







for y > 0.
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which is the cosine Fourier transform of b
b2+x2
(a′ being the rotation frequency)1.













cos(2πxu) dx = exp(−2π|u|y) .
Conjugate Poisson Kernel










for y > 0.









Setting b = 2πu and a = y the sine Fourier transform of the conjugate Poisson kernel







(u) = sign(u) exp(−2π|uy|) y>0= u|u| exp(−2π|u|y) .
I have not used the sine Fourier transform table in [16] for a similar reason as in
footnote 1.
1 I do not use the Fourier transform table in [16] since it seems to be inexact. In the Fourier
transform table, the cosine Fourier transform of (a2 + t2)−1 is given without the modulus operator
of ω (exp(−aω) instead of exp(−a|ω|)) and without the restriction a > 0. Obviously, this is an error,
because the cosine Fourier transform of a real, even function must be even again and its limit for ω
tending to infinity must be zero (see (12.67) in the same reference).
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A.2 2D Fourier Transform Pairs
Throughout this section, 2D variables are denoted as vectors, i.e., x = xe1 + ye2 for
the spatial position and u = ue1 +ve2 for the frequency. In some cases it is necessary
to use polar coordinates, where r =
√
xx = |x| and q = √uu = |u|.
Riesz Transform











According to the table of Hankel transforms in [12],
F2{r−1}(u) = q−1 .





(u) = −2π u
∗
|u|
and by multiplying − e3
2π
from the right, the Fourier transform of the Riesz kernel is
obtained.
Poisson Kernel







for s > 0.
According to the table of Hankel transforms in [12],
F2{(1 + r2)−3/2}(u) = 2π exp(−2πq) .
Substituting r′ = sr, s > 0 and applying the affine theorem yields
F2{s3(s2 + r′2)−3/2}(u) = s22π exp(−2πqs) .
By setting r′ = |x| and multiplying with (s22π)−1 the Fourier transform of the Pois-
son kernel is obtained.
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Conjugate Poisson Kernel











for s > 0.
According to the table of Hankel transforms in [12],
F2{(1 + r2)−1/2}(u) = q−1 exp(−2πq)
and by substituting r′ = sr (s > 0)
F2{s(s2 + r′2)−1/2}(u) = s2(qs)−1 exp(−2πqs) .
Hence,
F2{(s2 + |x|2)−1/2}(u) = |u|−1 exp(−2π|u|s) .
Applying the derivative theorem yields
F2{−x(s2 + |x|2)−3/2}(u) = −2πu∗|u|−1 exp(−2π|u|s)
and by multiplying with − e3
2π
from the right the Fourier transform of the conjugate
Poisson kernel is obtained.
Damped Spherical Harmonic of Order 2
Considering the conjugate Poisson kernel as a damped spherical harmonic of first
order in the frequency domain, allows to define higher order spherical harmonics
with the same amplitude spectrum. The Fourier transform of the damped spherical























According to [136], the 2D Fourier transform of an L1-integrable function f which
can be separated into a radial function and a complex exponential of the angular
A.2. 2D Fourier Transform Pairs 181






where u+ iv = q exp(iθ). For the case of k = 2 and f0(r) = exp(−2πrs) with s > 0
−2π exp(i2θ)2(s
2 + q2)3/2 − s(2s2 + 3q2)
4π2q2(s2 + q2)3/2
= exp(i2θ)
s(2s2 + 3q2) − 2(s2 + q2)3/2
2πq2(s2 + q2)3/2
is obtained (by use of an algebra program). In Cartesian coordinates, this is equiv-
alent to
(x+ iy)2
s(2s2 + 3|x+ iy|2) − 2(s2 + |x+ iy|2)3/2
2π|x+ iy|4(s2 + |x+ iy|2)3/2 .
Since both parts (the real part and the imaginary part) are symmetric with respect
to the origin, exchanging Fourier and spatial domain does not make any difference.
Replacing then i with e12 and multiplying e1 from the left yields the inverse Fourier
transform of ue1u|u|−2 exp(−2π|u|s).
Comparing the Riesz transform and the case s = 0 of the just derived Fourier
transform pair, there seems to be a contradiction to the Parseval theorem since
both transfer functions have the same modulus for every frequency vector whereas
the modulus of the impulse responses differs by a factor of two for every spatial
vector. Actually, the Fourier transform pair is correct and the Parseval theorem is
fulfilled for any s > 0 which can be checked by calculating the energy in both cases:
E = (8s2π)−1. However, for s = 0 the energy is infinite in both cases and therefore,
it is also equal.
On the other hand, taking the limit s→ 0 only yields a Fourier transform pair if
the Fourier transform of the limit exists. Since I am not interested in applying the
undamped second order harmonic (actually, this is not possible at all) this question
is only of theoretic relevance. However, according to [12], page 152, the impulse
response of the second order harmonic is a Dirac function with an angular second
order modulation. This Fourier pair is obviously derived from the Fourier pair just
below on the same page, which is a Gaussian with a second order modulation in
both domains. The latter Fourier pair is wrong since it contradicts the theorem
from [136].
Damped Spherical Harmonic of Order 3
The Fourier transform of the damped spherical harmonic of order three is given as
F2
{
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According to (A.1) with k = 3
i exp(i3θ)
12s2q2 + 8s4 + 3q4 − 8s(s2 + q2)3/2
2πq3(s2 + q2)3/2
is obtained (again using an algebra program). In Cartesian coordinates this is equiv-
alent to
i(x+ iy)3
12s2|x+ iy|2 + 8s4 + 3|x+ iy|4 − 8s(s2 + |x+ iy|2)3/2
2π|x+ iy|6(s2 + |x+ iy|2)3/2 .
Since both parts are antisymmetric with respect to the origin, exchanging Fourier
and spatial domain just yields a minus sign. Whereas the leftmost imaginary unit is
obtained from the Fourier kernel, i.e., it must be replaced by I3, the other imaginary
units must be replaced with e12. Multiplying both sides with −e2 from the left yields
the inverse Fourier transform of ue1ue1u|u|−3I−12 exp(−2π|u|s).
Again, the Parseval theorem is fulfilled for s > 0 (E = (8s2π)−1). The remarks
about the limit s→ 0 of the second order harmonic apply accordingly.
Radially Weighted Damped Spherical Harmonics
Besides the damped spherical harmonics of higher order, the same filters with an






(u) = uI−12 exp(−2π|u|s)
where s > 0. The energy of this LSI operator is E = 3
64s4π3
. The limit s → 0 does not
yield a Fourier transform pair.









where s > 0. The energy of this LSI operator is also E = 3
64s4π3
and the limit s → 0
also does not yield a Fourier transform pair.













where s > 0. The energy of this LSI operator is also E = 3
64s4π3
and the limit s → 0
also does not yield a Fourier transform pair.
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A.3 Uncertainties
The uncertainty of an L2 function f is given by the product of the mean spread in
spatial domain and frequency domain. The mean spread in the spatial domain is
obtained from the variance of the corresponding probability density function p(x)





















If F is the Fourier transform of f , the uncertainty of f is given by the product of the













|F (u)|2 du .
Poisson Kernel for 1D Signals
The Poisson kernel for 1D signals reads3
ps(x) = (f2 · e2)(x, s) =
s
π(x2 + s2)
and accordingly, its Fourier transform is given by (see section A.1)
Ps(u) = F1{ps}(u) = exp(−2π|u|s) .
2 Note that all integrals in this section are infinite integrals (on the whole domain) except those
cases where it is explicitly indicated.
3 According to section 4.5 the variable s is used instead of y.
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where the integrals are evaluated according to [16] 19.5.1.3 integral 58 and 66. The






























in the case of the Poisson kernel which means that the uncertainty is slightly worse
than for the 1D Gaussian kernel (factor
√
2).
Poisson Kernel for 2D Signals
The Poisson kernel for 2D signals reads





and accordingly, its Fourier transform is given by (see section A.2)
Ps(u) = F2{ps}(u) = exp(−2π|u|s) .
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where the integrals are evaluated according to [16] 19.5.1.3 integral 63 and 71. The















2 exp(−4π|u|s) du dv∫∫
exp(−4π|u|s) du dv
)1/2




























in the case of the Poisson kernel which means that the uncertainty is slightly worse
than for the 2D Gaussian kernel (factor
√
1.5).
Considering the modified uncertainty according to (3.47), the uncertainty of the
2D Poisson kernel splits according to
((∆x)(∆u))‖ =
√
3(4π)−1 and ((∆x)(∆u))⊥ =
√
3(4π)−1 .
This result is obtained by a similar calculation as above with an additional factor
cos2 θ in the polar integration, which introduces a factor of π instead of 2π.
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A.4 Simplified Transfer Function of the Monogenic Signal
For an e3-valued signal f the monogenic signal fM can be computed in one arbitrary








2 )F(qnθ) exp(I32πqnθ · x)|q| dθ dq〉1









F(u) exp(I32πu · x) du dv
change to polar coordinates with u = qnθ, where
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(〈F(qnθ) exp(I32πqnθ · x)〉1
+ nθI
−1
2 〈F(qnθ) exp(I32πqnθ · x)〉2)|q| dθ dq






〈(1 + nθI−12 )F(qnθ) exp(I32πqnθ · x)〉1|q| dθ dq ,
so that the simplified formula for fM follows by linearity.
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appearance based approach, 2
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Dirac operator, see gradient operator
direction, 6, 83
direction-phase torus, 87
directional sense, 6, 30









of 2D vectors, 17
of 3D vectors, 23
double angle representation, 61







Euler equation, generalized, 29
































































intrinsic dimension, 6, 60
intrinsic scale, 97
invariance, 2
invariance – equivariance property, 3
inverse
of a 2D vector, 20
of a 3D vector, 27
of a spinor, 21
isotropy, 52
Karhunen-Loéve transform, 63














local gain control, 103
local isotropy, 109, 112, 134
local metric, 102





local rotation vector, 81
local scale, 4
logarithm
of IR+2 , 21
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nabla operator, see gradient operator
Neumann problem, 34




by spherical harmonics, 148
by the Riesz transform, 144
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Plessey corner detector, 64
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Fourier transform, 52
Radon transform, 6, 83
Radon-Riesz-Hilbert relation, 84
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simply connected group, 87





of order one, see Riesz transform
of order three, 127
of order two, 126





split of identity, 3
split of identity, 48
stability, 2
steerable filter, 7, 10, 66
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components, 128
structure tensor, 7, 58
tensor of inertia, 59




of 1D Gaussian kernel, 94
of 1D Poisson kernel, 94
of 2D Gaussian kernel, 95
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of 3D vectors, 23
wrapping
phase, 82
rotation vector, 82
