Abstract-In recent times, system designers are becoming very much apprehensive in reducing the structural complexity of digital systems with which they deal in practice. However, the uncontrolled minimization of any digital hardware always leads to significant deterioration of system performance making it incompatible for use in any practical system. As proper trade-off is inevitably essential between achievable performance and required hardware, researchers have sought a number of artificially intelligent optimization techniques to solve it out. Since such a technique generally involves variety of constructional alternatives, appropriate use of correct option demands justified attention. Numerous evolutionary computation techniques, being a branch of biologically inspired optimization process, are being increasingly used for a number of signal processing applications of late. This paper throws enough light to select the most suitable mutation strategy of Differential Evolution (DE) algorithm for efficient design of multiplier-less low-pass finite duration impulse response (FIR) filter. Computationally efficient mutation scheme has been identified by observing convergence behavior and error histogram plot for different alternatives. Performance of the designed filter has been compared in terms of its magnitude response and the requirement of various hardware blocks for four different lengths of the filter. Consequently the name of the most favorable mutation rule has been suggested upon analyzing all the factors. Finally the supremacy of our proposed design has been established by comparing its performance with that of other state-of-the-art multiplier-less low-pass FIR filters.
I. INTRODUCTION
Processing of digital data is accomplished by a wide variety of digital filters which can broadly be classified into two main categories; namely finite duration impulse response and infinite duration impulse response (IIR) filters [1] - [3] . These filters have found their proper relevance in a number of applications including voice/data communication, wireless communication, digital television and so on. Comparative analysis of these two types of filters has proved the superiority of one over other in different respects. Specifically, FIR filters are normally suitable because of its number of attractive characteristics such as linear-phase response, guaranteed stability etc [2] . However, for achieving equivalent magnitude response, FIR filters become computationally more expensive than its IIR counterparts in most of the cases.
A number of research articles have been published in recent times in order to get rid of the complicated structure of FIR filter. In [4] , the coefficients of FIR filter have been represented by means of canonical signed digit (CSD), which has reduced the hardware complexity and thereby corresponding delay in a significant way. Another signed power of two representation of FIR filter coefficients have been demonstrated in [5] . The authors have focused to vary the number of signed power of two (SPT) terms for each coefficient resulting in a superior filter performance to those designed by mixed integer linear programming (MILP) and simulated annealing (SA) [6] without increasing the number of adders.
A novel non recursive signed common sub-expression elimination algorithm (NR-CSE) has been developed in [7] and consequently applied in the area of multiplier-less FIR filter design. The proposed NR-CSE algorithm requires a lower number of adders and logical depth along with optimal runtime operation due to its simplicity and thus proves its supremacy over other popular multiplier-less algorithms.
Another method for designing discrete-coefficient linear-phase FIR filters with minimum normalized peak ripple magnitude has been reported in [8] . One efficient two-stage algorithm, consisting of designing a prototype filter using fast time-domain approximation followed by a Trellis search has been presented in [9] . Design examples have demonstrated the power of the algorithm in producing filters with a better frequency response than methods like [5] , [10] and [11] while using fewer SPT terms. Minimization of number of adders to meet the given amplitude criterion has been executed by using one systematic algorithm in [12] . The proposed method has been compared with the results from MILP and Trellis search [9] . The efficiency of this common sub expression elimination based algorithm has been illustrated by means of several examples taken from the literature.
An explicit representation for the distribution of SPT terms of CSD numbers has been illustrated in [13] . Observing the distribution of SPT terms, the authors have proposed one algorithm for designing fixed-point linearphase FIR filters with CSD coefficients. Design examples have proved the superiority of the proposed method to produce filters possessing a small amount of SPT terms. The design flow for a multiplier-less linear-phase FIR filter has been discussed in [14] where the supremacy of the proposed scheme has been firmly established than techniques like [10] and [11] .
Efficient amalgamation of evolutionary computation mechanisms in the field of hardware friendly digital filter design has been studied extensively in literature. In this connection, FIR filter coefficients has been constructed by means of Genetic Algorithm (GA) where the coefficients of the filter has been constrained as sums of power of two [15] . With the aid of the proposed genetic technique, promising results have been achieved which is comparable or better than other state-of-the art techniques.
In recent times, quite a few papers have been published to demonstrate the supremacy of Differential Evolution (DE) algorithm over GA and least square method in connection to conventional digital filter design [16] - [17] . However, this evolutionary technique has not still been tested in designing hardware efficient multiplier-less FIR filter, as far as the research work in this particular domain is concerned. Thus in this paper, an attempt has been made to design a multiplier-free lowpass FIR filter with the help of DE technique. As the solution obtained through DE is greatly influenced by the choice of the mutation strategy of it, proper selection of appropriate mutation law plays an important role in searching the best result.
In this communication, we have extensively studied the impact of various mutation schemes of DE in designing hardware efficient multiplier-less low-pass FIR filter. Performance has been analyzed from different point of view such as computational complexity, magnitude response behavior and the resulting hardware cost. Effect of filter length on its performance has also been thoroughly examined in our work. To prove the superiority of the optimum filter response, quite a few such hardware friendly FIR filters from literature has been taken into consideration and the corresponding performances have been compared. The robustness of the designed filter has further been substantiated by implementing it on a Field Programmable Gate Array (FPGA) chip through XILINX ISE Design Suite 12.3 along with other models of interest.
II. MODELLING OF FIR FILTER

A. Design principle of conventional FIR filter
Finite duration Impulse Response (FIR) filters have gained their enormous applications in the field of communication systems due to ample favorable features. The structure of traditional FIR filters simply consists of a number of delay elements, adders and multipliers where the number of such elements is determined by the length of the filter [1] - [3] , [18] . This conventional structure has restricted the use of FIR filter to several systems requiring high speed of operation with a higher degree of precision. This limitation actually arises due to the presence of multipliers in the filter structure and hence the search for multiplier-free structure is on high rise. However, the tap coefficients of an L-length FIR filter, which is nothing but the multiplication constants, can always be represented by means of a row-vector as:
The output sequence of any digital filter is simply obtained by performing convolution between the input sequence and the impulse response coefficients of the FIR filter [1] - [2] . This mathematical operation can be regarded as a combination of four basic steps like folding, shifting, multiplication and addition. These fundamental mathematical operations can be implemented very easily on an FIR architecture governed by the following equation [1] - [3] :
Therefore, computation of a single element of output sequence , , thus calls for 'L' multiplications along with 'L-1' additions as observed from (2) . The process of multiplication is a precise mathematical task when performed with digital hardware and thus necessitates the replacement of its hardware by some simplified equivalent blocks like delay elements and adders.
B. Design principle of multiplier-less FIR filter
Being motivated by the need of designing hardware friendly filter, digital filter designers have adopted several approaches to get rid of multipliers in the filter model. One such well recognized approach has been to replace the multipliers i.e. the filter coefficients by means of simple delay elements and adders without affecting the performance of the filter to a great extent. The resulting impulse response coefficient of the designed filter thus may have the form:
From (3), it can be easily observed that the individual coefficient can be treated as sum of power of two with the parameter 'λ' stands for the resolution of these terms and often known as word length (WL) of filter coefficients. The variable in the above equation holds the key in formulating the coefficients in the sense that they either allow or reject any power of two (PT) terms 2 to be included into . As the term takes the binary decision of either inclusion or exclusion, it can assume values only from the binary set 0, 1 0, 1 . As a matter of fact; the proper assignment of these coefficients for different values of the subscripts is a problem of optimization and has to be dealt with some powerful evolutionary optimization techniques of current interest.
III. MATHEMATICAL BACKGROUND OF DIFFERENTIAL EVOLUTION
Different types of non-linear and non-differentiable functions have found their wide application in a number of branches of engineering. In order to optimize these functions, the innovation of a new optimization technique was necessary. In the year 1995, one such new floating point encoded evolutionary computational technique for global optimization had been proposed by Storn and Price [19] - [24] . As this new optimization approach involves a new type of differential operator in it, the method has been termed as Differential Evolution (DE). It incorporates only a few control parameters with negligible parameter tuning and can be implemented very easily. This has made the algorithm very popular since its inception [23] . This particular optimization process can be utilized in an effective way in various engineering problems, such as design of digital filters [25] - [31] electromagnetic inverse problems [32] - [33] , antennas [34] , composite materials [35] and so on.
Being an evolutionary computation, it always starts with a number of D-dimensional search variable vectors. The total number of such vectors present at the very beginning of the algorithm is termed as the population size (P). The value of the parameter P is kept constant throughout the execution of the entire process. The objective of the algorithm is to optimize any function with D real parameters, subject to different constraints which may be contradictory to each other. The initial Ddimensional population vectors can be represented as [20] - [24] :
These vectors are referred to as the 'chromosomes' and the individual element of each vector is termed as 'gene'. Each of the initial search vectors in the population set undergoes four different operations namely initialization, mutation, recombination and selection respectively, as described elaborately in the following sub-sections.
A. Initialization
Better search results can be obtained from this global optimization mechanism if a suitable range of value is specified for the search variables supposed to be optimized by this technique. Thus if the gene of each chromosome has its lower and upper bound as and respectively, then the corresponding gene of chromosome can be initialized as [23] - [24] :
where 1,2,3, … . . , and rand (0, 1) is a uniformly generated random number in [0, 1]. If any preliminary solution is available, the initial population is most often generated by adding normally distributed random deviations to the nominal solution [24] .
B. Mutation
Initialization process only takes care of a particular portion of the entire search space. This search space has to be explored in order to find out the optimum solution of the given problem. The expansion of the search space is actually performed in the process of mutation in which various parameter vectors are combined in such a way to generate a new population vector, termed as mutant or donor vector. Depending upon the way the mutant vectors are generated from the population vector, there may exist different mutation strategies. Accordingly, the DE technique is termed differently for different mutation strategies.
In DE/rand/1 scheme, donor vector of generation 'G+1' can be formed from the population vector of the generation 'G' as [19] - [22] :
In (6), F is called the weighting factor with , , ,
, where is the set of population members of the evolutionary computation. The parameter F is responsible for the amplification of the differential variation and generally lies within the range [0, 2].
DE/rand to best /1 scheme involves another control parameter other than the weighting factor. Apart from using two different population vectors, this mutation strategy also includes the current population vector and the best parameter vector of the current generation to generate a mutant vector of next generation as indicated in the following equation [23] - [24] :
The term λ in (7) assumes a value in the range [0, 2].
The donor vector of any particular generation can also be generated by incorporating the best vector of the current generation. The consequent DE scheme is referred to as DE/best/1 and DE/best/2 respectively. The only difference between those two mutation schemes is that one uses more parameter vector as compared to other. This can easily be observed from equations (8) and (9) respectively [23] - [24] :
(9) DE/rand/2 mutation strategy involves five different parameter vectors and two different weighting factors for the generation of a mutant vector from the parameter vector of current iteration. The donor vector of this strategy can be mathematically represented as [23] - [24] :
where F 1 and F 2 are two weighting factors selected from the range [0, 1] and
C. Recombination
Successful solutions from the previous generations are incorporated in the third step of DE, called cross-over or recombination. In order to enhance the potential diversity of the population, the process of recombination plays a very important role. It is nothing but a scheme of crossover where donor vector exchanges its components, i.e., genes with the target vector. Two types of recombination exist in the literature, namely exponential and binomial cross-over. In exponential scheme, a random number n is generated from the interval [0, D-1] or [1, D] , indicating the particular gene of the target vector from where the exchange of body parts or components with donor vector will actually start. Another integer is also chosen from the set [1, D] to signify the number of components contributed by the donor vector to the target vector. Selection of this integer is dependent on a uniformly generated random number within [0, 1] and a cross-over constant. As a result, another important parameter called cross-over probability (CR) plays a significant role along with the weighting factor (F) in the optimization process. The trial vector 1 in case of exponential crossover has the form [20] - [24] :
where 1,2, … . . , and L is another integer from the interval [1, D] . The parameter L signifies the number of components contributed by the donor vector to the target vector.
In case of binomial cross-over scheme, the cross-over is performed on each of the D genes whenever the uniformly generated random number is less than the cross-over or recombination probability (CR). The scheme has been depicted as [21] - [24] :
D. Selection
There is a definite possibility that the trial vector of current generation may be included as a parameter vector of next generation just by replacing the corresponding parameter vector of current generation. This decision is taken at the last step of DE, called selection process. Depending upon the formulation of the given problem, a cost function is always associated with it. If the trial vector results in a lower cost function than parent parameter vector; the corresponding trial vector has been allowed to take part in the process of mutation and recombination in the next iteration. Otherwise, the present parameter vector passes through the next generation. This can well be described by means of the following equation [21] - [23] :
; 1 (14) where Υ identifies the cost functional value resulting from the vector Υ at iteration 'G'. It is noteworthy to mention here that the choice of the proper cost function is of paramount significance as far as the convergence behaviour of the optimization method is concerned.
The termination of the DE technique can be specified by means of a maximum allowable value of the averaged cost function. As long as the averaged cost function is more than this threshold value, the process of mutation, recombination and selection continues. When this cost function goes below the threshold; the algorithm stops and the parameter vector having the minimum cost function is chosen as the optimized solution to the given problem.
III.MATHEMATICAL FORMULATION OF FIR FILTER DESIGN
The consequence of different mutation schemes of DE in designing multiplier-less low-pass FIR filter has been extensively studied in our work. Being an optimization algorithm, the efficiency of DE is always monitored by a mathematical expression called the cost function whose formulation is strongly dependent on the specific problem of concern. In many situations, for a fixed structure of error function, the cost functional value and thus the fitness value fluctuates appreciably depending upon the selection of structural strategy of the optimization technique. Thus the fitness value and cost functional value may be regarded as two different functions of identical items, as outlined in the following equations:
, , ,
The parameter ′ ′ in (15) and (16) ; with ∑ and .
The other parameters within the parenthesis in (15) symbolize the set of mutation strategy, recombination strategy and control parameter and has been outlined as in (18), (19) and (20) respectively:
, (20) This paper investigates the most appropriate mutation rule for which the fitness value is the highest irrespective of the population size and iteration number of the evolutionary technique. Thus the optimized mutation scheme results in a fitness value which must satisfy the inequality, as proposed in the following equation:
In this work, binomial recombination strategy has been chosen since it has been regarded as the conventional one for the most of the applications and it has been designated as . Our main objective is to identify the suitable mutation rule for which the value of the fitness yields the highest score i.e. the lowest cost. However, in this approach, the control parameters of DE like weighting factor(s) and recombination probability have been maintained at its nominal values . TABLE I below summarizes the choice of several parameters for our design problem of interest. 
IV. SIMULATION RESULTS & ITS CRITICAL ANALYSIS
Computational efficiency of any optimization technique can be best evaluated in terms of its convergence curve, which shows the variation of averaged cost function with the number of iterations employed in the algorithm. Higher the computational efficiency, lesser the required number of iteration is. Convergence behavior of five different mutation strategies of DE, as discussed in this paper, has been depicted in Fig. 1 (a) to Fig. 1 (e) below. From Fig. 1 , one useful observation can be made regarding the impact of mutation strategy on the size of the population of this evolutionary computational mechanism. As it can be seen from Fig. 1 (d) , best/1 approach is the only mutation technique whose performance remains almost independent on the size of the population even at a lower number of iterations. For example, the cost function incurred with best/1 strategy is significantly less (1/5 to 1/10 times) than its counterparts for a population size of 40 with an iteration of 20. Moreover, for higher sizes of population, the best/1 technique also maintains its supremacy over its other competitors. The effectiveness of best/1 strategy over the other existing techniques can well be understood from the plots of error histograms as indicated in Fig. 2 . As for example, the maximum limit of cost functional value obtained with best/1 technique has been found to be 10 -1 or 0.1; while the same limit is equal to 10 0 or 1.0 for other mutation techniques. This fact has been substantiated by the presence of the discrete spikes between the range of cost functional values from 10 0 (1.0) to 10 -1 (0.1) for the other mutation strategies; where as, best/1 strategy does not provide so.
However, the majority of the error values are concentrated near the center of the plot (largely from 10 -3
to10
-5 ) irrespective of the mutation technique employed. This dense concentration of error values actually accounts for the saturation region which spans through a wider number of iterations in connection to this specific design problem of FIR filter. Numerical characterization of cost function resulting from different mutation approaches and the corresponding simulation time for each of these procedures has been listed in TABLE II. The entire simulation has been carried out using MATLAB 7.0 software with Intel Pentium 4 CPU with 2 GB of RAM. From the numerical results in Table II , it can be observed that best/1 mutation technique requires the least average simulation time amongst all and thus proves to be the most efficient one as far as computational time is concerned. Furthermore, the error performance exhibited by this particular mutation scheme also looks fairly attractive since the average and standard deviation of cost function attains its minimum value with best/1 scheme.
The impact of different mutation strategies associated with DE has been thoroughly studied in this paper for the design of hardware efficient multiplier-free low-pass FIR filter. From the computational point of view, the supremacy of best/1 scheme has firmly been established. But the effect of this superiority in terms of filter response is yet to be investigated. For this purpose, the magnitude response of the multiplier-free low-pass FIR filter for four distinct lengths, namely 8, 15, 22 and 29, has been plotted in Fig. 3 (a) through Fig. 3 (d) respectively for different mutation strategies. From the nature of the magnitude response, it can be clearly seen that irrespective of the order of the filter, all of these five mutation strategies behave identically in the pass-band region of interest. However, their performance differs significantly in the stop-band region and thus compels us to select the most appropriate mutation rule based on the information available from the value of the stop-band attenuation provided by the designed low-pass filter. In this connection, maximum and minimum stopband attenuation can serve as a useful means to comment on the quality of the achievable solution. These two parameters have been listed in TABLE III for four different lengths of the FIR filter as considered in our study. Looking at TABLE III, it can be well apprehended that in terms of maximum stop-band attenuation, best/1 strategy outperforms the other alternatives by a large margin as it always yields the highest maximum stopband attenuation amongst five. On the other hand, in terms of minimum stop-band attenuation, the performance shown by best/1 rule is well acceptable by virtue of the fact that except 8-length filter, it always provides an attenuation value which is more than 90 dB.
As the design of hardware efficient FIR filter model is considered in this work, a number of performance parameter is therefore selected in order to compare the hardware cost of different architectures. These include total power of two (TPT) terms, multiplier delay flip-flop (MDF), multiplier adders (MA) and zero-valued filter coefficient (ZFC) in the impulse response. Such a comparative analysis in terms of these parameters has been carried out in this article whose outcomes have been elaborately illustrated in TABLE IV to TABLE VII. Careful observation of the numerical entries, as made in TABLE IV to TABLE VII, adds some essential flavors to our analysis. They unanimously suggest that there may not subsist a single mutation scheme which proves to yield minimum hardware cost in comparison to its competitors. For example, during the design of lower order FIR filter, the best performance is shown either by rand/1 or by rand/2 or by best/1. However, when the length of the FIR filter has been enhanced to 29; best/2 approach outperforms all by a considerable margin. This phenomenon is mostly due to the incorporation of maximum number of ZFC in the designed impulse response coefficient, as indicated in TABLE VII. Moreover, it includes minimum MA and moderate number of TPT and MDF amongst all architectures and proves to be more lucrative to be used as a hardware friendly model. In order to examine its proficiency to be employed as a low-pass filter, we need to refer to the numerical entries in TABLE III. It follows from TABLE III that the low-pass characteristic of the filter designed by best/2 technique is practically satisfactory since it provides a maximum and minimum stop-band attenuation of around 240 and 100 dB respectively.
In order to prove the robustness of Differential Evolution algorithm in designing multiplier-less low-pass FIR filter, a number of such multiplier-free FIR model has been selected from literature and consequently their performance has been compared in terms of various parameters and consequently listed in TABLE VIII. FIR filter of length 29, designed with the help of best/2 mutation rule of DE, is used as an optimum filter in this respect whose performance is compared with other stateof-the-art hardware friendly FIR structures. TABLE VIII unambiguously suggests the proposed approach as a useful means to construct hardware friendly FIR model because of a number of reasons. Firstly, it has been possible to devise the multiplier-less FIR structures with a word length (WL) value of 8 using our approach which the researchers have failed to design previously. This will have the consequence of involving less hardware blocks in comparison with other structures. This statement can also be justified after looking at the other parameters in TABLE VIII. As can be noticed from the last row of the above table, proposed filter model is always in need of fewer TPT, MDF and MA than the design in [8] , [9] , [12] , [13] and [14] . Amongst them, the filter designed by Saramaki [12] necessitates the use of minimum TPT and MDF. Percentage improvement resulting from our approach with respect to [12] is 30.61% and 57.67% in terms of TPT and MDF respectively. Impulse response coefficient of proposed FIR filter involves the use of 26.09% less MA than Lim's algorithm [8] , which require the least MA amongst the other models considered in our work for the purpose of comparison. Moreover, using best/2 mutation scheme of DE, we became successful in obtaining more than 40% ZFC which will speed up the system response significantly.
As a second method of comparing the hardware costs between other state-of-the-art multiplier-less FIR filters and the proposed design, all of them have been realized on an FPGA kit using XILINX ISE Design Suite 12.3.
The outcome of the experiment has been serially tabulated in TABLE IX below. The implementation results reveal the fact that all of these architectures are requiring identical number of I/O buffers and subtractors. However, in terms of full-adder and delay requirement, different algorithms behave quite differently and this can help in selecting the most favorable design alternative in this respect. As can be observed from the numerical entries in TABLE IX, proposed scheme requires minimum number of full-adder and delay flip-flops amongst all of the multiplier-free architectures considered in this article.
Accumulation of all these results, as described in this paper, will provide us with a number of interesting dimensions. It has already been proved that best/1 mutation rule is the fastest amongst all and requires less number of iterations to converge. This has not certainly indicated a pre-mature solution of the optimization mechanism since resulting filter performance from best/1 rule is very much promising. When the attention is focused towards the associated hardware cost, it has been inferred that best/2 strategy outperforms best/1 and even other popularly known multiplier-less FIR architectures when the length of the filter is selected as 29. However, the convergence speed and magnitude response characteristic of best/2 strategy is highly satisfactory and therefore leads to an optimum filter response in this regard.
V. CONCLUSIONS
Influence of bio-diversity in the field of evolutionary computation has led to a number of evolutionary computational techniques which are popularly employed in the vast area of signal processing. Such a robust computational technique called Differential Evolution algorithm has been efficiently employed in this paper in connection to the design of multiplier-less low-pass FIR filter. Since the performance of evolutionary approaches is largely governed by the way evolution takes place, the impact of various mutation strategy of DE has been critically analyzed in this paper. The detailed analytical study has established the fact that best/1 mutation strategy can be regarded as the best approach for this specific design problem as far as the convergence speed and the low-pass nature of the designed filter is concerned. It has also been concluded that for the design of lower order filter, no single mutation rule comes up with reduced hardware complexity. However when the filter length is enhanced to 29, best/2 mutation rule outperforms the other alternatives in terms of associated hardware cost. Moreover, the superiority of best/2 mutation scheme over other state-of-the-art hardware efficient filter models has also been substantiated by listing numerous experimental outcomes. It has been appreciated that the choice of the most favorable mutation rule is significantly determined by the requirement as set by the system designer. Specifically, it depends on maximum allowable deviation from the ideal filter characteristic, length of the designed filter and constraint on the hardware cost. However, the contribution made by different cross-over or recombination rules has yet to be studied and can be included as future extension of this work. Other existing computational techniques may also be applied in this domain of signal processing and finally a comparative study may be carried out for the same design problem. Additionally, the application of the designed multiplierless low-pass FIR filter in present and future generation wireless system can also be investigated in future research work too. 
