Given a data matrix, the problem of finding dense/uniform sub-blocks 
Introduction
Several datasets are represented in the form of a matrix, where each row represents an object and each column represents a feature. The problem of finding dense/uniform sub-blocks in a given data matrix has emerged as an important unsupervised learning task. A dense/uniform sub-block consists of a subset of instances that have similar feature values for a subset of features. Such a problem is inherently combinatorial and has been investigated in the context of subspace clustering [2, 15] , projected clustering [1, 18] and co-clustering [8, 11, 17] . The problem is important in a variety of applications. For example, in gene expression data analysis, one would like to find a set of genes which coexpress under a set of experimental conditions. In a recommendation system, a uniform sub-block indicates a group of users who have similar ratings for a group of movies. While progress has been made in the development of subspace clustering and co-clustering algorithms, the existing formulations often lack the flexibility needed to solve the problem of finding uniform sub-blocks. In the current context, the desiderata can be captured by the following three requirements. First, the sub-blocks may overlap, so that some entries may belong to more than one subblock. For example, in gene expression analysis, a gene can have multiple functions and hence co-express with different groups under different experimental conditions. Most clustering/co-clustering formulations are not designed to discover overlapping clusters. Second, not all rows and columns may be a part of a sub-block, and the formulation has to be flexible enough to allow that. Most existing clustering/co-clustering formulations assume that all points belong to some cluster/co-cluster, and the corresponding algorithms have no capacity to identify background noise automatically. Finally, the matrix may have missing entries. In practice, one often imputes the missing values with row/column statistics or has a heuristic work around. Ideally, we want the model formulation to be able to work with sparse matrices and in fact use sparsity to a computational advantage. To better understand the task the algorithm should perform, we give an example in Figure 1 . Figure 1 (a) shows a simple input data matrix with two overlapping dense blocks and background noise and Figure 1(b) is the ideal output of the algorithm.
In this paper, we present a BOSC model which can find potentially overlapping sub-blocks, automatically de-tect background noise and naturally handle matrices with missing entries. For inference and parameter estimation, we propose an EM-style algorithm.
The rest of the paper is organized as follows: We propose the BOSC model in Section 2 and present an EM-style algorithm to learn the sub-block assignments in Section 3. The experimental results on both simulated and real datasets are presented in Section 4. We conclude in Section 5.
Bayesian Overlapping Subspace Clustering Model
The proposed Bayesian Overlapping Subspace Clustering model assumes that the number of sub-blocks k is given. Each sub-block is modeled using a parametric distribution
. . , k) from any suitable exponential family. The noise entries are modeled using another distribution p(·|θ k+1 ) from the same family. However, the generative model for the observed data matrix is rather different from traditional mixture models [12] as well as the more recent mixed membership models such as LDA [3, 7] .
Suppose the data matrix X has m rows and n columns, possibly with several missing entries. The main idea behind the proposed model is as follows: Each row u and each column v respectively have k-dimensional latent bit vectors z Given the sub-block membership z and the sub-block distributions, the actual observation x uv is assumed to be generated by a multiplicative mixture model [9, 4] so that Figure 1 shows an example of a matrix generated from such a model with two dense blocks. The Hadamard product ensures that the matrix has uniform/dense sub-blocks with possible overlaps while treating certain rows/columns as noise.
Since it can be tricky to work directly with latent bit vectors, we introduce suitable Bayesian priors on the sub-block memberships. In particular, the proposed model assumes that there are k Beta distributions Beta(α In particular, the generative process is as follows:
For each (non-missing) matrix entry
otherwise .
Since only the observed entries in the matrix are assumed to be generated by the above process, the model naturally handles matrices with missing values.
Analysis and Algorithm
Let Π r and Π c be m × k and n × k latent matrices which have the Bernoulli parameters for each row and column, Z r and Z c be m × k and n × k binary matrices that have the latent row and column sub-block assignments for each row and column. For convenience of notation, let ς uv be an indicator variable for observed entries in the matrix, i.e., ς uv = 1 if entry x uv is not missing, and 0 otherwise. Then the joint distribution over all observed and latent variables is given by
Since the observations are statistically independent given Z r , Z c , we have
Marginalizing over all latent variables, the conditional probability of generating the matrix X given the parameters
Π r and Π c can be analytically integrated out in (4) because of conjugacy: they are generated by Beta distributions which are conjugate priors to Bernoulli distributions which generate Z r and Z c . Thus (4) does not depend on Π r and Π c . It is also important to note the conditional probability of observing X as in (4) is not the product of the conditional probability of observing each entry, i.e.,
The equality does not hold because the entries in the matrix are not conditionally independent given the parameters (α r , β r , α c , β c , Θ). According to the generative process, z u r and z v c are sampled only once for each row and column, so that the observations in the same row/column get coupled. This is a crucial departure from several related mixture models which assume the joint probability of all observations to be simply a product of the marginal probabilities.
Given the entire matrix X, the learning task is to infer the joint posterior distribution of (Z r , Z c ) and compute the model parameters (α r , β r , α c , β c , Θ ) which maximize log p(X|α r , β r , α c , β c , Θ). We can then draw samples from the posterior distribution and compute the dense-block assignment for each entry. A general approach for the learning task is to use expectation maximization (EM) algorithm [13] . However, direct calculation of log p(X|α r , β r , α c , β c , Θ) is intractable, indicating that a direct application of EM is not possible. In this section, we propose an EM-like algorithm alternating between approximate inference and optimal parameter estimation to tackle the learning task.
Inference
In the E-step, given the model parameters (α r , β r , α c , β c , Θ), the goal is to estimate the expectation of the log-likelihood E[log p(X, Z r , Z c |α r , β r , α c , β c , Θ)] where the expectation is with respect to the posterior probability p (Z r , Z c |X, α r , β r , α c , β c , Θ) . We use Gibbs sampling to approximate the expectation [7, 5] . In particular, we compute the conditional probabilities of each row variable z u,j r and column variable z v,j c and construct a Markov chain based on the conditional probabilities. On convergence, the chain will draw samples from the posterior joint distribution of (Z r , Z c ), which in turn can be used to get an approximate estimate of the expected log-likelihood.
If Z −(u,j) r denotes the binary matrix Z r excluding z u,j r , the conditional probability of z u,j r = 1 is given by:
where p(X|Z r , Z c , Θ) is as in (3) and
Now,
where (8) follows since the probability of generating the entries in the rows except u does not depend on the value of z u,j r , and (9) follows since whether the entry x u,q belongs to sub-blocks other than j does not play a role in deciding the value of z 
The conditional probabilities for the other binary assignment variables can be similarly derived. The true underlying posterior distribution of (Z r , Z c ) may have multiple modes. To prevent the sampling algorithm from getting stuck in local modes, we modify the Gibbs sampler using simulated annealing [10] . Given a temperature parameter T , the sampling is done following
When T is high, the probability distribution is almost uniform, and when T is low, more emphasis is given to high probability states. In practice, we start with a relatively high T and gradually decrease T to 1, when the sampling distribution is exactly the posterior distribution of Z r and Z c . The sampling is run for enough iterations till it converges. Then we sample from the stationary distribution (with suitable gaps) to obtain N independent and identically distributed samples of (Z r , Z c ), where N is a predefined large number. From the samples, the expectation of the log-likelihood can be empirically estimated as: 
Estimation
In M-step, we estimate (α r , β r , α c , β c , Θ ) which maximizes the expectation. Note that, given Z r and Z c , each entry in the matrix is statistically independent of each other. So the parameter estimation problem can be formulated as maximizing the following expected log-likelihood objective function: 
The optimization can be broken into two independent parts-over the parameters (α r , β r , α c , β c ) of the Beta distributions, and over the natural parameters Θ of the exponential family distributions. The parameter update method is similar to the one in [4] . Due to the space constraint, we omit the details.
Experimental Results
In this section, we present experimental results on simulated datasets, a microarray gene expression dataset and a movie recommendation dataset. First, we introduce some additional notation to be used in this section: T start denotes the initial temperature parameter in simulated annealing, f T < 1 denotes the multiplicative factor by which the temperature goes down every I T iterations and N is the number of samples drawn from the stationary distribution.
Since we obtain several samples from the Markov chain after it converges, the final row and column sub-block assignments are decided by the following appraoch: if a row/column belongs to a sub-block in more than half of the samples, we consider the row/column belongs to that corresponding sub-block.
Simulated Datasets
We do experiment on four simulated datasets. The first two datasets are easy to visualize and both datasets are in the form of a 200 × 100 matrix, whose entries are initially sampled from a background noise distribution. For the first dataset D 1 , we introduce 3 non-overlapping uniform blocks (normally distributed with different means) to replace certain sub-blocks in the matrix (Figure 3(a) ). The actual dataset is obtained by randomly permuting the rows and columns, so that the block structure is not apparent (Figure 3(b) ). For the second dataset D 2 , we introduce 4 mildly overlapping dense blocks where the overlapping entries are generated from the multiplicative model in (1) (Figure 3(c) ). As before, the actual dataset is obtained by a random row/column permutation (Figure 3(d) ). The other two simulated datasets have larger number of sub-blocks, one with 10 blocks and the other with 15 blocks. We do not provide label information to STATPC on these two datasets.
We compare the performance of the proposed algorithm to a state-of-the-art subspace clustering algorithm called STATPC [15] and an overlapping clustering algorithm [4] , which we call MMM. STATPC finds non-redundant and statistically (overlapping) regions in high dimensional data. MMM finds overlapping clusters and automatically detects the noisy data points. To make the three algorithms comparable, MMM is used to cluster the entries in the matrix, instead of the rows. STATPC can make use of the row cluster labels if available-we give it substantial advantage by providing the true cluster labels for all the rows. For D 1 , since there is no overlap, we provide the true cluster label. For D 2 , we provide the true cluster labels for the nonoverlapping rows, and one of the true cluster labels for the overlapping rows. On the contrary, the proposed algorithm does not use any form of supervision. In particular, we run kmeans on the matrix entries to get the initial estimate of the component parameter values for BOSC and MMM-in this case, means and standard deviations of each Gaussian component. However, kmeans does not capture the structure of the matrix, because it rarely assigns entries to the correct sub-blocks. The noise component is initialized with the mean and standard deviation across all entries in the matrix. We use T start = 10, f T = 0.67, I T = 50 and N = 50. We quantitatively measure the performance by calculating the clustering accuracy (Table 1 ). In particular, suppose c 1 is the number of ground truth sub-blocks, c 2 is the number of output sub-blocks, and a ij ,
1 is the number of entries from the i th ground truth block that are also in the j th output block. The clustering accuracy is defined as :
Microarray Gene Expression Dataset
The microarray gene expression dataset we use consists of 4062 genes and 215 experimental conditions [14] . We first select 1000 genes that have the highest variance of expressions over the 215 conditions. We run our algorithm on this 1000 × 215 matrix and want to find subsets of genes which highly co-express under subsets of conditions. The number of sub-blocks is set to be 30. The annealing parameters are set as follows: T start = 500, f T = 0.67, I T = 75 and N = 100. As a strong baseline, we use the the Plaid biclustering algorithm [11] which has been extensively used for gene-expression analysis. The Plaid algorithm finds overlapping dense regions in gene-expression datasets. We also compare our algorithm with a model-based overlapping co-clustering (MOC) algorithm [16] and the state-of-the-art Bayesian co-clustering (BOC) algorithm [17] .
To evaluate whether the dense blocks identified are meaningful from a biological perspective, we check if the genes in each dense block show significant enrichment for known biological process annotations. We make use of Gene Ontology Term Finder 1 online tool, which searches for shared annotations given a set of genes and computes an associated p-value. The p-value measures the probability of observing a group of genes to be annotated with a certain annotation purely by chance. If genes in a dense block indeed correspond to known biological processes, we would expect a low p-value. We consider an annotation to be significant if the p-value associated with it is less than 10 −4 . We initialize all algorithms by running kmeans on matrix entries. For co-clustering algorithms, we try different combinations of row/colum cluster numbers and report the best results. The BOC algorithm estimates for each row/column the probability of belonging to each row/column cluster. We consider that a row/column belongs to a row/column cluster if it has the highest probability on that row/column cluster.
The result is listed in Table 2 . BOSC identifies 24 blocks of which 13 have significant enrichment. Most of the other identified blocks have p-values that are of the order of 10 −4 . In contrast, among the 30 'layers' found by Plaid, only 8 have significant enrichment. Among the 30 co-clusters found by MOC, 10 have significant enrichment. BOC also finds 10 blocks with significant enrichment.
MovieLens Dataset
MovieLens 2 is a movie rating dataset with 100,000 ratings from 943 users on 1682 movies. The ratings are on a 1-5 scale. We work with a subset with 568 users who submitted at least 50 ratings and 603 movies which have at least 50 ratings. The resulting matrix has 73544 ratings and 79% missing entries. Since different users may have different standards and ratings can be very personal, we z-score the ratings submitted by each user.
If we treat each genre as a cluster, the MovieLens dataset has naturally overlapping cluster structure, because each movie may have several genres. Following the methodology in [16] , we then cerate 2 subsets from the dataset we use above. The first dataset contains 220 movies from 3 genres: animation, children's and comedy. The second dataset contains 225 movies from 3 genres: thriller, action and adventure. We run the BOSC algorithm with k = 20 on these 2 datasets trying to discover genres based on the belief that similarity in the user ratings gives an indication about whether the movies are in related genres. Since the BOC algorithm [17] can handle datasets with missing entries, we use it as the baseline. We initialize two algorithms by running kmeans on the matrix entries. The annealing parameters are the same as those in the gene expression experiment. We compare pairwise precision, recall and F-measure over movies. Two movies are in a pair if they belong to the same cluster/genre. Precision, recall and F-measure are calculated as follows: For the BOC algorithm, we try different combinations of the number of row clusters and column clusters and report the best result. The result is listed in Table 3 and 4. Two algorithms have comparable performance on precision, but BOSC has higher recall and F-score.
Conclusions
In this paper, we have presented a systematic hierarchical generative model and corresponding algorithms for discovering uniform sub-blocks in a given data matrix. Preliminary empirical evidence goes significantly in favor of the proposed algorithm. Perhaps more importantly, the BOSC model introduces a substantially novel way to approach the problem. There are at least two important future research directions. First, the BOSC model assumes that the number of co-clusters k is known, which is typically not the case in several problems. We would like to investigate nonparametric priors, such as the Indian Buffet Process [6] , to relax this assumption. Second, in spite of the effectiveness of the proposed algorithm, it is computationally slow for large datasets. In future, we would like to investigate faster approximate inference algorithms for the BOSC model.
