This paper investigates the velocity-free feedback control problem associated with finite time attitude stabilization of a rigid spacecraft subject to external disturbance and input saturation. First of all, to address the lack of angular velocity measurement, a novel, fast, finite time convergent observer is proposed to recover the unknown angular velocity information in a finite time under external disturbance. Then, a finite time output feedback controller is proposed using the designed finite time observer, in which the control input saturation nonlinearity is explicitly considered in the proposed finite time stabilizer. Rigorous proofs show that the proposed observer can achieve finite time stability, the controller rigorously enforces actuator-magnitude constraints, and the attitude of the rigid spacecraft will converge to the equilibrium in a finite time. Numerical simulations illustrate the spacecraft performance obtained using the proposed controllers.
I. Introduction
T HE attitude stabilization of a rigid spacecraft with highly nonlinear characteristics has attracted a great deal of interest because of its importance in practice. Many modern nonlinear control techniques with full state feedback have been employed to improve the closed-loop performance, such as sliding mode control [1] [2] [3] , H ∞ inverse optimal control [4] , adaptive control [5] , and neural network approximation [6] . However, in practice, the assumed availability of the angular velocity measurement for use within the feedback signal is not always satisfied, because of either cost limitations or implementation considerations. As a remedy, several important attitude-control methods using output feedback have been proposed [7] [8] [9] . The underlying approach within all of these results is the construction of an ad hoc dynamic filter or observer driven by the attitude variable. It should be noted that, in these works, no model uncertainty and/or external disturbances were considered for the filter or observer design, although these always exist in practice. With this in mind, several solutions to the observer design problem associated with uncertainty and disturbances have been presented in the literature, such as the sliding-mode observer [10] [11] [12] , the high-gain observer [13] [14] [15] , and the adaptive observer [16] .
Although the spacecraft attitude-control target can be met by using the aforementioned control or observer design schemes, almost all of the previously discussed strategies require infinite time to accomplish attitude stabilization. Obviously, such an infinite settling time is not an option during critical mission phases of some high-value real-time missions. Finite time control techniques can provide a faster convergence rate, higher precision control performance, and better disturbance rejection properties, which have attracted the interest of researchers recently. Existing finite time control methods can be broadly classified into two categories: the Lyapunov-based approach [17] and the homogeneous domination approach [18, 19] . Several important recent results have used finite time-control-based attitudecontrol strategies to guarantee finite time stability [20] [21] [22] [23] .
Besides the obvious interest in ensuring closed-loop stability with finite time convergence, there is a practical motivation in introducing control saturations nested into the loop. Note that most of the aforementioned attitude controllers do not consider the control input saturation constraint for a spacecraft. Indeed, magnitude constraints on the actuator outputs are a major and unavoidable problem in practical spacecraft control system applications, due to the physical characteristics of the actuators. When the actuator has reached its input limit, any effort to further increase the actuator output would result in no variation in the output, which may lead to system instability. Although Wallsgrove and Akella [24] , Hu [25] , and Lu et al. [26] (and the references therein) have developed a range of controllers to effectively handle the limited actuator output, these controller designs have not considered velocity-free-based output feedback, finite time convergence constraints, or external disturbances. The simultaneous treatment of all of these factors is a challenging task for an attitude-control system to meet the highprecision pointing requirement and desired control performance during the missions.
The main contribution of this paper is the design of a class of velocity-free finite time attitude-stable control algorithms for spacecraft stabilization that explicitly takes into account the control input saturation, assures a fast and accurate response, and achieves effective compensation for the effect of external disturbances. More specifically, by exploiting some structural properties of the spacecraft model, a finite time convergent observer is proposed to estimate the angular velocity in finite time, in which the external disturbances are explicitly accounted for, and the residual set is also given. Then, based on the results obtained from the finite time observer, a saturated finite time attitude-control law using dynamic output feedback is developed. The proposed control method is analytically verified and also validated via a simulation study. The rest of this paper is organized as follows: Section II describes the mathematical model and preliminaries used for rigid spacecraft attitude-control system design. In Sec. III, we propose a finite time observer design scheme and provide the associated stability analysis for the estimation error dynamics. Section IV presents a finite time control design using the designed observer. Section V presents the numerical simulation results, and the paper is closed with some concluding remarks.
Throughout this paper, we use k · k for the Euclidean norm of vectors and the induced norm for matrices. For a given vector
T , and sigx α jx 1 j α sgnx 1 jx 2 j α sgnx 2 jx 3 j α sgnx 3 T , where α ∈ R, and sgn· denotes sign function. In addition, λ max · and λ min · represent the maximum and minimum eigenvalues of a given matrix, respectively.
II. Background and Preliminaries

A. Spacecraft Model with Input Saturation
Consider a rigid spacecraft described by the following attitude kinematics and dynamics equations [27] :
where ω ∈ R 3 denotes the angular velocity vector of the body-fixed reference frame of a spacecraft with respect to an inertial reference frame expressed in the body-fixed reference frame, J J T ∈ R 3×3 denotes the positive definite inertia matrix of the spacecraft,1 ; q 2 ; q 3 T are the Rodrigues parameters, and Qq is defined as Qq
denotes the vector of control torques commanded by the controller, and satτ satτ 1 ; satτ 2 ; satτ 3 T denotes the vector of the actual control torque produced by the actuators, where satτ i sgnτ i · minfjτj; jτ max;i jg denotes the nonlinear saturation characteristic of the actuators, and τ max;i is the maximum value of ith entry of the control vector. Note that, for any vector a a 1 ; a 2 ; a 3 T , the notation a × is used to denote the skew-symmetric matrix
denotes the external disturbance torque vector induced from the environment, and it includes environmental torques such as the gravitational torque and the torque arising from the aerodynamic drag, solar radiation, and magnetic effects. The following reasonable assumption is made:
Assumption 1 [28] : The external disturbance d is unknown but bounded with kdk ≤ d, where the upper bound d on the magnitude of the disturbance is known. J is a constant matrix and kJk J. For the control system design, the model of the spacecraft given by Eq. (1) can be rewritten as
where fq; v −Q _ Pv − QJ −1 Pv × JPv, P Q −1 q, and Gq QJ −1 . In what follows, this general class of second-order nonlinear model of spacecraft will be used for the attitude-control system design.
B. Definitions and Lemmas
Consider the system
where f: U 0 → R n is continuous in an open neighborhood U 0 of the origin. Suppose that the system in Eq. (3) possesses a unique solution in forward time for all initial conditions. Definition 1 [18] : The equilibrium x 0 of the system in Eq. (3) is (locally) finite time stable if it is Lyapunov stable and finite time convergent in a neighborhood U ⊂ U 0 of the origin. The finite time convergence means the existence of a function T: U \ f0g → 0; ∞, such that, ∀ x 0 ∈ U \ f0g ⊂ R n , the solution of Eq. (3) is denoted by s t x 0 where x 0 is the initial condition, s t x 0 ∈ U \ f0g for t ∈ 0; Tx 0 , and lim t→Tx 0 s t x 0 0 with s t x 0 0 for t > Tx 0 . When U R n , we obtain the concept of global finite time stability.
Lemma 1 [29] : If 0 < v v 1 ∕v 2 ≤ 1, where v 1 and v 2 are positive odd integers, then for any x, y ∈ R,
Lemma 2 [29] : For any x ∈ R, y ∈ R, c > 0, and
Lemma 3 [29] : For any x i ∈ R, i 1; 2 : : : :; n,
where v is a real number and v ∈ 0; 1. Lemma 4 [30] : If v is a real number and v > 1, then, for any x ∈ R and y ∈ R, we have jx yj v ≤ 2 v−1 jx v y v j and jxj jyj 1∕v ≤ jxj 1∕v jyj 1∕v .
Lemma 5 [17] : Consider the system in Eq. (3). Suppose there is a Lyapunov function Vx defined on a neighborhood U ⊂ R n of the origin, and
where p ∈ 0; 1 and β ∈ R . Then the origin of Eq. (3) is locally finite time stable, and any Vx that starts from U can reach Vx ≡ 0 in finite time. Moreover, if T is the time needed to reach Vx ≡ 0, then
where V0 is the initial value of Vx. Lemma 6 [31] : Consider the system in Eq. (3). Suppose there is a Lyapunov function Vx defined on a neighborhood U ⊂ R n of the origin, and
where g ≥ 1, p ∈ 0; 1, and α, β ∈ R . Then the origin of Eq. (3) is locally finite time stable, and any Vx that starts from U can reach Vx ≡ 0 in finite time. Moreover, if T is the time needed to reach Vx ≡ 0, then
where V0 is the initial value of Vx, and F· denotes the Gaussian hypergeometric function. The conditions on g, p, α, and β ensure that F· is convergent. For more details on the Gaussian hypergeometric function, one can refer to [32] .
Remark 1: Near x 0, the approximate Lyapunov dynamics in Eq. (5) becomes _ Vx βVx p < 0, whose finite time convergence is the same as that in Eq. (4). When far away from x 0, the approximate dynamics becomes _ Vx αVx g < 0, whose convergence rate is higher than that given in Eq. (4). So we can see that the double homogeneity powers g and p ensure that the system is fast finite time stable (FFTS), which means the system in Eq. (3) converges quickly both at a distance from, and at close range to, the equilibrium. Moreover, the T in inequality (6) is further bounded by
Lemma 7 [33] : Consider the system in Eq. (3). Suppose that there exists a Lyapunov function Vx, scalars p ∈ 0; 1, α, β ∈ R , and 0 < ϑ < ∞, such that _ Vx ≤ −βVx p ϑ. Then, we define the trajectory of this system as practical finite time stable (PFTS).
Remark 2: Both the finite time stability in Lemma 5 and the FFTS in Lemma 6 mean that the system state in Eq. (3) can converge to zero. By contrast, the PFTS only guarantees the state can converge to a small neighborhood of zero; however, practical finite time stability has great value in real applications.
Proposition 1: If v is a real number and v > 1, then, for any x ∈ R, y ∈ R, and z ∈ R, we have jx y zj v ≤ 2 2v−2 jx v y v z v j and jxj jyj jzj 1∕v ≤ jxj 1∕v jyj 1∕v jzj 1∕v .
Proof: According to Lemma 4, we have
Clearly, Proposition 1 follows from Eqs. (8) and (9).
III. Finite Time Angular Velocity Observer Design and Analysis
In this section, the design procedure for an angular velocity observer in the presence of external disturbance is presented, the parameter selection is discussed and also the observer performance is investigated.
A. Structure of the Finite Time Observer
In view of the system in Eq. (2), letq andv denote the estimate of q and v, respectively; correspondingly, defineq ≜ q −q andṽ ≜ v −v as the estimation errors. The following finite time observer is proposed
where the gain parameter θ and the homogeneity powers p 1 , p 2 , g 1 , g 2 are designed to satisfy θ ∈ 1; ∞; p 1 ∈ 0.5; 1; p 2 2p 1 − 1 ∈ 0; 1;
Further, the auxiliary terms u r1 ρ 1 sgnq and u r2 ρ 2 sgnq are selected to deal with the external disturbance. Here ρ 1 and ρ 2 are called the sliding-mode-like gains to be determined later. Remark 3: Note that only θ, p 1 , ρ 1 , and ρ 2 need to be designed to achieve the performance of the finite time observer in Eq. (10) . Although the observer seems to be quite complicated, it requires simple design procedures and inexpensive online computations, a feature of practical importance for real-time implementation, especially when onboard memory space and computing power are limited.
B. Finite Time Observer Convergence Analysis
As part of the proposed observer,q is used to calculatev only. Although the true v is unavailable,v can be obtained by the finite observer, Eq. (10), and we will prove thatv can perfectly track the true v in finite time in this section.
From the system in Eq. (2) and the observer in Eq. (10), the corresponding estimation error dynamic system can be written as
Following [12, 34] , the following assumption is made: Assumption 2: The state _ q is assumed to be bounded, and there exists a known positive constant Δ and compact set
Consider the following coordinate transformation:
then the system in Eqs. (12) and (13) can be rewritten as
Taking the time derivative of _ P and _ Qq yields
Substituting Eqs. (16) and (17) into fq; v yields
Then, one has
Note that
With the same analysis method as stated in Eq. (20), fq; v − fq;v can be further rewritten as
For the matrices Q and P, the following properties are known [35, 36] kQk
According to Eqs. (22) and (23), if kqk ≤ Δ in Assumption 2 holds, the Euclidean norm of Q and P can be calculated as
By using kvk ≤ Δ from Assumption 2, the Euclidean norm of fq; v − fq;v is bounded as follows:
Then the following statements can be derived: Theorem 1: Consider the spacecraft system in Eq. (1), and satisfy Assumptions 1 and 2. If the finite time observer is designed as Eq. (10) with the gains θ, p 1 , p 2 , g 1 , g 2 satisfying the constraints in Eq. (11), then the estimation errorsq andṽ are convergent to an residual set D 2 , given by
Here the convergence times t 1 and t 2 are given as
where the parameters β 1 , β 2 , θ 0 , and c i (i 1; 2; : : : 6) are given by
where L fp V p q;ṽ and L fg V g q;ṽ denote the Lie bracket [19] and P 0 is any positive definite symmetric matrix. Proof: Consider the system in Eq. (15) . If the terms −θ g 1 sigε 1
are both omitted, then Eq. (15) can be rewritten as
For p 1 ∈ 0.5; 1, p 2 2p 1 − 1 ∈ 0; 1, the system in Eq. (31) can be easily verified to be homogeneous of degree p 1 − 1 with respect to the weights one and p 1 . Let the positive definite Lyapunov function be of the form V p q;ṽ ε T P 0ε , whereε sigε 1 1∕γ T ; sigε 2 1∕γp 1 θ2 T T , γ p 1 p 2 , and P 0 is any positive definite symmetric matrix. Further, let f p denote the vector field of the system in Eq. (15), and L fp V p q;ṽ denote the Lie bracket [19] q;ṽ of the vector fieldsq andṽ. Thus, it is clear that V p q;ṽ and L fp V p q;ṽ are homogeneous of degree 2∕γ and (2∕γ p 1 − 1), respectively, and that V p q;ṽ is also positive definite.
Following [19] , the inequality can be given by L fp V p q;ṽ ≤ −c 1 V p q;ṽ β 1 , with
In addition, we have
in the same way as in [37] .
Consider the following auxiliary system
obtained by simultaneously omitting the terms θε 2 − θ p 1 sigε 1
For g 1 1∕p 1 and g 2 p 1 1∕p 1 − 1, the system in Eq. (32) is also homogeneous of degree g 1 − 1 with respect to the weights one and g 1 . Then, consider the following Lyapunov function V g q;ṽ ε T P 0ε , whereε sigε 1 1∕γ T ; sigε 2 1∕γp 1 θ2 T T , γ p 1 p 2 , and P 0 is any positive definite symmetric matrix. Let f g denote the vector field of the system in Eq. (32) . It is easy to verify that V g q;ṽ and L fg V g q;ṽ are homogeneous of degree 2∕γ and (2∕γ g 1 − 1), respectively, and V g q;ṽ is also positive definite. By using [19] again, the following inequality holds: L fg V g q;ṽ ≤ −c 2 V g q;ṽ β 2 , where c 2 −max fz: V p z1g L fg V g z and β 2 1 γ∕2p 1 − γ∕2 ≥ 1 are defined. In addition, we have
in the same way as c 1 .
In view of the estimation error system in Eq. (15), a Lyapunov function is chosen as
Then, taking the derivative of Vq;ṽ along the solution of the system in Eq. (15) yields
Further simplification of inequality (34) gives
Substituting Eq. (27) into Eq. (35) yields
According to Lemma 2, the following inequality is obtained:
and then, by Lemma 3, one has
Substituting Eqs. (37-39) into Eq. (36) yields
For the sake of brevity, let Vq;ṽ be denoted by V. Then the inequality (40) can be rewritten as
and c 5 2
For further analysis, the following two cases are considered:
Case 1: If V ≥ 1, then inequality (41) can be simplified as
The gain parameter θ is selected to satisfy
Because the inequality (42) is only satisfied when V ≥ 1, we cannot conclude that V converges to zero from Lemma 6. However, we can conservatively estimate the time t 1 , which denotes the time needed to reach V ≡ 1, by using Lemma 6 as follows:
where c 6 c 2 − c 3 − c 4 ∕θ − c 5 ∕θ 2 > 0, and V 0 denotes the initial value of Vq;ṽ.
Case 2: If Vq;ṽ < 1, then from inequality (41),
Choose θ 0 ∈ R and a large θ such that c 1 > c 3 . Then one has 0 < θ 0 < 1 − c 3 ∕c 1 − c 4 ∕θc 1 − c 5 ∕θ 2 c 1 . Inequality (44) can be further rewritten as
If the inequality
holds, then, from inequality (45), the system tends to be stable and we can further calculate the residual set of V as
In addition, if inequality (46) holds, then the fast finite time stability described by Lemma 6 will be achieved for inequality (45). Although V will not converge to zero, we can conservatively obtain the convergence time T 1 ≤ t 1 t 2 of V by using Lemma 6, where the time t 2 is given by
where V t 1 denotes the value of V at time instant t 1 . From the preceding analysis, the residual set of the estimation error q;ṽ can be obtained from inequality (47) as
Or it may be rewritten as
Then, in view of Lemma 3, one can easily show that
Finally, let D 2 denote the residual set of estimation error q;ṽ. This is given by
where a γ∕2β 1 − 2 γ ≥ 1. Hence, the proof of Theorem 1 is completed.
C. Sliding-Mode-Like Gain Determination
The preceding analysis shows that a bounded residual set of estimation error (i.e., not zero) is achieved with a large gain θ. This subsection will analyze the case that the estimation error will converge to zero with the help of the sliding-mode-like gain ρ i (i 1, 2) and at the same to avoid too large a gain θ. The rationale of this solution is twofold: 1) Design a robust term u 1 to ensure the estimation errorq will reach and maintainq 0.
2) Design u 2 by an equivalent control signal to maintainq 0 and then achieve the finite time stability of the system in Eq. (13) .
The following conclusions can be stated. Theorem 2: For the estimation error system (12), satisfying Assumptions 1 and 2, if the observer is designed as Eq. (10) with sliding-mode-like gain ρ 1 satisfying
Proof: Consider the Lyapunov function VTq . Taking the time derivative of Vq yields
According to Proposition 1, we have the following inequalities:
Substituting Eq. (56) into Eq. (55) yields
Using the same approach as obtaining the bound of kq;ṽk (i.e., D 2 ), we can acquire the bound of kṽk as follows:
Further simplification of inequality (58), gives
for time instant t ≥ t 1 t 2 . Further simplification of inequality (59) leads to
If we choose ρ 1 such that
then ρ 1 can be further obtained without requiring the knowledge of kṽk. Therefore, inequality (55) becomes _ Vq ≤ −2θV
for time instant t ≥ t 1 t 2 . According to Lemma 6, it can be concluded thatq 0 can be achieved in finite time and maintained after time instant T 2 , with
where Vq T 1 denotes the value of Vq at time instant T 1 . The proof of Theorem 2 is completed. Remark 4: In view of Eq. (55), a large sliding-mode-like gain ρ 1 > kṽk can ensure the finite time stability, but too large a value of ρ 1 may lead to excessive control torque and reach the saturation limit. In addition, often we do not know the bound of kṽk. So the preceding proof gives readers another way to choose a more suitable and smaller value of ρ 1 without requiring knowledge of kṽk. Now a further conclusion can be stated as follows: Theorem 3: For the estimation error system (13), satisfying Assumptions 1 and 2, if the observer is designed as Eq. (10) with sliding-mode-like gain ρ 2 satisfying ρ 2 > λ kGqdk, then the estimation errorṽ will convergence to zero in finite time T 3 T 2 t 4 , where t 4 satisfies
Proof: Onceq 0 is achieved after finite time T 2 , the error dynamics can be rewritten as _q 0
Choose another Lyapunov function Vṽ ṽ Tṽ for the transformed error dynamics in Eq. (63), and the proof procedure is similar to that of Theorem 1, which yields
From the previous analysis in Theorem 1, inequality (64) can be further simplified as
where the sliding-mode-like gain ρ 2 satisfies c 6 ρ 2 − λ− kGqdk > 0. Then it can be concluded that the estimation errorṽ will convergence to zero in finite time T 3 T 2 t 4 , where t 4 satisfies
by using Lemma 5. Here Vṽ T 2 denotes the values of Vṽ at time instant T 2 . Hence, the proof of Theorem 3 is completed.
IV. Finite Time Output Feedback Attitude Control Under Input Saturation
In this section, we will investigate the finite time attitude stabilization problem by output feedback for a rigid spacecraft without angular velocity measurement, while subject to control input saturation. To solve the problem, the developed finite time convergent observer will be used to recover the real angular velocity in a finite time.
Define the following auxiliary variables aŝ
where k 1 > 0, σ σ 1 ∕σ 2 ∈ 0.5; 1, and σ 1 and σ 2 are positive odd integers. Then the following controller is designed as
where k 2 > 0, k 3 > 0, and k 4 > 0 are chosen by the designer, and 
where τ max;i > 0 is the maximum value of the ith entry of the control vector. Combining Eq. (69) and Eq. (70), then the saturation controller can be written as
Since τ max;i > 0, τ i never equals zero when jτ i j > τ max;i . Thus, although the saturation controller divides by τ i when jτ i j > τ max;i , the divisor is never zero; and when τ i equals zero, satτ i would be zero too. It is clear that the coefficient Θ i τ i is considered as an indicator for the saturation degree of the ith entry of the control vector and Θ i τ i ∈ 0; 1. According to the density property of real numbers, there exists a constant δ satisfying 0 ≤ δ ≤ minfΘ 1 τ 1 ; Θ 2 τ 2 ; Θ 3 τ 3 g ≤ 1 [25] .
Then the following statement can be derived. Theorem 4: For the spacecraft system given by Eq. (1) under Assumption 1, if the finite time angular velocity observer is given by Eq. (10), and the finite time controller is chosen as Eqs. (67) and (68) with gains k 1 and k 2 , satisfying where the parameters σ, ϑ 1 , θ 3 , and c i (i 9, 10) will be given in later proof. Proof: Now, consider the candidate Lyapunov function
The derivative of V q along subsystem in Eq. (2) yields
In view of Lemmas 1 and 2, the following inequality holds
and then Eq. (75) has the form
Accordingly, taking the derivative of Vv i yields
where τ i ∂v i ∕∂t. Note that here the fact
Using the inequality
Eq. (78) yields
Define an auxiliary variable h i v as
There exists an unknown constant Y i such that
where Φ 1 jv i j v 
Substituting Eq. (83) into Eq. (80) yields
In addition, taking the derivative of V Yi yields
Now using Eqs. (80), (84), and (85), one has
In view of Eq. (67), there exists c 6 and c 7 such that
In addition, for any θ 1 ∈ 0.5; 1, the term
Further simplification of inequality (88) gives
The following two cases are analyzed for Eq. (89). If
then using the basic concept of a power function, one has
where θ 2 ∈ 0; 1. In view of Eqs. (90) and (91), one has
Then, substituting Eq. (92) into Eq. (89) yields
Using Eqs. (87) and (93), it follows from Eq. (86) that
where c 9 minfc 6 ; c 7 ; c 8 g. Since
where c 10 maxf1∕2; 1∕2 − σk 11∕σ 1 g.
In view of Lemma 3, it follows that
Vq;v 1σ∕2 ≤ c 1σ∕2 10
and then
To analyze the stability of the closed-loop system, a new Lyapunov function is defined as 
where Δ 4 is a positive constant satisfying
Similar to the analysis from [34] , _ Vq;q;v;ṽ ≤ 0 if one of the following conditions holds:
which implies that the trajectories of the closed-loop system are bounded in finite time T 3 . Then, from Theorems 2 and 3, the estimation errorsq andṽ will converge to zero, if t > T 3 . Hence, Eq. (97) further yields
Vq;v 1σ∕2 ϑ 1 (101)
Using Lemma 7, q andv will be stabilized to a residual set D 3
in finite time T 4 T 3 t 5 , and t 5 satisfies
for θ 3 ∈ 0; 1, and here Vq;v T 3 is the value of Vq;v at time instant T 3 . Hence, the proof of Theorem 4 is completed. Remark 6: The preceding procedure for the selection of control and observer gains for the control strategy can summarized as follows: 1)
Step 1: Select suitable homogeneity power p 1 , which mainly affects the convergence time of the observer. Once p 1 is fixed, according to the relation Eq. (11), p 2 , g 1 , and g 2 can be calculated.
2)
Step 2: Select suitable gain parameter θ, which mainly determines the estimation precision. Then the sliding-mode-like gain ρ 1 can be selected.
3)
Step 3: Select ρ 2 such that ρ 2 > λ kGqdk.
4)
Step 4: Select suitable homogeneity power σ, which mainly affects the convergence time of the controller. Then the gain conditions for k 1 and k 2 in Eq. (71) are determined, and k 1 and k 2 can be selected properly.
V. Simulation Results and Comparison
To verify the effectiveness of the proposed observer and controller, the detailed responses are numerically simulated using the rigid spacecraft system governed by Eq. (1) in conjunction with the proposed fast finite time observer in Eq. (10) and saturation finite time controller in Eqs. (67) and (68). The inertia matrix is taken as J 20; 1.2; 0.9; 1.2; 17; 1.4; 0.9; 1.4; 15 and the maximum available torque is assumed to be τ max;i 1 Nm.
The proposed finite time controller with the finite time observer is compared with the finite time output feedback control scheme in [34] and to the unit quaternion output feedback controller developed in [38] , for the same initial conditions. Because both of the output feedback attitude controllers in [34] and [38] do not consider actuator saturation, for comparison purposes, the abrupt saturation function of this paper will be applied to the control laws in [34] and [38] . The control gains in the following simulations were selected by trial and error until a good tracking performance was obtained. This procedure resulted in the gains given in Table 1 for the preceding three control schemes. In addition, it is assumed that the attitude measurements are corrupted with random measurement noise of magnitude 0.05 deg ∕s, and that such a signal is used to compute the control torque. Although, in practice, noisy measurements are first filtered using a suitable filter before being used to calculate the control law, such raw measurements
are used here to demonstrate the robustness of the controller. Three cases are considered: without external disturbances, with external disturbances, and different initial conditions. [34] , and c) controller in [38] . [34] , and c) controller in [38] . [34] , and c) controller in [38] .
posed finite time observer in Eq. (10), the results are compared with the designed observer in [34] , as shown in Figs. 1 and 2. It can be observed that the state estimation errors of angular velocity for the observer in Eq. (10) converge to the neighborhood of the equilibrium after roughly 0.05 s, whereas the observer in [34] took around 0.08 s. These verify the conclusions in Sec. III that the attitude and the angular velocity can be precisely estimated by the proposed observer in finite time and also faster than the observer proposed in [34] using a sliding-mode-like term.
To examine the effectiveness of using the three aforementioned different controllers, we first define the energy index, which is related to the amount of energy (chemical or electrical energy) that actuators (thrusters or reaction flywheels) consume during attitude stabilization, as follows:
The comparative simulations are conducted and the results are shown in Figs. 3-6 . To make a one-to-one comparison, the parameters in Table 1 have been set to guarantee that the settling time of the attitude for the three controllers is identical, as shown in Figs. 3 and 4 . Figure 5 shows that the actual control torques are within their maximum allowable limit (i.e., 1 Nm), and Fig. 6 shows that the controllers in [34] and [38] consume much more power or energy than the proposed controller. From the simulation results, it can be seen that the angular velocity can be quickly estimated using the designed observer, and also that the proposed control system can achieve the control objective with high accuracy and less energy even with measurement noise, in comparison with existing control schemes in the literature.
B. Case B: Comparison with External Disturbances and New Initial Condition
In this case, to examine the adaptability of the preceding three control schemes, new initial conditions have been considered with external disturbance and without measure noise. The external disturbance is assumed to be d 0. The proposed control scheme
The control scheme in [34] The control scheme in [38] Energy 0; 0; 0 T , respectively. The control parameters remain the same as in Table 1 , and we obtain the simulated results shown in Figs. 7-12. Figures 7 and 8 show the estimation errorq andṽ for the observer (10) and the observer in [34] . Fast convergence within 0.05 s is achieved for estimation of the angular velocity using the proposed observer with high accuracy, whereas the observer in [34] converges after 0.08 s but with severe oscillations. Figures 9-11 show the time responses for the three control schemes, and it is clear that the proposed scheme has the fastest transient response with the highest accuracy. Moreover, the proposed controller consumes much less power and/or energy than others, as shown in Fig. 12 . It is seen that the control performance can be achieved despite the presence of external disturbances; however, for the control laws in [34] and [38] , it can be observed that the system [34] , and c) controller in [38] . performance is significantly degraded with disturbances. Moreover, severe oscillations are present, in contrast to the proposed method. These oscillations exist during the whole process, which deteriorates the performance of attitude stabilization.
C. Case C: Comparison with Identical Settling Times
To illustrate the reduced energy consumption of the proposed controller, a third simulation based on case B has been performed. First, we fine tune the control parameters in Table 1 to ensure that the settling time for the attitude for the proposed controller [Eqs. (67) and (68)] and the controllers in [34] and [38] are identical. Figures 13-15 show that the settling time of the attitude has been set to 25 s through fine tuning of the gains. Then, Fig. 16 shows that the proposed controller uses less energy than other controllers.
Summarizing all of the cases, it is noted that the proposed scheme can successfully accomplish attitude stabilization with high-attitude pointing accuracy and stability in the presence of external disturbances, measurement noise, different initial condition, and even actuator input constraints in both theory and simulations. In addition, extensive simulations were also performed using different control parameters, disturbance inputs, and even combinations of the actuator output limit. These results show that the closed-loop system attitude stabilization is accomplished in spite of these undesired effects in the system. Moreover, the flexibility in the choice of control The control scheme in [34] The control scheme in [38] Energy [34] , and c) controller in [38] .
parameters can be used to obtain the desired performance while meeting the constraints on the control magnitude.
VI. Conclusions
A finite time control scheme for spacecraft attitude stabilization without angular velocity measurement is investigated in this paper. In contrast to the existing literature, external disturbances and control constraints are taken into account simultaneously for the finite time observer and controller loop design. The performance of the proposed finite time observer and controller was examined through numerical simulation of the governing nonlinear system equations of motion and was compared with finite time and asymptotic control laws. It was shown by simulation that the proposed finite time observer and/or control scheme provides faster convergence and better disturbance rejection with higher accuracy than the existing controllers. In future work, the extension of the controller to faulttolerant control design with actuator faults will be investigated. The control scheme in [34] The control scheme in [38] Energy index, E / ( N 2 m 2 s) Fig. 16 Energy consumption for the three control schemes with disturbance.
