ABSTRACT To improve the performance of a current loop, this paper presents a novel current control scheme for an interior permanent magnet synchronous motor (IPMSM) based on the model predictive control (MPC) algorithm in a synchronous rotating frame (dq-frame). The recently developed explicit MPC (EMPC) is introduced to ensure the feasibility of real-time implementation in the control hardware. To achieve feasible reformulation of the current control problem using EMPC, a coupled nonlinear IPMSM mathematical model is linearized using an augmented model with disturbance. Furthermore, to approximate the related quadratic stator current and voltage constraints in the dq-frame, they are also transformed into a series of linear inequalities. We propose an improved disturbance observer based on the augmented model, in conjunction with the concept of offset-free MPC, to estimate both the disturbance terms and the state variables from the predicted and measured outputs. All the influences of plant/model mismatches and un-modeled nonlinear terms are removed by the estimated total disturbance within the closed-loop framework of EMPC. The proposed EMPC scheme not only improves both the dynamic performance and the steady-state precision of the current loop, but it also exhibits robustness against parameter uncertainties. The proposed method has been proven and verified successfully in both simulation and experiment.
I. INTRODUCTION
Interior permanent magnet synchronous motors (IPMSMs) are characterized by strong reliability, high power density, high efficiency, and a large torque-ampere ratio. Therefore, IPMSMs are used extensively in the automotive industry as traction motors [1] . For IPMSM drive control in electric vehicle and hybrid electric vehicle applications, improving both the dynamic and the steady-state current control performance is essential for smooth driving, energy saving, good vibration behavior, and noise control of the vehicle. Furthermore, because of safety considerations, there are strict limitations on the operation of IPMSMs, e.g., the maximum allowable stator current magnitude and maximum achievable voltage of the voltage source inverter. A widely adopted current
The associate editor coordinating the review of this manuscript and approving it for publication was Xiaodong Sun. control method for an automotive traction motor is the singleinput single-output proportional-integral (PI) controller with a feedforward cross-coupling compensation method based on field-oriented control [2] . The PI controller is used most commonly in practice because it has good disturbance rejection properties, and it is insensitive to system parameter variation. However, PI control does not have an optimal dynamic response because of the reasonably low transient response of the integral components. In a PI controller, the system constraints are considered by saturation of the corresponding values and anti-windup in case of actuating value saturation to suppress output overshooting. Anti-windup also leads to an imperfect dynamic response [3] . In attempts to both overcome these shortcomings and improve the performance of current tracking, various current control techniques have been introduced, such as internal model control [4] , fuzzy control [5] , sliding mode control [6] , neural network inverse method [7] and [8] , and model predictive control (MPC) [9] and [10] . Among these algorithms, MPC is proposed as a feasible alternative for current control of electric machines because of its fast dynamic performance and multivariable constraint control capability [11] . MPC uses a mathematical model of the system with measured states to predict the future behavior of the controlled variables. The prediction results are evaluated using a customized cost function based on the difference between the actual output and the trajectory to be tracked. MPC casts the control problem as an optimization problem, which makes it convenient for handling constraints and nonlinear models explicitly. The optimal state-space control problem is solved at each time step, which provides the control action sequence. The asymptotic stability and the optimality of constrained MPC are discussed in [12] . Compared with other control methods, the main advantage of MPC is that the safety and physical limitations of a drive can be incorporated as control objectives directly into the control problem formulation such that future constraint violations can be anticipated and prevented.
Despite the abovementioned advantages, the real-time implementation of MPC brings high computational burden because of the finite-horizon optimal control problem solved at each sampling period. To reduce the amount of online computation, some researchers [13] introduced an explicit solution of constrained MPC, i.e., the so-called explicit MPC (EMPC). EMPC can achieve the same performance as MPC and it inherits the stability of MPC. With this concept, the optimization problem can be solved offline, and the controller can be depicted by piecewise affine (PWA) functions [14] , which significantly reduces the online computational burden, making it suitable for real-time implementation with fast sampling rates. An EMPC-based design is given in [15] , where a combination of speed and current control in a single controller was applied to an electromechanical model of a permanent magnet synchronous motor (PMSM) in a synchronous rotating frame (dq-frame). To deal with the problem of unmeasured disturbance, an extra integrator was superimposed on the MPC to remove the steady-state error. A PMSM control method [16] was developed based on EMPC using a novel linearization and constraint handling method, which allowed natural field weakening. It also added an extra compensation voltage calculation to the controller output to remove the inaccuracy introduced by the model linearization process.
Another disadvantage of using MPC is that its performance depends largely on the accuracy of the model. Furthermore, the effects of un-modeled nonlinear disturbances and plant/model mismatch cause that the output prediction error must to be considered during the MPC design. Several articles addressing this problem have been published. For example, some researchers [17] presented a method for a design of an integrated disturbance model and observer to achieve offset-free MPC. Others [18] reviewed the main approaches proposed for achieving offset-free control. In addition, results that were more generalized were derived [19] , which presented the conditions that ensured detectability of the augmented system. A theoretical analysis of the offset-free properties of such an augmentation, within the MPC framework was performed [20] . An EMPC design for a current loop with estimation of the disturbances using the recursive least squares method fed forward for compensation was discussed [21] . An EMPC speed controller for an induction machine was designed considering load disturbance as an additional state variable, and a Kalman filter was applied to correct the predicted state variables to reject the disturbance [22] . A state and disturbance observer was designed based on a quadratic Lyapunov function, as proposed in another study [23] , to guarantee asymptotic stability of the estimation error for MPC-based PMSM current control. In summary, most current formulations of MPC/EMPC with disturbance rejection have a disturbance observer, together with a dynamically constrained cost function and a target calculator. The disturbance observer techniques for the estimation of the additional system states, e.g., the Luenberger observer, Kalman filter, or extended Kalman filter, were studied [24] - [26] .
Many MPC/EMPC techniques have been successfully applied to PMSM drives in the past. Unfortunately, only a few papers have discussed the application of MPC/EMPC to the current control of IPMSMs. This motivated us to propose an EMPC scheme for application to IPMSMs. The main contribution of this paper is the presentation of a complete procedure for the formulation of an EMPC controller for the IPMSM current control problem. It includes the linearization of the plant, constraint linearization handling, and offset-free control MPC implementation, particularly when designing an adaptive disturbance observer aimed at negation of the effects of plant/model mismatches and un-modeled nonlinear terms. The remainder of this paper is organized as follows. An overview of the basic theoretical background of MPC is presented in Section II. The IPMSM drive model is described in Section III. The EMPC framework design and its implementation are presented in Section IV. Section V provides the results obtained from simulation and experiment. Finally, our conclusions are summarized in Section VI.
II. BACKGROUND OF MODEL PREDICTIVE CONTROL
The principal concept of MPC is to use a model of a plant to predict the future evolution of the system. The most common way to describe a system is to use of a state-space model. For a linear time-invariant (LTI) dynamical system with n state variables, m inputs, and p outputs, the discrete-time statespace formulation at time instant k is given by
where x ∈ R n , u ∈ R m , and y ∈ R p are the system state, system input, and output variables, respectively. The system variables are limited by the constraints u min ≤ u(k) ≤ u max and y min ≤ y(k) ≤ y max . The model matrices A and B allow VOLUME 7, 2019 prediction of the evolution of the system as a function of the initial state x(k). For a linear constrained system, the MPC control objective is commonly formulated as a quadratic cost function:
where
is the control input sequence; N p and N u are the prediction horizons and control horizons, respectively, with N u ≤ k < N p . The input is supposed to be constant after N u + k − 1; Q and R are symmetric and non-negative defined weighted matrices, penalizing the state and the control input with appropriate weighting factors over the prediction horizon N p ; The control law is computed by solving the following constrained optimal control problem at each time step:
More precisely, the basic principle of MPC can be summarized as follows. At a given sampling instant k, using the current state x(k) as the initial state, the optimization problem (3) yields an open-loop optimal control sequence. Once the optimal control input sequence U * k is obtained, only the first control input u * k will be applied to the physical system. At sampling instant k + 1, based on the latest measured value of x(k + i), the new optimal input u * k+1 is obtained for the shifted horizon and subsequently applied. The control scheme updates the state and calculates the optimal control input sequence for the shifted prediction horizon in a receding horizon fashion. This is the main feature of MPC, combining the open-loop optimal control laws and state feedback. By introducing
MPC problem can be solved by quadratic programming (QP):
where H = B T QB + R, F = A T QB, and Y = A T QA. The matrices G, W , and E can be calculated from Q and R in (2) . However, solving the QP problem online involves a high computational burden. To reduce the computational effort, EMPC is introduced in this paper. In EMPC, the state variable x(k) is treated as a parameter vector. By introducing z = U +H −1 F T x(k), we can rewrite the optimization problem (4) as follows:
with S = E + GH −1 F T . In this way, the QP problem turns into a multiparameter programming (mp-QP) problem that can be used to compute its solution offline. The explicit solution defines the optimal control law, which is expressed as a PWA function over a finite number of contiguous regions in the subdivision of feasible states with respect to the parameter vector. In each region of the state space, the PWA control law is expressed as follows:
where i is the index of the active region in which the state x(k) is contained at sampling instant k. The matrices F i and G i are the results of the optimization algorithm described elsewhere [27] . The optimal control laws are precomputed and read from a lookup table (LUT). The online calculation part is reduced to search the region in which the current state x(k) belongs, and the associated PWA control law can be returned by the active region. This is only a brief description of EMPC; a more detailed explanation is available [13] and [14] . Many efficient algorithms are available for use in searching for control laws, e.g., the binary tree [28] . In particular, the multiparametric toolbox (MPT) [29] of MATLAB can efficiently solve the optimization problems and export the PWA control law stored in a lookup table that can be ported to the target application. Moreover, it also provides routines to generate region partitions and binary search trees for its simulation and implementation.
III. MODELING AN IPMSM A. MOTOR MODEL
We assumed that all electrical parameters are constant at steady state and ignored iron loss. In the dq-frame with the d-axis fixed to the rotor PM flux linkage vector, the stator current equation of a star-connected three-phase IPMSM is characterized by the following equations:
where u d and u q are the d-and q-axis components of the stator voltage, respectively; ω e is the rotor electrical speed, which is related to the rotor mechanical speed ω m by ω e = P n ω m , with P n denoting the number of pole pairs; and i d and i q are the d-and q-axis components of the stator current, respectively. Here, d/dt is the differential operator, R s denotes the stator windings per-phase resistance, L d and L q are the d-and q-axis inductances, respectively, and f denotes the magnet's flux linkage established by permanent magnets. Because MPC requires a discrete time model, the electrical dynamics of an IPMSM need to be well approximated. To this end, the forward Euler discretization technique was used to obtain a time-discrete state-space model with time step T s :
B. MOTOR MODEL LINEARIZATION FOR MPC
Good models for MPC must be descriptive enough to capture the most significant dynamics of the system and simple enough for solving the optimization problem. As mentioned in Section II, the MPC optimization problem represented by the constrained LTI system can be processed offline with minimal complexity. For this reason, a linear system model should be developed, given that the plant model described in (8) is a nonlinear set of equations even if electrical and mechanical parameters are constant, for which the motional coupling terms in each of the equations involves the product of the electrical angular velocity and the current of the other axis. In automotive electric traction drives, the stator phase currents and the rotor position are measured by sensors; thus, i d and i q can be obtained using the Clarke and Park transformation sequentially with the measured phase current. The rotor electrical angular velocity can be calculated from the measured rotor position signal. By introducing the auxiliary vector
, the speed-dependent terms are lumped into this auxiliary vector of the form
T in which ω e is used as a variable parameter as it only varies slowly with the rotor reference frame angular velocities. However, ς(k) contains the time-varying parts at the time instant k. It should be noted that the parametric variation can be considered by using a disturbance observer [19] . Although ς (k) varies quickly during fast current transients, the corresponding evolution of ς (k) can be easily predicted in each current loop control cycle using the disturbance observer. In this way, the auxiliary vector ς (k) is assumed to be a constant disturbance throughout the MPC prediction horizon
which is updated by an observer at the beginning of the prediction process. During our simulations and experiments, we found that based on assumption (9), we achieved good performance in all operating conditions. Moreover, all the disturbance effects of un-modeled nonlinear terms and plant/model mismatches can also be attributed to ς (k). The linearized discrete-time state-space model of an IPMSM for MPC can be rewritten in the following form:
, and y(k) ∈ R 2 are the system state, input, and output vectors, respectively. The matrix coefficients are described in terms of system parameters:
The linear plant model (10) should be augmented with the disturbance model ς(k) to capture the mismatch between (7) and (10) in the steady state. Under certain conditions, the MPC controller in combination with the observer provides zero offset in the steady state. Further details about the conditions and proofs for offset-free MPC can be found in [18] . Our MPC scheme has the following form:
In our MPC problem setup, the plant model is augmented by as many states as there are tracked variables, and the number of disturbances is equal to the number of measurements, which guarantee offset-free control. Theoretical analysis of the offset-free properties of such an augmentation within MPC was performed [20] . To yield the exact open-loop state evolution in (11), the state and disturbance terms are required over the prediction horizon. To this end, we propose an adaptive Kalman observer (AKO), based on augmented model (11) , to estimate the states and corresponding disturbances simultaneously at each sampling instant, which is discussed in Subsection IV-A.
IV. PROPOSED EMPC FRAMEWORK A. DISTURBANCE OBSERVER DESIGN
The observer is used to estimate the states and disturbances from the measured stator currents, which are designed through a Kalman filter. For the LTI system (11) , where the number of measurable outputs is equal to the number of disturbances, the existence of stable states and disturbance observations can be proven [18] . Without any loss of generality, the state and disturbance observer is designed based on the augmented model (11) as follows:
where the vectors w(k) ∈ R 4 and v(k) ∈ R 2 are zeromean white-nose disturbance for the augmented system and VOLUME 7, 2019 measurement, respectively. w(k) and v(k) are not cross correlated and their covariances satisfy the following:
where Q w ∈ R 4×4 and R v ∈ R 2×2 are diagonal matrices. The Kalman observer (KO) consists of the set of simple recursive calculations shown below:
wherex(k + 1),ς(k + 1), andP(k + 1) ∈ R 4×4 are the state estimate, disturbance estimate, and error covariance after a measurement update, respectively. Here, L(k) ∈ R 4×2 are the predictor gain matrices for the state and the disturbance, and Err(k) ∈ R 2×1 is known as the innovation sequence, which contains the error between the system model predictive output and the plant measurement output. These values are updated as follows:
is the measurable output vector;x(k − 1), ς (k − 1), andP(k − 1) are the state estimate, disturbance estimate, and error covariance prior to the measurement update, respectively; and I denotes the unit matrix. A larger Q w means the prediction generated by the system model is less credible and that the observer attains a fast transient response. However, this will result in ripples in steady state [30] . Similarly, a larger R v means the measurement results are relatively less credible. For traditional KO, the covariance matrix of the system noise Q w and covariance matrix of the measurement noise R v are both treated as constant matrices. For a stable system, R v is constant because the measurement noise can be determined by trials. However, it is important to consider the parameter uncertainty of the IPMSM motor caused by the current, temperature, and magnetic saturation. Specifically, a large step in i d and i q will make L d and L q change accordingly, causing ς (k) to vary dramatically. In this situation, because the system model is imprecise, we should adopt a larger Q w in the transient process to ensure faster convergence. To ensure convergence and reject ripples, a small Q w should be chosen in the steady state of the KO, which can be identified by Err(k). To overcome the shortcomings of KO, a flexible adaptive mechanism is proposed, based on the traditional KO, to formulate the AKO. The adaptive mechanism is designed as follows:
where σ is a scalar tuning parameter for the closed-loop performance. A larger σ will enhance the effectiveness of the tracking but it will also increase sensitivity to system noise. Therefore, by simple manipulation of this single tuning parameter, we can elicit a tradeoff between effectiveness and low sensitivity to noise. In addition, Q w (k) will be limited by Q w (0). When starting up, the estimated states and disturbances are initialized byx(0)
The AKO algorithm is summarized in Table 1 . 
B. CONSTRAINT REFORMULATION
The two most important physical constraints of an IPMSM drive system are the current and voltage. The limit of the stator current magnitude, I s_ max , must satisfy the maximum allowable current of the inverter and motor, which is dependent on thermal capability. The stator voltage constraint is related to the maximum available output voltage magnitude of the voltage source inverter. The maximum magnitude of the phase voltage is given as U s_ max = V dc / √ 3, based on space vector modulation without consideration of the overmodulation technique. Here, V dc is the DC link voltage. We obtain the corresponding constraints represented in the dq-frame circularly as
Unfortunately, (17) and (18) cannot be modeled directly as a function of constraints because they are nonlinear;
however, a polytopic approximation of constraints can be employed [23] . The two circulars in (17) and (18) can be approximated by polygons inscribed in the circles. The larger the order N of the inscribed polygon, the more accurate the approximation, but the export LUT of the PWA control law will increase dramatically, resulting in high requirement for microprocessor memory. Here, by choosing N = 8, the quadratic inequalities can be converted into a series of linear inequalities given as follows: (20) where T = cos( 
C. CONTROLLER SYNTHESIS 1) STATE AUGMENTATION FOR TRACKING
The plant model is augmented with a disturbance model ς (k) as shown in (11); the estimatedς d (k) andς q (k) of ς (k) thus need to be introduced to the state vector. The control objective is to make the measured outputs y m (k) track the 
where O and I represent the identity and zero matrices, respectively, whereas A d , B ς , and B d are the matrices that appear in (10) . The starting points of the predictive states and disturbances in the MPC problem are initialized by the AKO estimates.
2) TARGET CALCULATION FOR OFFSET-FREE MPC
From (14) and (15), we note that the disturbance estimatê ς (k) converges only if y m (k) − C dx (k) = 0; then, the steady state of the observer (14) and (15) satisfies [18] :
where we have denoted the steady state value with subscript ∞. y m,∞ and u ∞ are the steady-state measured output and control input of system (7), respectively; andx ∞ andς ∞ are the state and disturbance estimates from the observer at the steady-state, respectively. By replacing
we can obtain the following:
where u Tar (k) is the target control input andς(k) accounts for all effects responsible for deviations from the reference. By solving (23) and incorporating the obtained u Tar (k) into the cost function, the estimated statex(k) and the control input u(k) can both be penalized for deviations from the reference x ref (k)and the target control input u Tar (k). Therefore, the cost function (2) is rewritten in the following form:
where Q ∈ R 2×2 and R ∈ R 2×2 are the positive definite diagonal penalties. The observer estimates the state and disturbance by feeding the error between the measured and estimated output at each time step to make C dx (k) → y m (k). The MPC controller calculates the optimal control input to make
The combination of the observer/controller can make y m (k) → x ref (k). In summary, the state update can be obtained from (21), the target calculator derived from (23), the constraints follow (19) and (20) , and the cost function is given by (24) . Thus, all the elements for EMPC formulation are ready. Then, the closed-loop system was obtained by controlling (7) with this EMPC controller and the observer (14) and (15) . When the value of the cost function is zero, it means that the measured outputs reach their reference values and that the observer enters the steady state. Furthermore, the effect of the disturbance is canceled by MPC optimization, and the controlled variables are tracked at their reference despite model mismatches. Further details regarding proof of the convergence of such MPC closed-loop systems are discussed in [18] . A general block diagram of the proposed control scheme can be divided into two stages: offline and online, as shown in Fig. 1 .
In the offline stage, the EMPC controller can be formulated and solved via MPT in conjunction with the appropriate solver. For fine-tuning the cost function and the constraints, the YALMIP toolbox of MATLAB [31] are invoked. The optimal EMPC laws are computed explicitly offline and they can be exported as completely MPT-independent C-program code for online implementation or as an m-file for simulation using MATLAB/Simulink. In the online stage, the current reference LUT maps the current reference in the dq-frame according to the required torque (represented by T ref ). The current reference generation is based on the results of another study [32] , which consider the impact of DC-link voltage changes for a wide speed range operation, i.e., the fluxweakening region. AKO estimates both the states and the disturbances, enhancing robustness against uncertainties and measurement noise. The actual active region is searched according to the updating parameter vector x Tar , following which the corresponding optimal control law is obtained. The space vector modulation technique is used to excite the motor via an inverter. The online integration algorithm is summarized in Table 2 . 
V. SIMULATION AND EXPERIMENT

A. SIMULATION RESULTS
We simulated working with the EMPC controller using MAT-LAB/Simulink. The motor parameters are given in Table 3 . A time step T s = 100µs was chosen in this study. According to Table 3 This requires a minimum value of N p = 2 for the prediction horizon. Therefore, we chose N p = 3 in our implementation. The control horizon N u is the number of steps after which the input signal is considered steady when predicting the future response of the system. The only reason for using the parameter N u is the simplification of the optimization process. Considering that N u ≤ N p is theoretical properties in MPC, so in our study, it was set to N u = 1. The initial parameters of AKO were [err threshold1 , (1.2,1.2,1.31,1.35) . The EMPC controller solved by the MPT toolbox returns explicit parametric solutions resulting in 1287 polyhedral regions and the associated affine control laws stored in an LUT defined on a 6-dimensional state-space partition. The simulation was undertaken out under the scenario shown in Fig. 2 . At the initial stage, the rotor speed is 3000 rpm and the reference torque is 0 N · m. Then, the reference torque is changed abruptly to its peak value of 192 N · m at 0.05 s and it remains unchanged for 0.2 s, after which the reference torque drops abruptly to 47 N · m (at 0.25 s). Between the times of 0.3 and 1.3 s, the rotor speed increases from 3000 to 6000 rpm, i.e., higher than the rated speed. After a short time, the reference torque increases from 47 to 101 N · m before decreasing to 67 N · m in the form of a step. The reference torque and the related mapped reference current with the setting time are shown in Table 4 , where the reference d-and q-axis currents are denoted as i . dq-axis current responses to a series of reference current pulses with the rotor running at different speeds from 3000 to 6000 rpm. Figure 3 shows a series of d-and q-axis current step response results. We can see that the measured current can track the reference very well. In the 1.0-s period after the instant at 0.3 s, the rotor speed rises rapidly from 3000 to 6000 rpm. In this case, the rapid change in rotor speed causes a drastic change in the disturbance ς(k). However, from 0.3 to 1.3 s, the measured current could still accurately In the lower-right panel of Fig. 3 (at 1.35 s) , the step response where the amplitude is increased after the rotor speed is stabilized at 6000 rpm (higher than the nominal speed) exhibits good tracking performance with the IPMSM operating in the flux-weakening regions. The corresponding control input voltage waveform is shown in Fig. 4 . The control voltage can respond quickly with very limited fluctuations in each of the d-and q-axis current reference steps. From the zoomed-in inset at 0.05 s, it can be seen that the maximum amplitude of the stator phase voltage at 0.0502 s is U s = u 2 d + u 2 q = 191V , which means the voltage constraint U s_ max is active. However, the voltage and current constraints are strictly satisfied at each sampling interval with the imposed bounds of U s_ max = 191V and I s_ max = 410A, respectively. The waveforms in Figs. 3 and 4 indicate the controller has excellent capability in handling both the voltage and the current constraints while making full use of the maximum available voltage.
Zero-Offset Control With Parameter Mismatch:
The accurate mathematical model of IPMSM is dependent on the electrical parameters. However, these parameters might not match their actual values owing to measurement errors or changes in the different operation points. All these model parameter mismatches and uncertainties will deteriorate the performance of the controller. The next simulation further evaluates the closed-loop current tracking and zero-offset control in the case of a plant model with parameter mismatch. For this simulation, the d-and q-axis inductances are disturbed by (14) and (15) and the predictive model (21), i.e., their values are consistent with those in Table 3 . The simulation runs as follows. When the rotor speed is stable at 3000 rpm, the current references step away from 0 to the peak value (i d = −243A, i q = 330A) at 0.05 s. Then, the current references step back from the peak value to i d = −66A, i q = 134A at 0.25 s. The d-and q-axis current response waveforms are shown Fig. 5 . It can be seen that the proposed EMPC controller remains able to achieve zero-offset control in the case of parameter mismatch.
We also investigated the observed state from the AKO in the cases with parameter mismatch and with normal parameters. Figure 6 illustrates the observed d-and q-axis current waveforms from the AKO, with zoomed-in areas of time at approximately 0.05 s. These results show that the observed state values both can converge to the reference values in the presence of parameter mismatch. By comparing the waveforms of Figs. 6(a) and Figs. 6(b), it can be seen that parameter mismatch causes the convergence of the observation result to be slower than the result with the normal parameter. However, these have no effect on the performance of the system in the steady state.
The curves shown in Fig. 7 depict the observed disturbance term waveforms from the AKO. Here,ς d1 andς q1 denote the results with parameter mismatch andς d andς q are the results with normal parameters. Figure 8 shows the profiles of the corresponding control input dq-voltage, where u d1 and u q1 represent the control input voltages in the case of parameter mismatch, and u d and u q denote the control input voltages with normal parameters. As shown in Figs. 7 and 8 , the difference between the amplitudes ofς d andς d1 is the same as that between the amplitudes of u d and u d1 , the same is true in the case of the q-axis at steady state. This reveals that the estimated disturbanceς captures the error between the prediction and the plant model in the steady state, and that the obtained optimal control input voltage from the EMPC is compensated accordingly in the closed-loop process when the voltage constraint is not activated at the steady state. 
B. EXPERIMENTAL RESULTS
In addition to the simulations, the experiments were conducted on a laboratory test bench. The experimental setup is shown in Fig. 9 . The AVL dynamometer runs in speed mode as the load and it drags the experimental IPMSM to the target speed. The console on the laptop sends the reference torque via CAN communication to control the voltagesource inverter to drive the IPMSM. The control algorithm is implemented on an Infineon high-performance microcontroller (Tricore TC1782) integrated in the inverter. For the experiment, we set Q = diag(1.15, 1.05), for faster dynamic response and we set R = diag(0.9, 0.9), to reduce the sensitivity. All other parameters of EMPC, AKO, and IPMSM were identical to those in the simulation. In the following, some experimental results are presented. In the first test, the IPMSM is driven under the same test scenario as in the simulation reported in Fig. 2 and Table 4 to validate the EMPC controller performance in a real-time implementation. In the second test, the control performance of the proposed control scheme is compared with the classic cross-PI feedforward algorithm to investigate its advantages. For the first test, owing to the state and disturbance observer, the proposed EMPC scheme shows good robustness against parameter mismatches and measurement noise. Consequently, the current reference and dq-current obtained by calculating the measured phase current cannot be distinguished at the steady state, even during the fast speed acceleration stage as shown in upper panel of Fig. 10(a) . As shown in the upper panel of Fig. 10(b) , the waveforms of the d-and q-axis voltages are consistent with the trend of the simulation profiles presented in Fig. 4 voltage is well constrained throughout the process, especially in the transient procedure.
During the first current step, both the voltage and current constraints were active, but constraint violations were anticipated and prevented. These results indicate that proposed EMPC scheme has the impressive capability of offering multi-input multi-output control as well as handling multiple constraints. Figure 11(a) shows the current curves in one phase. The maximum amplitude of the phase current is well limited to 410 A. The output phase current fluctuates very little at the steady state, i.e., the dynamic process responds quickly without overshooting. It can be seen in Fig. 11(b) that the actual cost function value of the closed-loop system increases dramatically to a reasonably large value in each step process, but then reduces to zero when the dq-currents track to their references at the steady state. It is evident that the optimization problem in MPC is to minimize a finitehorizon cost of the state and control trajectory while satisfying the constraints. Figure 11 (c) depicts the waveforms of the estimated disturbance terms, which quickly converge to constants while the system enters steady state. In particular, ς d changes linearly with the uniformly increasing rotor speed because the reference currents do not change during the period of rapid acceleration from 0.3 to 1.3 s. In Fig. 11(d) , the indices of the active region at different time instants are shown, which imply that a series of control methods are used in the dynamic response process.
For the second test, a control scheme using the cross-PI feedforward algorithm is compared with the proposed MPC control scheme. The structure of the cross-PI feedforward control scheme is depicted in Fig. 12 . Figure 13 shows the experimental waveforms of the currents and control voltages in the dq-frame under these two algorithms. The current control performance of the proposed MPC scheme is compared with the cross-PI feedforward scheme featured in Fig. 13(a) . Note that the control gains of the PI controller are designed based on the pole placement technique. It can be seen that the current response of the proposed MPC scheme is much faster and accompanied with better damping characteristics than in the cross-PI feedforward control scheme; this is because there is no integral path in the EMPC, which can avoid overshoot and windup issues. Figure 13(b) shows the corresponding control voltages u d and u q applied to the stator of the IPMSM after being modulated by space vector pulse width modulation. The upper panel shows that the proposed MPC algorithms can make the best use of the DC-link voltage to achieve a faster current response while satisfying voltage constraints; therefore, the amplitude change of d-and q-voltages given by the MPC controller is larger than the ones of the PI controller in transients.
The lower panel of Fig. 13(a) shows that the cross-PI feedforward algorithms can also obtain a reasonably rapid and monotonic response. However, to prevent the controller from losing control due to integral saturation, it does not allow using the full available inverter voltage like the EMPC in transients, as shown in the lower panel of Fig. 13(b) .
In PI controllers, the system constraints are considered based on the saturation of the corresponding values and anti-windup in case of actuating value saturation to suppress output overshooting. The PI algorithms cannot explicitly enforce multiple constraints on the dynamics of the systems, resulting in a current response that is slower than that of MPC.
VI. CONCLUSION
In this paper, we proposed a novel methodology for controller synthesis based on EMPC for current control of an IPMSM. The state-space models of the IPMSM, including the related constraints of the stator current and stator voltage, were linearized under reasonable assumptions. The linearization method of the IPMSM model and the polyhedron approximation method of the quadratic constraints significantly simplify the overall control structure and achieve satisfactory results. Through augmentation of the system via extension with as many additional states as there are tracked variables with respect to offset-free reference tracking, we designed an EMPC controller with an improved disturbance observer combination, which led to a stable closed-loop system for zero steady-state offset, even in the presence of parameter mismatches. The number of state parameter vectors is only six, which considerably reduces the complexity of the EMPC problem. The proposed EMPC algorithm is easy to implement on a real-time platform because it significantly reduces the online computation time compared with the standard MPC method. Simulation and experimental results showed that the proposed EMPC strategy demonstrates high precision in reference tracking and reasonable dynamic performance, as well as high robustness against disturbances resulting from parameter mismatches and sensor noise. Moreover, it was effective in achieving excellent performance in comparison with the state-of-the-art cross-PI feedforward algorithm. Therefore, the proposed control method shows promise for applications such as IPMSM-based automotive electrical traction drives. 
