Propagation et oscillations en theorie des champs by Beuthe, Mikael
ar
X
iv
:h
ep
-p
h/
00
10
05
4v
1 
 6
 O
ct
 2
00
0
UCL-IPT-00-12
Universite´ catholique de Louvain
Faculte´ des Sciences, De´partement de Physique
Institut de Physique The´orique
Propagation et oscillations
en the´orie des champs
Dissertation pre´sente´e par Michael Beuthe
en vue de l’obtention du grade de Docteur en Sciences
Promoteur : Professeur Jacques Weyers
Louvain-la-Neuve, le 4 septembre 2000
Abstract :
After a review of the problems associated with the conventional treatment of parti-
cle oscillations, an oscillation formula is derived within the framework of quantum
field theory. The oscillating particle is represented by its propagator and the ini-
tial and final states by wave packets. It is obviously relativistic from the start and
moreover applies both to stable (neutrinos) and unstable particles (K and B mesons,
unstable neutrinos). CPLEAR and DAFNE experiments are studied as examples,
with special attention directed to CP violation. The problems resulting from equal
energies/momentum/velocities prescriptions are analyzed and solved. Oscillations of
associated particles are found to be nonexistent. The relativistic generalization of
the Wigner-Weisskopf equation is also derived.
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Introduction
Bien que la the´orie des champs serve principalement au calcul de processus
physiques microscopiques, elle permet aussi l’e´tude de phe´nome`nes macroscopiques.
Par macroscopique j’entends une distance ou un temps tels que leur inverse est
beaucoup plus grand en unite´s naturelles (h¯ = 1, c = 1) que l’e´nergie typique
implique´e dans le processus. Le phe´nome`ne le plus fondamental de ce type est la
propagation d’une particule entre deux points de l’espace-temps, se´pare´s par une
distance et/ou un temps macroscopiques.
En physique classique, la probabilite´ de de´tecter une particule stable est cons-
tante au cours du temps, par de´finition meˆme de la stabilite´, tandis que la pro-
babilite´ de de´tecter une particule instable de´croˆıt au cours du temps comme une
exponentielle : P(t) = e−t/τ , ou` τ est le temps de vie moyen. Ce comportement
de´couvert par Rutherford est de´rive´ en physique classique bien que la de´sinte´gration
soit un phe´nome`ne quantique. En physique quantique, cette image fonctionnant
merveilleusement bien du point de vue expe´rimental est modifie´e sous deux aspects.
En premier lieu, la brique de base de la physique quantique n’est plus la pro-
babilite´ de de´tection mais l’amplitude de probabilite´, dont la norme au carre´ est
en correspondance avec la probabilite´ classique de de´tection. Cette amplitude suit
une e´volution de´terministe. La me´canique quantique nous dit que l’amplitude de
de´tection d’une particule stable de masse m oscille dans le repe`re au repos de la
particule comme une exponentielle : A(t) ∼ exp(−imt). La probabilite´ de de´tection
d’une particule stable libre reste donc constante au cours du temps. La re´alite´ de
ce concept quantique se manifeste le plus clairement a` travers l’interfe´rence obser-
vable entre plusieurs amplitudes, dont des exemples ve´rifie´s expe´rimentalement sont
l’ expe´rience a` deux trous pour des e´lectrons, l’effet Aharonov-Bohm et les oscilla-
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tions dans le syste`me K0K0.
En deuxie`me lieu, les principes fondamentaux de la the´orie quantique interdisent
une forme exactement exponentielle pour la loi de de´sinte´gration. La raison en est
que les produits de de´sinte´gration peuvent se recombiner pour reformer l’e´tat initial
[1]. On peut le voir en divisant l’intervalle de temps t en deux sous-intervalles t1 et
t2. L’amplitude de probabilite´ doit satisfaire a` l’e´quation
A(t1 + t2) = A(t1)A(t2)+ <Ψinst |e−iHt2 |Ψdes(t1)> ,
ou` Ψinst symbolise l’e´tat instable et Ψdes(t1) repre´sente l’e´tat des produits de de´sinte´-
gration au temps t1. En ne gardant que le premier terme du membre de droite
de cette e´quation, on obtient la formule classique de de´sinte´gration exponentielle.
Le second terme, purement quantique, modifie ce comportement : les produits de
de´sinte´gration peuvent retourner a` l’e´tat initial1. Bien que l’existence the´orique de
ces corrections a` la loi de Rutherford soit connue depuis longtemps, elle n’a pas pu
eˆtre teste´e expe´rimentalement jusqu’a` pre´sent [7]. L’ordre de grandeur de ces correc-
tions peut eˆtre estime´ en me´canique quantique, mais il vaut mieux recourir tout de
suite a` la the´orie des champs, puisqu’elle constitue le seul cadre the´orique cohe´rent
pour la description des particules instables. Dans ce formalisme, les contributions
exponentielles sont en correspondance avec les poˆles complexes du propagateur de la
particule [6, 8], et l’amplitude de propagation macroscopique oscille dans le repe`re
au repos de la particule comme une exponentielle : A(t) ∼ exp(−imt− Γt/2). La
partie imaginaire de l’exposant s’interpre`te comme le produit de la masse de la par-
ticule et du temps tandis que la partie re´elle de l’exposant s’interpre`te comme le
produit de l’inverse du temps de vie moyen par le temps. Les contributions non
exponentielles proviennent de l’existence de seuils de production d’e´tats a` plusieurs
particules ainsi que par des facteurs de seuil figurant dans les amplitudes de pro-
duction et de de´tection de la particule se propageant [4, 5]. On peut ve´rifier dans ce
cadre que ces corrections sont ne´gligeables pour toute propagation macroscopique.
Nous y reviendrons.
1 D’autres de´monstrations de l’existence de corrections non exponentielles existent, tant en
me´canique quantique [1, 2, 3], qu’en the´orie des champs [4, 5, 6].
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Dans ce travail, nous allons nous inte´resser principalement a` l’oscillation de par-
ticules. Si les particules en question sont quasiment de´ge´ne´re´es en masse et me´lange´es
par une interaction, des effets d’interfe´rence apparaˆıtront sous la forme d’oscillations
spatiales de la probabilite´ de de´tection des particules. Ces effets de´pendent directe-
ment de la diffe´rence de masse entre les e´tats se propageant. Cette diffe´rence doit
eˆtre tre`s petite pour qu’une oscillation spatiale macroscopique soit observable. Il
faut donc ve´rifier que ce qui a pu eˆtre ne´glige´ a` l’e´chelle de la masse dans l’analyse
de la propagation d’une seule particule peut encore eˆtre ne´glige´ a` l’e´chelle de la
diffe´rence de masse entre des e´tats quasiment de´ge´ne´re´s. Dans le cas du syste`me
K0K0, la diffe´rence de masse causant l’oscillation est du meˆme ordre que les cor-
rections habituellement ne´glige´es en Γ/m : ∆m/m ≈ ΓS/m ≈ 10−14 ! D’autres
proble`mes se posent a` propos de l’interface classique/quantique. En effet, bien que
les oscillations dans la probabilite´ de de´tection soient de nature purement quantique,
leur observation n’est possible que si les particules sont bien localise´es dans l’espace,
comme des particules classiques. Nous de´velopperons ces sujets ulte´rieurement.
Pourquoi les oscillations de particules suscitent-elles tant d’attention ? Deux
motivations principales sous-tendent cet inte´reˆt : d’une part, l’e´tude de la violation
CP dans les syste`mes oscillants K0K0 et B0B0, et d’autre part la mesure des masses
des neutrinos au moyen de leurs oscillations.
Bien que la pre´diction [9] et l’observation [10] des oscillations des kaons datent
de plus de quarante ans, le phe´nome`ne voit son inte´reˆt sans cesse renouvele´. La
premie`re raison est que le syste`me des kaons neutres fut jusqu’a` l’anne´e passe´e le
seul endroit ou` une violation CP se manifestait. L’observation [11] de cette vio-
lation dans les oscillations des kaons, dite violation CP indirecte, est maintenant
double´e par l’observation [12] d’une violation CP dans leurs de´sinte´grations, dite
violation CP directe. Si la violation indirecte est vue comme une perturbation d’ordre
ǫ d’un syste`me K0K0 respectant CP, les expe´riences montrent que ǫ ∼ 10−3 et
que la violation CP directe est de l’ordre de ǫ2. Il est donc important de disposer
d’une description cohe´rente du syste`me a` l’ordre O(ǫ2). Ce n’est pourtant pas le
cas du formalisme couramment utilise´ dans la litte´rature, qui est l’approximation
de Wigner-Weisskopf [13]. Dans cette approche, l’e´volution temporelle des e´tats
instables obe´it a` une e´quation effective de type Schro¨dinger dont l’hamiltonien non
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hermitien permet les de´sinte´grations. Par conse´quent, les matrices de diagonalisation
de l’hamiltonien sont en ge´ne´ral non unitaires, les e´tats correspondants ne sont pas
orthogonaux et leur normalisation ne peut se faire sans ambigu¨ıte´. Ce proble`me est
souvent ne´glige´, car, dans la limite ou` la syme´trie CP est respecte´e, la matrice de
diagonalisation est unitaire2. Il en re´sulte que la non-orthogonalite´ des e´tats propres
de masse est de l’ordre de ǫ et que l’ambigu¨ıte´ de normalisation est encore plus petite,
de l’ordre de ǫ2. C’est pourquoi elle est ge´ne´ralement ne´glige´e pour la description de
la violation CP indirecte. On a vu ci-dessus qu’il ne peut plus en eˆtre question dans
l’e´tude de la violation CP directe qui est du meˆme ordre de grandeur.
Une seconde raison pour s’inte´resser aux oscillations de kaons est la transposi-
tion imme´diate du formalisme approprie´ aux kaons a` d’autres syste`mes me´son/anti-
me´son. Le plus prometteur est le B0B0, dont les oscillations ne sont observe´es que
depuis 1987 [15] tandis qu’une premie`re mesure de la violation CP dans ce syste`me
a e´te´ effectue´e re´cemment [16]. Bien que le formalisme de Wigner-Weisskopf n’ait
pas e´te´ jusqu’a` pre´sent en contradiction avec les donne´es expe´rimentales, il n’est pas
certain que cette description posse`de le meˆme degre´ de validite´ pour mode´liser la
violation CP du syste`me B0B0, ou` les corrections relativistes sont beaucoup plus
importantes.
Une dernie`re raison d’e´tudier ces syste`mes de me´son/antime´son est l’e´tude
expe´rimentale de corre´lations quantiques macroscopiques (effet EPR) de deux kaons
ou me´sons B oscillant simultane´ment [17].
L’autre motivation principale de s’inte´resser aux oscillations spatio-temporelles
de la probabilite´ de de´tection concerne les neutrinos. Historiquement, les premie`res
donne´es expe´rimentales sugge´rant des neutrinos massifs proviennent de l’anomalie
du flux des neutrinos solaires, qui est bien infe´rieur aux pre´dictions des mode`les so-
laires les plus sophistique´s [18, 19, 20]. En 1968, Bruno Pontecorvo attribue le de´ficit
2Les syme´tries CPT et CP imposent toutes les deux l’e´galite´ des e´le´ments diagonaux mais
la syme´trie CP impose en plus l’e´galite´ des e´le´ments non diagonaux de l’hamiltonien [14] ; ces
contraintes permettent une diagonalisation d’une matrice non hermitienne par une matrice unitaire.
En toute ge´ne´ralite´, la condition ne´cessaire et suffisante pour diagonaliser une matrice par une
transformation unitaire est que la matrice soit normale, c’est-a`-dire qu’elle commute avec son
hermitienne conjugue´e.
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en neutrinos e´lectroniques a` des oscillations entre neutrinos de diffe´rents nombres
leptoniques [21]. Plus tard, des solutions recourant a` des neutrinos instables sont
aussi propose´es [22]. Plus re´cemment, on assiste a` un retour en force du concept
de neutrinos massifs en raison de l’observation d’une anomalie angulaire dans le
flux des neutrinos atmosphe´riques [23]. Les deux mode`les les plus simples re´solvent
ce proble`me en attribuant une masse aux neutrinos. Le premier mode`le explique
l’anomalie par une oscillation de neutrinos [24] tandis que le deuxie`me recourt a` un
neutrino instable [25]. Une dernie`re raison pour soupc¸onner une masse aux neutrinos
provient de l’expe´rience LSND [26]. Quelle que soit l’explication de ces diffe´rentes
anomalies, il paraˆıt difficile d’e´viter le recours a` des neutrinos massifs, ce qui n’est de
toute fac¸on interdit par aucun principe fondamental. Les anomalies cite´es impliquent
des masses pour les neutrinos extreˆmement faibles par rapport aux e´nergies typiques
des processus concerne´s et donc des oscillations macroscopiques sur de tre`s grandes
distances. De`s lors, il s’ave`re crucial de disposer d’une description cohe´rente de la
propagation de neutrinos massifs, puisque les effets d’oscillations re´sultent de la
compensation presque totale d’e´nergies-impulsions des diffe´rents e´tats oscillants, en
raison de la petitesse des diffe´rences de masses par rapport a` l’e´nergie de la parti-
cule. Notons enfin que la masse des neutrinos rend possible une violation CP dans
le secteur leptonique. Etant donne´ que l’explication de l’anomalie des neutrinos at-
mosphe´riques par une de´sinte´gration reste toujours possible, il me paraˆıt inte´ressant
d’e´tablir un formalisme ou` les deux phe´nome`nes d’oscillation et de de´sinte´gration
coexistent. Cet objectif nous rame`ne au syste`me K0K0, ou` la de´sinte´gration et
l’oscillation vont de pair. Dans ce travail, les analyses des propagations des kaons et
des neutrinos seront regroupe´es dans un seul formalisme de´rive´ a` partir des principes
de la the´orie des champs.
Dans le premier chapitre, le concept d’oscillation est de´fini en me´canique quan-
tique et le traitement traditionnel de ces oscillations est pre´sente´. Les difficulte´s
souleve´es par cette approche sont passe´es en revue, avec pour conclusion que seul
un calcul en the´orie des champs peut clarifier ces proble`mes. Dans le deuxie`me
chapitre, un mode`le simplifie´ de propagation d’une particule est e´tabli. Il nous con-
duit a` l’e´tude de la transforme´e de Fourier du propagateur, a` l’obtention de la tradi-
tionnelle loi d’e´volution en exponentielle ainsi que des corrections non exponentielles
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ne´gligeables pour des propagations macroscopiques. Le troisie`me chapitre est con-
sacre´ a` l’application de ce formalisme a` la propagation de particules en me´lange :
apre`s diagonalisation de leur propagateur, la probabilite´ de propagation et d’oscil-
lation de ces particules est calcule´e dans le mode`le simplifie´ du deuxie`me chapitre.
On constate alors que ce mode`le ne suffit pas a` re´pondre a` toutes les interrogations
initiales, bien qu’il e´claircisse de´ja` une se´rie de points de´licats. Dans le chapitre sui-
vant, un mode`le de propagation plus re´aliste est de´veloppe´, toujours dans le cadre
de la the´orie des champs. Les e´tats entrants et sortants y sont mode´lise´s par des
paquets d’ondes. Le calcul de la probabilite´ de de´tection d’une particule instable
fournit la re´ponse attendue. Les corrections non exponentielles sont aussi recalcule´es
et restent ne´gligeables. Il ne reste plus qu’a` appliquer ce mode`le aux oscillations de
particules, ce qui est l’objet du cinquie`me chapitre. Avant de de´river la probabilite´
d’oscillation, on ve´rifie que les corrections non exponentielles propres aux me´langes
de particules sont ne´gligeables. Une probabilite´ d’oscillation de´pendant uniquement
de la distance est ensuite obtenue et analyse´e terme par terme. Les diffe´rents fac-
teurs y figurant repre´sentent la de´croissance exponentielle due a` l’instabilite´ de la
particule, l’oscillation due au me´lange, la disparition de l’oscillation a` grande dis-
tance due a` la de´cohe´rence ainsi que les conditions d’observabilite´ des oscillations
dues aux conditions de production et de de´tection. Le chapitre se termine par une
comparaison de nos re´sultats avec les diffe´rentes approches existantes. Au sixie`me
chapitre, on e´tablit des prescriptions de calcul simplifiant l’application de nos for-
mules a` des cas concrets. Ensuite, certaines quantite´s observables des expe´riences
CPLEAR et DAΦNE sont calcule´es dans notre mode`le. Enfin, le travail se termine
par une analyse phe´nome´nologique rigoureuse de la violation CP dans le syste`me
me´son/antime´son.
La nouveaute´ de ce travaille re´side en l’application de la the´orie des champs a`
la description du me´lange de particules instables, dans le but de traiter de fac¸on
unifie´e les cas des me´sons K et B et des neutrinos, avec l’espoir d’en tirer des
lec¸ons inte´ressantes pour chaque cas particulier. Comme nouveau re´sultat, nous
obtenons une formule relativiste et directement applicable aux expe´riences, puisque
ne de´pendant que de la distance de propagation et de l’observation des e´tats initiaux
et finaux. Le recours a` des concepts classiques exte´rieurs au formalisme est e´vite´. Le
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traitement de la particule oscillante comme e´tat interme´diaire permet de montrer
l’inanite´ des questions suivantes, infiniment ressasse´es dans de nombreux articles :
quelle est l’e´nergie-impulsion de la particule oscillante ?, comment de´finir des e´tats
physiques non orthogonaux ?, comment de´finir un e´tat propre de saveur ? (notre
re´ponse a` cette dernie`re question n’est pas originale). Plusieurs controverses concer-
nant la longueur d’oscillation et l’oscillation e´ventuelle des particules associe´es a` la
production de la particule oscillante trouvent enfin une solution claire dans notre
formalisme, qui fournit sans ambigu¨ıte´ la ge´ne´ralisation relativiste de la formule de
Wigner-Weisskopf pour un me´lange de particules.
Les conditions d’observabilite´ des oscillations (ne´cessite´ d’une incertitude sur
l’impulsion de la particule oscillante, existence d’une longueur de cohe´rence) sont
e´tudie´es pour la premie`re fois dans le cas des particules instables. Comme sous-
produit de notre analyse, nous avons obtenu une estimation, nouvelle en the´orie des
champs, des corrections non exponentielles a` la propagation d’un me´lange de parti-
cules. Comme nouvelles applications, nous avons traite´ rigoureusement la phe´nome´-
nologie de la violation CP a` partir de nos formules. Le cas d’une oscillation double
(φ→KK) est aussi e´tudie´ pour la premie`re fois en the´orie des champs.
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Chapitre 1
Oscillations en me´canique
quantique
1.1 Oscillations temporelles en me´canique
quantique
L’e´tude de l’oscillation de la probabilite´ de de´tection pour un me´lange de par-
ticules se fait habituellement dans le cadre de la me´canique quantique. Nous allons
travailler avec des particules scalaires instables. Le spin des neutrinos est ne´glige´
dans ce traitement. On verra a` la section 5.6 que le spin peut eˆtre ne´glige´ si les
masses des particules me´lange´es sont petites par rapport a` leurs impulsions. Avant
de de´finir la notion d’oscillation, il faut discuter du me´lange de particules, qui est
une des conditions sine qua non d’apparition des oscillations.
1.1.1 Le me´lange de particules
Le concept de me´lange d’e´tats rele`ve des principes fondamentaux de la the´orie
quantique. Le principe de la mesure implique que la mesure d’une observable pro-
jette l’e´tat quantique initial sur un vecteur propre de l’ope´rateur associe´ a` cet ob-
servable. Il est donc ne´cessaire de choisir une base d’e´tats physiques constitue´e de
vecteurs propres de l’ope´rateur en question. Par conse´quent, le choix de mesurer
9
10 CHAPITRE 1. OSCILLATIONS EN ME´CANIQUE QUANTIQUE
une caracte´ristique particulie`re d’un e´tat quantique de´termine automatiquement le
choix de la base des e´tats physiques. Les diffe´rentes bases associe´es aux diffe´rents
ope´rateurs sont relie´es par des transformations line´aires ; un e´tat de´veloppe´ dans
une base donne´e peut eˆtre vu comme un me´lange des e´tats propres de la base en
question. Un exemple bien connu de me´lange est donne´ par l’expe´rience de Stern-
Gerlach : si l’e´tat initial a son spin up selon l’axe x, la mesure de son spin selon
l’axe y nous oblige a` conside´rer cet e´tat initial dans la base de l’ope´rateur mesurant
le spin selon l’axe y, c’est-a`-dire que l’e´tat initial est de´compose´ en un me´lange d’un
e´tat ayant son spin up selon y et d’un e´tat ayant son spin down selon y. Un autre
exemple est celui du syste`me K0K0 ou` l’on ne´glige la violation CP : un K0 initial
se de´sinte´grant en e´tats propres sous CP (deux ou trois pions), l’identification des
produits de de´sinte´gration e´quivaut a` une mesure de la CP-parite´. Le K0 initial
doit donc eˆtre de´compose´ en un me´lange d’e´tats de CP-parite´ positive et d’e´tats de
CP-parite´ ne´gative.
Le concept d’oscillation pre´suppose, d’une part, un me´lange de particules de
masses diffe´rentes : il doit eˆtre en principe possible de mesurer les caracte´ristiques
des particules dans deux bases diffe´rentes, dont une est constitue´e d’e´tats propres
de masse. D’autre part, la pre´sence d’une oscillation dans la probabilite´ de de´tection
interdit qu’une mesure soit effectue´e dans la base d’e´tats propres de masse. Pourquoi
cette base intervient-elle ? La raison en est qu’elle se distingue de toutes les autres
bases par le fait qu’elle est la base d’e´tats propres de l’ope´rateur d’e´volution dans
le temps Hˆ. Elle intervient donc comme base interme´diaire dans tout processus
ou` une e´volution temporelle est pre´sente, sans qu’il soit ne´cessaire d’effectuer une
mesure de la masse. Les diffe´rents e´tats propres de masse e´voluent diffe´remment,
mais tant qu’une mesure ne les distingue pas, le principe quantique de superposition
line´aire dicte que l’amplitude totale du processus est la somme des amplitudes des
processus indistinguables. Dans ces circonstances, une oscillation dans la probabilite´
de de´tection de la particule apparaˆıtra en raison de l’interfe´rence entre les amplitudes
partielles correspondant aux diffe´rents e´tats propres de masse. En conclusion, la
probabilite´ de de´tection d’une particule se propageant pre´sentera des oscillations
spatio-temporelles si l’e´tat initial de la particule et son e´tat final ne sont pas des
e´tats propres de masse et s’il est impossible de de´terminer quel e´tat propre de masse
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a contribue´ comme e´tat interme´diaire (ce qui implique que les diffe´rences de masse
doivent eˆtre petites).
Pre´cisons les deux bases pertinentes au phe´nome`ne d’oscillation. L’hamiltonien
doit pouvoir eˆtre subdivise´ en un hamiltonien de propagation Hpropag de´crivant la
propagation libre des particules et un hamiltonien d’interaction Hint de´crivant les
interactions produisant ces particules et e´ventuellement leur de´tection. Ces deux
parties de l’hamiltonien pourront eˆtre distingue´es s’il existe un nombre quantique,
appele´ saveur, pre´serve´ par Hint mais viole´ par Hpropag. La base approprie´e a` la
production de particules est constitue´e de vecteurs propres simultane´s de Hint et de
l’ope´rateur associe´ au nombre quantique de saveur. Elle est appele´e base de saveur.
La base approprie´e a` la description de la propagation des particules est celle dans
laquelle Hpropag est diagonal. Elle est appele´e base de propagation ou base de masse.
Elle ne co¨ıncide pas avec la base de saveur puisque l’ope´rateur de saveur ne commute
pas avec Hpropag.
Le cas le plus simple est celui des neutrinos pris comme particules stables, ou`
l’hamiltonien Hpropag contient la matrice de masse tandis que l’hamiltonien Hint
contient les interactions faibles des neutrinos avec les bosons W et Z. La saveur
est dans ce cas le nombre leptonique qui est e´lectronique, muonique ou tauique et
e´ventuellement ste´rile. Il est conserve´ par l’interaction faible, mais est viole´ par la
matrice de masse qui me´lange les neutrinos de saveur de´finie.
Un cas plus complique´ est celui des particules instables, ou` une partie des in-
teractions est incorpore´e dans Hpropag pour de´crire la de´sinte´gration de la particule.
Conside´rons par exemple les kaons neutres, qui peuvent eˆtre produits par les inter-
actions fortes mais ne peuvent se de´sinte´grer que par interaction faible. Dans une
premie`re e´tape, l’hamiltonien total1 contenant toutes les interactions des kaons est
exprime´ comme la somme d’un hamiltonien HF contenant les interactions fortes
et d’un hamiltonien Hf contenant les interactions faibles. L’hamiltonien Hf peut
eˆtre vu comme une perturbation de l’hamiltonien HF . La base de saveur est de´finie
comme l’ensemble des vecteurs propres de HF . La saveur est ici le nombre quan-
1Il s’agit en fait d’un hamiltonien effectif qui peut eˆtre construit dans le cadre de la the´orie
chirale perturbative. On de´finira plus pre´cise´ment ce que l’on entend par interactions fortes et
faibles dans ce contexte lorsque l’on abordera les me´langes en the´orie des champs au chapitre 3.
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tique d’e´trangete´, pre´serve´ par les interactions fortes mais viole´ par les interactions
faibles. Il vaut S = +1 pour le K0 et S = −1 pour le K0. A l’ordre ze´ro de la
perturbation de HF par Hf , les kaons neutres ont la meˆme masse, sont stables et
n’interagissent pas entre eux. Dans une seconde e´tape, avec le but de de´crire la prop-
agation et la de´sinte´gration de ces particules, la me´thode de Wigner-Weisskopf [13]
est utilise´e pour construire un hamiltonien effectif non hermitien Hpropag restreint
aux interactions entre les kaons neutres. L’hamiltonien Hpropag contient d’une part
la matrice de masse de ces particules dans la limite ou` Hf est ne´glige´ par rapport
a` HF et d’autre part les interactions faibles de Hf qui permettent les transitions
entre kaons neutres dans la base de saveur. La non hermiticite´ de Hpropag exprime le
fait que le syste`me des kaons n’e´volue pas en isolation en raison des de´sinte´grations
possibles des kaons vers les autres e´tats propres de HF . L’hamiltonien Hint contient
les interactions fortes des kaons avec les autres e´tats propres de HF . La construction
de Hpropag et de Hint peut se de´crire sche´matiquement comme
Htotal = HF +Hf
= Hint +Hmasse +Hf
WW−→ Htotal, effectif = Hint +Hpropag .
La relation entre la base de propagation et la base de saveur peut s’e´crire
|να(0)>=
∑
j
Vαj |νj(0)> . (1.1)
ou` V est la matrice diagonalisant Hpropag si cet hamiltonien a e´te´ e´crit au de´part
dans la base de saveur. Les |νj(0)> sont les e´tats propres de propagation au temps
t = 0, de masse et largeur de´finies, appartenant a` la base de propagation tandis que
les |να(0)> sont les e´tats propres appartenant a` la base de saveur.
La forme de la matrice V de´pend du type d’hamiltonien Hpropag de´crivant la
propagation de la particule. Dans le premier cas, ou` les particules oscillantes sont
stables et leur lagrangien est connu, la matrice V provient de la diagonalisation de
la matrice de masse du lagrangien et est unitaire (une discussion plus e´labore´e de
cette diagonalisation pour les fermions figure a` la section 5.6). Dans le deuxie`me
cas, ou` les particules oscillantes sont instables, nous avons vu ci-dessus que l’hamil-
tonien Hpropag est ne´cessairement non hermitien pour engendrer une e´volution non
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unitaire, c’est-a`-dire pour permettre la de´sinte´gration des particules. La matrice V
diagonalisant cet hamiltonien n’est en ge´ne´ral pas unitaire, bien qu’elle puisse l’eˆtre
si certaines syme´tries imposent suffisamment de contraintes sur l’hamiltonien, de
sorte que la matrice correspondante soit normale (c’est-a`-dire qu’elle commute avec
son hermitienne conjugue´e).
Il existe encore une autre origine possible de la matrice V , qui consiste a` tenir
compte dans l’hamiltonien des interactions de la particule avec le milieu dans lequel
elle se propage (effet MSW [27]). On obtient dans ce cas un hamiltonien effectif
satisfaisant a` une e´quation de type Schro¨dinger. Nous ne discuterons pas de ce
me´canisme qui est tout a` fait diffe´rent, puisque la particule oscillante ne se propage
pas librement.
Pour calculer une amplitude, nous devons pouvoir calculer le produit scalaire de
deux vecteurs de base. Qu’en est-il des relations d’orthogonalite´ dans ces deux bases ?
Dans la base de saveur, les relations d’orthogonalite´ suivantes sont satisfaites :
<νβ(0) | να(0)>= δαβ , (1.2)
puisque Hint est hermitien et qu’il pre´serve la saveur. Dans la base de propagation,
Hpropag n’est hermitien que si les particules sont stables. Le produit scalaire entre les
e´le´ments de cette base doit donc eˆtre de´fini en ge´ne´ral a` partir de la base de saveur :
<νk(0) | νj(0)>=
∑
γ
V −1jγ V
−1 †
γk . (1.3)
Ces produits scalaires deviennent orthogonaux si la matrice V est unitaire, ce qui
est le cas pour des particules stables. Comme on l’a dit plus haut, la matrice V peut
aussi eˆtre unitaire pour des particules instables si une syme´trie impose suffisamment
de contraintes sur Hpropag. Dans le syste`me K
0K0, la syme´trie CP suffit pour que
V soit unitaire. Comme la violation de cette syme´trie est de l’ordre du millie`me, le
membre de droite de l’e´quation (1.3) est aussi de l’ordre du millie`me pour les kaons
neutres.
Notons cependant que les relations d’orthogonalite´ dans la base de saveur ne
sont valables que si tous les e´tats propres de masse sont e´nerge´tiquement permis
[28]. Par exemple, supposons qu’il existe quatre neutrinos stables tels que mi = 0
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pour i = 1, 2, 3 et m4>1 GeV. Pour des neutrinos d’e´nergie infe´rieure a` 1 GeV, on
aura
<νβ(0) | να(0)>= δαβ − Vα4 V ∗β4 .
Ce proble`me est une premie`re indication des difficulte´s lie´es a` la de´finition de la base
de saveur. Par exemple, est-il possible d’associer une particule observable a` chaque
e´tat de saveur ? Remettons a` plus tard le cas des particules instables : elles ne corres-
pondent en toute rigueur a` aucun e´tat de l’espace de Hilbert des e´tats physiques
mais apparaissent en the´orie des champs comme des poˆles de la matrice S. Par
contre, a` chaque particule stable est associe´e en me´canique quantique relativiste une
repre´sentation du groupe de Poincare´ caracte´rise´e par une masse et un spin de´finis.
Dans ce cadre, les e´tats de saveur ne correspondent pas a` des particules, a` moins
d’e´tre de´ge´ne´re´s. Si l’on examine le proble`me en the´orie des champs, on remarque
que les ope´rateurs de cre´ation et d’annihilation d’e´tats propres de masse sont bien
de´finis. Par contre, le changement de base (1.1) applique´ a` ces ope´rateurs ne fournit
pas des ope´rateurs de cre´ation et d’annihilation d’e´tats de saveur satisfaisant aux
relations de commutation canoniques [30]. On pourrait se demander quelle re´alite´
attribuer aux e´tats de saveur apparaissant dans l’e´quation (1.1). Il se fait que dans
un processus ou` des oscillations sont pre´sentes dans la propagation, les particules
oscillantes sont uniquement identifie´es a` la production et a` la de´tection dans une
superposition d’e´tats propres de masse formellement e´quivalente a` un e´tat de saveur.
Dans ce sens-la`, les e´tats de saveur sont observe´s dans ce type d’expe´rience tandis
que les e´tats propres de masse ne le sont pas.
1.1.2 Oscillations de la probabilite´ de de´tection
Partant d’un e´tat propre d’interaction de saveur α, l’amplitude de de´tecter au
temps t un e´tat de saveur β est donne´e selon les re`gles de la me´canique quantique
par
A(α→ β, t) = <νβ(0) | exp(−iHpropag t)| να(0)>
= <νβ(0) |
∑
j
Vαj exp (−i Ejt− Γjt/2) | νj(0)>
1.1. OSCILLATIONS TEMPORELLES EN ME´CANIQUE QUANTIQUE 15
= <νβ(0) |
∑
j,γ
Vαj exp (−i Ejt− Γjt/2) V −1jγ | νγ(0)> .
Les symboles Ej , mj et Γj de´signent les e´nergie, masse et largeur de l’e´tat propre
de masse | νj(t)>. L’amplitude peut eˆtre re´e´crite comme
A(α→ β, t) =∑
j
Vαj exp (−i Ejt− Γjt/2)V −1jβ . (1.4)
On a utilise´ la relation d’orthogonalite´ (1.2) dans la base de saveur, puisque la base de
propagation (1.3) n’est en ge´ne´ral pas orthogonale. Cette non orthogonalite´ implique
que les e´tats | νi(0)> peuvent eˆtre normalise´s de diffe´rentes fac¸ons. Cela n’a pas d’im-
portance tant qu’ils n’apparaissent pas dans le re´sultat final du calcul de l’amplitude,
comme on le voit clairement ci-dessus ou` la formule d’oscillation est calcule´e sans
meˆme poser la question de cette normalisation. Cependant, cette question re´apparaˆıt
lorsque l’on tente d’e´crire des amplitudes impliquant un e´tat propre de masse comme
e´tat initial ou final. Par exemple, l’amplitude M(KL→ππ) ≡< ππ |Htotal|KL >
de´pend de la normalisation choisie pour l’e´tat |KL >. On verra au chapitre 6 la
manie`re correcte de de´finir de telles amplitudes en the´orie des champs.
La formule (1.4) de l’amplitude d’oscillation est souvent e´crite [31] en termes
des <νk(0) | νj(0)> :
A(α→ β, t) =∑
j,k
Vαj exp (−i Ejt− Γjt/2)V †kβ <νk(0) | νj(0)> , (1.5)
mais cette expression est e´quivalente a` la formule (1.4). En effet, le remplacement
dans l’e´quation ci-dessus des <νk(0) | νj(0)> par leurs expressions (1.3) donne
A(α→ β, t) = ∑
j,k,γ
Vαj exp (−i Ejt− Γjt/2)V †kβ V −1jγ V −1 †γk
=
∑
j
Vαj exp (−i Ejt− Γjt/2)V −1jβ ,
et l’on retrouve la formule (1.4). Ce n’est pas surprenant, puisqu’a` travers l’e´quation
(1.3), ce sont les relations (1.2) d’orthogonalite´ dans la base de saveur qui sont
utilise´es.
Le re´sultat est e´galement identique a` celui obtenu par l’utilisation de deux
bases de saveur | να(0)>in et out<να(0) |, relie´es par l’ope´rateur de renversement
16 CHAPITRE 1. OSCILLATIONS EN ME´CANIQUE QUANTIQUE
dans le temps T [32, 33, 34]. Les ket appartiennent a` la base in tandis que les
bra appartiennent a` la base out. On ne se sert pas des vecteurs hermitiens con-
jugue´s. De nouvelles bases | νj(0)>in et out<νj(0) | d’e´tats propres de masse sont
de´finies telles qu’elles diagonalisent l’hamiltonien Hpropag, c’est-a`-dire que les nom-
bres out<νj(0) |Hpropag| νj(0)>in forment une matrice diagonale :
| να(0)>in =
∑
j
Vαj | νj(0)>in ,
out<να(0) | =
∑
j
out<νj(0) | V −1jα , (1.6)
mais les bases d’e´tats propres de masse ne sont pas relie´es par l’ope´rateur T. Les
e´tats propres de masse in et out sont orthogonaux :
out<νj(0) | νi(0)>in= δi j .
La formule d’oscillation obtenue par cette me´thode est identique a` l’e´quation (1.4).
De nouveau, ce n’est pas e´tonnant puisque les nouvelles bases in et out sont de´finies
a` partir de la base de saveur. Ce proce´de´ peut sembler artificiel : quelle est la
signification de cette nouvelle base ? Peut-on prendre le produit scalaire entre ces
deux bases qui ne sont meˆme pas duales sous l’ope´rateur T ? Pourquoi introduire une
nouvelle base alors que les e´tats propres de propagation ne sont jamais directement
observe´s ?
Notons comme cas particulier que si Hpropag est hermitien, alors V est unitaire
et Γj = 0. L’amplitude s’e´crit dans ce cas comme
A(α→ β, t) =∑
j
Vα j exp (−i Ejt) V ∗β j .
Cette expression est couramment utilise´e pour les me´langes de neutrinos stables.
Dans le cas ge´ne´ral d’un hamiltonien Hpropag non hermitien, la probabilite´ de
de´tection est donne´e par la norme au carre´ de l’amplitude d’oscillation (1.4) et s’e´crit
P(α→ β , t) =
∣∣∣∣∣∣
∑
j
Vα j exp (−i Ejt− Γjt/2)V −1j β
∣∣∣∣∣∣
2
=
∑
j,k
Vα j V
−1
j β V
∗
αk (V
−1)∗k β e
−i∆Ejk t e−Γjkt (1.7)
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ou` Γj k ≡ (Γj + Γk)/2 et ∆Ejk ≡ Ej − Ek. On peut aussi la re´e´crire comme
P(α→ β , t) =∑
j
e−Γjt |Vα j|2 |V −1j β |2
+ 2
∑
j<k
e−ΓjktRe
(
Vα j V
−1
j β V
∗
αk (V
−1)∗k β
)
cos (∆Ejk t)
+ 2
∑
j<k
e−ΓjktIm
(
Vα j V
−1
j β V
∗
αk (V
−1)∗k β
)
sin (∆Ejk t) , (1.8)
Cette probabilite´ de de´tection est une somme de termes qui de´croissent tous comme
des exponentielles, soit en e−Γjt, soit en e−Γjkt. Certains de ces termes oscillent en
cos(∆Ejk t) et d’autres en sin(∆Ejk t). C’est a` ces comportements oscillatoires que
l’on pense lorsque l’on parle d’oscillation de la probabilite´ de de´tection.
Quant a` l’oscillation des antiparticules, le the´ore`me CPT applique´ a` l’amplitude
(1.4) donne la relation
A(α¯→ β¯, t) = A(β → α, t) ,
avec la conse´quence que A(α¯→ α¯, t) = A(α→ α, t). La violation CP dans les os-
cillations ne peut donc eˆtre mesure´e que s’il y a changement de saveur (α 6= β),
puisqu’elle se manifeste par une diffe´rence entre |A(α¯→ β¯, t)|2 et |A(α→ β, t)|2. Si
la matrice de diagonalisation V est unitaire, seul le terme Im(Vα j V −1j β V ∗αk (V −1)∗k β)
(invariant de Jarlskog [35]) viole la syme´trie CP dans l’expression de la probabilite´
(1.8). En effet, le passage de P(α→ β, t) a` P(α¯→ β¯, t), qui revient a` e´changer α et
β, est e´quivalent a` remplacer V par V ∗ si V est unitaire . Cette substitution change
le signe de Im(Vα j V −1j β V ∗αk (V −1)∗k β) mais laisse les autres termes de la probabilite´
invariants.
Les deux cas dans lesquels la formule (1.7) est utilise´e, - me´sons K et B, neutri-
nos -, ne´cessitent un traitement relativiste, que n’offre pas cette formule, puisque le
facteur ∆Ejk t n’est pas un invariant sous les transformations de Lorentz. Cette non
invariance re´sulte du fait que l’on a ne´glige´ la de´pendance spatiale des e´tats dans
la de´rivation de la probabilite´ de de´tection. Pourtant, la diffe´rence entre le lieu de
production et de de´tection des particules introduit une phase supple´mentaire dont
il faut en principe tenir compte lorsque l’on e´tudie des phe´nome`nes d’interfe´rence.
Voici les solutions couramment apporte´es a` ce proble`me. Le calcul de la probabilite´
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(1.7) est en tout cas valable si la particule oscillante est conside´re´e dans son repe`re
au repos. On remplace alors la phase −i Ejt par la phase correspondante dans le
repe`re au repos, c’est-a`-dire −imjτ , ou` τ est le temps propre de la particule. Re-
marquons que si la particule a une tri-impulsion pj bien de´finie, cette phase peut
aussi s’e´crire
− imjτ = −i Ejt+ ipj · x . (1.9)
Le membre de droite peut aussi eˆtre calcule´ en re´solvant l’e´quation de Schro¨dinger
pour une onde plane, c’est-a`-dire en tenant compte de la de´pendance spatiale de`s le
de´part dans le calcul de l’amplitude (1.4). Traditionnellement, on utilise le membre
de gauche de l’e´quation (1.9) pour les kaons et le membre de droite pour les neutrinos.
Dans le cas des me´sons K et B, on passe dans le repe`re du laboratoire par la
relation t = γτ = Eτ/m, ou` m est choisi arbitrairement comme m = (mj +mk)/2
et E est l’e´nergie de la particule. Si l’on note la phase du terme d’interfe´rence par
Φ, la probabilite´ de de´tection (1.7) contient des termes oscillant en
exp (−iΦ) = exp (−i(mj −mk) τ)
= exp
(
−i(mj −mk) m
E
t
)
= exp
(
−im
2
j −m2k
2E
t
)
.
et ces termes de´croissent en
exp (−Γjkτ) = exp
(
−Γjk m
E
t
)
.
Comme les expe´riences ne mesurent que la de´pendance spatiale de la probabilite´
de de´tection, il faut passer a` une expression ne de´pendant que de la distance. On
substitue donc dans ces expressions la formule de la trajectoire classique, t = EL/P ,
ou` P est l’impulsion de la particule. De´finissant la longueur d’oscillation pour le
me´lange jk par
loscjk ≡
4π P
m2j −m2k
, (1.10)
la probabilite´ de de´tection (1.7) contient des termes oscillant en
exp (−iΦ) = exp
(
−2πi L
loscjk
)
,
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et ces termes de´croissent en
exp
(
−Γjk m
P
L
)
.
Les oscillations sont observables si L/loscjk ≈ O(1) et si O(loscjk ) ≤ P/(mΓjk), ou en-
core si O(mj −mk) ≥ O(Γjk). Cette dernie`re condition signifie banalement qu’on
ne verra pas d’oscillations si la particule se de´sinte`gre avant d’osciller notablement.
On peut de´ja` se rendre compte des proble`mes lie´s a` ce type d’extension rela-
tiviste. Si l’on avait de´fini un temps propre pour chaque e´tat propre de masse, la
phase Φ serait devenue
Φ = mjτj −mkτk = (m2j −m2k) t/E ,
ou` l’on a pris la meˆme e´nergie pour les e´tats j et k, faute de mieux. La longueur
d’oscillation correspondante est alors deux fois plus courte [37] ! Le proble`me re´side
dans la question de l’existence d’un repe`re au repos d’une particule qui n’a pas
de masse bien de´finie. Il existe d’autres possibilite´s de se tromper en prenant des
e´nergies diffe´rentes, ou des temps diffe´rents, ou des vitesses diffe´rentes, ou des im-
pulsions diffe´rentes pour les e´tats j et k. Les arguments utilise´s pour justifier le
bon choix [38, 39, 40] ne sont pas vraiment convaincants. Pour des processus du
type φ(1020)→K0K0, ou` deux particules oscillent simultane´ment, les ambigu¨ıte´s se
multiplient !
La situation ne s’ame´liore pas si l’on travaille avec le membre de droite de
l’e´quation (1.9), ce qui est la proce´dure couramment suivie dans le cas des neutri-
nos. En effet, il faut se donner des prescriptions pour manipuler l’e´nergie-impulsion
(Ej ,pj), le temps t et la distance x. La solution couramment adopte´e [41], tout a`
fait ad hoc, est de supposer l’e´galite´ des tri-impulsions, pj = pk ≡ p, de sorte que
Ej =
√
p2 +m2j
∼= E + m
2
j −m2
2E
,
ou` m ≡ (mj + mk)/2, E ≡
√
p2 +m2 et l’on a suppose´ que |mj − mk| ≪ E. La
probabilite´ (1.7) oscille alors en
exp (−i∆Ejk t) ∼= exp
(
−i m
2
j −m2k
2E
t
)
.
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Le raisonnement se poursuit alors comme pour la particule instable, avec la meˆme
de´finition de la longueur d’oscillation. Une deuxie`me e´cole [42, 43, 44] utilise des
e´nergies et tri-impulsions diffe´rentes pour les diffe´rents e´tats propres de masse, et
les calcule par conservation de l’e´nergie-impulsion a` la production. Le calcul de la
phase Φ du terme d’interfe´rence donne la meˆme longueur d’oscillation que l’e´quation
(1.10) si le temps t est remplace´ par t = EL/P quel que soit l’e´tat propre de masse.
Les ambigu¨ıte´s lors du passage d’une de´pendance temporelle a` une de´pendance
uniquement spatiale persistent dans ces deux traitements. On pourrait par exemple
argumenter que les e´tats propres de masse ont des vitesses diffe´rentes et arrivent donc
au de´tecteur en des temps tj et tk le´ge`rement diffe´rents. Si l’on pose l’e´galite´ des tri-
impulsions, la longueur d’oscillation est alors deux fois plus courte que l’expression
(1.10). Enfin, une troisie`me possibilite´ [45] consiste a` e´galer les e´nergies et a` calculer
les tri-impulsions par la formule p2j = E
2 −m2j . Dans ce cas, on obtient directement
une de´pendance spatiale dans le terme d’oscillation, mais la prescription d’e´galite´
des e´nergies paraˆıt aussi ad hoc que la prescription d’e´galite´ des tri-impulsions.
Il est pratique d’e´crire la longueur d’oscillation pour les neutrinos sous la forme
loscjk
∼= 2.48m P (MeV)
∆m2 (eV2)
,
qui permet d’e´valuer facilement la diffe´rence de masse ne´cessaire pour une longueur
d’oscillation donne´e.
1.2 Critique de la de´rivation traditionnelle de la
formule d’oscillation
La de´rivation explique´e a` la section pre´ce´dente de la probabilite´ de de´tection
d’une particule en me´lange est incorrecte pour toute une se´rie de raisons. On peut
e´mettre les objections suivantes :
1. L’interfe´rence entre e´tats de masses diffe´rentes est interdite en me´canique
quantique non relativiste. En effet, l’invariance de l’e´quation de Schro¨dinger
sous le groupe de Galile´e fixe la loi de transformation d’un e´tat : il est multiplie´
par un facteur de phase qui de´pend de la masse de l’e´tat, de la position et du
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temps. Des e´tats de masses diffe´rentes se transforment donc diffe´remment et
la phase relative d’une superposition d’e´tats n’est pas conserve´e sous le groupe
de Galile´e. Une superposition cohe´rente de ces e´tats est donc exclue (re`gle de
superposition de Bargmann [46]). Pour la meˆme raison, les particules instables
ne peuvent eˆtre de´crites en me´canique quantique non relativiste car il n’existe
pas de transition entre e´tats de masses diffe´rentes.
2. Il faut de toute fac¸on tenir compte des corrections relativistes pour de´crire
les expe´riences. Habituellement, on part de la formule non relativiste dans
le repe`re au repos de la particule et on effectue un boost pour passer dans
le repe`re du laboratoire comme explique´ ci-dessus [36]. Cette proce´dure est
ambigue¨ lorsque l’on examine l’interfe´rence entre e´tats de masses et/ou de
largeurs diffe´rentes : existe-t-il un repe`re au repos de l’e´tat oscillant, ou en
faut-il deux, un pour chaque e´tat propre de masse ? Cette ambigu¨ıte´ a suscite´
des controverses sur la question des oscillations [37, 39]. Il vaut mieux utiliser
un formalisme relativiste de`s le de´part, c’est-a`-dire recourir a` la the´orie des
champs, puis effectuer des approximations non relativistes si ne´cessaire.
3. Les e´tats propres d’interaction (ou de saveur) sont mal de´finis. Il n’existe pas
d’espace de Fock pour des e´tats qui n’ont pas de masse bien de´finie, c’est-a`-dire
qu’il n’existe pas d’ope´rateurs de cre´ation et d’annihilation d’e´tats de saveur
satisfaisant aux relations de commutation canoniques [30]. Une tentative a e´te´
faite en the´orie des champs non perturbative, a` l’aide de transformations de
Bogoliubov mais elle me`ne a` de se´rieux proble`mes d’interpre´tation et brise la
covariance sous les transformations de Lorentz [47].
4. Pour les particules instables, un proble`me supple´mentaire apparaˆıt puisque
l’hamiltonien effectif n’est pas hermitien. Comme on l’a vu ci-dessus, les e´tats
propres de masse ne sont plus orthogonaux avec leurs hermitiens conjugue´s et
des proble`mes de normalisation se posent. Une solution possible (voir e´quation
(1.6)) consiste a` utiliser deux bases in et out a` la place d’une seule base (et son
hermitienne conjugue´e) [32, 33, 34]. Ne´anmoins, cette me´thode peut paraˆıtre
artificielle. La question de la normalisation a de l’importance car dans le
syste`me K0K0, l’incertitude sur la normalisation des e´tats est du meˆme ordre
22 CHAPITRE 1. OSCILLATIONS EN ME´CANIQUE QUANTIQUE
que la violation CP directe [48].
5. Les particules instables n’apparaissent pas comme e´tats asymptotiques : ceux-
ci ne sont donc pas contenus dans l’espace de Hilbert des e´tats physiques.
En fait, elles ne peuvent eˆtre traite´es de fac¸on cohe´rente que comme e´tats
interme´diaires dans le cadre de la the´orie quantique des champs [49].
6. Les e´tats oscillants e´tudie´s jusqu’a` pre´sent (me´sons K et B, neutrinos) ne
sont pas observe´s directement car ils sont e´lectriquement neutres. Seuls les
particules avec lesquelles ils interagissent (ou dans lesquelles ils se de´sinte`grent)
par interaction faible sont observe´s. Dans une approche re´aliste, on ne devrait
calculer que des amplitudes de transition entre e´tats observables.
7. Les expe´riences e´tudient la propagation spatiale, et non temporelle. L’utilisa-
tion de la formule classique L = v t dans un calcul e´minemment quantique pour
remplacer le temps par la distance laisse songeur. D’ailleurs, ne faudrait-il pas
utiliser des vitesses v diffe´rentes pour les diffe´rents e´tats propres de masse ? Ce
proble`me est lie´ a` la question mentionne´e ci-dessus du passage a` un formalisme
relativiste. Cette ambigu¨ıte´ me`ne a` des diffe´rences du simple au double dans
le calcul de la fre´quence d’oscillation [38, 37, 40].
8. La de´rivation traditionnelle implique une e´nergie-impulsion parfaitement de´-
finie, c’est-a`-dire que les e´tats sont des ondes planes. Par le principe d’incer-
titude, leur localisation spatio-temporelle est alors inconnue. Comment parler
dans ce cas de propagation sur une distance de´finie ?
9. Il n’y a pas de raison de penser que les e´nergies ou les impulsions des e´tats
oscillants soient e´gales. Cette question est d’ailleurs ambigue¨ : peut-on parler
de l’e´nergie ou de l’impulsion d’un e´tat propre de masse lorsqu’il est superpose´
line´airement a` un autre e´tat propre de masse ? L’hypothe`se qui consiste a` e´galer
les tri-impulsions des e´tats propres de masse des neutrinos est donc injustifie´e,
comme d’ailleurs aussi l’hypothe`se oppose´e qui consiste a` e´galer leurs e´nergies.
D’ailleurs, la conservation de l’e´nergie-impulsion a` la production n’impose-t-
elle pas l’e´galite´ de l’e´nergie-impulsion des diffe´rents e´tats propres de masse ?
Ou alors, faut-il conside´rer que l’e´nergie-impulsion des autres particules e´mises
a` la production de la particule oscillante varie selon l’e´tat propre de masse
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e´mis ? Cette question n’est pas purement acade´mique. Tout d’abord elle remet
en question la formule d’oscillation. Ensuite, l’utilisation d’une conservation
stricte de l’e´nergie-impulsion a` la production me`ne a` conside´rer les particules
associe´es a` la particule oscillante (par exemple le muon dans π→µν) comme
une superposition d’e´tats d’e´nergies-impulsions diffe´rentes, avec le re´sultat
qu’ils oscillent eux aussi [50, 51]. Nous verrons au chapitre 6 que ce n’est
pas le cas.
10. Les crite`res d’observabilite´ des oscillations (a` part L ≈ loscjk ) n’apparaissent pas
explicitement dans la formule d’oscillation (1.7). Par exemple, on s’attend a`
ce que les oscillations soient inobservables
- si la longueur d’oscillation est de l’ordre de grandeur ou plus petite que l’in-
certitude sur la position de la source et/ou du de´tecteur.
- si l’e´nergie et l’impulsion des e´tats oscillants peuvent eˆtre mesure´es avec une
pre´cision suffisante pour de´terminer quel e´tat propre de masse se propage.
Pour que la superposition quantique soit possible, il faut donc simultane´ment
une localisation suffisamment pre´cise de la source et du de´tecteur et une incer-
titude suffisante sur l’e´nergie et/ou l’impulsion a` l’e´mission et a` la de´tection
[52].
Toutes ces objections me`nent a` abandonner un traitement direct des e´tats oscil-
lants. Le processus d’oscillation va eˆtre conside´re´ dans son ensemble : les e´tats oscil-
lants deviennent des e´tats interme´diaires, non observe´s directement, se propageant
entre une source et un de´tecteur. Ils sont repre´sente´s en the´orie des champs par
leur propagateur. La forme de celui-ci, consistante avec la relativite´ restreinte et la
causalite´, de´termine l’e´volution spatio-temporelle ainsi que la probabilite´ de de´sin-
te´gration si la particule est instable. Etant donne´ que la covariance sous les trans-
formations de Lorentz est implicite dans cette approche, le recours a` des repe`res
particuliers et des boosts est rendu inutile. Cette me´thode a e´te´ propose´e pour la
premie`re fois par Jacob et Sachs [5] pour les particules scalaires instables et Giunti,
Kim et Lee [53] pour les neutrinos.
Dans un premier temps, nous allons pre´senter un mode`le simplifie´ suffisant a`
de´crire la propagation d’une seule particule stable. Dans cet exemple, l’e´tude de la
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de´pendance spatiale de l’amplitude globale de propagation se re´duit a` l’analyse de
la transforme´e de Fourier du propagateur par rapport a` sa tri-impulsion. L’esprit de
cette me´thode est proche de Schwinger [4] qui e´tudie la de´pendance temporelle de
l’amplitude. On appliquera aussi ce mode`le a` la description de particules instables,
bien qu’en toute rigueur il ne convienne pas a` cette situation. On estimera les con-
tributions non exponentielles a` l’amplitude de propagation, et l’on calculera aussi
une probabilite´ d’oscillation de´pendant uniquement de la distance. Ses insuffisances
vis-a`-vis des particules instables mises a` part, le mode`le simplifie´ ne permet pas non
plus de re´pondre a` toutes les questions pose´es ci-dessus a` propos de la de´rivation tra-
ditionnelle des oscillations en me´canique quantique. Je pense d’une part au proble`me
de l’e´galite´ ou non des e´nergies-impulsions des e´tats oscillants et d’autre part aux
conditions d’observabilite´ de ce phe´nome`ne.
Dans un second temps, nous proposerons un mode`le plus sophistique´. Pour
tenir compte des restrictions expe´rimentales sur les oscillations, les e´tats entrants et
sortants a` la source et au de´tecteur seront repre´sente´s par des paquets d’ondes. On
pourra ainsi de´river les conditions d’observabilite´ des oscillations. La propagation
de particules instables pourra aussi eˆtre de´crite de fac¸on cohe´rente. Enfin, toutes
les questions souleve´es ci-dessus concernant les oscillations trouveront une re´ponse.
Les formules the´oriques seront applique´es dans une se´rie de cas concrets concernant
des expe´riences actuelles. Une parame´trisation cohe´rente de la violation CP sera
aussi e´tablie. Tout au long de ce travail, la syme´trie CPT sera suppose´e exacte.
Parame´triser une violation e´ventuelle de cette syme´trie dans un mode`le comme le
noˆtre base´ sur la the´orie des champs est incohe´rent puisque personne n’a re´ussi
jusqu’a` pre´sent a` construire une the´orie des champs relativiste violant CPT. Autant
parame´triser cette violation dans le cadre de la me´canique quantique, comme cela
a de´ja` e´te´ fait de nombreuses fois (toutefois, la premie`re parame´trisation, a` ma
connaissance, de la violation de CPT dans le syste`me K0K0 a e´te´ effectue´e en
the´orie des champs ! [32]).
Chapitre 2
Le propagateur complet
Il apparaˆıt dans ce chapitre que le propagateur complet constitue l’e´le´ment cle´
de toute description d’un phe´nome`ne de propagation macroscopique en the´orie des
champs. Remarquons tout d’abord que l’amplitude de propagation d’une particule
de´pend en ge´ne´ral des processus de production et de de´tection. Sous certaines con-
ditions analyse´es dans le chapitre 4, il est possible de factoriser l’amplitude globale
en trois parties : production, propagation et de´tection. La propagation d’une par-
ticule peut alors eˆtre e´tudie´e a` partir du seul propagateur, sans prendre en compte
les e´tats entrants et sortants. Dans ce cas, l’utilisation de la the´orie quantique des
champs n’est pas plus complique´e que celle de la me´canique quantique et fournit
directement une formule d’oscillation spatiale, ce qui est de´ja` un plus par rapport a`
la formule (1.7) de´rive´e en me´canique quantique. Notons cependant que nos calculs
ne s’appliqueront pas a` la propagation de bosons de jauge charge´s : le propagateur
n’e´tant pas invariant de jauge, il ne peut eˆtre conside´re´ inde´pendamment. Un tel
processus ne peut eˆtre factorise´ qu’en sous-processus invariants de jauge [54].
Apre`s le passage en revue des hypothe`ses du mode`le simplifie´, nous e´tudierons
la repre´sentation spectrale du propagateur complet et les conse´quences de celle-ci
sur l’amplitude de propagation spatiale, tant pour une particule stable que pour
une particule instable. En particulier, les corrections non exponentielles dues aux
seuils de production de plusieurs particules re´elles seront examine´es. Le chapitre se
termine par un exemple de calcul de propagateur complet.
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2.1 Propagation : le mode`le simplifie´
Dans cette section, nous pre´sentons un mode`le simplifie´ tel que l’amplitude de
propagation se factorise et l’e´tude de la propagation se re´sume a` celle du propaga-
teur. Le processus de propagation d’une particule scalaire est symbolise´ par
PI(q)
(tP ,xP )−→ PF (k) + ν(p)
ց
ν(p) +DI(q
′)
(tD ,xD)−→ DF (k′)
PI repre´sente l’ensemble des particules arrivant dans la re´gion de production
centre´e autour du point (tP ,xP ), d’e´nergie-impulsion totale q tandis que PF repre´sente
l’ensemble des particules issues de la re´gion de production et d’e´nergie-impulsion
totale k, a` l’exception de la particule interme´diaire ν dont on e´tudie la propaga-
tion1. DI , DF et (tD,xD) ont des de´finitions similaires mais concernent le point de
de´tection. Le point d’interaction a` la production est note´ par x et le point d’inter-
action a` la de´tection est note´ x′. On pose que l’e´tat interme´diaire se propageant de
x en x′ a les nombres quantiques d’une particule, pas d’une antiparticule. Toutes
les particules du processus sont suppose´es scalaires. Les conditions expe´rimentales
(e´nergies-impulsions de PI,F , DI,F ) sont choisies telles que le processus ci-dessus,
ou` une particule quasi-re´elle ν se propage macroscopiquement, est se´lectionne´ parmi
tous les processus possibles. En d’autres termes, les e´nergies-impulsions des e´tats ini-
tiaux et finaux sont telles que l’e´le´ment de matrice S correspondant a` ce processus
est e´value´ pre`s de la singularite´ du propagateur de la particule interme´diaire.
Ce processus pourrait aussi eˆtre symbolise´ par le diagramme suivant, sur lequel
les re´gions de production et de de´tection sont indique´es par des cercles en pointille´
et les fle`ches indiquent la direction des impulsions :
1Tout au long de ce travail, les vecteurs en 3 dimensions seront note´s en gras tandis que les
vecteurs en 4 dimensions seront note´s normalement. Les produits scalaires s’e´crivent respectivement
p · q et p · q. La me´trique utilise´e est gµν = diag(1,−1,−1,−1).
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Les hypothe`ses simplificatrices de ce mode`le sont les suivantes :
– tous les e´tats entrants et sortants sont stationnaires, c’est-a`-dire que leurs
e´nergies ont des valeurs de´termine´es.
– un e´tat au point de production et un e´tat au point de de´tection sont localise´s
spatialement a` une pre´cision infinie.
– les autres e´tats ont des tri-impulsions de´termine´es a` une pre´cision infinie, c’est-
a`-dire qu’ils sont des ondes planes dans l’espace de configuration.
Pour fixer les ide´es, supposons que PI et DI soient chacun constitue´s d’un seul
e´tat stationnaire de´signe´ respectivement dans l’espace de configuration par
φ˜PI (x−xP ) e−iEPI t et φ˜DI (x′−xD) e−iEDI t
′
.
On ne pourra parler de propagation macroscopique que si les interactions a` la pro-
duction et a` la de´tection sont suffisamment localise´es par rapport a` la distance de
propagation. C’est pourquoi on a pose´ l’hypothe`se extreˆme que les fonctions d’onde
des e´tats PI et DI sont des distributions delta de sorte que les interactions de pro-
duction et de´tection soient localise´es spatialement a` une pre´cision infinie :
φ˜PI (x−xP ) ∼ δ(3) (x−xP ) et φ˜DI (x′−xD) ∼ δ(3) (x′−xD) .
Bien suˆr, le prix a` payer est une incertitude comple`te sur la tri-impulsion de la
particule interme´diaire. Quant aux e´tats PF et DF , on suppose qu’ils ne contiennent
chacun qu’une particule, qui est repre´sente´e par une onde plane :
φ˜PF (x, t) ∼ e−iEPF t+i k·x et φ˜DF (x, t′) ∼ e−iEDF t
′+ik′·x′ .
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L’amplitude du processus s’e´crit dans l’espace de configuration comme
A ∼ MPMD
∫
d4x
∫
d4x′ φ˜PI (x−xP ) e−iEPI t φ˜DI (x′−xD) e−iEDI t
′
× eiEPF t−ik·x eiEDF t′−ik′·x′
∫
d4p
(2π)4
e− i p·(x
′−x)G(p2) (2.1)
ou`MP ,MD sont les couplages, suppose´s constants et k, k
′ sont les impulsions totales
des e´tats PF et DF . Le propagateur est symbolise´ par G(p
2) ou par G(p0,p) selon
les besoins. Cette formule est justifie´e rigoureusement au chapitre 4, dans le cadre
du mode`le sophistique´. L’inte´gration sur t et t′ donne
A ∼ MPMD
∫
d3x
∫
d3x′
∫ d4p
(2π)2
δ
(
EPI− EPF− p0
)
δ
(
EDI− EDF+ p0
)
× e−ik·x−ik′·x′ φ˜PI (x−xP ) φ˜DI (x′−xD) eip·(x
′−x)G(p2)
∼ MPMD 2π δ (EDI− EDF+ EPI− EPF )
∫
d3x
∫
d3x′
∫
d3p
(2π)3
× e−ik·x−ik′·x′ φ˜PI (x−xP ) φ˜DI (x′−xD) eip·(x
′−x)G(E,p) ,
ou` E ≡ EPI−EPF >0. L’inte´gration sur x et x′ donne, apre`s insertion des fonctions
d’onde delta
A ∼MPMD 2π δ (EDI−EDF+EPI−EPF )
∫
d3p
(2π)3
eip·LG(E,p) (2.2)
ou` L ≡ xD−xP .
On voit que dans ce mode`le simplifie´, l’amplitude de propagation est directe-
ment proportionnelle a` la transforme´e de Fourier du propagateur sur sa tri-impulsion
et aura donc une de´pendance spatiale en L. Notons que l’on e´tudie habituellement
la transforme´e de Fourier du propagateur sur l’e´nergie [4, 6] ce qui donne une am-
plitude de´pendant du temps. Outre le fait qu’aucun mode`le n’est donne´ pour jus-
tifier ce choix, il est plus logique d’e´tudier la de´pendance spatiale du propagateur
puisqu’aucune expe´rience n’observe directement la de´pendance temporelle.
Ce mode`le-ci pre´sente cependant plusieurs de´fauts :
– il ne s’applique pas a` la de´sinte´gration des particules instables, pour lesquelles
il ne peut eˆtre question d’e´tat stationnaire lors de leur de´sinte´gration.
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– l’approximation, soit d’e´tats stationnaires, soit d’ondes planes, est trop forte
car elle ne permet pas d’e´tudier l’influence des conditions de production et de
de´tection. De plus, comme on le verra a` la section 3.4, elle est trop impre´cise
pour que l’on puisse re´pondre par la suite a` la question d’e´galite´ ou non des
e´nergies-impulsions des e´tats oscillants.
– l’amplitude est inde´pendante de la direction de L.
Ces de´fauts ne deviennent pre´occupants que pour l’e´tude de phe´nome`nes tels
que les oscillations de particules, qui re´sultent de la compensation quasi totale de
diffe´rentes phases. Nous y reviendrons dans le prochain chapitre et de´velopperons
un mode`le plus complet par la suite. Une autre imperfection de ce mode`le rele`ve de
la question de la possibilite´ d’une propagation libre. Dans une chambre a` bulles, la
trajectoire d’une particule charge´e est signale´e par des bulles re´sultant des interac-
tions e´lectromagne´tiques de la particule avec le milieu de propagation [1]. Il faudrait
en principe tenir compte de ces mesures successives dans le formalisme quantique.
Ce proble`me ne sera pas examine´ ici puisque l’on vise a` de´crire la propagation de
particules neutres (kaons, neutrinos). La question de principe subsiste cependant,
car ces particules interagissent encore faiblement avec le milieu de propagation. Le
mode`le MSW [27] est un exemple ou` ces interactions jouent un roˆle de´terminant.
Pour revenir au mode`le simplifie´, il convient maintenant d’e´tudier la forme
ge´ne´rale du propagateur et sa transforme´e de Fourier.
2.2 Deux formes de repre´sentations spectrales
Un champ relativiste de´crit une excitation locale qui produit un spectre d’e´ner-
gies ou de masses posse´dant une limite infe´rieure caracte´ristique du type de champ.
Par exemple, la limite the´orique pour n’importe quel boson ou lepton e´lectriquement
charge´ est la masse de l’e´lectron, tandis que pour les champs neutres de ces deux
types, le spectre commence en principe en ze´ro. Pour les baryons, cette limite est
la masse du proton. Ces limites sont fixe´es par les masses des particules stables
restantes apre`s que toutes les de´sinte´grations possibles ont eu lieu.
La propagation de ces excitations est de´crite par la fonction de Green a` deux
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points ordonne´e dans le temps, qui pour un champ bosonique scalaire est de´finie par
G(x− y) =<0 |T (φ(x) φ∗(y)) | 0> .
Elle est aussi appele´e propagateur complet. En vertu des principes fondamentaux
de la the´orie relativiste des champs, cette fonction prend la forme suivante, appele´e
repre´sentation spectrale ou de Ka¨llen-Lehmann [55] :
G(x− y) =
∫ ∞
M2
ds ρ(s)∆F (x− y, s)
ou`
∆F (x− y, s) ≡
∫
d4p
(2π)4
e−ip(x−y)
i
p2 − s + iǫ
est le propagateur de Feynman du champ scalaire libre. La fonction spectrale ρ(s)
est de´finie par
ρ(s = p2) ≡ (2π)3 ∑
n
δ(4) (p− pn) |<0 |φ(0)|n> |2 , (2.3)
ou` la sommation sur les e´tats |n > a` n particules comprend aussi une inte´gration
sur leurs tri-impulsions. Cette fonction peut eˆtre interpre´te´e comme e´tant la densite´
d’e´tats de masse s. M est la masse invariante de l’e´tat a` plusieurs particules le plus
le´ger en interaction avec le champ. On a
ρ(s) = 0 pour s ≤ M2 .
La repre´sentation spectrale du propagateur complet dans l’espace des impulsions
s’obtient par transforme´e de Fourier et s’e´crit
G(p2) =
∫ ∞
M2
ds ρ(s)
i
p2 − s+ iǫ (2.4)
ou` l’on reconnaˆıt une sommation ponde´re´e selon la masse sur le propagateur de la
particule libre.
Le propagateur G(p2) peut eˆtre vu comme la valeur limite de la fonction G(z)
de´finie dans le plan complexe :
G(p2) = lim
z→p2+iǫ
G(z) = lim
z→p2+iǫ
∫ ∞
M2
ds ρ(s)
i
z − s .
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La fonction G(z) est analytique partout sauf sur une coupure le long de l’axe re´el
positif a` partir de z =M2.
Pour que les inte´grales de´finies ci-dessus existent, il faut que la fonction ρ(s)
de´croisse lorsque s tend vers l’infini. Par conse´quent, le propagateur a un comporte-
ment asymptotique en G(p2) ∼ i p−2 lorsque p2 → ∞. Cette proprie´te´ caracte´-
ristique d’un champ local peut eˆtre utilise´e pour e´tablir une repre´sentation spec-
trale e´quivalente du propagateur [4], qui est particulie`rement pratique pour e´tudier
les particules instables et faire le lien avec l’approche perturbative des diagrammes
de Feynman. Observons d’abord que G(z) n’a pas de ze´ros complexes puisque
G(x+ iy) = i
∫ ∞
M2
ds
(x− s) ρ(s)
(x− s)2 + y2 + y
∫ ∞
M2
ds
ρ(s)
(x− s)2 + y2 = 0
implique y = 0. La fonction P (z) ≡ i G−1(z) − z est donc re´gulie`re dans le plan
complexe, a` l’exception de la coupure sur l’axe re´el positif de´ja` mentionne´e. La
fonction z−1 P (z) tend vers ze´ro a` l’infini dans le plan complexe et pre´sente un poˆle
a` l’origine. Elle peut s’e´crire
z−1 P (z) = −M
2
0
z
−
∫ ∞
M2
ds
σ(s)
z − s ,
ou` σ(s) est une fonction dont on va de´terminer les proprie´te´s. On peut encore e´crire
i G−1(z) = z −M20 − z
∫ ∞
M2
ds
σ(s)
z − s .
En comparant avec la formule pre´ce´dente pour G(z) (e´quation (2.4)), on a
i G(0) = M−20 =
∫ ∞
M2
ds
ρ(s)
s
> 0 .
De plus, on ve´rifie que
ReG(x+ i ǫ) = −ReG(x− i ǫ) = π ρ(x) ≥ 0 , (2.5)
ImG(x+ i ǫ) = ImG(x− i ǫ) ,
donc
G−1(x+ iǫ)−G−1(x− iǫ) ≥ 0 pour x > M2 ,
G−1(x+ iǫ)−G−1(x− iǫ) = 0 pour x ≤M2 ,
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On ve´rifie aussi que
G−1(x+ iǫ)−G−1(x− iǫ) = 2π xσ(x) ,
donc σ(x) ≥ 0 avec σ(x) = 0 pour x ≤ M2. Ces deux conditions, M20 > 0 et
σ(x) ≥ 0 , garantissent que G(z) n’a pas de poˆle pour z re´el ne´gatif. En conclusion,
la deuxie`me repre´sentation spectrale du propagateur s’e´crit
G(z) =
i
z −M20 −Π(z)
(2.6)
ou`
Π(z) ≡ z
∫ ∞
M2
ds
σ(s)
z − s . (2.7)
Remarquons que
ImΠ(p2) = lim
z→p2+iǫ
ImΠ(z) = − π p2 σ(p2) ≤ 0 . (2.8)
Cette forme du propagateur se retrouve aussi a` partir des diagrammes de Feyn-
man. Soit la fonction −iΠ(p2), appele´e e´nergie propre, de´signant la somme des
diagrammes irre´ductibles a` une particule (1PI),
i p2

= + + + .
= 1PI

  Π . . .)(- i
Le propagateur complet est la somme de toutes les insertions possibles de l’e´nergie
propre dans le propagateur :
G p2 = + + +1PI 1PI 1PI . . .( )
et peut s’exprimer comme une se´rie ge´ome´trique en −iΠ(p2) :
G(p2) =
i
p2 −M20
+
i
p2 −M20
(
−iΠ(p2)
) i
p2 −M20
+ ...
=
i
p2 −M20 − Π(p2)
. (2.9)
2.3. PARTICULE STABLE : REPRE´SENTATION SPECTRALE 33
On retrouve la deuxie`me forme de la repre´sentation spectrale. La fonction Π(p2)
e´tant en ge´ne´ral divergente, cette se´rie ne converge pas et il faut renormaliser
la masse M0 par une constante infinie qui absorbe la divergence de Π(p
2). Cette
proce´dure faite, la se´rie converge pour un couplage faible et loin des poˆles e´ventuels
de G(p2). Soit M la masse renormalise´e et f(p2) la partie restante de Π(p2) apre`s
renormalisation de la masse (son expression exacte de´pend du point de renormali-
sation). Le propagateur complet devient
G(p2) =
i
p2 −M2 − f(p2) (2.10)
La fonction f(p2) acquiert une partie imaginaire pour p2 > M2seuil, qui est l’e´nergie-
impulsion minimale pour cre´er des particules interme´diaires re´elles (c’est-a`-dire sur
leur couche de masse). En prolongeant G(p2) dans le plan complexe en G(z), on
retrouve bien la coupure sur l’axe des re´els, pour p2 > M2seuil, pre´sente dans la
repre´sentation spectrale.
Remarquons enfin que le poˆle du propagateur complet en p2=m2 apparaˆıt dans
la deuxie`me repre´sentation spectrale comme un ze´ro du de´nominateur, c’est-a`-dire
comme solution de
p2 −M2 − f(p2) = 0 .
On va voir imme´diatement que ce poˆle peut eˆtre interpre´te´ comme la masse physique
de l’e´tat a` une particule cre´e´ par le champ. Cette masse physique m n’est pas
ne´cessairement identique a` la masse renormalise´e M .
2.3 Particule stable : repre´sentation spectrale
Supposons que le champ cre´e un e´tat a` une particule de masse m, ainsi que des
e´tats a` plusieurs particules. La fonction spectrale (2.3) s’e´crit dans ce cas
ρ(p2) =
∫
d3q
(2π)3 2
√
q2 +m2
(2π)3 δ(4)(p− q) |<0 |φ(0)| q> |2
+
∑
n≥2
(2π)3 δ(4) (p− pn) |<0 |φ(0)| pn> |2 ,
ou encore
ρ(s) = Z δ
(
s−m2
)
+ ρmulti(s) , (2.11)
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ou` Z ≡ |< 0 |φ(0)| q > |2 est une constante de´pendant uniquement de q2 = m2 par
invariance de Lorentz. Elle peut s’interpre´ter comme la probabilite´ que le champ φ
cre´e un e´tat a` une particule a` partir du vide. La fonction ρmulti(s) est une fonction
continue et repre´sente la contribution des e´tats a` plusieurs particules. Ces e´tats ne
contribuent que si l’e´nergie disponible est supe´rieure au seuil de production de ces
e´tats sur leur couche de masse. Le seuil le plus bas est note´ M2seuil.
ρmulti(s) = 0 pour s ≤M2seuil .
Mseuil doit eˆtre supe´rieur a` m sinon la particule de masse m se de´sinte`grerait dans
les particules associe´es a` Mseuil. Dans ce cas, cette particule n’apparaˆıtrait pas dans
les e´tats asymptotiques et la repre´sentation spectrale ne serait plus valide. On verra
plus tard comment modifier cette repre´sentation pour y inclure la description des
particules instables.
En y inse´rant l’expression de la fonction spectrale (2.11), le propagateur complet
(2.4) devient
G(p2) =
i Z
p2 −m2 + iǫ +
∫ ∞
M2
seuil
ds
i ρmulti(s)
p2 − s+ iǫ
≡ G1part(p2) + Gmulti(p2) . (2.12)
Le poˆle du propagateur complet s’interpre`te donc comme la masse physique de
l’e´tat a` une particule cre´e´ par le champ. La constante Z est le re´sidu au poˆle du
propagateur complet.
2.4 Particule stable : propagation spatiale
Rappelons que le but est d’e´tudier l’amplitude de propagation (2.2), ce qui
revient a` analyser la de´pendance spatiale du propagateur en calculant sa transforme´e
de Fourier par rapport a` la tri-impulsion. Celle-ci sera note´e G(p0,L) :
G(p0,L) ≡
∫
d3p
(2π)3
eip·LG(p2) =
∫
d3p
(2π)3
eip·L
(
G1part(p
2) + Gmulti(p
2)
)
.
A partir du propagateur (2.12) d’un champ cre´ant une particule stable, on obtient
G1part(p
0,L) =
∫
d3p
(2π)3
eip·L
i Z
p2 −m2 + iǫ
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=
∫ 2π
0
dϕ
∫ π
0
dθ sin θ
∫ ∞
0
p2 d|p|
(2π)3
ei |p|L cos θ
i Z
p02 − p2 −m2 + iǫ
=
Z
4π2 L
∫ ∞
0
|p| d|p| e
i |p|L − e−i |p|L
p02 − p2 −m2 + iǫ
=
Z
4π2 L
∫ ∞
−∞
qdq
eiqL
p02 − q2 −m2 + iǫ
=
−iZ
4πL
eipmL , (2.13)
ou` L ≡ |L| et pm ≡
√
p02−m2 + iǫ. La dernie`re e´tape a e´te´ calcule´e par inte´grale
de contour en fermant le contour par le haut.
Si p0
2−m2 < 0, pm = i
√
m2 − p02 et l’amplitude de´croˆıt exponentiellement en
fonction de la distance.
Si p0
2− m2 > 0, la de´croissance est en L−1 qui est le facteur ge´ome´trique
attendu, de sorte que la probabilite´ de de´tection sur un e´le´ment de sphe`re de rayon
L de´croisse en L−2.
De meˆme,
Gmulti(p
0,L) =
−i
4π L
∫ ∞
M2
seuil
ds ρmulti(s) e
ipsL , (2.14)
ou` ps ≡
√
p02− s+ iǫ.
En rassemblant les deux termes (2.13) et (2.14), on obtient
G(p0,L) =
−i
4π L
(
Z eipmL +
∫ ∞
M2
seuil
ds ρmulti(s) e
ipsL
)
.
Par le lemme de Riemann, le deuxie`me terme tend vers ze´ro lorsque la distance L
tend vers l’infini. En effet, on peut effectuer la de´composition suivante :
Gmulti(p
0,L) = − i
4π L
∫ p02
M2
seuil
ds ρmulti(s) e
ipsL − i
4π L
∫ ∞
p02
ds ρmulti(s) e
−
√
s−p02L
≡ Gmulti,I(p0,L) +Gmulti,II(p0,L) .
Notons que Gmulti,I = 0 si p
02 ≤ M2seuil puisque ρmulti(s) = 0 pour s ≤ M2seuil. Sous
le changement de variable s→ ω ≡ ps, Gmulti,I devient
Gmulti,I(p
0,L) = − i
4π L
∫ pseuil
0
dω f(ω) eiωL ,
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ou` f(ω) ≡ 2ωρmulti(p02 − ω2) et pseuil ≡
√
p02 −M2seuil. Une inte´grale par parties
donne
Gmulti,I(p
0,L) =
( −i
4π L
) (
i
L
) ∫ pseuil
0
dω
df(ω)
dω
eiωL ,
ou` l’on a utilise´ le fait que f(pseuil) = 2pseuilρmulti(M
2
seuil) = 0. De meˆme, sous le
changement de variable s→ α ≡
√
s− p02, Gmulti,II devient
Gmulti,II(p
0,L) = − i
4π L
∫ ∞
0
dα g(α) e−αL ,
ou` g(α) ≡ 2αρmulti(α2 + p02). Une inte´grale par parties donne
Gmulti,II(p
0,L) =
( −i
4π L
) (
1
L
) ∫ ∞
0
dα
dg(α)
dα
e−αL ,
ou` l’on a utilise´ le fait que g(0) = 0 et que ρmulti(s) ne diverge pas a` l’infini. En
re´pe´tant le processus J fois, on obtient
Gmulti(p
0,L) =
−i
4π LJ+1
(
iJ
∫ pseuil
0
dω
dJf(ω)
dωJ
eiωL +
∫ ∞
0
dα
dJg(α)
dαJ
e−αL
)
.
Ce proce´de´ est re´pe´table autant de fois que les fonctions f(ω) et g(α) (c’est-a`-dire
la fonction ρmulti) sont de´rivables. La de´croissance en L est donc plus rapide que
n’importe quelle puissance inverse de L si ces fonctions sont infiniment de´rivables.
Mais ρmulti n’est pas infiniment de´rivable aux seuils sN , qui sont les points ou` les
e´tats a` N particules commencent a` contribuer. La valeur de J correspondant au
seuil sN se calcule en observant que pre`s de ce seuil [6],
ρmulti(s) ∼
(√
s− sN
)3N−5
.
En de´veloppant ps autour de ce seuil, on calcule que la contribution a` Gmulti(p
0,L)
due au seuil sN a un comportement asymptotique pour L grand en
GNpartic(p
0,L) ∼ const.
L
(µL)−
3
2
(N−1) exp(ipsNL) , (2.15)
ou`
psN ≡
√
p02− sN + iǫ .
Si sN > p
02, la racine choisie a une partie imaginaire positive. La masse µ carac-
te´risant l’e´chelle d’e´nergie a e´te´ introduite pour raison dimensionnelle. La contribu-
tion des seuils n’est importante qu’en dec¸a` de µL ≈ 1, ce qui pour µ ≈ 500 MeV
2.5. PARTICULE INSTABLE : REPRE´SENTATION SPECTRALE 37
correspond a` L ≈ 10−16 m. Ce terme est donc ne´gligeable par rapport a` G1part(p0,L)
lorsque l’on e´tudie la propagation sur des distances macroscopiques.
Retournant a` la formule (2.2) de l’amplitude de propagation et y inse´rant l’ex-
pression (2.13), on conclut que la propagation d’une particule stable sur une distance
macroscopique L est donne´e par
A(L) ∼MPMD 2π δ (EDI−EDF+EPI−EPF )
−iZ
4πL
eipmL , (2.16)
ou` pm ≡
√
E2 −m2 et E ≡ EPI−EPF ≥ m.
2.5 Particule instable : repre´sentation spectrale
On a vu plus haut que les poˆles du propagateur G(p2) correspondent a` des e´tats
stables a` une particule. Il est indispensable pour la stabilite´ de la particule qu’ils
soient infe´rieurs au seuil de contribution des e´tats a` plusieurs particules. Pourrait-on
de´crire les particules instables en violant cette condition ? Notons tout de suite que
ce poˆle ne peut eˆtre re´el sinon la propagation spatiale serait du meˆme type que celle
de la particule stable, alors que l’on s’attend a` une de´croissance de l’amplitude de
propagation, due a` la de´sinte´gration possible de la particule. Supposons donc que
le propagateur G(z) ait un poˆle complexe z0 dont la partie re´elle est supe´rieure a`
Mseuil. Pour des valeurs re´elles de z = p
2, le propagateur ne pre´sentera pas de poˆle
mais un pic en p2 = Re z0 d’autant plus e´leve´ que la partie imaginaire du poˆle est
petite. Il est tentant d’interpre´ter la partie re´elle du poˆle comme la masse de la
particule instable tandis que la partie imaginaire devrait eˆtre relie´e au temps de vie
(puisque son annulation implique un temps de vie infini).
Il reste un proble`me : comme prouve´ plus haut, la repre´sentation spectrale du
propagateur n’admet pas de poˆles complexes ! Ne´anmoins, la coupure sur l’axe des
re´els permet un prolongement analytique de G(z) a` travers la coupure sur d’autres
feuilles de Riemann [8]. Il suffit que le poˆle se trouve sur une de ses feuilles de
Riemann supple´mentaires et la repre´sentation spectrale n’est plus viole´e2.
2Toutefois, la correspondance univoque entre les particules instables et les poˆles complexes
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Partons de la deuxie`me repre´sentation spectrale (e´quation (2.6)) du propagateur
qui s’e´crit
G(z) =
i
z −M20 −Π(z)
et rappelons que (e´quation (2.8))
ImΠ(p2) = lim
z→p2+iǫ
ImΠ(z) = −π p2 σ(p2) ≤ 0 .
Si la particule n’est pas extreˆmement instable, la partie imaginaire du poˆle sera
petite, c’est-a`-dire que la partie imaginaire de la solution de z −M20 − Π(z) sera
petite et donc ne´gative en vertu de la proprie´te´ ImΠ(p2) ≤ 0. On va donc effectuer
le prolongement de G(z) a` travers la coupure vers le bas ce qui facilite les choses
puisque le propagateur est connu juste au-dessus de la coupure.
Le prolongement analytique de G(z) est de´fini tel que la fonction analytique-
ment continue´e GII(z) juste en dessous de l’axe re´el soit e´gale a` la fonction originale
G(z) juste au-dessus de l’axe re´el. On prolonge donc de fac¸on analogue Π(z) en
ΠII(z) et GII(z) s’e´crit
GII(z) =
i
z −M20 −ΠII(z)
.
Le poˆle z0 est solution de l’e´quation
z0 −M20 − ΠII(z0) = 0 .
Le propagateur complet renormalise´ peut aussi eˆtre prolonge´ analytiquement et
l’e´quation (2.10) devient
GII(z) =
i
z −M2 − fII(z) . (2.17)
ou` M est la masse renormalise´e et fII(z) le prolongement analytique de la fonction
f(p2) qui est la partie restante de l’e´nergie propre apre`s renormalisation de la masse
(voir e´quation (2.10)).
de la matrice S (qui apparaissent ici dans le propagateur) n’est pas de´montre´e dans l’approche
axiomatique de la matrice S. Il est possible [1] de construire un mode`le ou` une re´sonance de type
Breit-Wigner ne correspond a` aucun poˆle et vice versa. Par exemple, on pourrait appliquer ce
mode`le a` la re´sonance scalaire f0(400− 1200), si l’on ne veut pas l’inse´rer dans l’octet scalaire du
groupe SU(3)f .
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On aimerait disposer d’une expression e´quivalente ou` le poˆle complexe du propa-
gateur apparaˆıt explicitement au de´nominateur. Dans ce but, l’e´nergie propre est
de´veloppe´e autour du poˆle z0 :
ΠII(z) = ΠII(z0) + (z − z0) Π′II(z0) + h(z) (1− Π′II(z0)) ,
avec h(z0) = 0 et h
′(z0) = 0. Les primes indiquent les de´rive´es par rapport a` z.
Le de´nominateur du propagateur se re´e´crit
z −M20 −ΠII(z) = (1− Π′II(z0)) (z − z0 − h(z))
= Z−1
(
z −m2 + imΓ− h(z)
)
,
ou`
Z−1 ≡ 1−Π′II(z0) et z0 ≡ m2 − imΓ . (2.18)
Avec ces de´finitions, le propagateur complet peut se re´e´crire pre`s du poˆle comme
GII(z) =
i Z
z −m2 + imΓ− h(z) .
La constante Z, appele´e constante de renormalisation de la fonction d’onde, est le
re´sidu du propagateur complet au poˆle. Bien que le re´sidu du propagateur de la
particule stable ait pu eˆtre interpre´te´ comme la probabilite´ de cre´er un e´tat a` une
particule, ce n’est pas le cas pour la particule instable puisque la constante Z est
complexe.
2.6 Particule instable : propagation spatiale
Le mode`le simplifie´ ne convient pas tout a` fait a` la description de la propagation
d’une particule instable en raison de l’approximation d’e´tat stationnaire. Il sera
reme´die´ a` cet inconve´nient dans le prochain chapitre. Cependant, cette inconsistance
n’invalide pas les lec¸ons que l’on peut tirer de l’analyse de l’amplitude (2.2) du
mode`le simplifie´ qui, rappelons-le, est proportionnelle a` la transforme´e de Fourier
du propagateur complet. Bien suˆr, ce n’est que du point de vue du mode`le plus
sophistique´ que l’on pourra en juger.
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L’e´tude de la propagation spatiale ressemble a` celle de la particule stable. Avec
l’objectif d’utiliser le the´ore`me des re´sidus, on va re´e´crire le propagateur comme une
somme d’une fonction singulie`re au poˆle mais analytique ailleurs et une fonction
re´gulie`re au poˆle mais non analytique :
GII(z) = G1part(z) +Gmulti(z)
ou`
G1part(z) ≡ i Z
z −m2 + imΓ
Gmulti(z) ≡ i Z
z −m2 + imΓ− h(z) −
i Z
z −m2 + imΓ .
Gmulti(z) est une fonction re´gulie`re au poˆle z0 = m
2 − imΓ mais non analytique a`
cause des seuils ou` les e´tats a` plusieurs particules commencent a` contribuer : pour
un seuil donne´, il existe un J tel que la J e`me de´rive´e de Gmulti(z) est discontinue.
La transforme´e de Fourier du propagateur par rapport a` sa tri-impulsion est
G(p0,L) =
∫
d3p
(2π)3
eip·L
(
i Z
p2 −m2 + imΓ + Gmulti(p
2)
)
.
En faisant les meˆmes calculs que pour la particule stable (e´quations (2.13) et (2.15)),
on obtient
G(p0,L) =
−iZ
4πL
ei
√
p02−m2+imΓL +
∑
N≥2
dN
eipsNL
L
(µNL)
− 3
2
(N−1) , (2.19)
ou` les de´finitions de sN , psN et L sont les meˆmes que pour la particule stable et les
dN sont des coefficients qui ne peuvent eˆtre calcule´s que dans un mode`le particulier.
µN correspond a` µ pour l’e´tat N .
On a utilise´ l’hypothe`se que la particule n’est pas extreˆmement instable pour
ne´gliger les termes en Γ/m, sauf dans l’exponentielle ou` ils sont multiplie´s par L
et contribuent notablement a` grande distance. Sinon, il n’y a de toute fac¸on pas de
propagation macroscopique a` observer car la particule se de´sinte`gre trop vite. Par
contre, si la particule a un long temps de vie, le poˆle se situe pre`s de l’axe re´el et
Γ/m≪ 1.
Le premier terme peut eˆtre identifie´ comme l’amplitude de propagation de la
particule instable : on a bien une de´croissance exponentielle avec la distance. Sous
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quelles conditions ce terme est-il dominant par rapport a` la contribution des e´tats
a` plusieurs particules ? Sans perte de ge´ne´ralite´, posons µN = |p0|.
1. Pour m2 − p02 ≫ mΓ, ce terme a une de´croissance exponentielle tre`s rapide
selon la distance en exp(−
√
m2 − p02L) et la propagation spatiale macro-
scopique de la particule instable est inobservable : Gmulti domine G1part.
2. Pour |p02 −m2| ≈ O(mΓ) ou plus petit, la de´croissance de ce terme est expo-
nentielle en exp(−α√mΓL), ou` α est un nombre d’ordre un. La de´croissance
est plus lente que dans le premier cas. Ce terme domine Gmulti sur des distances
interme´diaires (voir cas suivant) mais l’interpre´tation de Γ comme l’inverse du
temps de vie est ici incorrecte. Ce domaine est cependant tre`s petit dans la
majorite´ des cas puisque Γ/m≪ 1.
3. Pour p0
2− m2 ≫ mΓ, on peut de´velopper l’argument de l’exponentielle en
mΓ/pm, ou` pm ≡
√
p02 −m2. La de´croissance selon la distance est une expo-
nentielle plus mode´re´e :
G1part(p
0,L) =
−iZ
4πL
exp
(
ipmL− mΓ
2pm
L
)
.
Comme dans le cas d’une particule stable, ce terme sera domine´ par Gmulti
pour des distances petites (µL ≤ 1), mais il sera aussi domine´ a` grande dis-
tance en raison de sa de´croissance exponentielle, alors que Gmulti ne de´croˆıt
qu’en puissance de L. Pour des distances interme´diaires, G1part est dominant.
Si l’on utilise la relation L = v T valable pour une trajectoire classique, avec
v = pm/|p0|, on retrouve la forme habituelle de la de´croissance de l’ampli-
tude de propagation en fonction du temps de propagation T , mais sous forme
relativiste :
G1part(p
0,L) ∼ exp
(
−mΓ
2pm
L
)
∼ exp
(
− mΓ
2|p0|T
)
∼ exp
(
−Γτ
2
)
,
ou` τ est le temps propre de la particule. La largeur Γ s’interpre`te dans cas
comme l’inverse du temps de vie [8].
La contribution de Gmulti est-elle observable a` grande distance ? Conside´rons la
contribution du seuil de production de deux particules. Gmulti commence a` dominer
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G1part lorsque
C1 exp
(
−mΓ
2pm
L
)
≤ C2 (|p0|L)− 32 ,
ou` C1 et C2 regroupent des constantes.
Prenant le logarithme de cette expression, les facteurs constants C1 et C2 auront
une contribution ne´gligeable pour L grand et l’on obtient la condition
mΓL
pm
≥ 3 ln(|p0|L) .
Pour des particules se de´sinte´grant faiblement (ou quasi-stables), on peut se restrein-
dre au domaine spatial
Γ
|p0| ≪ ΓL≪
m
Γ
car pour ΓL ≈ m/Γ ≈ O(1014) (kaons neutres), G1part et Gmulti seront tous les deux
inobservables. La borne infe´rieure du domaine vient de la condition µL ≫ 1. De`s
lors
3 ln(|p0|L) = 3 ln
( |p0|
Γ
ΓL
)
∼= 3 ln
( |p0|
Γ
)
.
Gmulti domine G1part pour
ΓL ≥ 3 pm
m
ln(|p0|/Γ) .
Cette borne de´pend de la valeur de pm : moins la particule va vite, moins elle va loin !
Il est plus significatif de passer au temps de propagation par L = v T . La condition
devient
Γ T ≥ 3 |p
0|
m
ln(|p0|/Γ) ≥ 3 ln(M/Γ) .
Si M/Γ ≈ O(1014), Γ T > 97, ce qui est inobservable.
La contribution des e´tats a` plusieurs particules est donc inobservable pour les
particules quasi-stables. Le re´gime ou` la propagation de la particule est bien de´crite
par le propagateur G1part est fixe´ par les conditions
µL ≥ 1 ,
Γ T ≤ 3 ln(M/Γ) .
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En conclusion, l’amplitude de propagation (2.2) d’une particule quasi-stable sur
une distance macroscopique L est donne´e en tre`s bonne approximation par
A ∼MPMD 2π δ (EDI−EDF+EPI−EPF )
−iZ
4πL
exp
(
ipmL− mΓ
2pm
L
)
, (2.20)
ou` pm ≡
√
E2 −m2 et E ≡ EPI−EPF ≥ m.
2.7 Exemple : propagateur complet du kaon
Il sera utile par la suite de disposer de formules explicites dans un cas concret.
Conside´rons le kaon neutre, de masse M0, en interaction avec des pions charge´s de
masse m (M0 > 2m). Le lagrangien d’interaction s’e´crit
L = −gKππ∗ .
Le calcul a` une boucle de l’e´nergie propre du kaon donne, pour s quelconque
−iΠ(s) = −i δM2 − ig
2
4π2
(
1− 4m
2
π
s
) 1
2
ln
(1− 4m2π/s)
1
2 + 1
(1− 4m2π/s)
1
2 − 1 ,
ou` δM2 est une constante divergente qui vaut en re´gularisation dimensionnelle
δM2 ≡ −2
ǫ
− ln 4π + γ + ln m
2
π
µ2R
− 2 ,
Dans cette expression, ǫ = 2 − d/2, µR est le point de renormalisation et γ la
constante d’Euler. δM2 est incorpore´e dans la masse renormalise´e :
M2 ≡M20 + δM2 .
Le propagateur renormalise´ (2.10) s’e´crit
G(s) = lim
z→s+iǫ
i
z −M2 − f(z)
avec
f(z) =
g2
4π2
(
1− 4m
2
π
z
) 1
2
ln
(1− 4m2π/z)
1
2 + 1
(1− 4m2π/z)
1
2 − 1 .
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Pour z re´el, la fonction f(z) a une partie imaginaire non nulle si z est supe´rieur a`
4m2 et on a une coupure sur l’axe re´el pour s ≥ 4m2π :
f(s± iǫ) = u(s)∓ i v(s) ,
avec
u(s) =
g2
4π2
(
1− 4m
2
π
s
) 1
2
ln
(1− 4m2π/s)
1
2 + 1
(1− 4m2π/s)
1
2 − 1 ,
v(s) =
g2
4π
(
1− 4m
2
π
s
) 1
2
.
La condition (2.8) est satisfaite :
ImΠ(s) = − g
2
4π
(
1− 4m
2
π
s
) 1
2
θ(s− 4m2π) ≤ 0 . (2.21)
La fonction spectrale peut se calculer explicitement a` partir de l’e´quation (2.5) :
ρ(s+ iǫ) =
1
π
Im (i G(s+ iǫ))
= −1
π
Im 1
s−M2 − f(s+ iǫ)
=
1
π
v(s)
(s−M2 − u(s))2 + v2(s) . (2.22)
Selon l’e´quation (2.17), le prolongement analytique sur la deuxie`me feuille de Rie-
mann est donne´ par
GII(z) =
i
z −M2 − u(z) + i v(z) .
Le poˆle z0 est solution de
z0 −M2 − u(z0) + i v(z0) = 0 .
Pour un couplage g petit, u(z0) et v(z0) sont petits par rapport a` M
2 et z0 ∼= M2.
Dans ce cas, l’expression du poˆle au premier ordre en g2 est donne´e par
z0 ∼= M2 + u(M2)− i v(M2) +O(g2) ≡ m2K − imK Γ .
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On a donc
m2K = M
2 + u(M2) +O(g2) ,
mK Γ = v(M
2) +O(g2) = v(m2K) +O(g2) ,
c’est-a`-dire
Γ =
g2
4πm2K
(
m2K − 4m2π
) 1
2 . (2.23)
On pourrait aussi calculer la constante Z a` l’aide de l’e´quation (2.18).
En ne tenant en compte que du seuil a` deux pions, on peut e´crire
ImΠ(s+ i ǫ) = −v(s) = −m
2
K Γ√
s
(
s− 4m2π
m2K − 4m2π
) 1
2
θ(s− 4m2π) .
Remarquons que si l’on veut seulement connaˆıtre ImΠ(s), il est plus facile de
le calculer a` l’aide des re`gles de Veltman-Cutkosky [49, 56]. Je trouve cependant
inte´ressant de montrer comment tous les parame`tres de la repre´sentation spectrale
peuvent eˆtre e´value´s dans un exemple concret.
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Chapitre 3
Me´langes de propagateurs
Au chapitre 1, nous avons de´fini en me´canique quantique la notion de me´lange
de particules dans le cas des oscillations par l’impossibilite´ de faire co¨ıncider la base
d’e´tats en interaction (e´tats propres de saveur) et la base d’e´tats propres de masse.
Les de´finitions de me´lange et d’oscillation en the´orie des champs sont analogues,
excepte´ le fait que ce ne sont plus les e´tats physiques qui sont me´lange´s mais les
champs. Cette distinction permettra d’e´viter tous les ennuis lie´s a` la de´finition de
bases d’e´tats propres de saveur et de propagation.
Le lagrangien total est subdivise´ en un lagrangien Lpropag, de´crivant la propa-
gation des particules, et un lagrangien Lint, de´crivant les interactions produisant ces
particules. Ces deux parties du lagrangien total peuvent eˆtre distingue´es s’il existe
une transformation dite de saveur, laissant Lint invariant mais modifiant Lpropag, a`
laquelle on associe le nombre quantique de saveur. Il y a me´lange de particules, si le
propagateur construit a` partir de Lpropag et repre´sentant la cre´ation d’une particule
de saveur α au point x et l’annihilation d’une particule de saveur β au point x′
est non diagonal, c’est-a`-dire non nul pour α 6= β. Le lagrangien Lpropag contient
toujours le terme cine´tique et le terme de masse. Dans le cas de particules instables,
on y incorpore aussi l’interaction provoquant la de´sinte´gration.
Le type de lagrangien utilise´ de´pend du syste`me de particules e´tudie´. La cons-
truction du propagateur la plus simple correspond toujours a` des particules stables
dont on connaˆıt le lagrangien fondamental. Ce cas est illustre´ par le syste`me compose´
des diffe´rents types de neutrinos. Le lagrangien Lpropag contient la matrice de masse
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(ge´ne´re´e par les interactions de Yukawa) tandis que le lagrangien Lint contient les
interactions faibles (groupe SU(2)L×U(1)Y ). Si l’on se place dans la base de saveur
des champs, le propagateur du syste`me des particules me´lange´es sera non diagonal.
Comme on va le voir dans ce chapitre, il peut eˆtre relie´ au propagateur diagonal de
la base de masse par une transformation unitaire.
Une construction plus complique´e du propagateur est ne´cessaire si les particules
auxquelles on s’inte´resse sont instables. Il se peut que l’on connaisse le lagrangien
fondamental, comme cela pourrait se produire si les neutrinos s’ave`rent instables
et que l’on connaˆıt les interactions a` l’origine de la de´sinte´gration. Dans ce cas, il
faut incorporer dans Lpropag les interactions a` l’origine de l’instabilite´. Le propaga-
teur libre est alors remplace´ par le propagateur complet obtenu par sommation sur
l’e´nergie propre comme nous l’avons vu au chapitre pre´ce´dent. Ce propagateur com-
plet est non diagonal et doit eˆtre diagonalise´ par une transformation qui cette fois
n’est pas ne´cessairement unitaire, puisque la matrice de l’e´nergie propre du syste`me
n’est pas hermitienne quand les particules sont instables.
Une dernie`re complication surgit si le lagrangien du syste`me n’est pas comple`te-
ment connu, comme c’est le cas pour le syste`me des kaons neutres ou des me´sons B.
Nous sommes en effet incapables de de´river le lagrangien de ces particules a` partir du
lagrangien fondamental de la QCD et des interactions faibles. Ne´anmoins, il est pos-
sible de construire un lagrangien effectif de´crivant ces particules en employant comme
contraintes les diffe´rentes syme´tries du lagrangien fondamental de la QCD et des in-
teractions faibles ainsi que la fac¸on dont elles sont e´ventuellement brise´es. Le terme
lagrangien effectif signifie que ce lagrangien ne contient que les particules observables
a` basse e´nergie que sont les me´sons pseudoscalaires et e´ventuellement les me´sons vec-
toriels. Le lagrangien effectif contient un nombre infini de termes qui sont classe´s
en un de´veloppement perturbatif en l’e´nergie du processus. On parle de the´orie chi-
rale perturbative. Chaque terme de ce lagrangien repre´sente une sommation sur un
nombre infini de diagrammes de Feynman de la the´orie fondamentale sous-jacente,
chaque diagramme respectant la structure du terme en question. Les diffe´rentes
interactions fondamentales sont donc me´lange´es dans chaque terme du lagrangien
effectif. On de´finit la partie forte du lagrangien effectif comme l’ensemble des termes
fournissant les contributions dominantes aux processus respectant les syme´tries de
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la QCD. Le terme de masse est le terme non de´rivatif quadratique en les champs.
Il est ge´ne´re´ au niveau fondamental a` la fois par les interactions e´lectrofaibles et les
interactions de la QCD. Dans la meˆme logique, la partie faible du lagrangien effectif
est de´finie comme l’ensemble des termes ge´ne´rant les processus violant les syme´tries
de la QCD et de l’e´lectromagne´tisme mais respectant les syme´tries des interactions
faibles au niveau fondamental. La partie e´lectromagne´tique du lagrangien effectif
est de´finie de fac¸on analogue. Les parame`tres de ce lagrangien effectif sont fixe´s par
des re´sultats expe´rimentaux car leur pre´diction the´orique n’est pas tre`s satisfaisante
en raison de la difficulte´ a` e´valuer les e´le´ments de matrice hadroniques ainsi que les
corrections a` longue distance [57]. Le traitement du syste`me B0B0 se fait a` une autre
e´chelle d’e´nergie ou` la the´orie chirale perturbative n’est plus valable. Ne´anmoins, la
partie a` courte distance de la machinerie utilise´e pour calculer les parame`tres du
syste`me K0K0 (ope´rateurs effectifs a` quatre quarks et coefficients de Wilson) est
imme´diatement transposable aux B0B0.
Dans le but de de´crire les oscillations des kaons, le lagrangien effectif peut
e´galement eˆtre se´pare´ en un lagrangien Lint contenant la partie forte du lagrangien
effectif et un lagrangien Lpropag contenant le terme cine´tique, le terme de masse
(contenant des masses de´ge´ne´re´es puisque le lagrangien de´crit une particule et
son antiparticule) ainsi que la partie faible du lagrangien effectif a` l’origine de la
de´sinte´gration des kaons. De nouveau, le propagateur complet est construit par
sommation sur l’e´nergie propre. Une diffe´rence de masse apparaˆıt alors entre les
kaons se propageant et se manifeste par la non de´ge´ne´rescence des parties re´elles des
poˆles du propagateur complet du syste`me des kaons. Cette diffe´rence de masse peut
eˆtre attribue´e aux interactions faibles (me´canisme GIM inclus !) avec le bon ordre
de grandeur [58].
Tout d’abord, nous expliquerons comment diagonaliser le propagateur de par-
ticules stables si le lagrangien est connu. Ensuite nous montrerons comment calculer
le propagateur complet pour des particules instables en me´lange et comment le dia-
gonaliser. Le syste`me K0K0 sera examine´ comme exemple. Enfin, la probabilite´
d’oscillation sera calcule´e dans le cadre du mode`le simplifie´ pre´sente´ au chapitre
pre´ce´dent et les de´ficiences du mode`le seront identifie´es.
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3.1 Propagateur de particules stables en me´lange
Dans cette section, nous expliquons comment diagonaliser le propagateur de
particules scalaires stables si leur lagrangien est connu (le cas des fermions est discute´
a` la section 5.6). Le lagrangien Lpropag contient uniquement le terme cine´tique et le
terme de masse. La matrice de masse est hermitienne et peut eˆtre diagonalise´e par
une transformation unitaire V sur les champs1 :
να =
∑
j
V †αj νj , (3.1)
ou` les indices grecs de´signent toujours la base de saveur et les indices latins la base
de masse.
Le propagateur est de´fini par la fonction a` deux points ordonne´e dans le temps :
Gβα(x
′ − x) ≡<0 |T (νβ(x′) ν∗α(x)) | 0> .
Comme la contraction de champs (the´ore`me de Wick) ne s’applique que sur des
champs repre´sentant des particules de masses de´termine´es, il faut substituer dans la
fonction a` deux points la relation (3.1) :
Gβα(x
′ − x) =∑
j,k
V †βk Vjα <0 |T
(
νk(x
′) ν∗j (x)
)
| 0> .
La contraction des champs donne
Gβα(x
′ − x) =∑
j
V †βj GD,jj(x
′ − x) Vjα , (3.2)
ou` GD,jj(x
′ − x) est le propagateur (D pour diagonal) d’une particule scalaire libre
de masse mj :
GD,jj(x
′ − x) ≡
∫
d4p
(2π)4
e−ip(x
′−x) i
p2 −m2j + iǫ
. (3.3)
1Remarquons que si l’on de´finissait des e´tats comme au chapitre 1 (e´quation (1.1)), la relation
ci-dessus donnerait |να(0)>=
∑
j V
t
αj |νj(0)> , c’est-a`-dire que la matrice V diagonalisant le terme
de masse est la transpose´e de celle du chapitre 1.
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3.2 Propagateur de particules instables en me´lange
Le propagateur complet de particules me´lange´es est une matrice non diagonale.
Il s’obtient a` partir du propagateur en l’absence de me´lange par sommation sur
l’e´nergie propre comme dans le cas des particules non me´lange´es (e´quation (2.9)).
Cette sommation s’effectue en passant par l’e´quation de Dyson [59], qui s’exprime
sous forme diagrammatique par
G s =
=
=
+ + + .
+
1PI 1PI 1PI
1PI
.  .
( )
ou sous forme matricielle
Gij = GijF +G
ik
F
(
−iΠkl
)
Glj ,
ou` GijF est le propagateur de Feynman des particules libres (donc non me´lange´es)
et −iΠkl est l’e´nergie propre du syste`me des particules me´lange´es dans la base de
saveur. En sous-entendant la notation matricielle, l’e´quation pre´ce´dente s’e´crit
G = GF +GF (−iΠ)G
ce qui donne pour un propagateur inversible
i G−1 = i G−1F − Π .
Posons que le propagateur des particules libres est donne´ par la matrice
i G−1F (s) = s I −M20 ,
ou` I est la matrice unite´ etM20 la matrice de masse non renormalise´e. Le propagateur
complet devient
i G−1(s) = s I −M20 − Π(s) .
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Conside´rons le me´lange de deux particules scalaires, par exemple le syste`me
K0K¯0. Apre`s avoir effectue´ le prolongement analytique ne´cessaire dans la deuxie`me
feuille de Riemann, les e´tats propres de propagation peuvent eˆtre caracte´rise´s par
les poˆles complexes du propagateur complet, ou encore par les ze´ros de l’inverse
du propagateur. Nous allons diagonaliser ce propagateur pour e´tudier l’e´volution
spatio-temporelle des particules se propageant sur des distances et intervalles de
temps macroscopiques. Se´parons l’analyse en trois e´tapes.
1. La diagonalisation est toujours possible si les valeurs propres du propagateur
complet sont distinctes deux a` deux :
− i G(z) =
(
z I −M20 − Π(z)
)−1
(3.4)
=
(
z I −M2 − f(z)
)−1
= W (z)
 (z −m21 − f1(z))−1 0
0 (z −m22 − f2(z))−1
W−1(z) .
Pour z fixe´, (z − m2j − fj(z))−1 sont les valeurs propres de −i G(z). Chaque
poˆle zj est la solution de l’e´quation detG
−1(zj) = 0. La matrice de diagonali-
sation W (z) contient les vecteurs propres correspondants. Si le me´lange entre
les particules est faible, les parties re´elles des poˆles du propagateur seront ap-
proximativement e´gales aux masses avant calcul de l’e´nergie propre et seront
positives. Dans l’analyse de la propagation spatiale, la de´pendance en z des
matrices W (z) engendrera des contributions a` l’amplitude en puissances in-
verses de la distance macroscopique de propagation L. Elles sont dues aux
seuils de production d’e´tats a` plusieurs particules et s’ajoutent aux contribu-
tions de meˆme type provenant des seuils des e´nergies propres diagonalise´es
f1(z) et f2(z).
2. On aimerait que les matrices de diagonalisation soient inde´pendantes de z,
pour pouvoir les sortir des inte´grales lors du calcul d’une amplitude. On pose
−i G(z) ≡ U
 (z − z1)−1 0
0 (z − z2)−1
V +Q(z) .
Les re´sidus Z1,2 aux poˆles sont incorpore´s dans les matrices de diagonalisation.
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U et V sont des matrices constantes a` spe´cifier, z1,2 sont les poˆles du propa-
gateur complet G(z) tandis que Q(z) est une matrice re´gulie`re aux poˆles.
Cette expression doit satisfaire a` deux conditions : G−1G=I et GG−1=I, ou
encore
i G−1(z)
U
 (z − z1)−1 0
0 (z − z2)−1
V +Q(z)
 = I ,
U
 (z − z1)−1 0
0 (z − z2)−1
 V +Q(z)
 i G−1(z) = I ,
Pour que ces e´quations soient satisfaites au voisinage des poˆles, il faut que les
matrices U et V soient compose´es des vecteurs propres de M20 +Π(z) e´value´s
en z1 et z2.
Plus pre´cise´ment, si
U ≡ (u1 u2) et V ≡
 vt1
vt2

alors
(
M2 + f(z1,2)
)
u1,2 = z1,2 u1,2
vt1,2
(
M2 + f(z1,2)
)
= z1,2 v
t
1,2
de sorte que l’on ait, pre`s du poˆle zj ,
G−1(z)U ∼ z − zj et V G−1(z) ∼ z − zj ,
sinon le membre de gauche des e´quations a` satisfaire serait divergent et ne
pourrait eˆtre e´gal a` la matrice unite´ du membre de droite. Cette diagonalisation
exacte est a` l’origine des me´thodes utilisant deux angles de me´lange pour un
me´lange a` deux particules [60].
3. Un cas particulie`rement inte´ressant est celui de poˆles quasiment de´ge´ne´re´s.
Des phe´nome`nes d’oscillation de la probabilite´ de de´tection d’e´tats propres
d’interaction se re´ve`lent alors dans l’e´volution spatio-temporelle. Par exemple,
les poˆles des particules K0K¯0 sont de´ge´ne´re´s si l’interaction faible est ne´glige´e.
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A l’ordre g2 en l’interaction faible, on peut approximer [32]
f(z) ≈ f(m2) , (3.5)
ou` m est la masse de´ge´ne´re´e (c’est-a`-dire la masse si les interactions faibles
sont absentes). On a alors
U = V −1 et Q(z) = 0
ou encore
− i G(z) ∼= V −1
 (z − z1)−1 0
0 (z − z2)−1
 V
≡ −i V −1GD(z) V . (3.6)
Les re´sidus Z1,2 sont incorpore´s a` la matrice V . Cette approximation est ana-
logue a` celle qui consiste a` prendre un hamiltonien effectif constant dans l’ap-
proche non relativiste de Wigner-Weisskopf [13] : l’e´nergie propre apparaissant
dans le propagateur correspond a` la matrice de masse effective de Wigner-
Weisskopf si l’on approxime cette e´nergie propre par une constante.
En conclusion, les approximations ci-dessus me`nent a` analyser l’e´volution d’un
me´lange de particules comme la superposition des e´volutions des particules non
me´lange´es. Notons que les matrices de diagonalisation U−1 = V ne sont pas unitaires
si le propagateur n’est pas hermitien, comme dans le cas du syste`me K0K¯0 lorsque
la violation CP est prise en compte.
Ce traitement peut eˆtre imme´diatement e´tendu a` des me´langes de particules
vectorielles, en particulier le syste`me ρ0−ω−φ qui a une grande importance dans la
description des interactions en-dessous de 1 GeV (mode`le de dominance vectorielle).
Comme il s’agit de particules vectorielles, le propagateur contient un facteur de la
forme gµν − kµkν/m2, qui n’influence pas la diagonalisation puisque la contribution
du terme kµkν/m
2 est toujours nulle en raison du couplage du ρ0 a` des courants
conserve´s. Le me´lange des propagateurs a e´te´ e´tudie´ dans [60]. Par contre, la com-
posante longitudinale du propagateur doit eˆtre prise en compte dans le me´lange
photon-boson Z, qui est d’ailleurs complique´ par la question de l’invariance de jauge
et de la brisure spontane´e de la syme´trie SU(2)L × U(1)Y [59].
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3.3 Exemple : le syste`me K0K0
Quand il s’agit de me´lange de particules, le cas d’e´cole est le syste`me K0K0
car il pre´sente a` la fois toutes les complications possibles et toutes les vertus qui
les rendent observables : diffe´rence de masse et oscillation, violation CP directe et
indirecte, quasi-stabilite´ donc propagation macroscopique, meˆme ordre de grandeur
de la longueur d’oscillation et de la longueur de de´sinte´gration. L’analyse qui suit
s’applique sans modification aux syste`mes D0D0 et B0B0.
L’e´nergie propre du syste`me K0K0 ne peut eˆtre calcule´e que dans une the´orie
effective, dont un exemple est le lagrangien L = −gKππ∗ qui apparaˆıt dans le calcul
de K→ ππ vu a` la section 2.7. On se limite ici a` parame´triser le propagateur. La
syme´trie CPT impose l’e´galite´ des e´le´ments diagonaux dans la base de saveur [32].
Une syme´trie CP imposerait en plus l’e´galite´ des e´le´ments non diagonaux mais nous
savons qu’elle est viole´e dans ce syste`me. La petitesse de la violation (∼O(10−3))
impose ne´anmoins que les e´le´ments non diagonaux soient presque e´gaux. L’inverse
du propagateur complet pour des kaons neutres d’impulsion p est parame´trise´ [48]
par
iG−1(p2) =
 〈K0|Gˆ−1|K0〉 〈K0|Gˆ−1|K0〉
〈K0|Gˆ−1|K0〉 〈K0|Gˆ−1|K0〉
 ≡
 d a+ b
a− b d
 (3.7)
avec les de´finitions
d ≡ p2 −m2 − f00(p2)
a + b ≡ −f00¯(p2)
a− b ≡ −f0¯0(p2)
ou` m est la masse renormalise´e et les −ifαβ(p2) sont les e´nergies propres complexes
renormalise´es du syste`me des kaons neutres. Gˆ−1 est l’ope´rateur correspondant au
propagateur. Notons que les termes non diagonaux de´pendent de la convention de
phase choisie pour les kaons. Nous y reviendrons au chapitre 6.
La base des vecteurs propres de l’ope´rateur CP est relie´e a` la base de saveur
par  |K1〉
|K2〉
 = 1√
2
 1 1
1 −1
 |K0〉
|K0〉
 (3.8)
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ou` CP|K0〉 = |K0〉. Le K1 est donc pair sous CP tandis que K2 est impair sous CP.
Dans cette base, l’inverse du propagateur s’e´crit
i G˜−1(p2) ≡ 1
2
 1 1
1 −1
 iG−1(p2)
 1 1
1 −1
 =
 d+ a −b
b d− a

On voit clairement dans cette base que la violation CP se traduit par le parame`tre
b.
Dans le but de diagonaliser ce propagateur, de´finissons un parame`tre complexe
ǫˆ tel que
ǫˆ
1 + ǫˆ2
≡ b
2a
. (3.9)
L’inverse du propagateur est diagonalise´ en
i G˜−1(p2) =
1
1− ǫˆ2
 1 ǫˆ
ǫˆ 1
 d+ a1−ǫˆ21+ǫˆ2 0
0 d− a1−ǫˆ2
1+ǫˆ2
 1 −ǫˆ
−ǫˆ 1

Par conse´quent, la base physique des kaons neutres consiste en deux e´tats KL,S de
masses mL,S et largeurs ΓL,S de´finies par
dS ≡ p2 −m2S + imSΓS = d+ a
1− ǫˆ2
1 + ǫˆ2
dL ≡ p2 −m2L + imLΓS = d− a
1− ǫˆ2
1 + ǫˆ2
ou` l’on a fait l’approximation explique´e dans la section pre´ce´dente d’e´valuer l’e´nergie
propre a` la masse de´ge´ne´re´e (f(z) ≈ f(m2)). Dans cette notation, le propagateur
s’e´crit
−i G˜(p2) = 1
1− ǫˆ2
 1 ǫˆ
ǫˆ 1
 d−1S 0
0 d−1L
 1 −ǫˆ
−ǫˆ 1

Les matrices de diagonalisation V et V −1 de la base de saveur K0K0 sont donne´es
par2
V =
1√
2(1− ǫˆ2)
 1 −ǫˆ
−ǫˆ 1
 1 1
1 −1

V −1 =
1√
2(1− ǫˆ2)
 1 1
1 −1
 1 ǫˆ
ǫˆ 1
 (3.10)
2La normalisation de V est en fait arbitraire car les normalisations de V et V −1 se compensent,
puisqu’elles apparaissent toujours par paire dans notre approche ou` seuls les e´tats K0 et K0 sont
observables. Nous choisissons ici des normalisations e´gales.
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Notons que si ǫˆ est purement imaginaire, la matrice V est unitaire. Dans ce cas,
il est possible de choisir une convention de phase e´trange (voir section 6.4.2) dans
laquelle ǫˆ = 0. Les e´tats K1,2 sont alors e´tats propres de propagation. On verra aussi
que dans ce cas il n’y a pas de violation CP dans les oscillations.
Le propagateur dans la base de saveur est donc diagonalise´ en tre`s bonne ap-
proximation par
−i G(p2) ∼= V −1
 d−1S 0
0 d−1
L
V .
Comme pre´vu, ces matrices sont non unitaires puisque le propagateur dans la base
de saveur est non hermitien. Le lien avec le formalisme couramment utilise´ dans
la litte´rature se voit en de´finissant une double base physique orthogonale et nor-
malise´e (voir e´quation (1.6)), c’est-a`-dire des e´tats entrants |ket〉 et sortants 〈bra|
inde´pendants qui sont vecteurs propres a` droite et a` gauche du propagateur [32, 33,
34] :  |KS〉
|KL〉
 ≡ 1√
1− ǫˆ2
 1 ǫˆ
ǫˆ 1
 |K1〉
|K2〉

ainsi que  〈KS|
〈KL|
 ≡ 1√
1− ǫˆ2
 1 −ǫˆ
−ǫˆ 1
 〈K1|
〈K2|

A moins que ǫˆ ne soit purement imaginaire (c’est-a`-dire qu’il n’y a pas de violation
CP), ces deux bases ne sont pas hermitiennes conjugue´es l’une de l’autre. Si l’on tient
a` travailler uniquement avec la base de vecteurs propres a` droite |KS,L〉, la question
de la normalisation est incontournable puisque les vecteurs de cette base ne sont pas
orthogonaux a` leurs hermitiens conjugue´s. On choisit couramment [31] de normaliser
par 1/
√
1 + |ǫˆ|2 au lieu de 1/√1− ǫˆ2 comme ici, de sorte que le produit scalaire de
|KS〉 avec son hermitien conjugue´ soit normalise´ a` 1 (on proce`de de meˆme fac¸on
pour |KL〉). Ne´anmoins, |KS〉 n’est toujours pas orthogonal a` l’hermitien conjugue´
de |KL〉. Comme il a de´ja` e´te´ mentionne´ au chapitre 1, le choix de la normalisation
influence la forme des expressions du genreM(KL→ππ) ≡<ππ |T |KL>, ou` T est
la matrice de transition. On verra au chapitre 6 la manie`re correcte de de´finir de telles
amplitudes en the´orie des champs. L’ambigu¨ıte´ de normalisation en ǫˆ2 est beaucoup
plus petite que la violation CP indirecte (∼ ǫˆ) et n’a donc pas pose´ de proble`me
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pour l’interpre´tation des expe´riences, en tout cas jusqu’aux premie`res mesures de la
violation CP directe (∼ ǫ′ ∼ ǫˆ2).
Les quantite´s mS,L et ΓS,L sont mesure´es expe´rimentalement tandis que les
parame`tres a, b, m et f(m2) peuvent en principe eˆtre calcule´s the´oriquement [57].
Les relations entre les deux ensembles de parame`tres sont
a =
1
2
1 + ǫˆ2
1− ǫˆ2
(
m2L −m2S − i(mLΓL −mSΓS)
)
, (3.11)
m2 − f(m2) = 1
2
(
m2
L
+m2
S
− i(mLΓL +mSΓS)
)
,
b =
ǫˆ
1− ǫˆ2
(
m2
L
−m2
S
− i(mLΓL −mSΓS)
)
.
3.4 Oscillations dans le mode`le simplifie´
La propagation de particules en me´lange va eˆtre de´crite par le processus de
la section 2.1 le´ge`rement modifie´ pour tenir compte de la saveur. Le processus de
propagation d’une particule να de saveur α produite a` la source en une particule νβ
de saveur β identifie´e dans le de´tecteur est symbolise´ par :
PI(q)
(tP ,xP )−→ PF (k) + να(p)
ց
νβ(p) +DI(q
′)
(tD ,xD)−→ DF (k′)
On suppose que l’on peut identifier la saveur α de la particule interme´diaire ν pro-
duite dans la re´gion de (tP ,xP ) au moyen de l’e´tat sortant PF (k) et la saveur β
du ν de´tecte´ dans la re´gion de (tD,xD) au moyen de l’e´tat sortant DF (k
′). S’il est
impossible d’identifier la saveur sortante (ex : K0, K0 → π+π−), il suffit de sommer
sur les diffe´rentes saveurs. On garde les hypothe`ses simplificatrices de repre´senter
PI et DI par des e´tats stationnaires infiniment bien localise´s dans l’espace et PF et
DF par des ondes planes.
Soit Gβα(x
′−x) le propagateur complet symbolisant la propagation de particules
de saveur α produites en x en particules de saveur β de´tecte´es en x′. Nous venons
de voir (e´quations (3.2) et (3.6)) que le propagateur peut eˆtre diagonalise´ en tre`s
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bonne approximation par des matrices V constantes3 :
Gβα(p
2) = (V −1GD(p
2) V )βα =
∑
j
V −1βj GD,jj Vjα .
L’amplitude du processus global est donne´e par l’e´quation (2.1) de l’amplitude de
propagation d’une particule isole´e, ou` le propagateur G(p2) est remplace´ par le
propagateur Gβα(p
2). Elle peut donc s’e´crire comme une superposition line´aire d’am-
plitudes de propagation d’e´tats propres de masse :
A(α→β, T,L) =∑
j
V −1βj Aj Vjα ,
ou` l’amplitude partielle Aj s’e´crit, apre`s inte´gration sur x et x′ (voir e´quation (2.2)),
Aj ∼MPMD 2π δ (EDI−EDF+EPI−EPF )
∫ d3p
(2π)3
eip·LGD,jj(E,p)
ou` L ≡ xD−xP et E ≡ EPI−EPF >0. Si l’on inte`gre sur la tri-impulsion, l’amplitude
partielle devient (voir e´quation (2.20))
Aj ∼MPMD 2π δ (EDI−EDF+EPI−EPF )
−iZ
4πL
exp
(
ipmjL−
mjΓj
2pmj
L
)
,
ou` pmj ≡
√
E2 −m2j .
Les oscillations entre les e´tats propres de masse i et j surgiront des termes
d’interfe´rence AiA∗j dans la probabilite´ donne´e par la norme au carre´ de l’amplitude :
AiA∗j ∼ exp
(
i(pmi − pmj )L−
miΓi
2pmi
− mjΓj
2pmj
)
.
Le facteur d’oscillation pour le me´lange ij est donc un cosinus d’argument
(pmi − pmj )L ∼=
∆m2ij
2pm
L
ou` ∆m2ij ≡ m2i −m2j et pm ≡
√
E2 −m2 avec m une masse de re´fe´rence choisie par
exemple comme m ≡ (mi+mj)/2. On a fait l’approximation |mi −m|≪pm puisque
dans les cas ou` une oscillation macroscopique est observable, |mi −mj | ≪ pm.
3Rappelons une fois de plus que les matrices V utilise´es ici sont les transpose´es des matrices V
diagonalisant les kets dans le traitement de me´canique quantique (voir e´quation (1.1)).
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Si l’on de´finit la longueur d’oscillation Loscij pour le me´lange ij par
Loscij ≡
4πpm
∆m2ij
,
on retrouve la formule d’oscillation standard (1.10).
Ce mode`le re´pond a` plusieurs des objections souleve´es au chapitre 1 (section
(1.1)), en conside´rant dans un cadre relativiste (objections 1 et 2) la particule comme
un e´tat interme´diaire non observe´ directement (objections 3,4,5 et 6) et en engen-
drant une de´pendance spatiale (objections 7 et 8).
Tout n’est pas rose pour autant. Par exemple, il est tentant d’interpre´ter E et
pmi comme l’e´nergie et l’impulsion de l’e´tat propre de masse i. Cette interpre´tation
implique curieusement que les diffe´rents e´tats propres de masse de la particule
oscillante ont la meˆme e´nergie mais des tri-impulsions diffe´rentes alors que dans
la de´rivation en me´canique quantique on conside`re le plus souvent le cas inverse
(e´nergies diffe´rentes mais tri-impulsions e´gales), sauf dans la prescription de Lipkin
[38, 45]. L’origine de notre re´sultat est e´videmment le choix de proce´der a` l’analyse
spatiale du propagateur. L’analyse temporelle du propagateur [4] implique de pren-
dre des e´nergies diffe´rentes et des tri-impulsions e´gales mais n’est pas justifie´e par
un mode`le de the´orie des champs.
Il ne faudrait pas en conclure pour autant que la question de l’e´galite´ ou non
de l’e´nergie-impulsion des e´tats oscillants est re´gle´e par notre mode`le simplifie´.
L’approximation d’e´tats stationnaires impose qu’il n’y ait qu’une seule valeur de
l’e´nergie possible pour les e´tats oscillants, tandis que l’hypothe`se de localisation a`
une pre´cision infinie de la source et du de´tecteur n’impose, par contre, aucune con-
trainte sur les valeurs des tri-impulsions des e´tats oscillants, qui sont alors fixe´es par
les poˆles des propagateurs.
La solution de ce proble`me ne´cessite donc le recours a` un mode`le plus re´aliste,
qui abandonne les hypothe`ses de stationnarite´ et de localisation infiniment pre´cises.
Il sera du meˆme coup possible d’e´tudier les conditions d’observabilite´ des oscillations,
alors que le mode`le simplifie´ n’en fournit aucune. Par exemple, les oscillations sont
interdites si tous les e´tats entrants et sortants sont des ondes planes, car il n’y
a alors qu’une seule valeur possible pour l’e´nergie-impulsion des e´tats oscillants.
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L’analyse des situations interme´diaires devrait donc permettre d’e´tudier l’influence
des conditions expe´rimentales.
Finalement, on voudrait de´crire de fac¸on cohe´rente la propagation d’une parti-
cule instable. De plus, comme mentionne´ ci-dessus, les corrections ne´glige´es en Γ/m
sont du meˆme ordre de grandeur que le rapport ∆m/m dans le syste`me des kaons
neutres. Il faudrait s’assurer qu’elles n’aient pas d’influence sur le facteur d’oscilla-
tion. Dans le prochain chapitre, un mode`le plus sophistique´ de propagation d’une
seule particule est de´veloppe´ dans le but de re´pondre a` ces questions.
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Chapitre 4
Propagation : le mode`le
sophistique´
Ce chapitre est consacre´ a` l’e´tude d’un mode`le de propagation sophistique´, te-
nant compte dans la mesure du possible des conditions de production et de de´tection.
Abandonnant la simplification extreˆme de conside´rer les particules entrantes et sor-
tantes soit comme des ondes planes soit comme des e´tats stationnaires localise´s a`
une pre´cision infinie, on mode´lisera ces e´tats de manie`re plus re´aliste par des pa-
quets d’ondes [5, 53]. La particule interme´diaire est repre´sente´e par son propagateur
relativiste.
Ce chapitre est plutoˆt technique, de´butant par quelques conside´rations sur les
paquets d’ondes, suivies de la formulation de l’amplitude. Il continue par l’analyse
temporelle de celle-ci, avec une e´tude de´taille´e des contributions non exponentielles
a` la propagation. On verra par exemple que les contributions des e´tats a` plusieurs
particules vues au chapitre pre´ce´dent sont souvent absentes pour les processus de
propagation macroscopiques, car les seuils de production de ces e´tats se trouvent
souvent en dehors de la re´gion d’inte´gration. Ces contributions sont remplace´es par
celles des seuils dus a` la limitation dans l’espace des impulsions de la grandeur des
paquets d’ondes entrants et sortants. Le chapitre se termine par l’analyse spatiale
de l’amplitude et le calcul de la probabilite´ du processus, en ne conservant que la
de´pendance spatiale.
Les bases du calcul ont e´te´ jete´es par Jacob et Sachs [5]. La notation a e´te´
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de´finie au chapitre 2. Le processus global de propagation e´tait symbolise´ par
PI(q)
(tP ,xP )−→ PF (k) + ν(p)
ց
ν(p) +DI(q
′)
(tD ,xD)−→ DF (k′)
Rappelons la signification des notations. PI repre´sente l’ensemble des particules ar-
rivant dans la re´gion de production centre´e autour du point (tP ,xP ), d’impulsion
totale q tandis que PF repre´sente l’ensemble des particules issues de la re´gion de
production et d’impulsion totale k, a` l’exception de la particule interme´diaire ν
dont on e´tudie la propagation. DI , DF et (tD,xD) ont des de´finitions similaires
mais concernent le point de de´tection. Le point d’interaction a` la production est
note´ par x et le point d’interaction a` la de´tection est note´ x′. On pose que l’e´tat
interme´diaire se propageant de x en x′ a les nombres quantiques d’une particule,
pas d’une antiparticule. On ne tiendra pas compte des instabilite´s e´ventuelles des
particules exte´rieures. Seule l’instabilite´ de la particule interme´diaire sera prise en
compte1. Si elle se de´sinte`gre dans le processus e´tudie´, alors DI(q
′) est en re´alite´ un
e´tat sortant. L’e´criture d’une amplitude tenant compte de l’instabilite´ des partic-
ules entrantes et sortantes ne pose en elle-meˆme aucun proble`me. Il suffit de con-
side´rer un processus plus global ou` toutes les particules instables sont vues comme
interme´diaires. Les e´tats initiaux et finaux sont stables. Les re`gles de Feynman
permettent d’e´crire facilement l’amplitude correspondant a` un tel processus en cas-
cade. Par contre, l’e´valuation des inte´grales est la plupart du temps un obstacle
insurmontable. C’est pourquoi on se limite a` conside´rer comme e´tat interme´diaire
la particule dont on veut e´tudier les proprie´te´s.
Toutes les particules sont suppose´es sans spin. Pour localiser l’interaction de
production en (tP ,xP ), les particules entrantes et sortantes au point x sont mode´lise´es
par des paquets d’ondes qui ne se recouvrent (dans l’espace de configuration) que
dans la re´gion de production centre´e autour de (tP ,xP ). En vue d’e´tudier l’influence
1Certaines tentatives ont e´te´ entreprises pour tenir compte de l’instabilite´ de la source dans
les conditions de production, d’une part dans le cadre de la me´canique quantique non relativiste
[61, 62], et d’autre part en the´orie des champs [63]
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des facteurs de production, les paquets ont une certaine largeur dans l’espace de con-
figuration. De plus, comme les expe´riences mesurent ge´ne´ralement aussi l’impulsion,
on peut supposer qu’ils sont bien localise´s aussi dans l’espace des impulsions au-
tour de leurs impulsions moyennes. L’interaction de de´tection est localise´e de meˆme
manie`re. Notons qu’il n’y aurait aucune difficulte´ a` remplacer certains paquets d’on-
des par des e´tats lie´s, si la mode´lisation d’un processus particulier l’exige.
A ce processus correspond le diagramme de Feynman suivant
>
>
ν ν
x
x'
P (q)I
D (q')
I
P (k)F
D (k')
F
Ce diagramme repre´sente toute une se´rie de processus. Le noˆtre se distingue par des
conditions expe´rimentales telles que l’interaction en x pre´ce`de toujours l’interaction
en x′ et telles qu’il y ait un transfert d’e´nergie (positive) de x en x′. Ces situations
seront se´lectionne´es automatiquement par la forme choisie des paquets d’ondes, avec
pour conse´quence que seule la particule ν contribuera a` la propagation, et non
l’antiparticule ν¯.
On ne spe´cifiera pas ici la forme des interactions de production et de de´tection
mais il n’y aurait aucun proble`me a` le faire. Par exemple, si la particule interme´diaire
est un neutrino, les me´thodes de de´tection sont de trois types [20] :
νl +X → l + Y ,
νl +X → νl + Y ,
νl + l → νl + l ,
ou` l symbolise un lepton et X et Y ne contiennent pas de leptons. Pour calculer
l’amplitude du troisie`me processus [64], il faut sommer sur les deux diagrammes
repre´sentant l’interaction par courant neutre et par courant charge´. Dans les cas ou`
des neutrinos sont produits dans le de´tecteur (deuxie`me et troisie`me processus), il
faut sommer sur leurs diffe´rents e´tats propres de masse possibles, puisque ce sont les
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e´tats physiques asymptotiques. Le neutrino final doit alors eˆtre re´exprime´ dans la
base de masse : νl =
∑
j V
†
ljνj , ce qui ajoute une matrice de me´lange supple´mentaire
dans l’amplitude. Cette matrice n’a cependant rien a` voir avec les oscillations de la
particule interme´diaire.
4.1 Paquets d’onde
Un paquet d’ondes repre´sentant un e´tat donne´ | φ> de masse m s’e´crit dans
l’espace des impulsions [65]
| φ>=
∫
[dk]φ(k) |k> ,
ou` φ(k) est la fonction d’onde dans l’espace des impulsions et |k> est un e´tat a` une
particule d’impulsion k dans la the´orie en interaction. On utilise la notation
[dk] ≡ dk
(2π)3
1√
2E(k)
,
ou` E(k) ≡ √k2 +m2. La normalisation des e´tats libres est donne´e par
<k |p>= 2E(k) (2π)3 δ(3)(p−k) .
On a
<φ | φ>= 1 si
∫
dk
(2π)3
|φ(k)|2 = 1 .
Dans l’espace de configuration, la fonction d’onde s’e´crit
φ˜(x, t) =
∫
dk
(2π)3
φ(k) e−iE(k)t+ik·x ,
de sorte qu’elle satisfasse a` l’e´quation de Klein-Gordon. La relation re´ciproque est
donne´e par
φ(k) =
∫
dx φ˜(x, t) eiE(k)t−i k·x
Si le paquet d’ondes repre´sente une particule dote´e d’une impulsion approxima-
tivement connue, il a un seul maximum global, disons en k=K. Le maximum de
φ˜(x, t=0) se situera en x=0 pour autant que φ(k) ait une syme´trie centrale autour
de K :
φ(K+k′) = φ(K−k′)
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Nous ferons l’hypothe`se que les paquets d’ondes ont une impulsion bien de´finie :
leur maximum est bien localise´ et |φ(k)| a approximativement une syme´trie centrale.
On va faire l’hypothe`se supple´mentaire que la phase de φ(k) a aussi une syme´trie
centrale, de sorte que le paquet soit centre´ en x=0. Sous ces conditions, le paquet
d’ondes est note´ φ(k,K).
Les paquets centre´s en x 6= 0 sont construits par translation. A l’aide de
l’ope´rateur de translation exp(iPˆ·x), ou` x=(T,X), on construit des paquets d’ondes
centre´s en X au temps T . Si le paquet d’onde dans l’espace des impulsions est donne´
par
Φ(k,K,X, T ) ≡ φ(k,K) exp (−ik·X+ iE(k)T ) , (4.1)
alors le paquet d’ondes dans l’espace de configuration
Φ˜(x, t,K,X, T ) =
∫
dk
(2π)3
φ(k,K) exp (ik·(x−X)− iE(k)(t−T )) ,
sera centre´ en X au temps T .
Sans perte de ge´ne´ralite´, on va travailler avec une seule particule dans PI(q),
dans PF (k), dans DI(q
′) et dans DF (k
′). L’extension a` un nombre plus grand de
particules est imme´diate et ne fait que compliquer la notation. Les paquets d’ondes
correspondant aux diffe´rentes particules sont construits de sorte que ceux concernant
la production du ν sont centre´s en xP au temps tP tandis que ceux concernant la
de´tection du ν sont centre´s en xD au temps tD. Ils sont note´s
|PI> =
∫
[dq] ΦPI (q,Q,xP , tP ) |PI(q)>
|PF > =
∫
[dk] ΦPF (k,K,xP , tP ) |PF (k)>
|DI> =
∫
[dq′] ΦDI (q
′,Q′,xD, tD) |DI(q′)>
|DF > =
∫
[dk′] ΦDF (k
′,K′,xD, tD) |DF (k′)> .
On retombe sur le mode`le simplifie´ des chapitres pre´ce´dents en imposant
1. la condition de stationnarite´ sur PI et DI , c’est-a`-dire que les e´nergies EPI et
EDI sont constantes.
2. la localisation infiniment pre´cise de PI et DI , c’est-a`-dire que φPI (q,Q) et
φDI (q
′,Q′) sont des fonctions constantes.
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3. que les e´tats PF et DF soient des ondes planes, c’est-a`-dire que les φPF (k,K)
et φDF (k
′,K′) sont des fonctions delta :
φPF (k,K) ∼ δ(3)(k−K) et φDF (k′,K′) ∼ δ(3)(k′ −K′) .
Les e´nergies de ces e´tats sont fixe´es par la relation E2 = p2 +m2 si l’on impose
qu’ils satisfassent a` l’e´quation de Klein-Gordon.
4.2 Amplitude
La formule ge´ne´rale de l’amplitude est donne´e par
A =<PF , DF | T
(
exp
(
−i
∫
d4xHI
))
− 1|PI , DI> ,
ou`HI est le lagrangien d’interaction de la particule ν qui se propage et T l’ope´rateur
qui ordonne dans le temps. Soit g la constante de couplage du champ ν avec les autres
champs. De´veloppant cette amplitude a` l’ordre g2, et y inse´rant les expressions des
paquets d’ondes, on obtient
A =
∫
[dq] ΦPI
∫
[dk] Φ∗PF
∫
[dq′] ΦDI
∫
[dk′] Φ∗DF Aondes planes(q, k, k′, q′)
avec
Aondes planes(q, k, q′, k′) ≡
∫
d4xMP (q, k) e
−i(q−k)·x
∫
d4x′MD(q
′, k′) e−i(q
′−k′)·x′
× G(x′ − x)
ou` MP (q, k) et MD(q
′, k′) sont les amplitudes des processus de production et de
de´tection ; la contraction des champs a donne´ le propagateur
G(x′ − x) =
∫
d4p
(2π)4
e−ip·(x
′−x)G(p2) . (4.2)
ou` G(p2) = i(p2 −M20 + iǫ)−1 est le propagateur de la particule libre dans l’espace
des impulsions. Les particules exte´rieures sont sur leur couche de masse :
q0 = EPI (q) =
√
q2 +m2PI ,
et ainsi de suite.
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On a suppose´ que la particule (p0> 0) se propage de x en x′ et l’antiparticule
(p0 < 0) de x′ en x. Si les interactions a` la source et au de´tecteur sont telles que
la particule se propage de x′ en x et l’antiparticule de x en x′, la contraction des
champs ν aurait donne´ le propagateur
G(x′ − x) =
∫
d4p
(2π)4
eip·(x
′−x)G(p2) . (4.3)
Le signe diffe´rent de l’exponentielle se´lectionnerait le poˆle de l’antiparticule lors de
l’inte´grale de contour ulte´rieure.
Si l’objectif est de de´crire des particules instables, il est ne´cessaire que ce soit
le propagateur complet qui apparaisse dans l’amplitude et non le propagateur de
la particule libre. Il suffit pour cela de de´velopper la formule ge´ne´rale de l’ampli-
tude a` tous les ordres et de garder tous les diagrammes repre´sentant une insertion
d’e´nergie dans le propagateur de la particule interme´diaire. La sommation de tous
ces diagrammes est une se´rie ge´ome´trique en l’e´nergie propre (voir e´quation (2.9)).
Elle fournit la meˆme formule que ci-dessus excepte´ le fait que G(p2) symbolise main-
tenant le propagateur complet (e´quation (2.6)) :
G(p2) =
i
p2 −m20 − Π(p2) + iǫ
.
On proce`de ensuite a` un changement de variable :
x→ x+ xP et x′ → x′ + xD ,
ou` xP = (tP ,xP ) et xD = (tD,xD), ainsi qu’a` des inte´grations sur les variables x et
x′ qui donnent des fonctions delta. On arrive a` la formule suivante de l’amplitude
A =
∫
d4p ϕ(p)G(p2) e−ip·(xD−xP ) (4.4)
ou` la fonction-poids ϕ(p) est une inte´grale de recouvrement des paquets d’ondes
entrants et sortants. Elle est de´finie par
ϕ(p) ≡
∫
[dq]φPI(q,Q)
∫
[dk]φ∗PF (k,K)
∫
[dq′]φDI (q
′,Q′)
∫
[dk′]φ∗DF (k
′,K′)
× (2π)4 δ(4)(k + k′ − q − q′) δ(4)(p− q + k)MP (q, k)MD(q′, k′) . (4.5)
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Insistons sur le fait que ce sont bien les paquets d’ondes φ inde´pendants de xP et xD
qui figurent dans la fonction ϕ(p). Les fonctions delta y figurant imposent la conser-
vation de l’e´nergie et de l’impulsion a` la production et a` la de´tection de la particule
interme´diaire ν. Notons aussi que cette fonction de´pend de p (et donc de la direction
de l’impulsion totale des e´tats entrants et sortants) et non de p2. La conservation de
l’e´nergie-impulsion introduit un lien entre p et les valeurs moyennes Q, K, Q′, K′
des impulsions des e´tats entrants et sortants de sorte que ϕ(p) de´pende a` la fois de
la grandeur et de la direction de p. L’exception est le mode`le simplifie´ du chapitre
2 puisque la tri-impulsion des e´tats stationnaires est tout a` fait inde´termine´e. Dans
ce cas, la fonction-poids vaut ϕ(p) ∼ δ(p0−E) et est inde´pendante de p.
La plupart des calculs en the´orie des champs concernent des processus micro-
scopiques ou` les e´tats entrants et sortants peuvent eˆtre approxime´s par des ondes
planes. Dans ce cas, les fonctions φPI , φPF , φDI et φDF sont toutes des fonctions
delta et la fonction-poids ϕ(p) est e´gale a`
ϕ(p) = (2π)4 δ(4)(K +K ′ −Q−Q′) δ(4)(p−Q+K)MP (Q,K)MD(Q′, K ′) ,
ou` Q ≡
(√
Q2 +m2PI ,Q
)
et ainsi de suite. L’inte´gration dans l’amplitude (4.4) est
alors imme´diate et l’on obtient
A = (2π)4 δ(4)(K +K ′ −Q−Q′)G
(
(Q−K)2
)
e−i(Q−K)·(xD−xP ) .
Ce type d’expression ne peut mener a` des oscillations dans une superposition de
plusieurs amplitudes puisque la phase de l’exponentielle ne de´pend pas de la masse
de l’e´tat interme´diaire. Par contre, dans le cas d’une amplitude mode´lisant des
processus macroscopiques, la fonction-poids ϕ(p) n’est pas une fonction delta et
l’inte´gration dans l’amplitude n’est plus aussi simple. L’inte´gration dans l’amplitude
(4.4) ne peut alors se faire sans recourir a` des me´thodes d’approximation. D’ailleurs,
la forme exacte des paquets d’ondes est inconnue. Remarquons enfin que l’amplitude
(4.4) de´pend a` la fois de la distance et du temps macroscopiques de propagation.
Il faudra inte´grer sur le temps pour se de´barrasser de la de´pendance temporelle et
obtenir ainsi une expression applicable aux expe´riences .
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4.3 Analyse temporelle de l’amplitude
On va d’abord e´tudier la de´pendance temporelle de l’amplitude en inte´grant
sur l’e´nergie p0. Soit l’inte´grale
I(T ) ≡
∫
dp0 ϕ(p)G(p2) e−ip
0T .
Pour e´tudier la propagation macroscopique de la particule, il suffit d’examiner le
comportement asymptotique T →∞ de cette inte´grale. Cela ne peut cependant se
faire sans une connaissance minimale de la fonction-poids ϕ(p). On va supposer que
le spectre d’e´nergie des particules entrantes et sortantes couvre un domaine limite´.
Par conse´quent, les fonctions delta figurant dans l’expression de la fonction-poids
limitent le domaine de p pour lequel la fonction-poids est non nulle :
ϕ(p) 6= 0 pour 0<E1<p0<E2 et p ∈ D ,
ou` D est un domaine a` support compact. Ceci implique qu’il existe des bornes M1
et M2 pour lesquelles
ϕ(p) 6= 0 pour M21 <p2<M22 .
On a pose´ des conditions expe´rimentales telles que ϕ(p) 6= 0 pour p0 positif puisque
la propagation macroscopique (T > 0) de x en x′ signifie qu’il y a un transfert
d’e´nergie positive de x en x′. Comme l’amplitude a e´te´ de´rive´e telle que la particule
transfe`re une e´nergie p0 de x en x′ (et l’antiparticule une e´nergie de −p0 de x′ en x),
il s’agit bien de poser des conditions expe´rimentales telles que p0>0. On supposera
que le domaine (E1, E2) n’inclut pas ze´ro.
Si ϕ(p) e´tait non nul pour E1 < p
0 < E2 < 0, l’inte´grale de contour ulte´rieure
donnerait ze´ro car la condition T > 0 de propagation macroscopique de x en x′
impose de fermer le contour par le bas. Pour e´tudier la propagation macroscopique
d’une antiparticule, il suffit de remplacer G(x′ − x) (e´quation 4.2) par G(x′ − x)
(e´quation 4.3) et de poser des conditions expe´rimentales telles que ϕ(p) 6= 0 pour
E1<p
0<E2<0.
Comme pour l’e´tude de la contribution des seuils au propagateur complet, c’est
le comportement de l’inte´grand aux bornes du domaine qui de´terminera le com-
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portement asymptotique de l’inte´grale. Il sera utile par la suite de faire la distinc-
tion entre les particules se de´sinte´grant faiblement, appele´es quasi-stables et celles se
de´sinte´grant fortement, appele´es re´sonances. Soit z0 le poˆle du propagateur complet.
En utilisant la me´thode de Jacob et Sachs [5], on montre que, pour des particules
stables et quasi-stables, I(T ) est donne´ en tre`s bonne approximation pour T grand
par
I(T ) ≈ Z π
(
z0 + p
2
)− 1
2 ϕ(z0,p) exp
(
−i
√
z0+p2 T
)
(4.6)
pour autant que les conditions expe´rimentales soient telles que
M21 <Re z0<M22
sinon la propagation macroscopique serait inobservable. En effet, les conditions expe´-
rimentales ne seraient pas re´unies pour qu’une particule interme´diaire se propage
sur sa couche de masse, comme une particule re´elle. La de´rivation de´taille´e de cette
formule figure dans l’appendice du chapitre. Notons qu’une inte´grale de contour
sur un contour de type demi-cercle ne converge pas pour la plupart des types de
paquets d’ondes. Par exemple, une fonction-poids gaussienne diverge sur ce contour.
Le contour propose´ par Jacob et Sachs permet d’inte´grer une classe beaucoup plus
large de fonctions-poids ; entre autres, les gaussiennes y sont incluses. Ce point est
ne´glige´ dans l’e´tude des oscillations de kaons par Sudarsky et al [66].
Si Imz0 ≪ Re z0, le coefficient de variation de la phase de l’amplitude en
fonction du temps est
√Re z0+p2. Interpre´tant cette expression comme l’e´nergie E
de la particule, on peut e´crire
E2 − p2 = Re z0 . (4.7)
Comme la masse de la particule au carre´ est e´gale a` la partie re´elle du poˆle du
propagateur complet, la particule est, dans ce sens-la`, sur sa couche de masse. Quant
a` la partie imaginaire du poˆle (dans le cas ou` elle est non nulle), elle fixe la rapidite´
de la de´croissance exponentielle de l’amplitude et est proportionnelle a` la largeur de
la particule instable.
Les corrections a` cette formule sont en puissances inverses de T . Elles sont de
deux types :
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1. Des corrections dues au spectre fini de l’e´nergie des particules entrantes et sor-
tantes. Elles sont donc aussi lie´es a` l’incertitude sur la localisation temporelle
des interactions de production et de´tection. La grandeur de ces corrections est
proportionnelle a` (∆MT )−n−1, ou` ∆M ≡Mj −m et n est un nombre positif.
Ces corrections sont importantes pour des temps tre`s petits et sont en pratique
inobservables dans la propagation des les particules stables et quasi-stables.
Dans le cas des particules quasi-stables, elles dominent aussi l’exponentielle
de´croissante pour des temps tre`s grands mais a` ce moment les deux termes
sont trop faibles pour eˆtre observables dans la propagation.
2. Des corrections dues a` un seuil de production z = b2 de plusieurs particules
re´elles, si celui-ci se trouve dans la re´gion ou` le spectre de l’e´nergie de la
particule interme´diaire est non nul. Ce sont les corrections que nous avons
examine´ qualitativement au chapitre 2 (e´quations (2.15) et (2.19)).
(a) Si la particule est stable, la grandeur de ces corrections est proportion-
nelle a` (mT )−3/2g2/Q2, ou` Q ≡ m − b et g est la constante de couplage
avec les particules produites au seuil. Ces corrections ne sont importantes
que pour des temps tre`s petits et sont en pratique inobservables dans la
propagation.
(b) Si la particule est instable, la grandeur de ces corrections est propor-
tionnelle a` (QT )−3/2Γ/Q (ou` Q ≡ m− b). Pour des temps tre`s petits, ces
corrections modifient la de´croissance exponentielle de l’amplitude. La for-
mule habituelle de passage de la largeur au temps de vie est donc modifie´e
a` petit temps si les deux conditions suivantes ne sont pas satisfaites :
(m− b)T ≫ 1 et Γ/(m− b)≪ 1 .
Ces conditions sont respecte´es pour les particules quasi-stables mais vio-
le´es pour les re´sonances. A grand temps, ces corrections sont aussi domi-
nantes mais si les particules sont quasi-stables, les deux termes sont alors
trop faibles pour eˆtre observe´s dans la propagation.
On constate que ces deux types de correction sont importants a` tout temps
dans le cas des re´sonances. Ce proble`me ne nous concerne cependant pas ici puisque
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les re´sonances ne se propagent pas macroscopiquement. Dans l’appendice, figure la
de´rivation du comportement non exponentiel a` grand temps, qui est en puissance
inverse de T . Par contre, bien que l’on ait de´limite´ ici l’extension du re´gime expo-
nentiel, le comportement non exponentiel a` petit temps n’a pas e´te´ calcule´. Certains
calculs effectue´s en me´canique quantique montrent que, dans ce domaine temporel,
la probabilite´ de´pendrait quadratiquement du temps [67], mais cette pre´diction n’a
pas encore pu eˆtre teste´e.
4.4 Analyse spatiale de l’amplitude
Rappelons que l’amplitude de propagation (4.4) est donne´e par
A =
∫
d3p I(T ) eip·L ,
ou` L ≡ xD−xP , T ≡ tD− tP , et I(T ) est donne´ asymptotiquement par (4.6). Si l’on
y substitue l’expression asymptotique de I(T ), l’amplitude devient
A(T,L) ≈
∫
d3p ψ(z0,p) exp
(
−i
√
z0 + p2 T + ip · L
)
,
ou` ψ(z0,p) ≡ Z π(z0 + p2)−1/2 ϕ(z0,p) est l’inte´grale de recouvrement des paquets
d’ondes entrants et sortants. Comme ceux-ci ont des e´nergies et impulsions bien
de´finies, cette fonction aura un pic prononce´. Si l’on se souvient de la de´finition du
poˆle, z0 = m
2 − imΓ, la condition Γ/m≪ 1 permet de re´e´crire l’amplitude sous la
forme
A(T,L) ≈
∫
d3p ψ(m2,p) exp
(
− mΓ
2
√
m2 + p2
T
)
exp
(
−i
√
m2 + p2 T + ip · L
)
(4.8)
Cette inte´grale ne peut pas eˆtre calcule´e exactement et va donc eˆtre e´value´e par
approximation autour du point-selle, puisque la fonction ψ(z0,p) a par hypothe`se
un maximum prononce´.
Il est ne´cessaire de ve´rifier pre´alablement que si Γ 6=0, l’exponentielle de´crois-
sante a une influence ne´gligeable sur la position du maximum dans le domaine tem-
porel observe´ en pratique. Dans le cas contraire, la position du maximum de´pendrait
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du temps T ! Restreignons-nous a` une dimension et prenons pour mode`le
ψ ∼ exp
(
−(p− P )
2
4σ2
)
.
L’inte´grand est maximal est p = Pmax, qui est la solution de
Pmax − P = aPmax (P 2max +m2)−3/2 ou` a ≡ σ2mΓT .
Si T = 0, Pmax = P .
Si T > 0, Pmax = (1 + ε)P avec ǫ ∼= a (P 2max + m2)−3/2, qui est beaucoup plus
petit que 1 tant que ΓT ≪ m2/σ2, c’est-a`-dire pour un grand nombre de temps de
vie. On exige que la position du maximum ne soit pas modifie´e par l’exponentielle
de´croissante a` une pre´cision de ε¯. On aura ε ≥ ε¯ lorsque
ΓT ≥ ε¯(P
2
max +m
2)3/2
σ2m
.
Pour un kaon KS, on a par exemple P ∼= m dans l’expe´rience CPLEAR [68] et
σ ∼= 3× 10−2 MeV (incertitude sur la masse). De`s lors, le niveau de pre´cision voulu
sera viole´ lorsque
ΓT ≥ 7× 108 ε¯ ,
Par exemple, si l’on ne de´sire pas une pre´cision supe´rieure a` ε¯ = 10−7 sur la loca-
lisation du maximum, sa position ne changera pas sur 70 vies moyennes. Ce chiffre
est nettement plus grand que les 20 vies moyennes observe´es dans CPLEAR [68].
Notons par P la position du maximum de |ψ(m2,p)|. L’hypothe`se de syme´trie
centrale de la phase de ψ autour du maximum implique les de´rive´es premie`res de ψ
sont nulles au maximum P. Dans le domaine ou` elle est non nulle, la fonction ψ est
approxime´e par une gaussienne :
ψ(m2,p) ≈ ψ(m2,P) exp (−(p−P)W (p−P)) . (4.9)
W est une matrice complexe syme´trique contenant les de´rive´es secondes de lnψ
e´value´es en P. Le produit matriciel est de´sormais implicite dans les expressions du
type pW p. On de´veloppe aussi les autres termes de l’inte´grand autour de P :√
m2 + p2 ∼= E + v · (p−P) + (p−P)R (p−P) , (4.10)
76 CHAPITRE 4. PROPAGATION : LE MODE`LE SOPHISTIQUE´
ou` E ≡ √m2 +P2 et v ≡ P/E. La matrice R contenant les de´rive´es secondes
est re´elle et syme´trique. On ne´glige la de´pendance en p du terme en Γ puisque sa
contribution a` la localisation du maximum a pu eˆtre ne´glige´e. Il est donc a` peu pre`s
constant dans le domaine ou` ψ est maximal.
Apre`s l’insertion de ces de´veloppements, l’amplitude de propagation (4.8) se
re´e´crit
A(T,L) ∼= ψ(m2,P) exp(−mΓT/2E) exp(−iET )
×
∫
d3p exp [−iv·(p−P) T + ip · L] exp (−(p−P) (W + iRT ) (p−P))
∼= ψ(m2,P) exp(−mΓT/2E) exp(−iET + iP · L)
×
∫
d3p exp [ ip · (L− vT )− p (W + iRT )p] ,
ou` l’on a proce´de´ a` un changement de variable sur p. L’inte´gration sur p se fait par
la formule habituelle de l’inte´grale gaussienne :
A(T,L) ∼= π3/2 ψ(m2,P) exp(−mΓT/2E) (det(W + iRT ))−1/2 (4.11)
× exp(−iET + iP · L) exp
(
−1
4
(L− vT ) (W + iRT )−1 (L− vT )
)
.
Si l’on mesure a` la fois la distance L et le temps T de propagation, cette expression
peut eˆtre analyse´e comme suit :
1. La premie`re exponentielle contient la de´croissance temporelle de l’amplitude
due a` la de´sinte´gration possible de la particule.
2. La deuxie`me exponentielle contient les termes d’oscillation spatio-temporelle.
3. La troisie`me exponentielle impose la relation approximative L−vT ≤ σx sinon
l’amplitude est quasiment nulle ; σx est la largeur de la fonction-poids ψ˜(m
2,x)
dans l’espace de configuration, c’est-a`-dire qu’elle de´pend de la pre´cision avec
laquelle on peut localiser la source et le de´tecteur.
On va s’inte´resser a` la valeur de l’amplitude dans la direction de v puisque
c’est la seule direction dans laquelle elle est non ne´gligeable. Le temps T n’e´tant pas
mesure´ dans les expe´riences, on calcule la probabilite´ inte´gre´e sur un grand intervalle
de temps dont l’e´tendue peut eˆtre prise de −∞ a` +∞ sans grande erreur graˆce a` la
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gaussienne en T . La probabilite´ inte´gre´e sur le temps, dans la direction z (L = L eˆz)
fixe´e par v = v eˆz = (P/E) eˆz, se calcule a` partir de la formule
P(Leˆz) ∼
∫ +∞
−∞
dT |A(T, Leˆz)|2 .
En y inse´rant l’expression de l’amplitude, on obtient
P(Leˆz) ∼ π3 |ψ(m2,P)|2 | det(W + iRL/v)|−1 (4.12)
×
∫ +∞
−∞
dT exp
(
−mΓ
E
T − W
zz +W zz ∗
4 |W zz + iRzzL/v|2 (L− vT )
2
)
.
Les indices zz sont des indices matriciels. La dispersion a e´te´ ne´glige´e dans les termes
en RT en y substituant T = L/v. On ne´glige aussi les termes en Γ2. Les facteurs de
normalisation sont omis car ils ne jouent pas de roˆle dans notre analyse. L’inte´gration
sur T donne
P(Leˆz) ∼ exp
(
−mΓ
P
L
)
(4.13)
On reconnaˆıt la formule de la probabilite´ de de´sinte´gration d’une particule en fonc-
tion de la distance, dans sa forme relativiste.
Remarquons que graˆce aux fonctions delta figurant dans la fonction-poids ϕ(p),
l’e´nergie E et l’impulsion P sont e´gales a` l’e´nergie totale et l’impulsion totale en-
trantes (et sortantes), a` une incertitude σp pre`s de´pendant de la taille des paquets
d’ondes dans l’espace de configuration. On a donc
v ≡ P
E
∼= Pin
Ein
∼= Pout
Eout
,
ou`
Pin ≡ Q−K ∼= Pout ≡ K′ −Q′
Ein ≡ EPI (Q)−EPF (K) ∼= Eout ≡ EDF (K′)− EDI (Q′)
La prochaine e´tape consiste a` appliquer cette formule de l’amplitude et de la
probabilite´ de propagation a` un me´lange de particules. Ce travail fait l’objet du
prochain chapitre.
78 CHAPITRE 4. PROPAGATION : LE MODE`LE SOPHISTIQUE´
4.5 Appendice : inte´gration sur p0 dans l’ampli-
tude
L’objectif est de calculer la valeur asymptotique T→∞ de l’inte´grale (4.6) :
I(T ) ≡
∫
dp0 ϕ(p)G(p2) e−ip
0T .
Le propagateur est donne´ par l’e´quation (2.6) ou (2.10). La fonction-poids ϕ(p) n’est
diffe´rente de ze´ro que sur un intervalle fini. Nous prendrons comme mode`le
ϕ(p) = (p2 −M21 )n (p2 −M22 )n Ω(p2,p) pour 0 < M21 < p2 < M22 ,
ϕ(p) = 0 sinon .
p0 est positif ainsi que le nombre n. La fonction Ω est analytique en p2. Le comporte-
ment syme´trique de ϕ(p) a` ses deux bornes a e´te´ choisi pour simplifier le calcul mais
n’est pas indispensable. L’exigence d’analyticite´ de Ω n’est pas trop contraignante
car on peut toujours approximer une fonction re´gulie`re sur un intervalle fini par un
polynoˆme (qui est analytique).
Sous le changement de variable z = p2 = p0
2−p2, l’inte´grale I(T ) devient
I(T ) =
1
2
∫ M2
2
M2
1
dz (z+p2)−
1
2 ϕ(z,p)G(z) e−i
√
z+p2T .
Le propagateur G(z) a des points de branchement aux seuils de contribution des
e´tats a` plusieurs particules. Soit z = b2 le premier point de branchement qui cor-
respond au seuil de production de plusieurs particules re´elles. La coupure sur l’axe
re´el commence donc en z=b2. On fait l’hypothe`se que les autres points de branche-
ment sont supe´rieurs a` M22 . La continuation analytique de G(z) sur la deuxie`me
feuille de Riemann est note´e comme au chapitre pre´ce´dent GII(z) et a un poˆle en
z= z0=m
2 − imΓ. On va diffe´rencier les cas selon les positions du poˆle et du seuil
b, et suivant que la particule est ou non instable.
1. Particule instable : b < M1 < m < M2 et Γ 6= 0
On choisit le contour d’inte´gration de´fini par
4.5. APPENDICE : INTE´GRATION SUR P 0 DANS L’AMPLITUDE 79
>b2 M1 M2
z0
2 2P
P
P
1
2
P’
<
>
>
z
L’expression analytique des contours P1 et P2 est
Pj : z =
(
−iω +
√
M2j + p
2
)2 − p2 (j = 1, 2) ,
ou` ω varie de ze´ro a` ω∞ sur P1 et de ω∞ a` ze´ro sur P2.
L’expression analytique du contour P ′ est
P ′ : z =
(
−iω∞ +
√
M2 + p2
)2
− p2 ,
ou` M varie de M1 a` M2. On prend la limite ω∞ →∞.
L’inte´grale recherche´e est e´gale a`
I(T ) = J + J1 + J2 + J
′ .
J est la contribution du poˆle z0 tandis que J1, J2 et J
′ sont les contributions
respectives de P1, P2, P ′. Leurs expressions analytiques s’e´crivent
(a) Contribution du poˆle :
J = Z π
(
z0 + p
2
)− 1
2 ϕ(z0,p) exp
(
−i
√
z0+p2 T
)
= Z π
(
z0 + p
2
)− 1
2 ϕ(z0,p) exp
(
−i
√
m2+p2 T − mΓ
2
√
m2+p2
T
)
.
On a de´fini z0 = m
2 − imΓ et fait l’hypothe`se que Γ/m≪ 1. Comme on
l’a de´ja` dit, cette relation est tre`s bien ve´rifie´e dans la majorite´ des cas.
Par exemple, Γ/m ≈ O(10−14) pour le K0S. Posant ∆M ∼= |m −M1,2|,
l’ordre de grandeur de J est donne´ par O(J) ∼ m2n−1 (∆M)2n e−ΓT/2.
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(b) Contribution des contours en faucille :
Jj = i(−1)j exp
(
−i
√
M2j +p
2 T
) ∫ ∞
0
dω ϕ (z(ω),p) GII (z(ω)) e
−ωT .
Pour T grand , la contribution dominante a` l’inte´grale vient des valeurs
de ω proches de ze´ro a` cause de l’exponentielle de´croissante. Comme
l’inte´grand tend vers ze´ro lorsque ω tend vers ze´ro (ϕ(M2j ) = 0)), le
comportement asymptotique de l’inte´grale de´pend du type de conver-
gence vers ze´ro de l’inte´grand. On y substitue y = ωT et l’on effectue un
de´veloppement en 1/T :
Jj = −(1)n(2−j)+j 2n n!
(
M22−M21
)n (
M2j +p
2
)n/2
Ω
(
M2j ,p
)
GII
(
M2j
)
× (iT )−(n+1) exp
(
−i
√
M2j +p
2 T
)
.
Les corrections a` cette formule sont en (∆MT )−(n+2), ou` ∆M ≈ Mj−
m, c’est-a`-dire de l’ordre de grandeur de l’incertitude sur la masse de
la particule. On fait implicitement l’hypothe`se que la fonction Ω(z,p)
diverge moins vite que exp(−ωT ) sur les contours Pj quand ω tend vers
l’infini, ce qui recouvre une large classe de fonctions. Par exemple, les
gaussiennes conviennent, alors que leur inte´grale diverge sur des contours
de type demi-cercle a` de rayon infini. L’ordre de grandeur de Jj est donne´
par O(Jj) ∼ m2n−1 (∆M)n−1 T−(n+1).
(c) Contribution du contour a` l’infini :
J ′ = e−ω∞T
∫ M2
2
M2
1
dM
M√
M2+p2
ϕ (z(M)) GII (z(M)) exp
(
−i
√
M2+p2 T
)
.
Si Ω satisfait aux meˆmes conditions a` l’infini que ci-dessus, J ′∼exp(−ω∞T )
et tend vers ze´ro lorsque ω∞ →∞.
En conclusion, la contribution du poˆle est une exponentielle de´croissante en
T tandis que les contributions dues aux bornes du spectre d’e´nergie sont en
puissances inverses de T .
Pour des temps petits, on aO(J) ∼ m2n−1 (∆M)2n doncO(Jj/J) ∼ (∆M T )−(n+1).
Comme les interfe´rences entre Jj et J disparaissent par moyenne sur de petits
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intervalles de temps, la contribution de Jj par rapport J a` la probabilite´ sera
plutoˆt donne´e par (Jj/J)
2 ∼ (∆M T )−2(n+1), qui est notable pour ∆M T ≤ 1.
En dec¸a` de cette borne, le calcul asymptotique de Jj n’est plus valable car on
a ne´glige´ lors du calcul des termes en (∆MT )−(n+2).
Dans le cas d’une particule quasi-stable, par exemple le K0S, la masse est
mesure´e a` une pre´cision de 10−2 MeV. On a donc ∆M ≈ 10−2 MeV et les
termes non exponentiels contribueront notablement pour T ≤ 10−19 s, ce qui
est inobservable dans la propagation puisque le temps de vie du K0S est de
0.89 × 10−10 s. Pour le B0, ∆M ≈ 2 MeV et les termes non exponentiels
contribueront notablement pour T ≤ 10−22 s, ce qui est inobservable dans la
propagation puisque le temps de vie du B0 est de 1.29 × 10−13 s.
Dans le cas d’une re´sonance, par exemple le ∆(1232), ∆M ≈ 2 MeV et les
termes non exponentiels contribueront notablement pour T ≤ 10−21 s, qui
est grand par rapport a` l’inverse de la largeur e´gale a` 5 × 10−24 s. Quel
que soit le domaine temporel, la propagation des re´sonances ne peut jamais
mode´lise´e par la seule contribution du poˆle : il faut tenir compte des conditions
de production et de de´tection. Cependant, les re´sonances ne se propagent pas
macroscopiquement donc il n’est pas crucial de pouvoir calculer par exemple
leur temps de vie en fonction de leur largeur.
Dans le cas de la particule quasi-stable, la contribution du poˆle ne domine
pas non plus a` grand temps. Les termes non exponentiels prennent le dessus
lorsque
ΓT > 2(n+ 1) ln(∆MT ) = 2(n+ 1) (ln(ΓT ) + ln(∆M/Γ)) .
Pour le K0S, soit n = 1/2 et ∆M/Γ ≈ O(1010), de sorte que ΓT > 82, ce qui
est inobservable. Pour le B0, soit n = 1/2 et ∆M/Γ ≈ O(109), de sorte que
ΓT > 75, ce qui est inobservable.
En fin de compte, I(T ) est donne´e en tre`s bonne approximation pour les
particules quasi-stables par
I(T ) ≈ Z π
(
z0 + p
2
)− 1
2 ϕ(z0,p) exp
(
−i
√
z0+p2 T
)
(4.14)
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2. Particule instable : M1 < b < m < M2 et Γ 6= 0
Dans ce cas-ci, le seuil de production de plusieurs particules re´elles se trouve
dans la domaine d’e´nergies permises. Il va ge´ne´rer des contributions en puis-
sances inverses du temps, qui sont les corrections que nous avons examine´es
qualitativement au chapitre 2 (e´quations (2.15) et (2.19)).
On choisit le contour de´fini par
> >
bM1 M2
z0
2 22
P1
Pb1
P
P
b2
2
P’
<
>
>
> <
>
z
P P
P’
Les contributions des contours Pj sont les meˆmes que dans le cas pre´ce´dent,
sauf que l’on substitue G(z) a` GII(z) sur P1 puisque ce trajet se trouve sur la
premie`re feuille de Riemann. La valeur asymptotique T→∞ de Jj ne changera
pas.
La somme des contributions des trajets Pbj serait nulle si ces trajets se trou-
vaient sur la meˆme feuille de Riemann mais ce n’est pas le cas. Leur contribu-
tion totale Jb s’e´crit
Jb =
1
2
∫
Pb
dz (z+p2)−
1
2 ϕ(z,p) (GII(z)−G(z)) e−i
√
z+p2T
= −i e−i
√
b2+p2T
∫ ∞
0
dω ϕ(z(ω),p) (GII(z)−G(z)) e−ωT . (4.15)
L’expression analytique du contour Pb est donne´e par
Pb : z =
(
−iω +
√
b2 + p2
)2
− p2 , (4.16)
ou` ω varie de ze´ro a` ω∞ et l’on prend la limite ω∞ →∞. L’inte´grale I(T ) est
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la somme de toutes les contributions des contours :
I(T ) = J + J1 + J2 + Jb + J
′ .
Le comportement asymptotique de Jb est e´tudie´ de meˆme manie`re que celui des
Jj. Pour T grand, la contribution dominante a` l’inte´grale vient des valeurs de
ω proches de ze´ro a` cause de l’exponentielle de´croissante. Comme l’inte´grand
tend vers ze´ro lorsque ω tend vers ze´ro (GII(z) → G(z)), le comportement
asymptotique de l’inte´grale de´pend du type de convergence vers ze´ro de l’inte´-
grand. On substitue y = ωT et on de´veloppe l’inte´grand en 1/T . Si l’on se
souvient que GII(z) est de´fini par prolongement analytique de G(x + iǫ) en
dessous de la coupure (e´quation (2.17)) et que sa discontinuite´ a` travers la
coupure est donne´e par l’e´quation (2.5),
G(x+ iǫ)−G(x− iǫ) = 2π ρ(x) ,
ou` ρ(x) est la fonction spectrale, on a que
GII(z)−G(z) = 2π ρ(z) .
Pour fixer les ide´es, prenons le syste`me Kππ dont nous avons explicitement
calcule´ la fonction spectrale ρ(z) (e´quation (2.22)). Le seuil a` deux particules
est en z = b2, avec b = 2mπ.
ρ(z) =
1
π
v(z)
(z −m2 − u(z))2 + v2(z) ,
ou` m est la masse du kaon et
v(z) =
g2
4π
√
1− b2/z .
L’e´valuation de l’inte´grale Jb donne
Jb = −i (−2iπ) 12 T−3/2 g
2
4πb
(b2 + p2)
1/4
(b2 −m2 − u(b2))2 ϕ(b
2,p) e−i
√
b2+p2T .
Les corrections a` cette formule sont de l’ordre de (QT )−5/2 ou` Q ≡ m − b
est l’e´nergie disponible lors de la de´sinte´gration de la particule. Puisque nous
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avons calcule´ la largeur de K→2π (e´quation (2.23)), on peut remplacer g2 par
son expression en fonction de Γ, m et Q. L’ordre de grandeur de Jb est donne´
par
O(Jb) ∼ (QT )−3/2 Γ
Q
1
m
ϕ(b2,p) .
Pour des temps petits, l’ordre de grandeur de J est donne´ parO(J) ∼ ϕ(m2,p)
et l’on obtient
O
(
Jb
J
)
∼ (QT )−3/2 Γ
Q
qui est beaucoup plus petit que 1 si QT ≫ 1 et Γ/Q≪ 1. C’est le cas pour les
particules quasi-stables. Par exemple, Γ/Q ≈ 10−14 pour le K0S. Par contre, ce
n’est pas vrai pour les re´sonances. Par exemple, Γ/Q ≈ 0.8 pour le ∆(1232).
En dec¸a` de la borne QT ≈ 1, le calcul asymptotique de Jb n’est plus valable,
puisque l’on a ne´glige´ des corrections en (QT )−5/2.
Pour des grands temps, Jb prend le dessus pour
ΓT − 3 ln(ΓT ) > 5 ln(Q/Γ) .
qui se traduit par ΓST > 165 pour le K
0
S, ΓLT > 202 pour le K
0
L et ΓL,HT >
157 pour le B0L,H (pour ce dernier, on a pris Q
∼= 1 MeV). Apre`s un aussi
grand nombre de temps de vie, la probabilite´ de de´tection d’une particule est
inobservable et ces corrections non exponentielles sont donc inde´tectables.
Pour les re´sonances, la contribution de Jb est comparable ou supe´rieure a` celle
du poˆle pour tout domaine temporel.
Dans le cas des particules quasi-stables, l’inte´grale I(T ) est donc donne´e en
tre`s bonne approximation par la meˆme expression qu’au premier cas (e´quation
(4.14)) :
I(T ) ≈ Z π
(
M2j + p
2
)− 1
2 ϕ(z0,p) exp
(
−i
√
z0+p2 T
)
Quant aux re´sonances, elles ne se propagent pas macroscopiquement, leur
largeur e´tant du meˆme ordre de grandeur que les e´nergies typiques des proces-
sus.
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3. Particule stable : M1 < m < M2 < b et Γ = 0
Ce cas se traite similairement au premier cas sauf que le poˆle est re´el. On peut
reprendre le re´sultat (4.14). Il n’y a pas de de´croissance exponentielle de la
contribution du poˆle puisque celui-ci est re´el. Les corrections a` grand temps
ne dominent jamais la contribution du poˆle.
4. Particule stable : M1 < m < b < M2 et Γ = 0
Ce cas se traite similairement au deuxie`me cas sauf que le poˆle est re´el. On
peut reprendre le re´sultat en posant Γ = 0. Le rapport Jb/J vaut Jb/J ∼
(mT )−3/2g2/Q2, ou` g est la constante de couplage avec les particules produites
au seuil. La contribution de Jb est inobservable en pratique a` petit temps et
sous-dominante a` grand temps.
5. m < M1 ou m > M2
Le poˆle se trouve en dehors du contour d’inte´gration et ne contribuera pas.
La propagation macroscopique de la particule sera inobservable. Les e´nergies-
impulsions des e´tats initiaux ou finaux ne permettent pas que la particule
interme´diaire soit sur sa couche de masse et cela n’a pas de sens d’e´tudier sa
propagation comme celle d’une particule quasi-re´elle.
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Chapitre 5
Oscillations en the´orie des champs
5.1 Propagation d’un me´lange de particules
Maintenant que la propagation d’une seule particule a e´te´ e´tudie´e en de´tail, nous
sommes preˆts a` attaquer le proble`me de la propagation d’un me´lange de particules
dans le cadre du mode`le sophistique´ ou` les e´tats entrants et sortants sont mode´lise´s
par des paquets d’ondes. Remarquons que l’e´tat interme´diaire n’est pas un paquet
d’ondes. Cette me´thode n’appartient donc pas a` la cate´gorie dite du traitement
des oscillations par paquet d’ondes, qui consiste a` conside´rer la particule oscillante
comme un paquet d’ondes dans le cadre de la me´canique quantique [52, 73]. Notre
me´thode rele`ve bien de la the´orie des champs, ou` les ondes planes utilise´es dans le
calcul d’amplitudes de Feynman ne sont en fait que des approximations remplac¸ant
les paquets d’ondes [65].
Apre`s quelques rappels de notation, nous appliquerons la formule de prop-
agation calcule´e au chapitre pre´ce´dent a` une superposition de propagations de
diffe´rents e´tats propres de masse. Les e´tapes de l’analyse seront identiques. Suite
a` l’e´tablissement de la formule de l’amplitude, nous en effectuons une analyse tem-
porelle, lors de laquelle nous ve´rifierons la non observabilite´ de nouvelles corrections
non exponentielles dues au me´lange. L’e´tude de la propagation du me´lange continue
par une analyse spatiale de l’amplitude et le calcul de la probabilite´ de de´tection
inte´gre´e sur le temps. La formule de probabilite´ obtenue sera analyse´e terme par
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terme. Nous retrouverons les termes de de´sinte´gration et d’oscillation, quoique leur
forme sera diffe´rente de celle obtenue dans le mode`le simplifie´. Par contre, les ter-
mes de de´cohe´rence et de localisation des interactions n’apparaissaient pas dans le
mode`le pre´ce´dent. Ils imposeront une se´rie de conditions d’observabilite´ des oscil-
lations. Pour terminer, nous passerons en revue les e´claircissement que ce mode`le
apporte aux diffe´rentes questions pose´es au chapitre 1 ainsi que les points com-
muns et diffe´rences de notre approche avec les autres traitements existant dans la
litte´rature.
Il est peut-eˆtre utile de rappeler les notations utilise´es dans la section 3.4 pour
de´crire un processus de propagation avec me´lange.
5.2 Amplitude pour un me´lange
Le processus de propagation garde la meˆme forme que celui du mode`le simplifie´
de la section 3.4 :
PI(q)
(tP ,xP )−→ PF (k) + να(p)
ց
νβ(p) +DI(q
′)
(tD ,xD)−→ DF (k′)
La saveur α de la particule interme´diaire να produite dans la re´gion de (tP ,xP ) est
identifie´e par l’e´tat sortant PF (k) tandis que la saveur β de la particule νβ de´tecte´e
dans la re´gion de (tD,xD) est identifie´e par l’e´tat sortant DF (k
′). Si ce n’est pas
possible (ex : K0, K0 → π+π−), on proce`de a` une sommation sur les diffe´rentes
saveurs.
Les notations ne changent pas : le propagateur complet Gβα(x
′ − x) symbolise
la propagation de particules de saveur α produites en x en particules de saveur β
de´tecte´es en x′. Ce propagateur est diagonalise´ (e´quations (3.3) et (3.6)) en tre`s
bonne approximation par des matrices V constantes1 :
Gβα(p
2) = (V −1GD(p
2) V )βα =
∑
j
V −1βj GD,jj(p
2) Vjα ,
1Rappelons que la matrice V telle qu’elle est de´finie ici est la transpose´e de la matrice V
diagonalisant les kets dans la de´rivation en me´canique quantique pre´sente´e au chapitre 1.
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ou` GD,jj(p
2) ≡ i (p2 − zj)−1. Le nombre complexe zj est le poˆle du propagateur
complet associe´ a` l’e´tat j, de masse mj et de largeur Γj , auxquelles il est relie´ par
zj ≡ m2j − imjΓj .
La propagation macroscopique implique qu’il s’agit de particules quasi-stables, c’est-
a`-dire que mj≪Γj.
L’amplitude du processus global peut s’exprimer comme une superposition
line´aire d’amplitudes Aj de propagation d’e´tats propres de masse :
A(α→β, T,L) =∑
j
V −1βj Aj Vjα , (5.1)
ou` l’amplitude partielle Aj s’e´crit comme l’amplitude de propagation d’une particule
isole´e (e´quation (4.4)) :
Aj =
∫
d4p ϕ(p) GD,jj(p
2) e−ip·(xD−xP ) . (5.2)
La fonction-poids ϕ(p) symbolise comme auparavant (e´quation(4.5)) l’inte´grale de
recouvrement des paquets d’ondes :
ϕ(p) ≡
∫
[dq]φPI(q,Q)
∫
[dk]φ∗PF (k,K)
∫
[dq′]φDI (q
′,Q′)
∫
[dk′]φ∗DF (k
′,K′)
× (2π)4 δ(4)(k + k′ − q − q′) δ(4)(p− q + k)MP (q, k)MD(q′, k′) . (5.3)
En ce qui concerne la signification des indices dans ce chapitre, les indices infe´rieurs
i et j seront des indices de saveur tandis que les indices supe´rieurs seront des indices
vectoriels ou matriciels (dans l’espace des impulsions ou dans l’espace de configura-
tion). Notons aussi que le produit matriciel sera implicite dans les expressions du
genre LWL.
5.3 Analyse temporelle de l’amplitude de me´lange
Suivant la proce´dure e´tablie pour e´tudier la propagation d’une particule isole´e,
nous effectuerons l’analyse temporelle et spatiale de l’amplitude avant de calculer la
probabilite´ correspondante.
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Il est plus facile pour commencer de ne conside´rer que l’amplitude partielle Aj
(e´quation (5.2)). L’analyse temporelle consiste a` inte´grer sur p0. On recourt a` la
meˆme me´thode d’inte´gration de contour qu’au chapitre pre´ce´dent (voir l’e´quation
(4.8)) et l’on obtient
Aj =
∫
d3p ψ(m2j ,p) exp
− mjΓj
2
√
m2j + p
2
T
 exp (−i√m2j + p2 T + ip·L) , (5.4)
ou` ψ(m2j ,p) ≡ Z π(zj + p2)−1/2 ϕ(zj,p).
A ce stade, on pourrait se demander ce que sont devenues les corrections non
exponentielles a` l’amplitude de propagation, qui ont e´te´ e´tudie´es en de´tail au chapitre
pre´ce´dent dans le cas de la propagation d’une particule isole´e. En premier lieu, nous
avons e´te´ confronte´s a` des corrections dues aux conditions de production et de
de´tection, de´pendant de la forme des paquets d’ondes initiaux et finaux. Dans le cas
du me´lange de particules e´tudie´ dans ce chapitre, ces corrections peuvent se calculer
pour chaque amplitude partielle selon la me´thode explique´e au chapitre pre´ce´dent
et restent ne´gligeables. En second lieu, nous avons rencontre´ des corrections dues
aux seuils de production des e´tats a` plusieurs particules. Rappelons qu’elles se mani-
festent par des discontinuite´s (seuils) de la de´rive´e de l’e´nergie propre en fonction
de p2. Or la me´thode de diagonalisation par des matrices constantes approxime
l’e´nergie propre par une constante (e´quation (3.5)). Par conse´quent ces seuils et ces
corrections disparaissent dans cette approximation.
Il serait ne´anmoins bon de tester l’influence des corrections dues aux seuils
de production sur la propagation de particules me´lange´es, pour ve´rifier qu’elles ne
perturbent pas les oscillations. Revenons donc un pas en arrie`re, a` la diagonalisa-
tion exacte par des matrices de´pendant de z = p2. En particulier, conside´rons la
diagonalisation exacte du propagateur complet du K0K0 (e´quation (3.4)).
−i G(z) = W (z)
 (z −m21 − f1(z))−1 0
0 (z −m22 − f2(z))−1
W−1(z) .
Nous allons ne´gliger la violation CP et approximer les e´tats de propagationKS et KL
par les e´tats propres sous CP, K1 et K2. L’incidence sur le me´lange des corrections
dues a` un seuil en z = b2 peut eˆtre e´tudie´e en effectuant, par exemple, l’analyse
5.3. ANALYSE TEMPORELLE DE L’AMPLITUDE DE ME´LANGE 91
temporelle de l’e´le´ment non diagonal G00¯(p
2). En effet, si nous de´finissons un Iβα(T )
similaire au I(T ) apparaissant a` la section 4.3 par
A(α→β, T,L) ≡
∫
d3p Iβα(T ) e
ip·L ,
on peut e´crire
I00¯(T ) ≡
∫
dp0 ϕ(p)G00¯(p
2) e−ip
0T ,
ou` ϕ(p) est la fonction-poids de´finie en (5.3) et l’on a extrait de l’expression ma-
tricielle ci-dessus l’e´le´ment 00¯ du propagateur :
G00¯(p
2) =
iW01(p
2)W−110¯ (p
2)
p2 −m21 − f1(p2)
+
iW02(p
2)W−120¯ (p
2)
p2 −m22 − f2(p2)
. (5.5)
On reprend la me´thode du chapitre pre´ce´dent, section 4.5. L’inte´gration s’effectue
sur le meˆme contour dans le plan complexe avec la diffe´rence que le contour contient
maintenant deux poˆles quasiment de´ge´ne´re´s. L’inte´grale I00¯(T ) se de´compose en la
contribution J des poˆles z1,2, la contribution J1,2 des seuils de ϕ(p), et la contribution
Jb du seuil de production de plusieurs particules (on suppose qu’il n’y en a qu’un
dans le domaine d’e´nergie permis par les conditions expe´rimentales) :
I00¯(T ) = J + J1 + J2 + Jb .
J est donne´ cette fois par les re´sidus de deux poˆles :
J = W01(z1)W
−1
10¯ (z1) π (z1 + p
2)−
1
2 ϕ(z1,p) exp
(
−i
√
z1 + p2 T
)
+W02(z2)W
−1
20¯ (z2) π (z2 + p
2)−
1
2 ϕ(z2,p) exp
(
−i
√
z2 + p2 T
)
.
Comme la violation CP est ne´glige´e, les matrices de diagonalisation e´value´es aux
poˆles sont donne´es par la formule (3.8) de passage a` la base propre de CP :
W (z1) ∼= W (z2) ∼= 1√
2
 1 1
1 −1
 .
Ces expressions ne sont pas valables loin des poˆles. On en tiendra compte dans
l’e´valuation de Jb. Pour e´valuer l’ordre de grandeur de J , on de´veloppe l’argument
des exponentielles en utilisant la de´finition des poˆles, zj ≡ m2j − imjΓi :
−i
√
zj + p2 T ∼= −iET − i
m2j −m2
2E
− mΓjT
2E
,
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ou` m est la masse de´ge´ne´e et E ≡ √m2 + p2. L’ordre de grandeur de J est alors
donne´ par
O(J) ∼ 1
m
ϕ(m2,p) e−Γ2T/2
∣∣∣ e−i∆mT−∆ΓT/2 − 1 ∣∣∣ , (5.6)
ou` ∆m ≡ m1 −m2, ∆Γ ≡ Γ1 − Γ2 et l’on a approxime´ E ∼= m.
Les contributions J1 et J2 des seuils de ϕ(p) peuvent se calculer se´pare´ment
sur les deux termes de la somme (5.5) et ce calcul n’apporte rien de nouveau par
rapport au chapitre pre´ce´dent : ces corrections ne dominent l’exponentielle que pour
des temps tre`s grands, quand l’amplitude totale est devenue inde´tectable.
Examinons la contribution de Jb. On a vu que Jb de´pend de la diffe´rence entre
le propagateur complet et son prolongement analytique (e´quation (4.15)) :
Jb = −i e−i
√
b2+p2T
∫ ∞
0
dω ϕ(z(ω),p)
(
G00¯ , II(z)−G00¯(z)
)
e−ωT .
L’expression GII(z)−G(z) peut eˆtre calcule´e dans la deuxie`me repre´sentation spec-
trale (e´quation (2.6)) :
G00¯ , II(z)−G00¯(z) = −i
(
Π00¯ , II(z)− Π00¯(z)
)
G00¯(z)G00¯ , II(z) ,
ou` Π00¯(z) est l’e´le´ment 00¯ de la matrice d’e´nergie propre. Lors de l’e´valuation asymp-
totique de Jb (T grand), seul le domaine proche de ω = 0 (c’est-a`-dire z = b
2) va
contribuer notablement, en raison de l’exponentielle de´croissante. Il suffit donc de
connaˆıtre l’expression de l’inte´grand pre`s du seuil. Juste en dessous de l’axe re´el
(z = x − iǫ), la repre´sentation spectrale de l’e´nergie propre (e´quation (2.7)) im-
plique que
Π00¯ , II(z)− Π00¯(z) = Π00¯(x+ iǫ)− Π00¯(x− iǫ)
= 2i ImΠ00¯(x+ iǫ) .
Il reste a` calculer ImΠ00¯(x+ iǫ). Comme la renormalisation de la masse ne concerne
que la partie re´elle de l’e´nergie propre, on a l’e´galite´
ImΠ00¯(x+ iǫ) = Imf00¯(x+ iǫ) .
Lors de la diagonalisation du propagateur du K0K0 a` la section 3.3, la relation entre
l’e´le´ment non diagonal de l’e´nergie propre e´value´ au poˆle et les quantite´s mesure´es
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expe´rimentalement a e´te´ donne´e dans l’e´quation (3.11) :
Imf00¯(x+ iǫ) ≡ −Ima
=
1
2
(mLΓL −mSΓS)
∼= 1
2
m(ΓL − ΓS)
∼= −1
2
m∆Γ ,
puisque suivant les notations de l’e´quation (3.11), b = 0, ǫˆ = 0, K1 = KS et
K2 = KL en l’absence de violation CP (ce b-ci n’est pas la valeur du seuil mais un
des parame`tres du propagateur). Comme les canaux de de´sinte´gration principaux des
K0 et K0 sont identiques (de´sinte´grations en deux pions), on mode´lise Imf00¯(x+ iǫ)
par la meˆme de´pendance fonctionnelle que celle trouve´e pour Imf00(x+iǫ) (e´quation
(2.21)), de sorte que la valeur au poˆle soit celle indique´e ci-dessus et que la valeur
au seuil soit nulle :
Imf00¯(x+ iǫ) ≡ −1
2
m∆Γ
√
x− b2
m2 − b2 .
De`s lors, on peut e´crire pre`s du seuil
G00¯ , II(z)−G00¯(z) ∼= −m∆Γ
√
z − b2
m2 − b2 G00¯(z)G00¯ , II(z) .
Substituons y = ωT dans l’e´quation de Jb et effectuons le de´veloppement en 1/T
de l’inte´grand, en utilisant la parame´trisation de z en fonction de ω donne´e par
l’e´quation (4.16) :
z = −ω2 + b2 − 2iω
√
b2 + p2
= b2 − 2i y
T
√
b2 + p2 +O
(
1
T 2
)
.
On obtient
Jb ∼= i T−3/2 e−i
√
b2+p2T ϕ(b2,p)m∆Γ
(−2i)1/2 (b2 + p2)1/4√
m2 − b2
×G00¯(b2)G00¯ , II(b2)
∫ ∞
0
dy
√
y e−y
∼= −i(−iπ/2)1/2 T−3/2 m
3/2∆Γ
(m2 − b2)5/2 ϕ(b
2,p) e−i
√
b2+p2T ,
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ou` l’on a approxime´ dans la deuxie`me ligne b2 + p2 ∼= m2 et l’on a ne´glige´ l’e´nergie
propre dans les propagateurs e´value´s en b2 car elle est ne´gligeable loin du poˆle. On
en conclut que l’ordre de grandeur de Jb est donne´ par
O(Jb) ∼ (QT )−3/2 ∆Γ
Q
1
m
ϕ(b2,p) , (5.7)
ou` b est l’e´nergie du seuil et Q ≡ m − b est l’e´nergie cine´tique des produits de
de´sinte´gration.
On peut maintenant comparer les ordres de grandeur de J (e´quation (5.6)) et
de Jb (e´quation (5.7)).
Pour T petit
O(Jb) ∼ O(J) si
(QT )−3/2
∆Γ
Q
∼ | sin ∆mT
2
| ∼ |∆m| T
2
,
ou encore si T ∼ Q−1, puisque l’expe´rience dans le cas du K0K0 [69] et la the´orie
dans le cas du B0B0 [70] donnent O(∆Γ) ≤ O(∆m). Comme Q varie de 220 MeV
pour les kaons a` 1 GeV pour les me´sons B, les corrections non exponentielles ne
dominent a` petit temps que pour T ≤ 10−24 s. La propagation spatio-temporelle est
inobservable a` des temps aussi petits. Le calcul asymptotique de Jb n’est plus valable
non plus en dec¸a` de cette borne puisque l’inte´grale Jb a e´te´ de´veloppe´e en 1/QT . Les
corrections non exponentielles dues aux seuils de production sont donc inobservables
a` petit temps dans la propagation spatio-temporelle des particules quasi-stables.
Pour T grand
Il faut traiter se´pare´ment les cas des kaons et des me´sons B.
1. Kaons : ΓS ≫ ΓL
O(J) ∼ O(Jb) si
e−ΓLT/2 ∼ (QT )−3/2 ΓS
Q
∼ (ΓL T )−3/2 ΓS Γ
3/2
L
Q5/2
,
ou encore si
ΓL T − 3 ln(ΓL T ) ∼ 2 ln
(
Q5/2
ΓS Γ
3/2
L
)
∼ 174 ,
c’est-a`-dire si ΓL T ∼ 190, ce qui est inobservable.
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2. Me´sons B : ΓL ≈ ΓH
O(J) ∼ O(Jb) si
e−ΓHT/2 ∼ (QT )−3/2 ∆Γ
Q
∼ (ΓH T )−3/2 ∆ΓΓ
3/2
H
Q5/2
,
ou` l’on a approxime´ le sinus de l’oscillation par sa valeur moyenne. Cette
condition se re´e´crit
ΓH T − 3 ln(ΓH T ) ∼ 2 ln
(
Q5/2
∆ΓΓ
3/2
H
)
∼ 5 ln
(
Q
ΓH
)
− 2 lnαq ,
ou` αq ≡ ∆Γ/ΓH est estime´ a` αd ∼= 4× 10−3 pour le B0d et a` αs ∼= 10−1 pour le
B0s [70]. On calcule que
B0d : T − 3 ln(ΓH T ) ∼ 153 ⇒ ΓH T ∼= 168 ,
B0s : T − 3 ln(ΓH T ) ∼ 147 ⇒ ΓH T ∼= 162 .
Ces temps sont beaucoup trop grands pour que l’on puisse espe´rer une cor-
rection non exponentielle mesurable : la probabilite´ de de´tection aura de´cru a`
une valeur inde´tectable.
Nos estimations des corrections non exponentielles en the´orie des champs sont iden-
tiques aux formules the´oriques obtenues par Chiu et Sudarshan [71] (formule (4.50)
de cet article ; leurs e´valuations nume´riques sont par contre assez fantaisistes) et
par Wang et Sanda [72] (formule (59) de cet article, mais leur formule (61) d’or-
dre de grandeur des corrections est incompre´hensible et incorrecte du point de vue
des unite´s). Ces auteurs calculent ces corrections dans le cadre de la me´canique
quantique et proposent des extensions du formalisme de Wigner-Weisskopf.
En conclusion, les corrections non exponentielles ne sont pas plus visibles dans
la propagation macroscopique d’un me´lange de particules que dans la propaga-
tion d’une seule particule. Les seules contributions importantes pour la propagation
macroscopique viennent des poˆles des propagateurs. Par conse´quent, la formule de
l’amplitude partielle Aj (5.4) peut servir de base rigoureuse pour l’analyse spatiale
de l’amplitude.
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5.4 Analyse spatiale de l’amplitude de me´lange
L’inte´gration sur p de l’amplitude partielle (5.4) demande une certaine pru-
dence. En effet, nous sommes inte´resse´s par les termes d’interfe´rence AiA∗j (i 6=
j) qui apparaissent dans la probabilite´ car ces termes contiennent les oscillations
de´pendant de l’espace-temps et de la diffe´rence de masse ∆mij = |mi−mj |. Il s’agit
d’e´valuer ces termes d’oscillation a` une pre´cision supe´rieure a` ∆mij/P . Rappelons
que P est la position du maximum de ψ(m2j ,p). Cependant, les oscillations ne sont
observables sur des distances macroscopiques que si ∆mij/P est extreˆmement petit.
Par exemple, ∆mij/P ≈ O(10−14) pour les kaons neutres, ∆mij/P ≈ O(10−8) pour
les neutrinos dans l’expe´rience LSND et des valeurs encore plus petites apparaissent
dans les oscillations des neutrinos atmosphe´riques et solaires.
L’e´valuation directe de Aj par une approximation autour du point-selle ne
fournira en principe pas la pre´cision voulue dans les termes d’oscillation pour deux
raisons :
1. Si les positions des maxima de ψ(m2i ,p) et ψ(m
2
j ,p) sont note´es respectivement
Pi et Pj, la diffe´rence |Pi − Pj| sera de l’ordre de grandeur de ∆mij . Or
la largeur du pic de la fonction ψ est beaucoup plus grande que ∆mij . Peu
importe que l’on utilise Pi ou Pj comme point-selle : la me´thode d’inte´gration
n’atteint pas une pre´cision supe´rieure a` ∆mij/P .
2. Pour les particules instables, le terme en Γ modifie la position du maximum
de ∆P ∼= ε P , ou` ε ne peut eˆtre infe´rieur a` 10−8 (voir section 4.4), ce qui est
beaucoup plus grand que ∆mij/P ≈ O(10−14) pour les kaons neutres.
Malgre´ ces obstacles, ce n’est pas la fin des haricots. Nous allons voir que les termes
d’oscillation sont inde´pendants au premier ordre en ∆mij de la position des points-
selle Pi et Pj, de sorte que l’approximation autour du point-selle peut quand meˆme
eˆtre utilise´e.
En suivant les meˆmes e´tapes que pour la particule isole´e (voir e´quation (4.11)),
on inte`gre par approximation autour du point-selle et l’on obtient
Aj ∼= π3/2 ψ(m2j ,Pj) exp(−mjΓjT/2Ej) (det(Wj + iRjT ))−1/2 (5.8)
× exp(−iEjT + iPj · L) exp
(
−1
4
(L− vjT ) (Wj + iRjT )−1 (L− vjT )
)
,
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ou`
Ej =
√
m2j +P
2
j et vj =
Pj
Ej
.
La probabilite´ inte´gre´e sur le temps se calcule a` partir de la norme au carre´ de
l’amplitude totale (5.1) et s’e´crit
P(α→ β,L) ∼∑
i,j
Viα V
−1
βi V
∗
jα V
−1 ∗
βj
∫
dT Ai(T,L) A∗j(T,L) .
En raison des gaussiennes d’argument (L − vi,jT )2, la probabilite´ est tre`s faible si
les deux conditions suivantes ne sont pas satisfaites :
L− viT ∼= 0 et L− vjT ∼= 0 .
Il est possible de satisfaire ces deux conditions a` l’ordre ǫ = ∆mij/|Pj| puisque les
positions des maxima Pi et Pj sont identiques a` ǫ pre`s. On a aussi
vi ∼= vj +O(ǫ) et Ei ∼= Ej +O(ǫ) .
Soit P la position du maximum de ψ(m2,p), pour une masse de re´fe´rence m qui
est e´gale a` mj a` ǫ pre`s. Appelons z la direction de P. Pour les kaons, on peut, par
exemple, prendre m = (mi +mj)/2 et m = 0 pour les neutrinos. La valeur exacte
de m n’a pas d’importance. Nous allons e´tudier la probabilite´ dans cette direction
z, c’est-a`-dire que L sera approximativement paralle`le aux vi,j.
On parame´trise la de´viation des Pi,j par rapport a` P par
Pj ≡ P
(
(1 + ǫzj ) eˆz + ǫ
x
j eˆx + ǫ
y
j eˆy
)
ou` ǫx,y,zj
∼= O(ǫ). Les diverses quantite´s apparaissant dans l’amplitude peuvent eˆtre
e´value´es avec cette parame´trisation et s’e´crivent
Pj · L = (1 + ǫzj )PL+O(ǫ2)
Ej =
√
m2j +P
2
j = E +
∆m2j
2E
+ ǫzj v P +O(ǫ2)
vj = v
(
(1 + δzj ) eˆz + ǫ
x
j eˆx + ǫ
y
j eˆy
)
+O(ǫ2)
ou`
∆m2j ≡ m2j −m2
E ≡
√
m2 +P2
δzj ≡ −
∆m2j
2E2
+ (1− v2) ǫzj
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On va maintenant e´valuer l’inte´grale sur T dans la probabilite´. La de´pendance en T
de la dispersion est ne´glige´e en remplac¸ant T par L/v dans les termes en RT .
Pour eˆtre tout a` fait explicite, nous donnons d’abord l’expression de la proba-
bilite´ inte´gre´e sur T pour une direction quelconque L, sans utiliser la parame´trisation
de´finie ci-dessus :
P(α→β,L) ∼∑
i,j
Viα V
−1
βi V
∗
jα V
−1 ∗
βj
× π3 ψ(m2i ,Pi) ψ∗(m2j ,Pj)
(
detXi + detX
∗
j
)−1/2
2
√
π
Y
× exp
(
−Γij
Y
(
viXiL + vj X
∗
j L
))
× exp
(
i (Pi −Pj) · L− i Ei −Ej
Y
(
viXiL + vj X
∗
j L
))
× exp
(
−1
4
L
(
Xi +X
∗
j
)
L+
1
4Y
(
viXi L+ vj X
∗
j L
)2)
× exp
(
− 1
Y
(Ei −Ej)2 + 2i(Ei − Ej) Γ
Y
)
(5.9)
ou`
Xj ≡ (Wj + iRj |L|/|vj|)−1 (5.10)
Y ≡ viXi vi + vj X∗j vj (5.11)
Γij ≡ miΓi
2Ei
+
mjΓj
2Ej
(5.12)
Les termes en Γ2 sont bien entendu ne´glige´s.
Nous donnons ensuite la probabilite´ dans la direction L = L eˆz ou` la probabilite´
est maximale, en utilisant la parame´trisation de´finie plus haut des de´viations par
rapport a` cette direction :
P(α→β, L eˆz) ∼
∑
i,j
Viα V
−1
βi V
∗
jα V
−1 ∗
βj (5.13)
× π3 ψ(m2i ,Pi) ψ∗(m2j ,Pj)
(
detXi + detX
∗
j
)−1/2
2
√
π
v
(
Xzzi +X
zz ∗
j
)−1/2
× exp
(
−ΓijL
v
)
exp
(
i L
(
pzi − pzj −
Ei − Ej
v
))
× exp
(
−L
2
4
Xzzi X
zz ∗
j (v
z
i − vzj )2
Xzzi (v
z
i )
2 +Xzz ∗j (v
z
j )
2
)
exp
−(Ei − Ej)2 + 2iΓ (Ei − Ej)(
Xzzi +X
zz ∗
j
)
v2

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On a effectue´ un de´veloppement en l’ordre O(ǫ2) dans les facteurs de´pendant de
la distance, en ne gardant que les termes en ǫL ou ǫ2L2 qui peuvent eˆtre non
ne´gligeables a` grande distance.
5.5 Analyse de la probabilite´
Dans cette section les diffe´rents facteurs apparaissant dans la probabilite´ d’in-
terfe´rence (5.13) sont analyse´s successivement. Posons
P(α→β, L eˆz) ∼
∑
i,j
Viα V
−1
βi V
∗
jα V
−1 ∗
βj
× π3 ψ(m2i ,Pi) ψ∗(m2j ,Pj)
(
detXi + detX
∗
j
)−1/2
2
√
π
v
(
Xzzi +X
zz ∗
j
)−1/2
× expA expB expC expD (5.14)
Les exponentielles eA, eB, eC et eD correspondent dans l’ordre aux exponentielles
de l’e´quation (5.13).
5.5.1 De´sinte´gration
Si Γi 6= 0 et/ou Γj 6= 0, alors Γij 6= 0 (e´quation (5.12)). Dans ce cas, la premie`re
exponentielle eA exprime la de´croissance de la probabilite´ de de´tection de la particule
en raison de sa de´sinte´gration possible. Notre re´sultat est relativiste et s’e´crit en
fonction de Γi,j comme
expA = exp
(
−
(
miΓi
2Ei
+
mjΓj
2Ej
)
L
v
)
(5.15)
Comme il s’exprime directement en fonction de la distance, il n’y a pas d’ambigu¨ıte´
de passage du temps a` la distance. On peut le comparer au traitement non relativiste
en me´canique quantique qui donnait exp (−(Γi + Γj)T/2) dans le repe`re au repos de
la particule. L’extension relativiste de cette dernie`re formule ainsi que sa transfor-
mation en une expression de´pendant de la distance peut se faire suivant plusieurs
prescriptions aboutissant a` des re´sultats diffe´rents.
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5.5.2 Oscillation
La deuxie`me exponentielle eB de l’e´quation (5.14) fait osciller la probabilite´ de
de´tection de la particule en fonction de la distance. Au premier ordre en ǫ, l’argument
de l’exponentielle vaut
B = iL
(
pzi − pzj −
Ei −Ej
v
)
∼= iL
(
P (ǫzi − ǫzj )−
(
∆m2ij
2Ev
+ P (ǫzi − ǫzj )
))
∼= −i ∆m
2
ij L
2P
≡ −2iπ L
Loscij
(5.16)
ou` ∆m2ij ≡ m2i −m2j et l’on a de´fini la longueur d’oscillation Loscij pour le me´lange
ij par2
Loscij ≡
4π P
∆m2ij
(5.17)
On voit que le facteur d’oscillation ne de´pend pas au premier ordre en ǫ du choix de
Pi ou Pj comme point-selle pour e´valuer l’inte´grale ! La raison en est que les e´tats
propres de masse sont sur leur couche de masse (comme on l’a vu a` la section 4.3
lors de l’analyse temporelle de l’amplitude, e´quation (4.7) ) puisqu’a` grande distance
seul le poˆle contribue a` la propagation. L’exponentielle eB se re´e´crit donc comme
expB = exp
(
−2iπ L
Loscij
)
(5.18)
5.5.3 De´cohe´rence
La troisie`me exponentielle eC de l’e´quation (5.14) montre que l’interfe´rence
disparaˆıt a` grande distance. Ce phe´nome`ne est appele´ de´cohe´rence [74, 53].
Calcul de la longueur de cohe´rence
Montrons d’abord comment apparaˆıt cette troisie`me exponentielle. Partons de
la formule de l’amplitude dans une direction quelconque (e´quation (5.9)) et con-
2Si ∆m2ij est ne´gatif, on change le signe de la de´finition de L
osc
ij .
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side´rons sa troisie`me exponentielle. Si l’on y introduit la parame´trisation autour de
la direction d’amplitude maximale, l’argument de cette exponentielle devient
C = −1
4
L
(
Xi +X
∗
j
)
L +
1
4Y
(
viXiL + vj X
∗
j L
)2
(5.19)
= −L
2
4
Xzzi X
zz ∗
j (v
z
i − vzj )2
Xzzi (v
z
i )
2 +Xzz ∗j (v
z
j )
2
−L
2
4
(
(vxi )
2Xxxi + (v
y
i )
2Xyyi + (v
x
j )
2Xxx ∗j + (v
y
j )
2Xyy ∗j
) (
Xzzi +X
zz ∗
j
)
Xzzi (v
z
i )
2 +Xzz ∗j (v
z
j )
2
−L
2
2
(vzi − vzj )
(
(vxiX
xz
i + v
y
iX
yz
i )X
zz ∗
j − (vxjXxz ∗j + vyjXyz ∗j )Xzzi
)
Xzzi (v
z
i )
2 +Xzz ∗j (v
z
j )
2
,
ou` l’on a conserve´ les termes en ǫ d’ordre O(ǫL) et O(ǫ2L2) car ils peuvent eˆtre non
ne´gligeables a` grande distance.
Comme cas de figure, posons
ψ(m2j ,Pj) ∼ exp
(
−(p−Pj)
2
4σ2p
)
.
Si l’on va rechercher les de´finitions de Wj , e´quation (4.9), et de Rj , e´quation (4.10),
on voit que Wj est lie´ a` l’incertitude sur la localisation des interactions tandis que
Rj repre´sente la dispersion en e´nergie :
W abj =
δab
4σ2p
≡ δab σ2x
Rabj =
δab
2Ej
− P
a
j P
b
j
2E3j
δaz δbz +O(ǫ2)
ce qui donne en utilisant la de´finition (5.10) de Xj :
Xxxj
∼= Xyyj ∼=
(
σ2x +
iL
2Ejv
)−1
+O(ǫ2)
Xzzj
∼=
(
σ2x +
iLm2j
2E3j v
)−1
+O(ǫ2)
En examinant les diffe´rents termes de l’argument de l’exponentielle (e´quation
(5.19)), on remarque que le premier terme (c’est-a`-dire la premie`re ligne) de la somme
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domine les deux autres, puisqu’on a toujours la relation L/2Ev ≫ σ2x si la distance
L est macroscopique. L’argument (5.19) de l’exponentielle eC se re´e´crit donc
C ∼= −L
2
4
(vzi − vzj )2
Xzz ∗−1j (v
z
i )
2 +Xzz−1i (v
z
j )
2
Examinons se´pare´ment le nume´rateur et le de´nominateur de cette fraction.
D’une part,
vzi − vzj = v
(
−∆m
2
ij
2E2
+ (1− v2) (ǫzi − ǫzj )
)
≡ vκ∆m
2
ij
2E2
ou` κ est un nombre d’ordre O(1).
D’autre part,
Xzz ∗−1j (v
z
i )
2 +Xzz−1i (v
z
j )
2 = 2v2σ2x
(
1 +
iη˜L∆m2ij
2vσ2xE
3
)
+O(ǫ2)
ou` η˜ est un nombre d’ordre O(1). L’argument de l’exponentielle eC vaut alors
C ∼= −L
2
4
(vzi − vzj )2
Xzz ∗−1j (v
z
i )
2 +Xzz−1i (v
z
j )
2
∼= −
(
L
Lcohij
)2 (
1 + iη
L
Lcohij
)−1
ou` la longueur de cohe´rence Lcohij pour le me´lange ij est de´finie par
3
Lcohij ≡
4
√
2
κ
E2
∆m2ij
σx (5.20)
et ou`
η ≡ 2
√
2η˜
κEvσx
. (5.21)
L’exponentielle eC se re´e´crit
expC = exp
−( L
Lcohij
)2 (
1 + iη
L
Lcohij
)−1 (5.22)
3Comme pour la longueur d’oscillation, on change le signe de la de´finition de Lcohij si ∆m
2
ij est
ne´gatif.
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Interpre´tation de la longueur de de´cohe´rence
Comment interpre´ter cette longueur de cohe´rence ? Montrons d’abord qu’elle
est beaucoup plus grande que la longueur d’oscillation :
Lcohij
Loscij
=
1√
2πκv
E
σp
.
Meˆme dans le pire des cas, qui est celui d’une particule relativiste pour laquelle√
2πκv ≈ O(1), la longueur d’oscillation reste beaucoup plus petite que la longueur
de cohe´rence :
Lcohij
Loscij
≈ E
σp
≫ 1 .
L’interfe´rence commence a` disparaˆıtre apre`s un nombre d’oscillations (Lcohij /L
osc
ij )
e´gal a` E/σp. On peut donner une justification intuitive de ce phe´nome`ne par l’ima-
ge suivante [75]. L’e´tat interme´diaire est repre´sente´ par la superposition de deux
paquets d’ondes correspondant a` deux e´tats propres de masse. Si leur vitesse est
relativiste, la dispersion dans la direction du mouvement est ne´gligeable a` cause de
la contraction de Lorentz. En raison de leurs masses diffe´rentes, leurs vitesses de
groupe diffe`rent de
∆v ≡ vzi − vzj = vκ
∆m2ij
2E2
.
Apre`s un temps T et une distance L ≈ vT , les paquets d’ondes se sont de´place´s l’un
par rapport a` l’autre de
∆L = ∆v T ≈ κ∆m
2
ij
2E2
L .
Dans cette image, les oscillations sont les battements des deux paquets d’ondes lors
de leur de´placement relatif de ∆L = λ, ou` λ = 2π/E est la longueur d’onde associe´e
a` l’e´tat oscillant. La longueur d’oscillation s’obtient en imposant que le de´placement
relatif des paquets d’ondes soit d’une longueur d’onde :
∆L = λ ⇒ Loscij =
4πE
∆m2ij
(κ = 1) ,
Pour des e´tats relativistes, E ∼= P et l’on retrouve la longueur d’oscillation de´rive´e
ci-dessus.
Si la taille du paquet est donne´e par σx, le nombre maximal d’oscillations est le
nombre de longueurs d’onde dans le paquet, Nmax = σx/λ = E/4πσp. Si le nombre
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d’oscillations est supe´rieur a`Nmax, les paquets ne se recouvrent plus et les oscillations
disparaissent. La longueur de cohe´rence est donc donne´e par
Lcohij = Nmax L
osc
ij =
E
4πσp
Loscij .
On retrouve la formule de la longueur de cohe´rence de´rive´e plus haut a` une constante
pre`s.
Par contre, pour des vitesses non relativistes, la dispersion dans la direction du
mouvement est importante et la de´cohe´rence est beaucoup plus lente.
Revenons a` notre facteur de de´cohe´rence de´rive´ en the´orie des champs et exa-
minons les diffe´rentes situations possibles :
1. Pour les particules instables, la de´cohe´rence n’a souvent pas de signification
car les particules se de´sinte`grent sur une distance beaucoup plus courte. Par
exemple, pour le syste`me K0S−K0L,
Lcoh
Ldes
=
√
2
κv
Γ
m
E
σp
E
mL −mS
∼= 104 ,
ou` l’on a de´fini Ldes = v/Γ.
2. Pour les particules stables relativistes, v ≫ σp/E donc η ≪ 1 et la de´cohe´rence
est en exp
(
−(L/Lcoh)2
)
.
3. Pour les particules non relativistes telles que v ≪ σp/E, le coefficient η ∼ 1/v
est tre`s grand et il n’y a pas de de´cohe´rence. Le facteur de de´cohe´rence de-
vient une oscillation spatiale de pe´riode beaucoup plus grande que la longueur
d’oscillation. Nous avons explique´ dans l’image des paquets d’ondes que cette
absence de de´cohe´rence est due a` la dispersion des paquets d’ondes.
L’approche de la the´orie des champs ne permet, cependant, que de fixer une borne
infe´rieure pour la longueur de cohe´rence. En effet, elle de´pend de la position des
maxima Pi et Pj. Par exemple, on peut avoir κ = 0 donc L
coh = ∞ si |Pi|mj =
|Pj|mi ! D’autres longueurs de cohe´rence existent mais elles sont supe´rieures a` celle
examine´e ici [61, 75, 62].
Notons que la de´cohe´rence fait disparaˆıtre l’oscillation a` une certaine distance
en supprimant le terme d’interfe´rence, mais qu’elle ne supprime pas les transitions
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d’un e´tat de saveur vers un autre. La probabilite´ de de´tection est modifie´e par une
constante au dela` de la longueur de cohe´rence et cette modification est observable.
Par exemple, pour un me´lange a` deux saveurs, d’angle de me´lange θ (la matrice de
me´lange V est ici tout simplement la matrice de rotation d’angle θ), la probabilite´
de survie de l’e´tat α devient
P(α→α, L) = 1− 1
2
sin2 2θ .
Exemples de de´cohe´rence
Donnons quatre exemples ou` la de´cohe´rence pourrait en principe jouer un roˆle.
Le facteur crucial est le rapport entre la longueur de de´cohe´rence et la longueur
d’oscillation, F ≡ Lcoh/Losc, approximativement e´gal a` E/σp pour des particules
relativistes.
1. Dans l’expe´rience LSND [26], l’e´nergie des neutrinos tourne autour de 30 MeV,
tandis que l’incertitude σp pourrait eˆtre estime´e a` 5 MeV [62]. Le facteur F
vaut dans ce cas seulement quelques longueurs d’oscillation et pourrait donc
jouer un roˆle dans les expe´riences futures.
2. Pour la de´tection des neutrinos solaires, l’e´nergie des neutrinos tourne autour
de 1 MeV et l’incertitude σp peut eˆtre estime´e a` 0.002 MeV [75]. Le facteur
F vaut ici 500. On ne peut bien suˆr faire varier a` sa guise la distance Terre-
Soleil donc l’oscillation n’est observable que sur la variation saisonnie`re de 3%
de la distance [21]. Le mode`le d’oscillations dans le vide fournit une longueur
d’oscillation de 3 × 107 km donc la de´cohe´rence n’affecte pas les oscillations
observables dans ce mode`le. Par contre, dans le mode`le MSW [27] la diffe´rence
de masse entre les neutrinos est telle que la longueur d’oscillation dans le vide
tourne autour de 250 km. Le nombre d’oscillations sur la distance Terre-Soleil
est de 60 000, bien supe´rieur au facteur F. Cette de´cohe´rence n’est ne´anmoins
pas ve´rifiable, car l’ignorance du lieu de production exact et la moyenne sur
l’e´nergie du neutrino impliquent une moyenne de la probabilite´ sur un grand
nombre de longueur d’oscillations. L’interfe´rence est e´limine´e non seulement
a` cause de la de´cohe´rence mais aussi en raison de cette moyenne. Seule la
de´croissance de la probabilite´ est visible. Bien que cela ne constitue pas un
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test de la pre´sence de la de´cohe´rence, l’observation ou non d’une variation de
la probabilite´ de de´tection correspondant a` la variation annuelle de la distance
Terre-Soleil e´liminerait soit le mode`le MSW soit le mode`le des oscillations dans
le vide. Notons cependant que la moyenne sur les e´nergies des neutrinos peut
aussi rendre invisible l’influence de la variation de la distance Terre-Soleil dans
le cas du mode`le d’oscillations dans le vide [76, 77, 78, 75].
3. Si l’on ne´glige les contraintes des mode`les cosmologiques sur la masse des
neutrinos, la masse du neutrino tau n’est borne´e que par 18.2 MeV [69]. Si
la masse du troisie`me e´tat propre de masse est de l’ordre de plusieurs MeV,
tandis que celles des deux autres e´tats sont de l’ordre de l’eV, les longueurs
de cohe´rence Lcoh3j pour les me´langes du troisie`me e´tat peuvent eˆtre infe´rieures
a` la longueur d’oscillation Losc12 des deux autres e´tats dans les expe´riences ou`
l’e´nergie des neutrinos est de quelques MeV. Un tel me´lange de neutrinos
relativistes et non relativistes a e´te´ e´tudie´ par Ahluwalia et Goldman [79], qui
identifient le troisie`me neutrino avec la particule de 33.9 MeV propose´e pour
expliquer une anomalie dans l’expe´rience KARMEN.
4. Pour terminer, l’e´mission de neutrinos par des supernovae offre une possibilite´
d’e´tudier soit des diffe´rences de masse encore plus faibles (∆m2 ∼ 10−20 eV2),
soit d’observer l’effet de la de´cohe´rence par l’observation de vagues de neutrinos
correspondant aux diffe´rents e´tats propres de masse [80].
5.5.4 Localisation des interactions
La quatrie`me exponentielle eD de la formule de la probabilite´ (5.14) exprime
une condition sur σx ou une longueur de cohe´rence suivant les cas. En effet,
Ei −Ej ∼=
∆m2ij
2E
+ vP (ǫzi − ǫzj ) ≡ κ˜
∆m2ij
2E
,
ou` κ˜ est un nombre d’ordre O(1). Supposons que nous ayons affaire a` des particules
telles que le coefficient η de´fini dans le calcul de la longueur de cohe´rence (e´quation
(5.21)) est beaucoup plus petit que 1, c’est-a`-dire que v≫σp/E. On peut montrer
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dans ce cas que l’argument de la quatrie`me exponentielle devient4
D = − (Ei −Ej)
2(
Xzzi +X
zz ∗
j
)
v2
∼= −2π2κ˜2
(
1
Loscij
)2σ2x +
(
Lm2
2E3vσx
)2 .
Il est malheureusement difficile de dire quel terme de la somme domine sans connaˆıtre
l’ordre de grandeur des masses.
Si le terme en L est ne´gligeable, on obtient
D ∼= −2π2κ˜2
(
σx
Loscij
)2
. (5.23)
Pour que l’amplitude soit non nulle, il faut donc que σx ≪ Loscij , c’est-a`-dire que
l’incertitude sur la localisation de la source et du de´tecteur doit eˆtre infe´rieure a` la
longueur d’oscillation pour que cette dernie`re soit observable.
Si le terme en L domine, on obtient
D ∼= −
(
κ˜
κ
m2
P 2
)2 (
L
Lcohij
)2
. (5.24)
Il s’agit d’un nouveau terme de de´cohe´rence qui peut acce´le´rer la de´cohe´rence vue
a` la section pre´ce´dente si les particules sont non relativistes (tout en respectant la
condition η≪1).
Pour des particules non relativistes telles que η≫1, une analyse similaire peut
eˆtre mene´e mais n’est pas concluante en raison du grand nombre de parame`tres
inconnus.
Le facteur D de´pend aussi du choix des points-selle Pi et Pj. Par exemple, si
Ei=Ej , l’exponentielle vaut 1. En tout e´tat de cause, la contrainte σx≪Loscij n’est
jamais perdue car la condition ∆m2ij/E≪σp est ne´cessaire lors de l’inte´gration de
l’amplitude sur p0, sinon le poˆle correspondant a` une des particules i, j se trouverait
hors du contour d’inte´gration. On peut donc toujours effectuer la substitution
expD → exp
−2π2 ( σx
Loscij
)2 (5.25)
4Le terme en Γ est omis car il ne donne pas d’information inte´ressante.
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tout en gardant en me´moire les contributions possibles de eD a` la de´cohe´rence.
Cette condition re´sout aussi la question de savoir si une mesure suffisamment
pre´cise de l’e´nergie et de l’impulsion des e´tats oscillants pourrait de´terminer quel e´tat
propre de masse se propage. Une mesure a` la pre´cision de ∆m2ij viole la condition
ci-dessus et l’oscillation ne sera plus observable.
Elle montre aussi pourquoi on ne pourrait observer l’oscillation de leptons
charge´s, mis a` part le fait que leurs interactions e´lectromagne´tiques les rendent plus
facilement identifiables et pourraient supprimer l’interfe´rence. La diffe´rence entre
leurs masses est trop importante et viole la condition ci-dessus. De plus, la longueur
d’oscillation est si petite qu’elle serait de toute fac¸on inobservable. Par exemple,
la longueur d’oscillation du syste`me muon-e´lectron est d’environ 10−14 m pour une
impulsion typique de 100 MeV.
Finalement, notons que si le neutrino mu ou tau est trop lourd, il ne pourra pas
osciller avec les neutrinos le´gers [61]. Soit une source de neutrinos constitue´e par un
noyau radioactif dans un re´seau. L’incertitude sur la position du noyau est d’environ
10−10 m. L’oscillation de neutrinos sera donc inobservable si ∆m2ij est supe´rieur a`
4 × 109 eV2 (Eν/1MeV). Si le neutrino le plus le´ger a une masse ne´gligeable, la masse
du neutrino le plus lourd ne peut de´passer 60 keV
√
Eν/1MeV.
5.5.5 Oscillations sophistique´es et oscillations simplifie´es
Sous quelles conditions retrouve-t-on la formule d’oscillation (1.7) habituelle-
ment utilise´e dans la litte´rature ? Par hypothe`se, ǫ = ∆mij/P est un parame`tre tre`s
petit. On peut donc de´velopper tous les facteurs pre´ce´dant les exponentielles en ǫ
et ne garder que les termes d’ordre ze´ro. Ces termes sont inde´pendants des masses
mi, mj et peuvent donc sortir de la somme sur i, j. Si l’on inse`re dans la formule
(5.14) de la probabilite´ les expressions des exponentielles eA, eB, eC et eD (e´quations
(5.15), (5.18), (5.22) et (5.25)), on obtient
P(α→β, L eˆz) ∼
∑
i,j
Viα V
−1
βi V
∗
jα V
−1 ∗
βj exp
(
−ΓijL
v
− 2iπ L
Loscij
)
× exp
−( L
Lcohij
)2 (
1 + iη
L
Lcohij
)−1 exp
−2π2 ( σx
Loscij
)2 (5.26)
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Les de´finitions pour le me´lange ij de la largeur Γij, de la longueur d’oscillation L
osc
ij ,
et de la longueur de cohe´rence Lcohij sont donne´es respectivement par les e´quations
(5.12), (5.17) et (5.20).
Il s’ensuit que si les conditions d’observabilite´ des oscillations sont satisfaites5,
c’est-a`-dire L≪Lcoh et ∆mij≪σp, seuls les facteurs de de´sinte´gration et d’oscillation
ont une contribution fortement de´pendante en i, j. La probabilite´ d’oscillation s’e´crit
alors
P(α→β, L eˆz) =
∑
i,j
Viα V
−1
βi V
∗
jα V
−1 ∗
βj exp
(
−ΓijL
v
− 2iπ L
Loscij
)
(5.27)
Le signe d’e´galite´ provient de la condition de conservation de la probabilite´ dans le
cas d’une e´volution unitaire, ou` Γij = 0 et V
−1 = V † :
∑
β
P(α→β, L eˆz) = 1 ,
ce qui est bien le re´sultat attendu : la somme des probabilite´s de transition d’une
particule stable dans les autres particules du me´lange doit eˆtre e´gale a` l’unite´.
La longueur d’oscillation que nous avons de´rive´e (e´quation (5.17) correspond
donc a` celle de la formule de´rive´e dans le traitement de me´canique quantique (e´qua-
tion (1.10)), mais il n’y a plus de tour de passe-passe ! Les re´ponses fournies par notre
formule aux objections souleve´es contre la de´rivation traditionnelle sont passe´es en
revue dans la conclusion.
5.6 Oscillations de fermions
Quelles sont les modifications a` apporter pour les oscillations de fermions ? Les
paquets d’ondes repre´sentant les fermions contiendront des spineurs. Le propagateur
de la particule interme´diaire est le propagateur fermionique. Le propagateur libre
5Si les particules sont instables, il faut e´videmment aussi que Loscij ≤ v/Γij , c’est-a`-dire que
les particules aient le temps d’osciller avant de se de´sinte´grer. Cette condition est incluse dans
l’e´quation (5.27)
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d’un e´tat propre de masse de type Dirac ou Majorana (si la transition ne viole pas
le nombre leptonique total) s’e´crit
GF (x
′ − x) = i
∫
d4p
(2π)4
/p +m
p2 −m2 + iǫ e
−ip·(x′−x)
et de´crit la propagation d’un fermion de masse m de x en x′, ainsi que d’un anti-
fermion de meˆme masse de x′ en x. Comme pour les particules scalaires, soit la
particule, soit l’antiparticule a une contribution ne´gligeable a` l’amplitude de propa-
gation lorsque la source et le de´tecteur sont se´pare´s par une distance macroscopique.
Si l’on s’inte´resse a` des fermions stables dont le lagrangien est connu, par exem-
ple des neutrinos, la matrice de masse peut eˆtre diagonalise´e [41, 20] par une trans-
formation unitaire sur les champs. Dans le cas de termes de masse de Dirac, qui
me´langent les champs de chiralite´ gauche et droite, la transformation unitaire est
diffe´rente pour les champs gauches et droits (Mdiag = U
†
LMUR) mais seule la ma-
trice de me´lange UL des champs gauches apparaˆıt dans les amplitudes de transition.
En effet, dans le mode`le standard, les courants droits n’interagissent qu’en tant que
courants neutres et le terme les contenant est invariant sous une transformation uni-
taire, contrairement au terme contenant les courants charge´s. Si le lagrangien inclut
des termes de masse de Majorana, on peut conside´rer les termes de masse de Dirac
comme une superposition de termes de masse de Majorana et les regrouper avec les
termes de masse de Majorana de´ja` pre´sents. La matrice de masse correspondante est
toujours syme´trique et peut donc eˆtre diagonalise´e par une transformation unitaire
U en une matrice a` entre´es re´elles positives (Mdiag = U
tMU). La matrice de me´lange
U relie aussi bien les champs de saveur (appartenant a` des doublets sous SU(2)L)
que les champs ste´riles (singulets sous SU(2)L) aux champs de masse. Comme les
champs ste´riles ne subissent pas d’interaction faible, seule la partie de la matrice
U reliant les champs de saveur aux champs de masse interviendra dans les termes
d’interaction. Cette sous-matrice de la matrice U apparaˆıtra aussi dans les courants
neutres car elle n’est pas ne´cessairement unitaire [81].
Les amplitudes de propagation pour des neutrinos de Majorana ou de Dirac
ne diffe`rent que par des termes en mν/E [82] qui ne sont pas de´tectables dans les
oscillations, pas plus d’ailleurs que les phases supple´mentaires violant CP dans la
matrice de me´lange des neutrinos de Majorana, en raison d’une invariance bien
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connue de la probabilite´ d’oscillation sous une reparame´trisation de la matrice de
me´lange [83].
Si l’on s’inte´resse a` des fermions instables, il faut d’abord calculer l’e´nergie pro-
pre puis obtenir le propagateur complet par sommation sur les diagrammes d’e´nergie
propre, en passant par l’e´quation de Dyson (comme pour le propagateur matriciel
d’un me´lange de particules) :
G(p2) =
iZ
/p−m− f(/p) + iǫ
Le propagateur complet pour un me´lange de particules se diagonalise similairement
a` celui des particules scalaires a` l’aide de matrices V et V −1. Si le me´lange entre les
particules est faible, les parties re´elles des poˆles du propagateur seront approxima-
tivement e´gales aux masses avant le calcul de l’e´nergie propre et seront positives.
L’e´valuation de l’amplitude de propagation ne diffe`re pas notablement de celle
d’un me´lange de particules scalaires. Les termes contenant des matrices γµ, sand-
wiche´s entre les spineurs des e´tats entrants et sortants, sont incorpore´s dans la
fonction de recouvrement des paquets d’ondes.
Contrairement a` ce que l’on dit souvent [53, 84], il n’est pas ne´cessaire de prendre
la limite relativiste pour retrouver la formule d’oscillation classique. Il suffit que les
diffe´rences entre les masses des e´tats interme´diaires soient beaucoup plus petites
que leurs impulsions. De plus, il n’est pas ne´cessaire non plus que l’interaction soit
chirale, sauf si l’on tient a` factoriser explicitement le processus [84] en une amplitude
de production fois une amplitude de propagation fois une amplitude de de´tection
(dans ce cas, il faut aussi prendre la limite relativiste).
5.7 Conclusion
L’e´tude des oscillations de particules en the´orie quantique des champs a de´ja` e´te´
entreprise dans plusieurs articles, dans les cas spe´cifiques des kaons [32, 66, 48] et des
neutrinos [53, 64, 63, 85, 86, 84, 87]. Ces articles diffe`rent entre eux par les mode`les
ide´alise´s qu’ils proposent et par les approximations utilise´es pour le calcul. Aucun
mode`le parfaitement fide`le et aucun calcul parfaitement exact ne sont possibles,
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malgre´ les affirmations que l’on lit parfois ici et la`. Certains auteurs prennent trop
au se´rieux les mode`les simplifie´s et les me´thodes de calcul qu’ils ont choisis de sorte
que leurs conclusions sont a` prendre avec un grain de sel.
Notre analyse est la premie`re a` traiter de fac¸on unifie´e les cas stable/instable et
relativiste/non relativiste. Cette approche conduit a` une se´rie de conclusions, parfois
nouvelles, que nous e´nume´rons ci-dessous.
1. Les corrections non exponentielles a` l’amplitude de propagation ne sont pas
plus apparentes pour des particules me´lange´es que pour des particules isole´es.
La de´monstration n’en avait pas encore e´te´ faite, a` ma connaissance, dans le
cadre de la the´orie des champs, bien que des e´tudes a` ce sujet existent en
me´canique quantique [71, 72].
2. Une deuxie`me conclusion, de´ja` connue par ailleurs [53, 61], est que le traite-
ment du processus de propagation dans sa totalite´ permet de calculer directe-
ment une probabilite´ de´pendant de la distance et non du temps de propagation.
L’application de la formule aux expe´riences est ainsi possible sans passage am-
bigu du temps a` l’espace par une formule de physique classique exte´rieure au
formalisme. Cette ambigu¨ıte´ a conduit a` certaines conclusions fausses dans la
litte´rature [37, 50, 51] concernant les oscillations de particules. Nous y revien-
drons dans le prochain chapitre, lors de l’e´tude du processus φ(1020)→ K0K0.
3. Un troisie`me re´sultat qui a d’abord e´te´ e´tabli par des arguments intuitifs en
me´canique quantique [74, 52, 61, 75], puis en the´orie des champs [53] concerne
les conditions d’observabilite´ des oscillations. D’une part, la longueur d’oscil-
lation doit eˆtre supe´rieure a` l’incertitude sur les positions de la source et du
de´tecteur. D’autre part, les oscillations des particules stables ne peuvent eˆtre
de´tecte´es au dela` d’une certaine distance appele´e longueur de cohe´rence. Une
nouveaute´ de notre analyse est la prise en compte de la dispersion, qui sup-
prime la de´cohe´rence pour des particules stables non relativistes. Malheureuse-
ment, les oscillations e´tudie´es pour l’instant (kaons, B , neutrinos) ne rele`vent
pas de cette cate´gorie.
4. Notre e´tude a e´clairci la question de l’e´galite´ ou non des e´nergies et/ou im-
pulsions des e´tats oscillants. Cette question est en fait mal pose´e, car il y a
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plusieurs fac¸ons d’identifier a posteriori les e´nergies-impulsions de ces e´tats. Il
serait tentant dans notre approche de les faire correspondre a` Ej =
√
m2j +P
2
j
etPj, ou`Pj est la position du maximum de la fonction-poids lors de l’e´valuation
de l’inte´grale (5.4). Ces e´nergies-impulsions sont e´gales ou diffe´rentes selon les
valeurs de Pi et Pj. Notons que Ei−Ej ∼ Pi−Pj ∼ O(∆mij). Cette diffe´rence
e´tant tre`s petite, il est de´licat d’imposer une valeur bien pre´cise a` Ei, Ej , Pi
et Pj par des e´valuations approximatives d’inte´grales.
D’ailleurs, l’identification que nous venons de proposer n’est pas univoque.
Modifions un peu la proce´dure de calcul en prenant la norme au carre´ de
l’amplitude avant d’inte´grer sur la tri-impulsion. On peut alors choisir d’effec-
tuer d’abord la moyenne sur le temps T avant d’inte´grer sur les tri-impulsions
p et p′. On obtiendra en tre`s bonne approximation l’e´galite´√
m2i + p
2 ∼=
√
m2j + p
′2 .
La pre´cision a` laquelle est satisfaite l’e´galite´ de´pend de l’intervalle d’inte´gration
de T mais cette pre´cision est meilleure que ∆mij pour des temps macro-
scopiques. Cette e´galite´ imposera que l’inte´gration sur p et p′ devra se faire
avec la contrainte Ei = Ej . De cette fac¸on, on sera conduit a` la conclusion
que les e´nergies des e´tats oscillants sont e´gales. Ce raisonnement s’applique a`
d’autres calculs que le noˆtre, par exemple [53].
Il se fait qu’il n’est pas ne´cessaire de re´pondre a` cette question d’e´galite´ ou non
des e´nergies-impulsions pour calculer sans ambigu¨ıte´ le facteur d’oscillation,
puisque celui-ci est inde´pendant au premier ordre en ǫ = ∆mij/Pj des valeurs
de Ei, Ej , Pi et Pj :
iL
(
pzi − pzj −
Ei −Ej
v
)
= −2iπ L
Loscij
+O(ǫ2) .
Cette compensation entre e´nergie et impulsion se fait parce que les e´tats pro-
pres de masse interme´diaires sont sur leur couche de masse (dans le sens de
l’e´quation (4.7)). Ils ne peuvent en effet franchir une distance macroscopique
que s’ils sont quasi-re´els.
5. Pour le cas de particules interme´diaires stables (concre`tement des neutrinos),
des e´tudes assez comple`tes ont de´ja` e´te´ re´alise´es [53, 64]. Notre traitement
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montre de plus que
- la limite relativiste n’est pas ne´cessaire, seule la condition ∆mij/P ≪ 1
compte.
- il faut tenir compte de la dispersion pour e´tudier la longueur de cohe´rence.
- l’e´galite´ ou non des e´nergies et/ou impulsions associe´es aux particules in-
terme´diaires est un artefact de calcul (voir point pre´ce´dent).
6. Notre approche a abouti a` un seul type de comportement asymptotique en L de
l’amplitude, contrairement a` l’article [87], qui de´rive un re´gime interme´diaire
pour l’amplitude, sous la condition σ2xP ≫ L (qui est probablement impos-
sible a` satisfaire pour des distances macroscopiques). Dans ce re´gime, toute
la de´pendance angulaire de l’amplitude est contenue dans le facteur oscil-
lant exp(iPj · L) avec la conse´quence illogique que l’amplitude a le meˆme
ordre de grandeur dans toutes les directions, quelles que soient les impul-
sions entrantes. En comparaison, notre amplitude (e´quation (5.8)) contient,
en plus du facteur oscillant, une gaussienne avec une de´pendance angulaire
en exp (−(L− vjT )2/4σ2x). Cette gaussienne rend notre amplitude ne´gligeable
dans toute direction diffe´rant notablement du vecteur vj relie´ directement aux
impulsions entrantes. L’absence de ce terme dans l’amplitude figurant dans
[87] n’est pas e´tonnante car la me´thode d’inte´gration utilise´e dans cet article
recourt a` une me´thode incorrecte d’inte´gration sur des angles complexes.
7. Pour le cas des particules instables, les analyses existantes sont incomple`tes,
ne tenant pas compte soit de la possibilite´ Pi 6= Pj [32], soit de Ei 6= Ej [66].
(les auteurs de ce dernier article se restreignent a` une dimension spatiale et
calculent d’ailleurs des inte´grales de contour non convergentes). Ces articles
n’e´tudient pas non plus les conditions d’observabilite´ des oscillations. Dans le
cadre du traitement unifie´ stable/instable, nous avons discute´ de la longueur
de cohe´rence associe´e aux particules instables, tout en constatant qu’elle est
en ge´ne´ral bien supe´rieure a` la distance typique de de´sinte´gration.
8. Quelques lacunes restent a` combler. L’effet du temps de vie fini d’une source de
neutrinos au repos a e´te´ conside´re´ dans [61, 62], mais seulement en me´canique
quantique. Une e´tude des oscillations de neutrinos re´sultant de la de´sinte´gra-
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tion d’un pion en mouvement a e´te´ tente´e en the´orie des champs [63] mais
n’est pas convaincante. Bien qu’il soit aise´ en the´orie des champs d’e´crire
l’amplitude d’un processus complexe (par exemple en cascade), l’e´valuation
des inte´grales constitue souvent une barrie`re infranchissable. Par exemple, la
description d’une oscillation re´sultant d’une source instable au repos ou en
mouvement implique une inte´gration sur deux propagateurs (celui de la source
et celui de la particule oscillante) dont il est difficile de tirer des informations
sans effectuer des simplifications abusives.
Il serait dommage de ne pas appliquer la formule d’oscillation que nous avons
de´rive´e a` quelques cas repre´sentatifs. Cette formule devra eˆtre adapte´e a` chaque
cas. Pour ce faire, quelques prescriptions de calcul seraient bienvenues pour e´viter
d’encombrantes manipulations de la formule de la probabilite´. C’est le sujet du
prochain chapitre.
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Chapitre 6
Applications
6.1 Prescription de calcul et
matrice de masse effective
La the´orie des champs nous a donne´ les moyens de de´river la probabilite´ de
de´tection d’une particule en me´lange se propageant sur une distance macroscopique.
Cette formule d’oscillation n’est cependant pas tre`s commode a` utiliser, meˆme si
l’on suppose que les conditions d’observabilite´ sont satisfaites. Par exemple, l’ap-
plication de cette formule aux oscillations simultane´es du K0 et du K0 produits
par la de´sinte´gration du me´son φ(1020) ne´cessite un retour a` l’amplitude pour y
inclure le propagateur de la seconde particule oscillante. Sous certaines conditions a`
de´finir, les calculs ulte´rieurs ne sont pas complique´s mais la formule re´sultante pour
la probabilite´ est extreˆmement peu pratique a` manipuler.
Le phe´nome`ne d’oscillation est pourtant de´ja` identifiable dans l’amplitude.
La somme dans l’amplitude d’exponentielles oscillant selon des e´nergies-impulsions
le´ge`rement diffe´rentes est a` l’origine des interfe´rences oscillant selon les petites
diffe´rences d’e´nergies-impulsions. Pourquoi devrions-nous calculer la probabilite´ ?
Le proble`me gˆıt en la de´pendance de l’amplitude en le temps de propagation,
de´pendance qui ne disparaˆıt qu’apre`s inte´gration de la probabilite´ sur le temps. Il
serait pratique de travailler sur une amplitude de´pendant uniquement de la longueur
L (mesure´e dans la direction ou` la probabilite´ est maximale), comme celle de´rive´e
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dans le mode`le simplifie´, a` la section 3.4. Ve´rifions donc si les approximations ap-
plique´es a` la formule de la probabilite´ ne sont pas transfe´rables a` la formule de
l’amplitude.
Tout d’abord, si l’on suppose que les conditions d’observabilite´ de l’oscillation
(de´cohe´rence et localisation des interactions) sont ve´rifie´es, seuls les facteurs d’oscil-
lation et de de´sinte´gration restent a` l’inte´rieur de la somme sur les e´tats propres
dans l’amplitude, comme on l’a e´crit dans l’e´quation (5.27).
Ensuite, la comparaison de la formule de l’amplitude partielle Aj de propaga-
tion d’un e´tat j (e´quation (5.8)), avec la formule de la probabilite´ inte´gre´e sur le
temps, P(α→ β, Leˆz) (e´quation (5.13)), montre qu’en ce qui concerne les facteurs
de de´sinte´gration et d’oscillation, l’inte´gration sur le temps revient a` remplacer T
par L/v dans l’amplitude Aj. La substitution T→L/v change l’expression de l’am-
plitude partielle en
Aj ∼ exp
(
−i
(
Ej − vPj − imjΓj
2Ej
)
L
v
)
,
ou` Ej =
√
m2j +P
2
j et Pj est la valeur pour laquelle la fonction-poids ϕ(m
2
j ,p)
est maximale. En de´veloppant comme au chapitre pre´ce´dent Ej et Pj en ∆m
2
j =
m2j −m2, ou` m est une masse de re´fe´rence, on obtient
Ej − vPj ∼= E − vP +
∆m2j
2E
∼= m
2
E
+
∆m2j
2E
∼= m
2 +m2j
2E
.
On peut, de plus, approximer mjΓj/Ej par mΓj/E car la relation ∆m/m≪∆Γ/Γ
est toujours ve´rifie´e, puisque Γ/m≪∆Γ/∆m.
Par conse´quent, on peut e´tablir la prescription suivante : si les conditions
d’observabilite´ des oscillations (de´cohe´rence et localisation des interactions) sont
ve´rifie´es, l’amplitude de propagation, dans la direction z ou` elle est maximale, prend
la forme
A(α→β, Leˆz) ∼
∑
j
V −1βj exp
(
−i
(
m2 +m2j
2E
− imΓj
2E
)
L
v
)
Vjα (6.1)
On retrouve facilement la longueur d’oscillation dans la diffe´rence de d
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oscillants : (
m2 +m2i
2E
− m
2 +m2j
2E
)
L
v
=
∆m2ij L
2P
= 2π
L
Loscij
Si l’on de´finit M comme une matrice diagonale dont les termes diagonaux sont
Mjj = (m
2 +m2j )/2E − imΓj/2E ,
on peut re´e´crire l’amplitude sous les formes matricielles e´quivalentes :
A(α→β, Leˆz) ∼
(
V −1 exp {−iM L/v} V
)
βα
∼
(
exp
{
−iV −1MV L/v
})
βα
∼ (exp {−iMsaveur L/v})βα (6.2)
ou` l’on a de´fini la matrice Msaveur ≡ V −1MV .
Comme m2 +m2j
∼= 2mmj , les e´le´ments de M deviennent, pour des particules non
relativistes,
Mjj ∼= mj − iΓj/2 .
Ces e´le´ments sont identiques a` ceux trouve´s lors de la diagonalisation de la matrice
de masse effective de´rive´e par la me´thode non relativiste de Wigner-Weisskopf [13].
Dans la limite non relativiste, la matrice Msaveur est la matrice de masse effective.
Notre calcul prescrit que l’extension relativiste de cette formule se fait en remplac¸ant
le temps T par le temps propre commun aux deux particules τ = mT/E. Dans
les sections suivantes, nous appliquerons la prescription de calcul (6.1) ou (6.2) aux
expe´riences CPLEAR et DAΦNE qui ont e´te´ de´crites pour la premie`re fois en the´orie
des champs, mais de fac¸on diffe´rente, dans [48].
6.2 L’expe´rience CPLEAR
Dans l’expe´rience CPLEAR [93, 94, 95, 96, 68], une particule K0 ou K0 est
produite au point xP par l’annihilation par interaction forte de pp¯, et se de´sinte`gre
au point xD par interaction faible. Les me´canismes de production du K
0 ou K0 sont
pp¯→K0K−π+, K0K+π−. Le rapport de branchement total est de 0.4% et 106 an-
tiprotons par seconde sont dirige´s vers la cible d’hydroge`ne. Comme les interactions
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fortes conservent l’e´trangete´, les amplitudes suivantes sont nulles :
M(pp¯→K0K+π−) =M(pp¯→K0K−π+) = 0 .
L’e´trangete´ des kaons neutres produits peut donc eˆtre connue en identifiant le kaon
charge´ associe´. Apre`s leur production, leK0 ouK0 oscille entre ses deux composantes
KL et KS avant de se de´sinte´grer. Nous voudrions de´crire l’e´volution spatiale de
l’amplitude de de´sinte´gration et ses phe´nome`nes d’interfe´rence. Notons que malgre´
que les kaons charge´s et les pions contenus dans l’e´tat final aient des temps de vie
comparables au KL, ils seront traite´s comme des e´tats asymptotiques. L’invariance
CPT donne aussi
M(pp¯→K0K−π+) =M∗(pp¯→K0K+π−) ≡ C .
L’impulsion moyenne des kaons neutres est de 550 MeV, de sorte que la distance
moyenne parcourue par un KS pendant une vie moyenne est de 3 cm. Le de´tecteur
permet d’e´tudier les de´sinte´grations pendant 20 vies moyennes du KS. Environ 3%
des KL se de´sinte`grent dans cette re´gion.
6.2.1 De´sinte´grations semi-leptoniques
Conside´rons d’abord des e´tats finaux contenant un pion et des leptons. Il y a
en principe quatre de´sinte´grations semi-leptoniques pour les kaons :
K0 → e+π−ν ,
K0 → e−π+ν¯ ,
K0 → e−π+ν¯ ,
K0 → e+π−ν .
Les deux premie`res sont caracte´rise´es par ∆S = ∆Q et sont permises dans le mode`le
standard tandis que les deux dernie`res sont caracte´rise´es par ∆S = −∆Q et sont
ne´gligeables dans ce mode`le car elles n’apparaissent qu’au second ordre dans l’in-
teraction faible. Notons cependant que cette re`gle n’est teste´e expe´rimentalement
qu’a` 10−3 pre`s [93]. La de´sinte´gration des kaons neutres n’e´tant pas imme´diate,
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les oscillations introduisent une composante de K0 dans le K0 et vice versa et
les de´sinte´grations interdites se produisent. En comptant les e´lectrons produits par
les K0 et les positrons produits par les K0 (wrong-sign leptons), on peut calculer
l’asyme´trie AT (L) de´finie par
AT (L) ≡
|M
(
K0(x = 0)→ e+π−ν(x = L)
)
|2 − |M (K0(x = 0)→ e−π+ν¯(x = L)) |2
|M
(
K0(x = 0)→ e+π−ν(x = L)
)
|2 + |M (K0(x = 0)→ e−π+ν¯(x = L)) |2
.
(6.3)
Les processus dont on calcule l’asyme´trie sont relie´s par la transformation CP. Par
conse´quent, une asyme´trie AT non nulle signifie une violation CP. Cette asyme´trie
est souvent interpre´te´e [94, 34] comme parame´trisant la violation du renversement
du temps T, ce qui revient au meˆme dans notre formalisme ou` CPT est conserve´.
En effet, les violations de CP et de T ne peuvent eˆtre diffe´rencie´es que si la violation
de CPT est aussi possible. En me´canique quantique, on se permet de parame´triser
simultane´ment les violations de CP, T et CPT. Proce´der de meˆme dans notre mode`le
mettrait en jeu sa cohe´rence, puisqu’il est base´ sur la the´orie des champs dont le
the´ore`me CPT est un pilier.
Enfin, notons que l’invariance CPT impose que
M
(
K0(x = L)→ e+π−ν(x = L)
)
=M∗
(
K0(x = L)→ e−π+ν¯(x = L)
)
≡ D .
Calculons d’abord l’amplitude T00¯(L) du processus complet de la production
d’un K0 se de´sinte´grant apre`s propagation (et oscillation) sur une distance L en
e−π+ν¯. La saveur α a` la source est K0 (S = +1). La saveur β du kaon juste avant sa
de´sinte´gration est identifie´e par le signe du lepton charge´ produit ; dans ce cas-ci, on
veut β = K0 (S = −1). Notre prescription de calcul (6.2) donne, dans la direction
ou` l’amplitude est maximale,
T00¯(L) ∼ (0 D∗) V −1 exp
{
−iM L
v
}
V
 C
0
 .
Le vecteur colonne a` l’extreˆme droite se´lectionne la saveur α = K0, tandis que le
vecteur ligne a` l’extreˆme gauche se´lectionne la saveur β = K0. La matrice de masse
effective M est donne´e par
M =
 mmS/E − imΓS/2E 0
0 mmL/E − imΓL/2E
 (6.4)
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ou`m = (mS+mL)/2 et E est l’e´nergie du syste`me e
−π+ν¯ re´sultant de la de´sinte´gration
du K0. Les matrices V et V −1 ont e´te´ calcule´es au chapitre 3 (e´quations (3.10)) et
sont donne´es par
V =
1√
2(1− ǫˆ2)
 1 −ǫˆ
−ǫˆ 1
 1 1
1 −1

V −1 =
1√
2(1− ǫˆ2)
 1 1
1 −1
 1 ǫˆ
ǫˆ 1
 (6.5)
L’amplitude devient
T00¯(L) ∼ C D
∗
2(1− ǫˆ2)
× (0 1)
 1 1
1 −1
 1 ǫˆ
ǫˆ 1
 exp{−iM L
v
}  1 −ǫˆ
−ǫˆ 1
 1 1
1 −1
 1
0
 .
Apre`s injection de la matrice M , l’amplitude devient
T00¯(L) ∼
C D∗
2
1− ǫˆ
1 + ǫˆ
[
exp
((
−imS − ΓS
2
)
m
P
L
)
− exp
((
−imL − ΓL
2
)
m
P
L
)]
,
(6.6)
ou` P est l’impulsion totale du syste`me e−π+ν¯ re´sultant de la de´sinte´gration du K0.
Calculons maintenant l’amplitude T0¯0(L) du processus complet de la production
d’un K0 se de´sinte´grant apre`s propagation (et oscillation) sur une distance L en
e+π−ν. La saveur α a` la source est K0 (S = −1). La saveur β du kaon juste avant
sa de´sinte´gration est identifie´e par le signe du lepton charge´ produit ; dans ce cas-ci
on veut β = K0 (S = +1). Un calcul analogue donne
T0¯0(L) ∼
C∗D
2
1 + ǫˆ
1− ǫˆ
[
exp
((
−imS − ΓS
2
)
m
P
L
)
− exp
((
−imL − ΓL
2
)
m
P
L
)]
.
(6.7)
On peut enfin calculer l’asyme´trie AT (L). L’insertion des expressions de T00¯(L)
(e´quation (6.6)) et T0¯0(L) (e´quation (6.7)) dans la de´finition de AT (e´quation (6.3)),
donne une asyme´trie inde´pendante de la distance :
AT =
1− |σ|4
1 + |σ|4 . (6.8)
ou`
σ ≡ 1− ǫˆ
1 + ǫˆ
, (6.9)
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Il y a violation CP si le parame`tre σ n’est pas une phase pure : |σ| 6= 1. La condition
correspondante pour ǫˆ s’obtient a` l’aide de la relation
Re ǫˆ = 1− |σ|
2
1 + 2Reσ + |σ|2 .
L’asyme´trie AT est non nulle si le parame`tre ǫˆ n’est pas purement imaginaire :
Re ǫˆ 6= 0. On parle de violation CP indirecte pour souligner le fait qu’elle est unique-
ment due au me´lange et qu’elle n’apparaˆıt pas dans les amplitudes de production
et de de´sinte´gration C et D. L’expe´rience CPLEAR donne AT = (6.6 ± 1.6)× 10−3
[94].
6.2.2 De´sinte´grations pioniques
Conside´rons maintenant des e´tat finaux qui sont des e´tats propres sous CP, en
particulier des e´tats constitue´s de deux pions charge´s. Ces e´tats sont pairs sous CP.
Calculons d’abord l’amplitude associe´e au processus complet de la production d’un
K0 se de´sinte´grant ensuite en π+π−. La saveur α a` la source est K0 (S = +1). La
saveur β a` la de´tection n’est pas identifie´e. On de´tecte des e´tats finaux π+π− qui
peuvent eˆtre produits aussi bien par la de´sinte´gration de la saveur β = K0 (S = +1)
que de la saveur β = K0 (S = −1). On doit donc sommer sur la saveur finale β.
En utilisant notre prescription de calcul (6.2), l’amplitude totale de´pendant de la
distance, dans la direction ou` elle est maximale, s’e´crit
T+−(L) =
∑
β
A(α→β, Leˆz)
∼
(
M(K0→π+π−) M(K0→π+π−)
)
V −1 exp
{
−iM L
v
}
V
 C
0

L’indice +− de T+− symbolise la charge des pions re´sultant de la de´sinte´gration du
K0. Le vecteur colonne a` l’extreˆme droite se´lectionne la saveur α = K0. Les ma-
trices V et V −1 figurent a` la section pre´ce´dente (e´quations 6.5)), ainsi que la ma-
trice M (e´quation (6.4)), ou` E repre´sente maintenant l’e´nergie des deux pions de la
de´sinte´gration du K0. Le lien entre la base des vecteurs propres de l’ope´rateur CP
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et la base de saveur a e´te´ donne´ chapitre 3 (e´quation (3.8)) et s’e´crit |K1〉
|K2〉
 = 1√
2
 1 1
1 −1
 |K0〉
|K0〉

L’amplitude devient
T+−(L) ∼ C√
2(1− ǫˆ2)
×
(
M(K1→π+π−) M(K2→π+π−)
)  1 ǫˆ
ǫˆ 1
 exp{−iM L
v
} 1 −ǫˆ
−ǫˆ 1
 1
1

Elle peut se mettre sous la forme
T+−(L) ∼ C√
2(1 + ǫˆ)
M(K1→π+π−) (6.10)
×
[
(1 + χ+−ǫˆ) exp
((
−imS − ΓS
2
)
m
P
L
)
+ (ǫˆ+ χ+−) exp
((
−imL − ΓL
2
)
m
P
L
)]
ou` P est la norme de l’impulsion totale des pions finaux et le parame`tre
χ+− ≡ M(K2→π
+π−)
M(K1→π+π−)
de´crit la violation CP dans les de´sinte´grations, puisque CP (K1) = CP (2π) = +1 et
CP (K2) = −1. On parle de violation CP directe.
Conside´rons maintenant le processus analogue de production d’un K0 se de´-
sinte´grant ensuite en π+π−. En suivant la meˆme me´thode que dans le cas de la
production d’un K0, on obtient l’expression suivante pour l’e´volution spatiale du
K0 :
T+−(L) ∼ C
∗
√
2(1− ǫˆ)M(K1→π
+π−) (6.11)
×
[
(1 + χ+−ǫˆ) exp
((
−imS − ΓS
2
)
m
P
L
)
− (ǫˆ+ χ+−) exp
((
−imL − ΓL
2
)
m
P
L
)]
Notons que si nous e´tions inte´resse´s par le mode de de´sinte´gration des kaons neu-
tres en π0π0, il suffirait de remplacer, dans les e´quations ci-dessus, M(K1→π+π−)
par M(K1→π0π0) et χ+− par χ00, ce dernier parame`tre e´tant de´fini par
χ00 ≡ M(K2→π
0π0)
M(K1→π0π0) .
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A partir des expressions de T+−(L) et de T+−(L), on extrait les rapports mesurables
entre l’amplitudes de de´sinte´gration du KL violant CP et l’amplitude de de´sinte´gra-
tion du KS conservant CP :
η+− ≡ M(KL→π
+π−)
M(KS→π+π−) =
ǫˆ+ χ+−
1 + χ+−ǫˆ
, (6.12)
ainsi que
η00 ≡ M(KL→π
0π0)
M(KS→π0π0) =
ǫˆ+ χ00
1 + χ00ǫˆ
. (6.13)
Les parame`tres η+− et η00 sont couramment utilise´s pour parame´triser la violation
CP dans les de´sinte´grations a` deux pions du KL (voir par exemple p. 107 de [69]).
Les relations ci-dessus entre les quantite´s mesurables et les parame`tres quantifiant la
violation CP directe et indirecte ont e´te´ de´rive´es sans utiliser la syme´trie d’isospin.
En outre, il est possible de montrer explicitement que les parame`tres η+− et η00 sont
inde´pendants de la convention de phase e´trange choisie pour les kaons neutres, ce
qui n’est pas le cas pour les parame`tres ǫˆ et χ+−,00 (voir plus loin).
L’asyme´trie pre´fe´re´e des expe´rimentateurs est de´finie par
A+−(L) ≡ |T+−(L)|
2 − |σ|−2 |T+−(L)|2
|T+−(L)|2 + |σ|−2 |T+−(L)|2
,
ou` σ ≡ (1− ǫˆ)/(1 + ǫˆ) est le parame`tre de´ja` rencontre´ lors de l’analyse des de´sinte´-
grations semi-leptoniques. A partir des e´quations pour T+−(L) et T+−(L), on calcule
que
A+−(L) = −2 |η+−| e
(ΓS−ΓL)mL/2P cos(m∆mL/P − φ+−)
1 + |η+−|2 e(ΓS−ΓL)mL/2P , (6.14)
ou` η+− ≡ |η+−| eiφ+− et ∆m ≡ mL −mS.
Cette e´quation se re´duit a` l’expression d’e´volution temporelle utilise´e dans l’analyse
de la collaboration CPLEAR [95], si nous choisissons le repe`re centre de masse des
deux pions produits par la de´sinte´gration du K0 ou K0 et que nous substituons le
temps a` l’espace par la relation L = vT . Les quantite´s σ, |η+−| et φ+− s’obtiennent si-
multane´ment par un ajustement de la formule ci-dessus aux donne´es expe´rimentales
de CPLEAR. La quantite´ ∆m provient d’autres mesures [69]. Les quantite´s |η00| et
φ00 sont obtenues de fac¸on analogue [96].
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6.2.3 Transposition au syste`me B0B0
Tous ces calculs se transposent sans difficulte´ aux syste`mes D0D0 et B0B0.
Re´glons tout de suite le compte du premier en notant que le mode`le standard [97]
pre´dit que me´lange entre D0 et D0 est extreˆmement faible en raison du petit nombre
de canaux communs de de´sinte´gration qui, en outre, sont fortement supprime´s par
de petits angles de me´lange. Les D0 et D0 se de´sinte`greront donc avant d’osciller
notablement. Il n’y a meˆme pas lieu de mentionner la violation CP indirecte. La
violation CP directe est aussi pre´dite d’un niveau ne´gligeable.
Passons auB0B0. En premier lieu, en ce qui concerne l’asyme´trie semi-leptonique
AT dans ce syste`me, les calculs the´oriques [70] montrent qu’elle est proportionnelle
a` m2c/m
2
t = O(10−4), ce qui est bien au dela` de la pre´cision expe´rimentale actuelle.
On s’attend par contre a` une violation CP importante dans les de´sinte´grations (vi-
olation CP directe) [98], ce qui est confirme´ par les premiers indices d’une mesure
de la violation CP dans ce syste`me [16]. Par conse´quent, la violation CP dans les
oscillations (violation CP indirecte) est en ge´ne´ral ne´glige´e. C’est la situation inverse
du syste`me K0K0.
En second lieu, en ce qui concerne les asyme´tries non leptoniques, A+− et A00,
les formules pour les kaons ne leur sont pas applique´es telles quelles, bien qu’il n’y ait
pas d’obstacle a` le faire. Comme les e´tats finaux sont de toutes sortes, les parame`tres
η+−,00 et χ+−,00 sont note´s ηf et χf . Lors de l’e´tude de l’asyme´trie AT , nous avons vu
que la violation CP dans les oscillations est estime´e the´oriquement a` O(10−4), tandis
que la violation CP dans les de´sinte´grations pourrait eˆtre tre`s importante puisque les
trois ge´ne´rations de quarks sont directement implique´es dans des processus comme
Bd → J/ψKS. De`s lors, la violation CP indirecte est habituellement ne´glige´e et l’on
pose |σ| = 1 (voir e´quation (6.8)). Cette condition est facile a` appliquer si l’on de´finit
un parame`tre µf associe´ a` χf par le meˆme type de relation qui existe entre ǫˆ et σ :
µf ≡ 1− χf
1 + χf
=
M(B0 → f)
M(B0 → f) . (6.15)
Le parame`tre ηf devient
ηf =
1− σµf
1 + σµf
≡ 1− ξf
1 + ξf
. (6.16)
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Le parame`tre ξf est tre`s inte´ressant car il peut s’exprimer en bonne approximation,
dans certains cas (B0d → J/ψKS, B0d → π+π−, B0s → D∗+s D∗−s , B0s → J/ψ φ etc.),
uniquement en fonction des e´le´ments de la matrice de me´lange des quarks (matrice
CKM). Sa mesure permettra de ve´rifier si le mode`le standard suffit a` parame´triser
comple`tement la violation CP. Notons ne´anmoins que les asyme´tries CP de´pendent
directement des interactions dans l’e´tat final (qui fournissent les phases conservant
CP des amplitudes partielles, voir plus loin), dont les contributions a` longue distance
sont difficiles a` e´valuer. La pre´diction de ces asyme´tries varie de fac¸on significative
selon le mode`le choisi pour estimer ces interactions dans l’e´tat final [99].
Comme pour l’expe´rience CPLEAR, on s’inte´resse a` une asyme´trie pour des
e´tats finaux e´tats propres de CP, de´finie par [100]
ACP (B
0
d → f, L) ≡
Γ(B0d(L)→ f)− Γ(B0d(L)→ f)
Γ(B0d(L)→ f) + Γ(B0d(L)→ f)
.
Les e´tats propres de propagations ont des largeurs quasiment e´gales [70] et sont
diffe´rencie´s par leurs masses. Supposons que l’e´tat pair sous CP soit plus le´ger (note´
BL pour Light) que l’e´tat impair sous CP (note´ BH pour Heavy), comme dans le
cas des kaons et de´finissons ∆md ≡ mH − mL. Partant des expressions de T+−(L)
et T+−(L) (e´quations (6.10) et (6.11)) et y substituant B pour K et l’expression de
ξf (e´quation (6.16)), on calcule l’asyme´trie ACP avec les approximations |σ| = 1 et
ΓH = ΓL :
ACP (B
0
d→f, L) = AdirectCP (B0d→f) cos(∆md
mL
P
) + AinduitCP (B
0
d→f) sin(∆md
mL
P
) ,
ou` la violation CP directe,
AdirectCP (B
0
d → f) ≡
1− |ξf |2
1 + |ξf |2 =
1− |µf |2
1 + |µf |2 , (6.17)
a e´te´ se´pare´e de la violation CP provenant de l’interfe´rence entre le me´lange et la
de´sinte´gration du B :
AinduitCP (B
0
d → f) ≡ −
2 Imξf
1 + |ξf |2 = −
2 Im (σµf)
1 + |µf |2 . (6.18)
On voit ici l’importance de tenir compte du me´lange pour la violation CP meˆme s’il
n’y a pas de violation CP indirecte, puisque AinduitCP de´pend de l’interfe´rence entre σ
et µf .
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Examinons de plus pre`s le cas de l’e´tat final f = J/ψKS dont l’asyme´trie vient
d’eˆtre mesure´e. Une e´tude the´orique des diffe´rentes contributions au processus (voir
par exemple [70]) montre que le facteur ξJ/ψKS est en tre`s bonne approximation e´gal
a` ξJ/ψ KS = e
−2iβ , ou` β est un angle du triangle unitaire (pour la de´finition de ce
triangle, voir la re´fe´rence [69], p. 105). Ces angles sont inde´pendants des conventions
de phase pour les quarks comme il se doit, puisque ξf est aussi inde´pendant de phase.
Les asyme´tries directes (6.17) et induite (6.18) deviennent
AdirectCP (B
0
d → J/ψKS) = 0 et AinduitCP (B0d → J/ψKS) = − sin 2β .
L’expe´rience [16] donne
AinduitCP (B
0
d → J/ψKS) = −0.79+0.41−0.44 (STAT+SYST) ,
et constitue le premier indice de l’existence d’une violation CP dans le syste`me
B0B0, ainsi que la premie`re e´tape de la ve´rification de l’unitarite´ de la matrice de
Cabibbo-Kobayashi-Maskawa.
6.3 Production de kaons corre´le´s a` DAΦNE
Cette section est consacre´e aux oscillations d’une paire de kaons neutres pro-
duits par l’annihilation e´lectron-positron dans le collisionneur DAΦNE a` Frascati[88].
Les re´sultats obtenus dans notre formalisme sont imme´diatement applicables a` la
description de la production de paires de me´sons B dans la re´gion de la re´sonance
Υ(4s) [89, 90].
Les kaons neutres et charge´s sont produits en quantite´ (∼109 paires deK0K0/an)
dans des collisions e´lectron-positron a` une e´nergie de centre de masse dans la re´gion
de la re´sonance φ(1020). Le me´son φ produit se de´sinte`gre au point x en une paire
K0K0 avec un rapport de branchement de 34%. Les kaons partent en sens op-
pose´s avec une faible impulsion et ne parcourent que 6 mm pendant le temps de
vie moyen du KS. Cette technique permet de mesurer dans un meˆme de´tecteur les
de´sinte´grations des KS et des KL ainsi que leurs corre´lations : si un KS est identifie´
par sa de´sinte´gration en deux pions, la particule associe´e est en principe un KL.
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Chaque kaon oscille entre ses composantes KL−KS avant de se de´sinte´grer en
e´tats finaux f1(k1) et f2(k2) aux points y1 et y2 :
φ(q)→ K0K0 → f1(k1)f2(k2) ,
ou` q, k1 et k2 sont les e´nergies-impulsions correspondantes.
Chaque e´tat final pouvant eˆtre produit soit par K0, soit par K0, il faut sommer
les deux amplitudes provenant de l’e´change de K0 et de K0 avant de prendre la
norme au carre´. Les nombres quantiques du φ, JPC = 1−−, sont conserve´s par
les interactions fortes provoquant la de´sinte´gration. La paire K0K0 se trouve donc
dans un e´tat antisyme´trique sous P , ainsi que sous C. Le signe relatif des deux
contributions a` φ→f1f2 est donc ne´gatif [17].
Comme deux particules oscillent dans ce processus, notre formule d’oscillation
n’est pas directement applicable. Conside´rons momentane´ment le meˆme processus,
mais pour des particules non me´lange´es et non antisyme´trise´es. L’amplitude du
processus s’e´crit selon la me´thode du chapitre 4, section 4.2 :
A =
∫
[dq] ΦP
∫
[dk1] Φ
∗
D1
∫
[dk2] Φ
∗
D2 Aondes planes(q, k1, k2) ,
avec
Aondes planes(q, k1, k2) ≡
∫
d4x e−iq·x
∫
d4y1MD1 e
ik1·y1
∫
d4y2MD2 e
ik2·y2
×
∫
d4p1
(2π)4
e−ip1·(y1−x)G1(p
2
1)
∫
d4p2
(2π)4
e−ip2·(y2−x)G2(p
2
2)MP
ou` Gi(p
2
i ) symbolise le propagateur de la particule se de´sinte´grant en fi(ki) et les
particules exte´rieures sont sur leur couche de masse. Les MP et MDi sont les ampli-
tudes des processus de production et de de´tection. Les paquets d’ondes ΦP et ΦDi
sont centre´s dans l’espace des impulsions respectivement autour de Q et Ki tandis
que leurs transforme´es de Fourier sont localise´es dans l’espace de configuration re-
spectivement autour de xP et yDi ou` xP = (tP ,xP ) et yDi = (tDi ,yDi) avec i = 1, 2.
Dans la notation du chapitre 4 (voir e´quation (4.1)), ils s’e´crivent
ΦP (q,Q,xP , tP ) = φP (q,Q) e
iq·xP
ΦDi(ki,Ki,yDi, tDi) = φDi(ki,Ki) e
iki·yDi .
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Apre`s le changement de variables x→x+ xP , yi→yi+ yDi et les inte´grations sur les
variables x et yi, l’amplitude devient
A =
∫
d4p1
∫
d4p2 ϕ(p1, p2)G1(p
2
1)G2(p
2
2) e
−ip1·(yD1−xP )−ip2·(yD2−xP ) ,
ou` la fonction-poids ϕ(p1, p2) est une inte´grale de recouvrement des paquets d’ondes
entrants et sortants. Elle est de´finie par
ϕ(p1, p2) ≡
∫
[dq]φP (q,Q)
∫
[dk1]φ
∗
D1(k1,K1)
∫
[dk2]φ
∗
D2(k2,K2)
× (2π)4 δ(4)(q − p1 − p2) δ(4)(p1 − k1) δ(4)(p2 − k2)MP MD1 MD2 .
Les inte´grations sur p01 et p
0
2 se font par inte´grale de contour, selon la me´thode e´tablie
au chapitre 4, section 4.3. Il s’ensuit que
A ≈
∫
d3p1
∫
d3p2 ψ(z1, z2,p1,p2)
× exp
(
−i
√
z1 + p
2
1 T1 + ip1 · L1 − i
√
z2 + p
2
2 T2 + ip2 · L2
)
ou` Ti ≡ tDi − tP , Li ≡ yDi − xP et les zi sont les poˆles des Gi(p2i ).
La norme de la fonction ψ est maximale pour pi ∼= Ki et p1 + p2 ∼= Q et
les Li aligne´s avec Ki. L’e´valuation des inte´grales pose des difficulte´s a` cause de la
corre´lation entre p1 et p2, sauf si la contrainte p1+p2 ∼= Q est impose´e avec moins
de pre´cision que les contraintes pi ∼= Ki. C’est justement le cas pour φ→ K0K0
puisque la relation p1 + p2 = Q est exacte a` Γφ = 4.4 MeV pre`s, tandis que les
relations pi = Ki sont exactes a` l’incertitude sur la masse des kaons pre`s, bien
infe´rieure a` Γφ. On peut donc effectuer inde´pendamment les inte´grales sur p1 et p2.
Le reste du calcul s’ope`re comme si les particules e´taient inde´pendantes et notre
prescription de calcul est applicable.
En fin de compte, si les directions de L1 et L2 sont fixe´es, l’amplitude anti-
syme´trise´e de de´tection de f1 a` une distance L1 et de f2 a` une distance L2 est
donne´e pour le syste`me me´lange´ K0K0 par
Tf1f2(L1, L2) ∼
 (M(K0→f1) M(K0→f1)) V −1 exp{−iM1L1
v1
}
V
 1
0

×
(M(K0→f2) M(K0→f2)) V −1 exp{−iM2L2
v2
}
V
 0
1

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−
 meˆme expression avec
 1
0
↔
 0
1
 M(φ→ K0K0)
La notationMi signifie que la matrice de masse effective M est e´value´e a` l’e´nergie Ei
de l’e´tat final fi. Les vi sont de´finis comme d’habitude par la norme de vi ≡ Ki/Ei.
L’amplitude se re´e´crit en fonction de la base propre de CP comme
Tf1f2(L) ∼M(φ→ K0K0)
1
2(1− ǫˆ2)
×
 (M(K1→f1) M(K2→f1))
 1 ǫˆ
ǫˆ 1
 exp{−iM1L1
v1
} 1 −ǫˆ
−ǫˆ 1
 1
1

×
(M(K1→f2) M(K2→f2))
 1 ǫˆ
ǫˆ 1
 exp{−iM2L2
v2
} 1 −ǫˆ
−ǫˆ 1
 1
−1

−
 meˆme expression avec
 1
1
↔
 1
−1

Si l’on de´finit Mij ≡M(Ki→fj), l’amplitude devient
Tf1f2(L) ∼M(φ→ K0K0)
1
1− ǫˆ2
×
[
− (M11 + ǫˆM21) (ǫˆM12 +M22) exp
(
−
(
imS +
ΓS
2
)
mL1
K1
−
(
imL +
ΓL
2
)
mL2
K2
)
+ (ǫˆM11 +M21) (M12 + ǫˆM22) exp
(
−
(
imS +
ΓS
2
)
mL2
K2
−
(
imL +
ΓL
2
)
mL1
K1
)]
L’expression obtenue est relativiste : aucun boost n’est ne´cessaire pour passer du
repe`re au repos d’une particule oscillante au repe`re du laboratoire. Observons que
l’amplitude est nulle [17] si f1 = f2 et K1 = K2 et L1 = L2. Pour l’application des
formules the´oriques aux expe´riences, nous re´fe´rons a` la litte´rature [91].
Une remarque a` propos de la fre´quence d’oscillation semble de mise. Dans le
repe`re centre de masse, K1 = K2 ≡ K et le terme d’interfe´rence oscille comme un
cosinus de
m
K
(mL −mS) (L1 − L2) .
Si l’on re´e´crit ce terme comme ω(L1−L2), la fre´quence d’oscillation ω vaut ω = m∆mK .
Le calcul de cette fre´quence a suscite´ une controverse a` la suite d’un article [37]
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pre´tendant qu’elle e´tait deux fois plus grande. Plusieurs articles [40, 39] ont e´te´
e´crits pour re´futer cette affirmation mais leurs arguments reviennent a` contester le
choix de diffe´rents temps de de´tection et de temps propres pour les diffe´rents e´tats
propres de masse. Tout cela est assez obscur. Seule une de´rivation en the´orie des
champs donne sans ambigu¨ıte´ la formule d’oscillation. La valeur calcule´e est par
ailleurs confirme´e [40] par les expe´riences ARGUS et CLEO [89] dans le cas du
processus analogue Υ→B0B0.
Un autre article controverse´ [50] soutient que dans un processus tel que
π−p→ ΛK0 ,
la particule Λ associe´e a` la production de la particule oscillante K0 oscillera aussi :
elle serait une superposition de deux e´tats d’e´nergie-impulsion diffe´rentes par conser-
vation de l’e´nergie-impulsion a` la production. Notre approche montre qu’il n’en est
rien. Le processus peut eˆtre de´crit comple`tement comme ci-dessus, avec un propa-
gateur pour le kaon et un propagateur pour le Λ. Le propagateur du kaon est une
superposition de deux propagateurs correspondant aux e´tats propres de masse : a`
grande distance, deux poˆles diffe´rents contribueront et l’amplitude sera la somme
de deux amplitudes correspondant a` deux e´tats propres de masse diffe´rents sur leur
couche de masse. Ce n’est pas le cas du Λ. On voit clairement dans cet exemple
que la question ne peut eˆtre tranche´e sans le formalisme de the´orie des champs1.
Comme nous l’avons vu dans l’e´quation (5.16), les diffe´rences d’e´nergie et d’impul-
sion se compensent dans le facteur d’oscillation sauf la diffe´rence de masse entre les
e´tats propres. La meˆme question s’est pose´e [51, 44, 85, 86, 92] pour le processus
π→µν. Le muon oscillerait-il ? Par le meˆme raisonnement, on conclut que non.
1Les re´futations recourant a` la me´canique quantique [39] font de nouveau appel a` la notion de
diffe´rents temps propres.
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6.4 La parame´trisation correcte de la violation
CP
Le de´veloppement du formalisme the´orique adapte´ a` la description de l’expe´-
rience CPLEAR nous a montre´ que la violation CP peut eˆtre parame´trise´e dans
le syste`me K0K0 ou B0B0 par des parame`tres complexes ǫˆ et χf . Cette simplicite´
cache certaines subtilite´s dans l’extraction des parame`tres a` partir des donne´es.
Tout d’abord, il faut mentionner que ces parame`tres ne sont pas des observables
physiques car ils de´pendent de certaines conventions de phase. Ensuite, des approxi-
mations assez violentes sont souvent applique´es dans le syste`me K0K0, par exemple
ne´gliger les termes en ǫˆ2, alors qu’ils sont du meˆme ordre que les parame`tres χf .
Les ambigu¨ıte´s d’ordre O(ǫˆ2) dues au proble`me de la normalisation des e´tats KS,L
sont aussi oublie´es. La plupart des analyses ne tiennent pas compte de ces points
de´licats. Il est vrai que les expe´riences ne sont pas encore assez pre´cises pour dis-
criminer les de´marches correctes des mauvaises mais il n’est plus l’heure de passer
a` coˆte´ de telles incohe´rences quand la violation CP directe est confirme´e par deux
expe´riences inde´pendantes [12]. Par ailleurs, les conventions de phase choisies pour
le K0K0 ne sont pas ne´cessairement pratiques pour le B0B0 ; il est de`s lors utile
de garder la liberte´ de phase dans le formalisme. Etant donne´ que les de´finitions
de nos parame`tres ne souffrent pas de proble`me de normalisation, il est inte´ressant
de montrer que l’analyse peut eˆtre continue´e rigoureusement jusqu’au bout dans
l’extraction, a` partir des re´sultats expe´rimentaux, des parame`tres violant CP. Nos
re´sultats finaux ressemblent a` ceux de la re´fe´rence [101] mais celle-ci utilise des
e´tats interme´diaires de kaons et ne discute pas explicitement de la transformation
de phase. Avant de de´terminer les valeurs des parame`tres, on e´tudiera la question
de la convention de phase.
6.4.1 Phase e´trange et parame`tres observables
Une premie`re manifestation de la de´pendance de phase de ǫˆ est apparue lors
du calcul de l’asyme´trie semi-leptonique AT . Une asyme´trie non nulle est une mani-
festation de la violation CP et implique que Re ǫˆ 6= 0. Par contre, si Re ǫˆ = 0 mais
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Im ǫˆ 6= 0, cette asyme´trie s’annule et n’implique pas de violation CP. La partie
imaginaire de ǫˆ n’a donc aucune importance dans ce cas-ci. Cet arbitraire dans la
valeur de Im ǫˆ est en fait la manifestation d’un phe´nome`ne plus ge´ne´ral. La raison
provient de la syme´trie U(1) associe´e a` chaque saveur, et qui laisse le lagrangien
total invariant, excepte´ le terme de masse (ou la matrice de me´lange CKM apre`s
diagonalisation de la matrice de masse, ce qui revient au meˆme). On s’inte´resse ici a`
la transformation S de la phase e´trange [103, 102], puisque les kaons posse`dent une
e´trangete´ non nulle. De nouveaux e´tats peuvent eˆtre de´finis a` l’aide de S :
|K0α〉 = e−iαSˆ |K0〉 = e−iα |K0〉 ,
|K0α〉 = e−iαSˆ |K0〉 = e+iα |K0〉 ,
ou` Sˆ est l’ope´rateur d’e´trangete´. Cette rede´finition est possible parce que K0 et
K0 sont produits par les interactions fortes qui conservent l’e´trangete´. Elle ne peut
e´videmment avoir d’effet observable : toute quantite´ observable doit eˆtre inde´pen-
dante de cette phase. Dans le but de conserver la relation |K0〉 = CP |K0〉, la trans-
formation CP est rede´finie dans la nouvelle base :
(CP )α ≡ e−iαSˆ CP eiαSˆ ,
de sorte que
|K0α〉 = (CP )α |K0α〉 .
La base propre sous (CP )α est de´finie
2 par :
|K1,2α〉 ≡ 1√
2
(
|K0α〉 ± |K0α〉
)
.
Comme la transformation ne laisse pas invariants les termes me´langeant des par-
ticules d’e´trangete´s diffe´rentes, les e´le´ments non diagonaux du propagateur complet
du syste`me K0K0 sont modifie´s. Se rappelant la parame´trisation du propagateur
(e´quation (3.7)),
iG−1(p2) =
 〈K0|Gˆ−1|K0〉 〈K0|Gˆ−1|K0〉
〈K0|Gˆ−1|K0〉 〈K0|Gˆ−1|K0〉
 ≡
 d a+ b
a− b d
 ,
2Une autre possibilite´ consiste a` ne pas rede´finir l’ope´rateur CP. On a alors CP |K0α〉 =
ηCPα |K0α〉, ou` ηCPα ≡ e−2iα. Il faut de´finir diffe´remment les e´tats propres sous CP :
|K1,2α〉 ≡ 1√
2
(|K0α〉 ± CP |K0α〉)
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on voit que les termes non diagonaux sont transforme´s sous S en
aα + bα = (a + b) e
2iα ,
aα − bα = (a− b) e−2iα .
Quel est l’effet de S sur le parame`tre ǫˆ ? Ce parame`tre a e´te´ de´fini (e´quation
(3.9)) comme la solution de
ǫˆ
1 + ǫˆ2
≡ b
2a
.
Cette e´quation posse`de en fait deux solutions ǫˆ1 et ǫˆ2 inverses l’une de l’autre :
ǫˆ1,2 =
a
b
1±
√
1− b
2
a2
 ,
ou` le signe de la racine est choisi de sorte que sa partie re´elle soit positive. Comme
ǫˆ1 = 1/ǫˆ2, une des deux solutions a ne´cessairement une norme infe´rieure a` 1. On
choisit de travailler avec cette solution, dans l’esprit de repre´senter la petite violation
CP observe´e par des parame`tres the´oriques petits. Nous choisissons donc la solution
avec le signe − :
ǫˆ ≡ a
b
1−
√
1− b
2
a2
 .
Lors du calcul de l’asyme´trie AT , un parame`tre σ a e´te´ associe´ a` ǫˆ (e´quation (6.9))
par
σ ≡ 1− ǫˆ
1 + ǫˆ
⇔ ǫˆ ≡ 1− σ
1 + σ
.
Son expression en fonction de a et b s’e´crit
σ =
√
a2 − b2
a + b
.
Notons que
Re σ = 1− |ǫˆ|
2
1 + 2Re ǫˆ+ |ǫˆ|2 ≥ 0
puisque |ǫˆ| ≤ 1.
Sous la tranformation S, le parame`tre σ devient
σα =
√
a2α − b2α
aα + bα
= e−2iα σ ,
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Partant de l’e´quation liant ǫˆα et σα,
ǫˆα =
1− σα
1 + σα
,
on e´tablit la loi de transformation de ǫˆ :
ǫˆα =
ǫˆ+ i tanα
1 + iǫˆ tanα
=
2Re ǫˆ+ i [(1− |ǫˆ|2) sin 2α + 2 Im ǫˆ cos 2α]
1 + cos 2α− 2 Im ǫˆ sin 2α + |ǫˆ|2 (1− cos 2α) . (6.19)
Remarquons d’abord que Re ǫˆα ∝ Re ǫˆ. La condition Re ǫˆ 6= 0 est donc bien invari-
ante sous S comme il se doit. Cependant, la transformation S ne peut eˆtre tout a`
fait arbitraire. En effet, le choix de la valeur α = ±π/2 re´sulte en la transformation
ǫˆα = 1/ǫˆ. On doit donc restreindre le domaine de α si l’on veut respecter la condition
|ǫˆ| ≤ 1. Comme les expressions ne de´pendent que de 2α, il suffit de travailler sur
l’intervalle −π/2≤α≤π/2. On calcule que |ǫˆα| ≤ 1 pour
1
2
(
arctan
1− |ǫˆ|2
2 Im ǫˆ − π
)
≤ α ≤ 1
2
arctan
1− |ǫˆ|2
2 Im ǫˆ ,
ou` l’arctan est pris dans le premier ou deuxie`me quadrant.
6.4.2 De´termination des parame`tres
Examinons maintenant la premie`re donne´e expe´rimentale dont nous disposons
pour les kaons. La petitesse de l’asyme´trie semi-leptonique, AT = (6.6± 1.6)× 10−3
[94], nous dit a` travers l’e´quation (6.8) que |σ| = 1 +O(10−3). Comme
Re ǫˆ = 1− |σ|
2
1 + 2Reσ + |σ|2 ,
avec Re σ ≥ 0, on conclut que Re ǫˆ ∼ (10−3). La valeur de Re ǫˆ de´pend bien suˆr du
choix de la phase e´trange mais on peut de´ja` donner son ordre de grandeur qui sera
correct tant que la condition |ǫˆ|<1 est maintenue. Par contre, on ne peut rien dire
sur Im ǫˆ sans faire un choix de phase e´trange, puisque
Im ǫˆ = −2 Imσ
1 + 2Reσ + |σ|2 .
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Peut-on choisir la phase e´trange telle que |Im ǫˆ| ≪ 1 ? En utilisant l’e´quation
(6.19), on obtient
Im ǫˆα = 0 si tan 2α = − 2 Imǫˆ
1− |ǫˆ|2 .
Si3 Im ǫˆ ≥ 0, −π/4 ≤ α ≤ 0. Si Im ǫˆ ≤ 0, 0 ≤ α ≤ π/4. Par conse´quent, il est
toujours possible de choisir la phase e´trange telle que Im ǫˆα = 0. Toute une se´rie
d’autres choix sont possibles avec |Im ǫˆα| ≪ 1.
Poursuivons notre examen des donne´es expe´rimentales. Dans les de´sinte´grations
des kaons neutres en pions, les observables lie´s a` la violation CP ont e´te´ de´finis
(e´quations (6.12) et (6.13)) par
ηf ≡ M(KL → f)M(KS → f) =
ǫˆ+ χf
1 + χf ǫˆ
,
ou` χf ≡ M(K2 → f)/M(K1 → f) et f est un e´tat pair sous CP. Comme les
observables doivent eˆtre invariants sous la transformation de phase S, les quantite´s
χf compensent la variation de ǫˆ sous S. On le ve´rifie le plus aise´ment a` l’aide du
parame`tre µf associe´ a` χf par l’e´quation (6.15). La transformation de µf sous S est
tout simplement la transformation inverse de σ :
µf , α = e
2iα µf .
La quantite´ ξf ≡ σµf est donc invariante sous S et de`s lors ηf aussi (e´quation (6.16)).
On a ve´rifie´ du meˆme coup que le parame`tre ξf , de´crivant la violation CP dans le
syste`me B0B0, est invariant de phase, comme il se doit puisqu’il est mesurable. Pour
un usage futur, je donne la transformation explicite de χf :
χf , α =
χf − i tanα
1− iχf tanα . (6.20)
Les parame`tres ηf ≡ |ηf | eiφf ont e´te´ mesure´s par CPLEAR [95, 96] :
|η+−| = (2.254± 0.024STAT ± 0.026SY ST )× 10−3 ,
φ+− = (43.63± 0.54STAT ± 0.48SY ST )◦ ,
|η00| = (2.47± 0.31STAT ± 0.24SY ST )× 10−3 ,
φ00 = (42.0± 5.6STAT ± 1.9SY ST )◦ . (6.21)
3On a choisi des valeurs de α appartenant au domaine tel que |ǫˆα| ≤ 1.
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De`s lors, si la convention de phase est telle que |ǫˆ| ∼ O(Re ǫˆ) ∼ O(10−3), les
parame`tres χf doivent eˆtre au plus du meˆme ordre : χf ≤ O(10−3). La violation
CP indirecte pour les kaons est donc au maximum du meˆme ordre que la violation
CP directe. Une diffe´rence entre η+− et η00 e´tablit l’existence d’une violation CP
directe. C’est ce qu’ont fait les expe´riences NA31, E731, NA48 et KTeV [12] en
mesurant
|η00|2/|η+−|2 = 1− 6× (21.2± 4.7)× 10−4 , (6.22)
ou` l’on a fait la moyenne des re´sultats [68].
Dans le cas ou` l’e´tat f˜ est impair sous CP, on de´finit le parame`tre
ηf˜ ≡
M(KS → f˜)
M(KL → f˜)
=
ǫˆ+ χf˜
1 + χf˜ ǫˆ
,
ou` χf˜ ≡M(K1 → f˜)/M(K2 → f˜). Si la violation CP directe est petite par rapport
a` la violation CP indirecte, il existe une convention de phase telle que ηf˜
∼= ǫˆ ∼= ηf .
On pre´dit par exemple η000 = η00 +O(10−6), ou` l’indice 000 symbolise l’e´tat a` trois
pions neutres.
Pour aller plus loin et extraire les quantite´s ǫˆ, χ+− et χ00 (de´pendant de 6
nombres re´els) de AT , η+− et η00 (de´pendant de 5 nombres re´els), il faut disposer
d’une relation supple´mentaire fournie par la syme´trie d’isospin des pions.
Cette technique bien connue (voir par exemple [104]), permet de de´composer
les amplitudes de transition des kaons en pions en amplitudes correspondant a` des
isospins de´finis :
M(K0 → π+π−) =
√
2
3
eiδ0 A0 +
√
1
3
eiδ2 A2 ,
M(K0 → π+π−) =
√
2
3
eiδ0 A∗0 +
√
1
3
eiδ2 A∗2 ,
M(K0 → π0π0) = −
√
1
3
eiδ0 A0 +
√
2
3
eiδ2 A2 ,
M(K0 → π0π0) = −
√
1
3
eiδ0 A∗0 +
√
2
3
eiδ2 A∗2 .
L’e´tat π+π− a e´te´ syme´trise´ et l’on a introduit un facteur 1/
√
2 pour l’e´tat final
π0π0 pour fournir le facteur 1/2 dans la probabilite´ de de´tection de deux parti-
cules identiques. La brisure d’isospin est prise en compte dans la parame´trisation en
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rede´finissant les parame`tres AI par combinaison line´aire. La de´composition garde la
meˆme forme bien que la syme´trie d’isospin ne soit plus respecte´e. Soit AI ≡ |AI | eiζI .
Sous une transformation de phase S, AI α = e−iαAI et il est par exemple possible
de rendre A0 re´el (convention de Wu-Yang). La diffe´rence de phase (ζ0 − ζ2) reste
invariante. L’asyme´trie A+− de´finie par
A+− ≡ |M(K
0 → π+π−)|2 − |M(K0 → π+π−)|2
|M(K0 → π+π−)|2 + |M(K0 → π+π−)|2
est donne´e en terme des amplitudes d’isospin par
A+− =
−2√2 sin(δ0 − δ2) sin(ζ0 − ζ2) |A0| |A2|
2 |A0|2 + |A2|2 + 2
√
2 |A0| |A2| cos(δ0 − δ2) cos(ζ0 − ζ2)
. (6.23)
Elle est non nulle s’il y a une violation CP directe. C’est le cas s’il y a au moins deux
amplitudes partielles non nulles (A0 et A2) avec une phase relative (ζ0 − ζ2) violant
CP et une phase relative (δ0 − δ2) conservant CP. L’asyme´trie A00 correspondant
aux pions neutres a une forme similaire.
Ces asyme´tries ne sont cependant pas observables telles quelles puisque les kaons
se propagent et oscillent avant de se de´sinte´grer, donnant lieu a` une violation CP
indirecte en plus de la violation CP directe. Comme on l’a vu ci-dessus, les quantite´s
mesure´es sont η+− et η00. On voudrait parame´triser inde´pendamment les violations
CP directe et indirecte. Ce n’est pas possible avec la de´finition de ηf en fonction de
ǫˆ et χf puisqu’ils ne sont pas se´pare´ment invariants sous la transformation de phase
S : meˆme en absence de violation CP directe, le parame`tre χf ne sera nul que pour
un choix particulier de phase. Pour de´terminer l’expression de η+− en l’absence de
violation CP directe, calculons-le d’abord en fonction des amplitudes d’isospin :
η+− =
√
2ReA0 (ǫˆ+ iκ0) + eiδReA2 (ǫˆ+ iκ2)√
2ReA0 (1 + iǫˆ κ0) + eiδReA2 (1 + iǫˆ κ2)
,
ou` κI ≡ ImAI/ReAI = tan ζI et δ ≡ δ2−δ0. La violation CP directe est par exemple
absente si A2 = 0. Dans ce cas,
η+− =
ǫˆ+ iκ0
1 + iǫˆ κ0
≡ ǫ ,
que l’on prend comme de´finition d’un nouveau parame`tre, ǫ, invariant sous la trans-
formation de phase S. On peut ve´rifier explicitement que iκ0 se transforme comme
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χf (e´quation (6.20)) et joue donc le roˆle de χf dans la compensation de la variation
de ǫˆ sous S :
iκ0 , α =
iκ0 − i tanα
1− i(iκ0) tanα .
D’une part, la condition Re ǫ 6= 0 signale une violation CP dans l’asyme´trie A+−
car Re ǫ ∝ Re ǫˆ. Comme elle rend l’asyme´trie AT non nulle, on l’interpre`te comme
une violation CP dans les oscillations. D’autre part, Imǫ 6= 0 signale aussi une
violation CP dans l’asyme´trie A+−(L), qui re´sulte de l’interfe´rence entre l’oscillation
et la de´sinte´gration. On pourrait l’appeler violation CP induite, en analogie avec la
violation CP induite de´finie dans le syste`me B0B0 (e´quation (6.18)). En utilisant la
de´finition de ǫ, on peut maintenant e´crire l’expression de η+− en pre´sence de violation
CP directe, c’est-a`-dire pour A2 6= 0 :
η+− = ǫ+
ǫ′
1 + ω/
√
2
, (6.24)
ou` ǫ garde sa de´finition et ou` ω et ǫ′ sont de´finis par
ω ≡ 1 + iǫˆ κ2
1 + iǫˆ κ0
ReA2
ReA0 e
iδ ,
ǫ′ ≡ iω (1− ǫˆ
2) (κ2 − κ0)√
2 (1 + iǫˆ κ2) (1 + iǫˆ κ0)
.
Les parame`tres ǫ, ω et ǫ′ sont invariants sous la transformation de phase S.
On proce`de de meˆme pour la de´sinte´gration des kaons en pions et l’on obtient
η00 = ǫ− 2ǫ
′
1−√2ω . (6.25)
Ces e´quations sont exactes, contrairement a` la plupart des expressions des ηf en
fonction de ǫ et ǫ′ trouve´es dans la litte´rature, ou` ǫ et ǫ′ ne sont meˆme pas invariants
de phase. Cette parame´trisation exacte nous e´vite de devoir ne´gliger des termes en
ǫˆ2 qui sont du meˆme ordre que ǫ′. Dans la litte´rature (par exemple dans [102]),
les de´finitions de ω et ǫ′ diffe`rent des noˆtres et ne sont pas invariantes de phase,
avec pour conse´quence que les expressions pour η+− et η00, bien qu’identiques a` nos
formules (6.24) et (6.25), ne peuvent eˆtre obtenues qu’apre`s des approximations
ne´gligeant ǫ2 par rapport a` ǫ′.
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Que deviennent les diffe´rents cas (voir l’e´quation (6.23)) pour lesquels l’asy-
me´trie A+− s’annulait ? Entraˆınent-ils l’annulation de ǫ
′, le nouveau parame`tre
de´crivant la violation CP directe ?
1. Si κ2 = κ0 (c’est-a`-dire ζ2 = ζ0), alors ǫ
′ = 0.
2. Si A2 = 0, alors ǫ
′ = 0.
3. Si A0 = 0, la de´composition ci-dessus est mal de´finie. On a plutoˆt
̺ =
ǫˆ+ iκ2
1 + iǫˆκ2
et η+− = ̺− 2̺
′
1 +
√
2̟
,
ou` ̺′ et ̟ sont obtenus a` partir de ǫ et ω en e´changeant les indices 0 et 2
(donc ̺′ = −ǫ/ω2 et ̟ = ω−1). Si A0 = 0, le parame`tre ̺′ est nul.
4. Si δ = 0 et Re ǫˆ = 0, alors Re ǫ′ = 0 mais il est toujours possible que
Imǫ′ 6= 0. Le choix de la phase tel que ǫˆ = 0 ne change rien. On pourrait
se demander comment il peut y avoir une violation CP alors qu’une des condi-
tions de son apparition n’est pas satisfaite, c’est-a`-dire l’existence d’une phase
relative conservant CP entre les amplitudes partielles. Contrairement aux ap-
parences, il n’en est rien ! En effet, les conditions δ = 0 et ǫˆ = 0 impliquent que
Re η+− ∼ Re ǫ′ = 0, ou encore φ+− = ±π/2 (rappelons que η+− ≡ |η+−| eiφ+−).
L’examen de l’asyme´trie A+− (e´quation (6.14)) montre que cette asyme´trie
serait nulle sous ces conditions, si ce n’e´tait la pre´sence de ∆m 6= 0 dans l’ar-
gument du cosinus. La phase relative conservant CP est donc fournie par la
diffe´rence de masse entre les e´tats se propageant.
Observons aussi que meˆme si l’asyme´trie semi-leptonique AT est nulle (Re ǫˆ = 0), le
parame`tre ǫˆ joue toujours un roˆle dans l’asyme´trie A+− a` travers sa partie imaginaire
Im ǫˆ. Non seulement Im ǫˆ peut se combiner avec κ0 pour donner Imǫ 6= 0 comme
on l’a vu ci-dessus, mais il interfe`re aussi avec les parame`tres AI , ζI et δ a` l’inte´rieur
de ǫ′. En bref, le parame`tre de me´lange ǫˆ intervient dans tous les types de violations
CP. Les expressions des ηf se simplifient si l’on utilise l’information expe´rimentale
(re`gle ∆I = 1/2) que |A2|/|A0| ∼= 1/22 [105]. Les termes en ω peuvent alors eˆtre
ne´glige´s et les e´quations (6.24) et (6.25) prennent la forme
η+− ∼= ǫ+ ǫ′ ,
η00 ∼= ǫ− 2ǫ′ .
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Les valeurs trouve´es par CPLEAR (voir e´quations (6.21)) e´tant e´gales aux erreurs
expe´rimentales pre`s, on sait que ǫ′ est beaucoup plus petit que ǫ. Les expe´riences
de´die´es a` la mesure de la violation CP directe mesurent plutoˆt Re (ǫ′/ǫ) :
|η00|2/|η+−|2 = 1− 6Re ǫ
′
ǫ
+O
(
ǫ′2
ǫ2
)
.
Cette e´quation est identique a` celle trouve´e dans la litte´rature (voir par exemple
[68]), mais a e´te´ obtenue sans approximations douteuses. Nous avons en effet re´solu,
d’une part, le proble`me de la normalisation a` l’ordre ǫ2 des e´tats oscillants et, d’autre
part, nous avons de´fini les parame`tres ω et ǫ′ de sorte qu’il ne nous est pas ne´cessaire
de recourir a` des approximations incorrectes du type ǫ2 ≪ ǫ′. La compilation des
re´sultats expe´rimentaux (voir e´quation (6.22)) fournit la valeur
Re ǫ
′
ǫ
= (21.2± 4.7)× 10−4 .
Avec une convention de phase telle que |ǫˆ| ≪ 1, les expressions de ǫ, ω et ǫ′ prennent
la forme approximative (et non invariante de phase) :
ǫ ∼= ǫˆ+ iκ0 ,
ω ∼= ReA2ReA0 e
iδ ,
ǫ′ ∼= i√
2
ω (κ2 − κ0) ,
Dans ce cas, Re ǫ ∼= Re ǫˆ et la mesure des ηf fournit la valeur de Re ǫˆ. Dans la
meˆme convention de phase, l’asyme´trie semi-leptonique AT devient AT ∼= 4Re ǫˆ.
On peut donc comparer les re´sultats expe´rimentaux provenant de AT et de A+− et
A00. Ils co¨ıncident aux erreurs expe´rimentales pre`s. Dans la convention de phase de
Kobayashi-Maskawa, ImA2 = 0 si la syme´trie d’isospin est respecte´e. Le terme κ2
dans l’expression de ǫ′ parame´trise donc la violation de l’isospin dans cette conven-
tion [106].
Sous les meˆmes conditions, les parame`tres χf de violation CP directe se re´e´crivent :
χ+− ∼= ǫ′ + iκ0 ,
χ00 ∼= −2ǫ′ + iκ0 ,
Dans la convention de Wu-Yang (qui est une des nombreuses conventions telles que
|ǫˆ| ≪ 1), κ0 = 0 donc χ+− ∼= ǫ′ et χ00 ∼= −2ǫ′.
Conclusion
Les oscillations spatio-temporelles de la probabilite´ de de´tection dans la propa-
gation de particules en superposition quantique ont une importance capitale aussi
bien du point de vue fondamental, dans l’e´tude de la violation CP dans les syste`mes
de kaons neutres et de me´sons B et dans la de´termination du spectre de masse des
neutrinos, que du point de vue phe´nome´nologique dans l’e´lucidation des anomalies
observe´es dans le flux des neutrinos atmosphe´riques et solaires. Ces phe´nome`nes en
essence identiques n’ont pas rec¸u jusqu’a` pre´sent de description the´orique unifie´e,
couvrant a` la fois le cas des particules stables et instables, ainsi que les domaines
relativistes et non relativistes.
Dans le calcul traditionnel de la probabilite´ d’oscillation en me´canique quan-
tique, les e´tats oscillants sont conside´re´s comme une superposition d’e´tats propres
de masse et sont suppose´s eˆtre dote´s d’une e´nergie-impulsion bien de´finie. Ce traite-
ment simpliste me`ne directement a` un paradoxe, puisque la connaissance exacte de
l’e´nergie-impulsion force l’e´tat a` se trouver dans un e´tat propre de masse et supprime
du meˆme coup les oscillations. De plus, comment une oscillation de la probabilite´
de de´tection de l’e´tat pourrait-elle eˆtre observable si la connaissance pre´cise de son
e´nergie-impulsion implique une incertitude infinie sur sa position ?
Il paraˆıt logique de re´soudre ce paradoxe en postulant l’existence d’une incer-
titude sur l’e´nergie-impulsion, c’est-a`-dire en traitant l’e´tat oscillant comme une
superposition de paquets d’ondes. Cependant, des questions de principe subsistent,
que le formalisme soit relativiste ou non : d’une part, l’interfe´rence entre e´tats est
interdite en me´canique quantique non relativiste par la re`gle de superposition de
Bargmann, d’autre part, il paraˆıt impossible de construire un espace de Fock pour
une particule qui n’est pas un e´tat propre de masse. Une formule relativiste ne peut
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eˆtre de´rive´e rigoureusement dans ces conditions. Par ailleurs, la taille et la forme du
paquet d’ondes sont inde´termine´es, ce qui est insatisfaisant vu l’influence qu’elles
ont sur l’observabilite´ des oscillations. L’effet des conditions de production et de
de´tection n’est pas non plus pris en compte. Pour donner un exemple, une mesure
pre´cise de l’e´nergie-impulsion des e´tats issus du lieu de de´tection de la particule
oscillante, identifie l’e´tat propre de masse se propageant et supprime les oscillations.
Enfin, les particules oscillantes instables ne peuvent pas eˆtre de´crites par un paquet
d’ondes.
Il ne reste plus qu’a` se tourner vers la the´orie des champs, ou` les particules
oscillantes sont de´crites comme des e´tats interme´diaires virtuels, non observe´s di-
rectement et se propageant entre une source et un de´tecteur. Dans le meˆme esprit,
la question de savoir comment un e´tat quantique peut se signaler par une trajec-
toire bien de´finie dans un de´tecteur, a de´ja` e´te´ re´solue par Mott [107] en 1929,
en ne conside´rant comme observables que les e´tats excite´s le long de la trajectoire
par la particule se propageant dans le de´tecteur (ces e´tats excite´s se manifestent
par exemple par des bulles dans une chambre a` bulles). Pris deux a` deux, les e´tats
excite´s forment une suite de syste`mes source-de´tecteur. Contrairement a` Mott qui
utilise le the´orie des perturbations non relativiste de la me´canique quantique, nous
repre´sentons les e´tats oscillants par un propagateur covariant sous les transforma-
tions de Lorentz et qui, sous sa forme comple`te, contient la description de l’instabilite´
des particules a` travers la localisation de ses poˆles complexes. Un syste`me de par-
ticules en me´lange est repre´sente´ par un propagateur matriciel non diagonal, qui
rend possible la propagation d’une particule entre deux points avec changement de
saveur. Ce formalisme permet d’e´viter la de´finition d’e´tats de saveur, c’est-a`-dire
d’e´tats de masse inde´finie. La matrice me´langeant les e´tats en me´canique quantique
est remplace´e par la matrice diagonalisant le propagateur. Les corrections non ex-
ponentielles a` la propagation d’un me´lange peuvent eˆtre facilement analyse´es dans
ce contexte et sont ne´gligeables.
Dans ce formalisme, les oscillations sont mesure´es indirectement, comme dans
les expe´riences, par la de´tection des particules issues de la source et du de´tecteur.
Les notions de source et de de´tecteur sont en fait fictives, et symbolisent les processus
de production et de de´tection de la particule oscillante. Les particules entrantes et
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sortantes sont mode´lise´es de manie`re re´aliste par des paquets d’ondes. Par ce biais,
en jouant sur la largeur des paquets d’ondes, il est possible d’e´tudier l’influence des
conditions de production et de de´tection sur l’observabilite´ des oscillations, puisque
celles-ci disparaissent dans le cas ou` les e´tats asymptotiques sont des ondes planes.
Les proble`mes re´sultant du traitement traditionnel des oscillations n’appa-
raissent plus dans notre calcul. Ils e´taient en effet lie´s d’une part a` l’attribution
d’une se´rie de proprie´te´s (saveur, e´nergie-impulsion, etc.) a` la particule oscillante,
et d’autre part a` l’introduction de concepts classiques (temps moyen de propaga-
tion, vitesse, etc.) par des hypothe`ses exte´rieures au formalisme. Notre me´thode
met du meˆme coup un point final aux controverses sur la longueur d’oscillation ainsi
que sur l’oscillation des particules associe´es a` la production de l’e´tat oscillant. La
question de l’e´nergie-impulsion de la particule oscillante est re´solue en de´montrant
en meˆme temps l’influence des conditions expe´rimentales sur l’e´nergie-impulsion et
l’inde´pendance du re´sultat final (en tout cas au premier ordre en la diffe´rence de
masse) par rapport a` elle. La formule d’oscillation obtenue contient diffe´rents fac-
teurs que l’on peut identifier comme la de´croissance exponentielle en fonction de la
distance pour une particule instable, l’oscillation de´pendant de la diffe´rence de masse
et de la distance, la de´cohe´rence supprimant les oscillation a` grande distance pour les
particules relativistes et finalement l’influence des conditions expe´rimentales sur l’ob-
servabilite´ des oscillations. Les conditions sous lesquelles la formule obtenue co¨ıncide
avec la formule classique apparaissent donc explicitement dans notre re´sultat.
Les caracte´ristiques principales de la probabilite´ d’oscillation sont ensuite repri-
ses dans une prescription de calcul s’appliquant directement a` l’amplitude d’un
processus. Les cas des expe´riences CPLEAR (oscillation d’une seule particule) et
de DAΦNE sont examine´s. Un traitement cohe´rent de la violation CP dans le
syste`me des kaons neutres s’ensuit, contrairement au traitement traditionnel ou`
des proble`mes de normalisation des e´tats entachent la pre´cision des pre´dictions
the´oriques.
Bien que ayons conside´re´ un cas d’oscillation double (DAΦNE), les hypothe`ses
que nous avons pose´es ne permettent pas une extension imme´diate a` d’autres situa-
tions. Il serait par exemple inte´ressant d’e´tudier les oscillations en cascade B0(B0)→
K0(K0)→ππ, µπν qui pourront eˆtre e´tudie´es au LHC [108, 109]. Une autre applica-
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tion inte´ressante est l’e´tude de l’influence de l’instabilite´ de la source de la particule
oscillante, qui peut en principe se faire en conside´rant aussi cette source comme un
e´tat interme´diaire non observe´ directement. Nos techniques d’inte´gration ne con-
viennent pas a` cette analyse. Enfin, notre formule s’applique a` la propagation de
neutrinos instables, qu’ils soient relativistes ou non. Cette instabilite´ couple´e a` un
me´lange est un mode`le explicatif des anomalies observe´es dans la mesure des neutri-
nos atmosphe´riques et solaires. Pour l’instant, une modification simple de la formule
de me´canique quantique par une exponentielle de´croissante suffit a` parame´triser les
mesures en raison du peu de donne´es disponibles, mais l’astronomie au moyen des
neutrinos ne fait que commencer !
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