Two families A and B, of k-subsets of an n-set, are cross tintersecting if for every choice of subsets A ∈ A and B ∈ B we have |A∩B| ≥ t. We address the following conjectured cross t-intersecting version of the Erdős-Ko-Rado Theorem: For all n ≥ (t + 1)(k − t + 1) the maximum value of |A||B| for two cross t-intersecting families A, B ⊂ [n] k is n−t k−t 2 . We verify this for t ≥ 14, large enough k (depending on t and any δ > 0), and n ≥ (t + 1 + δ)k. Further, we prove uniqueness and stability results in these cases, showing, for instance, that the families reaching this bound are unique up to isomorphism. Our proofs make use of a p-weight version of the problem, which comes from the product measure on the power set of an n-set.
Introduction
Let [n] = {1, 2, . . . , n} and let 2 [n] denote the power set of [n] . A family F ⊂ 2 [n] is called t-intersecting if |F ∩ F | ≥ t for all F, F ∈ F. Let [n] k denote the set of all k-subsets of [n] . A family in [n] k is called k-uniform. For example,
is a k-uniform t-intersecting family of size |F 0 | = n−t k−t . Erdős, Ko and Rado [5] proved that there exists some n 0 (k, t) such that if n ≥ n 0 (k, t) and F ⊂ [n] k is tintersecting, then |F| ≤ n−t k−t . The smallest possible such n 0 (k, t) is (t+1)(k−t+1), which was first proved by Frankl [6] for t ≥ 15, and then completed by Wilson [23] for all t. These proofs are very different, the former uses combinatorial tools while the later is based on the eigenvalue method. If n < (t + 1)(k − t + 1) then n−t k−t is no longer the maximum size. In fact we can construct a t-intersecting family
for 0 ≤ i ≤ n−t 2 , and it can be shown that |F t 0 (n, k)| ≥ |F t 1 (n, k)| iff n ≥ (t + 1)(k − t + 1). Frankl conjectured in [6] that if F ⊂ [n] k is t-intersecting, then This conjecture was proved partially by Frankl and Füredi [8] , and then settled completely by Ahlswede and Khachatrian [1] . This result is one of the highlights of extremal set theory. In this paper we will use the proof technique used in [8] , in another direction, to deal with cross t-intersecting families. Two families A, B ⊂ 2 [n] are called cross tintersecting if |A ∩ B| ≥ t holds for all A ∈ A and B ∈ B. Pyber [17] considered the case t = 1, and proved that if n ≥ 2k and A, B ⊂ [n] k are cross 1-intersecting, then |A||B| ≤ n−1 k−1 2 . It was then proved in [16] that if n ≥ max{2a, 2b}, and A ⊂ [n] a and B ⊂ [n] b are cross 1-intersecting, then |A||B| ≤ n−1 a−1 n−1 b−1 . Gromov [13] found an application of these inequalities to geometry. For the general cross t-intersecting case, it is natural to expect that if n ≥ (t + 1)(k − t + 1) and A, B ⊂ [n] k are cross t-intersecting, then |A||B| ≤ n−t k−t 2 . This conjecture was verified for n > 2tk in [20] using a combinatorial approach, and for k n < 1 − 1 t √ 2 , or more simply, n > 1.443(t + 1)k in [21] using the eigenvalue method. In this paper we prove the following result which almost reaches the conjectured lower bound for n. We say that two families A and B in 2 [n] are isomorphic if there is a permutation f on [n] such that A = {{f (b) : b ∈ B} : B ∈ B}, and in this case we write A ∼ = B. The extremal configuration has a stability; if |A||B| is very close to n−t k−t 2 , then both families are very close to F t 0 (n, k). By saying A is close to F we mean that the symmetric difference A F = (A \ F) ∪ (F \ A) is of small size. A family A ⊂ 2 [n] is called shifted if 1 ≤ i < j ≤ n, A ∈ A, and A ∩ {i, j} = {j}, then (A \ {j}) ∪ {i} ∈ A. (We will explain more about shifting operations in the next section.) Theorem 2. For every t ≥ 14, δ > 0, and η ∈ (0, 1] there exists k 0 such that for all k > k 0 and n > (t + 1 + δ)k we have the following. If A and B are shifted cross t-intersecting families in [n] k , then one of the following holds.
where γ ∈ (0, 1] depends on t and δ. (ii) |A F t 0 (n, k)| + |B F t 0 (n, k)| < η n−t k−t . We will derive the above result concerning k-uniform families from the so-called p-weight version or measure version, see e.g. [10, 11, 12] . Let p ∈ (0, 1) be a fixed real, and let µ p be the product measure on 2 [n] Ahlswede and Khachatrian [2] proved that if F ⊂ 2 [n] is t-intersecting, then
where F t i (n) := {F ⊂ [n] : |F ∩ [t + 2i]| ≥ t + i}. It is not difficult to derive (2) from (1), see [18, 4] . In particular, if p ≤ 1 t+1 then max i µ p (F t i (n)) = µ p (F t 0 (n)) = p t . In [12] , Friedgut gave a proof of (2), in the case p ≤ 1 t+1 , using the eigenvalue method, which is the p-weight version of Wilson's proof [23] . Friedgut's proof can easily be extended to cross t-intersecting families if p < 0.69 t+1 as in [22] . More precisely, if t ≥ 1, p ≤ 1 − 1 t √ 2 , and two families A, B ⊂ 2 [n] are cross t-intersecting, then we have µ p (A)µ p (B) ≤ p 2t . In the present paper, we prove the same inequality for all t ≥ 14 and p ≤ 1 t+1 .
Theorem 3. For every t ≥ 14, n ≥ t, and p with 0 < p ≤ 1 t+1 , we have the following. If A ⊂ 2 [n] and B ⊂ 2 [n] are cross t-intersecting, then
Equality holds iff either
We also have the following stability result.
Theorem 4. For every t ≥ 14, n ≥ t, > 0, η ∈ (0, 1], and p with 0 < p ≤ 1 t+1 − , we have the following. If A and B are shifted, inclusion maximal cross t-intersecting families in 2 [n] , then one of the following holds.
where γ ∈ (0, 1] depends on t and . (ii) µ p (A F t 0 (n)) + µ p (B F t 0 (n)) < ηp t . In [12] , Friedgut obtained similar stability results for (not necessarily shifted) t-intersecting families. He used a result due to Kindler and Safra [14] , which states that Boolean functions whose Fourier transforms are concentrated on small sets, essentially depend on only a few variables.
We cannot replace the condition (ii) of Theorem 4 with the stronger condition A, B ⊂ F t 0 (n). In fact there is a t-intersecting family G ⊂ 2 [n] such that µ p (G) is arbitrarily close to p t , but G is not a subfamily of any isomorphic copy of F t 0 (n).
Similarly we can construct a shifted t-intersecting family
Then it is easy to see that A fulfills the prescribed properties. This means that we cannot replace the condition (ii) of Theorem 2 with A, B ⊂ F t 0 (n, k). We conjecture that Theorem 1 holds for all n, k, and t such that k ≥ t ≥ 1 and n ≥ (t + 1)(k − t + 1), and Theorem 3 holds for all t ≥ 1. We also conjecture that Theorems 2 and 4 are valid for families that are not necessarily shifted as well.
The approach in this paper follows that used in [8, 20] . We relate subsets in the cross t-intersecting families with walks in the plane. After some normalizing process called shifting, these families will have the property that the corresponding walks all hit certain lines. In the p-weight version, the measure of such families is bounded by the probability that a certain random walk hits the same lines. Results for k-uniform cross t-intersecting families can often be inferred by corresponding pweight results applied to the families obtained by taking all supersets of the original k-uniform families, which will also be cross t-intersecting.
The paper is organised as follows. In Section 2 we present tools that we will use throughout the paper. In Section 3 we prove Proposition 1, our main result about the p-weight version of the problem, from which Theorems 3 and 4 easily follow. In Section 4 we use Proposition 1 to prove Proposition 2, our main result about the k-uniform version of the problem, from which Theorems 1 and 2 follow. In Section 5 we present an application to families of t-intersecting integer sequences.
Tools
In this section we present some standard tools. The proofs are also standard (see, e.g. [8, 11, 19] ), but we include them for completeness.
Throughout this paper let p ∈ (0, 1) be a real number, let q = 1 − p, and let α = p/q. The walk associated to a set F ⊂ [n] is an n-step walk on the integer grid Z 2 starting at the origin (0, 0) whose i-th step is up (going from (x, y) to (x, y + 1)) if i ∈ F , and is right (going from (x, y) to (x + 1, y)) if i ∈ F . We thus refer to F ∈ 2 [n] as either a set or a walk, depending on which point of view is more convenient. Correspondingly, consider an n-step random walk W n,p whose i-th step is a random variable taking 'up' with probability p and 'right' otherwise, and the directions of different steps being independent of each other. Since µ p is a probability measure on 2 [n] , the p-weight of a family µ p (F), where F ⊂ 2 [n] consists of all walks that satisfy a given property P, is exactly the probability that W n,p satisfies P. Example 1. The p-weight of the family of all walks in 2 [n] that hit the point (0, t) is the probability that W n,p hits (0, t), which is p t . The p-weight of the family of all walks in 2 [n] that hit (1, t) but not (0, t) is tp t q. Indeed for a walk to hit (1, t) but not (0, t), it must move up t − 1 of its first t steps, this can be done in t ways, and then must move up on the (t + 1)-th step. So the probability is t 1 p t−1 q · p, as needed.
, and let t be a positive integer.
(i) If all walks in F hit the line y = x + t, then µ p (F) ≤ α t .
(ii) For every there is an n 0 such that if n > n 0 and no walk in F hits the line y = x + t, then µ p (F) < 1 − α t + . 2a+b . Proof. We notice that, for fixed p, the probability P n := Prob(W n,p hits y = x + t) is monotone increasing and bounded, and hence lim n→∞ P n exists. In fact this limit is known to be exactly α t = (p/q) t , see e.g., [19] . This gives (i) and (ii).
There is an injection from (I) the family of walks that hit the line y = x + t at least twice but do not hit y = x + (t + 1) to (II) the family of walks that hit y = x + (t + 1). Indeed for a walk F in (I) that hits y = x + t for the first time at (x 1 , x 1 + t) and for the second time at (x 2 , x 2 + t), we get a walk in (II) by reflecting the portion of F between (x 1 , x 1 + t) and (x 2 , x 2 + u) across the line y = x + t. Further, these walks have the same p-weight. Thus we have (iii).
The number we want to count is equal to the number of walks from O = (0, 0) to P = (a, a + b − 1) that do not hit the line : y = x + b. The total number of walks from O to P is 2a+b−1 a . Those that hit the line for some x with 0 ≤ x ≤ a − 1 are in bijection with the walks from (−b, b) to P ; this is seen by reflecting the part of the walk, from O to the first hitting point on the line , in this line. Thus the number of desired walks is 2a+b−1
2a+b , which gives (iv). For 1 ≤ i < j ≤ n we define the shifting operation s ij :
Here we list some basic properties concerning shifting operations.
(i) Shifting operations preserve the p-weight of a family, that is, µ p (s ij (G)) = µ p (G). (ii) If G 1 and G 2 in 2 [n] are cross t-intersecting families, then s ij (F) and s ij (G) are cross t-intersecting families as well. (iii) For a pair of families we can always obtain a pair of shifted families by repeatedly shifting families simultaneously finitely many times. (iv) If G is inclusion maximal, and s ij (G) ∼ = F t (n), then G ∼ = F t (n) for = 0, 1.
Proof. Since |s ij (G)| = |G| for G ⊂ [n] we have µ p (s ij (G)) = p |sij (G)| q n−|sij (G)| = p |G| q n−|G| = µ p (G). Thus µ p (s ij (G)) = G∈G µ p (s ij (G)) = G∈G µ p (G) = µ p (G). This gives (i).
Let F = s ij (F) and G = s ij (G). Suppose that F and G are cross t-intersecting, but F and G are not. Then there are F ∈ F and G ∈ G such that |F ∩ G| ≥ t but |F ∩ G | < t, where F = s ij (F ) and G = s ij (G). Consider the case when F ∩ {i, j} = {j} and G ∩ {i, j} = {j}. (The other cases are ruled out easily.) By symmetry we may assume that F ∩ {i, j} = {j} and G ∩ {i, j} = {i}. This means that F = F and this happens because F 1 := (F \ {j}) ∪ {i} is already in F. Then |F 1 ∩ G| = |F ∩ G | < t, which contradicts the cross t-intersecting property of F and G. This shows (ii).
Next we show (iii). Let G 1 , G 2 ⊂ 2 [n] . Suppose that at least one of these families, say, G 1 is not shifted. Then there is a shifting s ij such that s ij (G 1 ) = G 1 . Let f (G) be the total sum of elements in the subsets of G, that is,
Namely, we can decrease the value f (G 1 ) + f (G 2 ) at least 1 by applying a shifting operation unless both of the families are already shifted. On the other hand f (G 1 ) + f (G 2 ) ≥ 0 for all G 1 , G 2 . Thus we get (iii).
Finally we prove (iv). Let
We may therefore assume that = 1. If |{i, j} ∩ [t + 2]| = 0 or 2 then it is easy to see that s ij (G) = G and we are done, so we may assume that
k are cross t-intersecting, and |A| = |B|, then
Proof. To prove (i) we notice that A is a maximal t-intersecting family in the sense that adding any k-subset to A would destroy the t-intersecting property. Since A and B are cross t-intersecting, for any B ∈ B, A ∪ {B} is still t-intersecting. This forces B ∈ A, namely, B ⊂ A. Then |A| = |B| gives A = B.
Next we prove (ii) following [1] . Without loss of generality we may assume that i = t + 2 and
Consequently we may assume that none of A(i), A(j), B(i), and B(j) are empty. We will show that this case cannot happen.
Let
If n ≥ 2k − t + 2 and t ≥ 2, then the graph G is connected. (see [1] for the necessary and sufficient conditions concerning n, k and t for G being connected.) So there is an edge (H, H ) ∈ E such that A := H ∪ {i} ∈ A(i) and B := H ∪{j} ∈ B(j). Then |A∩B| = t−1. This contradicts the cross t-intersecting property of A and B, and completes the proof of (ii).
We list some easy facts below, which we will use without referring.
The following simple fact is very useful, and we will use it for some particular choices of A.
In particular, we have the following.
Proof. Suppose the contrary to (i). Choose a pair of counterexamples A ∈ A,
|, and so A and B are also counterexamples. But we get |A ∩ B | < |A ∩ B|, which contradicts the minimality. This gives (i). Let u = λ(A) ≤ λ(B). We may assume that u < t. Since A is inclusion maximal and u = λ(A) we have that F u ∈ A. Then cross t-intersecting property yields
Cross t-intersecting families have the following monotone property. Let f (n) be the maximum of µ p (A)µ p (B) where A and B are cross t-intersecting families in 2 [n] .
We write µ n p for the p-weight to emphasize the size of the ground set. Then we have µ n+1 , we have f (n) ≤ f (n + 1).
The Main p-Weight Result and Theorems 3 and 4
In this section we prove the following our main result from which Theorems 3, 4, and 5 will follow. Proposition 1. For every t ≥ 14, n ≥ t, η ∈ (0, 1], and p with 0 < p ≤ 1 t+1 , we have the following. If A and B are shifted, inclusion maximal cross t-intersecting families in 2 [n] , then one of the following holds.
We need some definitions which we will continue to use throughout the proof of the main proposition.
Let F u be the family of all walks that hit the line y = x + u. We identify a subset and its walk, so formally,
We partition F u into the following three subfamilies:
We remark that no walk F inḞ u ∪F u hits the line y = x + (u + 1). This can also be stated as the fact that if F ∈Ḟ u ∪F u then |F ∩ [j]| ≤ (j + u)/2 for all j.
To simplify the notation we write X < t Y if there is a positive function γ = γ(t) > 0 depending only on t such that X < (1 − γ(t))Y for all t ≥ 14 (or t ≥ t 0 for some specified value t 0 ≤ 14). For example, we write µ p (A)µ p (B) < t p 2t to mean µ p (A)µ p (B) < (1 − γ)p 2t for some γ = γ(t) > 0, which would give (i) of Proposition 1. We also use F t i to mean F t i (n) for simplicity.
3.1. Proof of the Main Proposition: Setup. Let t ≥ 14, 0 < p ≤ 1 t+1 , q = 1−p, and α = p/q. By Lemma 5, we may assume that n is sufficiently large. Let A and B be shifted, inclusion maximal cross t-intersecting families in 2 [n] .
Let u = λ(A) and v = λ(B). Recall that by Lemma 4 we have u + v ≥ 2t. If u + v ≥ 2t + 1, then Lemma 1 yields
From now on let u + v = 2t. By symmetry we may assume that u ≤ v. 
where last inequality holds for t ≥ 14. (This is the point where we really need t ≥ 14.) The same holds for the case whenḂ = ∅. Thus ifȦ = ∅ orḂ = ∅ then (i) of the proposition holds. From now on we assume thatȦ = ∅ andḂ = ∅. Thus there exist s, s such thaṫ
Remarkably, these s and s are uniquely determined. Extending a result in [8] we show this structural result as follows. Lemma 6. There exist unique nonnegative integers s and s such that
for all j, with equality holding iff j = 2s+u. Similarly, for any B ∈Ḃ ∩F v s , we have (4) with equality holding only at this same j = 2s + u = 2s + v. So equality in (5) never holds for these A and B, contradicting Lemma 4 (i). One can showÄ ⊂ F u s similarly. Here we record our setup.
• t ≥ 14, 0 < p ≤ 1 t+1 , q = 1 − p, and α = p/q.
The rest of the proof of the proposition is divided into three parts, which break over three more subsections. In Subsection 3.2, we deal with easy cases, namely, all cases but (s, s ) = (1, 0), (0, 0), (1, 1), and in Subsection 3.3, we settle the more difficult case (s, s ) = (1, 0). In these cases, only (i) of the proposition happens. Finally in Subsection 3.4, we consider the last two cases (s, s ) = (0, 0), (1, 1) where the extremal configurations satisfying (ii) appear. Then Theorems 3 and 4 will be easily proved using the proposition.
3.2.
Proof of the Main Proposition: Easy cases. LetF r i := (Ḟ r ∪F r ) ∩ F r i . Claim 7. Let r ≥ 1 and i ≥ 0 be integers, let p ≤ p 0 < 1/2, and let = 0.001. There exists an n 0 such that for all n ≥ n 0 we have
Proof. Since every walk inF r hits the line y = x + r + 1, (i) of Lemma 1 yields
Consider a walk W that hits the line y = x+r at Q = (i, r+i) for the first time, and does not hit y = x + r + 1. Then W ∈F r . By Lemma 1 (iv) there are 2i+r i r 2i+r ways for W to go from (0, 0) to Q. So the corresponding random walk W 2i+r,p satisfies the same property as W with probability 2i+r i p r+i q i . Then, from Q, a point on the line y = x + r, the walk must not hit y = x + r + 1. This happens, by Lemma 1 (ii), with probability at
Combining (6) and (7) completes the proof of Claim 7.
Lemma 8. We have µ p (A)µ p (B) < t p 2t for all cases but (s, s ) = (0, 0), (1, 1), (1, 0) .
, it suffices to show the RHS is < t p 2t . We will show that f (u, s, p)f (v, s , p) < t 0.99 for all n ≥ n 0 . We claim that it implies Lemma 8. Indeed, since 0.99(1 + ) 2 < 0.992 and Claim 7 holds, we have µ p (A)µ p (B) < t p 2t for all n ≥ n 0 . By Lemma 5, this implies Lemma 8 for all n.
Now we show that f (u, s, p)f (v, s , p) < t 0.99 for all n ≥ n 0 . Since u ≤ t and f (u, s, p) is an increasing function of u, we have f (u, s, p) ≤ f (t, s, p). The first term of f (t, s, p) is clearly increasing in p, and the second term is also an increasing function of p iff 1 p + 4p > 4 + 1 s , which is certainly true for p ≤ 1 t+1 ≤ 1/15 and s ≥ 1. Thus we have f (t, s, p) ≤ f (t, s, 1 t+1 ) =: g(s, t). By a direct computation we see that g(s, t) > g(s + 1, t) iff (t + 1) 2 (s + 1)(s + t + 1) t(2s + t + 1)(2s + t) > 1, or equivalently,
which is true for t ≥ 1 and s ≥ 0. Similarly, noting that v ≤ 2t, we have (See Figure 1 .) Let I := max{i : D A i ∈ A}. We claim that I is non-empty. Indeed, we have assumed that ∅ =Ȧ ⊂ A 1 (see setup in Subsection 3.1), and A → D A 1 for any A ∈ A. Thus we have that D A 1 ∈ A. Similarly, D B 1 ∈ B and J := max{j : D B j ∈ B} = ∅. We consider several cases separately. During this subsection, is an arbitrarily small constant, depending only on n, where → 0 as n → ∞. Case 1. When I ≥ 2 and J ≥ 2. First we show
Note that µ p (A) = µ p (Ã) + µ p (A 1 ). Since the dual walk d t (D B J ) is not in A, (See Figure 1 ), we have µ p (Ã) ≤ µ p (walks inÃ hitting y = x + (t + J − 1)) + µ p (walks inÃ not hitting y = x + (t + J − 1) but hitting (0, t)) + µ p (walks inÃ not hitting y = x + (t + J − 1) or (0, t) but hitting (1, t))
The last inequality uses Lemma 1 (i) for the first term. For the second and third terms, we use Lemma 1 (ii) in combination with Example 1.
We also have
Combining (9) and (10) implies that
where the last inequality follows from α ≤ 1/t and J ≥ 2. This proves (8).
Next we show
Note that µ p (B) = µ p (B) + µ p (B 0 ). Since d t (D A I ) ∈ B, we have µ p (B) ≤ µ p (walks inB hitting y = x + (t + 1 + I)) + µ p (walks inB not hitting y = x + (t + 1 + I) but hitting (0, t + 2))
Combining (12) and (13) yields that
where the last inequality follows from α ≤ 1/t and I ≥ 2. This proves (11) . Now we are ready to show µ p (A)µ p (B) < t p 2t . By (8) and (11) we have
where the second inequality follows from
Note that d dt g(t) < 0 for t ≤ 14 while d dt g(t) > 0 for t ≥ 15. In addition, g(8) < 0.99, and lim t→∞ g(t) = 1. Hence, we have g(t) < t 1 for all t ≥ 8. Hence we have µ p (A)µ p (B) < t p 2t for all t ≥ 8. This completes the proof for Case 1.
Case 2. When I = 1. We first estimate µ p (A). Trivially, α) ). Thus we have
On the other hand, we trivially have µ p (B) ≤ α t+1 = p t+1 1 q t+1 . Combining this with (14) yields that
where the second inequality follows from 1 q ≤ 1 + 1 t and 1 q t ≤ (1 + 1 t ) t < e; and the third inequality follows since p ≤ 1/(t + 1), the function pq is increasing in p for p ≤ 0.5, and (1 − α)(1 − q 2 ) is in p for p ≤ 0.274. Since dg(t) dt < 0 and g(12) < 0.96, we have that for t ≥ 12 µ p (A)µ p (B) < 0.97p 2t , which completes the proof for Case 2. Case 3. When J = 1. Clearly, µ p (A) ≤ α t−1 = p t−1 1 q t−1 . Next we estimate µ p (B). We have µ p (B) ≤ α t+2 = p t+2 q t+2 . On the other hand, we have
Hence we infer
where the second inequality follows from 1 q ≤ t+1 t and 1 q t ≤ (1 + 1 t ) t < e, and the third inequality follows from p ≤ 1 t+1 and the fact that the function (1 − α)(1 − q 2 ) is increasing in p for p ≤ 0.274. Since dh(t) dt < 0 and h(13) < 0.96, we have that h(t) < 0.96 for all t ≥ 13, and hence, for all t ≥ 13,
This completes the proof for Case 3, and so for Lemma 9. We state now a partial version of Proposition 1, recording what we have proved so far. This will be used later to prove the results about k-uniform families. 
and
Consider a walk W that hits (s, t + s) and satisfies W → D I+1 . Since D I+1 ∈ A we have W ∈ F t s \ A. Also W must hit Q 1 = (s, t − s) and Q 2 = (s + I + 1, t + s). There are t s ways for W to go from (0, 0) to Q 1 , then the next 2s + I + 1 steps to Q 2 are unique. A random walk W t+2s+I+1,p has this property with probability t s p t+s q s+I+1 . From Q 2 , a point on the line y = x + (t − I − 1), the walk must not hit y = x + (t − I). (Otherwise W → D I+1 fails.) This happens, by Lemma 1 (i), with probability at least 1 − α, which gives (15) .
Next we show (16) . Since d t (D I ) ∈ B, each walk in B hits at least one of (0, t+s), (s, t + s), and y = x + (t + I). Since each walk hitting (0, t + s) or (s, t + s) is in F t s , each walk in B \ F t s hits y = x + (t + I). This yields (16) . Therefore it suffices, by (15) and (16) , to show α t+I < t t s p t+s q s+I+1 (1 − α). We have
where the first inequality holds because of q 2 /p > 1 for p < 0.38. Since p ≤ 1/(t+1), one can easily check that t s p s−1 q t+s+2 (q − p) > t 1 if s = 0 and t ≥ 5, or if s = 1 and t ≥ 6.
The following part will also be used in proving k-uniform results. To make this reuse easier we introduce some names as follows.
Lemma 11. Let η > 0 be given. If I = i max , then one of the following holds.
(i) √ ab < (1 − βη 4 )f , where β ∈ (0, 1] depends only on t. (ii) a 1 + b 1 < ηf and √ ab < f .
Proof. We first show that there exists β = β(t) > 0 such that
By Claim 10, there is
that is, a f = 0, and a f ≤ (1 − β 2 )f b holds for any β 2 < 1. Thus, letting β = min{β 1 , β 2 } = β(t) > 0, we have (17) . Now suppose that a 0 + b 0 < 1 − η 4 2f . Then, using (17), we have
If I = i max , then one of (i) or (ii) of Proposition 1 holds by Lemma 11. (In this case we always have √ ab < f .) The same holds for the case J = i max . Consequently we may assume that I = J = i max . It follows from I = i max that D imax ∈ A, and hence the dual, d t (D imax ) = [n] \ {t + s, t + 2s} is not in B. Thus all walks B in B satisfy B → d t (D imax ), and B ⊂ F t s holds. Also,
In this situation, we clearly have √ ab ≤ f with equality holding iff A = B = F t s . Thus all we need to do is to show that one of (i) or (ii) of Proposition 1 holds. Let f a = ξ a f , f b = ξ b f , and let ξ = ξ a + ξ b . Then
Now let η be given. If ξ < η, then (ii) holds. If ξ ≥ η, then (i) holds by taking γ slightly smaller than 1/2. This completes the whole proof of Proposition 1.
Proof of Theorem 3. This follows from Proposition 1 if
with equality holding iff p = 1 t+1 .) If they are not shifted, then let A and B be shifted families we get from shifting A and B. By Lemma 2 (i) they have the same p-weights as A and B, and so by Proposition 1,
. Moreover if both equalities hold then either A = B = F t 0 , or p = 1 t+1 and A = B = F t 1 , and Lemma 2 (iv) gives us that either A = B ∼ = F t 0 , or p = 1 t+1 and A = B ∼ = F t 1 .
Proof of Theorem 4. This directly follows from Proposition 1 unless (ii) of Proposition 1 happens with s = 1. In this last case, we notice that g(p) := µ p (F t 1 )/µ p (F t 0 ) = (t+2)p(1−p)+p 2 is an increasing function of p on (0, 1 t+1 ], and g( 1 t+1 ) = 1. Thus we have µ p (A)µ p (B) ≤ µ p (F t 1 (n)) < g( 1 t+1 − )p t , which gives (i) of Theorem 4.
The Main Result about k-Uniform Families and Theorems 1 and 2
In this section, we prove Proposition 2 about k-uniform cross t-intersecting families, from which Theorems 1 and 2 will follow. The proof of this proposition is similar to that of Proposition 1. Fortunately, however, we are able to use the Kruskal-Katona Theorem (via Lemma 12) to bypass much of the work.
Proposition 2. For every t ≥ 14, δ > 0, and η ∈ (0, 1] there exists k 0 such that for all k > k 0 and n > (t + 1 + δ)k we have the following. If A and B are shifted cross t-intersecting families in [n] k , then one of the following holds.
where γ * ∈ (0, 1] depends on t and δ. (ii) |A F t s (n, k)| + |B F t s (n, k)| < η|F t s (n, k)|, where s = 0 or 1. If (ii) happens then |A||B| ≤ |F t s (n, k)| with equality holding iff A = B = F t s (n, k). We start with the following consequence of the Kruskal-Katona Theorem. Let ∇ j (A) be the j-th upper shadow of family A i , that is,
and let ∇A = k≤j≤n (∇ j (A)).
Lemma 12. For all t ≥ 14, > 0, and γ > 0, there exist k 0 and 0 < /2 such that for all k > k 0 and n with k/n ≤ 1 t+1 − the following is true.
Let t ≥ 14, > 0, and γ > 0 be given. We note that f (x) := x t is a uniformly continuous function of x on [0, 1 t+1 ]. Let p max = 1 t+1 − /2 and X = (0, p max − /2] = (0, 1 t+1 − ]. Now we are going to define k 0 . Choose 0 /2 so that
holds for all x ∈ X and all 0 < δ ≤ 0 . As the binomial distribution B(n, p) is concentrated around pn, we can choose n 1 so that
holds for all n > n 1 and all p ∈ Y := [ /2, p max ], where J = ((p− 0 )n, (p+ 0 )n)∩N.
A little computation shows that we can choose k 2 so that
holds for all k > k 2 and all n with k/n ∈ X. Finally set k 0 = max{n 1 p max , k 2 }.
for some k > k 0 and n such that k/n ∈ X. Set x := k/n. By (20) and (21) we have
where c a = |A|/ n k and c b = |B|/ n k . We show that |∇ j (A)| ≥ c a n j .
Choose a real z ≤ n so that c a n k = z n−k . Since |A| = c a n k = z n−k the Kruskal-Katona theorem implies that |∇ j (A)| ≥ z n−j . Thus it suffices to show that z n−j ≥ c a n j , or equivalently, z n−j z n−k ≥ c a n j c a n k .
Using j ≥ k this is equivalent to j · · · (k + 1) ≥ (z − n + j) · · · (z − n + k + 1), which follows from z ≤ n. This gives (23) .
Therefore we have (22) , (19) ) (18)).
This completes the proof of Lemma 12.
4.1.
Proof of Proposition 2. Let t ≥ 14, δ > 0 be given. (η ∈ (0, 1] will be given later.) For this t, Corollary 1 provides a γ > 0. Set = 1 t+1 − 1 t+1+δ . Then n > (t + 1 + δ)k is equivalent to k n < 1 t+1+δ = 1 t+1 − . For this t, , and γ 4 , Lemma 12 provides k 0 . Let k and n be chosen so that k ≥ k 0 and k n ≤ 1 t+1 − . Finally let A and B be shifted cross t-intersecting subfamilies of [n] k .
then we get (i) of Proposition 2 for any η ∈ (0, 1] by setting γ * = γ 4 . So we may assume that
Then by Lemma 12 we have µ p (∇A)µ p (∇B) > (1 − γ)p t for some p < 1 t+1 . Moreover ∇A and ∇B are shifted, inclusion maximal cross t-intersecting families. It therefore follows from Corollary 1 that (s, s ) = (0, 0) or (1, 1) . In terms of the original families A and B, this means that all walks in A and B hit a line y = x + t + 1 or (0, t + s) where s = 0 or 1. LetȦ be the set of walks in A that hit the line exactly once. Then we may assume thatȦ = ∅. (Otherwise ∇Ȧ = ∅ would imply (3), which contradicts µ p (∇A)µ p (∇B) > (1 − γ)p t .) From here, we replace the argument in Subsection 3.4 with a k-uniform version.
For A = {x 1 , x 2 , . . . , x k , . . .} with x 1 < x 2 < · · · , let first k (A) be the first k elements of A, that is, first k (A) := {x 1 , x 2 , . . . , x k }. Let s ∈ {0, 1} and let
For any A ∈Ȧ = ∅ it is easy to check that A → D 1 , and hence D 1 ∈ A. Similarly D 1 ∈ B. Let I := max{i : D i ∈ A} and J := max{j : D j ∈ B}.
Claim 13. If I = i kmax , then there is β = β(t) > 0 such that
Consider a walk W that hits (s, t + s) and satisfies W → D I+1 . Since D I +1 ∈ A we have W ∈ F t s (n, k)\A. Also W must hit Q 1 = (s, t−s) and Q 2 = (s+I +1, t+s). There are t s ways for W to go from (0, 0) to Q 1 , then the next 2s + I + 1 steps to Q 2 are unique. From Q 2 the walk must not hit y = x + (t − I ). The number of such walks is equal to the number of walks from Q 2 = (s + I , t + s) to (n − k, k) that hit y = x + (t − I ) only at Q 2 , which is n−t−2s−I k−t−s n−2k+t−I n−t−2s−I . This can be seen by applying (iv) of Lemma 1 with a = k − s − t and b = n − k + t − I . Thus the number of walks in F t s (n, k) \ A is at least the RHS of (25). Next we show (26). Since first k (d t (D I )) ∈ B, each walk in B hits at least one of (0, t + s), (s, t + s), and y = x + (t + I ). Since each walk that hits (0, t + s) or (s, t + s) is in F t s (n, k), each walk in B \ F t s (n, k) hits y = x + (t + I ). This yields (26). Now we consider a lower bound for |F t s (n, k) \ A| based on (25). We have
Thus we infer
Finally we consider an upper bound of |B \ F t s (n, k)| based on (26). We have
Therefore, it suffices to show that
By direct computation, we have ∂f ∂t > 0 for t ≥ 2. Further we have ∂f (8,i) ∂i > 0 for i ≥ 1, and f (8, 1) > 1.2. Hence, f (t, i) > t 1 for every t ≥ 8 and i ≥ 1.
Let f = |F t s (n, k)|, a = |A|, a 0 = |A ∩ F t s (n, k)|, a 1 = |A F t s (n, k)|, a f = |A \ F t s (n, k)|, and f a = |F t s (n, k) \ A|. Define b, b 0 , b 1 , b f , f b similarly. The proof of the next lemma is identical to that of Lemma 11 (use Claim 13 in place of Claim 10).
Lemma 14.
Let η > 0 be given. If I = i kmax , then one of the following holds.
Finally we finish the proof of Proposition 2. If I = i kmax , then one of (i) or (ii) of Proposition 2 holds by Lemma 14. (In this case we always have √ ab < f .) The same holds for the case J = i kmax .
Consequently we may assume that I = J = i kmax . Since I = i kmax we have 
Let η be given. If ξ < η, then (ii) holds. If ξ ≥ η, then (i) holds by taking γ * slightly smaller than 1/2. This completes the proof of Proposition 2.
Proof of Theorem 1. This follows from Proposition 1 if A and B are shifted. (Recall that if n > (t + 1)k then |F t 0 (n, k)| > |F t 1 (n, k)|.) If they are not shifted, then let A and B be shifted families we get from shifting A and B. Then the result holds for A and B . By Lemma 3 the same is true of A and B, yielding the theorem.
Proof of Theorem 2. This follows from Proposition 2 unless (ii) of Proposition 2 happens with s = 1. In this last case, we have |A||B| ≤ |F t 1 (n, k)| < g( 1 t+1+δ − ) n−t k−t , where the function g is defined in the proof of Theorem 4, and is a constant depending on k 0 = k 0 (t, δ), where → 0 as k 0 → ∞. This gives (i) of Theorem 2.
An Application to Integer Sequences
As an application of Theorem 3 we consider families of t-intersecting integer sequences, see e.g., [7] . Let n, m, t be positive integers with m ≥ 2 and n ≥ t. Then H ⊂ [m] n is considered to be a family of integer sequences (a 1 , . . . , a n ), 1 ≤ a i ≤ m. We say that H is t-intersecting if any two sequences intersect in at least t positions, more precisely, #{i : a i = b i } ≥ t holds for all (a 1 , . . . , a n ), (b 1 , . . . , b n ) ∈ H.
To relate a family of sequences with a family of subsets, let us define an obvious injection σ : [m] n → 2 [n] by σ((a 1 , . . . , a n )) = {i : a i = 1}. Then H t i (n) := {a ∈ [m] n : σ(a) ∈ F t i (n)} is a t-intersecting family of integer sequences of size |H t i (n)| = m n µ 1 m (F t i (n)). It is known from [2, 9, 3] that if r = t−1 m−2 , n ≥ t + 2r, and H ⊂ [m] n is a family of t-intersecting integer sequences, then |H| ≤ |H t r (n)|.
Observe that |H t 0 (n)| = m n−t . We extend (27) in the case of r = 0 to cross t-intersecting families of integer sequences. We say that A, B ⊂ [m] n are cross t-intersecting if #{i : a i = b i } ≥ t for all (a 1 , . . . , a n ) ∈ A and (b 1 , . . . , b n ) ∈ B. Two such families are called isomorphic, denoted A ∼ = B, if there are permutations f 1 , . . . , f n of [m] and a permutation g of [n] such that {(f 1 (a 1 ), . . . , f n (a n )) : (a 1 , . . . , a n ) ∈ A} = {(b g(1) , . . . , b g(n) ) : (b 1 , . . . , b n ) ∈ B}.
Using Theorem 3 we prove a conjecture posed in [22] as follows. (ii) If A and B are cross t-intersecting families, then S c j (A) and S c j (B) are cross t-intersecting families as well.
(iii) Starting from A and B we obtain shifted families of sequences by repeatedly shifting two families simultaneously finitely many times. (iv) Let m ≥ 3, and let be chosen so that max i |H t i (n)| = |H t (n)|. If A and B are cross t-intersecting families with S c j (A) = S c j (B) = H t (n), then A = B ∼ = H t (n).
(v) If A and B are shifted cross t-intersecting, then σ(A) and σ(B) are cross t-intersecting families of subsets in 2 [n] .
One can prove the above (i)-(iv) similarly as the proof of Lemmas 2 and 3. See [22] for the proof of (v). We mention that (ii) is due to Kleitman [15] , and (v) is observed by Frankl and Füredi [7] . 
Similarly |B| = m n µ 1 m (G), where G := σ(B). Since F and G are cross t-intersecting families it follows from Theorem 3 that
By (28) and (29) we have |A||B| ≤ (m n ) 2 µ 1 m (F)µ 1 m (G) ≤ (m n ) 2 (1/m) 2t = (m n−t ) 2 . Now suppose that |A||B| = (m n−t ) 2 . Then we need equality in (29). By Theorem 3 we have F = G ∼ = F t 0 (n), or m = t + 1 and F = G ∼ = F t 1 (n). We also need equality in (28). By the definition of F and G we have A 1 = B 2 ∼ = H t 0 (n), or m = t + 1 and A 1 = B 2 ∼ = H t 1 (n). By this together with Lemma 15 (v) we can conclude that A = B ∼ = H t 0 (n), or m = t + 1 and A = B ∼ = H t 1 (n). This completes the proof of Theorem 5.
