Abstract. The in uence of reorderings on the performance of factorized sparse approximate inverse preconditioners is considered. Some theoretical results on the e ect of orderings on the ll-in and decay behavior of the inverse factors of a sparse matrix are presented. It is shown experimentally that certain reorderings, like Minimum Degree and Nested Dissection, can be very bene cial both in the preconditioner construction phase and in terms of the rate of convergence of the preconditioned iteration.
by means of an incomplete biconjugation process, in which small elements are dropped to preserve sparsity. In order to describe the procedure, let a T i and c T i denote the ith row of A and A T , respectively (i.e., c i is the ith column of A). Also, let e i denote the ith unit basis vector. The basic A-biconjugation procedure can be written as follows. End do (6) if i = n go to (11) (7) For j = i + 1; : : :; n do (8) z ( Sparsity is preserved by dropping in the z-and w-vectors after the updates at step (8) . If A = A T then Z = W and the columns of Z are (approximately) A-conjugate. The incomplete procedure is well-de ned, i.e., no breakdown can occur, if A is an H-matrix.
In the general case, diagonal shifts may be necessary in order to prevent breakdowns. Then A ?1 is full, but the inverse triangular factors of A have the same block structure as the lower and upper block triangular parts of A. In particular, ll-in can occur only inside the nonzero blocks. If a similar structure is imposed on the diagonal blocks A 1 and A 2 , as is done in Nested Dissection, then it is clear that the inverse factors will retain a considerable degree of sparsity.
Let A be an unsymmetric n n matrix that has a factorization A = LU without pivoting. Let G(A) = (V (A); E(A)) be the directed graph of the matrix A, where V (A) = f1; : : :; ng is the vertex set and E(A) is the set of edges hi; ji with i; j such that a ij 6 = 0. Let x 2 V (A). The closure cl G(A) (x) of x in G(A) is the set of vertices of G(A) from which there are paths to x. The structure of a vector v is de ned as Struct(v) = fijv i 6 = 0g. In the following we will state results for the factor L ?1 . Similar results hold, of course, also for the factor U ?1 . These results were given in 17], 18]. The usual no cancellation assumption is made throughout. We denote by L ?1 ( ; i) the ith column of L ?1 .
Proposition 3.1. Struct(L ?1 ( ; i)) = cl G(L) (i). Let G (L) denote the transitive reduction of the directed acyclic graph (dag) G(L). This is a graph with a minimal number of edges which satis es the following condition: G (L) has a directed path from i to j if and only if G(L) has a directed path from i to j. Then the following result holds 18].
We mention two simple consequences of this relation.
, then all the entries below the main diagonal in L ?1 ( ; K) are nonzero.
Another way to phrase this structural characterization is by saying that the (i; j) element of W = L ?T is nonzero if and only if j is an ancestor of i in the elimination tree; see 6]. Incidentally, this characterization is considerably simpler than the one given in 3].
The construction of factorized approximate inverse preconditioners is naturally in uenced by the inverse ll (i.e., by the ll in L ?1 and U ?1 ). Orderings that cause relatively low inverse ll can be expected to result in more sparse approximate inverse factors and possibly in faster computation of the preconditioner. On the other hand, it is di cult to predict the impact that reorderings obtained using unweighted graph information only will have on the rate of convergence of the preconditioned iteration; see the next section for a discussion.
In any event, it makes sense to attempt to keep the ll-in in L ?1 small, i.e., to try to minimize, with respect to the ordering, the sum
The combinatorial optimization problem (3.1) has close links to that of nding orderings which minimize the height of the elimination tree, which is important in the context of parallel sparse elimination. As is well-known, the problem of nding orderings which result in elimination trees of minimum height for general graphs is NP-hard; see 32]. To illustrate the e ect of ordering on the inverse ll-in, consider a matrix (symmetric, for simplicity) before and after the Reverse Cuthill{McKee (RCM) reordering, which naturally tends to make the sum (3.1) rather large. Figure 1 .1 shows the patterns of the matrix and the inverse of its factor L. Figure 1 .2 shows the patterns of the matrix and the inverse of L after RCM reordering. The inverse factor is much more dense in the second case.
Hence, we can expect that reorderings aimed at reducing the envelope or the band will tend to make the inverses of the triangular factors rather dense. Therefore, the RCMlike orderings do not seem to be advantageous as reordering options before the factorized approximate inverse construction. Minimum Degree and Nested Dissection orderings are in principle more acceptable as reorderings for computing factorized matrix inverses. They provide more bushy elimination trees (or dags) resulting, typically, in less ll-in in the inverse factors. These orderings, and particularly Nested Dissection, can also be used to introduce parallelism in the computation of the AINV preconditioner.
One natural choice of an ordering which keeps the elimination tree reasonably short is Nested Dissection. It is known that for every graph there exists a Nested Dissection ordering with minimal separators which produces an elimination tree of minimum height; see 28]. However, nding a Nested Dissection ordering with minimal separators that produces an elimination tree of minimum height is also NP-hard. Next, we state a simple result for the 5- As an illustration, we report in Table 1 the number of nonzeros in L ?1 for a few orderings and k = 100. 4. Decay rates. In the previous section we showed that certain orderings result in inverse triangular factors which preserve a good deal of sparsity. These orderings are attractive from the point of view of computing a factorized sparse approximate inverse, because intuitively they can be expected to result in signi cant savings in the inverse factorization process, both in time and space. Furthermore, one might expect that it should be easier to nd a good sparse approximation to a sparse inverse factor than to a dense one. However, a weakness of these arguments is that the results in the previous section are purely structural, and give little insight into the quality of the approximate inverse factors, which depends on the numerical values of the entries. In other words, the structural results cannot tell the whole story, since they disregard the magnitude of the nonzeros and in particular their decay behavior, which is crucial in practice since in the most e ective algorithms, sparsity in the inverse factors is preserved by applying a drop strategy based on value rather than on position.
The decay behavior of the entries of the inverse of a sparse matrix has been investigated by several authors: see, for instance possible to increase the rate of decay away from the main diagonal in the inverse by rst applying a band-reducing permutation, such as (Reverse) Cuthill{McKee. Since symmetric permutations do not a ect the eigenvalues, the constant K is unchanged. Also notice that because (P T AP) ?1 = P T A ?1 P for any permutation matrix P, applying a bandreducing permutation merely amounts to a redistribution of the entries of the inverse. This redistribution tends to move the larger o -diagonal entries of A ?1 near the main diagonal, and the smaller ones away from it. Of course, because the result by Demko et al. merely provides an upper bound (and a rather loose one in many cases), this need not always be the case. However, if we want to compute a banded approximation to A ?1 , then it is clear that an ordering like RCM should be used, whereas orderings which result in a large bandwidth, like Minimum Degree or Nested Dissection, should be avoided. In contrast, if an adaptive strategy is used to compute a sparse approximate inverse in nonfactorized form, then the ordering is largely immaterial; see the numerical experiments in the following section. But what about factorized approximate inverses? The decay behavior of the entries in the inverse triangular factors of a sparse matrix does not seem to have been investigated before. Yet, it is easy to see that the entries in the inverse Cholesky factor of a banded SPD matrix also obey an exponentially decaying bound away from the main diagonal.
This simple result is formalized in the following theorem. Here A = LL T is the Cholesky factorization of A (with L lower triangular) and we let Z = (z ij ) = L ?T . Note that this matrix is equal to ZD ?1=2 where now Z and D are the output of the A-conjugation process on which the AINV algorithm is based. Also, the constants K and are de ned as in the statement of the result (4.2) by Demko et al. from which the result immediately follows.
2 Hence, the entries in Z are bounded in an exponentially decaying manner away from the main diagonal along rows. This result can be generalized to some extent to nonsymmetric problems using results from 10], 14], and 31]. For special classes of matrices something more precise can be said for the decay in the inverse factors: for instance, in the M-matrix case it is easily seen that the entries of Z decay faster than the corresponding entries of 8 Michele Benzi and Miroslav T uma A ?1 . This cannot be inferred from the bound (4.3), since 0 < < 1 implies 1? m 1? > 1 and therefore K 1 > K. We recall that an M-matrix A = (a ij ) is a matrix such that a ij 0 for i 6 = j and B = A ?1 0, i.e., b ij 0 for all i; j. Furthermore, b ij > 0 for all i; j if A is irreducible. Now, in the identity z ij = b ij l jj + j+m?1 X k=j+1 b ik l kj the second summand on the right-hand side is nonpositive (negative if A is irreducible), because the o -diagonal entries of L are. It follows that z ij b ij l jj , and if A is normalized so that max 1 i n fa ii g = 1, then z ij b ij , the inequality being strict provided that A is irreducible. Notice that this property does not require A to be banded (i.e., m can be arbitrary). If A is banded, then we can conclude that the entries in the inverse Cholesky factor satisfy an exponentially decaying upper bound that is at least as small as the one for the entries of A ?1 , and the actual decay rate is at least as fast as for A ?1 (faster if A is irreducible). We mention that re ned bounds for the entries of the inverses of M-matrices can be found in 14] and 31].
This result may provide (for the class of M-matrices) a justi cation of the observed fact 4], 5] that factorized approximate inverses often provide better approximations than nonfactorized forms: because the entries in the inverse factors decay more rapidly than the entries in A ?1 , it is easier to nd sparse approximations to the inverse factors than to A ?1 .
Concerning the normalization condition max 1 i n fa ii g = 1 used to derive our results, it is easy to see by examples that it is essential. In order to enforce such condition, it is clearly su cient to divide A by its largest diagonal entry. While the spectral condition number and the bandwidth (and therefore ) are una ected by this normalization, the constant K is altered. Indeed, K will be increased if the largest diagonal entry of A (prior to the normalization) is greater than 1. However, the qualitative behavior is the same. Some insight on the e ect of reorderings on the decay behavior of the entries of the inverse factors is given by the following argument, which is adapted from an observation by G. Meurant This means that an ordering which preserves sparsity in the inverse factors, like Nested Dissection, will also result in nonzero entries which are larger, on the average, than those corresponding to an ordering which results in a high amount of ll, like Reverse Cuthill{ McKee. With such an ordering, the use of a drop tolerance in an incomplete inverse factorization scheme (such as AINV) could in principle be problematic. Too small a drop tolerance could result in unacceptably high ll; limiting the number of nonzeros accepted in each column of the approximate inverse factor (in an ILUT-like fashion) could lead to the dropping of many large entries, resulting in a very poor approximation to the inverse. Increasing the drop tolerance may again lead to the dropping of too many large entries. In contrast, the quality of the preconditioner can be more easily tuned if the entries in the inverse factors decay smoothly away from the main diagonal, and a dual threshold approach becomes viable. Notice that this situation is not speci c to factorized approximate inverse preconditioners: exactly the same argument applies to standard ILU-type preconditioners. In particular, this helps explain the generally poor performance of Minimum Degree for ILU(0) and ILUT preconditioning (see 2], 13]). Hence, we face the following dilemma: graph-theoretical considerations suggest the use of orderings that will cause a small amount of inverse ll, like Nested Dissection or Minimum Degree, whereas a look at the decay rates suggests that we use band-reducing orderings (like RCM), which cause large amounts of inverse ll but hopefully result in faster decay. As we shall see in the next section, it turns out that RCM is generally not a good ordering for factorized approximate inverses, whereas Nested Dissection and Minimum Degree perform quite well, provided that the number of nonzeros in each column (or row) of the inverse factors is not subject to any a priori upper bound. It appears that for many problems, many of the nonzero entries in the inverse factors corresponding to inverse ll-reducing orderings remain small in absolute value, although they must be larger, on the average, than those corresponding to orderings leading to dense inverse factors.
We illustrate these points with some simple numerical examples computed using MAT-LAB. Consider the tridiagonal Note, however, that the growth is con ned to entries in the last column.
In the previous example A was strictly diagonally dominant and the actual inverse decay was fairly rapid. The next example shows that if A is not strictly diagonally dominant, the constant K could be so large and the constant be so close to 1 that there are actually no \small" entries in A ? 1 
Numerical experiments. In this section we present the results of numerical tests
performed on a variety of matrices, mostly arising from the discretization of partial di erential equations. We consider both symmetric and nonsymmetric problems. First we consider the following partial di erential equation in = (0; 1) (0; 1) ? " u + @e xy u @x + @e ?xy u @y = g (5.4) with Dirichlet boundary conditions. The problem is discretized using centered di erences for both the second order and rst order derivatives with grid size h = 1=33, leading to a block tridiagonal linear system of order n = 1024 with nz = 4992 nonzero coe cients.
The right-hand side is chosen so that the solution to the discrete system is the vector (1; 2; : : :; n). The parameter " > 0 controls the di culty of the problem|the smaller is ", the harder it is to solve the discrete problem by iterative methods (see also 2]). For our experiments, we generated ten linear systems of increasing di culty, corresponding to " ?1 = 100; 200; : : :; 1000. The coe cient matrix A becomes increasingly nonsymmetric and far from diagonally dominant as " gets smaller. Moreover, Green function arguments can be used to show that the rate of decay in the inverse of the coe cient matrix becomes slower with decreasing ".
In Table 2 we give the number of Bi-CGSTAB 35] iterations required to reduce the initial residual by at least four orders of magnitude when the preconditioner AINV with drop tolerance Tol = 0:2 is used. The initial guess is always the zero vector. In parenthesis, we give the number of nonzeros in the approximate inverse (in thousands). The di erent orderings considered are the lexicographic, or natural ordering (denoted no in the tables), Cuthill{McKee (cm), Reverse Cuthill{McKee (rcm), Multiple Minimum Degree 25] (mmd), Nested Dissection (nd), and Red-Black (rb). A y means that convergence was not attained within 500 iterations. Table 2 Number of Bi-CGSTAB iterations and ll-in for AINV(0.2) preconditioning. (14) 16 (14) 8 (9.6) 9 (9.7) 9 (11) 300 24 (14) 43 (18) 29 (18) 9 (12) 10 (12) 11 (14) 400 26 (17) 26 (22) 19 (23) 10 (14) 11 (14) 12 (17) 500 58 (19) 27 (27) 25 (28) 13 (16) 13 (16) 15 (19) 600 73 (22) 33 (31) 29 (32) 13 (17) 15 (17) 20 (21) 700 y (25) 62 (36) 63 (39) 15 (19) 21 (18) 25 (23) 800 y(52) y(43) y(47) 18 (20) 23 (20) 19 (26) 900 y(49) y(51) y(67) 22 (22) 22 (21) 24 (29) 1000 y(97) y(61) y (115) 21 (23) 30 (22) 25 (31) The best results are obtained with the Minimum Degree heuristic. Nested Dissection is a close second. The natural and Cuthill{McKee-type orderings do poorly, particularly for small ". The amount of inverse ll grows quickly and convergence is eventually lost. Hence, these orderings are not robust. The Red-Black ordering is much better, but not as good as Minimum Degree or Nested Dissection. It is interesting to compare these results with those obtained with ILU-type preconditioners 2], 13], for which the situation is the opposite of the present one.
It is also interesting to observe that the e ect of ordering is completely di erent for another factorized sparse approximate inverse technique, the FSAI preconditioner 23]. In this method, the sparsity pattern of the incomplete inverse factors must be speci ed a priori. The simplest choice is to impose the sparsity pattern of the corresponding triangular part of A (or ofÂ = P T AP if a permutation is applied). With this choice, the number of nonzeros in the approximate inverse factors is always the same as the number of nonzeros in the original matrix. The results of our tests, reported in Table 3 , are somewhat surprising: for this suite of matrices, Red-Black is the only robust ordering. A similar behavior was observed on other, more complicated problems: Red-Black or, more generally, multicoloring, seems to have a very bene cial e ect on the robustness and e ectiveness of FSAI. This is especially true for problems which are far from being diagonally dominant. We believe that this is due to the improved stability of the solution of the local systems required for the computation of FSAI. Table 3 Number of Bi-CGSTAB iterations for di erent orderings, FSAI preconditioner. In Tables 4 and 5 we present the results of a few experiments performed in order to check the commonly held view that nonfactorized approximate inverses are largely insensitive to ordering. To this end, we used the SPAI algorithm 20] and the MR algorithm 8] in order to compute sparse approximate inverses to be used as preconditioners for Bi-CGSTAB. We only give results for " ?1 = 100; 500; 1000. Due to the increasing di culty of the problems, the SPAI and MR parameters had to be adjusted so as to allow increasing amounts of ll in the approximate inverse in order to have convergence in a reasonable number of iterations.
However, for each value of ", the same parameters were used for all orderings.
Orderings for Factorized Inverse Preconditioners 13 Table 4 Number of Bi-CGSTAB iterations and ll-in for di erent orderings, SPAI preconditioner. Table 5 Number of Bi-CGSTAB iterations and ll-in for di erent orderings, MR preconditioner.
Ordering " ?1 no cm rcm mmd nd rb 100 18 (20) 17 (20) 17 (20) 16 (20) 16 (20) 18 (20) 500 49 (40) 57 (40) 43 (40) 57 (40) 57 (40) 59 (40) 1000 63 (56) 76 (56) 61 (56) 68 (56) 64 (56) 77 (56) >From these results it appears that the amount of ll in the approximate inverse is una ected by the ordering. The number of iterations, on the other hand, can uctuate, but not too much. Reorderings cannot do much harm, but they cannot improve performance either. While this is a sign of robustness, it also means that reorderings cannot be used to help solving problems for which SPAI or MR perform poorly. Notice that these two preconditioners, while roughly equivalent to one another, are not as e ective as AINV/Minimum Degree or FSAI/Red-Black on this set of problems.
The set of matrices used for these experiments is useful because the di culty of the problem can be easily adjusted by varying ". On the other hand, it is a somewhat contrived type of problem. Indeed, it is well-known that using second order, centered di erence approximations for both the second and rst partial derivatives in (5.4) can result in an unstable discretization. Alternative discretizations, such as those which use upwinding for the rst order terms, do not su er from this problem and give rise to matrices with very nice properties from the point of view of iterative solutions, such as diagonal dominance. However, such approximations are only rst order accurate and in many cases are unable to resolve ne features of the solution, such as boundary layers. A possible solution is to use centered di erences, but with a local mesh re nement over regions where the solution is expected to exhibit strong variations. To illustrate this, we take the following example from Elman 15] . the solution is smooth, and a uniform ne grid was superimposed to the regions containing the boundary layers, so as to produce a stable and accurate approximation; see 15] for details.
We performed experiments with P = 500 and P = 1000. These values are considerably larger than those used in 15]. The resulting matrices are of order 5041 and 7921, with 24921 and 39249 nonzeros, respectively. The convergence criterion used was a reduction of the initial residual norm by at least six orders of magnitude. For the preconditioner, we used the AINV preconditioner with drop tolerance Tol = 0:1. Table 6 Bi-CGSTAB iterations and ll-in for AINV(0.1) preconditioning, Elman's problems. It appears from these experiments that the Minimum Degree ordering is the most robust among those considered here, as well as the most e ective. These are rather challenging problems; see 2] for the performance of ILU preconditioners and di erent orderings on these two matrices. As with ILU, the ordering of grid points becomes increasingly important as convection becomes stronger. However, whereas for ILU preconditioning (with ll) the RCM-type orderings were found to be highly robust and e ective 2], such reorderings are unsuitable for AINV. With AINV, the best results are obtained with Minimum Degree, which is inferior to RCM when used with ILU when ll is allowed.
Some experiments were performed with a dual threshold variant of AINV, where the maximum number of nonzeros in each row (or column) of the inverse factors is restricted. Even with Minimum Degree and Nested Dissection, the results were very poor, due to the fact that with these orderings, most of the ll in the inverse factors occurs in the last rows (columns). Also, many of these ll-ins are rather large in magnitude (see the examples in section 4), and severely constraining the amount of ll in these rows (columns) results in highly inaccurate approximations to the inverse factors.
While convection-di usion problems are important, they are are a rather narrow class of problems. In the following we report on results obtained with twelve matrices arising in a variety of applications, also including timings. All these problems are part of Tim Davis's collection 9] except for FDM2, FALC2, FALC3, and 3DCD. Matrix FDM2 was provided by Carsten Ullrich and is a nite di erence discretization of a Kohn{Sham equation in two dimensions. The FALC problems were extracted from FALCON 34] , a parallel oil reservoir simulation code developed by Wayne Joubert at LANL in collaboration with the Amoco Production Company and Cray Research Inc. Matrix 3DCD is a 7-point nite di erence discretization of a di usion-dominated convection-di usion equation on the unit cube with Dirichlet boundary conditions. Some information concerning these problems is provided in Table 6 below. Here n is the problem size and nnz the number of nonzeros in the matrix. The rst four problems are symmetric positive de nite, and nnz corresponds to the number of nonzeros in the upper triangular part of the matrix. In Tables 8 and 9 we report the results of numerical tests performed with these twelve matrices and di erent orderings, performed on an SGI Origin cluster with R10000 processors. The results in Table 8 are relative to the SPD problems, for which conjugate gradient acceleration was used; in Table 9 we give the results for the nonsymmetric problems, where Bi-CGSTAB was the accelerator of choice. In all cases the stopping criterion was a reduction of the initial residual norm by at least eight orders of magnitude. The drop tolerance in AINV was set to 0:1 for all problems except for BCSSTK21, where we used 0:2, and for the FALC matrices where a drop tolerance equal to 0:01 was used. A \{" means no convergence. In the tables, gnd denotes a Generalized Nested Dissection ordering 24] and mcl a greedy multicoloring heuristic 33]. For each matrix we provide the number of nonzeros in the approximate inverse factors with the time to compute the preconditioner (above), and the number of iterations with the corresponding timing (below). Timings were measured by the dtime function. The codes were compiled by f77 with the -O3 option. Table 8 Test results, symmetric positive de nite problems.
Matrix
original mmd gnd rcm mcl 1138BUS Table 9 Test results, nonsymmetric problems. These results indicate that Minimum Degree is generally the best ordering, resulting in most cases in small inverse ll and good convergence rates. Generalized Nested Dissection is also good in general. The performance of RCM is not as poor as in the previous set of experiments, although this ordering often results in high amounts of inverse ll. Multicoloring is often better than the original ordering, and sometimes it outperforms all the other orderings, but on the average is not as good as Minimum Degree or Nested Dissection. As for the time to compute the preconditioner, it appears that ll-reducing orderings are not always e ective at reducing the set-up time. This could be due to cache e ects, considering that Minimum Degree and Nested Dissection are global orderings that do not preserve data locality, which is often present with the original ordering or with RCM. It should also be mentioned that a good correlation between inverse ll and timings for the construction of AINV was observed in 6], possibly due to the somewhat di erent implementation of AINV adopted in 6]. In any event, a reduction in the amount of ll in the approximate inverse factors is important, particularly for large problems. It is also worth mentioning that for symmetric problems preordered with Minimum Degree, a small but worthwhile reduction in the time for the set-up phase was achieved by applying equivalent postorderings to the computed inverse factors, using techniques described in 21], 26], 27]. In the interest of brevity, these results will be reported elsewhere.
Finally, we performed some experiments using the METIS graph-partitioning package 22]. Graph partitioning a ords a natural way to parallelize sparse matrix computations, and should be a valuable tool for parallelizing the AINV preconditioner, both in the set-up phase and in the iterative application of the approximate inverse. However, partitioning induces a reordering and we are interested in seeing the e ect on the convergence rate. Because of the similarity with Nested Dissection, we expect the performance to be satisfactory.
In Table 10 we show the results obtained for matrix FDM2 with the standard PMETIS executable code with default partitioning parameters. Here p denotes the number of subdomains, or graph partitions. In a parallel environment, p would be equal to the number of processors. It is interesting to see that the performance improves with the number of subdomains, both from the point of view of ll in the approximate inverse factor Z and from the point of view of convergence rate, at least up until p = 1024: Similar results were observed in other experiments, including convection-di usion problems. These results suggest that e cient parallel implementations of AINV are possible, without sacri cing the quality of the preconditioner.
6. Conclusions. We have presented theoretical results and numerical experiments aimed at assessing the e ect of di erent sparse matrix orderings on the performance of the factorized approximate inverse preconditioner AINV. These experiments appear to conrm the intuition that orderings which produce relatively sparse inverse factors, such as Minimum Degree and Nested Dissection, tend to perform better than orderings (like RCM) that result in matrices with a narrow pro le but dense inverse factors. This is especially true for di cult problems characterized by slow decay in the inverse. This marks a signi cant di erence between the behavior of factorized sparse approximate inverse preconditioners and that of ILU-type techniques. A good ordering for AINV results not only in reduced storage needs for computing the approximate inverse factorization, but also in better convergence rates for the preconditioned iteration. In several cases the preconditioned iteration failed with the original ordering, but succeeded with an appropriate reordering, usually Minimum Degree. This is probably due to the fact that with a good ordering, less entries in the inverse factors are discarded, resulting in a more accurate approximation to the exact inverse. An interesting problem, not considered here, is to look for reorderings which take into account the magnitude of the matrix entries and not just the sparsity structure. Some weighted graph heuristics have been proposed in 6], and the results for anisotropic problems reported in 6] are encouraging. However, more work is needed in this direction.
Preliminary results using graph partitioning suggest that parallelism can be achieved in the construction and application of the AINV preconditioner without compromising its e ectiveness at reducing the number of iterations. We are currently working towards a fully parallel implementation of AINV.
