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Re´sume´ : La ge´ne´ration automatique de connaissances s’assortit ge´ne´ralement
d’une mesure de confiance. Les syste`mes d’apprentissage e´valuent leurs perfor-
mances en fonction des standards et de leurs pertinences. Les outils de recherche
d’informations classent leurs re´sultats selon diverses strate´gies, en fonction du
contexte d’utilisation.
Cette ne´cessite´ e´mane autant des algorithmes, des mode`les que des faits eux-
meˆmes. Cependant, la majorite´ des degre´s de confiance affecte´s a` des informa-
tions le sont de manie`re globale.
Nous percevons la cotation comme la projection de diffe´rentes dimensions d’in-
certitude ou d’imperfections sur la donne´e elle-meˆme.
Pour eˆtre utile, la cotation doit eˆtre compre´hensible. Nous nous proposons donc
de focaliser notre attention sur la repre´sentation de la cotation. Pour la favoriser,
nous proposons de distinguer la cotation inde´termine´e de son e´valuation impos-
sible.
Mots-cle´s : Cotation d’information, incertitude, logique multivalente, e´valuation
impossible.
1 Introduction
Le traitement automatique de l’information se ge´ne´ralise avec l’acce`s ubiquitaire a`
des masses de donne´es. Pour pouvoir servir dans des situations de´licates comme l’aide
a` la de´cision ou la production de donne´es sensibles, les informations e´manant de ces
traitements doivent s’accompagner d’un coefficient refle´tant la confiance qui peut leur
eˆtre de´livre´e.
Cette confiance pourra, selon le cas de figure, inte´grer l’incertitude de l’informa-
tion (le fait de´crit est suˆr), sa qualite´ (comple´tude, pre´cision, ...), la cre´dibilite´ de son
mode de production ou tout autre combinaison de crite`res d’inte´reˆt. La projection de
l’e´valuation de ces crite`res sur l’information conside´re´e est ce que nous appelons la
cotation de l’information.
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Pour eˆtre utile, la cotation d’une information doit eˆtre interpre´table par son destina-
taire. Elle doit donc repre´senter des notions pertinentes et cohe´rentes. Nous allons voir
que la recherche sur la mesure de l’incertitude propose des outils lisibles de qualifica-
tion de faits.
Ce qui nous inte´resse particulie`rement ici est la distinction que nous faisons entre un
fait dont la cotation ne peut eˆtre calcule´e d’un autre dont la cotation n’est ni positive ni
ne´gative. Cette notion, initialement confuse dans le mode`le que nous employons, a fini
par disparaıˆtre. Nous proposons donc de la re´inte´grer, en la clarifiant.
2 Repre´sentation de la cotation
L’incertitude des informations produites et manipule´es par les syste`mes automatiques
est un sujet largement e´tudie´ par diverses communaute´s scientifiques. Les the´ories de
manipulation de l’incertitude proprement dite (Bouchon-Meunier, 2007), les me´thodes
statistiques (National Institute of Standards and Technology, 2003) et les travaux
e´tudiant la discipline plus spe´cifique de la qualite´ des donne´es et de l’information (Ba-
tini & Scannapieco, 2006) proposent nombre d’outils pour sa mode´lisation et sa mani-
pulation.
Parmi ces travaux, on retiendra plus particulie`rement ceux qui s’e´vertuent a` mettre
en avant la lisibilite´ de leurs qualificatifs. Zadeh (2002), par exemple, e´tend ses tra-
vaux sur les variables linguistiques (Zadeh, 1975a,b) et de´veloppe la possibilite´ de la
manipulation d’ope´rations sur des concepts et relations formule´s avec des mots et de
raisonnement en langage naturel.
Notre but e´tant moins de raisonner que de repre´senter la cotation, nous parlerons ici
plus particulie`rement des me´thodes symboliques, e´galement issues des logiques non-
classiques. Celles-ci permettent, en effet, d’exprimer l’incertitude lie´e a` une information
selon une e´chelle discre`te et lisible, associe´e a` des termes expressifs.
2.1 La logique multivalue´e pour exprimer la cotation
La manipulation de degre´s lisibles, par opposition a` des statistiques nume´riques, per-
met a` un utilisateur, novice ou non, d’assimiler rapidement le doute formule´, et d’agir
en conse´quence. Pour eˆtre efficace, ces degre´s doivent ne´anmoins re´pondre a` certaines
obligations, autant d’un point de vue the´orique que se´mantique. Parmi ces pre´requis, on
retiendra :
1. la comparabilite´ des degre´s
2. leur combinaison syste´matique et interpre´table
3. leur correspondance aux intuitions qu’ils pre´tendent repre´senter
La logique multivalue´e propose d’utiliser des degre´s de ve´rite´ d’un ensemble LM =
{τ0, . . . , τM−1} (ou` τ0 est interpre´te´ comme faux et τM−1 comme vrai), totalement
ordonne´ et assure donc le premier point. Ces degre´s de ve´rite´ sont associe´s a` des termes
(cf. tableau 1), favorisant ainsi la lisibilite´.
Le cadre formel de ces logiques offre des ope´rateurs de combinaison (Seridi & Akdag,
2001) permettant d’assurer la cohe´rence des re´sultats. Dans Revault d’Allonnes et al.
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Cre´dibilite´ Degre´
Totalement improbable τ0
Plutoˆt improbable τ1
Possible τ2
Plutoˆt probable τ3
Extreˆmement probable τ4
TAB. 1 – Un exemple de degre´s de ve´rite´ dans L5
(2007), nous avons propose´ un formalisme de combinaison de degre´s de ve´rite´ qui
inte´grait la fiabilite´ de la source et permettait de mode´liser diffe´rentes strate´gies de
l’utilisateur.
Notre propos ici est de pallier a` un des manques de la logique multivalue´e : la
diffe´rence entre l’inconnu et l’incertain.
2.2 Repre´senter l’inconnu : un degre´ incertain
Dans Besombes & Revault d’Allonnes (2008) nous proposions un proce´de´ de calcul
de la cotation. Bien qu’il ne s’y agisse pas de logique multivalue´e, ces travaux manipu-
laient des degre´s discrets, lisibles. Parmi eux en figurait un essentiel : « La confiance
ne peut eˆtre estime´e ».
Ce degre´ est capital dans l’expression de l’incertitude. Il te´moigne de la diffe´rence
entre une confiance moyenne, ni positive ni ne´gative, et l’impossibilite´ d’e´valuer un
crite`re. On voit, d’ailleurs, que nombre de the´ories de l’incertitude l’inte`grent. Il est
e´quivalent, en logique possibiliste, a` une possibilite´ totale et une ne´cessite´ nulle. De
meˆme, en the´orie des sous-ensembles flous, lorsque l’incertitude est totale la seule ap-
partenance certaine est a` l’ensemble de discernement (cf. fig. 1). Quand rien n’est connu
sur un e´ve´nement, toutes les alternatives sont e´quiprobables.
FIG. 1 – Incertitude totale sur une partition floue (en pointille´s)
Pourtant, la logique multivalue´e ne permet pas de repre´senter cet e´tat de fait. Chez Łukasiewicz
(1920) et Post (1921), le degre´ ajoute´ a` la logique classique cumulait ces roˆles. Du-
bois (2010) nous explique comment de`s l’origine cette confusion entre valeur de ve´rite´
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d’une proposition et interpre´tation e´piste´mique a parasite´ la the´orie. Par la suite, il nous
montre que toutes les logiques multivalue´es, continues ou discre`tes, paˆtissent de cette
confusion re´solue par la distinction entre ne´cessite´ et possibilite´.
Bien qu’a` notre avis la mode´lisation de l’incertitude en the´orie des sous-ensembles
flous reste pertinente, nous ne pouvons que constater que dans L3, la distinction entre
l’inconnu et l’incertain est te´nue. De meˆme, les extensions ulte´rieures de la logique
symbolique confondent ge´ne´ralement l’inconnu et l’inde´termine´. Nous proposons donc
un nouveau degre´ de ve´rite´, ‘tau inconnu’, note´ τ?. Comme nous le pre´sentions dans Be-
sombes & Revault d’Allonnes (2008), ce degre´ repre´sentant une connaissance nulle, il
est de nature diffe´rente des autres e´le´ments de L. Tau inconnu aura donc les proprie´te´s
suivantes :
1. ¬τ? = τ?
2. ∀τα ∈ LM , τ?  τα = τα
3. τ?  τα = τ? ⇔ τα = τ?1
De toute e´vidence, tau inconnu ne pre´serve pas l’ordre total de LM . Il est e´galement
important de noter que τ? est un e´le´ment neutre de tous les ope´rateurs. On de´montre
e´galement aise´ment que malgre´ son irre´gularite´, τ? pre´serve les principales proprie´te´s
des degre´s de ve´rite´, notamment celles de la logique classique :
1. Involution de la ne´gation : ¬¬τ? = τ?
2. Lois de de Morgan : ¬(τ? ∧ τα) = ¬τ? ∨ ¬τα et ¬(τ? ∨ τα) = ¬τ? ∧ ¬τα
Les seuls axiomes de l’alge`bre de Boole que τ? ne pre´serve pas sont :
1. Lois d’identite´ : τM ∧ τ? = τM et τ0 ∨ τ? = τ0
2. Lois d’inversion : ¬τ?  τ? = τ?1
3. Lois d’absorbtion : τ? ∨ (τ? ∧ τα) = τα et τ? ∧ (τ? ∨ τα) = τα
Si le degre´ de ve´rite´ que nous proposons ne ve´rifie pas toutes les proprie´te´s des autres
e´le´ments de LM , il n’en reste pas moins qu’il permet de repre´senter un aspect capital de
la cotation qui manquait cruellement a` la logique multivalue´e. Bien que la comparabilite´
des degre´s de ve´rite´ e´tait la premie`re des contraintes que nous voulions imposer a` notre
me´thode de repre´sentation de la cotation, nous pensons que le gain d’expressivite´ de
l’ajout de tau inconnu compense la perte.
En effet, tau inconnu n’a jamais besoin d’eˆtre compare´ a` un autre degre´. Si, a` l’issue
d’un processus de production d’une information, aucun des crite`res d’e´valuation de la
confiance n’a pu eˆtre e´tabli, il semble raisonnable que la cote finale ne soit pas une
confiance moyennement inde´termine´e. En revanche, de`s qu’une des e´tapes du proce´de´
permet de formuler une hypothe`se sur la cotation, les e´volutions successives resteront
de´termine´es.
De ce fait, si le score final est moyen, l’utilisation de la cotation pour ordonner les
informations reprendra tout son sens. A` l’inverse, une information cote´e en sortie de
syste`me τ? sera ne´cessairement marque´e comme information a` ve´rifier.
Afin de pre´server les proprie´te´s mathe´matiques de la logique symbolique, nous pro-
posons donc de repre´senter la cotation sur LM ∪ {τ?}.
1Ou`  repre´sente un ope´rateur quelconque sur les degre´s de ve´rite´s.
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3 Conclusion
Nous concevons la cotation comme un coefficient de confiance associe´ a` une informa-
tion. Ce coefficient te´moigne a` la fois de l’incertitude du fait de´crit par l’information,
de la fiabilite´ de la source et du processus l’ayant produite, de la qualite´ du mode`le
et d’autres facteurs e´ventuellement mesurables qualifiant l’information. Afin de favo-
riser l’exploitation de la cotation par les utilisateurs, nous souhaitons que ce score soit
exprime´ de manie`re interpre´table et justifiable.
Nous avons propose´ ailleurs un processus d’e´valuation de la cotation. Nous cherchons
maintenant a` la repre´senter efficacement. Pour ce faire, nous nous servons de l’attirail
offert par les logiques symboliques. Confronte´ a` une limitation de notre formalisme de
choix, nous proposons d’assouplir ses contraintes afin de repre´senter la nuance entre
l’impossibilite´ d’estimer la cotation et une valeur neutre. Nous ve´rifions dans quelle
mesure nos assouplissements remettent en question le formalisme et concluons que le
gain en expressivite´ pour la cotation est suffisamment important pour les justifier.
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