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AFFINE ALGEBRAIC GROUPS WITH PERIODIC
COMPONENTS
STANISLAV N. FEDOTOV
Abstract. A connected component of an affine algebraic group is called peri-
odic if all its elements have finite order. We give a characterization of periodic
components in terms of automorphisms with finite number of fixed points.
It is also discussed which connected groups have finite extensions with peri-
odic components. The results are applied to the study of the normalizer of a
maximal torus in a simple algebraic group.
1. Introduction
It is well known that every connected affine complex algebraic group of
positive dimension contains elements of infinite order. On the other hand,
for a non-connected group some of connected components may consist of
elements of finite order. Such components we call periodic. For example,
one of the connected components of the orthogonal group O2(C) consists
of reflections and therefore is periodic. This work is devoted to the study of
affine algebraic groups with periodic components.
Let G be an affine algebraic group over an algebraic closed field k of
characteristic zero and G0 = H be its connected component of unity. In
Section 2 we formulate equivalent conditions for a component gH of the
group G to be periodic in terms of automorphisms induced by the action of
the elements of gH on H by conjugation. Namely, a component gH is pe-
riodic if and only if the automorphism ϕg : H → H, h 7→ g−1hg has only
finitely many fixed points. Also we prove that for a periodic component gH
the action of H on gH by conjugation is transitive and, consequently, all
elements of gH have same orders. In Section 3 we investigate which con-
nected algebraic groups have finite extensions with periodic components
and show that all such groups are solvable. It turns out that solvability is
only a necessary condition: we give an example of a series of connected
solvable groups having no extensions with periodic components. Section 4
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is devoted to the study of torus extensions and, in particular, to estimates
of order of elements in periodic components of such extensions. Namely,
if there is an extension G = T ∪ gT ∪ . . . ∪ gm−1T of a torus T with a
periodic component gT , and ord(ϕg) = k, then ord(g) divides mk. using
the obtained results in Section 5 we investigate periodic components of the
normalizer of a maximal torus in simple groups and find the order of ele-
ments in these components. In particular, we give a formula for the number
of periodic components in the normalizer and show that the components
defined by the Coxeter elements of the Weyl group are periodic.
The author thanks I.V. Arzhantsev for the idea of the work and useful
discussions, D.A. Shmelkin for a preliminary version of Theorem 1 and
E.I. Khukhro for bringing the paper [7] to his attention.
2. Periodic components and automorphisms
The following theorem suggests several characterizations of periodic com-
ponents.
Theorem 1. Let G be an affine algebraic group and H = G0 be
its connected component of unity. For each g ∈ G define the automor-
phism ϕg : H −→ H ; h 7→ g
−1hg. Then the following conditions are
equivalent:
(1) the connected component gH is periodic;
(2) the subgroup of fixed points of the automorphism ϕg is finite;
(3) the action of H on gH by conjugation is transitive.
Proof. First of all note that Hϕg as a subgroup of fixed points of a
regular automorphism is an algebraic subgroup.
(1) ⇒ (2) Let the component gH consist of elements of finite order
with the group Hϕg being infinite. Then the latter has positive di-
mension and therefore contains an algebraic subgroup of dimension 1.
But such a subgroup may only be either a one-dimensional torus or an
additive group of the ground field [6, Th. 3.2.8] and therefore contains
an element of infinite order. Denote it by h0.
But h0g = gh0 and so ∀n ∈ N : (gh0)n = gnhn0 6= e, since g
n, as
an element of finite order, can not be inverse to hn0 . This yields a
contradiction.
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(2) ⇒ (3) Let |Hϕg | < ∞. The quotient group G/H is finite and,
consequently, ∃m ∈ N such, that gm ∈ H . But then gm ∈ Hϕg ,
implying that g has finite order.
Consider the morphism fg : H −→ gH, h 7→ hgh
−1 (it is well-defined,
because ∀h ∈ H : hgh−1 = gϕg(h)h
−1 ∈ gH).
Lemma 1. If the subgroup Hϕg is finite, then the fibers of the mor-
phism fg are finite.
Proof. Fix an arbitrary h0 ∈ H . Then ∀h ∈ H : hgh
−1 = h0gh
−1
0 ⇔
h−10 hgh
−1h0 = g ⇔ h
−1
0 h = gh
−1
0 hg
−1 ⇔ h−10 h ∈ H
ϕg , implying h ∈
h0H
ϕg . But the subgroup Hϕg is finite.

Denote by C(g) the image of the morphism fg. By the theorem on
the dimension of fibers of a morphism dimC(g) = dimH [9, Ch. I § 6.3].
But, as a connected component of an algebraic group, gH is irreducible,
and therefore C(g) is dense in gH . This yields that the component gH
contains dense subset, consisting of the elements conjugate to g and,
consequently, of the same order.
Let N be the order of the element g. Note that the subset M =
{x ∈ gH | (gh)N = e} is closed in gH in Zariski topology. On the other
hand, M contains the subset C(g) that is dense in gH , and therefore
M is equal to gH .
So ∀s ∈ gH the order of s is finite and, consequently, the image C(s)
of the morphism fs is dense in gH and is opened in gH as an orbit
of H : gH . But for different s ∈ gH the sets C(s) either are disjoint
or are equal, and as opened subsets, they must have common points.
This means that gH = C(s) ∀s ∈ gH .
(3) ⇒ (1) Consider the Jordan decomposition g = tu with t be-
ing semi-simple, u being unipotent and tu = ut. Then t, u ∈ G [6,
Th. 3.4.6] and G(u) ⊂ G where G(u) is the minimal algebraic sub-
groups containing u. But G(u) is unipotent and therefore connected
implying G(u) ⊂ H , so u ∈ H . Consequently, t = gu−1 ∈ gH and, as
all elements in gH are conjugate, g is also semi-simple.
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Assume that g has infinite order. Then the component gH contains
infinitely many elements that are its powers. Consider the faithful lin-
ear representation ρ : G −→ GL(V ) [6, Th. 3.1.8]. As g is semi-simple,
it and all its powers are represented by diagonal matrices in an appro-
priate basis of V . But those of them lying in ρ(gH) are conjugate
(by matrices of ρ(H)) and consequently may differ only by a permu-
tation of diagonal elements. So among the degrees of the matrix ρ(g)
that lye in ρ(gH) there are only finitely many different ones. But the
representation ρ is faithful, thus yielding the contradiction.

Corollary 1. If the component gH is periodic, then all its elements
have same orders.
Corollary 2. If the component gH is periodic, then H lyes in the
commutant [G,G] of the group G.
Proof. The condition gH = Hg = {hgh−1 | h ∈ H} implies H =
{hgh−1g−1 | h ∈ H} ⊆ [G,G].

So if the group G contains a periodic component, then computation of its
commutant can be reduced to computation of the commutant of the finite
group of its components.
Corollary 3. If the group G has a periodic component, then for
each its linear representation ρ : G −→ GL(V ) the image of ρ(G0) lyes
in SL(V ).
Now letH be a connected group and ϕ be its automorphism of orderm <
∞ with finitely many fixed points. Consider the semi-direct product H ⋋
〈a〉m defined by this automorphism, where 〈a〉m is a cyclic group of order
m with generator a. By Theorem 1 the coset {(h, a) | h ∈ H} is a periodic
component of the resulting group. Thus we get the following criterion:
a connected group has a finite extension with a periodic component if and
only if it has an automorphism of finite order with finitely many fixed points.
Let G be a finite extension of a connected groupH . Note that ∀g ∈ G the
automorphism ϕg has finite order in a quotient group Aut(H)/ Int(H). In
fact, in the previously described criterion we can replace the condition for
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an automorphism to have finite order by the condition to have finite order
modulo the group Int(H).
Proposition 1. Let H be a connected algebraic group, ϕ be its
automorphism, of order k <∞ modulo inner automorphisms of H and
such, that |Hϕ| <∞. Then the order of automorphism ϕ is finite.
Proof. We have ϕk ∈ IntH and, consequently, ∃x ∈ H such, that
ϕk(h) = xhx−1 ∀h ∈ H . For an arbitrary h ∈ H compute ϕk+1(h) in
two ways: on one hand
ϕk+1(h) = ϕk(ϕ(h)) = xϕ(h)x−1,
and on the other hand
ϕk+1(h) = ϕ(ϕk(h)) = ϕ(xhx−1) = ϕ(x)ϕ(h)(ϕ(x))−1.
But ϕ is an automorphism, therefore ϕ(H) = H and ∀h ∈ H we
have xϕ(h)x−1 = ϕ(x)ϕ(h)ϕ(x)−1, which means that x−1ϕ(x) lyes in
the center Z(H) of the group H . So we get x−1ϕ(x) = xx−1ϕ(x)x−1 =
ϕ(x)x−1. Consequently, ∀s ∈ N :
x−sϕ(xs) = x−s(ϕ(x))s = (x−1ϕ(x))s ∈ Z(G).
Consider the morphism f : H → H, h 7→ h−1ϕ(h).
Lemma 2. Fibers of the morphism f are finite.
Proof. Fix an element h0 ∈ H . Then ∀g ∈ H one has: h
−1
0 ϕ(h0) =
g−1ϕ(g)⇔ gh−10 = ϕ(g)ϕ(h
−1
0 ) = ϕ(gh
−1
0 )⇔ gh
−1
0 ∈ H
ϕ ⇔ g ∈ h0H
ϕ.
But the group Hϕ is finite. 
Consider morphisms fs : x
sZ(H)→ Z(H), h 7→ h−1ϕ(h), s = 1, 2, ....
As fs = f |xsZ(H) fibers of fs are finite and contain less than |H
ϕ|
points. On the other hand by the theorem on the dimension of fibers
of a morphism dim Im fs = dim x
sZ(H) = dimZ(H). Hence for all s
the set Im fs is a union of several connected components of the group
Z(H). Therefore, by the theorem on the image of a dominant morphism
Im fs contains an open in Zariski topology subset of this union. If the
number of different cosets xsZ(H) is sufficiently big, then we get the
contradiction with a limitation on the number of points in a fiber of
the morphism f . Namely, let d be a number of connected components
of Z(H), m be less than d · |Hϕ| and all xsZ(H), s = 1, 2, ..., m be
different. Then among the sets Im fs (s = 1, 2, ...m) some |H
ϕ| + 1
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have non-empty intersection. Let g0 be an element lying in |H
ϕ| + 1
of the sets. Then f−1(g0) ⊇ ∪
m
s=1f
−1
s (g0) and consequently |f
−1(g0)| >
m/d > |Hϕ|, which is a contradiction.
Hence among the cosets xsZ(H), s = 1, 2, ... only finitely many of
them are different and therefore ∃q : xq ∈ Z(H) (it was shown that
q 6 d · |Hϕ| where d is a number of connected components of Z(H)).
But then ϕkq = id.

3. Extensions with periodic components
Now we turn to the question, whether a given connected algebraic group
has extensions with periodic components.
Proposition 2. If a reductive algebraic group has a periodic com-
ponent, then its connected component of unity is a torus.
Proof. Let G be a reductive group and gG0 be its periodic component.
Since every connected reductive group G0 is an almost direct product
of a central torus T and a semi-simple subgroup S[6, Ch. 6]. But
S = [G0, G0] and consequently it is stable under the action of the
automorphism ϕg. Hence it is sufficient to prove the following lemma.
Lemma 3. The subgroup of fixed points of an automorphism of a
semi-simple group is infinite.
Proof. Let H be a connected semi-simple group and h = LieH be its
Lie algebra. Consider a map D : AutH −→ Aut h, f 7→ def . As
D(IntH) = Int h, it is evident that D defines correctly a mapping
from OutH = AutH/ IntH to Out h = Aut h/ Int h. For semi-simple
Lie algebras the following fact is well known.
Proposition 3. The group Int h is a connected component of unity
in Aut h; diverse connected components of the group Aut h are the sets
(Int h)τˆ for diverse τ ∈ AutΠ (Π is a positive roots system of algebra
h), where τˆ are defined in the following way:
τˆ (hα) = hτ−1(α), τˆ(eα) = eτ−1(α), τˆ(e−α) = e−τ−1(α) (α ∈ Π).
(Here hα, eα, e−α are the canonic generators of the algebra h; for more
information see [6, § 4, Ch. 4].)
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Hence for an appropriate choice of a maximal torus and a positive
system Π the automorphism deϕ acts as τˆ for a certain τ ∈ AutΠ. But
then consider λ =
∑
α∈Π
hα. By definition of τˆ it is evident that deϕ acts
identically on the line spanned by λ and therefore ϕ acts identically
on the corresponding one-dimensional subgroup. This implies |Hϕ| =
∞. 
This proves Proposition 2.

Theorem 2. If an affine algebraic group G has a periodic compo-
nent, then G0 is solvable.
Proof. Consider the Levi decomposition: G0 = L ⋌ U , where U is the
unipotent radical, and L is reductive (i.e. a Levi subgroup)[6, § 4,
Ch. 6]. Let gG0 be a periodic component. Then gLg−1 is also a Levi
subgroup and by Maltsev’s Theorem ∃h ∈ U : gLg−1 = hLh−1; hence
the automorphism ϕh−1g stabilizes the subgroup L. But as L is reduc-
tive, Proposition 2 implies that the restriction of the automorphism
ϕh−1g on L may have finitely many fixed points if and only if L is a
torus. This means that G0 = L⋌ U is solvable.

The automorphism of a Lie algebra is called regular provided it fixes no
point except the zero. Note that an automorphism of an algebraic group
having finitely many fixed points induces a regular automorphism of its
Lie algebra. After having proved Theorem 2 the author found the work [1]
where it is proved that a finite dimensional Lie algebra over the field of char-
acteristic zero possessing a regular automorphism of finite order is solvable.
It gives an alternative proof for Theorem 2. In [5] one can find some other
properties of Lie algebras with regular automorphism.
Example 1. Consider G = Un∪gUn∪. . .∪g
nUn where Un ⊂ GLn(k)
as the group of all uni-triangular matrices and g is a diagonal matrix
with eigenvalues 1, ξ, ξ2, . . . , ξn−1, where ξ is a primitive root of unity
of degree n. All elements of the connected components gUn are upper-
triangular matrices with different roots of unity on the diagonal, hence
they are semi-simple and have finite order.
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Now the problem arises that is if every unipotent group has extensions
with periodic components or, just the same, if every nilpotent Lie alge-
bra possesses a periodic regular automorphism. By improved Ado’s Theo-
rem [4, Ch. 1, §5.3] every finite dimensional nilpotent Lie algebra is iso-
morphic to a subalgebra of the algebra of all nilpotent triangular matrices of
a certain dimension n ∈ N. By the Campbell-Hausdorff Formula [8, Part 1,
Ch. IV, § 7,8] the image of this subalgebra under the exponential mapping is
a subgroup in Un and, furthermore, the exponential mapping establishes an
isomorphism of algebraic manifolds. So if there exists a nilpotent Lie alge-
bra g with only unipotent automorphisms, then the corresponding unipotent
group will have no extensions with periodic components. An example of
such an algebra can be found in [3].
The following proposition shows that if both torus T and unipotent group
U have extensions with periodic components, then their semidirect product
may have no such extensions.
Proposition 4. Among the algebraic groups of type k∗ ⋌ k only
k∗ × k has a finite extension with periodic components.
Proof. In case if the product is not direct it is sufficient to note that
a non-commutative two-dimensional Lie algebra has no regular auto-
morphisms of finite order.
For the group k∗×k there is an extension with periodic components.
It can be constructed as follows:
G =




t 0
0 t−1
0
0
1 s
0 1




∪




0 t−1
t 0
0
0
1 s
0 −1




, t ∈ k∗, s ∈ k.

One may suggest that only the groups of type T × U , where T is a torus
and U is a unipotent group, have automorphisms with finitely many fixed
points. But it is not true.
Example 2. Consider the groupH = T⋌U , where T ∼= (k∗)n−1, U ∼=
kn, and multiplication is defined as follows: (t, u)·(s, v) = (ts, ψ(s)(u)+
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v), where
ψ(s)(u) = (s−11 u1, . . . , s
−1
n−1un−1, s1 . . . sn−1un).
Fix a natural number k, that divides n, and define the mapping ϕ :
H → H as follows: ϕ((t, u)) = (β(t), α(u)), where β((t1, t2, . . . tn−1)) =
(t2, . . . , tn−1, t
−1
1 t
−1
2 . . . t
−1
n−1),
α(u) =


0 1
0 1
. . .
. . .
0 1
ξ 0

 u,
where ξ is a primitive root of unity of degree k. We should now prove
that ϕ is an automorphism:
ϕ((t, u)(s, v)) = ϕ((ts, ψ(s)(u) + v)) = (β(ts), α(ψ(s)(u)) + α(v));
ϕ((t, u))ϕ((s, v)) = (β(t), α(u))(β(s), α(v)) = (β(t)β(s), ψ(β(s))(α(u))+α(v)).
But it is easy to see, that ∀t ∈ T, u ∈ U :
α(ψ(t)(u)) =
=


0 1
0 1
. . .
. . .
0 1
ξ 0




t−11 0
t−12
. . .
t−1n−1
0 t1t2 . . . tn−1

 u =
=


t−12 0
. . .
t−1n−1
t1t2 . . . tn−1
0 t−11




0 1
0 1
. . .
. . .
0 1
ξ 0

 u =
= ψ(β(t))(α(u)),
so ϕ is an automorphism. Furthermore, ϕ has order nk and as many
as n fixed points ((η, . . . , η), 0), where η is a root of unity of degree n.
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We now construct the matrix realization of the groupH , that realizes
the automorphism ϕ:
H =


(
T K
0 E
) ∣∣∣∣∣∣∣
T = diag(t1, . . . , tn−1, tn), ti ∈ k∗
K = diag(t1a1, . . . , tn−1an−1, tnan), ai ∈ k
t1 . . . tn = 1


G = H ∪ g0H ∪ . . . ∪ g
n−1
0 H,
g0 =
(
Σ 0
0 ΣD
)
, Σ =


0 ξn−1
1 0
. . .
. . .
1 0
1 0

 , D = diag(ξ, 1, . . . , 1).
It is only left to calculate the order of elements in the periodic com-
ponent g0H . As we know, ∀g ∈ g0H : ord(g) = ord(g0) equals the
least common multiple of ord(Σ) and ord(ΣD), but since Σn = ξn−1E,
we have ord(Σ) = nk, and
(ΣD)n =


0 ξn−1
ξ 0
. . .
. . .
1 0
1 0


n
= ξnE = E,
so we receive that ord(g0) = nk.
4. Torus extensions
Let the connected component of unity of the group G be a torus T . In
this case the criterion of the existence of periodic components may be for-
mulated in a more convenient way. Note that the automorphism ϕg induces
the automorphism Aϕg of character lattice of torus T :
(Aϕg ◦ λ)(t) = λ(ϕg(t)).
Further, the character lattice of T is a free abelian group with generators
χs : T ∼= (k∗)m −→ k∗, (t1, . . . , tm) 7→ ts. Using the additive notation for
the group of characters we may associate the matrix Ag ∈ GLn(Z) with the
automorphism Aϕg .
Proposition 5. If G0 = T , then the component gT is periodic if
and only if the matrix Ag has no eigenvalue equal to 1.
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Proof. Let the component gT be periodic and gn = e. Then by Corol-
lary 1 ∀h ∈ T : (gh)n = e. But evidently (gh)n = gn · ϕn−1g (h) · . . . ·
ϕg(h) · h, and so ∀h ∈ T : ϕ
n−1
g (h) · . . . ·ϕg(h) ·h = e or in terms of the
matrix Ag :
An−1g + . . .+ Ag + E = 0.
Consequently the matrix Ag has no eigenvalue equal to 1.
Conversely, assume that g is an element of infinite order and that the
matrix Ag has no eigenvalue equal to 1. Since the number of connected
components of the group G is finite, we have that ∃k ∈ N : gk ∈ T and
hence ϕkg = id. Consequently, 0 = A
k
g−E = (Ag−E)(A
k−1
g + . . .+Ag+
E). But by our assumption the matrix Ag −E is non-singular, and so
Ak−1g + . . .+Ag +E = 0 yielding ∀h ∈ T : ϕ
k−1
g (h) · . . . · ϕg(h) · h = e.
But gk lyes in T and has infinite order and therefore ϕk−1g (g
k) · . . . ·
ϕg(g
k) · gk = gk
2
6= e which is a contradiction.

Remark 1. Let T be a torus, G = T ∪gT ∪ . . .∪gn−1T be its cyclic
extension with periodic component gT . By Theorem 1 in this case
gT = {tgt−1 |t ∈ T }, and hence (gT )n = {tgnt−1 |t ∈ T } is a conjugacy
class of the element gn ∈ T . But a torus is commutative yielding
(gT )n = {gn}.
However for general solvable groups it is not true. Return to Example
2. Since
gn0 =
(
ξn−1E 0
0 E
)
/∈ ZH(U),
we have (g0H)
n = {hgn0h
−1 |h ∈ H } % {gn0}. Hence Example 2 il-
lustrates the difference between finite extensions of tori and general
solvable groups.
The future examples will show that the eigenvalues of the matrix Ag do
not define the order of elements in the component gT . However, we may
give some estimates. For this we formulate a slightly more general propo-
sition.
Proposition 6. Let T be a torus, G = T ∪ gT ∪ . . . ∪ gm−1T be its
cyclic extension of order m and k be the order of the automorphism ϕg
where ϕg(t) = g
−1tg. Then there exists an element g0 ∈ gT such, that
gmk0 = e.
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Proof. Let Pg(t) = ϕ
m−1
g (t) · . . . · ϕ
2
g(t) · ϕg(t) · t; Qg(t) = ϕ
k−1
g (t) · . . . ·
ϕ2g(t) · ϕg(t) · t. Then ∀t ∈ T : (gt)
m = gm · Pg(t) (gt)
k = gm · Qg(t).
Since ϕg is a homomorphism and torus is commutative, Pg and Qg are
homomorphisms of torus T . Also ϕkg = id ⇒ Pg(t) = (Qg(t))
r, where
m = kr.
Lemma 4. The following equations are satisfied:
1. Qg(Qg(t)) = (Qg(t))
k;
2. Pg(Pg(t)) = (Pg(t))
m.
Proof. Using that ϕg is a homomorphism and ϕ
k
g = id:
Qg(Qg(t)) = Qg(ϕ
k−1
g (t) · . . . · ϕg(t) · t) =
=
k−1∏
i=0
ϕig(ϕ
k−1
g (t) · . . . ·ϕg(t) · t) =
k−1∏
i=0
ϕig(ϕ
k−1
g (t)) · . . . ·ϕ
i
g(ϕg(t)) ·ϕ
i
g(t) =
=
k−1∏
i=0
ϕk+i−1g (t) · . . . ·ϕ
i+(k−i+1)
g (t) ·ϕ
i+(k−i)
g (t) ·ϕ
i+(k−i−1)
g (t) · . . . ·ϕ
i
g(t) =
=
k−1∏
i=0
ϕi−1g (t) · . . . · ϕg(t) · t · ϕ
k−1
g (t) · . . . · ϕ
i+1
g (t) · ϕ
i
g(t) = (Qg(t))
k.
To prove the second statement note that
Pg(Pg(t)) = (Qg((Qg(t))
r))r = (Qg(Qg(t)))
r2 =
= ((Qg(t))
k)r
2
= ((Qg(t))
r)kr = (Pg(t))
m.

Corollary 4. The groups KerPg ∩ ImPg and KerQg ∩ ImQg are
finite.
Proof. If s ∈ ImPg, then ∃ t ∈ T : s = Pg(t). Further, s ∈ KerPg ⇒
e = Pg(s) = Pg(Pg(t)) = (Pg(t))
m = sm. But in a torus there are only
finitely many elements of order not greater then m. For Qg the proof
is just the same. 
We have T/KerPg ∼= ImPg and, consequently, dimKerPg+dim ImPg =
dimT. Consider now the homomorphism
γ : KerPg × ImPg −→ T, (t1, t2) 7→ t1 · t2.
Since Ker γ = {(t, t−1)} ⊂ KerPg × ImPg and is by Corollary 4 a
finite subgroup we have T = KerPg · ImPg.
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Lemma 5. ImQg = ImPg
Proof. If t ∈ ImPg, then ∃ s ∈ T : t = Pg(s). Therefore Qg(s
r) =
(Qg(s))
r = Pg(s) = t, i.e. t ∈ ImQg. Conversely, let t ∈ ImQg, i.e.
∃ s ∈ T : t = Qg(s). We should prove that ∃ s1 ∈ T : t = Pg(s1). But
the ground field is algebraically closed, therefore ∃s′ ∈ T : (s′)r = s,
implying Pg(s
′) = (Qg(s
′))r = Qg((s
′)r) = Qg(s) = t. This means that
t ∈ ImPg. 
Hence T/KerQg ∼= ImQg = ImPg, and repeating the previous spec-
ulations we get that T = KerQg · ImPg
Now note that the image of the mapping
α : T −→ T, t 7→ (gt)m = gm · Pg(t)
equals to the coset gm ImPg ⊂ T . But T = KerQg · ImPg, and conse-
quently any such coset contains an element of KerQg, i. e. ∃ t0 ∈ T
such, that (gt0)
m = gm ·Pg(t) = s ∈ KerQg. Without loss of generality
we may assume that gm ∈ KerQg.
Lemma 6. If gm ∈ KerQg, then g
mk = e
Proof. By the definition ∀l = 1, . . . , m − 1 : ϕlg(g
m) = g−lgmgl = gm.
But gm ∈ KerQg and therefore e = Qg(g
m) = ϕk−1g (g
m) · . . . · ϕg(g
m) ·
gm = (gm)k, yielding gmk = e 
Proposition 6 is proved. 
Corollary 5. If the component gT is periodic, then the order of
any its element divides mk, where m = ord(ϕg) and k is the order of
gT in G/T .
In Example 4 will be shown that there exists a torus T and its automor-
phism ϕ such, that any extensionG = T ∪gT ∪ . . .∪gm−1T , in which ∀t ∈
T : g−1tg = ϕ(t), satisfies the inequality ord(g′) < m ord(ϕ) ∀g′ ∈ gT .
But in many situations the estimate proves to be precise.
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Example 3. Consider G = T ∪ gT ∪ . . . ∪ grk−1T , where k and r
are natural numbers and T is as follows:
T =




t1
t2 0
. . .
tk−1
0 tk


∣∣∣∣∣∣∣∣∣∣∣
t1t2 . . . tk−1tk = 1


⊂ GLk(k),
g =


0 ξ
1 0 0
1
. . .
. . .
. . .
0 1 0


,
where ξ is a primitive root of unity of degree k. In this case
Ag =


0 −1
1 0 −1
. . .
. . .
...
1 0 −1
1 −1

 ∈ GLk−1(Z).
It is easy to see that the eigenvalues of the matrix Ag are the fol-
lowing: η, η2, . . . , ηk−1, where η is a primitive root of unity of degree k,
and therefore the connected component gT is periodic, and the order
of its elements are equal to k2r.
Let now the component gT of cyclic extensionG = T ∪gT ∪. . .∪gm−1T
be periodic. Since gm ∈ T ϕg , we have ord(gm) 6 max{ord(t) | t ∈ T ϕg}.
Using this consideration, one can get the following estimate on the order of
g.
Proposition 7. For the periodic component gT of cyclic extension
G = T ∪gT ∪ . . .∪gm−1T the inequality is satisfied: ord(g) 6 m|χg(1)|,
where χg(λ) is the characteristic polynomial of the matrix Ag.
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Proof. Let dimT = n. Note that fixed points of the automorphism ϕg
can be found from the following simultaneous equations:

ta111 t
a21
2 . . . t
an1
n = t1,
ta111 t
a22
2 . . . t
an2
n = t2,
. . .
ta1n1 t
a2n
2 . . . t
ann
n = tn,
where Ag = (aij). This means that

ta11−11 t
a21
2 . . . t
an1
n = 1,
ta121 t
a22−1
2 . . . t
an2
n = 1,
. . .
ta1n1 t
a2n
2 . . . t
ann−1
n = 1.
(1)
By multiplying one equation on another and changing their order we
will be performing the integer elementary transformations upon the
rows of the matrix B = (aij − δij). Such transformations on one hand
do not change the absolute value of its determinant and on the other
hand using them we shall make the matrix B upper-triangular. System
(1) will turn to 

t
a′
11
1 t
a′
12
2 t
a′
13
3 . . . t
a′
1n
n = 1,
t
a′
22
2 t
a′
23
3 . . . t
a′
2n
n = 1,
. . .
ta
′
nn
n = 1.
So we get that t
a′nn
n = 1, t
a′n−1,n−1
n−1 = t
−a′n−1,n
n , . . . , t
a′
11
1 = t
−a′
12
2 . . . t
−a′
1n
n .
Hence while solving the equations we shall at first extract a root of
degree |a′nn| from unity, then a root of degree |a
′
n−1,n−1| from a certain
root of unity of degree |a′nn| and so on, but we shall never get more
than a root of degree |a′11 . . . a
′
nn| of unity. The order of the fixed point
of the automorphism ϕg that we have found is equal to the lesser com-
mon multiply of ord(t1), . . . , ord(tn), but ord(ti) divides |a
′
ii . . . a
′
nn|, and
therefore their lesser common multiply divides |a′11 . . . a
′
nn| = | det(a
′
ij)| =
| det(B)| = | det(A− E)| = |χg(1)|. 
In some situations this estimate is stronger then the estimate of Corollary
5.
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Example 4. For any extension G = T ∪ gT ∪ . . . ∪ gm−1T with
χg(λ) =
λr+1
λ+1
, where r = dimT + 1, we have χg(1) = 1. This means
that ord(g) = m yielding G ∼= T ⋋ 〈g〉m.
5. The normalizer of a maximal torus of a simple group
In this section we study the normalizers of maximal torus of classical
simple groups as well as of the exceptional group G2 and partially of F4
and E8, finding their periodic components and the orders of elements in
these components.
First of all we recall a few general facts. Let T be a maximal torus of a
simply connected simple algebraic group G, NG(T ) be its normalizer in G,
W = NG(T )/T be its Weyl group, and {α1, . . . , αn} be a system of simple
roots. A product c = r1r1 . . . rn, where ri are the reflections associated with
simple roots, is called a Coxeter element of group W , and the order h of
c is called the Coxeter number of W . Note that all Coxeter elements are
conjugate in W , and that every element of the Weyl group conjugate to a
Coxeter element is also a Coxeter element for a certain system of simple
roots. In particular c is conjugate to c−1.
As it is shown in [7, Ch. 3.16], a Coxeter element has no eigenvalue
equal to 1. Hence its eigenvalues are as follows: ζm1, . . . , ζmn , where ζ
is a primitive root of unity of degree h and m1 6 m2 6 . . . 6 mn. The
numbers mi are called the exponents of G. The values of the exponents
for each simple group can be found, for example, in [6]. All that was said
above immediately proves the following proposition.
Proposition 8. The component gT of the normalizer NG(T ), cor-
responding to a Coxeter element of the Weyl group is periodic.
As it is shown in [2, Prop. 30], a Coxeter element commutes only with
its powers, so the number Nc of Coxeter elements in W equals to |W |/h.
However in many simple groups the normalizer of maximal torus has
periodic components corresponding neither to Coxeter elements nor to their
powers. Consider a natural action of the group W in the rational vector
space spanned by the lattice of characters of T . To find the number of all
periodic components, we use the following proposition, see [10].
Proposition 9. If gk is the number of elements of Weyl group W ,
whose dimension of the space of fixed points is equal to n − k, then∑n
k=0 gkz
k =
∏n
i=1 (1 +miz).
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By Theorem 1 the number of periodic components in NG(T ) equals to
gn = m1 . . .mn. The results are collected in the table:
SLn SO2n SO2n+1, Sp2n G2 F4
|W | n! 2n−1n! 2nn! 12 1152
gn (n− 1)! (2n− 3)!!(n− 1) (2n− 1)!! 5 385
Nc (n− 1)! 2
n−2(n− 2)!n 2n−1(n− 1)! 2 96
E6 E7 E8
|W | 27 · 34 · 5 210 · 34 · 5 · 7 214 · 35 · 52 · 7
gn 2
5 · 5 · 7 · 11 32 · 5 · 7 · 11 · 13 · 17 7 · 11 · 13 · 17 · 19 · 23 · 29
Nc 2
5 · 33 · 5 29 · 32 · 5 · 7 213 · 34 · 5 · 7
Now we find the order of elements in periodic components.
1. The group SLn.
It is easy to see that Coxeter elements in the Weyl group consisting of per-
mutations on n elements are precisely the cycles of length n. Their number
is equal to (n− 1)! and it is the number of periodic components in N(T ).
To calculate the order of elements in the component corresponding to a
cycle of length n, consider the monomial (0, 1,−1)-matrix A, that lyes in
it. Here
ord(A) =
{
n for odd n;
2n for even n.
2. The group SO2n.
Consider the following matrix representation: SO2n ∼= {g ∈ GL2n |
gTΩg = Ω}, where Ω is a monomial matrix with unities on the secondary
diagonal.
The normalizer of a maximal torus T is{
A = (ai,j) ∈ SL2n
∣∣∣∣∣ A is a monomial matrix;a2n−i+1,2n−j+1 = a−1i,j ai,j 6= 0
}
.
Consider a component gT of the normalizer. It defines a homomor-
phism ϕg : t 7→ gtg−1, and the latter has a corresponding matrix Ag of
the mapping induced in the character lattice. It is easy to see that it is
a monomial (0, 1,−1)-matrix. We call a monomial matrix A ∈ GLn(Z)
corresponding to a permutation τ ∈ Sn (we denote it by A = Aτ ), if
∀j = 1, . . . , n ∃αj ∈ k∗ : Aej = αjeτ(j). Then the matrix Ag corresponds
to a certain permutation σ ∈ Sn.
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Let σ = σ1 . . . σk be the decomposition in a product of independent cy-
cles (and of length 1 as well). Then A is conjugate to the matrix
A′ =


Sσ1
Sσ2
.
.
.
Sσk

 ,
where Sσj is a monomial matrix corresponding to σj . But if τ ∈ Sm is a
cycle of lengthm, then (−1)τ = (−1)m−1 and the characteristic polynomial
of Sτ is equal to
χSτ (λ) = λ
m + (−1)τ (−1)kP = λm − P,
where P is the product of non-zero elements of S. Hence the characteristic
polynomial of the matrix A equals to
χA = χSσ1 · . . . · χSσk = (λ
s1 − P1) . . . (λ
sk − Pk),
where sj is the order of σj and Pj is the product of non-zero elements of
Sσj .
It is clear now that the matrix A has no eigenvalue equal to 1 if and only
if all Pj 6= 1, and since non-zero elements of A may be only equal to ±1
(and ofA′ as well, because it has been made from A by permuting rows and
columns), we get that the matrix A has no eigenvalue equal to 1 if and only
if in each block Sσj of the matrix A′ the number of elements -1 is odd.
Finally, periodic components correspond to the following elements of
the Weyl group: (σ, θ), where σ ∈ Sn, θ = (ε1, . . . , εn) ∈ {±1}n, and if
σ = (i1,1, . . . , i1,s1) . . . (ik,1, . . . , ik,sk) is the decomposition in a product of
independent cycles (of length 1 as well), then
∀j = 1, . . . , k :
sj∏
q=1
εij,q = −1. (2)
(Note that the number of minus unities among the components of the vector
θ is even).
Now we calculate the order of elements in the corresponding component.
For that consider the monomial (0, 1)-matrix g lying in it. Direct calcula-
tions show that the order of g, and with it the order of every element of the
component equals to double least common multiple of s1, . . . , sk.
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3. The group SO2n+1.
The results are the same as in the paragraph 2. The only difference is that
the number of minus unities among the components of the vector θ need not
be even.
4. The group Sp2n.
Consider the following matrix representation: Sp2n ∼= {g ∈ GL2n |
gTΛg = Λ}, where
Λ =
(
0 I
−I 0
)
(here I is a monomial matrix with unities on the secondary diagonal).
The normalizer of maximal torus T is

A = (ai,j) ∈ GL2n
∣∣∣∣∣∣∣∣∣∣∣∣∣
A is a monomial matrix;
a2n−i+1,2n−j+1 = a
−1
i,j ,
if ai,j 6= 0 and i, j 6 n or i, j > n;
a2n−i+1,2n−j+1 = −a
−1
i,j ,
if ai,j 6= 0 and i 6 n < j or j 6 n < i


.
It is easy to see that the Weyl group here is the same as for SO2n+1, so
we can use the results of the paragraph 2. Periodic components correspond
to the following elements of the Weyl group: (σ, θ), where σ ∈ Sn, θ =
(ε1, . . . , εn) ∈ {±1}
n
, so that if σ = (i1,1, . . . , i1,s1) . . . (ik,1, . . . , ik,sk) is
the decomposition in a product of independent cycles (of length 1 as well),
then the equations (2) are satisfied.
Direct calculations show that the order of the monomial (0, 1,−1)-matrix
lying in gT equals to the least common multiple of s1, . . . , sk multiplied by
4.
5. The group G2.
The corresponding Weyl group consists of 12 elements: the identity, six
reflections and five rotations through angles multiple to pi
6
. The rotations are
the powers of Coxeter element c and have no eigenvalue equal to 1. Hence
periodic components correspond to the elements c, . . . , c5.
To find the orders of elements in these components consider the charac-
teristic polynomial χc(λ) of Ac. It is quadratic, its coefficients are integers
and the roots are equal to ζ and ζ5, where ζ is a primitive root of unity of
degree 6. One can easily understand that χc(λ) = λ2 − λ + 1. Proposition
7 yields then that for every element g of the component corresponding to
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c, the inequality ord(g) 6 6|χc(1)| = 6 is satisfied, implying ord(g) = 6.
The orders of elements in the components corresponding to c2, . . . , c5 are
equal to 3, 2, 3 and 6.
6. The group F4.
Here we find the order of elements in the components corresponding to
Coxeter element and its powers.
Note that the exponents of F4 are equal to 1, 5, 7 and 11 and hence are
coprime with the Coxeter number h = 12. Therefore all the degrees of
Coxeter elements correspond to periodic components.
Let the component gT correspond to Coxeter element c. By Corollary 5
we have ord(g) = ord(c)a = 12a, where a|12. But then ord(g6) = 2a, and
by Corollary 5 we get a|2. Considering ord(g4), we get a|3, which means
that a = 1. Finally the orders of elements in the components corresponding
to c, c2, c3, c4, c5, c6, are equal to 12, 6, 4, 3, 12, 2. It is easy to see that in the
normalizer of maximal torus of the group F4 there are periodic components
corresponding neither to Coxeter elements nor to their powers.
Note that similar speculations may be performed for Coxeter elements of
the group E8. But as for the elements of periodic components of the nor-
malizer of maximal torus of the groups E6 and E7, and of periodic compo-
nents of the normalizer of maximal torus of F4 and E8, not corresponding
to powers of Coxeter elements, calculation of their order requires further
investigation.
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