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Introduction
The problem of summability of Fourier series has a long history. It occurs primarily in connection with the examples of divergent Fourier series. Linear means of such series are an effective device of approximation of periodic functions. With an appropriate choice of a summing sequence they can be used to obtain the solution of the generalized Dirichlet problem in a circle or half-plane [1] . There are also other applications.
In this paper, using the semi-continuous summation methods, we build the class of means, convergent in metrics of certain functional spaces and almost everywhere. 
is the sequence of Fourier coefficients.
In general, the problem is formulated as follows: what conditions must be imposed on the elements of an infinite sequence { } 
a) at each point of continuity; b) uniformly in x for every continuous function; c) in the metric of weighted Lebesgue spaces (see definition below); g) almost everywhere.
There is a series of works that explore the behavior of (3) when the summing sequence (2) is defined by discrete values of parameter h, namely, can be written in form of a triangular matrix Thus, A. V. Efimov [2] , by improving of the results of Nikol'skii [3] and B. Nadgy [4] , has received the conditions on the matrix, providing the summability of Fourier series in the Lebesgue points of functions ) (Q L f ∈ and in metric of the space of continuous functions. L. I. Bausov [5] has strengthened the results of Karamata and Tomic [6] and A. V. Efimov for a case of rectangular summing matrices Λ.
Weighted estimates for the maximum function of Hardy-Littlewood
At the heart of our consideration will be weight estimates of the maximum operator
and the suggestions of summability of Fourier series will follow of them.
Here the weight function 0
where Ω is an arbitrary interval, and multiplier
We say that A p -condition of Muckenhoupt-Rozenblum [7, 8] is satisfied and apply the notation ,
In present work, as well as in [8] ,
everywhere), we exclude from consideration. It is possible to consider now, that everyone )
we have used here the Helder inequality for 1 > p and the agreement on
Exclude from consideration a trivial case of .
Let E be a set which is measurable by Lebesque. Introduce now the following measure of Е: 
is equivalent to the condition ,
In addition, the estimate of "weak type"
Here and below, C will represent a constant (though not necessarily one such constant), which may depend only on indicated indexes. 
Estimates of the operators generated by semi-continuous methods of summation
holds. Here
Proof. We assume that the sum on the right side (8) is finite (otherwise the theorem is trivial).
1. First of all, we note a number of relations that will be needed here and in the future:
Methods of proof of inequalities (9) -(12) are standard [2, 5] . We obtain the relation (9) . According to (7)
The relation (11) obviously follows from (13), equality (12) is obtained by applying to the sum recorded in right part, the Abel transform.
To prove (10), we obtain by Abel transform,
According to (13), the right-hand side of this relation does not exceed
which implies the estimate (10).
2. Consider the kernels of Dirichlet, Fejer ( [9] , vol. 1, pp. 86, 148) and Vale Poussin [2] , respectively:
It is easy to verify that for all ..., ,
3. Next, move on to the integral form (3), using the representation (1) of Fourier coefficients and Abel transform. We obtain
Using the equations (15), (16) and the Abel transform, we have from (17)
4. Next, set the following estimates for the integrals contained in the right-hand side of (7):
Note that (20) is of independent interest. We prove (20); the estimate (19) will then follow from equality ), 
on receipt these relations it was used obvious estimate of the form 
Using (9) for , 2m n = , 1 2 + = m n (12) and (13), we obtain from (24) the statement (8). The theorem is completely proved. Remark 1. In the case of 0 = m we obtain at all 0 > h and at almost all x from (8) and (10) - (11) ) , ; ,
The relation (25) holds since the sum (8) (8) we obtain a sum of B. Nagy [4] : 
, then the estimates
The result is an immediate consequence of (4), (8), (26) and the estimates of strong and weak type (5), (6), respectively. (7), (26) The family of norms of operators ), ( f U h acting from C to C, is uniformly bounded:
Summability in metric of the spaces С,
Further, according to (27), we have a uniform (at h > 0) boundedness of the family of norms of operators, acting from
In the case of 1 = р we restrict ourselves by calculations for 0 = m , because the calculations in general case are similar but more cumbersome. We get from (24) by a change of variables :
As is well known [8] , the condition
so that (32), (33) imply the estimate
Thus, according to (31) and (27), (34) the family of norms of operators 
for some integer 0 > m . In [5] for this case were found the necessary and sufficient conditions of -Λ summability of Fourier series in metric of the space С and in every point of Lebesgue. It is easy to verify that condition (35) is equivalent to the following:
so that the terms of the second sum in (35) for values of k, isolated on the selected m, behave like .
Concave and convex piecewise summation methods
The sequence (2) 
The sequence (2) is called a piecewise-convex if the second finite differences ) (
have a finite number of sign changes (the value k, at which the sign changes, occurs may depend on h).
Theorem 5.1. If the convex (concave) sequence (2) satisfies (7), and , (2) satisfies (7) and there is a constant Λ C such that for all ... , 2 ,
then (with appropriate values of p) the estimates (27), (28) hold.
If the condition (29) are carried also, the statements on the convergence a), b), c) of Theorem 4.1 are valid.
Proof, as above, will be based on the estimate ) (
. In turn, its obtaining is based on the relations (7), (13) and (26). The relation (13) holds for every convex sequence [9, vol. 1, p. 156] and, therefore, (13) remains valid for any piecewiseconvex sequence (it is clear that any piecewise-convex sequence (2) becomes a concave or convex for sufficiently large values k).
Now it is enough to verify the implementability of the condition (26); choose m = 0. Consider the case of piecewise-convex sequence .
where l and n are some natural numbers. Using the Abel transformation, we obtain
is equal to finite number of sums, each of which looks like (37); therefore, according to (36), the sum (37) is bounded above by some constant C λ .
In the case of a convex sequence, the sum (37) for 0
So, in the conditions of Theorems 5.1, 5.2, the estimate (26) for m=0 is satisfied, and this completes the proof.
Exponential summation methods
Consider now the semi-continuous summation methods, appropriate to the occasion , 1 ) ( 
Corollary 6.1. If a function, defined in (38), satisfies the condition
then the assertion of Theorem 5.1 are valid. Indeed, under the condition of (42), the relation (7) hold and, according to (40), the sequence (2) is convex.
Corollary 6.2. Let ) (x ϕ , defined in (38), satisfies (42),
for some constant ϕ С , and
, has a finite number of sign changes. Then the assertions of Theorem 5.1 are valid. Indeed, by (42) and (39), (43) the conditions (7) and (36) are implemented respectively. In this case, according to (40), the sequence (2) will be a piecewise convex.
Examples
7.1. Consider the following two cases of (38):
For each of the functions (44), as was shown in [11] , are applicable the conditions of the corollaries 6.1 and 6. According to (49), the condition (26) will be satisfied. Since the condition (7) is also satisfied, then for the corresponding means the assertions of Theorems 3.1 and 4.1 are valid.
