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Abstract
It is shown that if a potential q(x) ∈ L1[0,π ] in a Sturm–Liouville problem is prescribed over the subinterval [0,π/2] and if
the boundary conditions at the endpoints 0 and π are fixed, then a single spectrum except for one value suffices to determine
the potential q(x) uniquely on the entire interval [0,π ]. This answers affirmatively an open question of Gesztesy and Simon
[F. Gesztesy, B. Simon, Inverse spectral analysis with partial information on the potential, II. The case of discrete spectrum, Trans.
Amer. Math. Soc. 352 (2000) 2775].
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
On montre que si le potentiel q(x) ∈ L1[0,π ] dans un problème de Sturm–Liouville est donné sur le sous-intervalle [0,π/2]
et si les conditions limites aux extremites 0 et π sont fixeés, alors un spectre unique, à l’exception d’un point, suffit a déterminer
le potentiel q(x) de manière unique sur l’intervalle entier [0,π ]. Ceci répond positivement à une question ouverte de Gesztesy et
Simon [F. Gesztesy, B. Simon, Inverse spectral analysis with partial information on the potential, II. The case of discrete spectrum,
Trans. Amer. Math. Soc. 352 (2000) 2775].
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Introduction
In this paper we are concerned with the missing eigenvalue problem for an inverse Sturm–Liouville problem.
Consider the operator L defined by,
Lu = −u′′ + qu (1.1)
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u′(0) − h0u(0) = 0, (1.2)
u′(π) − h1u(π) = 0. (1.3)
Here h0, h1 ∈ R and q ∈ L1[0,π] is real-valued. It is well known that the operator L subject to (1.2) and (1.3)
is self-adjoint in the space L2[0,π] and has a discrete spectrum consisting of simple real eigenvalues {λj } for
j ∈ N0 := N ∪ {0}. In 1978, Hochstadt and Lieberman [6] proved the following remarkable result.
Theorem 1.1. Let {λj } be the spectrum of L subject to (1.2) and (1.3). Consider a second operator,
L˜u = −u′′ + q˜u, (1.4)
where q˜ ∈ L1[0,π] is real-valued and satisfies the condition,
q˜(x) = q(x) on [0,π/2]. (1.5)
Suppose that the spectrum of L˜ subject to (1.2) and (1.3) is also {λj }. Then q˜(x) = q(x) on [0,π] almost everywhere.
Later refinements of Theorem 1.1 in [3] and [7] showed that the boundary condition for L and L˜ at x = π need
not be assumed a priori to be the same, and that if q is continuous, then one only needs λn = λ˜m(n) for all values
of n but one, that is, one eigenvalue can be missing. This is however no longer true if the boundary condition at π
is different and q is discontinuous (namely, the assumption of q = q˜ on [0,π/2] and all the eigenvalues except for
one are insufficient to uniquely determine q on the entire interval [0,π]); see the counterexample of Gesztesy and
Simon [2].
Gesztesy and Simon [2, p. 2775] therefore raised an interesting open question: Can one replace information on the
missing eigenvalue by knowledge of the boundary condition h1?
The purpose of this note is to resolve this question. We will show that if the boundary condition at x = π is the
same, then the values of q on the entire interval [0,π] can uniquely be determined by the values of q in the half
interval [0,π/2] (i.e., (1.5)) and all the eigenvalues except for one. The technique which we use to obtain this result
is based on the method discussed in Hochstadt [5] and Hald [4].
2. Statement of result
We first state the result of this paper.
Theorem 2.1. Consider the operators L and L˜ with the same boundary conditions (1.2) and (1.3) with h0, h1 ∈ R.
Let σ(L) = {λj } and σ(L˜) = {λ˜j }. Assume for some integer m ∈ N0, λj = λ˜j for all j ∈ N0 \ {m}, and assume also
q(x) = q˜(x) for x ∈ [0,π/2] almost everywhere. Then q(x) = q˜(x) on [0,π] almost everywhere.
Before proving the theorem, we shall first mention three lemmas which will be needed subsequently. Consider the
initial-value problems,
−u′′ + qu = λu, (2.1)
with initial conditions:
u(0) = 1, u′(0) = h0, (2.2)
v(π) = 1, v′(π) = h1. (2.3)
Let u := u(x,λ) and v := v(x,λ) denote the solutions of (2.1)–(2.2) and (2.1)–(2.3), respectively. If λ = λj , then both
u(x,λj ) =: uj and v(x,λj ) =: vj are eigenfunctions, corresponding to the eigenvalue λj , of the operator L and there
holds the relation vj = kjuj , where kj = u−1j (π); hence kj is neither zero nor the infinity. Note that the eigenvalues
of L are the zeros of the transcendental function:
ω(λ) := −u′(π,λ) + h1u(π,λ). (2.4)
470 G. Wei, H.-K. Xu / J. Math. Pures Appl. 91 (2009) 468–475Furthermore, let u˜j and v˜j be the solutions of the equation,
−u′′ + q˜u = λju, (2.5)
with initial condition (2.2) and (2.3), respectively.
Lemma 2.2. If f is an absolutely continuous function and f ′ ∈ L2[0,π], then
f =
∞∑
j=0
v˜j
∫ x
0 ujf dt + u˜j
∫ π
x
vjf dt
ω′(λj )
. (2.6)
Proof. The proof is similar to the first part of the proof of [4, Theorem 1] and is therefore omitted. 
Lemma 2.3. Define the function y˜j by:
y˜j = v˜j − kj u˜j
ω′(λj )
with kj = ω
′(λj )∫ π
0 u
2
j dt
. (2.7)
If ∑∞j=0 |λj − λ˜j | < ∞, then
0 =
∞∑
j=0
y˜j (0), (2.8)
1
2
(q − q˜) =
∞∑
j=0
(y˜j uj )
′ a.e. (2.9)
Proof. Let the function f in (2.6) be the first eigenfunction u0 of the operator L. It then follows from (2.6) and (2.7)
that
u0 =
∞∑
j=0
kj u˜j
∫ π
0 uju0 dt
ω′(λj )
+
∞∑
j=0
y˜j
x∫
0
uju0 dt = u˜0 +
∞∑
j=0
y˜j
x∫
0
uju0 dt. (2.10)
We can now obtain (2.8) and (2.9) by differentiating Eq. (2.10) formally. To realize this, let fj = y˜j
∫ x
0 uju0 dt.
We find by differentiating fj twice and by using Green’s formula (see [1, p. 23]) that
f ′j = y˜′j
x∫
0
uju0 dt + y˜j (uju0), (2.11)
f ′′j = y˜′′j
x∫
0
uju0 dt + y˜′j (uju0) + (y˜j uju0)′
= (q˜ − λj )y˜j
x∫
0
uju0 dt + y˜′j (uju0) + (y˜j uju0)′
= (q˜ − λ0)y˜j
x∫
0
uju0 dt − y˜j uju′0 + y˜j u′j u0 + y˜′j uju0 + (y˜j uju0)′
= (q˜ − λ0)fj + 2(y˜j uj )′u0. (2.12)
By (2.10)–(2.12) we obtain:
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∞∑
j=0
f ′j , (2.13)
u′′0 − u˜′′0 = (q˜ − λ0)(u0 − u˜0) + 2
∞∑
j=0
(y˜j uj )
′u0. (2.14)
Thus (2.8) follows by setting x = 0 in (2.13) and (2.9) follows by using u′′0 = (q − λ0)u0 and u˜′′0 = (q˜ − λ0)u˜0 and
note that the eigenfunction u0 is positive in the whole interval.
To establish the validity of the above formal argument we however must show that the series under consideration
actually uniformly converge. Note that the solution u of Eq. (2.1) satisfies the Volterra integral equation (see [1, p. 4]).
u(x,λ) = cos(√λx) + h0√
λ
sin(
√
λx) + 1√
λ
x∫
0
sin
(√
λ(x − t))q(t)u(t, λ) dt. (2.15)
This shows that there exists a positive constant C1 such that
‖uj‖∞  C1, ‖u′j‖∞  C1
√
λj (2.16)
for all λj , where ‖u‖∞ = ess sup |u|. By this fact, if we can prove,
‖y˜j‖∞  C2 aj√
λj
, ‖y˜′j‖∞  C2aj , (2.17)
where {aj } ∈ l2 and C2 is a positive constant, then
∞∑
j=0
fj ,
∞∑
j=0
f ′j ,
∞∑
j=0
(y˜j uj )
′, (2.18)
are all uniformly convergent. Consequently, the above argument for differentiability of the above associated series
holds and the proof of the lemma will be complete.
Let w˜j and z˜j be the eigenfunctions of L˜, corresponding to the eigenvalue λ˜j ; that is, Eq. (2.5) with the boundary
conditions (1.2) and (1.3), which satisfy w˜(0, λ˜j ) = 1 = z˜(π, λ˜j ). Clearly, z˜j = k˜j w˜j with k˜j = w˜−1(π, λ˜j ). Let,
hj+ =
{
0 if λj − λ˜j = 0,
u˜j−w˜j
λj−λ˜j if λj − λ˜j 	= 0,
hj− =
{
0 if λj − λ˜j = 0,
v˜j−z˜j
λj−λ˜j if λj − λ˜j 	= 0.
In the case of λj − λ˜j 	= 0, it is easy to verify that hj+ and hj− satisfy the differential equations:{
h′′ + (λj − q˜)h = −w˜j ,
h(0) = 0 = h′(0),
{
h′′ + (λj − q˜)h = −z˜j ,
h(π) = 0 = h′(π), (2.19)
respectively. By virtue of [4, p. 268] we obtain that there exists a positive constant C3 such that for all λj ,√
λj‖h˜j±‖∞  C3, ‖h˜′j±‖∞  C3. (2.20)
Furthermore, by [1, p. 7] we have:
kj = (−1)j + bj√
λj
, k˜j = (−1)j + b˜j√
λj
with {bj }, {b˜j } ∈ l2.
This shows that |kj | C4 (constant) and |kj | 1/2 for sufficiently large λj .
By the above facts, we have:
‖v˜j − kj u˜j‖∞ =
∥∥(v˜j − z˜j ) − kj (u˜j − w˜j ) + w˜j (k˜j − kj )∥∥∞
 ‖v˜j − z˜j‖∞ + |kj‖|u˜j − w˜j‖∞ + ‖w˜j‖∞|k˜j − kj |
= |λj − λ˜j |
(|kj‖|h˜j+‖∞ + ‖h˜j_‖∞)+ ‖w˜j‖∞|k˜j − kj |
 C3(C4 + 1) |λj − λ˜j |√
λ
+ C1 |bj − b˜j |√
λ
, (2.21)j j
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 C3(C4 + 1)
∣∣λj − λ˜j ∣∣+ C1∣∣bj − b˜j ∣∣. (2.22)
From Eq. (2.15) we see that uj (x) = cos(
√
λjx) + θ(x) where |θ | > 2/5 provided
√
λj is larger than 6h0 and
6
∫ π
0 |q|dt . If we assume in addition that
√
λj > 1/π , then we find that
∫ π
0 u
2
j dt  π/100, and therefore |ω′(λj )| =
|kj |
∫ π
0 u
2
j dt  π/200 for sufficiently large λj . Let aj = C3(C4 + 1)|λj − λ˜j | + C1|bj − b˜j | and C2 = 200/π . Then
{aj } ∈ l2 and (2.17) follows. That is, we have proved the uniform convergence of the series (2.18) and the proof of
Lemma 2.3 is therefore complete. 
Remark. Lemma 2.3 is a generalization of a theorem due to Hald [4], who assumes that the potential q is symmetric.
It is noted that both y˜′j and u′j are absolutely continuous functions on [0,π]. Thus by the proof of Lemma 2.2 we see
that
∑∞
j=0(y˜j uj )′ converges uniformly to a continuous function. This implies that if
∑∞
j=0 |λj − λ˜j | converges then
q − q˜ is a continuous function on [0,π] almost everywhere, even though the potentials are only in L1[0,π].
Lemma 2.4. Let ηj (x) = u2(x,λj ) − 1/2 for j ∈ N0. Then the system of the functions {ηj (x)} is a Riesz basis for
L2[0,π/2].
Proof. From [1, p. 5] we see that u(x,λj ) = cos(jx) + ξj (x)/j for all j ∈ N, where |ξj (x)| c1 (positive constant).
This yields that ηj (x) = (1/2) cos(2jx) + ξ1j (x)/j with |ξ1j (x)| c1(2 + c1), and
∞∑
j=0
π/2∫
0
∣∣2ηj (x) − cos(2jx)∣∣2 dx < ∞. (2.23)
This shows that it is enough if we can prove that the system {ηj (x)} is complete in L2[0,π/2]. To see this, take an
f ∈ L2[0,π/2] such that
π/2∫
0
f (x)ηj (x) dx = 0. (2.24)
Consider the functions:
F(λ) =
π/2∫
0
f (x)
(
u2(x,λ) − 1
2
)
dx and H(λ) = F(λ)
ω(λ)
. (2.25)
Clearly, F(λ) vanishes wherever ω(λ) vanishes, and since ω necessarily has simple zeros (L has simple spectrum),
H(λ) is indeed an entire function. In addition, it is easy to verify (cf. [2]) that∣∣H(λ)∣∣ C1eC2|λ|1/2 , (2.26)
where C1 and C2 are positive constants. By (2.15) and [2, p. 2771] we have:∣∣u(x, iy)∣∣= 1
2
exIm(
√
i)|y|1/2(1 + o(1)),
∣∣ω(iy)∣∣= 1
2
|y|1/2eπ Im(
√
i)|y|1/2(1 + o(1)), (2.27)
as y (real) → ∞, where √i is the square root branch with Im(√i) 0. This implies,∣∣F(iy)∣∣ C3eπ Im(√i)|y|1/2 ,
where C3 is another constant, and
H(iy) = o(y) as y (real) → ∞. (2.28)
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hence F(λ) ≡ 0.
Furthermore, it can be shown (see [1, Theorem 1.3.2]) that there exists a kernel K(x, t), continuous on [0,π] ×
[0,π] such that the solution of (2.1) with the initial-value condition (2.2) can be expressed in the form:
u(x,λ) = cos(√λx) +
x∫
0
K(x, t) cos(
√
λt) dt. (2.29)
It follows that
u2 = cos2(√λx) +
x∫
0
2K(x, t) cos(
√
λt) cos(
√
λx)dt
+
x∫
0
K(x, t) cos(
√
λt) dt
x∫
0
K(x, s) cos(
√
λs) ds. (2.30)
By extending the range of K(x, t) evenly with respect to the second argument, we can rewrite (2.30) as
u2 = 1
2
[
1 + cos(2√λx) +
x∫
0
K1(x, τ ) cos(2
√
λτ)dτ
]
, (2.31)
where
K1(x, τ ) = 4K(x,x − 2τ) +
x∫
2τ−x
K(x, t)K(x, t − 2τ) dt +
x−2τ∫
−x
K(x, t)K(x, t + 2τ) dt. (2.32)
Substituting (2.31) into (2.25), we obtain, for all λ,
0 = F(λ)
= 1
2
π/2∫
0
f (x)
[
cos(2
√
λx) +
x∫
0
K1(x, τ ) cos(2
√
λτ)dτ
]
dx
= 1
2
π/2∫
0
cos(2
√
λx)
[
f (τ) +
π/2∫
τ
f (x)K1(x, τ ) dx
]
dτ. (2.33)
From the completeness of the functions cos(2
√
λx), we note that the integrand in (2.33) must vanish identically.
Hence we must have:
f (τ) +
π/2∫
τ
f (x)K1(x, τ ) dx = 0. (2.34)
Eq. (2.34) is a homogenous Volterra integral equation and has only the trivial solution. Thus we have f (x) = 0 a.e. on
[0,π/2]. By [8, p. 155] we obtain that the system {ηj (x)} is a Riesz basis for L2[0,π/2] and the proof is complete. 
We are now in a position to prove Theorem 2.1.
Proof of Theorem 2.1. We have, for some m ∈ N0, λj = λ˜j for all j ∈ N0\{m}. We do not assume a priori that λm
and λ˜m are the same.
474 G. Wei, H.-K. Xu / J. Math. Pures Appl. 91 (2009) 468–475Note that if j 	= m then u˜j and v˜j are the eigenfunctions, corresponding to the eigenvalue λj (= λ˜j ), of the
operator L˜. In this case, by (2.7) and (1.2)–(1.3) we find v˜j = k˜j u˜j with k˜j = u˜−1j (π), and
y˜j = v˜j − kj u˜j
ω′(λj )
=
⎧⎨
⎩
v˜j−kj u˜j
ω′(λj ) if j = m,
k˜j−kj
ω′(λj ) u˜j if j 	= m.
(2.35)
Let x ∈ [0,π/2]. Then u˜j = uj for all j ∈ N0\{m} since both uj and u˜j satisfy the same initial-value condition at
x = 0 and q = q˜ a.e. on [0,π/2]. Thus by (2.9) and (2.35) we have:
0 =
(
v˜m − kmu˜m
ω′(λm)
um
)′
+
∑
j∈N0\{m}
k˜j − kj
ω′(λj )
(
u2j
)′
= v˜
′
m(0)um(0) + v˜m(0)u′m(0) − km(u˜′m(0)um(0) + u˜m(0)u′m(0))
ω′(λm)
+
∑
j∈N0\{m}
2
(
uju
′
j
)
(0)
k˜j − kj
ω′(λj )
(letting x = 0)
= v˜
′
m(0) + h0v˜m(0) − 2kmh0
ω′(λm)
+ 2h0
∑
j∈N0\{m}
k˜j − kj
ω′(λj )
. (2.36)
By (2.8) and (2.35) we have:
0 =
∞∑
j=0
y˜j (0) = v˜m(0) − km
ω′(λm)
+
∑
j∈N0\{m}
k˜j − kj
ω′(λj )
. (2.37)
Substituting this into (2.36) we have:
v˜′m(0) − h0v˜m(0)
ω′(λm)
= 0.
This shows that λm is an eigenvalue of the operator L˜. If λm 	= λ˜m, then we may assume without loss of generality
that λ˜m < λm; thus λ˜m < λm < λm+1 = λ˜m+1, and
λ˜0 < λ˜1 < · · · < λ˜m < λm < λ˜m+1 · · · .
But this contradicts the asymptotic result (see [1, p. 5]) for the eigenvalues of the operator L˜. Hence λm = λ˜m and we
get λj = λ˜j for all j ∈ N0.
We now prove q = q˜ on [0,π]. Since q = q˜ on [0,π/2], u(x,λ) = u˜(x, λ) for all λ and x ∈ [0,π/2], by (2.9) and
(2.35), we see
∞∑
j=0
k˜j − kj
ω′(λj )
(
u2j
)′ = 0, ∞∑
j=0
k˜j − kj
ω′(λj )
= 0. (2.38)
Integrating the first term of (2.38) over the interval [0,π/2] yields:
0 =
∞∑
j=0
k˜j − kj
ω′(λj )
[
u2j (x) − u2j (0)
]
=
∞∑
j=0
k˜j − kj
ω′(λj )
[
u2j (x) −
1
2
]
− 1
2
∞∑
j=0
k˜j − kj
ω′(λj )
=
∞∑ k˜j − kj
ω′(λj )
ηj (x), (2.39)j=0
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basis for L2[0,π/2], and using [8, Chapter 1, Theorem 9] there exists a positive constant A such that
A
∞∑
j=0
∣∣∣∣ k˜j − kjω′(λj )
∣∣∣∣
2

∥∥∥∥∥
∞∑
j=0
k˜j − kj
ω′(λj )
ηj (x)
∥∥∥∥∥
2
2
= 0.
This implies that k˜j = kj for all j ∈ N0. By Lemma 2.2, we obtain q(x) = q˜(x) on [0,π] almost everywhere. 
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