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Abstract
We make a critical reappraisal of ‘unbounded-from-below’ (UFB) constraints in the
MSSM and R-parity violating models. We explain why the ‘traditional’ UFB bounds
are neither necessary nor sufficient and propose, instead, a sufficient condition which
ensures that there are no local minima along the flat directions. This conservative
(but meaningful) condition divides the parameter space into regions which are al-
lowed, regardless of cosmology, and regions in which cosmology is expected to play
a major role. We study both conditions at low tan β and obtain analytic approxi-
mations to the UFB bounds for all low tan β (< 15). Finally we show that R-parity
violation just below current experimental limits avoids UFB problems by lifting the
dangerous flat directions.
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1 Introduction
Metastability is an important issue for supersymmetric models because of the existence
of directions which are flat in the limit of unbroken supersymmetry. Supersymmetry
breaking can result in the physical vacuum being metastable; an uncomfortable situation
which some authors believe is grounds for a model to be rejected. Others argue that
a model which is metastable is fine, provided that the vacuum could not have decayed
within the lifetime of the universe (see Refs.[1]-[5] for examples of both). This particular
question is unlikely to be resolved until more is known about early cosmology. In the
meantime, it is important to ask whether metastability is actually the best criterion for
deciding if a flat direction is going to be troublesome for cosmology. In fact in this paper
we will argue that it is not. We shall also be considering a non-cosmological solution to
the problems posed by flat directions – R-parity violation.
To address these issues we shall re-examine F and D-flat directions in the Minimal
Supersymmetric Standard Model (MSSM) and in R-parity violating models. D-flat di-
rections can be driven negative by the soft supersymmetry breaking terms leading to
undesirable charge and colour breaking minima [1, 2, 3, 4]. When the direction is also F -
flat, particularly strong constraints on parameter space arise which go by the misnomer
of ‘Unbounded From Below’ (UFB) constraints [2, 3, 4]. Provided that all the super-
symmetry breaking mass-squared terms are positive at the high (we shall assume GUT)
scale, what actually happens is that a minimum forms radiatively at a scale of order
few×mW /hb. Imposing the condition that this minimum is not the global one results in
what we shall refer to as the ‘traditional’ UFB bound.
Following the original work on charge and colour breaking vacua [1, 2], such bounds
have been analysed directly using numerical runnings of the MSSM [3, 4]. Although it
gives good accuracy, this type of analysis is less than transparent. Instead, we will work
with analytic solutions to the one-loop RGEs in the approximation that the bottom and
tau contributions are negligible (valid for all low tan β). These solutions will enable us
to derive traditional UFB limits (on m0) for all low tan β (as a function of M1/2, tan β
and and A0). Thus by sacrificing some accuracy we gain a lot of flexibility and also
some insight into how the potentials along the flat directions behave as we change the
parameters. (We should stress that we are not aiming to improve on the accuracy of
previous calculations, indeed our estimates will be considerably worse, being accurate to
maybe 15% at best.) Analytic solutions also allow us to address, in more detail than is
usually possible, two questions:
• Are the traditional UFB bounds either necessary or sufficient?
• Can R-parity violating models avoid metastability in the UFB direction?
We will base our discussion on the Constrained MSSM (CMSSM) which contains the
usual R-parity invariant MSSM superpotential,
WMSSM = hUQH2U
c + hDQH1D
c + hELH1E
c + µH1H2, (1)
and a degenerate pattern of supersymmetry breaking with universal mass-squareds (m20),
trilinear couplings (A0) and gaugino masses (M1/2) at the GUT or Planck scale. The
2
notation is the same as in Ref.[6]. The extension to other patterns of symmetry breaking
is straightforward. In addition we will consider only the two most important constraints
on the CMSSM at low tan β which are those due to Komatsu [2] and Casas et al [4].
(A similar analysis could be carried out on the other directions.) The corresponding flat
directions we will refer to as directions ‘K’ and ‘C’ respectively.
Direction K is given by [2]
h02 = −a2µ/hDj
d˜Lj = d˜Rj = aµ/hDj
ν˜i = a
√
1 + a2µ/hDj (2)
for any pair of generations i, j, where a parameterises distance along the flat direction.
(This does not give the ‘fully optimised’ condition [3, 4], but the difference will not be
important here.) The potential along this direction is F and D-flat, and depends only on
the soft supersymmetry breaking terms;
V =
µ2
h2Dj
a2(a2(m22 +m
2
Li
) +m2Li +m
2
dj
+m2Qj). (3)
At large values of a, therefore, the potential appears to be unbounded unless m22+m
2
Li
>
0. Once radiative corrections are taken into account (and the very weak assumption
that m22 + m
2
Li
> 0 at the GUT scale made), one instead finds that certain choices
of soft supersymmetry breaking parameters cause the potential to develop a minimum
radiatively at some high scale which depends on the weak scale parameters such as µ. In
the CMSSM at the quasi-fixed point for example the resulting traditional UFB bound is
m0 >∼M1/2 [3, 4].
Direction C corresponds to,
h02 = −a2µ/hEj
e˜Lj = e˜Rj = aµ/hEj
ν˜i = a
√
1 + a2µ/hEj (4)
where i 6= j. The potential along this direction is
V =
µ2
h2Ej
a2(a2(m22 +m
2
Li
) +m2Li +m
2
Lj
+m2ej ). (5)
In both of these cases we work in the basis in which the relevant Yukawa coupling is
diagonal. The bound from direction C is comparable to that from K.
In the next section we address the cosmological aspects of these flat directions, and
argue that the answer to the first of our questions is no. That the UFB bounds are not
necessary is already well known; the decay rate into a UFB direction at finite temperature
is suppressed by a large, temperature-dependent, barrier in the effective potential [5]. To
show that it is not sufficient either, we need a more detailed understanding of the potential
which we obtain through our analytic approximations.
Replacing the traditional UFB bound with a necessary condition would require de-
tailed knowledge of early cosmology which is, unfortunately, lacking. We shall instead
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propose a truly sufficient condition which arises from requiring that there is only one
minimum in the zero-temperature effective potential and that it is at the origin. By ‘suf-
ficient’, we mean that we do not have to appeal to any cosmological model (even the so
called Standard one) to end up in the correct minimum.
In the third section we develop an analytic treatment of both the traditional and
sufficient bounds. We explain why they are numerically very close (and can in fact only
be resolved with two-loop or better accuracy).
In the fourth section we address the second of our questions. It arises because, as is the
case for nearly all F and D-flat directions, the K and C directions correspond to (analytic)
gauge-invariant polynomials which are absent from the superpotential [7]. Stated in this
way, it is clear that it is discrete symmetries that lead to UFB problems/metastability.
Of course some discrete symmetry is required to prevent baryons decaying. However, in
models which violate R-parity, the most dangerous directions can be lifted, although it is
not clear a priori whether it is possible to add all the required couplings without violating
experimental bounds. It turns out that the necessary couplings can be added and destroy
the dangerous minima if the R-parity violation is just below experimental bounds.
2 Vacuum decay into and out of flat directions
Before getting to grips with detailed calculations of the bounds, we will address the first
question above which concerned the relevance of the traditional UFB bound. To do this
we need to find the decay rates into and out of the dangerous K and C directions. In
this section we estimate the false vacuum decay rate into the radiatively induced minima
at finite temperature. We also consider what happens when the new minimum which
develops radiatively along the flat direction is not the global minimum. In this case
we find that the decay rate back to the global minimum at the origin is also greatly
suppressed. Hence we will conclude that whether the new minimum is global or local
(the criterion of the traditional UFB bound) is irrelevant. The only relevant bound we
can impose (apart from the need to avoid quantum tunneling into the charge and colour
breaking minimum which only excludes very low values of m0 [5]) is a sufficient one – that
there be no minima at all along the UFB directions except the physical one.
We first borrow some results from later sections to get some idea of the shape of the
potential along the F and D flat direction. Figure 1 shows
V˜ = V h2b/µ
2M21/2 (6)
in the K direction (with j = 3) in the CMSSM for the three values of m0 indicated. It is
plotted in the approximation that we can neglect the bottom and tau Yukawa couplings
and two-loop corrections in the running of parameters. (A full two-loop numerical running
produces something similar.) We have taken µ = 500GeV, mb(mt) = 2.5GeV and
α3(mt) = 0.108. The potential is taken at the quasi-fixed point so we don’t have to
worry about the value of A0 but is otherwise typical. As can be seen, a new minimum
forms radiatively when m0/M1/2 <∼ 1.07 and becomes global when m0/M1/2 <∼ 1.05. The
latter value corresponds to the traditional UFB bound (modulo the approximations we are
making here). The minimum in the flat direction (which we shall denote by φ) forms when
a ≡ amin = 8.5 so that φmin = few×106GeV. One fact which will prove extremely useful
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when deriving the bounds analytically later is that it is the first term in the potential
(i.e. m22+m
2
L) which dictates the form and position of the radiatively induced minimum.
The depth of the minimum is therefore ∼ m2Wφ2min = a4minµ2m2W/h2b .
Now consider the decay rate into the new minimum at finite temperature. In Ref.[5] it
was argued that the traditional UFB bounds are not necessary because the decay rate into
the UFB directions is generally far too small. The suppression occurs due to the presence
of a large, temperature (T) dependent barrier between the false vacuum (where we are
living if the UFB bound is violated) and the true charge and/or colour breaking one. This
barrier is generically present due to the flat direction, φ, giving masses to fields to which
it couples. For φ >∼T the contribution to the temperature dependent effective potential
from a field, i, is suppressed as e−mi(φ)/T (where mi is the mass it derives from coupling
to the flat direction) and the potential is the same as that at zero temperature with a
curvature of orderm2W coming from the soft supersymmetry breaking terms (c.f. Eqn.(3)).
For φ ∼ 0 the contribution to the effective potential is O(−T 4). The escape point of the
critical bubble is therefore of order φ ∼ T 2/mW . Since the barrier height is of order
T 4 the decay rate is suppressed by a factor e−S3/T where S3 ∼ T 4/m3W , which is huge
unless T < mW . At zero temperature the quantum tunneling rate is only large enough for
vacuum decay to have taken place within the lifetime of the universe for very low values
of m0 [5].
The estimates of Ref.[5] apply equally to the dangerous K and C directions we are
considering here. Actually we can make a much more accurate estimate of the action
for the finite temperature decay when mφ ≪ T ≪ φmin as follows. The one-loop finite
temperature contribution to the effective potential is
VT (φ) =
T 4
2π2
∑
i
±ni
∫ ∞
0
dq q2ln
[
1∓ exp
(
−
√
q2 +m2i (φ)/T
2
)]
, (7)
where the upper sign is for bosons, the lower one for fermions, and the ni are the cor-
responding degrees of freedom. The masses mi are field dependent parameters which
generally have a wide range of values and increase roughly linearly with distance along
the flat direction. The potential to calculate the decay rate is normalised to zero at the
origin,
∆VT (φ) = VT (φ)− VT (0). (8)
The integral has the well known limits when mi ≪ T and mi ≫ T ;
∆VT (φ) =
{
T 2
24
∑[
nB∆m
2
B +
nF
2
∆m2F
]
;
π2g¯∗T
4/90 ;
mi(φ)≪ T
mi(φ)≫ T (9)
where ∆m2 ≡ m2(φ)−m2(0) and
g¯∗ = nB + (7/8)nF (10)
counts the difference between the degrees of freedom of the heavy particles at that partic-
ular value of φ (i.e. those for which mi ≫ T ) and at φ = 0. Particles which are strongly
coupled to the flat direction cause a steep rise in the effective potential near the origin.
The contribution near φ = 0 can also be expressed as V (φ) = (m2T − m2φ)φ2/2 where
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m2φ ∼ m2W is the (negative) zero temperature mass-squared of the F and D-flat direction
and
m2T =
T 2
24
∑[
nBλ
2
B +
nF
2
λ2F
]
(11)
in which λB,F stands for the coupling of the field to the flat direction (∼ g3, g2 or ht in this
case). (We take the mass-squared to be constant (and always negative) for this estimate.)
The finite-temperature contribution to the effective potential of particles which couple to
the flat direction can therefore be approximated by
V (φ) =
κ2
2
φ2T 2Θ(κT − κ′φ) +
(
κ′2
2
T 4 +
m2φ
2
(
κ2
κ′2
T 2 − φ2
))
Θ(κ′φ− κT ), (12)
where we have defined
κ2 = (m2T −m2φ)/T 2
κ′2 = π2g¯∗/45. (13)
The first term is the φ≪ T limit, the second term is the φ≫ T limit, and the last term
is the zero temperature contribution which is still present when φ≫ T . (The second T 2
term is just to match at κ′φ = κT .) For the moment we are assuming that all the particles
couple to φ equally and one should bear in mind that in the MSSM there are of course
many different couplings. To get the decay rate we find the 3-dimensional euclidean action
for a (spherically symmetric) critical bubble, φ(ρ) where ρ is the radial coordinate. The
bubble is a solution of the equation [8]
∂2φ
∂ρ2
+
2
ρ
∂φ
∂ρ
=
∂V
∂φ
, (14)
with the boundary conditions
φ(∞) = 0
∂φ
∂ρ
∣∣∣∣∣
0
= 0. (15)
By matching φ and ∂φ/∂ρ at κ′φ = κT , we find the solution
φ(ρ) =


κT
κ′
ρˆ
ρ
sinρmφ
sin ρˆmφ
ρ < ρˆ
κT
κ′
ρˆ
ρ
e(ρˆ−ρ)κT ρ > ρˆ
(16)
where the radius of the bubble is given by
ρˆ =
1
m
(
π − tan−1(mφ/κT )
)
≈ π/mφ (17)
and the escape point by
φ(0) =
ρˆmφκT
κ′ sin(ρˆmφ)
≈ πκ
2
κ′
T 2
mφ
, (18)
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where the approximations are for κT ≫ mφ. The three dimensional euclidean action is
then given by
S3/T = 4π
∫
ρ2dρ

1
2
(
dφ
dρ
)2
+ V (φ)


=
2π4κ′2
3
T 3
m3φ
(
1− 1
π
tan−1(mφ/κT )
)3 (
1 +
κ4
κ′4
(
mφ
κT
)2)
≈ 2π
6g¯∗
135
T 3
m3φ
. (19)
This action is independent of the precise couplings to the flat direction because we assumed
that the temperature is high enough for it to be dominated by the very large escape point.
Hence the action is the same when there are many different couplings to the flat direction,
λi, provided that they are all either strong enough for particle i to freeze out well before
the escape point or weak enough for it to not contribute appreciably to the effective
potential. These two conditions can be written;
either λi ≫ mφ/T
or λi ≪ mφ/φmin. (20)
The criterion for the vacuum to have decayed within the lifetime of the universe is
(see for Ref. [5] for example)
S3/T <∼ 200. (21)
For T ≫ mφ the action is indeed much more than 200T and becomes larger for higher
temperatures, from which we conclude that the false vacuum is unlikely to have decayed
within the lifetime of the universe. At T ∼ mφ we would need to take into account all
the field directions in order to estimate the rate as well as the depth of the electroweak
symmetry breaking minimum which we were able to neglect above. However from the
above and Ref.[5] it seems unlikely that the false vacuum would decay within the lifetime
of the universe even in this case.
Now consider decay from the new minimum to the origin. This would be relevant if
either the new minimum were local (e.g. if 1.05M1/2 < m0 < 1.07M1/2 in figure 1) or if
it were global at zero temperature but lifted by finite temperature corrections (of order
T 4 where T ≪ φmin). The barrier height (in figure 1 for example) is governed by the first
term in the zero temperature potential, and is therefore of order a4minµ
2m2W/h
2
b , and its
width is of order φmin = a
2
minµ/hb. The critical bubble is determined by Eq.(14) in which
the RHS is of order (a2minµ/hb)m
2
W . We can obtain an estimate of the action by scaling
out the dependence on parameters using the dimensionless variables φ˜ = φhb/(a
2
minµ)
and ρ˜ = mWρ. At finite temperature a critical bubble has a three dimensional euclidean
action given by
S3 = 4π
a4minµ
2
h2bmW
f (22)
where f is the integral,
f =
∫ ∞
0
ρ˜2dρ˜

1
2
(
∂φ˜
∂ρ˜
)2
+ V
h2b
a4minµ
2m2W

 , (23)
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which we expect to be of order 1. The decay rate is therefore only significant for large
temperatures. Decay out of the false vacuum (for the potential of figure 1) within the
lifetime of the universe would require,
200T >∼ 4π
a4minµ
2
h2bmW
∼ 5× 1011GeV. (24)
Of course our approximation breaks down long before this temperature is reached since,
when T ≫ φmin ∼ 106GeV, the finite temperature contributions to the effective potential
(proportional to φ2T 2 for T ≫ φ) will in any case destabilise the local minimum. The
quantum tunneling rate is also suppressed; for significant tunneling within the lifetime
of the universe the O(4) symmetric ‘bounce’ solution [9] should have an action S4 <∼ 400.
We estimate
S4 = 2π
2a
2
minµ
2
h2bm
2
W
f ′ ≫ 400 (25)
where the integral
f =
∫ ∞
0
ρ˜3dρ˜

1
2
(
∂φ˜
∂ρ˜
)2
+ V
h2b
a4minµ
2m2W

 , (26)
which is again expected to be ∼ 1.
With these two pieces of information to hand, it is clear that the traditional UFB
bound is irrelevant; it can never be either necessary or sufficient. It is not necessary
because if the universe were trapped in a metastable minimum at the origin it would not
have decayed within its lifetime. It is not sufficient because had the universe been trapped
in a radiatively induced local minimum it would also not have been able to decay.
Finally, we can address one of the suggestions in Ref.[5] for driving the universe to a
metastable vacuum at the origin. Some sort of dynamical mechanism is probably required
if such a scenario is to avoid fine tuning. This mechanism could simply be a sufficiently
high temperature, TR, in the early universe. Each field, i, then contributes positive curva-
ture to the potential for λiφ < TR. (Other proposed mechanisms depend on the additional
soft supersymmetry breaking terms which can be generated during inflation [10].) How-
ever the destabilisation of the radiatively induced minimum can only be guaranteed if TR
is greater than the zero-temperature position of the radiatively induced minimum, φmin.
For the examples we are considering,
TR >∼ few × 106GeV. (27)
However when, as we are assuming, supersymmetry is communicated gravitationally there
is a bound on the reheat temperature coming from nucleosynthesis; if TR is too high,
nucleosynthesis is disrupted by the creation and subsequent late decay of gravitinos [11].
This translates into the bound,
TR <∼ 109GeV. (28)
Thus, when m0 is close to the traditional UFB bound, the reheat temperature has to fall
inside the window which is left. Moreover, this window closes when the traditional UFB
bound is more strongly violated. Figure 2, which we will derive shortly, shows the position
of extrema along direction K at the quasi-fixed point plotted against m20/M
2
1/2 (with the
same choice of parameters as in figure 1). To the right of the cross are only minima, to the
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left maxima. The cross corresponds to the point of inflexion in the m0 = 1.14M1/2 curve
of figure 1. As m20 decreases below the traditional UFB bound, the minimum deepens
and φmin grows rapidly. For low enough m
2
0, TR has to violate the bound in Eq.(28) if
it is to destabilise the radiatively induced minimum. (For the quasi-fixed point example
in figure 2, the window disappears when m0 <∼ 0.7M1/2.) If the reheat temperature is far
below φmin, then we have to ensure that the contribution to the effective potential from
the more weakly coupled fields (proportional to λ2iφ
2T 2 with λi ≪ 1) is enough to drive
φ to the origin, a complicated and model-dependent task.
To summarize, without a detailed knowledge of early cosmology, there is no well-
defined criterion for excluding regions of parameter space based on the existence of deep
minima along F and D-flat directions, apart from at very small values of m0 where
quantum tunneling can take place within the lifetime of the universe. In the following
sections therefore, as well as deriving the traditional UFB bound analytically, we shall
focus on a sufficient condition which is better defined, namely that there are no minima
other than the one at the origin. This condition ensures that the origin is reached from
any initial φ even at zero temperature. The areas of parameter space which satisfy this
condition are therefore allowed regardless of cosmology, and figure 1 suggests that, at
least for the UFB directions we are considering here, they may not be very different
from those allowed by the traditional UFB bound. At the quasi-fixed point for example,
figure 1 gives the traditional bound to be m0 >∼ 1.05M1/2 and the sufficient condition to
be m0 >∼ 1.07M1/2. Thus, in the one-loop approximation we are making (and possibly to
two-loop order as well), the traditional UFB bound is indistinguishable from the sufficient
condition.
3 Analytic derivation of ‘UFB’ bounds
In this section we develop an analytic treatment of both the traditional bound and suffi-
cient condition coming from the K and C directions in the CMSSM at low tanβ. These
are the two most restrictive constraints and were analysed numerically in Ref. [4]. We
first summarize the one-loop RGE solutions, and then use them to obtain the bounds.
We shall obtain the bounds two ways in an order which may at first seem a little odd;
we first present an accurate and straightforward but semi-graphical method, and then we
present an entirely analytic method that requires some approximations. The reason for
this ordering (it is after all more usual to first derive something approximately and then
do it accurately) is that the second method is far more powerful, allowing us to produce
bounds which are valid for all low tan β. It also gives us more insight into how the bounds
depend on the unknown parameters (such as µ) and why they are numerically so close to
each other. In fact we will conclude that (as anticipated in the previous section) two-loop
accuracy is required to resolve the traditional bound and the sufficient condition.
To be able to do an analytic treatment, we will need to express the mass-squared
parameters appearing in the potential as a function of scale (i.e. not as a numerical
integral). This is possible if we work to one-loop and in the approximation that we can
neglect couplings other than α2, α3 and ht in the running. We first give solutions for all
the parameters in terms of the three quantities which are strongly attracted to quasi-fixed
points in the minimal supersymmetric standard model (MSSM) (although other terms
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formally have quasi-fixed points too). The three parameters with quasi-fixed points are
R ≡ h2t/g23
At ≡ AU33
3M2 ≡ m2U33 +m2Q33 +m22. (29)
When ht is high at the GUT or Planck scale (higher than 1 say), these three parameters
are completely determined at the weak scale irrespective of the pattern of supersymmetry
breaking at the GUT scale;
RQFP = 0.87
AQFPt = −1.60M1/2
(M2)QFP = 1.83M21/2. (30)
Their values govern the running of the MSSM at low tan β [12]. (As pointed out in
Refs.[13, 6] and references therein, various constrained versions of the MSSM lead to
many more quasi-fixed points in addition to these three ubiquitous ones, and can lead to
enhanced predictivity and reduced FCNCs at low tan β.)
For completeness we present all the solutions for the flavour diagonal parameters here
and for the moment leave in the α1 dependence; defining
α˜i =
αi
αi|0
δ
(n)
i = α˜
n
i − 1
G =
R
R0
α˜
−43/9
3 α˜
−3
2 α˜
−5/99
1 (31)
where the 0-subscript indicates values at the GUT scale, these are
AUii −
1
2
At = M1/2
(
−8
9
δ
(1)
3 +
3
2
δ
(1)
2 +
13
99
δ
(1)
1
)
+ (AUii −
1
2
At)|0
Ab − 1
6
At = M1/2
(
−40
27
δ
(1)
3 +
5
2
δ
(1)
2 +
29
99
δ
(1)
1
)
+ (Ab − 1
6
At)|0
ADii = M1/2
(
−16
9
δ
(1)
3 + 3δ
(1)
2 +
7
99
δ
(1)
1
)
+ (ADii)|0
AEαα = M1/2
(
3δ
(1)
2 +
3
11
δ
(1)
1
)
+ (AEαα)|0
B − 1
2
At = M1/2
(
16
9
δ
(1)
3 +
3
2
δ
(1)
2 +
5
66
δ
(1)
1
)
+ (B − 1
2
At)|0
m2U33 −M2 = M21/2
(
8
27
δ
(2)
3 + δ
(2)
2 −
1
27
δ
(2)
1
)
+ (m2U33 −M2)|0
m2Q33 −
1
2
M2 = M21/2
(
16
27
δ
(2)
3 − δ(2)2 +
5
297
δ
(2)
1
)
+ (m2Q33 −
1
2
M2)|0
m22 −
3
2
M2 = M21/2
(
−8
9
δ
(2)
3 +
2
99
δ
(2)
1
)
+ (m22 −
3
2
M2)|0
m2Lαα = M
2
1/2
(
−3
2
δ
(2)
2 −
1
22
δ
(2)
1
)
+ (m2Lαα)|0
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m21 = M
2
1/2
(
−3
2
δ
(2)
2 −
1
22
δ
(2)
1
)
+ (m21)|0
m2Uii = M
2
1/2
(
8
9
δ
(2)
3 −
8
99
δ
(2)
1
)
+ (m2Uii)|0
m2Qii = M
2
1/2
(
8
9
δ
(2)
3 −
3
2
δ
(2)
2 −
1
198
δ
(2)
1
)
+ (m2Qii)|0
m2Dαα = M
2
1/2
(
8
9
δ
(2)
3 −
2
99
δ
(2)
1
)
+ (m2Dαα)|0
µ = µ|0G1/4 (32)
where i = 1, 2 and α = 1, 2, 3.
The solutions of the remaining three parameters R, At and M
2, can be expressed as
functions of
r ≡ 1/α˜3 = 1 + 6α0
4π
log
Λ
MGUT
, (33)
so that
α˜2 =
3
4− r ; α˜1 =
5
16− 11r . (34)
Taking α3(mt) = 0.108 means that 0.37 < r < 1 with r = 1 corresponding to the GUT
scale. We shall use r−1 and α˜3 intechangeably. If we define
Π(r) = α˜
16/9
3 α˜
−3
2 α˜
−13/99
1
Jˆ =
1
rΠ(r)
∫ 1
r
Π(r′)dr′ (35)
then, in terms of the GUT scale values (R0, A0, m
2
0) plus the functions
RQFP = 1/2Jˆ
ρ =
R
RQFP
ξ =
1− r
rJˆ
− 1 (36)
we find
1
R
=
1
RQFP
+
1
R0Πr
At = (1− ρ)A0 +M1/2
(
ρξ − (1− r)
(
16
9
α˜3 + α˜2 +
13
45
α˜1
))
M2 = (1− ρ)m20 −
1
3
ρK +
2
3
M21/2(1− r)γ (37)
where
K = (1− ρ)(ξM1/2 −A0)2 − ξ2M21/2 +M21/2(1− r)(ξ + 1)
(
16
9
α˜3 + α˜2 +
13
45
α˜1
)
γ =
16
9
α˜3(1 + α˜3(1− r)/2) + α˜2(1− α˜2(1− r)/6) + 13
45
α˜1(1− 11α˜1(1− r)/10).(38)
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There is only one integral to do, Jˆ , which we must now approximate by dropping the α1
terms
JˆrΠ ≈ −16479
1540
+
r−7/9
4620
(14080 + 36960r − 1680r2 + 77r3). (39)
This approximates the full integral to about 5% in the region of interest (i.e. where the
minimum develops).
To make contact with the usual parameterisation of the CMSSM we can express the
GUT scale parameter R0 as a function of of the weak scale parameter tan β for which we
need to insert the running top quark mass, mt(mt) = 167GeV, and use
R =
m2t
4πα3v2 sin
2 β
(40)
where v = 174.1GeV. Inserting the solution for R gives
R−10 = Πrt
4πα3v
2
m2t
(
sin2 β − sin2 βQFP
)
= 6.34
(
sin2 β − sin2 βQFP
)
. (41)
In this approximation (tan β)QFP = 1.89. However the value we infer for R0 is clearly
highly dependent on its exact value and hence is sensitive to two-loop corrections. In
this sense R0 is a more natural parameter to use than tanβ; the latter is equivalent to a
very peculiar weighting of the GUT scale parameter, so that mid-range values of tanβ all
correspond to roughly the same minimum value of R0. As a nod to convention, however,
we will present some of our results in terms of tan β.
Now let us use these expressions to examine the potential of Eq.(3) in more detail for
the case of the CMSSM in the j = 3 direction. We first use a semi-graphical method to
extract the traditional bound and sufficient condition.
The mass-squared parameters run with scale, and the appropriate scale, Λ, to evaluate
them at is where the finite one-loop contributions (which we are neglecting) to the effective
potential are small, Λ ∼ htφ (assuming that the minimum occurs for a ≫ 1 which we
shall verify in a moment). This should correspond roughly to the largest mass if we were
to diagonalise the mass matrices and evaluate the one-loop contribution completely. a
can then be expressed as a function of r,
a2(r) = b(r) exp(c(r − 1)) (42)
where
b(r) =
MGUThb
htµ
=
2.85× 1012
ht(r)/1.1
(
MGUT
2× 1016GeV
)(
mb(r)
2.5GeV
)(
200GeV
µ(r)
)
c = 4π/6α3|0 = 52.4 (43)
where the central values are those we shall adopt for the scale Λ = mt or r = rt. We can
solve for b(r) in the same manner as above, and find
b(r) = b|0
(
R
R0
)−2/3
α˜
14/27
3 α˜
−1/2
2 α˜
−7/594
1
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≈ b(rt)
(
R(r)
R(rt)
)−2/3 (
α3(r)α2(rt)
α3(rt)α2(r)
)1/2
(44)
Denoting the position of the radiative minimum by φmin, the traditional bound is
saturated by
V |φmin =
∂V
∂φ
∣∣∣∣∣
φmin
= 0 (45)
and the sufficient condition is given by
∂V
∂φ
∣∣∣∣∣
φmin
=
∂2V
∂φ2
∣∣∣∣∣
φmin
= 0, (46)
and so we can work with
V˜ = V h2b/µ
2M21/2 (47)
which depends only on b(r). (This means that for the sufficient condition we are neglecting
the running of ht which is relatively small in this region.) The potential becomes
V˜ (r,m0) =
a2(r)
M21/2
[
a2(r)(
3
2
M2 +
1
2
m20 −M21/2(
8
9
δ
(2)
3 +
3
2
δ
(2)
2 +
5
198
δ
(2)
1 ))
+
1
2
M2 +
5
2
m20 +M
2
1/2(
40
27
δ
(2)
3 −
5
2
δ
(2)
2 −
29
594
δ
(2)
1 )
]
(48)
Figure 1 shows V˜ for m0 = 1.03M1/2, 1.05M1/2, and 1.07M1/2, for the central values
of parameters we used in Eqn.(43) and for the quasi-fixed point where R−10 = 0 and
where there is no dependence on A0 in the mass-squareds. The minima of V are at
φmin = few×106GeV. At the quasi-fixed point the traditional bound is saturated with a
minimum corresponding to amin = a(0.5427) = 8.5, justifying our assumption of a
2 ≫ 1
in direction K.
As can be seen, for these values of m0 the minimum is being rapidly lifted, with
m0 = 1.05M1/2 saturating the traditional UFB bound. From this figure we have already
anticipated one of our main conclusions; radiatively induced minima along UFB directions
are lifted very quickly by changes in the parameters (m0 in this case). This happens
because the negative a(r)4 term in the potential balances the positive a(r)2 one when the
traditional UFB bound is saturated, so that the height of the minimum is varying rapidly.
Ideally one would like to be able to locate the extrema for a given m0, R0 and A0,
see for what value of m0 there exists a minimum away from the origin, and hence derive
the traditional UFB bound. To make the problem tractable analytically we can use
the fact that there is a one-to-two correspondence between m0 and the location of the
extrema, r = rmin. Consider again the K direction, with a minimum at φmin = a
2
minµ
2/h2b
corresponding to
rmin = 1 +
6α(MGUT )
4π
log
(
a2min
b
)
, (49)
and denote the value of m0 corresponding to an extremum at r = rmin by m0(rmin).
Solving for m20(rmin) is relatively simple since V (r,m0) depends only linearly upon it;
m20(rmin) =
M21/2
d(a2 + 52)
[
−(a2 + 1
3
)R(rmin)r
−1
min(3M
2 + A2t )− d(a2 +
1
6
)M2
13
+
32
9
α˜33 + 2(a
2 + 1)α˜32 +
(
2
5
a2 +
14
15
)
α˜31
+d
(
16
9
a2 − 40
27
)
δ
(2)
3 + d
(
3a2 +
5
2
)
δ
(2)
2 + d
(
5
99
a2 +
29
594
)
δ
(2)
1
]
(50)
where d(r) encompasses the running of a2;
d(r) =
1
a2
da2
dr
=
d log b
dr
+ c
=
1
2
α˜2 +
1
6
α˜1 − 4
3r
R + c. (51)
Eq.(50) is implicit in that, away from the fixed point, M2 itself depends upon m20. How-
ever, since the dependence is (by dimensions) also linear the full (but unwieldy) expression
can easily be obtained from the above.
For a given value of A0 and R0 (or equivalently A0 and tan β) we can now find the
sufficient condition from Eq.(50). First consider the quasi-fixed point. Figure 2 shows
m20(rmin)/M
2
1/2 plotted against rmin. Values of rmin to the left of the cross are maxima, to
the right, minima of the potential for a given value of m0. This function has a maximum
when m20 = 1.14M
2
1/2 so that the only minimum when m0 > 1.07M1/2 is at the origin,
as we saw in figure 1. Close to the quasi-fixed point the sufficient condition can be
approximated by expanding in 1/R0 and by noting that, from the analytic solutions, they
can be expressed as
m20
M21/2
> c0 +

c1 + c2 A0
M1/2
+ c3
A20
M21/2

 /R0 +O(1/R20). (52)
By matching at the quasi-fixed point and at R0 = 5 and A0 = (−1, 0, 1), we find that
c0..3= 1.14, -1.69, -0.63, 0.30 respectively. These numbers approximate the bound (in the
one-loop approximation) to better than 5% for R0 >∼ 4 (corresponding to ht(MGUT ) > 1.4)
and |A0| <∼M1/2 and of course much better for larger R0. We can also find an ‘absolute’
condition by completing the square in Eq.(52); values of m0 which satisfy the sufficient
condition in direction K must also satisfy
m20
M21/2
> c0 + (c1 − c22/4c3)/R0 = 1.1− 2.0/R0. (53)
If m20 is below this bound a minimum is radiatively generated whatever the value of A0.
We can now find the traditional UFB bound graphically by plotting the height of the
extrema, V (rmin, m0(rmin)), as shown in figure 3. At the quasi-fixed point, the minimum
becomes negative at rmin = 0.5427, giving the bound m0 >∼m0(0.5427) = 1.05M1/2. Again
by matching at the quasi-fixed point and at R0 = 5 and A0 = (−1, 0, 1), we find the
coefficients c0..3= 1.10, -1.67, -0.63, 0.30. Thus the sufficent condition is as expected
virtually indistinguishable from the traditional bound.
Applying the same treatment to direction C at low tanβ (which was studied numeri-
cally in Ref.[4]), we find c0..3= 1.15, -1.54, -0.57, 0.26 for the traditional UFB bound and
for the sufficient condition we find c0..3= 1.17, -1.56, -0.57, 0.26. (For this direction the
definition of a2 the same, but with b(rt) = 1.9×1012 formτ (rt) = 1.7GeV.) These bounds
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are in agreement with Ref.[4] given our neglect of two-loop contributions to the running of
the gauge and Yukawa couplings. Ref.[4] finds m0 >∼M1/2 at the quasi-fixed point (which
should be compared with our result above of m0 > 1.05M1/2).
Finally let us consider the accuracy of the approximations we made. We saw that
radiatively induced minima along UFB directions are lifted very quickly by changes in
m0. This means that the bounds are less sensitive to our lack of knowledge about the
parameter b and in fact depend on it only logarithmically as we shall see shortly. (In
fact the error involved is of the same order as that we associate with neglecting the finite
one-loop corrections.) We can also see that the bound increases with b as we would expect
since increasing b increases the negative contribution to the potential from m22. This is
in accord with Ref.[4] where the effect of increasing the ‘unification’ scale to the Planck
scale was examined. We also see that the bound increases with mb (which is why we chose
j = 3) and decreases with µ. The variation of the bound with A0 is quadratic becoming
stronger at large tanβ with a minimum close to A0 = 0 at positive A0.
Although the above method is accurate for a given choice of A0 and tanβ (given the
other approximations we have made), it is cumbersome and in particular is not well suited
to finding bounds at smaller values of R0. In addition we would like to understand why
the sufficient condition is numerically so close to the traditional bound. Because of this
we now turn to a completely analytic derivation of the same bounds.
For this we can use the fact that the minimum appears at a scale where the first
term in the potential is driven negative by m22. So, considering direction K, if we define
A(r) = (m22 + m
2
Li
)/M21/2 and B(r) = (m
2
Li
+ m2dj + m
2
Qj
)/M21/2, the minimum of the
potential is at a scale close to the point which we shall call rp where A becomes negative,
A(rp) = 0. We define two additional scales; rd ≡ the position of the minimum when
the traditional UFB bound is saturated (i.e. when the minimum is degenerate with the
origin), and rc ≡ the position of the point of inflexion when the sufficient condition is
satisfied. We first determine these scales in terms of rp as follows. It is convenient to work
with
Vˆ =
h2t
M21/2M
2
GUT
V =
(
e2c(r−1)A+ ec(r−1)B/b
)
, (54)
(Note that instead ofMGUT we could have used any scale, ΛX , as long as c = 4π/6α3|ΛX .)
Since the scales rp will appear algebraically in the determination of the bounds we can
sacrifice a little accuracy in their determination, and approximate the potential close to
rp by developing A(r);
Vˆ (r) ≈ (r − rp)A˙(rp)e2c(r−1) + ec(r−1)B(rp)/b(rp). (55)
Because at this point A is running much faster than B, b and ht, we are going to neglect
the running of B, b and ht close to rp. For the bounds we will need
˙ˆ
V (r) ≈ (1 + 2c(r − rp))A˙e2c(r−1) + ec(r−1)cB/b
¨ˆ
V (r) ≈ 4c(1 + c(r − rp))A˙e2c(r−1) + ec(r−1)c2B/b. (56)
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For the traditional UFB bound, (Vˆ (rd) =
˙ˆ
V (rd) = 0), we find
rp = 1 +
1
c
ln
(
ecB
A˙b
)
rd = rp − 1/c. (57)
Likewise, for the sufficient condition, (
¨ˆ
V (rc) =
˙ˆ
V (rc) = 0), we find
rp = 1 +
1
c
ln
(
e3/2cB
2A˙b
)
rc = rp − 3/2c. (58)
Since c is large (c.f. Eq.(43)) the minima are very close to rp (as was the case for the
example shown in figure 1). The value of rp in each case is determined using the expression
for B above and for A˙ which follows straightforwardly from the renormalisation group
equations [14],
A˙ =
R
r
(3M2 + A2t )− 2α˜32 −
2
5
α˜31. (59)
A comparison of the expressions for B and A˙ together with A(rp) = 0 gives
A˙/B ≈ R/r (60)
to a good approximation independently ofm0/M1/2. This allows for a sufficiently accurate
determination of rp as the dependence on the parameters above is only logarithmic. For
relatively large R0 >∼ 1 it is well approximated by using the quasi-fixed values of parameters
in the logarithm
rp = 0.019 log(1.67 +m
2
0/M
2
1/2) +
{
0.544 traditional UFB
0.540 sufficient
(61)
The values of rp are those which must satisfy
A(rp) = 0 =
3
2
M2 +
1
2
m20 −M21/2(
8
9
δ
(2)
3 +
3
2
δ
(2)
2 +
5
198
δ
(2)
1 ), (62)
and solving this gives the bounds on m20 we are looking for. We find the approximate
expression for the bound
m20
M21/2
=
4ρp − ρ2p − 1.67 + ρp(1− ρp)α
4− 3ρp (63)
where
1
ρp
= 1 +
RQFP
R0Πr
∣∣∣∣∣
rp
≈ 1 + 1
3R0
α ≈ A
2
0
M21/2
− 2 A0
M1/2
. (64)
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We again see from Eq.(63) that the bounds are always quadratic in A0 (except for the
very weak A0 dependence in the determination of rp). We also see that the bounds are
much more restrictive for negative A0 and have a minimum at A ≈M1/2.
As an example of the usefulness of this method we show in figure 4 the ‘absolute’
bound on m0 in this direction for all tan β < 15 where our RGE solutions are accurate
to one-loop order. For values of m0 below this bound there is a radiatively induced
minimum whatever the value of A0. Replacing ρp in Eq.(63) with tanβ gives a nice
approximation to this diagram. (Since the diagram goes well away from the quasi-fixed
point we found rp by solving the first equations of Eqs.(57,58) fully rather than using the
large R0 approximation above.) The plateau in figure 4 is a result of the mid-range values
of tan β all corresponding to roughly the same value of R0.
To compare this approximation with the previous method, we find the coefficients for
the expansion near the quasi-fixed point of c0..3= 1.13, -1.67, -0.63, 0.30 and c0..3= 1.09, -
1.65, -0.63, 0.30 for the sufficient condition and traditional UFB bounds respectively.
We can now see why the traditional UFB bound and the sufficient condition are so
close. The separation between the scales rd and rc at which the minima form can only be of
order O(1/c). When we solve for A(rp) = 0 the values of rp differ by a factor e1/2/2 = 0.82
appearing in the logarithm. Thus we would have to know b and in particular µ to better
than 18% (i.e. to two-loops) before we could distinguish the two bounds. On the other
hand the parameter rp depends only logarithmically on b but appears algebraically when
we determine the bounds – hence the bounds on m0 can only depend logarithmically on
b.
4 Lifting flat directions with R-parity violation.
In this section we will see how much the flat directions can be lifted if we choose ‘baryon
parity’ rather than R-parity to prevent proton decay [15].
As we stated in the introduction, violating R-parity can lessen UFB problems because
there are less gauge invariants. The role of gauge invariants in flat directions was discussed
in Ref.[7]. To clarify the role of the R-parity violating couplings let us briefly summarize
that work. If we represent the scalar component of a generic superfield, k, as zk, then the
potential contains D2 and F 2 terms where
DA = zkT
A
klzl (65)
and TA are the matrices of the generators of the group. In addition, gauge invariance of
any analytic function I(zk) requires that
IkT
A
klzl = 0 (66)
where the subscript on the I implies differentiation by zk. Thus, there exists a D-flat
direction corresponding to every
Ik|〈z〉 = C〈zk〉, (67)
where C is a complex constant. The inverse, i.e. that every flat direction corresponds to
an invariant satisfying Eq. (67), is a less trivial property. If the invariants in question do
not appear in the superpotential, then the F 2 can often be made to cancel.
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If we didn’t already know the UFB directions in the MSSM, then we could have
used Eq.(67) to do it methodically (which is extremely useful for more complicated flat
directions). For the K directions, the relevant invariants are
W = H1(hDjQjDj + µH2)
I = Li(QjDj + µ
′H2) (68)
where W is a term in the superpotential while I is not allowed if one assumes R-parity.
The K direction in Eq. (2) is found as the solution of Eq.(67) for I with the coefficient µ′
being chosen to cancel FH1 , µ
′ = −a2µ/hDj . Similarly, the C direction can be constructed
from the R-parity violating invariants
LiLjEj ; H2Li (69)
with i 6= j.
Notice that the absence of a particular gauge invariant operator from the superpoten-
tial is not enough per se to ensure F -flatness unless no pair of superfields in the gauge
invariant operator appear together in any term of the superpotential. For example Qj and
Dj both appear together in the Yukawa couplings of the MSSM and this is why we had
to construct our flat direction by the conjunction of two invariants in order to cancel FH1.
An example of a single gauge invariant which corresponds to an F and D-flat direction is
the other R-parity violating operator,
ǫUDD. (70)
This flat direction (although it has been discussed at some length in the literature) is
usually safe in models of gravitationally communicated supersymmetry breaking.
Baryon parity allows all of the invariant operators above corresponding to the K and
C directions, and so can potentially lift all the flat directions we have been discussing.
Since the K and C directions with j = 3 result in comparable bounds on parameter space,
we will assume that all the directions should be lifted in order to significantly change
the conditions on parameters seen for example in figure 4. There are 5 flat directions in
total, corresponding to i = 1, 2, 3 in the K directions and i = 1, 2 in the C directions. In
this section we will attempt to lift all five, whilst satisfying experimental constraints on
R-parity violating operators.
We begin by adding to the superpotential the additional operators
WB = λijkLiLjEk + λ
′
ijkLiQjDk. (71)
We do not consider the R-parity violating bilinear operators, µiLiH2, since the dimension-
ful coefficient µi must be much less than mW and so their contribution to the potential
at large field values will be very small. Along the K and C directions the contributions
to the potential from the F 2 terms are
VF−terms =
∑
m
a4µ4
h4b
(
|λ′m33|2 + (1 + a2)|λ′im3|2 + (1 + a2)|λ′i3m|2
)
VF−terms =
∑
m
2
a4µ4
h4τ
(
|λm33|2 + (1 + a2)|λim3|2 + (1 + a2)|λi3m|2
)
(72)
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respectively. In addition one can expect contributions from new R-parity violating trilin-
ear terms. Since the sign of the field (i.e. the sign of a) has not yet been determined, the
potential will be minimised when they are negative;
VA−terms ∼ −|Aλ′λ′i33µ3|
|a|3√1 + a2
h3b
VA−terms ∼ −|Aλλi33µ3| |a|
3
√
1 + a2
h3τ
(73)
respectively. The F -terms must overcome both these terms and the radiatively induced
minimum at φmin ≈ a2minµ/hb if they are successfully to lift the flat direction.
We now discuss how big the new couplings have to be, generically, to lift the flat
directions. Let us begin by making a rough estimate in which we say that the new
R-parity violating F -terms have to ‘fill’ the radiatively induced minimum; i.e. we are
neglecting the fact that the new terms change the position of the minimum. (We shall
see shortly that this estimate is surprisingly good.) Since the depth of the minimum is
∼ a4minµ2m2W/h2b , the R-parity violating couplings (generically denoted by λ and λ′) must
satisfy
λ >∼
hτmW
aminµ
≈ 0.004mW
µ
λ′ >∼
hbmW
aminµ
≈ 0.004mW
µ
. (74)
The couplings λ and λ′ are understood to be evaluated at the scale of the minimum. If
some of the flat directions are lifted by the a4 terms in Eq.(72) then the λ and λ′ must be
on the edge of experimental detection unless µ is very large [15]. We therefore concentrate
on the a6 terms and the condition above. Assuming that, as in canonical gravitationally
communicated supersymmetry breaking, Aλ ∼ Aλ′ ∼ mW and that all of the R-parity
violating couplings the same order of magnitude, the trilinear terms are dominated by
the F -terms if Eq.(74) is satisified and amin ≫ 1.
We can refine our estimate substantially by adopting the approach of the last section.
If R-parity violating terms are to make flat directions safe then we should, to be consistent,
insist that there are no minima at all except the Standard-Model-like minimum for any
value of parameters. Defining
λˆ =
λµ
hτM1/2
, (75)
(and similar for λ′) the form of the potential is now
V˜ = V h2τ/µ
2M21/2 = a
4A + a2B + a6λˆ2, (76)
where a(r), A(r) and B(r) are as before. We now find the sufficient condition – i.e. a
condition which ensures that the R-parity violation has destroyed all minima along the
flat direction. The sufficient condition is then
d2V˜
da2
∣∣∣∣∣
rc
=
dV˜
da
∣∣∣∣∣
rc
= 0 (77)
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where A and B are to be evaluated at the scale rc which we have yet to find. The
determination of rc is simplified once we realise that all three terms are essential in the
lifting of the minimum. The a6λˆ2 term simply pushes the (extremely deep) minimum in
the potential to low energy scales until it runs up against something positive – in this
case the a2B term. Thus a suitable criterion for the determination of rc is simply that
a2A(rc) + B(rc) = 0. Once we have rc we solve Eq.(77) treating A and B as constants
and obtain the critical value of λˆ. (The accuracy is extremely good because, in contrast
to the determination of the UFB bounds, A and B are running very slowly at rc). The
value of λˆ is dependent on m0, but if we want to add enough R-parity violation to remove
the UFB problem entirely, we should do it at m0 = 0 where the minimum is deepest. We
therefore choose m0 = 0 in our evaluation of rc and also (for simplicity) A0 = 0. We find
critical values
0.76 > λˆcrit > 0.50 (78)
with the upper value corresponding to tan β = 1.8 and the lower value to tan β = 15. (It
drops to a plateau in tan β in much the same way as figure (4).) The revised estimate for
the R-parity violation required to remove all UFB bounds is therefore
λ >∼
0.76hτM1/2
µ
≈ 0.017M1/2
µ
λ′ >∼
0.26hbM1/2
µ
≈ 0.009M1/2
µ
. (79)
Given that it is the a6 terms which lift the flat directions, what set of R-parity violating
couplings do we need? For the two C directions we can get away with having only one large
coupling, λ123. This coupling can satisfy Eq.(79) without violating current experimental
bounds assuming that µ is not very much smaller than M1/2; charged current universality
requires that
λ123 < 0.05
(
me˜R
100GeV
)
. (80)
For the K directions, we need at least three relatively large λ′ couplings. In addition if we
were, for example, to choose them to be λ′113, λ
′
213 and λ
′
313, then it is clear that we could
just rotate the leptons into a basis where this is equivalent to just one coupling and we
would still be left with two F -flat directions. We need to choose either λ′1a3, λ
′
2b3, λ
′
3c3 6= 0
or λ′13a, λ
′
23b, λ
′
33c 6= 0, where a, b, c are all different (or any choice of three of these where the
last two indices are all different). As an example, we choose λ′113, λ
′
223, λ
′
333 6= 0. The last
two of these couplings are hardly constrained at all, and can easily satisfy experimental
bounds [15] and Eq.(74) simultaneously. The first one however appears in quite restrictive
bounds involving products of itself with one other λ′ coupling. It is also constrained by
charged current universality to be
λ′113 < 0.02
( md˜R
100GeV
)
. (81)
Applying Eq.(79) to the product bounds in Ref.[15] results in new bounds for some of the
other R-parity couplings. Assuming that the squark masses are 100GeV, for consistency
with Ref.[15], they are
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coupling <∼ ‘UFB’ limit ×(µ/M1/2) experimental limit
λ′111 0.0008 0.00035
λ′112 0.04 0.02
λ′121 0.03 0.035
λ′122 0.04 0.02
λ′131 9.0× 10−6 0.035
λ′132 0.17 0.33
λ′213 6.0× 10−6 0.09
When µ ≈ M1/2 we see that most of the new bounds are comparable to the current
experimental ones. The bounds on λ′132 and λ
′
121 are actually more restrictive and those
on λ′131 and λ
′
213 much more restrictive.
To summarize, in minimal supersymmetry with constrained (degenerate) supersym-
metry breaking, the addition of R-parity violation just below the current experimental
bounds (c.f. Eq.(79)) is enough to lift dangerous flat directions and destroy local minima.
For values of tanβ which are away well from the quasi-fixed point the magnitude of the
R-parity violating couplings required to do this drops rapidly by a factor of ∼ 2.
5 Conclusions
Using approximate analytic solutions to the RGEs of the MSSM, we have examined the
formation of minima in F and D flat directions. We have given arguments which suggest
that the traditional UFB bounds are not meaningful since, even if a radiatively induced
minimum is not global, the decay rate back to the physical vacuum is very small. We have
rederived the traditional UFB bounds analytically, and shown that they are numerically
very close to satisfying a more meaningful sufficient condition – that there be no radiatively
induced minima along the flat direction at all. The sufficient condition was derived for
all tan β < 15.
In the literature the question of dangerous flat direction is usually tackled by either
making an implicit or at least not very detailed appeal to cosmology, or by completely
excluding regions of parameter space where the physical vacuum is metastable – a con-
dition which, as we have seen, is probably not even relevant. The unbiased approach we
have been advocating is to locate in the parameter space regions where some (unknown)
cosmological input is needed to save the model. The ‘traditional’ UFB bound does not do
this since it is still possible to get caught in a charge and colour breaking minimum even
if it not the global one (and hence satisfies the ‘traditional’ UFB bound). The sufficient
condition we gave is only slightly more restrictive than the ‘traditional’ bound but is in
our opinion the only possible relevant condition and is very different in spirit.
We also examined the effect of R-parity violation, and found that a small amount of
R-parity violation (consistent with but just below current experimental limits) is able to
lift the most dangerous flat directions and remove radiatively induced minima. In this
way R-parity removes the metastability problems which plague the MSSM, and rescues
some models which could be worth saving. One example is the MSSM at the quasi-fixed
21
point which has much less dependence on initial parameters (as we have seen) and hence
is more predictive [13, 6]. This model is likely to be severely constrained by a combination
of UFB bounds and higgs bounds coming from LEP2 [13, 16]. A second example is the
dilaton breaking scenario which has degenaracy in the supersymetry breaking terms (at
tree level) and hence naturally suppressed flavour changing neutral currents. This model
was excluded because of UFB bounds in Ref.[17].
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Figure 1: Potential along the flat ‘K’ direction, φ, vs field values (parameterized by
r = 1 + 6α(MGUT )
4pi
log
(
htφ
MGUT
)
) for m0/M1/2 = 1.03, 1.05, 1.07.
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Figure 2: The value of m20 corresponding to an extremum appearing at that field value
(parameterized by r). Each value of m0 generates one maximum (to the left of the cross)
and one minimum (to the right). This example is at the quasi-fixed point.
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Figure 3: The height of the extrema vs their field value (parameterized by r). This
example is at the quasi-fixed point and corresponds to substituting the m20 values in
figure 2 into the potential.
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Figure 4: The sufficient condition for tan β < 15 and for any value of A0. A minimum is
formed radiatively when m0 is below the line.
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