Abstract. The Grothendieck-Teichmüller Lie algebra is a Lie subalgebra of a Lie algebra of derivations of the free Lie algebra in two generators. We show that the lower central series of the latter Lie algebra induces a decreasing filtration of the Grothendieck-Teichmüller Lie algebra and we study the corresponding graded Lie algebra. Its degree zero part had been previously computed by the second author. We show that the degree one part is a module over a symmetric algebra, which are both equipped with compatible decreasing filtrations, and we exhibit an explicit lower bound for the associated graded module. We derive from there some information on explicit expression of the depth 3 part of the depth-graded of the Grothendieck-Teichmüller Lie algebra.
Introduction
In this article, we study the graded Lie algebra of the Grothendieck-Teichmüller group, denoted grt 1 . This Lie algebra was introduced in [Dr] in connection with the theory of associators, and in [Ih1, Ih2] under the name of "stable derivation algebra" as a Lie algebra of compatible collections of derivations of Lie algebras of infinitesimal braids in genus 0. One source of interest in grt 1 is its link with the theory of motives and multizeta values ( [A] ).
It was shown in [Br1] that grt 1 contains a free Lie algebra with one generator in each odd, ≥ 3 degree. On the other hand, grt 1 is equipped with a decreasing filtration, the depth filtration, compatible with its grading (which will henceforth be called the weight grading) and is the subject of conjectures ( [BK, Br2] ). For each integer d ≥ 1, these conjectures predict the Hilbert series of the depth d part of the depth-graded of the Grothendieck-Teichmüller Lie algebra. They were established in [G] for d = 2, 3.
In this paper, we introduce another decreasing filtration of grt 1 , also compatible with the weight grading, which we call the l.c.s.-filtration. This filtration is constructed as follows. The Lie algebra grt 1 is a Lie subalgebra of a Lie algebra L, which is equipped with a decreasing filtration L = L 0 ⊃ L 1 ⊃ · · · arising from a lower central series. The associated graded Lie algebra L = L 0 ⊕ L 1 ⊕ · · · is then equipped with a graded bracket, such that L 0 is abelian (here
The decreasing filtration of L induces a decreasing filtration on grt 1 . The associated graded Lie algebra is gr lcs (grt 1 ) := ⊕ i gr i lcs (grt 1 ), where gr i lcs (grt 1 ) := (grt 1 ∩ L i )/(grt 1 ∩ L i+1 ). The depth filtration of grt 1 also arises from a decreasing filtration of L, and it induces a decreasing filtration on each gr i lcs (grt 1 ). The space gr 0 lcs (grt 1 ) ֒→ L 0 has been explicitly computed in [En1] . In what follows, we set Σ := gr 0 lcs (grt 1 ).
The Lie bracket defines a S(Σ)-module structure on each gr i lcs (grt 1 ). Let us define the Σ-degree on S(Σ) by the condition that Σ has degree 1; this degree is compatible with the weight degree. Let us define a Σ-structure as the following data:
• a vector space M, bigraded for (Σ-degree, weight degree) and equipped with a decreasing depth filtration compatible with the bigrading; the decomposition for the Σ-degree starts in degree 2 and is denoted M = M 0 ⊕ M 1 ⊕ · · · , where M i has degree i + 2; • a S(Σ)-module structure on M and a linear map Λ 2 (Σ) → M 0 , σ ∧ σ ′ → {σ, σ ′ }, such that σ ·{σ ′ , σ ′′ }+ cycl. perm. = 0, and such that the action map S(Σ)⊗M → M and the linear map Λ 2 (Σ) → M 0 are compatible with all degrees and filtrations, except for the l.c.s. filtration for which the map has degree 1.
We associate to the space gr 1 lcs (grt 1 ) a Σ-structure [gr 1 lcs (grt 1 )], whose underlying S(Σ)-module is the graded module associated to the S(Σ)-module gr 1 lcs (grt 1 ), so M i := S i (Σ) · gr 1 lcs (grt 1 )/S i+1 (Σ) · gr 1 lcs (grt 1 ) for any i ≥ 0. Our main result is the computation of an explicit lower bound M min (Σ) for the Σ-structure [gr 1 lcs (grt 1 )] (see Subsection 8.5 and Theorem 8.4). One derives from there a lower bound for the Hilbert series of gr 1 lcs (grt 1 ), as well as for the double Hilbert series of gr dpth gr 1 lcs (grt 1 ) (Theorem 9.1).
Here is a table of the filtrations/degrees discussed above. The entry (object X, filtration F) contains the mention "graded" if the filtration F on X actually comes from a grading, together with the list of degrees i for which gr i F (X) is nontrivial; the filtrations are always compatible with the gradings, and when an object is equipped with several gradings, they are always compatible.
depth filtration lcs filtration weight degree Σ-degree (Σ) 2,3,4,5,6,... graded/1 3i + 8, 3i + 10, . . . i + 2 The plan of the paper is as follows. In Section 2, we describe the Lie algebra L, its l.c.s. filtration, the associated graded Lie algebra L, and their depth filtrations. In Section 3, we describe a quotient L quot of L, equipped with the structure of an extension of abelian Lie algebras. In Section 4, we discuss the structures associated with Lie subalgebras of extensions of abelian Lie algebras. We apply this discussion in Section 5, where we construct the Σ-structure [gr 1 lcs (grt 1 )] and derive a lower bound for it which we express in terms of certain commutative rings. In Section 6, we gather some results on these commutative rings. In Section 7, we compute the lowest degree part M min 0 (Σ) of the lower bound and in Section 8, we compute the rest of it. As a corollary, we derive lower bounds for generating series in Section 9. In Section 10, we express the depth 3 part of the depth-graded of the Lie algebra grt 1 in terms of M min (Σ).
The Lie algebra L and its l.c.s. filtration
In this section, we describe the Lie algebra L, its l.c.s. filtration, the associated graded Lie algebra L and the depth filtration on these Lie algebras.
2.1. The Lie algebra L.
2.1.1. The vector space L. If X is a vector space over C, we denote by L(X) the free Lie algebra generated by X, and if k ≥ 1, we denote by L k (X) the component of L(X) of degree k (where X has degree 1). We therefore have L 1 (X) = X, L 2 (X) = Λ 2 (X), and so on.
We define V 0 as the vector space over C freely generated by a pair of letters x, y. We set L := L(V 0 );L is then the free Lie algebra generated by x, y. Its Lie bracket is denoted [, ] . It is N-graded by the convention that x, y have degree 1. We set L := [L,L]; we haveL = V 0 ⊕ L. The Lie algebra L can be identified with the part ofL of degree ≥ 2.
2.1.2. The Lie bracket on L. For f, g inL we set
where D f is the derivation of (L, [, ] ) such that D f (x) = 0, D f (y) = [y, f ]. Then (L, , ) is a Lie algebra, and the mapL → Der(L, [, ] ) sending f → D f is a Lie algebra homomorphism (where the left side is equipped with the bracket , ). One checks that L is a Lie subalgebra ofL for the bracket , . Moreover, V 0 is contained in the center of the Lie algebraL, so the isomorphism L ≃ V 0 ⊕ L provides an isomorphism betweenL and the direct sum of L and an abelian Lie algebra of dimension 2.
2.2. The l.c.s. filtration on L.
2.2.1. Definition of a descending filtration on the vector space L. By the Lazard elimination theorem, the Lie algebra (L, [, ] ) is freely generated by the elements (adx) i (ady) j ([x, y] ) where i, j ≥ 0. We then set L 0 := L, and
equivalently, L = L 0 ⊃ L 1 ⊃ · · · is, up to shiting the degree by 1, a descending filtration on the Lie algebra (L, [, ] ). We define the Lie algebra (L, [, ] )
the bracket is the sum of the maps
identifies with the associated graded of (L[1], [, ] ). We therefore have Lie algebra isomorphisms [A, B] ) (where [1] means shifting the filtration or degree by 1), where the first isomorphism is a non-canonical isomorphism of filtered Lie algebras, and the second is an isomorphism of graded Lie algebras, canonically defined by L 0 ∋ (class of (adx) i (ady) j ([x, y])) → A i+1 B j+1 ∈ L 1 (ABC [A, B] ).
Lie algebraic properties of the filtration on L.
Proposition 2.1.
Proof. First we prove (1). We have already seen that [
x to 0 and y to [y, f ] which is an element of
Equations (2.1) and (2.2) then imply
We now prove (2). By (2.2), the map L ⊗2 → L given by f ⊗ g → D f (g) factors into a map
1 which we will denote by α ⊗ β → Ψ(α ⊗ β).
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We calculate the map (ABC [A, B] ) ⊗2 → ABC [A, B] induced by Ψ and the isomorphism L 0 /L 1 ≃ ABC [A, B] . We have 
2.3. Calculation of the graded Lie algebra (gr lcs (L), , ). By Proposition 2.1 we deduce that the bracket , of L induces a graded Lie bracket on
(1) Let V = ABC [A, B] . [A, B] ⊗i and the operation · corresponds to the structure of V as a C[A, B]-module. Then, for Q = q 1 ⊗ · · · ⊗ q j ∈ V ⊗j , we set
and we set P, Q = P ⊛ Q − Q ⊛ P . This bracket extends linearly to a map T (V) ⊗2 → T (V) which equips T (V) with the structure of a Lie algebra. The subspace L(V) ⊂ T (V) is a Lie subalgebra of T (V).
(2) The Lie algebras (L, , ) and (L(V), , ) are isomorphic.
Proof.
(1) The fact that T (V) is a Lie algebra (equipped with the structure described above) is shown in [En2, Prop. 4.1] .
We now show that L(V) is a Lie subalgebra of T (V). Let P ∈ L i (V) and q ∈ V. Then P is a linear combination of expressions of the form
where the p α belong to V. Hence P ⊛ q is a linear combination of expressions of the form [
, where the q β belong to V. Then P ⊛ Q is a linear combination of expressions of the form
, each of which expresses as
, from which we deduce that P ⊛ Q ∈ L i+j−1 (V). Therefore P, Q ∈ L i+j−1 (V), which shows that L(V) is a Lie subalgebra of T (V).
(2) It follows from the proof of Proposition 2.1 that
From this, we deduce that the bracket , on L is given by
remains to show that the following diagram commutes:
where the map L → T (V) is the direct sum over
For all f in L i , the map g → f ⋆ g is a derivation with respect to the Lie algebra structure of (L, [, ] ). Moreover, for each P in T (V), the map Q → P ⊛ Q is a derivation with respect to the associative algebra structure of T (V). As the map L → T (V) is a Lie algebra homomorphism, it then suffices to show that the following diagram commutes
Each term of the first sum belongs to L i+1 , and thus is sent to 0 in
which is the image of the right hand side of (2.5) under the map L i → V ⊗i . This shows that diagram (2.4) commutes, and therefore so does diagram (2.3).
2.4. Depth filtration on L and L. The Lie brackets , and [, ] on L and L are bigraded for the degrees in x and y. For
a decreasing filtration of L, compatible with the Lie bracket , , with the weight degree and with the l.c.s.-degree.
The Lie algebra
naturally fits in an exact sequence of abelian Lie algebras. After reviewing the invariants attached to this situation (Subsection 3.1), we introduce L quot (Subsection 3.2) and determine its invariants (Subsections 3.3 and 3.4).
3.1. Extensions of abelian Lie algebras. Let g be a Lie algebra fitting in an exact sequence of abelian Lie algebras 0 → g 1 → g → g 0 → 0. The data of g and of this exact sequence gives rise to:
(1) a module structure for g 1 over the abelian Lie algebra g 0 , and therefore over the symmetric algebra S(g 0 ). (2) a cocycle c ∈ H 2 (g 0 , g 1 ) (where H 2 denotes Lie algebra cohomology). Let us recall how this data is obtained: we fix a section σ : g 0 → g of the linear map g → g 0 . The action of x 0 ∈ g 0 on x 1 ∈ g 1 is given by x 0 · x 1 := [σ(x 0 ), x 0 ]. As g 0 is abelian, this action equips g 1 with the structure of an S(g 0 )-module; furthermore, this structure is independent of the choice of σ. On the other hand, the formulac(x 0 , x ′ 0 ) := [σ(x 0 ), σ(x ′ 0 )] defines a 2-cocycle for the Lie algebra with values in g 1 , whose cohomology class does not depend on the choice of σ.
3.2. Definition and structure of L quot . According to Proposition 2.1, the subspace L 2 is an ideal of the Lie algebra (L, , ). This gives rise to a quotient Lie algebra L quot := L/L 2 , whose bracket will again be denoted , . Proposition 2.1 also implies that
In what follows, we will set
so that L quot fits in an exact sequence of abelian Lie algebras
There exist isomorphisms
There is a linear map ABC [A, B] 
The V -module structure of M corresponds to the linear map
2 can then be rephrased as follows:
Lemma 3.1. Under the isomorphisms (3.3), this linear map becomes the linear map
where the product · is multiplication of polynomials.
The formula defining the linear map from Lemma 3.3 extends to a linear map ABC [A, B] 
e., to a linear map V ⊗ M → M , which equips M with the structure of a V -module, of which M is a submodule.
We then define a linear map V → M by v → λ v , where
Multiplication of polynomials restricts to a map
The space M is the intersection of M with ABA ′ B ′ C[A, B, A ′ , B ′ ], which can be identified with the intersection of the kernels of the maps from
; as this element also belongs to M , it belongs to M .
By its definition, the map c is a 2-coboundary of the Lie algebra V with values in the module M . It is therefore also a 2-cocycle in the same module. Since its takes its values in the submodule M , it is a 2-cocycle with values in M .
We have proved :
Then the map u → λ 0 u is a linear map from ABC [A, B] 
As the space
as this element is antisymmetric under this exchange, the element belongs to M .
Proof. Let ξ be an arbitrary element of L. We have
where the first equality follows from the definition of the bracket , and the second equality follows from the facts that D [x,y] is a derivation killing x and that D [x,y] is a derivation for which the images of x and y are known. Moreover, 6) and similarly
as (see (3.1) and (3.3)) sends the element
which is the first identity in the lemma in the case 
which is the second identity in the lemma in the case u = AB b+1 .
Lemma 3.5. For u ∈ ABC [A, B] the equality
holds, and for u ∈ ABC[B] the equality
holds.
Proof. We compute 10) which implies the first claim in the lemma. Moreover, equation (3.10) implies that for l ≥ 1 one has
which implies the second claim.
Lemma 3.6. For u ∈ ABC [A, B] the identity
Proof. By the second parts of Lemmas 3.4 and 3.5, the sequences (Φ(AB l )) l≥1 and (Ψ(AB l )) l≥1 obey the same recurrence relation; moreover, Φ(AB) = s 0 (AB), s 0 (AB) = 0 = Ψ(AB), where the last equality follows from the fact that λ 0 AB = 0. So, the initial terms of the two sequences coincide; we deduce that for l ≥ 1 we have Φ(AB l ) = Ψ(AB l ).
By the first parts of Lemmas 3.4 and 3.5, for a fixed integer l ≥ 1, the sequences (Φ(A k B l )) k≥1 and (Ψ(A k B k )) k≥1 obey the same recurrence relation. As their initial terms coincide, we deduce that these two sequences are equal so that Φ(A k B l ) = Ψ(A k B l ) for all k, l ≥ 1, which implies the lemma.
Lemma 3.7. For u, v ∈ ABC [A, B] the equality
So, Φ, Ψ are linear maps Λ 2 (V ) → M, both satisfying the identity
for all u, v, w ∈ V . In the case f = Φ, this identity follows from the fact that Φ is a 2-cocycle for V with values in M , and from the explicit description of the action of V on M ; in the case f = Ψ, this identity follows from an explicit calculation (using the fact that Ψ is a 2-coboundary and therefore a 2-cocycle).
Moreover, Φ(AB, u) = Φ(u), Ψ(AB, u) = Ψ(u). Combining these identities with (3.11) for w = AB, f = Φ, Ψ, we deduce
where the second inequality follows from commutativity of the Lie subalgebra M of L quot and the third equality follows from Lemma 3.7 and Lemma 3.1. All this proves:
Remark 3.9. To the short exact sequence 0 → M → M → M /M → 0 of V -modules is associated to a long exact sequence in Lie algebra cohomology 
4. Lower bound for the structure associated with the Lie subalgebra of an extension of abelian Lie algebras
In this section, we associate to each vector space V (or more generally each object in a monoidal abelian category C 0 ) a category of V -structures (Subsection 4.2). We then show that any extension 0 → g 1 → g → g 0 → 0 gives rise to a g 0 -structure M(g). In the same situation, we associate an X-structure M min (X) to any subobject X ֒→ g 0 (Subsection 4.3). The main result of the section is Proposition 4.1, which states a lower bound property of M min (X). In Subsection 4.4, we make explicit the particular case where C 0 is the category GF of graded-filtered vector spaces, and the consequences of Proposition 4.1 in terms of Hilbert-Poincaré series.
4.1. Graded modules associated to modules over symmetric algebras. Let V be a vector space and let M be a module over the symmetric algebra S(V ). Set gr
is a graded module over S(V ), where S(V ) is graded by assigning degree 1 to V .
4.2.
Structures associated with an extension of abelian Lie algebras. For V a vector space, define a V -structure as the data of:
(1) a graded vector space M = M 0 ⊕ M 1 ⊕ · · · , with M i of degree i + 2; (2) a S(V )-module structure on M, compatible with the grading of S(V ) for which V has degree 1, and
One defines morphisms of V -structures in the natural way. V -structures then form a category, where a morphism is onto (resp., epi) iff the underlying morphism of graded S(V )-modules is injective (resp., surjective). Let 0 → g 1 → g → g 0 → 0 be an extension of abelian Lie algebras. As we have seen (Subsection 3.1), it gives rise to a S(g 0 )-module structure on g 1 . Let M(g) be the graded module gr g 0 (g 1 ), with degrees shifted by 2; so M i (g) = gr i g 0 (g 1 ). Letc ∈ Z 2 (g 0 , g 1 ) be any cocycle representing the extension 0 → g 1 → g → g 0 → 0. Composing the mapc : Λ 2 (g 0 ) → g 1 with the projection g 1 → M 0 (g), one obtains a linear map Λ 2 (g 0 ) → M 0 (g) which turns out to be independent of the choice of c. One then checks that the pair M(g) := (graded vector space M(g), linear map Λ 2 (g 0 ) → M 0 (g)) yields a g 0 -structure canonically attached to the extension 0 → g 1 → g → g 0 → 0. One also checks that this g 0 -structure can be defined in terms of the invariants (g 0 -module structure on g 1 , cocycle class in H 2 (g 0 , g 1 )) attached to the extension.
4.3.
Lower bound structures in the case of Lie subalgebras. Let 0 → g 1 → g → g 0 → 0 be an extension of abelian Lie algebras. Let h ⊂ g be a Lie subalgebra of g and set
We set:
(see previous Subsection). The morphism Mod ֒→ g 1 of S(X)-modules induces a morphism gr X (Mod ) → gr X (g 1 ) of graded S(X)-modules. Let Q be the image of this morphism; then Q is a graded S(X)-module, which when equipped with the natural map Λ 2 (X) → Q 0 gives rise to an X-structure. The above morphism then factors as gr X (Mod ) ։ Q ֒→ gr X (g 1 ), whose degree 0 part is denoted gr 0
The cocycle c gives rise to a linear map Λ 2 (X) → gr 0 X (Mod ). If M is a graded S(X)-module and if Sub is a subspace of the degree 0 part of M , we denote by
Then there is an injection of graded S(X)-modules
The image of the left side of this inclusion in Q under the morphism gr X (Mod ) → Q is the space im(Λ 2 (X) → Q 0 ) Q , and the image of this space in gr
When equipped with the natural map Λ 2 (X) → M min (X), this graded S(X)-module gives rise to a X-structure. From the above diagram, one extracts the following diagram M(h) ։ Q ←֓ M min (X), from where one derives the following result.
Proposition 4.1. Let 0 → g 1 → g → g 0 → 0 be an extension of abelian Lie algebras and let X be any vector subspace of g 0 . If h is any Lie subalgebra of g such that im(h ⊂ g → g 0 ) = X, then the X-structure M min (X) defined in (4.2) is a subquotient of the X-structure M(h) defined in (4.1).
4.4.
Graded-filtered analogues. In the preceding part of this section, the basic category is the monoidal category of vector spaces. One can replace it by the monoidal category GF of gradedfiltered vector spaces, whose objects are vector spaces V equipped with a grading V = ⊕ n≥0 V [n] (the weight grading) and a decreasing filtration
is finite-dimensional, (ii) the filtration and the grading are compatible, i.e., for any i ≥ 0,
The construction of Subsection 4.3 has the following analogue. To Lie algebras g, g 0 , g 1 in GF , fitting in an exact sequence 0 → g 1 → g → g 0 → 0 and such that g 0 , g 1 are abelian, one associates as before the S(g 0 )-module M(g) and the map Λ 2 (g 0 ) → M(g), which make sense in the category GF .
The analogue of Proposition 4.1 is the following: 0 → g 1 → g → g 0 → 0 is an extension of Lie algebras in GF with g 0 , g 1 abelian and X is a subobject of g 0 in GF . The X-structure M min (X) then makes sense in GF . Then for any Lie subalgebra h of g in GF , such that
To the object V of GF , one associates its Hilbert-Poincaré series
] are non-decreasing, one derives in the above situation: (1) P M min (X) (t, u) ≤ P M(h) (t, u), and (2) P M min (X) (t) ≤ P M(h) (t), ≤ meaning that the difference of two sides are series with non-negative coefficients. Since P M(h) (t) = P h∩g 1 (t) and P M(h) (t, u) = P h∩g 1 (t, u), we obtain:
5. The Σ-structure [gr 1 lcs (grt 1 )] and the lower bound M min (Σ) In this section, we give the consequences of the results of Section 4 for structures associated to the Lie algebra grt 1 : we express a lower bound M min (Σ) for the Σ-structure [gr 1 lcs (grt 1 )] (Subsections 5.1, 5.2). We make explicit the ingredients of the construction of M min (Σ) in Subsection 5.3 and relate this construction to some commutative algebra (Subsection 5.4).
5.1. The lower bound result. In Subsection 3.2, we defined a Lie algebra L quot in the category
where both L 0 and L 1 are abelian. There is a sequence of morphisms of Lie algebras in GF , grt 1 ֒→ L ։ L quot ; composing them, we obtain a morphism grt 1 → L quot . Set
for any odd k ≥ 3. The structure of Σ as an object of GF is described as follows: the weight degree n part of Σ is Σ[n] = C · σ n is n is odd ≥ 3, and is 0 otherwise; the depth filtration is described by
The situation is therefore that of the GF version of Proposition 4.1 described in Subsection 4.4 with the following correspondence
, H, Σ Proposition 4.1 and Subsection 4.4 then yield the following statement. Let [gr 1 lcs (grt 1 )] := M(H) be the Σ-structure associated with the bottom line of (5.1); it is given by (a) the S(Σ)-module
(1) The Σ-structure M min (Σ) is a subquotient of the Σ-structure [gr 1 lcs (grt 1 )]; (2) P M min (Σ) (t) ≤ P gr 1 lcs (grt 1 ) (t) (generating series relative to the weight degree);
lcs (grt 1 ) (t, u) (generating series relative to the weight degree and the depth filtration).
5.2.
Construction of the Σ-structure M min (Σ). We now recall the construction of the Σ-structure M min (Σ).
1
-module structure on L 1 , and therefore a S(Σ)-module structure on the same space. One associates to it the graded module gr
·L 1 over the graded algebra S(Σ) (the grading implied here is the Σ-grading, for which Σ has degree 1 in S(Σ)).
2) A linear map {, } :
3) One then sets
satisfying the axioms of a Σ-structure. This Σ-structure will be also called M min (Σ).
5.3.
Ingredients of the construction of M min (Σ). The construction of M min (Σ) in the previous Subsection uses the following ingredients: 1) the action of S(Σ) on L 1 , 2) the linear map {, } :
In the present Subsection, we compute these objects explicitly. According to (3.1) and (3.3), there are isomorphisms
For any odd k ≥ 3, we have
which together with Lemma 3.1 implies:
where · is the product of symmetric and antisymmetric (under (A, B) ↔ (A ′ , B ′ )) polynomials.
For any odd k ≥ 3, set
One checks that λ k = 2λ σ k , where σ → λ σ is the map defined in Subsection 3.4. Together with explicit formula (3.5) for the cocycle c, computation (5.3) of the restriction of v → δ v to Σ, and Proposition 3.2 on the functional properties of this cocycle, this implies that for i, j odd ≥ 3,
We will set
(5.5) Proposition 3.8 relating the cocycle c with the
, and the relation between the bracket {, } and cocycles (Subsection 5.2, 2)) imply:
5.4. Expression of M min (Σ) in terms of commutative algebra. 5.4.1. The ring A. The vector space C 2 can be equipped with a structure of irreducible module over the symmetric group S 3 . The external square of this module in a (S 3 ) 2 -module with underlying vector space V := (C 2 ) ⊗2 . The group (S 3 ) 2 is a subgroup of the wreath product G := S 3 ≀ S 2 = (S 3 ) 2 ⋊ S 2 (where S 2 acts by permutation of factors); the (S 3 ) 2 -module structure of V can be extended to this group by the condition that the non-trivial element of S 2 acts by permutation of the factors of the tensor square. This defines a G-module structure on V. One then defines the corresponding invariant ring
The grading of the symmetric algebra S(V) (for which the elements of V have degree 1) restricts to a grading of A, which will be called the weight degree.
The ring A has the following interpretation in terms of polynomial algebras. Recall that A, B, A ′ , B ′ are free commutative variables. We identify the ring S(V) with the polynomial ring
We then identify A with the subring of C[A, B, A ′ , B ′ ] of all polynomials invariant under these replacements.
Define the depth grading in S(V) = C[A, B, A ′ , B ′ ] by assigning degree 0 to A, A ′ and degree 1 to B, B ′ . The corresponding decreasing filtration is defined by F i dpth (S(V)) := ⊕ j|j≥i {part of S(V) of depth degree j}. We also call depth filtration the induced filtration on A, defined by F i dpth (A) := F i dpth (S(V)) ∩ A for any i ≥ 0. This is an algebra filtration on A, compatible with the weight degree grading of A. 
The ring gr Σ (A). The ring
(5.6) Define I to be the ideal of A generated by Σ, so
One defines a decreasing ring filtration
and gr Σ (A) as the associated graded ring. So
The grading of A corresponding to this decomposition will be called the Σ-grading. So gr Σ (A) is bigraded by (weight degree, Σ-degree). Define the depth filtration on each gr k
). This defines an algebra filtration on gr Σ (A), compatible with its bigrading by (weight degree, Σ-degree).
5.4.3. The ring S. Composing the linear map Σ → I with the projection I → I/I 2 = gr 1 Σ (A), one obtains a linear map Σ → gr 1 Σ (A) ֒→ gr Σ (A). Equip the symmetric algebra S(Σ) of Σ with the Σ-grading, for which the degree of Σ is 1. Then S(Σ) is bigraded by (Σ-degree, weight degree). The linear map Σ → gr Σ (A) then induces a bigraded morphism S(Σ) → gr Σ (A). We then define
this is a bigraded subring of gr Σ (A). Its decomposition for the Σ-degree is denoted
, and the depth filtration on S by F i dpth (S) := ⊕ k≥0 F i dpth (S[k] ). This filtration of S is compatible with the bigrading and with the morphisms S(Σ) ։ S ֒→ gr Σ (A). Define the weight grading of M by assigning degree 1 to A, B, A ′ , B ′ , the depth grading of M by assigning degree 0 to A, A ′ and degree 1 to B, B ′ , and the depth filtration of M as the corresponding decreasing filtration. Then the A-module structure of M is compatible with weights gradings and depth filtrations.
We define the Σ-degree on gr Σ (M ) by setting the degree of gr k Σ (M ) to be k+2. The above expression of gr Σ (M ) shows that this space is naturally equipped with a module structure over gr Σ (A) . One checks that it is compatible with the weight degrees, the Σ-degrees and the depth filtration on both sides.
Recall that there is a sequence of algebra morphisms S(Σ) ։ S ֒→ gr Σ (A) (see Subsection 5.4.3). The S(Σ)-module structure of gr Σ (M ) (Subsection 5.2, 1)) is induced by the above gr Σ (A)-module structure though this morphism. This module structure also induces a S-module structure on gr Σ (M ).
5.4.6. Expression of M min (Σ). According to Subsection 5.2, 3), one has
Presentation of some commutative rings
In this section, we compute the presentation of some of the commutative rings arising in the discussion of Subsection 5.4. 6.1. Structure of A. Recall that the ring A is graded by the weight degree. For k ≥ 0, the elementsσ k defined by (5.2) belong to C[A, B, A ′ , B ′ ] sym ; one checks that they also belong to the subalgebra
Proposition 6.1. The graded ring A has the following presentation: generators areσ i , i = 2, 3, 4, 5, 6; the only relation is
the degree of eachσ i is i.
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Proof. The Hilbert series of A can be computed by Molien's theorem ( [M, St] ); one obtains
Moreover, it can be checked through Magma ( [Mgm] ) that A is generated by the elementsσ i , i = 2, 3, 4, 5, 6; that theσ i , i = 2, 3, 4, 6 generate a free polynomial ring, and thatσ 5 is quadratic over this ring. The quadratic relation satisfied byσ 5 can be determined though a Maple computation ( [Mpl] ); this the relation given in the statement of the proposition.
6.2. Structure of gr 0 Σ (A). Lemma 6.2. If i is odd ≥ 3, then the elementσ i ∈ A belongs to the ideal (σ 3 ,σ 5 ) of A generated byσ 3 andσ 5 .
Proof. Recall that A is generated byσ i , i = 2, . . . , 6. If i is an integer ≥ 0, the degree i part of A is linearly spanned by the monomials (σ 2 ) i 2 · · · (σ 6 ) i 6 , where 2i 2 + 3i 3 + · · · + 6i 6 = i. It follows that the odd degree part of A is contained in its ideal (σ 3 ,σ 5 ). If i is odd, thenσ i has degree i, so it belongs to this ideal.
Recall that the ring gr 0 Σ (A) is graded by the weight degree. Proposition 6.3. For i = 2, 4, 6, letσ i be the image ofσ i under A → A/I = gr 0 Σ (A). The ring gr 0 Σ (A) has the following presentation: generatorsσ i , with i = 2, 4, 6; relation
the degree of eachσ i is i. Proof. There is a unique morphism ϕ : gr 0 Σ (A)[x 3 , x 5 ] → gr Σ (A) of bigraded algebras, whose restriction to gr 0 Σ (A) is gr 0 Σ (A) ֒→ gr Σ (A) and taking x 3 , x 5 toσ 3 ,σ 5 . The algebra gr Σ (A) is known to be generated by its parts of Σ-degree 0 and 1, namely gr 0 Σ (A) and gr 1 Σ (A). According to Lemma 6.2, the ideals I and (σ 3 ,σ 5 ) = A ·σ 3 + A ·σ 5 of A coincide. Therefore gr 1 Σ (A) = I/I 2 = im(A ·σ 3 + A ·σ 5 → I/I 2 ) = gr 0 Σ (A) ·σ 3 + gr 0 Σ (A) ·σ 5 . It follows that gr Σ (A) is generated by gr 0 Σ (A),σ 3 andσ 5 . The restriction of ϕ to the part of Σ-degree 0 is the identity of gr 0 Σ (A), therefore im(ϕ) ⊃ gr 0 Σ (A). The image of ϕ also contains the images of x 3 and x 5 , which areσ 3 andσ 5 . The image of ϕ therefore contains a generating part of gr Σ (A), and so coincides with it. It follows that ϕ is onto.
The algebra gr Σ (A) is constructed out of A using a filtration which is compatible with the weight degree. It follows that the Hilbert series P gr Σ (A) (t) of gr Σ (A) with respect to the weight degree coincides with that of A given by (6.1), so
Let C[ξ 2 , ξ 4 , ξ 6 ]/(ξ 4 ·ξ 6 ) be the graded commutative algebra with generators ξ 2 , ξ 4 , ξ 6 and relation ξ 4 · ξ 6 = 0, with degree given by deg(ξ i ) = i. As basis of C[ξ 2 , ξ 4 , ξ 6 ]/(ξ 4 · ξ 6 ) is then given by the union of families ξ a 2 ξ b 4 (a ≥ 0, b ≥ 0) and ξ c 2 ξ d 6 (c ≥ 0, d > 0). Therefore the Hilbert series of C[ξ 2 , ξ 4 , ξ 6 ]/(ξ 4 · ξ 6 ) is
It follows from Proposition 6.3 that there is a unique isomorphism gr 0
.
The Hilbert series of the polynomial algebra
] is isomorphic to the tensor product of the graded algebras gr 0 Σ (A) and C[x 3 , x 5 ], its Hilbert series is given by
,
and gr Σ (A) with respect to the weight degree coincide. This result, combined with the fact that ϕ is onto, implies that ϕ is an isomorphism of graded vector spaces (for the weight degree). As ϕ is also compatible with the bigrading (weight degree, Σ-degree), it is an isomorphism of bigraded vector spaces.
6.4. Results on S. Lemma 6.2 says that for any odd i ≥ 3, there exist elements P i3 , P i5 in A, of respective weight degrees i − 3, i − 5, such that
. We choose such a pair (P i3 , P i5 ) for each i odd ≥ 3. For each odd i ≥ 3, letσ i be the image ofσ i ∈ I in I/I 2 = gr 1 Σ (A), and letṖ i3 ,Ṗ i5 be the images of
. Then S is the subring of gr Σ (A) generated by theσ i for all odd i ≥ 3. Under the isomorphism gr .
(c) Decomposition of generating series of polynomials. Let t be a formal variable, then one computes 
which upon specialization A ′ = 0 and symmetrization in (A, B) gives 
It follows that N um 2 (A, B, t) belongs to C[σ, p]. The decomposition of N um 2 (A, B, t) along (7.1) can be computed as follows: (7.6) It follows that the decomposition according to (7.1) of the polynomials sym A,B (
can be derived from the following identity
where X(σ, π, t), Y (σ, π, t), D(σ, π, t) are given by (7.5), (7.6), (7.4).
In Subsection 6.4, we introduced elements
The combination i odd ≥3 t i · (Eq i ) yields
where
Taking coefficients of A ′ and B ′ in this equation, we obtain the following system
which gives, after computation,
(d) A family (P ij ) i,j of polynomials and their properties (Aux ij ). Let x 2 , x 6 be free commutative variables of weight degrees 2,6. For i, j odd integers ≥ 3, define the polynomial P ij (x 2 , x 6 ) of C[x 2 , x 6 ] by
and where (· · · |t i u j ) means "coefficient of t i u j in · · · ". We have
by (7.2). Using (σ(4σ, 6π + 4σ 3 ), π(4σ, 6π + 4σ 3 )) = (σ, π), and separating variables, one gets
which is equal to 3 10
which by (7.7) and (7.9) is equal to
All this implies:
Lemma 7.1. The polynomial P ij (x 2 , x 6 ) defined by (7.10) satisfies (A, B) .
, so Π satisfies (1). One proves in the same way that its satisfies (2) and (3). Let Π be an element of C[A, B, A ′ ] satisfying (1), (2) and (3). Set
F (A, B, A ′ , B ′ ) is the sum of fourteen terms, which we denote T 1 , . . . , T 14 . Then T 1 + · · · + T 4 and T 11 + · · · + T 14 are signed averages over the group S 2 × S 2 , therefore they belong to C[A, B, A ′ , B ′ ] as×as . The fact that Π satisfies (2) (resp., (3), (1)) implies that T 5 + T 6 (resp.,
Since Π satisfies (1), Π(0, A ′ , 0) = Π(0, 0, A ′ ) and since it satisfies (2), Π(0, 0, 0) = 0. Therefore r(F ) = Π. 
Proof. Condition (b) is equivalent to the statement"Π−P(σ 2 ,σ 6 ) |B ′ =0 belongs to im(r)". According to Lemma 7.2, this is equivalent to the condition that Π − P(σ 2 ,σ 6 ) |B ′ =0 satisfies conditions (1), (2) and (3) from that lemma. As (σ 2 ) |A=B ′ =0 and (σ 6 ) |A=B ′ =0 are symmetric in (A ′ , B), so is P(σ 2 ,σ 6 ) |A=B ′ =0 ; the condition that Π − P(σ 2 ,σ 6 ) |B ′ =0 satisfies (1) is therefore equivalent to (a1). Besides, the condition that Π − P(σ 2 ,σ 6 ) |B ′ =0 satisfies (2) is equivalent to the antisymmetry in (A, A ′ ) of the polynomial Π(A, 0,
In the same way, the condition that Π−P(σ 2 ,σ 6 ) |B ′ =0 satisfies (3) is equivalent to the antisymmetry in (A, B) of the polynomial Π(A, B, 0) − P(2(A 2 + B 2 + (A + B) 2 ), 2(A 6 + B 6 + (A + B) 6 )), in other words
The conjunction of (7.12) and (7.13) is equivalent to the conjunction of (a2) and (a3). So we have proved the chain of equivalences (b) ⇔ ((1), (2) and (3)) ⇔ ((a1), (7.12) and (7.13)) ⇔ ((a1), (a2) and (a3)).
(f ) The polynomials P ij satisfy property (Cond ij ).
Proof. If (U, V ) satisfies the first condition, then U ≡σ 5 · X and
Assume that (U, V ) satisfies the second condition. Since 
Since A is contained in the subalgebra of
Lemma 7.5. Let i, j be integers ≥ 3 and let P(x 2 , x 6 ) be an element of C[x 2 , x 6 ]. Then P(x 2 , x 6 ) satisfies (Aux ij ) iff it satisfies
; this is an element of C[A, B, A ′ ]. The polynomials (P i5 ) |B ′ =0 and One checks that P(x 2 , x 6 ) satisfies (Aux ij ) iff (Π ij , P) satisfies condition (a3) in Lemma 7.3; as conditions (a1) and (a2) are automatically satisfied, this is equivalent to (Π ij , P) satisfying condition (a) in Lemma 7.3. Taking into account Lemma 7.3, this is equivalent to (Π ij , P) satisfying condition (b) in Lemma 7.3, i.e., taking into account the definition of Π ij , to the existence of X in
, since this element of C[A, B, A ′ ] is nonzero and since C[A, B, A ′ ] is a domain, (7.14) is equivalent to Condition (7.15) implies the vanishing of the second part of the left-hand side of this identity, which, taking into account the non-vanishing of (σ 3 ) |B ′ =0 and the fact that C[A, B, A ′ ] is a domain, implies the following identity
It follows that there exists an X in C[A, B, A ′ , B ′ ] as×as satisfying (7.15) iff there exists X in C[A, B, A ′ , B ′ ] as×as satisfying the conjunction of (7.15) and (7.16). This existence condition is exactly the first side of the equivalence of Lemma 7.4, with U = P i3 λ j − P j3 λ i − P(σ 2 ,σ 6 )λ 5 , V = P i5 λ j − P j5 λ i + P(σ 2 ,σ 6 )λ 3 . By virtue of the equivalence of Lemma 7.4, the existence of X in C[A, B, A ′ , B ′ ] as×as satisfying the conjunction of (7.15) and (7.16) is equivalent tõ
which is (Cond ij ).
Combining Lemma 7.1 and Lemma 7.5, we obtain:
Proposition 7.6. The poynomial P ij given by (7.10) satisfies condition (Cond ij ) from Lemma 7.5.
For any odd i, j ≥ 3, Proposition 7.6 implies the relation 
(7.18)
, using the second part of (7.18) and then (7.19). Since both P λ 5 and Qσ 5 are anti-invariant under the exchanges (A, A ′ ) ↔ (B, B ′ ) and (A, B) ↔ (A ′ , B ′ ), it follows that P λ 5 = Qσ 5 modulo ABA ′ B ′ · C[A, B, A ′ , B ′ ] as . In the same way, one proves (using the first part of (7.18) that P λ 3 = Qσ 3 modulo ABA ′ B ′ · C[A, B, A ′ , B ′ ] as .
As τ 35 =σ 3 λ 5 −σ 5 λ 3 , one has P ·τ 35 = P ·(σ 3 λ 5 −σ 5 λ 3 ) =σ 3 ·P λ 5 −σ 5 ·P λ 3 ≡σ 3 ·Qσ 5 −σ 5 ·Qσ 3 = 0
Define gr 0 Σ (A) as the quotient of gr 0 Σ (A) by the ideal generated byσ 4 − 1 4 (σ 2 ) 2 . Taking into account Proposition 6.3, this ring is the commutative ring freely generated by the images σ 2 and σ 6 ofσ 2 andσ 6 under the projection map gr 0 Σ (A) → gr 0 Σ (A). Therefore:
Lemma 7.9. There is a unique isomorphism of graded rings C[x 2 , x 6 ] ≃ gr 0 Σ (A), given by x 2 →σ 2 , x 6 →σ 6 . Lemma 7.8 implies that the ideal generated byσ 4 − 1 4 (σ 2 ) 2 annihilates the cyclic submodule gr 0 Σ (A) ·τ 35 of gr 0 Σ (M ) generated byτ 35 , therefore that gr 0 Σ (A) ·τ 35 has a structure of module over gr 0 Σ (A), of which the gr 0 Σ (A)-module gr 0 Σ (A) ·τ 35 is the pullback under the projection gr 0
Proof. One checks that the pair (A 2 + AA ′ + A ′2 , AA ′ ) is algebraically independent in C[A, A ′ ], and that if u, v are free commutative variables, then the pair (4u, 2(2u 3 + 3uv 2 + 3v 3 )) is algebraically independent in C [u, v] . 
where the second map is the specialization for B = B ′ = 0, we obtain a map 
through which (7.20) factors. If k is an integer ≥ 2, then this map intertwines the action ofσ k on gr 0 Σ (M ) with the product
Then Lemma 7.10 implies that P = 0. This shows that the linear map
Proposition 7.11 enables one to compute the Hilbert series of gr 0
( 7.22) 7.3. A lower bound for the Hilbert-Poincaré series of M min 0 (Σ). In the proof of Proposition 7.11, we constructed a linear map
such that the composed linear map
contains elementsτ ij defined for any odd i, j ≥ 3 (see introduction of Section 7), and define τ ij as their images under (A, 0, A ′ , 0) , . . . ,
Together with the previous formula, this implies
Recall that the subspace M min 0 (Σ) of gr 0 Σ (M ) is defined as the linear span of allτ ij , for i, j odd
A ′ ] to be the image of this subspace under gr 0
Then M min 0 (Σ) is the linear span of all τ ij , for i, j odd ≥ 3. Set A := {(a ij ) i,j odd ≥3 , a ij ∈ C, a ij + a ji = 0 for any i, j}. Taking into account the identity τ ij = −τ ji , there is a surjective linear map A → M min 0 (Σ), given by
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Denote by R the kernel of this map; it identifies with the vector space of relations between the polynomials τ ij . The vector spaces A and M min 0 (Σ) are graded: one has A = ⊕ n≥0 A n and M min 0 (Σ) = ⊕ n≥0 M min 0 (Σ) n , where A n := {(a ij ) i,j odd ≥3 |a ij = 0 if i + j = n} and M min 0 (Σ) n :=Span{τ ij |i, j are odd ≥ 3 and i + j = n}. The linear map A → M min 0 (Σ) is then graded, which implies that R = ker(A → M min 0 (Σ)) is a graded vector subspace of A. Therefore R = ⊕ n≥0 R n , where
Let n be an integer ≥ 0. If n is odd, then A n = 0, therefore R n = 0. Assume that n is even. Let (a ij ) i,j odd ≥3,i+j=n belong to A n . Its image under the map A → M min 0 (Σ) is equal to
where x := A/(A + A ′ ) and P (x) := i,j|i,j odd ≥3,i+j=n ija ij x j−1 . The map (a ij ) i,j odd ≥3,i+j=n → P sets up an isomorphism between A n and {P ∈ C[X]|P is even, has degree ≤ n − 2, P (0) = 0, and X n−2 P (1/X) = −P (X)}. This isomorphism induces an isomorphism between R n and Σ n := {P ∈ C[X]|P is even, has degree ≤ n − 2, P (0) = 0, X n−2 P (1/X) = −P (X), and
The two last equations in the definition of Σ n can be rewritten as follows P + P |S = P + P |U + P |U 2 = 0, where
, and S := 0 −1 1 0 ,
Let W + n be the space of polynomials P ∈ C[X] which are even, of degree ≤ n − 2, and satisfy P + P |S = P + P |U + P |U 2 = 0. According to [Za] , there is an injective map S n → W + n , injective and with image of codimension 1, where S n is the space of cusp modular forms for the group SL 2 (Z). It follows that dim(W + n ) = dim(S n ) + 1. On the other hand, Σ n is the kernel of the linear map W + n → C, P → P (0). As W + n contains the polynomial X n−2 − 1, the linear map is nonzero. Therefore dim(Σ n ) = dim(W + n ) − 1, which implies that dim(Σ n ) = dim(S n ) and therefore dim(R n ) = dim(S n ).
The commutative ring of modular forms under SL 2 (Z) is known to be freely generated in degrees 4 and 6; its Hilbert series is therefore 1/((1 − t 4 )(1 − t 6 )). On the other hand, the graded vector space of cusp forms under SL 2 (Z) is a free module of rank one over this group, with generator in degree 12. The Hilbert series of S := ⊕ n≥0 S n is therefore P S (t) = t 12 /((1 − t 4 )(1 − t 6 )), which implies that the Hilbert series of R = ⊕ n≥0 R n is
meaning the integral part of x); from where one derives the Hilbert series of A = ⊕ n≥0 A n :
There is an exact sequence 0 → R → A → M min 0 (Σ) → 0, therefore
The fact that
(meaning that the difference of these series has ≥ 0 terms), which given (7.23) yields
. Comparing (7.22) and (7.24), one obtains P M min 0 (Σ) (t) ≥ P gr 0 Σ (A)·τ 35 (t). Combining this inequality with the opposite inequality following from the inclusion M min 0 (Σ) ⊂ gr 0 Σ (A) ·τ 35 (see Proposition 7.7), one obtains the equality
and therefore:
Proposition 7.12. The subspaces M min 0 (Σ) and gr 0 Σ (A) ·τ 35 of gr 0 Σ (M ) are equal. Combining this result with the isomorphism gr 0 Σ (A) ·τ 35 ≃ C[x 2 , x 6 ]{8} (Proposition 7.11), we obtain a isomorphism of graded vector spaces
(7.25)
The map {, } : Λ 2 (Σ) → M min 0 (Σ) is given by {σ i , σ j } = (class of c(σ i , σ j )) for any odd i, j ≥ 3. Taking into account the relation c(σ i , σ j ) = −2τ ij (Subsection 5.3), we obtain {σ i , σ j } = −2τ ij . Then (7.17) yields {σ i , σ j } = −2P ij (σ 2 ,σ 6 )τ 35 . It follows that the map
with the isomorphism (7.25) is given by {σ i , σ j } = −2P ij (x 2 , x 6 ) for any odd i, j ≥ 3, (7.26) where P ij is given by (7.10). Introducing the generating series
We may rewrite (7.26) as follows
where X, Y, D, σ(x 2 , x 6 ), π(x 2 , x 6 ) are as in (7.5), (7.6), (7.4), and (7.11). Define 27) then one checks that
It follows that if
To compute the lower bound M min (Σ) as a (weight degree, Σ-degree)-bigraded vector space, we first construct a surjective morphism C[x 2 , x 6 , x 3 , x 5 ]{8, 2} → M min (Σ) between this space and a polynomial ring with shifted degrees (Subsection 8.1). We then show that this morphism is injective (Subsection 8.2), and is therefore an isomorphism. We then compute the action (Subsection 8.3) and the filtration (Subsection 8.4) obtained from the action of S(Σ) on M min (Σ) and from the depth filtration of M min (Σ) by transport of structure through this isomorphism. We summarize these results in Subsection 8.5. 
where we recall that gr 0 Σ (A) is the quotient of gr 0 Σ (A) by its ideal generated byσ 4 − 1 4 (σ 2 ) 2 (see Subsection 7.2). Combining the isomorphism (8.4) with the isomorphism gr 0 Σ (A) ≃ C[x 2 , x 6 ] (Lemma 7.9), we obtain an isomorphism
of (weight degree, Σ-degree)-bigraded rings, where the bidegrees of x 2 , x 6 , x 3 , x 5 are respectively (2,0), (6,0), (3,1), (5,1). The elementτ 35 of M min (Σ) has weight degree 8 and Σ-degree 2 (as it belongs to M min 0 (Σ)). Combining the isomorphism (8.4) with the action map of gr Σ (A) onτ 35 and taking (8.3) into account, we obtain a surjective bigraded linear map
where · · · {8, 2} means shifting the bidegree by (8, 2) . This linear map is compatible with the structures of modules over both sides of the inverse of isomorphism (8.5). 
where the index means the linear space of monomials whose sum of partial degrees in B and B ′ equals k. The direct sum of all maps (8.7) is a bigraded linear map
where on the right side the weight degree is the total degree and the Σ-degree is the sum of partial degrees in B and B ′ . Similarly, the morphism (A,
) of pairs (a graded algebra, a graded ideal of this algebra) induces a morphism of bigraded rings
, which identifies with a morphism
of bigraded rings, where on the r.h.s. the pair (weight degree, Σ-degree) is again (total degree, sum of partial degrees in B and B ′ ). The morphism (8.8) is then compatible with the morphism (8.9) and with the action of both sides of (8.9) on both sides of (8.8).
The presentation results Lemma 7.9 and Proposition 6.3 imply that there is a morphism of graded algebras sec : gr 0 Σ (A) → gr 0 Σ (A), uniquely defined by (class ofσ 2 ) →σ 2 , (class ofσ 6 ) → σ 6 . Tensoring this morphism with the identity morphism of the polynomial ring C[x 3 , x 5 ], and composing the resulting morphism with the isomorphisms gr Σ ( Then there is a sequence of morphisms of bigraded vector spaces 10) compatible with the following sequence of morphisms of algebras, and their module structures over these algebras
The resulting composite morphism C[x 2 , x 6 , x 3 ,
whereσ lin i are as in (7.8) and the equalities follow from the invariance of σ i (A, B, A ′ , B ′ ) under the exchange B ↔ A ′ . Let 1 be the element of C[x 2 , x 6 , x 3 , x 5 ]{8, 2} corresponding to 1 ∈ C[x 2 , x 6 , x 3 , x 5 ]. There is a commutative diagram
where (a), (d) are the composite maps (8.11), (8.10), (b) is the action map on 1 and (c) is the action map on the image of 1 by (d).
Since this element of We also record:
the map (b) is an isomorphism of bigraded vector spaces (of bidegree (8, 2)).
(8.14)
One computes
and one checks that
The first statement, together with the invertibility of D 0
This implies
The map Σ → I/(I 2 + I ∩ J) = gr 1 Σ (A) is then given by
)).
Composing it with the isomorphism gr 1 Σ (A) ≃ gr 0 Σ (A) ⊗ (Cx 3 ⊕ Cx 5 ), we obtain the map
Composing the latter map with the isomorphism induced by gr 0 Σ (A) ≃ C[x 2 , x 6 ], and using (class of D 0 ev (t)) = d(x 2 , x 6 , t) (see (7.27)), we obtain the map
We derive from there:
Proposition 8.2. Under the inverse of the isomorphism ϕ :
, where ξ 3 (x 2 , x 6 , t), ξ 5 (x 2 , x 6 , t) are given by (7.28).
The depth filtration of M min (Σ). It follows from Subsection 2.4 that the depth filtration on M is given by
is the ideal generated by B, B ′ . This filtration induces filtrations on the subspaces
, and on the subspaces 
). It follows that the same is true of gr k Σ (M ), so
The part of gr k Σ (M ) of depth degree ≥ k + 3 is defined as the image of
The direct sum over k ≥ 0 of the linear maps (8.16) is a linear map
Composing it with the inclusion M min (Σ) ֒→ gr Σ (M ) and with the isomorphism 
One can check that this map coincides with map (8.11), which has been shown (proof of Proposition 8.1) to be injective. It follows that for any k ≥ 0, the map 8.5.1. Recall that grt 1 is equipped with a weight grading and a compatible depth filtration (see Subsection 2.4). The spaces derived from grt 1 are likewise equipped with compatible degrees and filtrations.
8.5.2. There is an isomorphism of graded spaces gr 0 lcs (grt 1 ) ≃ ⊕ k odd ≥3 Cσ k (= Σ), and Σ is pure of depth degree 1. The Lie bracket of grt 1 gives rise to a S(Σ)-module structure over gr 1 lcs (grt 1 ) and to a linear map Λ 2 (Σ) → gr 1 lcs (grt 1 )/Σ · gr 1 lcs (grt 1 ).
is a Σ-module in the sense of the Introduction. In addition to its grading corresponding to this decomposition (the Σ-grading), this module is equipped with a weight grading and a depth filtration, which are all compatible. 33 8.5.4. The variables x 2 , x 3 , x 5 , x 6 are free commutative variables of (weight degree, Σ-degree) equal to (2,0), (3,1), (5,1), (6,0), respectively. Polynomials and formal series are given by
).
The (weight degree, Σ-degree)-bigraded vector space M min (Σ) is equal to C[x 2 , x 3 , x 5 , x 6 ]{8, 2}, where {8, 2} denotes the shift of bidegrees by (8, 2); so
Equipped with these structures, M min (Σ) is a Σ-module. Its depth filtration is such that
Theorem 8.4. The depth-filtered Σ-module M min (Σ) is a subquotient of the depth-filtered Σ-module gr Σ (gr 1 lcs (grt 1 )).
9. Lower bounds for Hilbert-Poincaré series of subquotients of grt 1
As remarked in Subsection 4.4, Theorem 8.4 implies lower bound results for Hilbert-Poincaré series. For X a vector space with weight grading X = ⊕ n∈N X[n] and compatible depth filtration, we have
On the other hand, the 2-variable series of gr 1 lcs (grt 1 ) and of gr Σ (gr 1 lcs (grt 1 )) coincide, as well as the 1-variable series of the same spaces. Theorem 8.4 then implies:
Theorem 9.1. The following inequalities hold
where an inequality means that the difference of both sides is a series with nonnegative coefficients, and the left-hand sides are defined by (9.1).
10. On the explicit form of gr dpth (grt 1 ) in depths 2 and 3
The depth filtration of L (Section 2.4) induces a decreasing filtration on grt 1 , also called the depth filtration. The associated graded Lie algebra gr dpth (grt 1 ) is a (weight, depth)-bigraded Lie algebra. The Broadhurst-Kreimer conjecture ( [BK] ) predicts the dimensions of the components of this bigraded vector space. It has been proved for depths 1,2,3 ( [G] ). We recall this material in Subsection 10.1.
The explicit form of gr k dpth (grt 1 ) is known for depths k = 1, 2 ( [Ec] ). Using the known results on M min (Σ), we recover this explicit form (Subsection 10.2) and prove some results on the explicit form of gr k dpth (grt 1 ) when k = 3 (Subsection 10.3).
10.1. In Subsection 2.1, we introduced the free Lie algebraL = L(Cx ⊕ Cy), equipped with the bracket , . As remarked in Subsection 2.4, this bracket (as well as the free Lie algebra bracket [, ] ) is homogeneous for the depth degree (i.e., the degree in y), therefore L := ⊕ i>0 (part ofL of y-degree i) is a graded Lie subalgebra ofL for the brackets , and [, ] .
, and
denotes the part of L of y-degree k), and it follows from Lazard's elimination theorem that the Lie bracket [, ] induces an isomorphism
of depth-graded Lie algebras between (L, [, ] ) and the free Lie algebra generated by V , where the degree on L(V ) is defined by the condition that V has depth degree 1. The depth filtration on L is defined by F i dpth (L) := ⊕ j|j≥i L[j]; since this filtration is induced by a grading, L coincides with its associated graded Lie algebra for this filtration. This filtration is also compatible with the Lie algebra inclusion L ⊂L.
The Lie algebra inclusion grt 1 ⊂ L and the depth filtration on L induces a filtration on grt 1 , which is again called the depth filtration. The associated graded Lie algebra is gr dpth (grt 1 ) = ⊕ k≥1 gr k dpth (grt 1 ), where
The map gr k dpth (grt 1 ) ֒→ L k (V ) is an inclusion of graded (for the x-degree) vector spaces, and as mentioned above, the Broadhurst-Kreimer conjecture predicts the graded dimension of these spaces for each k ≥ 1. They have been established for k = 1, 2, 3. More precisely, the following results have been shown ( [G] ). Set
Let Lie(W ) ⊂ L(V ) be the Lie subalgebra (for the bracket , ) generated by W , and let Lie(W )[k] ⊂ L k (V ) be its part of depth degree k. Then:
(1) for k = 1, 2, 3, Lie(W )[k] = gr k dpth (grt 1 ), (2) the Hilbert-Poincaré series of gr k dpth (grt 1 ) is equal to 10.2. Computation of gr 2 dpth (grt 1 ). There is a commutative diagram where the first square arises from the inclusion Σ ⊂ L 0 , the second square from the compatiblity of the operations of L with depth, the fifth square from compatiblity of the Lie bracket of grt 1 with depth, the fourth square from the Lie algebra inclusion grt 1 ⊂ L, and the third square from taking associated graded for the l.c.s. filtration.
The isomorphism L 0 ≃ ABC [A, B] is given by (class of (adx) k (ady) l ([x, y])) ↔ A k+1 B l+1 . It gives rise to an isomorphism gr dpth (L 0 ) ≃ AC [A] B. This space is isomorphic to the subspace V + := ⊕ a>0 Cξ[a] of V , where the bijections are (class of (adx) k+1 (y)) ↔ A k+1 B ↔ ξ[k + 1] for k ≥ 0. We have therefore gr dpth (L 0 ) ≃ AC [A] B ≃ V + .
(10.1)
The isomorphisms where the surjectivity of Σ ⊗2 → M min 0 (Σ) follows from the construction of M min (Σ) and the surjectivity of gr 1 dpth (grt 1 ) ⊗2 → gr 2 dpth (grt 1 ) follows from the results recalled in Subsection 10.1. This diagram implies the equality [Ec] ; the kernel of the bracket gr 1 dpth (grt 1 ) ⊗2 → gr 2 dpth (grt 1 ) was studied first in [Sc] ).
10.3. Computation of gr 3 dpth (grt 1 ).
10.3.1. The isomorphism L 1 ≃ L(ABC [A, B] ) gives rise to an isomorphism gr 3 dpth (L 1 ) ≃ (the part of L(ABC [A, B] Lemma 3.1 then implies that this map is given by
10.3.2. For any integer k ≥ 0, there is a natural sequence of linear maps
where the last map is induced by the inclusions 
As the ratio ((A ′ ) 4 − (A + A ′ ) 4 )/((A ′ ) 2 − (A + A ′ ) 2 ) = (A ′ ) 2 + (A + A ′ ) 2 is not invariant under the permutation A ↔ A ′ , the map (10.7) is injective. It follows that the map bot from diagram (10.5) is injective. Diagram (10.6) also implies that the image of bot coincides with the images of (10.7).
10.3.3. There is a commutative diagram
where the first square is induced by the Lie algebra inclusion grt 1 ⊂ L, and the second square is induced by taking associated graded for the l.c.s. filtration. The resulting diagram is compatible with the depth gradings and therefore gives rise to a diagram gr 1 dpth (grt 1 ) ⊗ gr 2 dpth (grt 1 ) The space L 3 (V ) decomposes as follows
As F 3 dpth (grt 1 ) ⊂ L 1 , the subspace gr 3 dpth (grt 1 ) ⊂ L 3 (V ) is such that gr The exact sequence 0 [ξ[0] (Σ) ) and of the map (10.12) would therefore yield an explicit description of gr 3 dpth (grt 1 ) ∩ L 3 (V + ).
