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In the rarefied gas dynamics, the classic kinetic models are more accurate and
complicated, while the fluid models are much simpler but fail in some cases. In this
thesis, we propose a new local up-scaling model to couple Euler equations with the
kinetic model when the previous up-scaling model in [19] does not apply, e.g. when
the Boltzmann equation is solved by the particle method, like DSMC. By means
of the first order Chapman-Enskog expansion we propose a new NSLU model to
couple the Navier-Stokes equations with the kinetic models. We also propose the
zero-moment projection based on the macro-micro decomposition ([34]) to correct
the non-fluid part in the up-scaling models.
Numerical tests of these local up-scaling models have been done in various
multi-scale problems, including the Jin-Xin relaxation model for the traveling shock,
1D1D BGK model for the dynamics of a small perturbation of an equilibrium, 1D3D
BGK model for the stationary shock and the simulation of a planar Couette flow by
direct simulation of Monte Carlo (DSMC) for the Boltzmann equation.
The implicit-explicit scheme for the relaxation models is applied, which is
shown to preserve the positiveness of the distribution function, the conservation
laws and entropy inequality. Numerical results show that the zero-projection is
necessary to ensure the stability and accuracy for the up-scaling models, especially
when non-kinetic schemes are applied in the moment equations. NSLU model must
be applied to replace the up-scaling model in [19] if the macroscopic approximation
is the viscous fluid.
The similar scaling exists in the relaxation-time model for the semiconductor
device when electric field is low. The DrDiLU model based on drift-diffusion model
for the diode is proposed which is similar to NSLU model for the rarefied gas.
Numerical experiments show it is stable and accurate compared with the results
from the relaxation-time model.
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In nature, things are made up of atoms or molecules and the processes occur at the
atomic scale (micro scale). For example, the mean free path of nitrogen at 298 K and
a pressure of 0.01 atm is 6.68× 10−6m and mean free time is 2.68× 10−8s. However
events in our daily lives are happening at a much larger geometric dimensions and
much slower pace (macro scales). In our numerical simulation for the 1D stationary
shock, the ratio of macro length scale to micro length scale is around 106. Due to the
multi-scale feature, there are two ways to model the rarefied gas dynamics: kinetic
models and fluid models.
In the thesis we will focus on the spacial multi-scale problems. The Knudsen
number κ is usually used as a rough indicator of the scales which is the ratio of
the mean free path to a typical macroscopic length. As noted in [7], a more precise
κ, or the local κ is obtained if the macroscopic length L = |U/∂U
∂x
|, where U is the
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macroscopic quantities such as ρ,u or T . If κ ≈ O(1), the kinetic models must be
applied. However, the kinetic models are often not only too complex to be dealt
with, but also because it contains too much information of little interest. When
κ ≪ 1, the system is close to equilibrium state so the simpler fluid models may be
applied. These fluid models will fail when κ ≈ O(1).
A typical example is the simulation of reentry problems in aerodynamics, where
the system is close to equilibrium far from the reentry body, while non-equilibrium
effects are very large close to the body. Another example is the simulation of com-
bustion wave. Ignition will occur in a local region over a certain temperature and
affect the whole system afterwards. It may not happen if we won’t resolve the small
scales in the local region. In these cases, the multi-scale modeling is needed to solve
the problems efficiently and accurately.
One straightforward way to deal with these cases is that we may apply differ-
ent models in different regions, i.e. the domain decomposition model. The domain
decomposition model (DD) has also been widely used in molecular dynamics prob-
lems. A lot of work has been done in this area [22, 48]. It has also been applied to
couple the kinetic model with the continuum model, [9].
Heterogeneous multi-scale Model was proposed by E and Engquist in [20]. The
basic principle of HM model is that one should start with a macro solver, taking into
account as much as possible what is known about the macro process, and use the
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micro model to provide the missing macro data that are necessary for implementing
the macro solver. In [20], they propose the conservation laws as the macro solver
and the missing macro data is the fluxes.
It is well-known the Euler equations can be derived from the zeroth order of
Chapman-Enskog expansion, which describes the dynamics of the equilibrium state.
Therefore we may choose the Euler equations as the macro solver which will be
solved in the entire region and solve an additional equation for the non-equilibrium
part to provide the corrections (up-scaling) of the macro model which are needed in
the kinetic region. This is the local up-scaling (ELU1) model proposed by Degond,
Liu and Mieussens in [19].
In a lot of cases, the dynamics of fluid should be better modeled as viscous fluid
instead of inviscid fluid. Therefore we may replace the Euler equations by the Navier-
Stokes equations as the macro solver. By means of the first order Chapman-Enskog
expansion we propose a new NSLU model to couple the Navier-Stokes equations
with the kinetic models. In this model, the Navier-Stokes system will be solved
in the whole region. The additional equation for the non-fluid part obtained from
the kinetic model is solved in kinetic sub-region to supply the up-scaling for the
Navier-Stokes equations.
From the Chapman-Enskog expansion, the non-fluid part in the ELU1 and
NSLU models should make no contribution to the macroscopic quantities. There-
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fore we propose the zero-moment projection based on the macro-micro decomposi-
tion [34] to correct the non-fluid part in the computation of the up-scaling models.
Numerical simulations show the zero-moment projection improves not only the accu-
racy, but also the stability of the numerical schemes, especially when the non-kinetic
schemes are used for the macro solver.
The equation for the non-equilibrium part is needed for the ELU1 model,
which can’t be obtained if the particle method for the kinetic models is used, such
as Direction Simulation of Monte Carlo (DSMC) for the Boltzmann equation. By
rewriting the up-scaling terms in terms of the original distribution function f instead
of non-equilibrium part, we propose a new local up-scaling model (ELU2) which
enables us to couple Euler equations with the Boltzmann equation.
To compare the results of the up-scaling models with the kinetic models, we
also did the simulation of the kinetic models in the whole region. In order to
remove the stiffness of the relaxation models due to the small knudsen number in
the fluid region, we apply the implicit-explicit scheme for the relaxation model,
which is shown to preserve the positiveness, the conservation laws and the entropy
inequality.
For the simulation of the semiconductor device: 1D GaAs n+−n−n+ diode, we
take the relaxation-time model (RT) as the kinetic model. It is known the similar
scaling structure exists when electric field is low. The DrDiLU model based on
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drift-diffusion model (DrDi) for the diode is proposed from the first order Chapman-
Enskog expansion. Numerical experiments show it is stable and accurate, esp. on
the regions where the doping profile has big gradient. When the electric field is high,
the macroscopic model is the high field (HF) model, [14]. Due to the complicated
distribution function of the high field model, the up-scaling model can’t be obtained.
In this case, we did a comparison of the DD model and RT model, which shows no
improvement compared with the HF model.
In the following we present a brief overview of each chapter:
1. Chapter 2 is the introduction of the kinetic models and the fluid models for
the rarefied gas dynamics, their connections and the corresponding numerical
methods which will be used in the multi-scale modeling. The kinetic models
include the Boltzmann equation, the BGK model and some other models.
The fluid models include Euler equations and Navier-Stokes equations. The
numerical methods include DSMC for the Boltzmann equation and the discrete
velocity method for the BGK model, the flux splitting methods for Euler
equations and Navier-Stokes equations.
2. In chapter 3, we review some existing multi-scale models, such as DD model
and HM model. The derivations of the local up-scaling models are shown for
ELU1, ELU2 and NSLU models. Also we discuss the corresponding numerical
schemes for these models.
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3. In chapter 4, similar to the NSLU model, when the electric field is low, the
DrDiLU model is derived based on the DrDi model from the RT model to
simulate the 1D GaAs n+ − n− n+ diode. If the electric field is high, the DD
model to couple the high-field model with the relaxation model is used.
4. In chapter 5, we will concentrate on the numerical tests of the multi-scale
models. We begin with an artificial multi-scale problem constructed from the
Jin-Xin relaxation model for the inviscid Burger’s equation. The ELU1 and
NSLU models will be used to compute a traveling shock problem. Then it is
followed by the BGK model for the rarefied gas. We will consider an initial-
value problem for 1D1D case and a stationary shock problem for 1D3D case.
The ELU1 model, ELU2 and NSLU models will be used in the computation.
We also simulate a 2D planar Couette flow to show how to use the ELU2 model
to get a smoother profile from the DSMC result of the Boltzmann equation.
In last example, we will do a diode simulation for the semiconductor using the
DrDiLU model when the electric field is low. When electric field is high, we
apply DD model to couple the HF model with the RT model.
5. In appendix A, the derivation of the Boltzmann equation for the hard-sphere
molecules [10] is shown which is helpful to understand the algorithm of DSMC.
It is followed by a list of different types of molecular models including the hard-
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sphere model. Then two examples are given to shown that the local Knudsen
number κ is not a sufficient condition to demarcate the region. The zero-
moment projection formulas for 1D1D BGK and 1D3D BGK models are given
in section D. They are needed in the numerical experiments in chapter 5.
From the numerical results, we see the implicit-explicit scheme for the re-
laxation models is stable for the relaxation models for all κ. Also zero-moment
projection is very important for stability and accuracy. It is necessary to apply the
projection for the stability if other schemes are used than kinetic scheme. When the
viscous fluid model is needed to describe the leading behavior of the fluid dynamics,
ELU1 model should be replaced by NSLU model coupling fluid model (Navier-Stokes
equations) with kinetic models to avoid modeling error. ELU2 model is an alternate
up-scaling model to couple the Euler equations with the kinetic models. It resolves
the difficulty of ELU1 model which can’t be obtained in some cases to implement
the local up-scaling.
In [28], the authors got an asymptotic preserving scheme for the relaxation
model by balancing the transport term and the relaxation term. Because of the
successful separation of different scales in the different equations, the up-scaling
models should be a new way to get an asymptotic preserving scheme. We will leave
the theoretic analysis for the ELU1 and NSLU models as the future work.
So far we only did one-way coupling for the ELU2 model in the simulation of
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2D Couette flow and enforced the conservation of mass and momentum. A better
result should be obtained if the energy conservation is also enforced. Two-way
coupling for ELU2 model may also accelerate the convergence of DSMC.
Chapter 2
Kinetic Models and Fluid Models
In this chapter, we present the background material needed for multi-scaling model-
ing, i.e. the classic kinetic models and the fluid models for the rarefied gas dynamics.
The kinetic models include the Boltzmann equation, the BGK model and some other
models and the fluid models include Euler equations and Navier-Stokes equations.
The appropriate boundary conditions for the models are reviewed to describe
the interaction of the gas and the solid boundary. Then we will show how to extract
the macroscopic variable functions ρ,u, θ of the gas from the microscopic variable
function f and the asymptotic derivation of the fluid models from the kinetic models
(Chapman-Enskog expansion).
In the last two sections, we will review some popular numerical methods to
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kinetic and fluid models. The numerical methods include Direct Simulation of Monte
Carlo (DSMC) for the Boltzmann equation and the discrete velocity method for
the BGK models, the flux splitting methods for Euler equations and Navier-Stokes
equations. These numerical methods will be applied in the numerical schemes of
the multi-scaling models.
2.1 Kinetic Models
To deal with the gas dynamics, the kinetic models recognize the particulate structure
of the gas as a a myriad of discrete molecules and ideally provide information on the
position, velocity, and state of every molecule at all times. For the rarefied gas, the
kinetic models describe the evolution of the distribution function f with time, where
f(t,x, ξ) denotes number density of the molecules, which appear at the position x
at time t with the velocity ξ.
The most famous example of the kinetic models is the Boltzmann equation.
The Boltzmann equation for the hard-sphere molecule is reviewed, whose derivation
from the Boltzmann-Grad limit is given in appendix A. Then the collision invariants
and equilibrium are defined for the Boltzmann equation and followed by the Boltz-
mann’s H-theorem. Some other kinetic model such as discrete velocity model, BGK
model are reviewed in the end of section. These simplified models have been used
for years to provide useful insight into non-equilibrium problems. In the numerical
9
experiments, we will mainly concentrate on the BGK model as the kinetic model.
2.1.1 Boltzmann Equation for Hard-Sphere Molecules
Let f(t,x, ξ) be the expected number density distribution of the particles at time t
at the point (x, ξ) in the phase space. Then the evolution of f for the hard-sphere
monatomic particles is governed by the Boltzmann equation:
∂f
∂t
+ ξ · ∇xf = Q(f, f), (2.1)






(f ′f ′1 − ff1)d2V cos θdΩdξ1, (2.2)
Here f = f(t,x, ξ), f1 = f(t,x, ξ1), f
′ = f(t,x, ξ′), f ′1 = (t,x, ξ
′
1). d is the
diameter of the particle, π − 2θ is the deflection angle and V = |ξ − ξ′| is the
relative speed. Ω is the unit solid angle. The post-collision velocities (ξ′, ξ′1) are
related to the pre-collision velocities (ξ, ξ1) by
ξ′ = ξ − n[n · (ξ − ξ1)], ξ′1 = ξ1 + n[n · (ξ − ξ1)], (2.3)
where n is the unit vector along ξ − ξ′.
The Boltzmann equation is obtained from the binary collisions of molecules,
while DSMC simulate the collision integral in a similar way. To help understand
DSMC, the derivation of the Boltzmann equation for the hard-sphere molecules [11]
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is shown in the appendix A. There are some other molecular models, [7]. These
models are more physical models that can be handled by DSMC too. We put a list
of these molecule models in appendix B and leave the multi-scaling modeling based
on these molecular models for future study.
2.1.2 Collision Invariants, Equilibria and the H-Theorem




2) be the velocities of two particles before and after collision.
Let φ be a function of ξ. If





we call φ a collision invariant. From the conservation of mass, moment and en-
ergy in the collisions, we can get the five elementary collision invariants: 1, ξ, 1
2
|ξ|2.
Any linear combination of them is also a general collision invariant. It has been
shown that any collision invariant can be written as the linear combination of the
elementary collision invariants, [10].













′ + φ′1 − φ − φ1)V σdΩdξ1dξ, (2.5)
Therefore
∫
φQ(f, f)dξ = 0 for any f if φ is a collision invariant.
In particular the solution of Q(f, f) = 0 is called a local equilibrium of the
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Boltzmann equation denoted by M . In this case, it can be shown that logM is a
collision invariant, [11]. Then logM must be a linear combination of the elementary
collision invariants and can only take a form of the Maxwellian :













Mdξ, u = 1
n
∫





|u|2. Here R is the
specific gas constant equal to the Boltzmann constant kB divided by the molecular
mass m. In the next section we will see n,u, T will be the macroscopic number
density, velocity, and temperature.




f log fdξ, S =
∫
R3
log f Q(f, f)dξ, (2.7)



















Because of the inequality (x − y) log(y/x) ≤ 0 for all x > 0, y > 0, we get S ≤ 0.
Here the equality holds if and only if f is a Maxwellian.
For the space-homogeneous case, multiply both sides of the Boltzmann equa-
tion by log f and integrate it over the velocity space, we get
∂H
∂t
= S ≤ 0 (2.9)
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This implies the famous Boltzmann’s H-theorem (for the space-homogeneous case):
H is a decreasing quantity unless f is a Maxwellian. In the non-homogeneous















where dS is the oriented surface element on ∂σ. In the case where the gas does not
exchange mass and energy with a solid boundary, we also have dH
dt
≤ 0.
The H-theorem shows that Boltzmann equation has a basic feature of irre-
versibility: The quantities H and H always decrease in time. This H has the
properties of entropy (except for the sign). In the equilibrium state, we may have
H = −(1/R)η where η is the entropy of the gas (see p.65, [11]).
2.1.3 Other Kinetic Models
Because of the complicated nature of the collision integral, it is very difficult to
deal with the Boltzmann equation. Therefore, some alternative simpler expressions
have been proposed for the collision term. This simplification brings about various
kinetic models.
1. Discrete Velocity Models: This kind of models uses the prearranged dis-
crete set of velocities which changes the collision integral to be a finite sum-
mation. For example in one space dimension, the Broadwell model describes a
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gas as composed of molecules of only three speeds 0,±1 with a binary collision
law and spatial variation in one dimension.
2. BGK Model: A simple and most widely known collision model was brought
by P.L.Bhatnagar, E.P.Gross, and M.Krook at 1954 in [5]. In this BGK model,
the collision term Q(f, f) = 1
τ
(M−f), where τ = Cn−1T ω−1 is the relaxation
time which is inversely proportional to the density and may also depend on
the temperature. M is the local Maxwellian.
There no precise relation between the Boltzmann equation and the BGK col-
lision model. The BGK model does however have the most important feature of the
Boltzmann equation, i.e.
1. Five collision invariants are 1, ξ, 1
2
|ξ|2,
2. Null space of Q consists of Maxwellians,
3. Tendency to a Maxwellian distribution (H-theorem), i.e.
∫
R3




log fQ(f, f)dξ = 0 ⇔ f is a Maxwellian., (2.11)
The mathematical theory of the BGK model is slightly simpler than that
of the Boltzmann equation. Numerical simulations are also easier, especially by
deterministic methods. However the Prandtl number Pr = µ/cpκ turns out to be
14
unity for the BGK model, where it is smaller than 1 in the case of Boltzmann
equation. This model is generalized (Ellipsoidal Statistical model) by substituting
a locally anisotropic 3D Gaussian in place of the local Maxwellian ( which is an
isotropic Gaussian), [27]. Andries and Perthame proved an entropy inequality for
the ES model in 2001, [1].
2.2 Fluid Models
Considering the examples of classical fluid dynamics, we usually are only interested
in the macroscopic properties of the fluid, for example, mass density(ρ), velocity
field (u) = (u1, u2, u3)
T ∈ R3, pressure(p), temperature(T ) and so on, all of which
are functions of (t,x) only. In the following, we will only consider the compressible
fluids, whose equations can be easier derived from the Boltzmann equation or kinetic
models than the incompressible fluids. There are two well-known models for the
fluid: Euler fluid (or perfect) and the Navier-Stokes (or viscous) fluid.
2.2.1 Euler Equations
From the laws of conservation of mass, momentum, and total energy for the com-

















∂tρ + ∇x · (ρu) = 0,
∂t(ρu) + ∇x · (ρu ⊗ u + pI) = 0,
∂t(ρe) + ∇x · ((ρe + p)u) = 0,
(2.12)
where the specific total energy e = ǫ + 1
2
|u|2 and ǫ is the specific internal energy
which is related to the temperature T . I is the identity tensor.
To close the above system, a pressure law for p from thermodynamics is needed.
For example, for a polytropic ideal gas, from the equations of the state, we have
p = RρT, p = (γ − 1)ρǫ, γ > 1, (2.13)
For example, for the monatomic gas γ = 5
3






Another model of the compressible fluid flow is the Navier-Stokes equations, which















∂tρ + ∇x · (ρu) = 0,
∂t(ρu) + ∇x · (ρu ⊗ u) + ∇xp = ∇x · Σ,
∂t(ρe) + ∇x · (ρe + p)u)) = ∇x · (Σ · u + q)
(2.14)











if we neglect the bulk viscosity. Here µ is the dynamic viscosity coefficient.
Also we assume that heat diffusion is governed by Fourier’s law, i.e. q = k∇xT
with k the thermal conductivity and T the temperature.
Given the viscosity µ and the thermal conductivity k, to complete the system
of the Navier-Stokes equations we still need the equations of states to express the
pressure p and the energy density e in terms of ρ,u and T . For example, we may
use the equations of the state for a polytropic ideal gas again.
2.3 Boundary Conditions
Because both kinetic and fluid models contain space derivatives, they should be
equipped with suitable boundary conditions to be well-posed problems. There are
two types of boundary conditions: actual boundary conditions and artificial bound-
ary conditions. The actual boundary conditions describe the interactions of gas
molecules with the boundary interface in the bounded domain while the artificial
boundary conditions are necessary if the spatial domain is unbounded. In this sec-
tion, we will discuss the actual boundary conditions for the solid boundary. The
artificial boundary conditions will be discussed in the specific numerical examples.
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2.3.1 Boundary Conditions for Kinetic Models
As for kinetic models, we need to impose boundary conditions for the distribution
function f(t,x, ξ). There are two simple models proposed by Maxwell in [35] for
the interaction of a stationary equilibrium gas with a solid surface that maintains
equilibrium: specular reflection and diffusion reflection.
Specular reflection is perfectly elastic with molecular velocity component nor-
mal to the surface being reversed, while those parallel to the surface remain un-
changed, i.e.
Rf(t,x, ξ) = f(t,x, ξ − 2(c · n)n), (2.16)
in which x ∈ ∂Ω, c · n ≥ 0, where n is the unit normal vector of ∂Ω pointed
outward and c = ξ − uw is the relative velocity of the molecule to the wall. uw(x)
is the velocity of the surface.
In diffusion reflection, the velocity of each molecule after reflection is indepen-
dent of its initial velocity. However, the velocities of the reflected molecules as a
whole are distributed in accordance with the half-range equilibrium or Maxwellian











in which x ∈ ∂Ω, c ·n ≥ 0, where c = ξ−uw and Tw are respectively, the relative
velocity of the molecule to the wall and the temperature of the wall, while µ is to
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be determined to keep the conservation of mass at the surface of the wall, i.e.
∫
c·n≥0
Mf(t,x, ξ)|c · n|dξ =
∫
c·n<0
f(t,x, ξ)|c · n|dξ, (2.18)





c·n<0 f(t,x, ξ)|c · n|dξ.
From a physical point of view, we assume that at the solid boundary condition
a fraction α of the molecules is absorbed by the wall and then re-emitted with the
velocities corresponding to those in a still gas at the temperature with the same
velocity as the wall’s, while the remaining portion (1 − α) is perfectly reflected.
This is equivalent to impose for the ingoing velocities:
f(t,x, ξ) = (1 − α)Rf(t,x, ξ) + αMf(t,x, ξ), (2.19)
in which x ∈ ∂Ω, (ξ−uw) ·n ≥ 0. Here α is called the accommodation coefficient.
2.3.2 Boundary Conditions for Fluid Models
The fluid models also need appropriate boundary conditions for ρ,u, T to be well-
posed.
We know Euler equations describes the dynamics of compressible inviscid fluid.
If the boundary is assumed to be an impermeable rigid wall, i.e. the fluid does not
cross the boundary but may move tangentially, we may require:
u · n = 0, (2.20)
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where n stands for the outer normal vector of the boundary.
Since Euler equations is a system of conservation laws, for artificial boundary
we may also need to impose inflow and/or out-flow conditions by linearization (page
443, [24]).
Because Navier-Stokes system describes the dynamics of compressible viscous
fluid, it is second order in space. Therefore we may apply the usual Dirichlet bound-
ary conditions for the boundary like
u = uw, T = Tw, (2.21)
where the subscript w means the corresponding values of the boundary. This bound-
ary condition is inconsistent with the kinetic boundary condition at the first order
in κ. The slip boundary conditions are often used in the numerical computation
which allow jumps of the velocity and temperature in a mean free path (see p.428,
[46]).
2.4 From the Kinetic Model to the Fluid Model: C-E Expansion
Now we have two different levels of models: kinetic models and fluid models. We use
different variable functions to describe the dynamics of the gas. There are several
questions we may ask:
1. Since we are familiar with the macroscopic quantities, for example the density,
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the velocity or the temperature, etc. How do we obtain these information from
the kinetic model or from the distribution function f(t,x, ξ)?
2. The fluid models are simpler and efficient to compute and the kinetic models
are more accurate. For a specific problem, how do we tell which model we
should choose? How do these two levels of models relate to each other?
The answers to these questions are important for the multi-scale modeling and
will be given in the following sections.
2.4.1 Three Moments of the Distribution Function f
Given the number density distribution function f(t,x, ξ), we may obtain the macro-
scopic quantities by taking different moments of f with respect to ξ as follows.




The number density and the velocity field in the physical space is:




Let m be the mass of the molecule. Then the density ρ = m · n.
The total energy E is:
E = ρe =
1
2
〈|ξ|2f〉 = ρǫ + 1
2
ρ|u|2, (2.23)
here e is the specific total energy and ǫ = is the specific internal energy, then
ρǫ = 1
2
〈|c|2f〉, where c = ξ − u is the thermal velocity.
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The pressure tensor P is defined as
P = 〈c ⊗ cf〉, (2.24)
The scalar pressure may be identified as the isotropic part of the pressure tensor
(Pascal’s principle) at least in the case of equilibrium or for non-equilibrium situa-








Notice we have 2ρǫ = 3p. Therefore p = 3
2
ρǫ. Combined with the Boyle’s law for
ideal gas p = RρT we have ǫ = 3
2
RT .
2.4.2 Scaling of Kinetic Equation
In order to get the scaling of the kinetic model, we need a dimensionless kinetic
equation. Denote by T a typical time, by L a typical length, by w a typical molecular
velocity, by n the number density, by σT the total collision cross-section, then the
scalings of the quantities in the Boltzmann equation are as follows:
∂tf = O(T
−1f); ξ · ∇xf = O(wL−1f); Q(f, f) = O(nwσTf 2) (2.26)
If we take the hard-sphere model as an example, then σT = πd
2 where d is
the molecular diameter. From an elementary argument, the mean free path l, i.e.
the average length of the free flight of a molecule between two successive collisions
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has l ≈ (nd2)−1. Accordingly the mean free time θ will be: θ = l/w. The non-
dimensional Knudsen number is defined as κ = l/L. Suppose the length and time
scales can be taken to be comparable, and l/L ≈ θ/T (it is called hydrodynamic
scaling), then we get the dimensionless kinetic equation:




If κ = O(1) or bigger, then the system is not at equilibrium state, we have
to use the kinetic models to get the details, i.e. the distribution function f(t,x, ξ).
When the Knudsen number is very small (κ ≪ 1), we need Q(f, f) to be close to
zero. Therefore the system is very close to an equilibrium state. This means the
dynamics of the system could be described using the macroscopic quantities, whose
evolutions are governed by the fluid models. From the Chapman-Enskog expansion
based on the Knudsen number, we will see these fluid models are exactly the Euler
equations or the Navier-Stokes equations.
2.4.3 Chapman-Enskog Expansion
Since we only need the Chapman-Enskog (C-E) expansion for the BGK model in
the multi-scale modeling, we will use the BGK model instead of the Boltzmann
equation to get the fluid models by the C-E expansion. For the C-E expansion of
the general Boltzmann equation, see chapter V in [11] or [31].
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The dimensionless BGK model is




Here the collision frequency ν = 1
τ
and M is the Maxwellian.
2.4.3.1 Zero-Order Expansion
The only O(κ−1) term in the BGK model is the right-hand-side. The zero-order
expansion means we set the right-hand-side to be zero and notice the only solution
of Q(f) = 0 is the local Maxwellian. Plug











into the expressions of the stress tensor and heat flux, we obtain
Σ = ρ〈(ξ − u) ⊗ (ξ − u)f〉 = ρRTI = pI,q = 0, (2.30)
This is exactly the constitutive relation for the Euler equations. Therefore when
the system’s κ is very small ( e.g. ≤ 0.002, [7] ), we may treat the system as the
compressible inviscid fluid and choose the Euler equations to model the system.
2.4.3.2 First-Order Expansion
Next we consider O(1) terms in the BGK model, i.e. f = M + κg1, where g1 =
∂tM + ξ · ∇xM. In the term ∂tM, we may eliminate the time derivatives of the
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macroscopic variables by means of the Euler equation without changing the order
of truncation error. Let c = ξ − u be the peculiar velocity of the molecules, after























where m is the molecule’s mass. It can easily be checked the O(κ) term in f has no
contribution to the equilibrium of f .
Plug f1 into the expressions of the stress tensor and heat flux again and ignore
















Compared with the Navier-Stokes equation, the coefficient of viscosity µ and the











In this way we get the Navier-Stokes equation for the compressible fluid. When
the system’s κ ≤ 0.1, we may neglect the O(κ2) term in f and use the Navier-Stokes
equations to model it, [7]. The system is treated as the compressible viscous fluid.
The specific heat at constant pressure is cp =
5
2
R for the monatomic gas.
Therefore the Prandtl number Pr = 5
2
cpµ/k = 1 which is different from the observed
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quantity which is close to 2
3
. A correction to the BGK model (Ellipsoidal Statistical
model, [27] ) is obtained by substituting a locally anisotropic 3D Gaussian in place
of the local Maxwellian which gives the same Navier-Stokes equations as the full
Boltzmann equation. An H-theorem of this model is proved in [1].
2.5 Numerical Methods to the Kinetic Models
Numerical solutions of the Boltzmann equation based on finite different methods
meet with severe computational requirement due to the large number of independent
variables (t,x, ξ) and the very large number of operations required to evaluate the
collision term. This paved the way to the development of simulation schemes, such
as Direct Simulation of Monte Carlo (DSMC) method [7] which have become a
powerful tool for practical calculations. DSMC has been rigorously proven to yield
approximations to solutions of the Boltzmann equation, provided the number of test
molecules is sufficiently large, [47].
For other kinetic models, such as BGK model or discrete velocity model, owing
to the simplified collision term, it is possible to apply the conventional methods of
hyperbolic equations for some simple flow geometries.
26
2.5.1 Direct Simulation of Monte Carlo for Boltzmann Equation
In Direct Simulation of Monte Carlo (DSMC), the state of the system is given by
the positions and velocities of simulated particles. It models a gas flow as 103−8 of
simulated ”molecules”, with each of them representing a large number of real gas
molecules (1012−17). As the simulated molecules move through the computational
domain, they may collide with one another as well as with physical boundaries. The
position coordinates x and velocity components ξ of the simulated molecule are
modified with time. The molecular properties are then sampled to determine the
macroscopic flow quantities.
Consider the Boltzmann equation for the monatomic rarefied gas
∂tf + ξ · ∇xf = Q(f, f) (2.33)









(f ′f ′1 − ff1)V σdξ1dǫdθ, (2.34)
here V is the relative speed and σ is the differential collision cross-section.
The essential DSMC approximation of the Boltzmann equation is the uncou-
pling, over a small time step(≈ the mean free time), of the translational motion(
∂tf + ξ · ∇xf = 0 ) and the binary collisions ∂tf = Q(f, f), which can be described
as follows respectively.
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1. Translation: The solution to ∂tf + ξ · ∇xf = 0 is
f(t,x, ξ) = f(0,x, ξ), (2.35)
which corresponds to the translational motion of the gas particles. Therefore for
the ith particle, we only need to set its new position to be
Xi(t
n+1) = Xi(t
n) + ∆tξ(tn), (2.36)
Also we need to deal with the interaction of the gas with the solid surface in
this step. We may have the specular reflection for the particle colliding with the
wall:
ξ∗ = ξ(tn) − 2(c · n)n, (2.37)
here n is the unit normal vector of ∂Ω pointed outward and c = ξ − uw is the
relative velocity of the molecule to the wall.
We may also apply the diffusion boundary condition. In this case, the particle
colliding with the wall is absorbed and a new particle is emitted from the wall with
the velocity ξ∗ randomly generated from the biased Maxwellian distribution







here C is determined by
∫
c·n<0 Pdξ = 1. The velocities of the molecules away from
the boundary will not change in the translation step.
2. Collision:
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In this step we solve ∂tf = Q(f, f). This corresponds to the binary collisions
between the molecules. The whole computation domain is divided into small cells
whose magnitude is around a fraction of mean free path. For any two molecules in
the same cell, we consider there are some possibility that they will collide and the
binary collisions will be done cell by cell. In order to do the binary collision, first
we need to determine the number of collisions in each cell and the probability of
the chosen pair to collide. Secondly we need to compute the post-collision of the
particles.
Suppose each simulated molecule represents Np physical molecules. The av-
erage number of simulated molecules in the fixed cell is Nc and the volume of the
cell is Vc. Let V = |ξ2 − ξ1| be the relative speed between two simulated molecules.
Then the probability of these two selected molecules in ∆t time interval to collide
is σT V ∆t/Vc. Considering repetition because of the large number of Np physical
molecules that each simulated molecule represents, there are N2c /2 pairs in the cell.
Since the number of molecules in each cell varies in time according to Poisson statis-
tics, Nc(Nc − 1) has an average equal to Nc
2
[12]. Hence the total number of the




ity of the collision between the selected pair is σT V ∆t
Vc
. Therefore the average number
of collisions will be Np
Nc(Nc−1)
2
· σT V ∆t
Vc
where σT V is the mean value of σT V for all
pairs of molecules, since generally σT is a function of relative speed V .
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Because NpNc(Nc − 1)/2 is very big and the collision probability σT V ∆tVc is
very small, the above method is inefficient. We may apply Bird’s No Time Counter
method (NTC) to maximize the efficiency in the following way:
Let the number of trials be Nt = Np
Nc(Nc−1)
2
· (σT V )max∆t
Vc
, which can be deter-
mined before the collision. It can be set initially to a reasonably large value and
will be automatically updated if a larger value is encountered during the sampling.
Then the probability of collision for each pair of molecules is P = σT V
(σT V )max
which
can be obtained after the selection of the pair of molecules. Then the total expected
number of collisions will be Nt ∗ P , same as before.
Next we need to compute the post-collision velocity for the molecules. When
the collision occurs between the molecules i and j, the relative speed V = |ξi−ξj | is
unchanged, which can be proved using the conservation laws for the binary collision.
Therefore the relative velocity
V∗ = V [cos χe1 + sin χ cos ǫe2 + sin χ sin ǫe3] (2.39)
Here χ = π − 2θ is the deflection angle and ǫ is the azimuthal angle. These two
angles are derived in the following way:
Let b be the distance of closest approach of the undisturbed trajectories in the




for HS model, where d is the radius of
the molecule.
Since b is very small compared with the distance of the molecules and each sim-
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ulated molecule represents lots of physical molecules, we may assume the incoming
molecules are uniformly distributed in the collision cross-section disk whose radius
is d, i.e. b2/d2 is a uniformly distributed random variables distributed in [0, 1) and
ǫ is uniformly distributed in [0, 2π), which will be denoted by R1 and 2πR2. R1 and
R2 are uniformly distributed random variables in [0, 1). Therefore cos χ = 2R
1/α
1 −1.
Once we have the reflection angle χ and the azimuthal angle ǫ, we may get
the post-collision velocity from the above expression. The post-collision velocities













In this collision step, the positions of the molecules will not change. When all the
collisions are done, we obtain the new velocities of each molecule.
When the simulation is done in each time step, we can obtain the macroscopic
quantities by means of sampling. Let Ns be the total number of simulated molecules,
then the molecule’s number density distribution function in the phase space is




δ(x −Xi(tn+1))δ(ξ − ξi(tn+1)), (2.41)

















where Vc is the volume of the cell.
The macroscopic velocity un+1j at cell Ij at t


































|ξi − un+1j |2, (2.45)




















T nj , (2.46)
where Nt is the number of iterations.
Here is a flow chart for the standard DSMC algorithm.
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Figure 2.1: Flow Chart for DSMC, pasted from [42]
2.5.2 Numerical Methods to Other Kinetic Models
Because of the simplified collision term of the BGK model or discrete velocity mod-
els, we may apply the direct numerical approach to solve these models. Here we take
the finite difference method for the BGK model as an example. The distribution
function f(t,x, ξ) will be represented by its numerical value over a network of points
in phase space.
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For simplicity, we take 1D1D dimensional case as an example, i.e. 1D physical
space and 1D velocity space. In the following, we will write ξ1 as ξ in the 1D velocity
case. The BGK model is written as








} and τ = Cn−1T ω−1. Here C and ω are constants.
When solving BGK model, the main difficulty is the velocity discretization. It
is difficult to preserve the important properties, such as the positiveness of f , the
conservation laws of mass, momentum and energy, as well as the entropy inequality.
In order to get a conservative and entropy decreasing discrete scheme for BGK
model, as stated in [37], we may apply a nontrivial discrete approximation of M
defined by a minimum entropy principle.
We assume −M ≤ ξ ≤ N where M, N are the given bounds for ξ. Let
Π = {ξk|ξk = k∆ξ} be the uniform discrete grid points set with size ∆ξ and K be
the corresponding set for the index k. fk(t, x) is assumed to be an approximation
of f(t, x, ξk).





therefore the first three moments are ρ = 〈φf〉K where φ = (1, ξ, 12ξ2) are the





Also the discrete entropy is HK[f ] = 〈f log f〉K.
The discrete approximation to M is denoted by E which minimize the discrete
entropy
HK[E ] = min {HK[g], g ≥ 0, s.t.〈φg〉K = ρ} , (2.49)
In the continuous case the minimizer will be the local Maxwellian. It is not
the case here because of the numerical integration error. It is shown in [37] that
Ek = exp(α · φk) where α is determined by the other minimization problem
J(α) = min{〈 exp(β · φk)〉K − β · ρ; β ∈ R3}, (2.50)
For simplicity, we use Euler forward method to discretize the tempal derivative.
Space discretization for ξ∂xf is done by the upwind conservative scheme from the
hyperbolic equation, i.e.
ξ∂xf ≈ D−(ξ+f) + D+(ξ−f), (2.51)
where ξ+ = max{ξ, 0}, ξ− = min{ξ, 0} and D+(D−) is the forward(backward)




(fi+1 − fi), D−f =
1
∆x
(fi − fi−1), (2.52)
The subscript i is the index along the x-direction.
Here is the first order numerical explicit scheme for the BGK model:
fn+1i,k = f
n
i,k − ∆t(D−(ξ+k fni,k) + D+(ξ−k fni,k)) +
∆t
τni
(Eni,k − fni,k), (2.53)
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here Eni,k = exp(αni · φk) where αni is the solution of
J(αni ) = min{〈 exp(β · φk)〉K − β · ρni ; β ∈ R3}, (2.54)














then {fn}n≥0 satisfies fni,k > 0 and preserve the conservation laws and the entropy
inequality.
The above CFL condition on the time step requires very small ∆t if τ is small.

















here En+1i,k = exp(αn+1i · φk) where αn+1i is the solution of
J(αn+1i ) = min{〈 exp(β · φk)〉K − β · ρn+1i ; β ∈ R3}, (2.58)
Remark. The moment equations can be obtained by taking the moments of the
kinetic equation due to 〈φEn+1i,k 〉K = ρn+1i .







then {fn}n≥0 from the above implicit-explicit scheme satisfies fni,k > 0 and preserve
the conservation laws and the entropy inequality.






















































|ξ| < 1, then this expression is a convex combination of fni,k, fni−1,k, fni+1,k
and En+1i,k . Since En+1i,k > 0 we get
fn+1i,k > 0 when f
n
i,k > 0 ∀i, k (2.62)
The conservation laws can be easily obtained from the moment equations.
























































En+1i,k log En+1i,k (2.64)
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Since the discrete equilibrium minimizes entropy, i.e.
∑

















Remark. In the numerical computation, we may solve the minimization problem by
the Newton algorithm where the initial value α0 = αn−1i . If we have many grid
points on the velocity direction, we may take α0 to be the continuous equilibrium,









Remark. We may use Min-Mod limiter or WENO to reconstruct the flux term ξ1f
in the above schemes to achieve the high order accuracy.
2.6 Numerical Methods to the Fluid Models
Here we will concentrate on the upwind finite difference methods to the Euler equa-
tions or Navier-Stokes equations.
Euler equations is a system of conservation laws ∂tρ + ∂xF (ρ) = 0. Therefore
we need to do the characteristic decomposition for the fluxes F = F+ + F− such
that the eigenvalues λ+(λ−) of the Jacobian of F+(F−) should be positive (negative).
Then the first order finite difference scheme for the Euler equations is
ρn+1i = ρ
n
i − ∆t(D+F− + D−F+), (2.66)
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2.6.1 Flux Splittings Methods to the Euler Equations
Euler equations is a system of conservation laws. In order to discretize the nonlinear
convection terms by the upwind schemes, we need to split the flux into positive flux
and negative flux and apply the forward or backward difference scheme respectively.
There are many different flux splittings methods. For example, the Steger-
Warming splitting (SWS) in [43] is obtained by means of the property that the
flux vector F (ρ) is a homogeneous function of degree one. In terms of the local
Mach number M = u/c where c =
√
γRT is the sound speed, VanLeer developed
a splitting [45] which is differentiable even at sonic points. The kinetic flux vector
splitting (KVFS) is derived from the moment closure of a collisionless Boltzmann
equation for the equilibrium gas. More kinds of flux splittings are given in [16].
Here we will mainly discuss the SWS and KVFS.
1. Steger-Warming Splitting(SWS)
In the 1D case, the SWS can be explicitly expressed in terms of eigenvalues of












2(γ − 1)λ±1 + λ±2 + λ±3
2(γ − 1)λ±1 u + λ±2 (u + c) + λ±3 (u − c)
(γ − 1)λ±1 u2 + 12λ
±
2 (u + c)
2 + 1
2













(λi ± |λi|) are the eigenvalues of (F±)′ correspondingly and
W = (3−γ)(λ2+λ3)c
2
2(γ−1) . The artificial viscosity can be introduced by simply adding
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a small positive(negative) number to λ±i , i.e.
λ̃±i =
λi ± (λ2i + ε2)1/2
2
, (2.68)
2. Kinetic Flux Vector Splitting
In [36], Deshpande and Mandel have formulated the KVFS based on the mo-
ment forms of the collisionless Boltzmann equation over the positive and neg-
ative speed of the molecules,
〈φ, ∂tf + ξ1∂xf〉 = 0, (2.69)
where f(t, x, ξ1) is taken to be the local Maxwellian M. φ is the collision
invariants φ = (1, ξ1, ξ
2
1/2). In the 1D physical space and 3D velocity space
case, we have the splitting
F± = 〈ξ±1 φM[ρ]〉, (2.70)















. Then we may express
the kinetic flux vector splitting of Euler equation in the following:



































2.6.2 Numerical Methods to the Navier-Stokes Equations
Compared with the Euler equations, the Navier-Stokes equations has the second
order viscous terms in addition to the convection terms. In [17], Baganoff and
Chou show the kinetic flux vector splitting for the Navier-Stokes equations using the
collisionless Boltzmann equation again by means of the first order approximation of
the C-E expansion.
For example, for the BGK model in the 1D physical space and 3D velocity
space case, from expression of f1 as (2.31) in the first order C-E expansion, we may
get the splitted fluxes as
F± = 〈ξ±1 φf1〉, (2.72)
The derivatives in f1 will be discretized by center-difference scheme to get the high
accuracy. If the collision frequency ν = ∞, i.e. the viscosity µ = 0 and the thermal
conductivity K = 0 we will recover the KVFS for the Euler equations.
Remark. Since this flux splitting is derived from the collisionless Boltzmann equa-
tion, it is not stable when the mean free path is big, or the fluid is far from the
equilibrium. It is clearly shown in the numerical tests. We know the viscous terms
are dissipative and the center difference discretization are stable. Therefore the
other way to solve the Navier-Stokes equations numerically is to apply the above
flux splitting on the convection terms and the center-difference scheme for the dis-
sipative viscous terms in the equations. For example, ∂x(µ∂xv) can be discretized
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Multi-scale Problems and Models
In this chapter, we will propose two new multi-scale models (NSLU, ELU2) from
the up-scaling strategy based on C-E expansion.
First we state what are spacial multi-scale problems based on the introduction
of the local Knudsen number and why the multi-scale modeling is needed. Then it
is followed by some existing multi-scale models such as domain-decomposition (DD)
model, heterogeneous multi-scale (HM) model, and the first local up-scaling (ELU1)
model. DD model can deal with the Euler equations or Navier-Stokes equations, but
HM model and ELU1 model can only couple the Euler equations with the kinetic
models. The ELU1 model is extended by the new NSLU model to couple the Navier-
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Stokes equations with the kinetic models. An alternate ELU2 model is proposed to
deal with the coupling of DSMC with the Euler equations where ELU1 model can
not apply.
There are three general properties a good multi-scale model should hold. We
give some formal discussion of these properties for each model mentioned above. In
the last section we discuss the numerical schemes for these multi-scale models.
3.1 Introduction to Multi-scale Problems
From the asymptotic analysis in the previous chapter, we see that an indicator of
the fluid models’ validity is the Knudsen number κ = λ/L. This can be misleading
if L is chosen to be some overall dimension of the flow. In fact, it can be specified
more precisely if we define L as the scale over which the averaged quantities such as
density, momentum and energy change, i.e. L = ∂U
∂xU
, where U is the macroscopic
quantities such as ρ,u or T . In this way we obtain the so-called local κ. When
κ ≪ 1, we see the collision kernel will be ≈ 0. This means the system is close to
an equilibrium state and may be modeled by the macroscopic approximation, i.e.
Euler equations or Navier-Stokes equations. In fact, the continuum model must be
replaced by the molecular model when the local κ > 0.2, as Bird noted in his book
[7]. These Knudsen number limits on the conventional mathematical formulations
are shown schematically in the following table, [7]:
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Then a typical spacial multi-scale problem is that the local Knudsen number
varies greatly in the whole region. Usually in most part of region κ is very small
so the fluid models may be applied. For the regions where κ = O(1), the kinetic
models should be used.
In these cases, switching completely to kinetic models is not an optimal strat-
egy not only because the kinetic models are often too complex to be dealt with, but
also because they contain too much information of little interest. By means of multi-
scale modeling, we want to take advantage of both the simplicity and efficiency of
the fluid models as well as the accuracy of the kinetic models.
Remark. A small local Knudsen number is only a necessary condition for the validity
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of the macroscopic models. In appendix C a velocity profile of stationary high mach
number shock wave is given to show that the big difference exists between the BGK
model and fluid models in the upstream region where κ is very small.
3.2 Various Multi-Scale Models
The way to couple the different levels of models brings about a variety of multi-scale
models, like domain decomposition (DD) model, the heterogeneous multi-scale (HM)
model, the local up-scaling models (ELU1, NSLU, ELU2), etc, and the respective
numerical methods will be discussed in the following sections.
In order to be a good multi-scale model, there are three important properties
it should hold:
1. Preservation of uniform flows. Because the global constant equilibrium is a
true solution of both kinetic and fluid models. If the initial condition is a
constant equilibrium, then it should be a solution of a good multi-scale model.
2. Asymptotic preserving. If the whole regions are fluid regions, we should recover
global fluid models from the multi-scale model.
3. Conservation laws. We shall keep the basic conservation laws of the macro-
scopic variables on the whole region.
In the following, we take 1D1D BGK model as an example. The models can
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be generalized in a straightforward way to higher dimension or other models. The
demarcation of the region is as follows:
x=0
Kinetic Region f(t,x,ξ)Fluid Region (ρ, u, T)




variable functions ρ = {ρi}2i=0 = ρ, ρu, ρ(u2 + θ). F0(ρ), F1(ρ) and F2(ρ) are the
fluxes in the Euler equations. T0(ρ), T1(ρ) and T2(ρ) are the viscous terms plus the
heat flux in the Navier-Stokes equations. In fact for 1D1D case, T0 = T1 = 0 and
T2 is the heat flux.
3.2.1 Domain Decomposition (DD) Model
One classical model is domain decomposition model, which has been widely used
in molecular dynamics problem. Recently it is applied to couple the kinetic model
with the fluid model [8, 44]. The computational region is decomposed into kinetic
and fluid subregions on which the kinetic models and the fluid models are used
respectively.
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The kinetic model is 1D1D BGK models which reads:
∂tf + ξ∂xf =
1
τ
(M− f), when x > 0, (3.1)
if the fluid model is Euler equations
∂tρi + ∂xFi(ρ) = 0, when x < 0, i = 0, 1, 2, (3.2)
We need to give appropriate interface coupling condition to preserve the uni-
form flow, be asymptotic preserving and have the conservation laws. We may set
the following interface fluxes coupling (Marshak condition):






ξφifdξ, where i = 0, 1, 2, (3.3)
where F+(ρ) will be the positive half flux from the kinetic flux splitting of
Euler equations and the 2nd part is the half flux obtained from the kinetic
region.
2. the inflow condition for kinetic model will be chosen as a half Maxwellian
which is determined by the macro quantities, i.e. f(t, 0, ξ) = Mρ,u,T for ξ > 0.
If the initial value is a constant Maxwellian Mρi
0
, then ρ = ρi0 and f = Mρi0 is
a solution of the above coupled system. Therefore DD model preserves the uniform
flow.
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then DD model is asymptotic preserving.
Let ρi(t, x) = ρi when x ≤ 0 and ρi(t, x) = 〈φiξf〉 when x > 0. Since we
have the flux Fi = 〈φiξf〉 at the interface x = 0 so the conservation laws for ρi are
satisfied.
Three other prevalent methods include the extrapolation of flow properties,
the extrapolation of net fluxes, or the use of the asymptotic values of the solution
of the linear kinetic half space problem, [25].
3.2.2 Heterogeneous Multi-Scale (HM) Model
HM model is an attempt to construct a unified framework for designing efficient
simulation methods that couple the macroscopic and microscopic models. It was
proposed by E and Engquist in [20] in 2003. The basic principle of HM model is
that one should start with a macroscopic solver, taking into account as much as
possible what is known about the macro process, and use the microscopic model
to provide the missing macroscopic data that are necessary for implementing the
macroscopic solver. When measuring the macroscopic data, the microscopic model
should be constrained by the (local) macroscopic state of the system.
If we apply the Euler equations as the macroscopic model, it is a system of
conservation laws. By taking moments of the kinetic equations, we may also get the
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similar conservation laws with the unknown fluxes. These equation can be written
generally as
∂tρi + ∂xF̃i(ρ) = 0, i = 0, 1, 2, (3.4)
The fluxes F̃i = Fi in the fluid region, i.e. F̃i = 〈φiξf〉 obtained from the solution
of the kinetic model. At the interface of the regions, it will be the mixed flux, same
as the Marshak condition.
In HM model, we don’t need the boundary conditions of macro variables at the
interface because the conservation laws are solved in the whole region. The inflow
boundary condition for the kinetic equation is the same as the DD model, i.e. the
half Maxwellian.
It is easy to see that the HM model preserves the uniform flows, i.e. constant
equilibrium is a solution of HM model. If both regions are fluid regions, HM model
changes to be the Euler equation, i.e. it is asymptotic preserving. Since the interface
coupling is similar to DD model, the conservation laws can be obtained for ρi.
3.2.3 Local Up-scaling Models
Following the principle of HM model, if we already know the macroscopic model
is Euler equations which describe the motion of the fluid in equilibrium state, we
may start with the Euler equations and use the the kinetic model to provide the
correction (up-scaling) of the fluid model which is not accurate in the kinetic region.
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This is the basic idea of the local up-scaling models. In the end, we will introduce
another local up-scaling model based on the Navier-Stokes equation.
3.2.3.1 First Euler Local Up-scaling (ELU1) Model
The first Euler local up-scaling model (ELU1) was introduced by Degond, Liu, and
Mieussens in [19] in 2005, which solves the multi-scale problem based on the micro-
macro decomposition [34]. The fluid model will be solved in the whole domain
together with a localized kinetic up-scaling. The up-scaling equation is solved only
in the kinetic region. In order to get this model, first we need to define the micro-
macro decomposition of the distribution function f(t, x, ξ).
We denote the five collision invariants by φi, i = 0, 1, 2. Denote the five mo-
ments 〈φif〉 by ρi and the Maxwellian by M. The decomposition is based on the
decomposition of the distribution function into the macroscopic, fluid part, the local
Maxwellian M(t, x, ξ), and the microscopic, non-fluid part g = g(t, x, ξ):
f = M + g, where 〈φig〉 = 0, (3.5)
Since M is the zero order the C-E expansion of f , we know g = O(κ) and 〈φig〉 = 0.
The conservation laws or the fluid equations are obtained, as usual, by inte-
grating with respect to ξ of the Boltzmann equation times the collision invariants
φi:
∂tρi + ∂xFi(ρ) + ∂x〈φiξg〉 = 0, where i = 0, 1, 2, (3.6)
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here ∂x〈φi(ξg)〉 is the up-scaling term.
Also we have the up-scaling equation for non-fluid part g as
∂tg + ξ∂xg = −
1
τ
g − (∂tM + ξ∂xM), (3.7)
here the term ∂tM+ξ∂xM is the down-scaling term from the macroscopic quantities.
To localize the up-scaling term, the cut-off function h(x) is needed. Here
h(x) = 1(x ≥ 0), h(x) = 0(x < 0) and has a smooth transition in the fluid region.
We get g ≈ hg = gK because the non-fluid part g(t, x, ξ) ≈ 0 in the fluid region.
In the following, for simplicity we still use g instead of gK to denote the localized
non-fluid part. Then we get the moment equation as
∂tρi + ∂xFi + ∂x〈φi(ξg)〉 = 0, (3.8)
where ∂x〈φiξg〉 is the up-scaling term.
We may multiply the up-scaling equation by the buffer-zone function h and
get the following up-scaling equation for the localized non-fluid part g:
∂tg + hξ∂xg = −
1
τ
hg − h(∂tM + ξ∂xM), (3.9)
Remark. Here we only solve the up-scaling equation in the region where h 6= 0.
Therefore we need to put the transition zone of h in the fluid region so that the
computation region of the kinetic equation is a little bigger than the real kinetic
region. In this way, the localized up-scaling equation is only solved in the kinetic
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region plus the buffer zone since g = 0 in the fluid region because h = 0. No
boundary condition is needed for solving g.
This is the local up-scaling model used in [19]. If the initial condition is a
constant equilibrium, it can be easily shown ρ = ρ0 and g = 0 is the solution of
ELU1 model. This removes the constraint of the homogeneity of the Maxwellian
M, which is required to preserve the uniform flows in the method [18].
Also when both regions are macro, i.e. κ → 0, we get g = O(κ) → 0 so the
up-scaling term in the moment equation will be zero. The model changes to be the
Euler equation. The conservation laws are satisfied for the moments ρi from the
moment equations. From the up-scaling equation, we need 〈φig〉 = 0 to get the
conservation laws.
3.2.3.2 Navier-Stokes Local Up-scaling (NSLU) Model
When κ is between 0.002 and 0.1, the rarefied gas can’t be treated as the inviscid
fluid. Therefore the Euler system may not be applied as the fluid model. Instead, it
could be treated as the viscous fluid so the other fluid model-Navier-Stokes system
is still valid. In this section, a new local up-scaling model (NSLU) to couple the
Navier-Stokes equations with the kinetic model is derived based on the first order
of Chapman-Enskog expansion.
Let’s take the BGK model as the example of derivation of the NSLU model.
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The first order of C-E expansion of f to get the Navier-Stokes equations is the
following (1D1D case of 2.31):








= M + S, (3.10)
Therefore we may split the distribution function f similar to the micro-macro de-
composition in ELU1 model as summation of fluid part M + S plus non-fluid part
g:
f = M + S + g, where g = O(κ2) and 〈φig〉 = 0, (3.11)
The moment equations are the following,
∂tρi + ∂xFi + ∂xTi + ∂x〈φiξg〉 = 0, i = 0, 1, 2, 3, 4, (3.12)
All the terms containing g are the up-scaling terms which can be ignored in the
fluid region. In the kinetic region, g should be obtained by solving the following
up-scaling equation:
∂tg + ξ · ∇xg = −
1
τ
(S + g) − (∂tf1 + ξ∂xf1), (3.13)
In the up-scaling equation the f1 in the down-scaling terms should be obtained from
the macroscopic quantities from 3.10.
We may obtain the local up-scaling model using the transition function h
again. We still use g to denote h · g and get the localized model as follows:
∂tρi + ∂xFi(ρ) + ∂x〈φiξS〉 + ∂x〈φiξg〉 = 0, where i = 0, 1, 2, 3, 4, (3.14)
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coupled with the up-scaling equation for g(t, x, ξ):
∂tg + hξ∂xg = −
1
τ
h(S + g) − h(∂tf1 + ξ∂xf1), (3.15)
If the initial condition is a constant equilibrium Mρ0 , then ρ = ρ0 and g = 0
is the solution of the NSLU model.
If the whole region is the fluid region, we get f ≈ f1 so the non-fluid part
g ≈ 0. The model changes to be the Navier-Stokes equations. Therefore NSLU
model is asymptotic preserving.
Due to the conservative form of the moment equations (3.14) in the NSLU
model, it is easy to see the conservation laws are satisfied.
3.2.3.3 Second Euler Local Up-scaling (ELU2) Model
If we use DSMC to solve the Boltzmann equation numerically which is a particle
method, it is impossible to do a micro-macro decomposition and get the up-scaling
equation. In this case ELU1 model can’t be used to couple the Boltzmann equation
with the fluid models. This difficulty can be resolved if we still keep the original
kinetic equation and rewrite the up-scaling term in the moment equation in terms
of f(t,x, ξ) instead of non-fluid part g(t,x, ξ). This can easily be done for the up-
scaling model of Euler equations. Here we will use the Boltzmann equation as the
kinetic model. The BGK model can be dealt in the same way.




|ξ|2), integrate it over the whole velocity space and also multiply all the
equations by the mass of molecule, we may derive five moment equations of ρ,u, E














∂tρ + ∇x · (ρu) = 0,
∂t(ρu) + ∇x · (ρu ⊗ u) + ∇xp = ∇x · Σ̃,
∂t(ρe) + ∇x · (ρe + p)u)) = ∇x · (Σ̃ · u + q̃)
(3.16)
where the symmetric stress tensor Σ and heat flux vector q are as follows:
Σ̃ = 〈c ⊗ cf〉, q̃ = 1
2
〈c|c|2f〉, (3.17)
where c = ξ − u is the thermal velocity of the particles.
Notice Σ̃ and q̃ play the same role as the up-scaling terms 〈ξφig〉 in ELU1
model. In ELU2 model, these up-scaling terms are written in terms of f(t,x, ξ)
instead of the non-fluid part g(t,x, ξ), which can be obtained by solving the Boltz-
mann equation locally in the kinetic region, i.e.
∂tf + ξ · ∇xf = Q(f, f), in kinetic region (3.18)
In ELU2 model, we need to supply the boundary condition for the Boltzmann
equation at the interface, which may be chosen as the half Maxwellian, i.e. the
diffusion boundary condition for the kinetic model.
If the initial condition is a constant equilibrium Mρ0 , then ρ = ρ0 and f = Mρ0
are the solutions of the ELUM2 model.
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If the whole region is the fluid region, we get f ≈ M so the up-scaling terms
(Σ̃, q̃) in the moment becomes to be zero. The model changes to be the Euler
equation. This shows ELU2 model is asymptotic preserving.
Also from the conservative form of the moment equations in ELU2 model, it
is easy to see the conservation laws are satisfied.
3.3 Discretization of the Multi-Scale Models
We may want to keep the three properties of the good multi-scale models in the dis-
crete numerical schemes of these models. The preservation of the global equilibrium
is true as long as the continuous model holds. Therefore we will concentrate on the
other two properties: asymptotic preserving and the conservation laws.
3.3.1 Discretization of DD Model and HM Model
For DD model, we only need to choose the scheme for the kinetic model and the
scheme for the Euler equations respectively, which has been discussed in 2. The
coupling of the models is done through the Marshak interface condition. We may
need the overlapping of several grid points of the regions to avoid the discontinuity
of the solution. The asymptotic preserving of the model is obtained as long as the
kinetic solver is asymptotic preserving, which is true for the upwind implicit-explicit
scheme of BGK model. Also it will satisfy the conservation laws up to a small error
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of order κ at the interface.
As for HM model, it can be done in the same way if we choose the upwind
scheme for the kinetic model and kinetic flux splitting for the Euler equations. The
inflow interface condition for the kinetic model is the half Maxwellian while half
kinetic flux is needed for the conservation laws at the interface which is solved in the
whole region. If the kinetic solver is asymptotic preserving, HM model is asymptotic
preserving too. Because of the forms of the macroscopic solver are conservation laws,
HM models keep the conservation laws.
3.3.2 Discretization of Local Up-Scaling Models
In the following, again, we consider 1D1D dimensional BGK model as an example
of the kinetic model, i.e. the following dimensionless equation:




The scheme can be generalized to apply on the Boltzmann equation or other kinetic
models.
3.3.2.1 Numerical Scheme for ELU1 Model
First we derive the numerical schemes for the ELU1 model from the numerical
scheme for the kinetic models.
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In this case the local up-scaling equation will be
∂tg + hξ∂xg = −
1
τ
g − h(∂tM + ξ∂xM), with 〈φig〉 = 0, (3.20)
Let’s consider the spacial and temporal discretization of the up-scaling equa-
tion. If we have a discretization of the BGK model, then we may split f = M + g
to get the discretization of the up-scaling equation. For example, if we use the
first order upwind scheme in the space and forward Euler scheme in time for the








(Mn+1j − fn+1j ), (3.21)
We choose the implicit-explicit scheme for BGK model since we need the scheme
to be stable in the fluid region, where κ is close to 0. Here D+(D−) is the for-




(fi+1 − fi), D−f =
1
∆x
(fi − fi−1), (3.22)










j −hj(∂tMnj +ξ+D−Mnj +ξ−D+Mnj ),
(3.23)
We multiply the above discrete up-scaling equation with the collision invari-
ance φi. Since 〈φignj 〉 = 0, dividing both sides by hj we will get the numerical scheme
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−〈ξ+φiMnj 〉+D+〈ξ−φiMnj 〉+D−〈ξ+φignj 〉+D+〈ξ−φignj 〉 = 0, i = 0, 1, 2,
(3.24)
This implies that if we use the kinetic flux splitting for the Euler fluxes and
use the above upwind scheme for the up-scaling term, the discrete up-scaling model
will be consistent with the BGK model.
Proposition. The above upwind numerical scheme for the ELU1 model is asymp-
totic preserving and satisfies the conservation laws for ρi.










Dividing both sides by the hj because hj = 1 in the kinetic region, multiplying it
by the collision invariants φi and integrating them over the velocity space, we get
D−t ρ
n
i,j + 〈ξ+φiD−Mnj 〉 + 〈ξ−φiD+Mnj 〉 +
1
τn+1j
〈φign+1j 〉 = 0, i = 0, 1, 2, (3.26)
Assuming 〈φign+1j 〉 = 0(i = 0, 1, 2) and noticing the first order upwind discretization




−〈ξ+φiMnj 〉 + D+〈ξ−φiMnj 〉 = 0, (3.27)
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This is the first order upwind scheme of the Euler equations using the kinetic flux
vector splitting. This means the numerical scheme for the up-scaling equation is
asymptotic preserving.
The scheme satisfies the conservation laws because the moment equations are
conservation laws which are solved in the whole region and g = 0 at the interface.
Our assumption 〈φign+1j 〉 = 0 is true if it is true initially for the first order
upwind scheme based on the following proposition.
Proposition. Assume we use the first order scheme for the up-scaling model and

















j − hj(D−t Mnj + ξ+D−Mnj + ξ−D+Mnj ), (3.30)
Assume g0 = g(x, ξ, 0) is the initial value, then if 〈φig0K〉 = 0(i = 0, 1, 2) initially,
then 〈φignK〉 = 0(i = 0, 1, 2) for all t > 0.
Proof. Multiply the discrete up-scaling equation by φi and integrate it over the
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velocity space, we get




− hj(D−t ρni,j + 〈ξ+φiD−Mnj 〉 + 〈ξ−φiD+Mnj 〉)
(3.31)
Thanks for the linearity of the D± we may switch the integration and D±. From
F±i,j = 〈ξ±x φiMj〉 we get








)〈φign+1j 〉 = 〈φignj 〉, (3.33)
Therefore if 〈φig0〉 = 0, then 〈φignj 〉 = 0 by induction.
Now we are ready to discretize the model along the ξ-direction. We may
apply the finite cutoff for ξ. Since the equilibriums are Gaussians which decay
very fast, we only need to keep length of the interval to be six standard deviations
around the mean. For example, the x-component of the velocity’s range should be
[ux,min − 3
√
θ, ux,max + 3
√
θ]. We use the subscript k for the velocity index. Then


















j,k − hj(D−t Mnj,k + ξ+k D−Mnj,k + ξ−k D+Mnj,k),
(3.34)
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If we ignore the consistency with the original BGK model, we may apply any
existing flux splitting(SWS, etc) for the Euler fluxes, then use center differencing
scheme to discretize the up-scaling term in the moment equation to get the following




−F+(ρn) + D+F−(ρn) + D〈φignj 〉 = 0, i = 0, 1, 2, (3.35)
In this way, the conservation laws are satisfied because g = 0 on the interface.
Remark. Zero-Moment Projection of g
Since g is the non-fluid part of the distribution function f , then the moments
〈φig〉 = 0, (i = 0, 1, 2) at any time t. This property will not hold in the numerical
computation. Therefore the equilibrium in the up-scaling equation will have an
accumulated error. This will bring oscillations into the solution in the kinetic region
or make the numerical solution blow up in finite time. In order to fix it, we need
to imply the zero-moment projection for gn+1 at the end of each time step. The
additional projection step from [34] needed in the numerical experiments is shown
in appendix D.
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3.3.2.2 Numerical Scheme for NSLU Model
We may derive a discretization of the NSLU model in the same way as the ELU1








νj(Mn+1j − fn+1j ), (3.36)









νjhj(Mn+1j − fn+11,j − gn+1j ) − hj(D−t fn1,j + ξ+D−fn1,j + ξ−D+fn1,j),
(3.37)
Since f1 has some spacial derivatives involved (see 2.31), we also need the
discrete scheme to get those derivatives in f1. From [17], it is done by high-order
center-differencing scheme in the computation to keep the accuracy.
Because f1 and g has no contribution to the moments ρi, we may get the
schemes for the moment equations by taking the moments of the above equation as
D−t ρ
n
i,j + 〈φiξ+D−fn1,j〉 + 〈φiξ−D+fn1,j〉 + 〈φiξ+D−gj〉 + 〈φiξ−D+gj〉 = 0, (3.38)
Now let’s consider the asymptotic preserving property of the above numerical
scheme of the NSLU model. Since g = O(κ2), we may ignore the up-scaling terms




−〈φiξ+fn1,j〉 + D+〈φiξ−fn1,j〉 = 0, i = 0, 1, 2, (3.39)
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This is the first order upwind scheme of using KVFS (see [17]) for the Navier-
Stokes equations. Therefore the above discretization of the up-scaling equation is
asymptotic preserving.
The discretization in the velocity space will be same as the ELU1 model. Also
we need the additional projection for g to keep 〈φig〉 = 0.
3.3.2.3 Numerical Scheme for ELU2 Model
As for the numerical schemes for the ELUM2, the equation for f will be solved
in the same way as the kinetic model. The moment equations are similar to the
Navier-Stokes equation. The convection terms can be discretized by SWS or KVFS.
We may apply the center-differencing scheme for the up-scaling terms in ELUM2.
For example, in 1D case, we have
∂xΣ̃ ≈ DΣ̃, ∂x(Σ̃u + q̃) ≈ D(Σ̃u + q̃), (3.40)




In this chapter, we propose the drift-diffusion local up-scaling (DrDiLU) model,
which will be used to simulalate the 1D GaAs n+-n-n+ diode when the electric field
is low.
Considering the inhomogeneities of a practical device ( in particular effects
due to heavily doped regions in submicron structures) a single device can not be
modeled with just one single set of partial differential equations derived from kinetic
model, as different magnitudes of the scaling parameters might take over in different
parts of the device. This means the simulation of semiconductor device is a typical
multi-scale problem.
We start with a kinetic model of semiconductor device: the relaxation-time
model and scaling analysis. Similar to the rarefied gas, when the electric field is low,
by means of Chapman-Enskog expansion, the drift-diffusion(DrDi) model is derived
as the macroscopic model. The high-field model is derived in the case the electric
field is high using Chapman-Enskog expansion under different scalings.
From this similarity to the rarefied gas, the drift-diffusion local up-scaling
(DrDiLU) model is proposed to simulate the 1D GaAs n+-n-n+ diode when the
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electric field is low. Since the distribution function for the high-field model is very
complicated, the local up-scaling model can’t be done when the electric field is high.
We will use domain decomposition model to simulate the device.
4.1 Kinetic Model
Semiconductors are crystalline materials composed of atoms that are bound together
in a periodic lattice. Because the number of atoms is very large, their common
energy levels decouple into many closely spaced levels which can be treated as a
continuous band. Rather than being identified with a particular shell of a particular
atom, electrons in a semiconductor are characterized by the energy band in which
they are found. For simplicity, here we will concentrate on the unipolar model,
for example, the N-type semiconductor, in which case the charge is transported in
semiconductors by the flow of electrons. For the P-type semiconductor, i.e. the
charge is transported by the flow of the positive holes, it can be done similarly.
The semi-classical Boltzmann equation can also be used to describe the elec-
tron transport in semiconductor devices(see [38, 15]). In this case, we consider an
electron gas, which interacts with a bath of phonons assumed to be in thermal equi-
librium. In this case the semi-classical Boltzmann equation for the semiconductor
device which incorporates the quantum effects of the semi-conductor crystal lattice
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∇kε(k) · ∇xf −
e
~
E · ∇kf = Q(f), (4.1)
here f(t,x,k) is the electron distribution function in the phase space, which depends
on time t, space coordinates x and specific energy band k, which is a continuum of
all the possible energy levels. ~ and e are the Planck constant divided by 2π and
the positive electric charge respectively.
The electric field E in the equation is self-consistently produced by the elec-
trons moving in a fixed ion background with density ρd(x), called doping profile.
In an impure semiconductor, the conductivity depends strongly on the impurity
concentration. By doping(which means intentionally adding impurities), the semi-
conductor’s conductivity may be greatly changed.n other words, E is determined by
the Poisson equation
ǫ∆Φ = e(ρ − ρd), E = −∇xΦ, (4.2)
where ǫ is the permittivity of the semiconductor material. ρ =
∫
R3
f(t,x, ξ)dξ is the
density distribution in the physical space.
The expression of the particle energy ε(k) depends on the energy band struc-













where m is the effective mass and α̃ is the nonparabolicity factor. A widely used
parabolic energy-wave vector relationship is obtained by putting α̃ = 0. In this
case, 1
~
∇kε(k) = ~m∗k and we will get the same relationship between energy and
momentum as in the rarefied gas. Then the classical Boltzmann equation is obtained
by changing variable ξ = ~k/m∗ as
∂f
∂t





f = Q(f), (4.4)
Here ξ is the electron velocity corresponding to a specific energy band k and f =
f(t,x, ξ).
The collision term, which takes account of the Pauli exclusion principle, can




[s(x, ξ′, ξ)f(t,x, ξ′)(1−f(t,x, ξ))−s(x, ξ, ξ′)f(t,x, ξ)(1−f(t,x, ξ′))] dξ′,
(4.5)
where s(x, ξ′, ξ) is the so-called scattering rate and s(x, ξ′, ξ)f(t,x, ξ)(1−f(t,x, ξ′))
denotes the rate of a particle with position x, at time t, to change its velocity k′
into k due to a scattering event. The collision term is nonlocal in the momentum
direction and is determined by the considered short range interaction mechanisms.










In many semiconductor device applications the electron distribution function
f is small, i.e. 0 ≤ f(t,x, ξ) ≪ 1 holds. Under this low density assumption, the




[s(x, ξ′, ξ)f(t,x, ξ′) − s(x, ξ, ξ′)f(t,x, ξ)] dξ′, (4.7)




The principle of detailed balance gives the local equilibrium should satisfy
s(x, ξ, ξ′)M(t,x, ξ′) = s(x, ξ′, ξ)M(t,x, ξ), (4.8)
From the standard statistical mechanics,M(t,x, ξ) is given by the Fermi-Dirac statis-
tics. In the context of the low density approximation, it is usually approximated by










. Here θ = kbT is related
to the lattice temperature T and kb is the Boltzmann constant.
It is particularly interesting to investigate whether the solutions of the Boltz-
mann equation converge to an equilibrium state as t → ∞. When the initial data
f(t,x, ξ) is close to a multiple of the Maxwellian, it is natural to approximate
f(t,x, ξ′) by ρMθ. This will give another simplification of the collision integral.
In the one dimensional case, by using the definition of relaxation time τ(x, ξ), the
Boltzmann equation or 1D Relaxation-Time(RT) model reads as










f(t, x, ξ)dξ. Notice the collision term is linear and local in the velocity.
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The Poisson equation is still needed to get the electric field,
E(t, x) = −∂xΦ, ǫΦxx = e(ρ − ρd), (4.10)
Again ǫ is the electric permittivity and ρd = ρd(x) is the doping profile.
The RT model needs the inflow/outflow boundary conditions, like the kinetic
model for the rarefied gas. As for the Poisson equation, the applied voltage is given
as the boundary condition:
Φ(0) = 0, Φ(L) = Vbias (4.11)
The mobility µ = eτ
m










ρ(t, x)u(t, x)dx, (4.12)
In fact, since the collision term preserves the number of particles, therefore ρu
should be constant at steady state.
4.2 Scaling of the 1D Relaxation-Time(RT) Model
We introduce the new non-dimensional variables as
x = Lx̂, t = T t̂, ξ = V ξ̂, f = F f̂, Φ = [Φ]Φ̂, τ = τ0τ̂ , ρd = ρ0ρ̂d,
(4.13)
Therefore θ = V 2θ̂ and we have M = 1
V





In the following we drop the hats of the non-dimensional variables after chang-



























Multiply the Boltzmann equation both sides by L
V F



















ρ − ρd) (4.16)
Next we consider four characteristic velocities representing different scalings:
1. Macroscopic velocity: VM = L/T ,
2. Thermal velocity: VT =
√
θ0, i.e. the standard deviation of the electrons’
velocities.




. This corresponds to the velocity of the elec-
trons which transport without undergoing any collisions in the channel.









In terms of the characteristic velocities, we have
VM
V



















ρ − ρd), (4.18)









1. Low-Field (LF) Scaling: Assume the collisions are dominate, then the drift
speed is much smaller than the thermal speed. In this case, we may take
V = VT . Assume
VM
VT





= α = O(1), we
get






We also normalize f by the doping profile and the lattice temperature, i.e.
FVT = ρ0 and we get the Poisson equation
β2Φxx = (ρ − ρd), (4.20)
2. Drift-Collision Balance (DCB) Scaling: The collisions continue to be
dominant but the force field is higher and now the drift speed is of the order
of the thermal speed. In this sense this scaling appears for higher potential

















and take the normalization for f as FVD = ρ0. Then the Poisson equation is
β2Φxx = (γ
−1ρ − ρd), (4.22)
3. Ballistic Scaling: Here we consider the potential is significantly higher than
that in previous cases and the drift speed is of the order of the ballistic speed
and much larger than the thermal speed. This time we take V = VB. Set
ν = VB
VT
→ 0, α = VD
VB
= O(1) and VM
VD
= 1 and we get









We normalize f by FVB = ρ0, then the Poisson equation is
β2Φxx = (ρ − ρ0), (4.24)
Remark. For LF or DCB scaling, macroscopic models (drift-diffusion model, high-
field model) are derived by means of Chapman-Enskog expansions when ε → 0. So
far, as I know, there is no asymptotic expansion available for ballistic scaling when
ν → 0.
4.3 Drift-Diffusion (DrDi) Model
Assume the electric field is low or the device is not very small, we may recall that
the low-field scaling dimensionless 1D RT model of the semiconductor equation as







with the coupled Poisson equation β2Φxx = (ρ − ρd). Give α = O(1), β = O(1), we
only need to consider the approximation of the Boltzmann equation when ε → 0.
This is a similar case to the rarefied gas with an extra force term. We may apply
the first order Chapman-Enskop expansion on the LF scaling dimensionless 1-d
relaxation-time model, i.e. we take the distribution function f as
f ≈ ρM1 − ετ(ξ∂x(ρM1) + ∂xΦ∂ξ(ρM1)),
≈ ρM1 − ετ(ξM1(∂xρ + Eρ)),
(4.26)
Notice the second term doesn’t have contribution to the zeroth order moment of f .
Plug it into the above equation and integrate it over the velocity space, we get
∂tρ + ∂x(Jvis + Jhyp) = 0, (4.27)
where
Jvis = −ετ∂xρ, Jhyp = ετρ∂xΦ = −ετρE, (4.28)
Therefore the dimensional drift-diffusion model for the 1-d semiconductor de-
vice is
∂tρ + ∂x(Jvis + Jhyp) = 0, (4.29)
where
Jvis = −τθ∂xρ, Jhyp = µρ∂xΦ = −µρE, where µ = e/mτ, (4.30)
here θ is the lattice temperature which is a constant. The coupled Poisson equation
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is
ǫΦxx = e(ρ − ρd), (4.31)
4.4 High Field (HF) Model
If there is a strong electric force field, we need to apply the drift-collision balancing
scaling for the model. Here the dimensionless Boltzmann equation is









with the coupled Poisson equation β2Φxx = (γ
−1ρ − ρd). Here we assume γ =
O(1), β = O(1) and let ε → 0. In [14], the authors derived the high-field model
from the first order Chapman-Enskog expansion in the following way.
Assume the distribution function f = f(ρ, E, v), i.e. f depends on t, x through








Notice ∂tρ + ∂x〈vf〉 = 0 so we may eliminate the time derivative of ρ. As for ∂tE,
we differentiate the Poisson equation with respect to t and get
β2∂tΦxx = γ













(〈vf〉 + w), (4.35)
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We take the first C-E expansion of f in terms of ε, i.e.
f ≈ f0 + εf1, 〈f〉 = 〈f0〉 (4.37)























Therefore the dimensionless equation of the density function ρ will be
∂tρ + ∂x〈vf〉 = ∂tρ + ∂xJ = 0, (4.41)
where J = Jhyp + Jvis and
Jhyp = −τEρ + ε
τ 2
γβ2
ρ(−τEρ + w), Jvis = −ετ∂x((1 + 2τ 2E2)ρ) + ετ 2E∂x(τEρ),
(4.42)
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Taking γ = ε = 1, β2 = ǫ/e and changing M1 to be Mθ, we get the dimensional
equations for the high field model reads:
∂tρ + ∂xJ = 0, (4.43)
where J = Jhyp + Jvis and
Jhyp = −µEρ +
eτµ
ǫ
ρ(−µEρ + w), Jvis = −τ∂x((θ + 2µ2E2)ρ) + τµE∂x(µEρ),
(4.44)
with the coupled Poisson equation ǫΦxx = q(ρ − ρd).
Notice we need to give the expression of the constant w. For the steady
problem, we finally get ∂tE = 0. Therefore we should have 〈vf0〉+w = −µEρ+w ≈ 0
which is used to obtain the constant w in the high field model. In this case, the
constant w is set to be (µEρ)|x=0 if we assume x = 0 is the left end point of the
interval.
Remark. From 4.38, it shows that the explicit form of f0 and f1 can’t be obtained.
This implies the up-scaling model for the HF model can’t be obtained. We will use
DD model to simulate the diode for the DCBS.
4.5 Numerical Methods
Here we will concentrate on the upwind schemes of finite difference methods for the
above models.
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4.5.1 Numerical Methods to the 1D RT Model
First we consider the Boltzmann equation in the 1-D RT model of the semiconduc-
tor device. It is similar to the BGK model of the rarefied gas with the additional
convection term E∂ξf . The tempal derivative and the transport term will be dis-
cretized in the same way as the BGK model. For the additional convection term
E∂ξf , we will apply the forward/backward difference scheme based on the sign of E.
To avoid unphysical boundary condition on the ξ direction, we will apply one-sided
derivative at the ξ boundary. For the source term, we will apply the implicit scheme
as we did for the BGK model.
A uniform grid in ξ-direction will be used in the numerical computation. For




θ], i.e. four standard devia-
tions. In the case of the higher eletric field or larger mobility, we need to use bigger
domain of ξ.
To solve the Poisson equation in the model, we discretize the derivative using
the standard center-difference scheme and solve the system of the linear equations
to get the electric potential.
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(ρn+1j Mk − fn+1j,k ),
(4.45)
here D̃2 is the standard short stencil center-difference scheme for the second deriva-
tive and E+ = max(E, 0), E− = min(E, 0).




x . This will
make no difference for the first order scheme, but it will make the solution long time
stable for the high order schemes due to the consistence with the discretization of
the relaxation time equation, i.e. the third equation.
4.5.2 Numerical Methods to the DrDi Model
For the flux in DrDi model J = −τθ∂xρ − µEρ, if we apply the KVFS method
similar to the Navier-Stokes equation’s case, we will get J+ = J− = 1
2
J due to the







where D is the standard center-differencing operator. Here the derivative ∂xρ in J







where ρ± is the fifth order WENO reconstruction for ρ to introduce some numerical
viscosity and keep the accuracy.
Remark. If we insist to use ∂xρ ≈ Dρ in the expression of J , which turns out
to be long stencil center differencing scheme for the fluxes and not stable in the
computation because of the large gradient of ρ.
The numerical scheme for the dimensional DrDi model is as follows
D−t ρ
n
j − D(τnj (θD̂ρnj + emEnj ρnj )) = 0,
ǫD̃2Φnj = e(ρ
n
j − ρd,j), withEnj = −DΦnj ,
(4.48)
4.5.3 Numerical Methods to the HF Model
For the viscous flux in the HF model, we apply center-differencing scheme. And for
the hyperbolic flux in the HF model, we apply the upwind scheme. Therefore we
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get the following numerical scheme for the dimensional HF model:
D−t ρ
n
























j − ρd,j), withEnj = −DΦnj ,
(4.49)
4.6 Drift-Diffusion Local Up-scaling(DrDiLU) Model
Similar to the NSLU model for the rarefied gas, we set




Denote S = −τ(∂xρ + emθEρ))ξMθ, then the up-scaling model is as follows:
∂tρ − ∂x(τθ∂xρ +
e
m
τEρ) + ∂x〈ξg〉 = 0,
ǫΦxx = e(ρ − ρd),











By means of the smooth transition fuction h which = 1 in the kinetic region, = 0
in the drift-diffusion region and notice h∂ξg = ∂ξ(hg), we get the DrDiLU model as
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follows:
∂tρ − ∂x(τθ∂xρ +
e
m
τEρ) + ∂x〈ξg〉 = 0,
ǫΦxx = e(ρ − ρd),






(S + g) − h
(





[ρMθ − τS] ,
(4.52)






























































































ρnj (Mθ)k − Snj,k
]
,





j)(ξMθ)k, l = n, n + 1
(4.53)
Recall D̂ρ = 1
2
(D−ρ+ + D−ρ+) where ρ± is the fifth order WENO reconstruction
for ρ to introduce some numerical viscosity and keep the accuracy.
In fact the above scheme is not stable due to the large gradient of the doping
82
profile. Instead we should use the following scheme for the density equation:
D−t ρ
n+1



































ξ+k (Mθ)k∆ξ. The extra term comes from the kinetic flux splitting
of 〈ξρMθ〉 to ensure the consistency of the upscaling equation with the density
equation and plays a role as an artificial viscosity.
4.7 High-Field Domain Decomposition(HFDD) Model
Although the high field model is derived from the 1D RT model, the up-scaling
model cannot be derived due to the fact that the distribution function f to get
the high-field model can’t be explicitly obtained ( see 4.38). In order to couple the
1D RT model with the high-field model, we may apply the DD model. Here we
can’t apply the Marshak condition due to the unknown distribution function f . To
couple the HF model with the 1D RT model, on the interface we simply set the
inflow boundary condition for RT model is f = ρMθ. Numerical results shows this




In this last chapter, we will do some numerical tests to compare the results from
different models for the multi-scale problems.
We begin with an artificial multi-scale problem obtained from the Jin-Xin
relaxation model for the inviscid Burger’s equation. The ELU1 and NSLU models
will be used to compute a traveling shock problem.
Then it is followed by the BGK models for the rarefied gas. We will consider
an initial-value problem for 1D-1D case and a stationary shock problem for 1D-3D
case. The ELU1, ELU2 and NSLU models will be used in the computation.
We will also do a diode simulation for the semiconductor using the DrDiLU
model when the electric field is low. When electric field is high, we apply DD model
to couple the high-field model with the relaxation-time model.
In the last part, we will do a simulation of 2D plannar Couette flow using
ELU2 model based on the DSMC for the Boltzmann equation.
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5.1 Jin-Xin Relaxation Model for the Inviscid Burger’s Equation
The well-known inviscid Burger’s equation is given by the 1D scalar conservation
law as
∂tρ + ∂xF (ρ) = 0, ∀x ∈ R (5.1)
where the flux is F (ρ) = 1
2
ρ2.
Here we consider a Riemann problem for this equation, i.e. the initial condition
for ρ is given as ρ(0, x) = ρ0(x)) where ρ0(x) = 1 for x < 0 and ρ0(x) = 1
2
if x ≥ 0.
The solution of the inviscid Burger’s equation with the above initial condition
is a traveling shock wave ρ(t, x) = ρ0(x − st), whose speed s is determined by
Rankine-Hugoniot condition
s =
F (ρr) − F (ρl)
ρr − ρl
, (5.2)








In numerical computation, the domain is limited to be x ∈ [−0.5, 0.5]. There-
fore we need to apply inflow boundary condition as ρ(t,−0.5) = 1 because the shock
is traveling from the left to the right.
The Jin-Xin relaxation model for the 1D scalar conservation law is as follows:
∂tρ + ∂xv = 0,
∂tv + ∂xρ =
1
τ
(F (ρ) − v),
(5.3)
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here F (ρ) = 1
2
ρ2 for the inviscid Burger’s equation. The τ is the constant relaxation
rate. This model was introduced by Jin and Xin in [29] in order to introduce the
relaxation schemes for the system of conservation laws.
The relaxation system is a hyperbolic system plus a stiff term. In order to




(ρ + v), f2 =
1
2
(ρ − v), then we get the following BGK form of
Jin-Xin relaxation model:












(ρ ± F (ρ)) = 1
2
((f1 + f2) ± 12(f1 + f2)2), i = 1, 2.
The initial condition of v should be consistent with ρ to avoid the initial layer.
Since v = F (ρ) + O(τ) ≈ 1
2
ρ2, we may impose v(0, x) = 1
2
ρ20 as the initial condition,
where ρ0 is the initial condition for the inviscid Burger’s equation. No initial layer
is observed in the numerical tests.
As for the boundary conditions, we need to apply the following inflow and
outflow boundary conditions for the traveling shock problem:
f1(t,−0.5) = M1(ρ(t,−0.5)) =
3
4




In the BGK form, we may treat the Jin-Xin model as an simple kinetic model
with discrete velocity ξ = ±1. ρ = f1 + f2 is the zero-order moment of the distribu-
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tion function. Mi are the local Maxwellian evaluated at ±1. The relaxation rate τ
plays the same role as the Knudsen number and the collision frequency ν = 1.
To apply the zeroth C-E expansion, we set fi ≈ Mi. Notice F (ρ) = ρ2/2 =
M1 − M2 so we get the inviscid Burger’s equation as the fluid model.
To apply the first order Chapman-Enskog expansion with respect to τ , we set
fi ≈ Mi ∓
1
2
τ(1 − ρ2)∂xρ, (5.6)
The resulting fluid model turns out to be the Burger’s equation with a viscosity
term.
∂tρ + ∂xF (ρ) = ∂x(τ(1 − ρ2)∂xρ), (5.7)
Notice τ > 0. Then this equation is dissipative if the sub-characteristic con-
dition |ρ| ≤ 1 is satisfied, which serves as a stability criterion for the system, [29].
This model has been studied by T.-P. Liu, [33] for the case that τ = τ(ρ). If τ
is a constant, it has been show the solution will converge to the solution of inviscid
Burger’s equation when τ → 0, [41].
In the following, we set τ = τ(x) so τ can vary significantly in space to add
the multi-scale effect. We choose τ = τ(x) to be piecewise linear, i.e. τ = 0.01(0.05)
in [−0.5, 0.05] and τ = 1 in [0.1, 0.5] and is linear between these two intervals. Here
τ = 0.01(0.05) is small enough to apply the inviscid(viscous) Burger’s equation as
the fluid model. It will be considered as the kinetic region where τ = 1.
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5.1.1 ELU1 Model for Jin-Xin Model
By means of the transition function h(x) the local up-scaling model will be:
∂tρ + ∂x(ρ
2/2)) + ∂x(g1 − g2) = 0,
∂tg1 + h∂xg1 = −
1
τ
hg1 − h (∂tM1 + ∂xM1) ,
∂tg2 − h∂xg2 = −
1
τ
hg2 − h (∂tM2 − ∂xM2) ,
(5.8)
We choose 100 points to solve the kinetic model in the entire domain and
100 points for the numerical approximation of the coupling model. The transition
function h(x) is defined to be piecewise linear and continuous : 0 for x ≤ a and
1 for x ≥ b, and linear between a and b. From the comparison of the results of
the BGK model and inviscid Burger’s equation’s result given the above profile of
0.01 ≤ τ(x ≤ 1) when t = 0.2, these two solutions will be distinct when x ≥ 0.02.
We will use the buffer-zones: a = −0.05 and b = 0.02 so the buffering zone entirely
lies in the fluid region. The time step is chosen to satisfy the CFL condition, i.e.
∆t
∆x




instead. All the results are obtained
when t = 0.2.
For the boundary conditions, the Dirichlet boundary is applied for the moment
equation. We also apply the inflow boundary conditions for the up-scaling equations.
As we know, since h = 0 at the interface between the buffering zone and the fluid
region, g1’s equation doesn’t need the boundary condition. From the boundary
condition for the relaxation model, we assume the right boundary always keeps
88
equilibrium so g2(0.5, t) = 0. No boundary layer is observed in the numerical results.














































(ρkj − (ρkj )2), k = n, n + 1,
(5.9)
The relaxation model is discretized by the explicit-implicit scheme since we
need it to be stable when τ is close to zero. The inviscid Burger’s equation is solved
by the upwind scheme using kinetic flux vector splitting. The 2nd order scheme
is obtained by means of the standard 2nd order Min-Mod limiter reconstruction to
replace D±, see figure 5.1.
The vertical lines show the position of the buffer-zone. The numerical solution
of the inviscid Burger’s equation is not a sharp shock in the first plot because of the
numerical viscosity. It is much sharper in the second plot.
From the accuracy test, we see the numerical solution of the ELU model ap-
proximates the BGK model’s solution very well in both fluid region(τ = 0.01) and
kinetic region(τ = 1). There is no oscillation observed here which is mentioned in
the model, [18].
The solution of ELU1 model is almost independent of the buffering function





















Invis Burger’s Eq model
ELU1 model
(b) 2nd order
Figure 5.1: Accuracy of ELU1 with KFVS: t = 0.2
a = b = 0.02 and obtain the Figure 5.2.
It shows there is no big change for the ELU1 model’s result. The ELU1 model
is still a very good approximation to the BGK model.
Next we choose τ = 0.01 in the whole region to test the asymptotic preserving
property of the ELU1 model, Figure 5.3.
From Figure 5.2 - 5.3 we see that the three solutions of inviscid Burger’s
equation, ELU1 model and BGK model are very close in both plots. This shows the
ELU1 model is the asymptotic preserving.
Remark. Zero-Moment Preservation of g1 + g2:





















Invis Burger’s Eq model
ELU1 model
(b) 2nd order




















Invis Burger’s Eq model
ELU1 model
(b) 2nd order
Figure 5.3: Asymptotics test of ELU1 for JX with KFVS: t = 0.2
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This shows g1 + g2 = 0 holds if initially it holds no matter the operator D± is linear
or not. No zero-moment projection is needed in this case.
Since ρ > 0, we may use the upwind scheme for ∂x(ρ
2/2) as D−(ρ2)/2 in the






































The result is show in Figure 5.4.
Notice that the first order result has big oscillations in the kinetic region. It is
a little improved in the second order result. This is because the moment equation





















Invis Burger’s Eq model
ELU1 model
(b) 2nd order
Figure 5.4: ELU1 for JX with modified upwind, No Proj: t = 0.2
zero-moment preservation can’t hold in the modified scheme. This can be remedied
if an additional zero-moment projection is applied at the end of each time step, i.e.
g̃n+11 = g
n+1
1 − (gn+11 + gn+12 )/2, g̃n+12 = gn+12 − (gn+11 + gn+12 )/2, (5.13)
where g̃n+11 (g̃
n+1




2 ) at the next step. This shows a big improve-
ment in the numerical results. Here is the comparison of the results (figure: 5.5) for





















Invis Burger’s Eq model
ELU1 model
(b) 2nd order
Figure 5.5: ELU1 for JX with modified Upwind + Proj: t = 0.2
5.1.2 NSLU Model for Jin-Xin Model
Denote S = 1
2
(1 − F ′(ρ)2)∂xρ,, by means of the transition function h, we get the
local up-scaling model:
∂tρ + ∂x (M1 − τS − (M2 + τS)) + ∂x(g1 − g2) = 0,
∂tg1 + h∂xg1 = h(S −
1
τ
g1) − h(∂t + ∂x)(M1 − τS),
∂tg2 − h∂xg2 = −h(S +
1
τ
g2) − h(∂t − ∂x)(M2 + τS),
(5.14)
According to the kinetic flux vector splitting for the N-S equation, we use
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−gn1,j = hj [−Sn+1j −
1
τj
gn+11,j − D−t (Mn1,j − τjSnj ) − D−(Mn1,j − τjSnj )],
D−t g
n
2,j − hjD+gn2,j = hj[Sn+1j −
1
τj
gn+12,j − D−t (Mn2,j + τjSnj ) + D+(Mn2,j + τjSnj )],
where Skj = (1 − (ρkj )2)Dρkj , k = n, n + 1,
(5.15)
Remark. In this scheme, we may again add the two up-scaling equations to get the













It shows the zero-moment preservation of the g1 + g2. Therefore we may any dis-
cretization for ∂xρ in S and high order nonlinear upwind operators to take the place
of D±, the g1 + g2 = 0 always holds if initially it is true.
Now we are ready to do the accuracy test for this scheme. We will take τ = 0.05
as the index for the fluid region and τ = 1 to denote the kinetic region and again
we choose the buffer zone as [−0.05, 0.02], as shown in Figure 5.6.
Here we use KVFS scheme for the viscous Burger’s equation whose result
shows some oscillations in the solution of the fluid model in the kinetic region. This
is not unexpected since the scheme may not stable when τ is big. In fact, in the first





















Visc Burger’s Eq model
NSLU model
(b) 2nd order
Figure 5.6: Accuracy of NSLU for JX with KFVS: t = 0.2
KVFS scheme of the inviscid Burger’s equation plus the long-stencil discretization
of the viscosity term. Since the NSLU model becomes to be the kinetic model in
the kinetic region where τ is big, so it is not a problem for NSLU model and we see
the solution of NSLU model is smooth.
Also we set τ = 0.05 in the whole region to do the asymptotic preserving test.
In this case, the inviscid Burger’s equation can’t be used as the fluid model. Instead
we need to apply viscous Burger’s equation, Figure 5.7.
Notice if we remove the up-scaling term in the fluid equation, we may get a

























Visc Burger’s Eq model
NSLU model
(b) 2nd order
Figure 5.7: Asymtptoics of NSLU for JX with KFVS: t = 0.2
here the discretization of the viscosity term is as follows
D−(τjS
n








i.e. the 2nd order center-difference scheme for the viscosity term using the long
stencils. This explains that we get some oscillations in the fluid model result and
they disappear when we refine the grid.
Since the viscosity term ∂x(τ(1 − F ′(ρ)2)∂xρ) = 2∂x(τS) can be discretized in
a more stable and standard way:
2∂x(τS) ≈ 2D̃(τjSj) = [τ(1 − F ′(ρ)2)]j+ 1
2




where the subscriptj+ 1
2
means the average of j+1 + j . Together with D
−(ρ2/2) we





2/2) + D−gn1,j − D+gn2,j = 2D̃(τjSnj ) (5.20)





















Visc Burger’s Eq model
NSLU model
(b) 2nd order
Figure 5.8: Modified scheme of NSLU for JX, No Proj: t = 0.2
The viscous Burger’s equation’s profile is smooth due to that the more stable
scheme is applied. We notice there is a small bump in the plot of NSLU model due
to the discontinuous initial condition for ρ and large variation of τ , which becomes
more obvious in the 2nd order’s result. It can’t be improved by the zero-moment
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projection but it will become smaller if more grid points are used. Here is the result




















Visc Burger’s Eq model
NSLU model
(b) 2nd order
Figure 5.9: Modified scheme of NSLU for JX, No proj (200 pts): t = 0.2
5.2 1D1D BGK Model of Rarefied Gas Dynamics
In this example, let’s consider an initial-value problem for the 1-d physical space(x)
and 1-d velocity (ξ) dimensionless BGK model for the rarefied gas




where ρi are the conservative variables: the number density ρ1 = ρ = 〈f〉, the
moment ρ2 = m = 〈ξf〉, and the energy density ρ3 = e = 12〈ξ2f〉.
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, where ρ, u, θ are primitive
variables such that m = ρu and e = 1
2
ρ(u2 + θ).
In this example we take the collision frequency ν = 1. We take κ = κ(x)
to incorporate the multi-scale effects. In this example, we choose κ(x) is piecewise
smooth, i.e. κ = 0.001(0.01) in [0, 0.6] and κ = 1 in [0.65, 1] and is linear in
[0.6, 0.65].
The initial set-up of ρ, u, θ is taken as a uniform flow plus a perturbation , as
follows:









, u0 = 0, θ0 = 1,
Then f0 is set to be the equilibrium determined by ρ0, u0, θ0.
In the numerical test, we choose the computational domain as [0, 1] which is
big enough to avoid boundary effects.
The kinetic model will be solved using the implicit-explicit scheme to make
sure it is stable at the region where κ(x) is small.
A simpler Euler equations for this 1D1D BGK model from C-E expansion will
be:









































where the m = ρu is the momentum and E = ρe is the total energy. In this case
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γ = 3 so e = 1
2
(u2 + RT ).
5.2.1 ELU1 Model for 1D1D BGK Model
Apply the zero-order C-E expansion, we get the compressible Euler equation with
γ = 3, i.e.
∂tρ + ∂xF1 = ∂tρ + ∂x(ρu) = 0,
∂t(ρu) + ∂xF2 = ∂t(ρu) + ∂x(ρ(u
2 + θ)) = 0,
∂t(ρ(u
2 + θ)) + ∂xF3 = ∂t(ρ(u
2 + θ)) + ∂x(ρu(u
2 + 3θ)) = 0,
(5.22)
Here Fi(ρ, u, θ) are the fluxes in the above equations. Using the flux splitting





















By means of the smooth transition function h(x) we get the ELU1 model as
the following:
∂tρ + ∂xF1 = 0, ∂t(ρu) + ∂xF2 = 0,
∂t(ρ(u
2 + θ)) + ∂xF3 + ∂x〈ξ3gK〉 = 0,
∂tg + hξ∂xg = −
1
κ
hg − h(∂tM + ξ∂xM),
(5.24)
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Notice the 1st and 2nd equations don’t have the up-scaling term due to the
zero-moments of the non-fluid part g.



















2 + θnj )) + D
−F+,n3,j + D
+F−,n3,j + D





















We choose κ(x) = 0.001 in the fluid region ([0, 0.6]), which is small enough so
the Euler equation is valid approximation to the BGK model.
The buffer zone is chosen as [0.50, 0.55]. We choose 100 points in x-direction
and 50 points in ξ-direction with the velocity range [−5, 5], which means ξ will be
within 5 standard deviations initially. The ∆t is taken to satisfy the CFL condition,
i.e. ∆t/∆x ≤ 1/5.For the numerical scheme of BGK model, we use the explicit-
implicit scheme which is stable when τ is small.
We will use KVFS introduced in chapter 1 to split the fluxes in the fluid
equation. Here are results of the first and second order schemes. The top left figure
shows the profiles of the Knudsen number κ(x) and the buffer-zone function h(x).
The the top right, bottom left and bottom right figures are the profiles of ρ, u, θ
accordingly, as the Figure 5.10 shows.
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Figure 5.10: Accuracy of ELU1 for 1D1DBGK,KFVS,t = 0.1
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We choose κ(x) = 0.001 in the whole region to do the asymptotic preserving
test. It is shown in Figure 5.11.
From these results, we see the up-scaling solution approximates the BGK’s so-
lution very well in the whole region in both accuracy test and asymptotic preserving
test.
We may also use the Steger-Warming splitting(SWS) in chapter 1.6.1 for the
fluid equations in ELU1 model. Set the artificial viscosity ε = 0.02 and get Figure
5.12.
The Euler model’s result is sharper than the previous result due to a smaller
artificial viscosity. Like the Jin-Xin model, some oscillations occur around the inter-
face between the fluid region and the kinetic region. By means of the zero-moment
projection, these oscillations will disappear, as Figure 5.13 shows.
Remark. the different behavior of the zero-moment preservation for KVFS and SWS
We consider the zero-moments preservation of the non-fluid part g. Here the
zero-moment of g can’t be preserved due to the error of numerical integral. In
other words, because
∑
ξikMk 6= ρi, i = 0, 1, 2 and similar reason for the fluxes, we
can’t get the preservation of
∑
j ξ
igj, i = 0, 1, 2 even if we try the KVFS and the
minimization method in [37]. This is different from Jin-Xin model.
On the other hand, it is well-known that the trapezoid rule for numerical
quadrature has spectral accuracy if the integrated function is periodic and C∞ in
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Figure 5.11: Asymptotic of ELU1 for 1D1DBGK,KFVS,t = 0.1.κ = 0.001
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Figure 5.12: Accuracy of ELU1 for 1D1DBGK, SWS: t = 0.1
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Figure 5.13: Accuracy of ELU1 for 1D1DBGK, SWS + Proj: t = 0.1
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the region. Here the Maxwellian M(ξ) is a smooth function and decays exponen-
tially when ξ approaches infinity. If we select a big range for ξ like three standard
deviations away from the mean so M(ξ) can be approximately treated as a periodic
function in this interval. Also we choose uniform grid with many points(= 50) to
discretize ξ and the summation becomes to be the trapezoid rule for the integral. In
this way, the numerical integral should have spectral accuracy and the error could be
ignored. Then the zero-moment of g will be approximately preserved in the KVFS
scheme (〈g〉, 〈ξg〉, 〈ξ2g〉 ≈ 0.02). See Figure 5.14.
For the ELU1 model with SWS, the zero-moment of g can’t be preserved at
all even ignoring the numerical integration error(≈ 0.2) as the Figure 5.15 shows.
5.2.2 ELU2 Model for 1D1D BGK Model
Notice 〈ξ3g〉 = 〈(ξ − u)3f〉. As already discussed in the Chapter 2.2.3.2, the ELU2
model is the following:
∂tρ + ∂xF1 = 0, ∂t(ρu) + ∂xF2 = 0,
∂t(ρ(u
2 + θ)) + ∂xF3 + h∂x〈(ξ − u)3f〉 = 0,





Here three moment equations will be solved in the whole region [0, 1], while f is
solved only in the kinetic region [0.5, 1] In order to get a smooth transition, we
multiply the up-scaling term ∂x〈(ξ − u)3f〉 by a artificial transition function h(x),
108



































Figure 5.14: Three moments of g of ELU1 for 1D1DBGK, KFVS:t = 0.1
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Figure 5.15: Three moments of g of ELU1 for 1D1DBGK, SWS: t = 0.1
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which works the same way as the buffer-zone function.











































The interface is set at x = 0.5. Therefore the inflow boundary condition on
the interface for f is the half Maxwellian, i.e. f(t, 0.5, ξ) = M(t, 0.5, ξ) for ξ > 0.
Boundary condition at x = 1 is the same as BGK model. The initial condition will
be the same as the BGK model. Figure 5.16 is the numerical result using KVFS as
the flux splitting method.
Also we may try SWS instead to get the result in Figure 5.17. Notice there is
no oscillation in the result. No projection is needed for ELU2 model.
5.2.3 NSLU Model for 1D1D BGK Model









M = M + κS, (5.27)






M is the Navier-Stokes non-equilibrium part.
By taking the moments, i.e. plug the expression of f into the BGK equation,
multiply its both sides with the collision invariants 1, ξ, 1
2
ξ2 respectively and integrate
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Figure 5.16: Accuracy of ELU2 for 1D1DBGK, KFVS: t = 0.1
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Figure 5.17: Accuracy of ELU2 for 1D1DBGK, SWS: t = 0.1
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them over the velocity space, we get the Navier-Stokes equation:
∂tρ + ∂x(F1 + κT1) = 0,
∂t(ρu) + ∂x(F2 + κT2) = 0,
∂t(ρ(u
2 + θ)) + ∂x(F3 + κT3) = 0,
(5.28)
Here the Fi(i = 1, 2, 3) are the fluxes of the Euler equations. Ti = 〈ξiS〉(i = 1, 2, 3)
are the viscosity terms. In fact T1 = T2 = 0 and T3 = −3ρθ∂xθ. Therefore this
system is an Euler system plus a heat flux.
For the KVFS, we get F±i (i = 1, 2, 3) is same as the Euler equations. The heat
flux









The partial derivative ∂xθ in T3 will be discretized using the center-difference
scheme, i.e.













Therefore the 1st order up-wind scheme based on the flux splittings of the
















2 + θnj )) + D
−(F+,n3,j + κjT
+,n
3,j ) + D
+(F−,n3,j + κjT
−,n
3,j ) = 0,
(5.31)
where F±i (i = 1, 2, 3) is same as the Euler equations. Since the KVFS is obtained
from the collision-less Boltzmann equation, it can only be applied if the Knudsen
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number is small. This explains the instability of the scheme in the kinetic region.
In the numerical test, we will use center-difference scheme to discretize the viscosity
term instead of upwind scheme to improve the stability. In other words, we use the









where D̃T n3,j = D
−([−3ρθ]nj+1/2D+θnj ),
(5.32)
Again, by means of the transition function h(x) we get the NSLU model for
∂tρ + ∂xF1 = 0, ∂t(ρu) + ∂xF2 = 0,
∂t(ρ(u
2 + θ)) + ∂x(F3 + κT3) + ∂x〈ξ3g〉 = 0,
∂tg + h∂x(ξg) = −hS −
1
κ
hg − h(∂t + ∂xξ)f1,
where f1 = M + κS,
(5.33)
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2 + θnj )) + D
−(F+,n3,j + κjT
+,n






























− hj(D−t + D−ξ+k + D+ξ−k )(Mnj + κjSnj ),
where Skj =
(





Mkj , k = n, n + 1,
(5.34)
In order to see the difference between the ELU1 model and NSLU model. We
choose a bigger Knudsen number κ = 0.005 in [0, 0.6] and κ = 1 in [0.65, 1] and is
linear in [0.6, 0.65]. We choose 100 points in x-direction and 50 points in ξ-direction
with the velocity range [−5, 5]. The ∆t is taken to satisfy the CFL conditions. We
may try the ELU1 model with KVFS first. Here is the numerical result for the
comparison of the compressible Euler equation and BGK model. From the first plot
in Figure 5.18, we can tell the big difference between these two models even in the
fluid region [0, 0.5].
Now that κ is much bigger in the fluid region so the Euler model is not a good
fluid model to the BGK model. We can easily tell this by comparing the graphs in
the fluid region. The Navier-Stokes equations has a much better fitness with the
116





















































(a) Euler and BGK



















































(b) NS and BGK
Figure 5.18: Comparison of Euler/BGK & NS/BGK, κ = 0.005(fluid) : t = 0.1
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BGK model in the fluid region (second plot in Figure 5.18). In this case, we should
apply NSLU model to approximate the BGK model instead of ELU1 (ELU2) model.
From the figure 5.19, we may observe small oscillations in the first order plot,
which become bigger in the second order plot. If we take a look at the three moments
of g in NSLU model (Figure 5.20), we will see the moments of g are not preserved
very well in this case. (≈ 0.08 for second order plot)
The reason is that in ELU1 model the moments we need are up to third order
to get the moments’ equation for g, but in NSLU model we need the fifth order
moments due to the existence of S. Therefore the numerical integrations’ error
can’t be ignored any more. The result can be improved by means of the zero-
moment projection for g (Figure 5.21. Please refer the appendix for the formula of
the projection.
If we apply SWS for the Euler fluxes and center-differencing for the viscosity
118




















































































































Figure 5.19: Accuracy of NSLU for 1D1DBGK, KFVS, No Proj: t = 0.1
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Figure 5.20: Three moments of g of NSLU for 1D1DBGK,KFVS,No proj:t = 0.1
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Figure 5.21: Accuracy of NSLU for 1D1DBGK, KFVS with proj: t = 0.1
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− hj(D−t + D−ξ+k + D+ξ−k )(Mnj + κjSnj ),
where Skj =
(





Mkj , k = n, n + 1,
(5.35)
In the numerical computation, this scheme is unstable if no zero-moment projection
is applied. With zero-moment projection, the first and second order results are
shown in the figure 5.22.
We observe the big difference around the interface x = 0.65 between the BGK
model and the NSLU model. Since in the up-scaling equation the viscous term is
discretized in an upwind way which is inconsistent with the short stencil center-
differencing scheme in the fluid equation. This inconsistence will cause O(1) error
due to the large gradient of κ(x) across the interface. If we only change the Euler
flux splitting to be SWS and keep the upwind discretization of the viscous terms in
the fluid equation, the results with the projection applied are shown in figure 5.23.
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Figure 5.22: Accuracy of NSLU for 1D1D BGK, SWS + Proj: t = 0.1
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Figure 5.23: Accuracy of NSLU for 1D1D BGK, modified SWS + Proj: t = 0.1
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5.3 1D3D BGK Model of Rarefied Gas Dynamics
Considering the space of the velocity is 3D, i.e. ξ = (ξ1, ξ2, ξ3), but the physical
space is still 1D. Assuming the distribution function f = f(x, ξ, t), the dimensional
BGK model of the rarefied gas is
∂tf + ξ1∂xf =
1
τ
(M3 − f), (5.36)










where ρ is mass density, u is the macroscopic velocity in the x direction and θ is
the temperature. These quantities are related to the moments of the distribution




fdξ, m = ρu =
∫
R3
ξ1fdξ, 2e = ρ(u




The dimensional relaxation time τ = µ/p where p = ρθ is the pressure and
µ = CT ω is the viscosity. For hydrogen, C = 1.99 × 10−3 and ω = 0.81.
Next we use the standard reduction technique in [26] to simplify the system
to be 1D1D BGK system by means of the symmetry in the y, z axes.
Denote f̃(x, ξ1, t) =
∫
R2





3)fdξ2dξ3, then f̃ and
























}. Here the macroscopic quantities




f̃dξ1, m = ρu =
∫
R
ξ1f̃dξ1, 2e = ρ(u
2 + 3θ) =
∫
R
ξ21 f̃ + f̂dξ1, (5.40)










where c1 = ξ1 − u1.
We take the stationary normal shock problem as an example. The quantities
of the upstream flow’s are set to be:
ρl = 6.63 × 10−6 kg · m−3, ul = 637.8 m · s−1, (5.42)
θl = RTl = 208.24 × 293 = 6.1014 × 104m2 · s−2, (5.43)
This yields a shock whose Mach number is M = ul/
√
γθl = 2 where γ = 5/3. From
the R-H condition with the shock speed s = 0 we get the following relations:
ρrur = ρlul, ρr(u
2
r + θr) = ρl(u
2
l + θl), ρrur(u
2
r + 5θr) = ρlul(u
2








, θr = θl +
1
5




we get ρr = 25.33 × 10−6, ur = 667.65, θr = 1.2734 × 106.







∣, where λ is the local
mean free path and Q is a flow property (density or temperature). The profiles of
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κ are shown in figure 5.24. In order to apply ELU1(ELU2) model, we choose the
transition function h(x) = 1 in the region (−0.15 ≤ x ≤ 0.1)) between the solid
vertical lines to get κ < 0.001 on the outside region. To apply NSLU model, we will
set h(x) = 1 in the region (−0.1 ≤ x ≤ 0.05)) between the dotted vertical lines to
get κ < 0.01 on the outside region.
In the discretization of the velocity, we choose length of the interval to be
3 times the standard deviation, which is big enough to represent the Maxwellian
well. We use 50 points in ξ direction and choose the time long enough so the
stationary solution is obtained. As usual for this test case, we use a stabilization
technique to prevent the shock from moving to the right. Namely, after each time
step, the solution is shifted so that the mean density point x (defined by the relation
n(x) = nl+nr
2
, [39]) is equal to 0.
5.3.1 ELU1 Model for 1D3D BGK Model
In the following, we use the notation ξ to replace ξ1. Assuming f = M3 ( i.e.
F = M, G = θM, the zero-order C-E expansion), we get:
∂tρ + ∂x〈ξM3〉 = ∂tρ + ∂xF1 = 0,
∂t(ρu) + ∂x〈ξ2M3〉 = ∂t(ρu) + ∂xF2 = 0,
∂t(ρ(u
2 + 3θ)) + ∂x〈ξ|ξ|2M3〉 = ∂t(ρ(u2 + 3θ)) + ∂xF3 = 0,
(5.46)
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where Fi are the fluxes:
F1 = 〈ξM3〉 = ρu, F2 = 〈ξ2M3〉 = ρ(u2 + 3θ), F3 = 〈ξ|ξ|2M3〉 = ρu(u2 + 5θ),
(5.47)
This is the Euler system for the compressible gas with γ = 5
3
.
Therefore the first order numerical scheme for the compressible Euler equations




















The boundary conditions for the Euler equations need to be given carefully
because this is a hyperbolic system. As for the left boundary, since the sound speed
cl =
√
γθl = 318.9 < ul, we need the boundary conditions for all the three equations.
For the right boundary, the sound speed cr =
√
γθr = 1458 > ur > 0. Therefore we
need to give the boundary condition for ρ, but not (u, θ), [24].
By means of the transition function,h(x) and take f̃ = M + g̃, f̂ = 2θM + ĝ,
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we may get the up-scaling model of the reduced system as
∂tρ + ∂xF1 = 0, ∂t(ρu) + ∂xF2 + ∂x〈ξ2p〉 = 0,
∂t(ρ(u
2 + 3θ)) + ∂xF3 + ∂x〈ξ3g̃〉 + ∂x〈ξĝ〉 = 0,
∂tg̃ + h∂x(ξg̃) = −
1
τ
hg̃ − h(∂t + ξ∂x)M,
∂tĝ + h∂x(ξĝ) = −
1
τ
hĝ − h(∂t + ξ∂x)(2θM),
(5.49)













































































































(ξk − u)3g̃nk,j + (ξk − u)ĝnk,j
)
∆ξ (5.51)
Based on the profile of the Knudsen number, figure 5.24, we choose the buffer-zone
function h(x) = 1 in [−0.15, 0.1] and h(x) = 0 in [−0.5,−0.18] and [0.13, 0.5], and
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linear between these intervals. Therefore the two buffer zones will be [−0.18,−0.15]
and [0.1, 0.13].
We may also choose KVFS scheme to split the fluxes in the moments’ equation
















 Q = n
 Q = T











The top-left plot shows the Knudsen number κ = λ|ρx|
ρ
and the positions of
the two buffer zones. The other three plots show the profiles of the macroscopic
quantities ρ, u and T . All these quantities are normalized so their values are between
0 and 1. The region outside of the two vertical lines in these plots show the regions
where h = 0. In other words, the compressible Euler equations will be solved in these
regions without the up-scaling correction. The macroscopic quantities’ agreement
of the ELU model and the BGK model are very well in both first order and second
order tests.
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It is hardly to tell the difference for the macroscopic quantities’s profiles if
the zero-moment projection is applied.(See appendix for the formula of projection).
If we take a close look at the heat flux, a smoother and better-fitting heat flux is
obtained if the zero-moment projection is applied. See the results in Figure 5.26
(1st order) and Figure 5.27 (2nd order).
The results with projection applied show a smoother and better profile of heat
flux than the results without projection in the kinetic region, esp. in the 2nd order
result.
If we apply the SWS scheme, the scheme is not stable if no zero-moment
projection is applied. The result in Figure 5.28 is obtained using 1st and 2nd order
scheme with zero-moment projection.
Heat flux’s profiles is shown in Figure 5.29. We see that both the macroscopic
quantities and the heat flux fit the result from the BGK model very well.
5.3.2 NSLU Model for 1D3D BGK Model





















































































































































































































































































































































































Figure 5.29: Heat flux of ELU1 for 1D3D BGK with SWS + Proj
Denote the Navier-Stokes non-equilibrium part:
S =





((u − ξ)2 + ξ22 + ξ23 − 5θ)∂xθ
)
M3, (5.53)
Plug f1 into the Boltzmann equation and take moments, we get the following Navier-
Stokes equations:
∂tρ + ∂x(F1 + τT1) = 0,
∂t(ρu) + ∂x(F2 + τT2) = 0,
∂t(ρ(u
2 + 3θ)) + ∂x(F3 + τT3) = 0,
(5.54)
Here the Fi(i = 1, 2, 3) are the fluxes of the Euler equations. And the viscosity
terms
T1 = 〈ξS〉, T2 = 〈ξ2S〉, T3 = 〈ξ|ξ|2S〉, (5.55)
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In this case it can be shown
T1 = 0, T2 = −
4
3
ρθ∂xu, T3 = −
8
3
ρuθ∂xu − 5ρθ∂xθ, (5.56)
The foregoing equations become identical to the 1D Navier-Stokes equations we
discussed in chapter 2 if we set the dynamic viscosity coefficient µ = τρθ/R (R : the
ordinary gas constant) and the thermal conductivity k = 5
2
κρθ. Then the Prandtl








}, then the kinetic flux vector splitting for the viscosity
terms T2, T3 is as follows




























The first order up-wind scheme based on the flux splitting of the Navier-Stokes


































3,j ) = 0,
(5.58)
where F±i (i = 1, 2, 3) is same as the Euler equations. In the numerical test, we
will use center-difference scheme to discretize the viscosity term instead of upwind
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((u − ξ)2 − 2θ)∂xu +
u − ξ
2θ
((u − ξ)2 − θ)∂xθ
)
M, (5.63)
In the numerical scheme, the derivatives in S̃ and Ŝ will be obtained by center
difference scheme.
Let f̃ = f̃1 + g̃ and f̂ = f̂1 + ĝ, by means of the transition function h(x) we
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get the NSLU model as
∂tρ + ∂xF1 = 0,
∂t(ρu) + ∂x(F2 + τT2) + ∂x〈ξ2f̃〉 = 0,
∂t(ρ(u
2 + θ)) + ∂x(F3 + τT3) + ∂x〈ξ3g̃〉 + ∂x〈ξĝ〉 = 0,
∂tg̃ + ∂x(ξg̃) = −hS̃ −
1
τ
hg̃ − h(∂t + ξ∂x)g̃NS,
∂tĝ + ∂x(ξĝ) = −hŜ −
1
τ
hĝ − h(∂t + ξ∂x)ĝNS,
(5.64)
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Now we choose a smaller kinetic region, i.e. the buffer-zone function h(x) = 1
in [−0.1, 0.05] and h(x) = 0 in [−0.5,−0.13] and [0.08, 0.5], and linear between these
intervals. Therefore the two buffer zones will be [−0.13,−0.1] and [0.05, 0.08].
Using the same data as the ELU1 model, figure 5.30 shows the results without
the zero-moment projection.








































































































































Figure 5.30: NSLU for 1D3D BGK with KFVS, No Proj
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Figure 5.31 shows the results for the first and second scheme without projec-
tion.








































































































































Figure 5.31: NSLU for 1D3D BGK with SWS + CD, No Proj
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macroscopic quantities’ profile. To see the effects of the zero-moment projections,































Figure 5.32: Heat flux of NSLU for 1D3D BGK with 1st order KFVS
From the comparison of heat fluxes in figure 5.32, 5.33, 5.34 and 5.35, we
see the projection not only makes the heat flux smoother but also improves its
accuracy, which can be observed from the better agreement of the valley of the heat
flux between the NSLU model and the BGK model for the 2nd order SWS scheme.
Remark: From [46], we know the Navier-Stokes solutions is in agreement
with the kinetic solution only when the shock is weak, i.e. the shock’s Mach number
< 2. Therefore in our numerical experiment, we choose the Mach number to be 2.
Also for the choice of kinetic region, because the local Knudsen number is only a
necessary condition to demarcate the regions [4], we need to choose a much bigger































































































Figure 5.35: Heat flux of NSLU for 1D3D BGK with 2nd order SWS + CD
5.4 Simulation of the 1D Semiconductor Device
The semiconductor device we consider here is the 1D GaAs n+-n-n+ diode of length
0.8µm. It is often used to simulate the channel in MOSFET and MESFET devices.
In [13], the authors give a benchmark comparisons of this device via four different
kinds of semiconductor models.
We will use the following units:
µm = 10−6meter, 10−12second, 10−30kg, 10−18Coulomb, Kelvin,
The position of the device is x ∈ I = [0, 0.8]. The doping is defined by
ρd(x) = 10
6 in 0 ≤ x ≤ 0.175 and in 0.625 ≤ x ≤ 0.8, and by ρd(x) = 2 × 103 in
[0.225 ≤ x ≤ 0.575], with a smooth intermediate transition. This is also the device
used in [3], except for a smooth transition of width 0.05 at the junctions.
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Figure 5.36: 1D GaAs n+-n-n+ diode
Here are other parameters: the lattice temperature T0 = 300, the effective
electron’s mass 0.065 ∗ 0.91, the electric unit charge e = 0.1602, the Boltzmann
constant kb = 0.138046× 10−4, the electric permittivity ǫ = 13.2 × 8.85418, [13].
Usually the relaxation time τ is given in terms of the mobility τ = m
e
µ. Here
we consider two different characterizations for µ:
1. Constant µ. We may have: µ = 0.14.









where µ0 = 0.14, vd = 0.11. vd here is taken to be the maximum of the velocity
in the kinetic run with Vbias = 1.0 and µ = 0.14 [9].





And α = eVbias
mθ





= 0.662Vbias for DCBS. The
scaled Debye length β2 = ǫVbias
eρdL2
= 0.57Vbias in the middle part of the device.
5.4.1 Drift-Diffusion Local Up-scaling(DrDiLU) Model
In the numerical test, we will use 160 points on the x-direction. On the ξ-direction,
we choose −1.3224 ≤ ξ ≤ 1.3224 which is equal to 5 standard deviations and 25
points.
First we take µ0 = 0.14 and Vbias = 0.05, the results from the RT model and the
DrDi model are shown in figure 5.37). From the profile of the electric field(bottom-
left plot), we see the DrDi model fails to approximate the RT model around the
doping steps, i.e. x = 0.2 and x = 0.6, where the electric field is high. This explains
the big difference of the velocity’s profiles between the DrDi model and the RT model
(top-right plot in 5.37). If we look at the difference of the distribution functions
obtained from these two models, i.e. the graph of (fr − fd)/ρr. Here subscript r
denotes the RT model’s result and d denotes the DrDi model’s result, where fd is
defined as





It is shown in figure 5.37. Also we can see the big difference between these two
models around the doping steps. It implies we need to set these region to be the
kinetic region if we want to get a more accurate result.
Then for the DrDiLU model, the kinetic regions are chosen to be [0.18, 0.22]
and [0.52, 0.6]. In other words, the transition function h = 1 in the kinetic regions,




[0.64, 0.8]. h is is linear and between 0
and 1 in all other regions.
The result of the three models when Vbias = 0.1 for the second order scheme
is shown as the figure 5.38. From the velocity’s plot(top right), we see the DrDiLU
model has much better agreement with the RT model than the DrDi model, esp.
around the doping steps.
Next we choose Vbias to be 0.05, 0.1, 0.15, 0.2, 0.25 to get the I-V curve of the
models. See figure 5.39. From the I-V curve we see the agreement of these three
models is very good when the applied voltage is low(≤ 0.15).




and get the similar
result. See figure 5.40.
When Vbias is increased, the electronic field becomes high and DrDi model can’t
be used to approximate the RT model. This can be shown from the big difference
of the distribution functions of the RT model and the DrDi model in the n− region.
In this case both DrDi model and DrDiLU model fail. Instead we need to use HF
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(b) Difference function
Figure 5.37: Comparison of RT and DrDi, Vbias = 0.05
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Figure 5.38: Comparison of Three models, Vbias = 0.1
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Figure 5.39: Comparison of Three models: I-V curves
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Figure 5.40: Comparison of Three models for variable µ(E): I-V curves
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model to be the macroscopic model of the device. We may take [0.25, 0.55] as the
fluid region to apply the HF model and all other regions are kinetic regions where
the RT model should be applied. In the computation, we choose 4 points overlap at
the interface to get a smoother profile.
The result when Vbias = 1 is shown in figure 5.41.























































































Figure 5.41: Comparison of Three models for variable µ(E) : Vbias = 1
5.5 Simulation of 2D Planar Couette Flow
2D plannar Couette flow refers to the laminar flow of a viscous fluid in the space
between two parallel plates, one of which is stationary and the other is moving with
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a velocity in the plane of the surface. The flow is driven by virtue of viscous drag
force acting on the fluid and the applied pressure gradient parallel to the plates.
The distance between the plates is 1m and the velocity of the walls are
±0.5Mach, here 1 Mach corresponds 307.8m/s. The temperature of the wall is
T = 273K. The gas is argon whose parameters are mass m = 6.63 × 10−26kg, the
coefficient of viscosity µ = 2.117−5Nsm−2 and the density n = 1.4 × 1020m−3.
Therefore the mean free path λ = 0.0122m. Therefore we need 100 cells so
that the cell’s size ∆x < λ. We also choose 1/5 of mean free time to ensure that
most of molecules can’t pass a cell in one time step.





Here µ is given so we get the diameter we need for DSMC is d = 3.6284−10m.
The numerical result of viscosity comes from the Newton’s formula, i.e: Shear







. To get the viscosity, we only need to estimate the tangential force in
the DSMC, which can be obtained by calculation of the momentum change of the
molecules along the x-direction.
It is well-known that the DSMC’s result converges very slowly. We may try
to use ELU2 model with the stress tensor and heat flux obtained from the DSMC’s
result to get a smoother profile by means of the numerical viscosity of the Euler
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fluxes without changing accuracy. Here is the ELU2 model we discussed before:
∂tρ + ∇x · (ρu) = 0,
∂t(ρu) + ∇x · (ρu⊗ u + ρθI) + ∇x · Σ̃ = 0,
∂t(ρe) + ∇x · ((ρe + p)u) + ∇x · (Σ̃ · u + q̃) = 0,
(5.68)
where the viscosity and heat flux are the up-scaling terms
Σ̃ = 〈c ⊗ cf〉2 − 1
3
〈|c|2f〉, q̃ = 1
2
〈c|c|2f〉, (5.69)
Here Σ̃ and q̃ are obtained by sampling from the DSMC’s result. To reduce the
fluctuation of the up-scaling fluxes from DSMC, we use the fluxes obtained from the
long time averaged result of DSMC as the up-scaling term for the moment equation.
We take 10000 simulate molecules totally, which means each represents 1.4 ×
1017 real molecules and sample the DSMC’s result after 20000 steps to supply the
moment equation’s initial condition. We choose the middle points of the cell as the
grid point for the fluid equation and the same time step as DSMC.
To avoid boundary layer we use the DSMC’s result close to the plates as the
boundary condition of the fluid equation. Since DSMC is a first-order scheme so we
apply the first-order scheme for the moment equations too.
In the computation we notice the conservation laws are lost due to the fluctu-
ation of the boundary condition and the up-scaling terms which cause the density
of ELU2’s is much smaller and the temperature is much bigger compared with the
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DSMC’s result. To partially correct it, we enforce the conservation of mass and
momentum in the following way:









where ρ0 and u0 are the initial values. The figure 5.42 shows the result we get.


























































Figure 5.42: Comparison of Boltzmann equation (-) and ELU2 (.)
The solid line is the DSMC result and the dotted line is the ELU2 model’s
result. The density and velocities’ profiles are good but the temperature’s profile is
a little big high.
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Appendix A
Derivation of the Boltzmann Equation for Hard-Sphere Molecules
Assuming the molecules of a gas are hard, elastic and perfectly smooth spheres,
the number of the molecules usually considered is extremely large (2.7× 1019/cm3)
at atmospheric pressure and 273K, it is a hopeless task to attempt to describe the
state the gas by specifying the positions and the velocities of every individual sphere.
Therefore Maxwell and Boltzmann started to work with the one-particle probability
density: P (1)(t,x, ξ) which is a function of seven variables. Here x = (x1, x2, x3)
T ∈
R3, ξ = (ξ1, ξ2, ξ3)
T ∈ R3. Boltzmann wrote an evolution equation for P (1) by means
of a heuristic argument with extra assumptions in the following way. [10]
For the exact dynamics of N molecules, we define P (1)(t,x, ξ) as the probability
density of finding one fixed particle (say the one labeled by 1) at a certain point (x, ξ)
of the 6-dimension reduced phase space associated with the position and velocity of
that particle at time t.
In the absence of collisions, P (1) would remain unchanged along the trajectory
of the particle if there is no external force. Accordingly, we must evaluate the effects
of collisions and have the following equation of P (1):
∂P (1)
∂t
+ ξ · ∂P
(1)
∂x
= G − L, (A.1)
157
where the gain term Gdxdξdt gives the expected number of particles with position
between x and x + dx and velocity between ξ and ξ + dξ that enter these ranges
of values because of a collision in the time interval between t and t + dt, the lost
term Ldx1dξdt gives the analogous number of particles disappearing from the same
range in the same time interval.
For dilute gas, we assume the intermolecular collisions are overwhelmingly
likely to be the binary collisions.
Consider these binary collisions are elastic, i.e. there is no interchange of
translational and internal energy. When two particles with velocities (ξ, ξ1) collide,
moment and kinetic energy must be conserved. The post-collision velocities (ξ′, ξ′1)
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are related to the pre-collision velocities (ξ, ξ1) by
ξ′ = ξ − n[n · (ξ − ξ1)], ξ′1 = ξ1 + n[n · (ξ − ξ1)], (A.2)
where n is the unit vector along ξ − ξ′.
In order to write L and G, we need another function P (2) that gives the
probability density of finding, at time t, the first particle at x with velocity ξ and
the second at x1 with velocity ξ1. We write P
(2) = P (2)(x, ξ,x1, ξ1, t).
Let d be the diameter of the particle. From figure 1.2, the base area of the
cylinder is d2dΩ and the height is |(ξ1 − ξ) · n|, where dΩ is the unit solid angle
about the vector n. In the spherical coordinates system, dΩ = sin θdθdǫ where θ
is the zenith angle and ǫ is the azimuth angle. Here θ is the angle between n and
the relative velocity V = ξ1 − ξ. The relative speed |ξ1 − ξ| will be denoted by V .
Then V · n = V cos θ. We may also use χ = π − 2θ. Here χ is the deflection angle.
Fixing the first particle, we integrate over the sphere for all n and all the
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possible velocities of the second particle to obtain





P (2)(t,x, ξ,x + dn, ξ1)V cos θdΩdξ1, (A.3)
where B− is the hemisphere corresponding to 0 ≤ θ ≤ π
2
( the particles are moving
toward each other before the collision) and n = (sin θ cos ǫ, sin θ sin ǫ, cos θ). Here
we use N − 1 because there are N − 1 particles remaining if we fix the first particle.
Similarly, we have





P (2)(t,x, ξ,x + dn, ξ1)V (− cos θ)dΩdξ1, (A.4)
where B+ is the hemisphere corresponding to π
2
≤ θ ≤ π( the particles are moving
toward each other after the collision). We may change n into −n to have the same
integration range as in L and then we have





P (2)(t,x, ξ,x − dn, ξ1)V cos θdΩdξ1, (A.5)
Assuming the probability P (2) is continuous at a collision, we have










P (2)(t,x, ξ′,x − dn, ξ′1)V cos θdΩdξ1, (A.7)
Consider the Boltzmann-Grad limit, i.e. let N → ∞, d → 0 with Nd2 finite,
we may neglect the difference between x and x ± dn in the expressions of L and G
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and change N − 1 to be N . Also we may assume the probability of finding a pair of
particles in a particular configuration before collision is simply the product of the
probabilities of finding the individual particles in the two corresponding one-particle
configuration (molecular chaos), i.e.
P (2)(x, ξ,x1, ξ1, t) = P
(1)(t,x, ξ)P (1)(t,x1, ξ1) (A.8)
Therefore






P (1)(t,x, ξ′)P (1)(t,x, ξ′1)




Let f(t,x, ξ) be the expected number density distribution of the particles
at time t at the point (x, ξ) in the phase space. Therefore f = NP (1). Then the




+ ξ · ∇xf = Q(f, f), (A.10)






(f ′f ′1 − ff1)d2V cos θdΩdξ1, (A.11)
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Here f = f(t,x, ξ), f1 = f(t,x, ξ1), f




List of Molecular Models
From A.11, we see the only difference of Boltzmann equations for different models
is the collision term.
Plug the expression dΩ = sin θdθdǫ into the collision term Q(f, f) of the hard








(f ′f ′1 − ff1)d2V cos θ sin θdθdǫdξ1, (B.1)





















The disadvantage of hard sphere model is that its collision cross-section is indepen-
dent of the relative speed V of two interacting molecules, which is not realistic. For
a realistic molecular model, the molecular diameter should depend not only on the
relative speed V of the two molecules, but also on the relative moving direction,
or the deflection angle χ. In this case, we change 1
4
d2 to be σ(V, χ)dΩ and call σ
the differential cross-section. The Boltzmann equation for the general monatomic
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molecules takes on the following form:
∂f
∂t
+ ξ · ∇xf = Q(f, f), (B.3)






(f ′f ′1 − ff1)V σdΩdξ1, (B.4)
The function σ(V, χ) summarizes the complicated details of the two-body in-
teractions, and V σ gives essentially the (unnormalized) probability density of a
relative deflection χ for a pair of molecules having the relative speed V . Notice the




Here is a list of some generally used molecular models:
1. Inverse Power Law Model (IPL). The potential force F = κ/rη. The







here mr = m/2 is the reduced mass. Let b be the the miss-distance, then
W0 = b(mrV
2)1/(η−1) is a dimensionless impact parameter which is shown to
be a single variable function of the deflection angle χ.
Remark. For this model, we need to integrate W0 from 0 to ∞ to get σT . In
this case, the collision term cannot be expressed in terms of the elementary
functions because of the unbounded total collision cross-section. Therefore a
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finite cut-off of miss-distance or the deflection angle is necessary. Because of
the arbitrary choice of this cut-off, it is not suitable to use this model to get
the collision frequency or the mean free path.
2. Maxwell model (MAX): This is a special case of inverse power law model















dent of the relative speed in the Maxwell gas, which is unrealistic for the real
gases. Since all the molecules have the same collision probability, the Maxwell
model is widely used in the analytical study.
3. Hard Sphere model (HS): This is the model we already discussed. It can
be considered as the extreme case: F = 0, r ≥ d; F = ∞, r < d, where d is




d2 sin χdχdǫ, (B.7)
4. Variable Hard Sphere model (VHS):
Other than extremely low temperature, the effective cross-section of real molecules
decreases as V increases. The rate of change is directly related to the change
of the viscosity coefficient µ with the temperature T . The HS model shows
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µ ∝ T 0.5 while µ ∝ T 0.75 is the characteristic of real gas. The variable cross-
section is needed to match the power of real gas.
If we integrate the inverse power law model with finite cut-off of W0, which is









which shows the total cross-section is inversely proportional to V 4/(η−1).
These observations led Bird [6] to introduce the variable hard sphere molecular
model. In this model, the molecule is still considered as the hard sphere, but
its diameter of a hard sphere molecule is a function of the relative speed V ,
i.e. d = dref(Vref/V )
ν where the subscript ref denotes the reference values. It
is shown in [7] if ν = 4/(η− 1), then the variation of µ with T will be same as
the inverse power law model, with µ ∝ T ν+1/2.
The VHS model is defined by the effective diameter at a particular reference
temperature. Since VHS model combines a finite cross-section with a realistic
temperature exponent w, it has permitted the definition of a mean free path
and the Knudsen number. We also have χ = 2 cos−1 b
d




Break-downs of Macroscopic Model for Small κ
In order to use the ELU or NSLU model, the kinetic effects should be localized in
the kinetic region which is defined by some criteria, like Knudsen number κ. Since
the fluid model only describe the leading behavior of the motion of the gas using
the expansion on κ, which is only a necessary condition, but not sufficient for the
asymptotic behavior. We may see it more clearly in the following examples.
Example 1: the Jin-Xin relaxation model. If we take the relaxation rate
κ = 0.02 in the fluid region and κ = 1 in the kinetic region. All other data is same
as the moving shock in the numerical experiment. Using first order scheme, we may
get the following graph (C.1):
The fluid regions are the left regions in the above graphs. Close to the bound-
ary of the fluid region (the leftmost vertical dotted line), both Euler and Navier-
Stokes solutions are quite different from the kinetic solutions. Therefore if we want
to keep the accuracy, we need to choose a larger kinetic region such that the asymp-
totic property holds in all the fluid region. Here we should choose to kinetic region
[−0.05, 1] instead of [0.05, 1].
Example 2: Another example is the high mach number stationary shock.
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Figure C.1: Euler & Kinetic for Jin-Xin model, with fluid κ = 0.02, 1
The Navier-Stokes equations approximate the kinetic model only when the shock is
weak, or the Mach number is < 2. Here is a picture copied from [46] which shows
that the Navier-Stokes equation doesn’t agree with the BGK model in the upstream
part when Mach number is 5 although the local Knudsen number is small. See figure
C.2. This is the shock-wave velocity profiles obtained in [32]. The BGK solutions
follows closely the Navier-Stokes solution in the downstream, high-density portion
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Figure C.2: High Mach number stationary shock: BGK & NS
of the shock wave but gives a much thicker profile in the upstream region.
Appendix D
Zero-Moment Projections for the BGK Model
In this section, we will derive the zero-moment projection formula for the 1D1D
BGK model and the reduced dimension BGK model which are used in the numerical
experiments.
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D.1 Zero-Moment Projection for 1D1D BGK Model







































therefore the corrected gn+1 will be g̃n+1 = gn+1 − Pgn+1.
D.2 Zero-Moment Projection for 1D3D BGK Model
To get the reduced dimension, we assume f is an even function w.r.t ξ2 and ξ3.
Therefore the non-equilibrium part is also an even function w.r.t ξ2 and ξ3. For such

























































































〈f〉 + u − ξ1
θ
〈(u − ξ1)f〉 +


















{θ〈f〉 + (u − ξ1)〈(u − ξ1)f〉
+









Therefore the corrected fn+1, gn+1 will be
f̃n+1 = fn+1 −Pfn+1, g̃n+1 = gn+1 −Pgn+1, (D.8)
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