Over the last few years, Real 
Introduction
The escalating complexity of stream processing systems has prompted the need for modeling and analysis techniques that go beyond those traditionally studied in the literature. Many of these systems process irregular data/event streams and rely on highly dynamic resource management policies that cannot be modeled using standard periodic/sporadic event models and fixed-priority or deadline-based scheduling policies. In this context, the Network Calculus framework [4, 7] -which was originally proposed for modeling communication networks -has been extensively adapted in recent years for the modeling and analysis of embedded systems processing continuous data and event streams (e.g., see [5, 22, 24, 26] ). The resulting framework (often referred as Real-Time Calculus or RTC in the literature) is designed to model and analyze heterogeneous real-time systems in a compositional manner. The key feature of this framework is its use of count-based abstraction to model the timing properties of the input streams, as well as the availability of the resources. In particular, the timing properties of a data stream are specified as a constraint on the maximum and minimum number of data items that may arrive over every time interval of length Δ. A collection of such constraints for different values of Δ are captured as functions α l (Δ) and α u (Δ) that denote the lower-and upper-bound on the data arrival process. In other words, α l (Δ) and α u (Δ) specify the minimum and maximum number of items that may arrive within any time interval of length Δ. Clearly, these functions will admit a rich collection of arrival sequences. Standard event models such as periodic, sporadic and periodic with jitter turn out to be special cases of such a specification. Resource availability can also be specified in a similar fashion. Here, β l (Δ) and β u (Δ) shall specify the minimum and maximum number of items that can be processed by a resource within any time interval of length Δ. Given the functions α, denoting (α l , α u ), and β denoting (β l , β u ), it is possible to compute using purely algebraic techniques, the bounds on system properties such as the maximum delay suffered by the stream and the maximum backlog of data items in front of the resource. Further, it is also possible to compute α = (α l , α u ) which denotes bounds on the timing properties of the processed stream. α may now serve as the input to the next resource which further processes this stream, and the output from which may be denoted as α . This is repeated for all resources until the timing properties of the output stream α out are computed (see Figure 1) . Figure 1 shows an architecture consisting of n resources PE 1 ,... ,PE n , which process an input stream sequentially. Each PE i has an input buffer to store incoming data items waiting to be processed. The service rendered by each PE i is constrained by β i . Similar to α , the service function β i that bounds the remaining resource which can be used to process other data streams. Besides buffer requirements and the delay incurred by the input stream at each resource PE i , various other performance characteristics such as the utilization of each resource, output jitter, the maximum endto-end delay and the total buffer requirement in the system can also be obtained from the bounds α and α out .
Our contributions
Owing to the functional nature of RTC, analysis in this framework involves algebraic manipulations which allows for highly efficient computation of system properties in a fully compositional manner. However, modeling of complex state dependencies is awkward; common scenarios such as the one where the service offered by a resource depends on the fill-level of a buffer cannot be modeled easily. In constrast, fine-grained modeling of state information, e.g. using timed automata [1, 9] or event count automata [6] often leads to state space explosion when applied to realistic problems.
In this paper, we present a technique to model a variety of complex state dependencies in the existing RTC framework with a feedback control mechanism without resorting to explicit state-space modeling. Firstly, this technique significantly enhances the modeling power of the framework while sidestepping the problems associated with state-space modeling. Secondly, our model of a system is a composition of multiple abstract components with each component capturing all the relevant state-dependencies as well as processing semantics. The properties of these components can be computed functionally using our results and thereby attain a high efficiency. Thirdly, our technique enables state-based scheduling policies to be modeled and efficiently analyzed in a modular manner.
Through case studies, we illustrate how our method can be seamlessly integrated into the current RTC framework, and at the same time we show the effects of capturing statedependencies on the accuracy of the analysis. We also provide experimental validation of our analysis method against simulation. The analysis results obtained from both methods match well with each other, however our analysis is significantly faster than simulation.
Related work
The first line of related work is concerned with developing task and event models that generalize classical periodic or sporadic event models, which assume fixed execution times for tasks. Towards this, timed automata and related automata-theoretic formalisms have been recently used in various setups to model and analyze task scheduling problems (e.g., see [1, 8, 9] ). To overcome the lack of statebased modeling in the RTC framework, we had proposed event count automata (ECAs) [6] that retain the count-based abstraction used in RTC. Although automata-based models are much more expressive and capable of representing a wide variety of state-dependencies, they suffer from the state explosion problem and can become inefficient when analyzing large system architectures.
RTC has also been extended lately to model complex event patterns and task activation schemes. For example, [10] presented a method to model conditional blockingread on an input buffer. In particular, it modeled tasks that are triggered by events on multiple input streams using AND/OR-activation, where an OR-task is triggered whenever an event is available on either of the input streams and an AND-task is only activated when there is at least one event from each stream. [13] proposed a way to compute delay and output arrival functions of data streams that are split and joined during the system execution following the OR-activation and in-order activation semantics, while taking into account correlations in data streams and data distribution based on different types of delay. Correlation between jitter and response time of individual events were also considered in [12] . Analysis methods of more complex scheduling policies such as non-preemptive and scenarioaware scheduling of tasks were studied in [10] and [11] respectively. Timing properties of hierarchical event streams that are generated by the communication stack are modeled in [19] . These proposed techniques do not handle statemodeling and control-feedback dependencies though.
The back-pressure effect with finite buffer capacities has been studied in the context of data flow graphs [15] . For instance, in [27] , an algorithm for computing the buffer capacities that satisfy throughput constraints was presented. Analysis of self-time scheduling for multirate data flow with finite buffer capacities was considered in [16] . Also, back-pressure was used in [23] as a mechanism to allow a semantics preserving implementation of synchronous models on Loosely Time Triggered Architectures. These methods however are not applicable into our setting.
There have also been hybrid frameworks that combine various analysis methodologies. For example, [21] unified the SDF [15] and SymTA/S [2] into a single framework that is able to model data-dependencies using SDF and to abstract event streams using SymTA/S. SymTA/S and RTC have been merged in [14] to capture more complex interactions with high accuracy. RTC and ECA can also be integrated using the interfacing technique provided in [18] to achieve higher accuracy than using RTC alone while being more efficient than using ECA alone. The method we propose here can be plugged into the integrated RTC-ECA framework to further increase the efficiency of the analysis, since we can now use RTC to analyze a number of statedependent components in the system instead of using ECAs, which will in turn reduce the total analysis time.
Organization of the paper
In the next section we describe the basic concepts of the RTC framework. In Section 3 we present our analysis method. We begin with an example that will be used to illustrate our method, followed by an overview of our analysis technique in Section 3.2. Sections 3.3 and 3.4 establish the theoretical results that enable the analysis of a statedependent component, which will be applied to model statebased scheduling in Section 3.5. In Section 4 we present experimental results using two case studies derived from an MPEG-2 decoder to illustrate the benefits of our analysis methods. Finally, we conclude with a discussion on the prospects for extending our study initiated in this paper.
The Real-Time Calculus background
RTC is based on the (min,+) algebra [4, 7] and models data streams and services in a network with non-decreasing non-negative functions taking their values in the (min,+) semiring. More formally, (R min + , min, +), with R min + = R + ∪ {∞}, is a commutative semi-ring, its zero element is ∞ and its unitary element is 0.
Consider the set F = { f :
One can define as follows two operators on F : the minimum, denoted by ⊕ and the (min,+) convolution, denoted by ⊗:
) and
The triple (F , ⊕, ⊗) is also a commutative semiring and the convolution can be seen as an analogue to the classical (+,×) convolution of filtering theory, transposed in the (min,+) algebra. Its zero element is the function ε : t → ∞ and its unitary element is e : 0 → 0;t → ∞.
Two other important operators for RTC are the subadditive colsure and the (min,+) deconvolution, denoted by :
The following lemma holds for the sub-additive closure operator.
Arrival and service curves
Given a data stream traversing a system that contains a single processing element (PE), let A be its cumulative arrival function (i.e. A(t) is the number of data items that have arrived until time t). Here a data item can be a network packet or a video/audio macroblock. We say that α is an
. This means that the number of items arriving between time s and t + s is never larger than α(t). An important particular case of arrival curve is the affine functions: α(t) = σ + ρt. Then σ represents the maximal number of items that can arrive simultaneously (the maximal burst) and ρ the maximal longterm rate of arrivals.
Consider D the cumulative departure function of the stream, defined similarly by the number D(t) of items that have left the system until time t. The system provides a (minimum) service curve β , D(t) ≥ A ⊗ β . Particular cases of service curves are the peak rate functions with rate r (the system can process r items per unit of time and β (t) = rt) and the pure delay service curves with delay d: β (t) = 0 if t < d and β (t) = +∞ otherwise. The combination of those two service curves gives a rate-latency function β : t → R(t − T ) + where a + denotes max(a, 0).
A strict service curve β is a service curve such that for all t ∈ R + , let u be the last instant before t when there is no packet in the system, then
Performance characteristics and bounds
The worst-case backlog and the delay can be easily characterized in the RTC framework as below.
Definition 1. Let A be the arrival function of a data stream through a system and D be its corresponding departure function. Then the backlog of the stream at time t is b(t) = A(t) − D(t) and the delay (assuming FIFO order for processing items of the stream) at time t is d(t) = inf{s ≥ 0 | A(t) ≤ D(t + s)}.
Given an arrival curve and a service curve, it is possible to compute with the RTC operations the maximal backlog and delay.
Theorem 1 ([4, 7] ). Let A be the arrival function with an arrival curve α for a stream entering a system with service curve β . Let D be the departure function. Then,
The maximal backlog is the maximal vertical distance between α and β while the maximal delay is given by the maximal horizontal distance between those two functions. Figure 2 illustrates this fact. Further, bounds on the output stream and the remaining resource of the system can be determined using Theorem 2.
Theorem 2 ([4]
). Assume a stream constrained by an arrival curve α entering a system with service curve β .
The output stream is upper-constrained by an arrival
curve α = α β .
If β is a strict service curve, the remaining resource after processing the stream is bounded by a service curve
In this paper, we assume that service curves are strict to ensure for the positiveness of remaining service; however, our method is not restricted to this assumption.
From the results concerning systems with a single PE, one can obtain more general results for systems with multiple PEs, using the composition of the RTC operators. For example, if there are two PEs in sequence, for respective service curves β 1 and β 2 , the overall service curve is β 1 ⊗ β 2 (see [4, 7] for details). Such results have been based on the properties of the (min,plus) algebra.
Modeling complex state-dependencies
Modern stream-processing systems are usually heterogeneous networks of resources processing multiple data streams using complex scheduling policies. Often, the processing of a stream depends not only on the available service but also the internal state of the system. One typical example is when the amount of on-chip memory is limited and hence the internal buffers that hold the processed items can only accommodate up to a certain capacity. To avoid loss of data, the processor may implement blocking-write for its output buffers, i.e it stalls whenever the buffers are full. Otherwise, to save resource, it may proceed to process the next data streams based on some sharing policy, in case the output buffer that stores the currently processed stream is filled up.
Modeling and analysis of systems described above require us to take into consideration the state-dependencies that are imposed among the different elements of a system. The original RTC framework presented in Section 2 (i) does not express state-information and furthermore (ii) assumes that all buffers have infinite capacities. As a result, it is not able to represent and correctly analyze such systems. Automata-based approaches developed recently for stream processing systems [6, 17] can encapsulate state information; however, their analyses become inefficient for large systems due to the state-space explosion. In this section, we present a functional analysis technique, developed on top of the original RTC framework, which is capable of capturing the complex state-dependencies while achieving high efficiency. We shall illustrate our method with an example of stream-processing systems that is described below. More general systems can be easily modeled and analyzed using the same approach. Figure 3 sketches the system architecture of a picture-inpicture (PiP) application where two video streams are decoded. The first stream represents a set of regular video clips with high motion contents and the latter represents a set of still images. After fully decoded by the PEs, they will be displayed at the output device. The system consists of three PEs on which the tasks of an MPEG-2 decoder application are partitioned and mapped. As shown in the figure, the Variable Length Decoding (VLD) and Inverse Quantization (IQ) tasks run on each of PE 1 and PE 2 while the Inverse Discrete Cosine Transform (IDCT) and Motion Compensation (MC) tasks run on PE 3 . PE 1 processes the first input video stream and PE 2 processes the second input video stream. The partially decoded streams from PE 1 
An illustrative example
Given the above system architecture, we are interested in answering questions concerning the behavior of the system such as (1) what is the maximum backlog of a buffer? (2) what is the maximum delay experienced by a stream? (3) is the system schedulable while guaranteeing none the buffers overflows? A correct evaluation of such properties are essential for designers to optimize the design of the system. As mentioned earlier, we cannot use the standard RTC framework to analyze the system since PE 3 implements state-based scheduling scheme.
A functional analysis approach
In constructing the model for the system, we describe each input stream to the system as an arrival curve and each processing resource of the system as a service curve. The processing of a stream by a resource is represented by an abstract component whose inputs are the arrival curve of the input stream and the service curve of the resource. The outputs of an abstract component are an arrival curve that bounds the output stream and a service curve that bounds the resource left after processing the input stream. By connecting the abstract components following the flow of the stream (from left to right) and the order at which the different streams are processed by a shared resource (from top to bottom), we obtain the complete abstract model of the system. Figure 4 depicts the abstract model of the system architecture in Figure 3 .
In this figure, α 1 and α 2 denote the arrival curves of the two input video streams; β 1 , β 2 and β 3 denote the service curves of PE 1 , PE 2 and PE 3 respectively. Similarly, β 4 and β 5 are the service curves that bound the consumptions of the two fully processed streams. The processing of the streams by PE 1 and PE 2 are represented by the abstract components C 1 and C 2 , whose output arrival curves are denoted by α 1 and α 2 . The processing of PE 3 on the output streams s 1 and s 2 comprises two abstract components C 3 and C 3 . Since PE 3 processes s 1 before s 2 , the remaining service of C 3 is connected as input to C 3 . Finally, the consumption of the items from B 1 and B 2 are modeled by C 4 and C 5 . The connection of the arrival curves to the abstract components follows the sequence at which the corresponding streams are processed. Our analysis proceeds component-wise where we evaluate each abstract component and thereafter combine the evaluated results. To analyze a component, we first determine the input arrival curve and effective service curve of the component if they are not yet known. An effective service curve is a service curve that bounds the actual resource used to process a stream taking into account the state dependencies in the system. Based on the obtained input arrival curve and effective service curve, we can compute the different performance characteristics and bounds of the component using Theorem 1 and 2.
In Figure 4 , since C 1 and C 2 have no state dependency with the succeeding components, their effective curves are equal to β 1 and β 2 , respectively. By the same reason, the output arrival curve α 1 from C 1 can be computed from α 1 and β 1 using Theorem 2. Similarly, the arrival curve α 2 can be derived from α 2 and β 2 .
On the other hand, since the processing at PE 3 is contingent on the state of the playout buffer B 1 , the actual resource that is used to process s 1 depends not only on the total available resource of PE 3 but also the readout rate of the output device and the capacity of B 1 . Hence the effective service curve β eff 3 of C 3 is dependent on β 3 , β 4 and the capacity of B 1 . This effective service curve will in turn affect the remaining service curve β 3 . The computation of β eff 3 and β 3 will be described in the coming sections. With the obtained β eff 3 and β 3 , we can apply Theorem 2 to compute the output arrival curves α 1 and α 2 that are inputs to C 4 and C 5 . The effective service curves of C 4 and C 5 are exactly β 4 and β 5 since there is no state-dependency in these two components.
In the next three sections, we present our technique for computing the effective service curve of a component taking into account the state-dependency of the subsequent components in the system. Section 3.3 looks into the case where the processing of the stream in the component is dependent on only one buffer of the next component. Section 3.4 moves one step further to solve for the general case when the processing within the component is dependent on the buffer state of many components in tandem. The computation of the effective service curves of components that are scheduled using fixed-priority policy while being subjected to the state of the buffers in the system is described in Section 3.5. Before going into the details, we first prove the following lemma, which will be used in our formulation.
Lemma 2. Let f and g be two functions and c be a constant.
Then,
Proof. 1. Let h c ∈ F , such that h c (0) = c and h c (t) = ∞, ∀t > 0. Then, for every function f ∈ F , f ⊗ h c = f + c. The formula follows from the associativity and the commutativity of the ⊗ operator.
n>0 f n , hence the result.
Simple blocking-write at a single buffer
In this section, we model a setup where the processing of a stream is interrupted when an output buffer is full (i.e. blocking-write). This is done by extending the existing RTC framework using a feedback control mechanism. The system, shown in Figure 5 consists in two PEs in sequence, where the second one has a finite capacity B 2 . The PEs have respective service curves β 1 and β 2 , and when the backlog in PE 2 exceeds B 2 , then the service at PE 1 is interrupted. The functions A 1 , A 2 and A 3 are the respective arrival processes at the entrance of the system, after serviced by the first PE and at the output of the system. Figure 5 . System with two PEs in sequence, the second PE has a finite capacity buffer B 2 .
As the backlog on the second PE cannot exceed B 2 Figure 6 . Feedback control to ensure nonoverflow for the second buffer. Figure 6 represents the system that can be translated into the following equations:
which leads to the following inequation:
From Lemma 1, the solution if this inequality is:
which proves the following lemma:
Lemma 3. The effective service curve for PE 1 taking into account the interruption of service when B 2 is full is:
Suppose α is the arrival curve of the input stream. The maximal backlog and delay of the PE as well as the arrival curve of the output stream can be easily deduced from α and β eff 1 following Theorem 1 and 2.
Blocking-write at multiple buffers in sequence
Now suppose that there are several PEs in sequence, each of which has a buffer with finite capacity. Then, the effective service curve of the first PE (the one which has an infinite capacity) will depend on the capacities of all the buffers and on the other service curves: the feedback controls induce some cycles in the network, as shown in Figure 7 . 
Proof. The result is proved by induction. The initialization step exactly corresponds to Lemma 3. Suppose that the result holds for n PEs, and let us show it for n + 1 PEs. The system obeys to the following equations:
In particular, the equations concerning PE n+1 are:
. Now, one can replace the system with n + 1 PEs in sequence with an equivalent system with n PEs, the n − 1 first PEs having the same service curve, and the last PE having service curve β n = β n ⊗ [(β n+1 + B n+1 ) ⊗ β n ] * . The capacities of buffers 2 to n remain the same. Consequently, on can apply the induction hypothesis to that system and obtain a service curve for the first PE (denoting β i ⊗ (B i+1 + β i+1 ) by f i and β n−1 ⊗ (B n + β n ) by f n−1 ):
Consider only the last factor f + n−1 and replace β n by its expression:
which leads the desired formula and finishes the proof.
Remark that this formula takes into account the fact that if PE i on the line has no backlog constraint (the buffer has an infinite capacity and B i = ∞), then the service curve does not depend on the service curves β j , j ≥ i. Indeed, in that case f i = ∞ and f
Analysis bounds on the system can be easily computed in the same fashion as done in the simple case when blocking-write is imposed at a single buffer. Similar networks have been studied (see [7] ), but the goal in this reference is to compute the overall service curve. Here, we are only interested in findig the real service curve of the first server, in order to dimension the size of the buffer, taking into account the block-writing phenomenon.
State-based scheduling policies
Recall that in the illustrative example in Figure 3 (Section 3.1), the resource of PE 3 is shared between two streams s 1 and s 2 . The processing policy used by PE 3 is dependent on the state of the playout buffer B 1 as well as the priorities of the streams. Specifically, PE 3 will first process s 1 and only process s 2 when b 1 is empty or B 1 is full.
The analysis for such a state-based scheduling policy is divided into two phases. First, we determine the effective service curve that is used to process each stream taking into consideration the state dependency. With the obtained effective service curves, we compute the various performance characteristics using the results presented in Section 2.
The effective service curve β eff 3 that is used to process s 1 taking into account the state dependency is computed using Lemma 3 and Theorem 3 described above. The effective service curve that is used to process s 2 is also the one that bounds the remaining resource after processing s 1 , which can be computed using Corollary 1 below.
Corollary 1.
Given a PE with service curve β processing a higher priority stream s with arrival curve α. Assume β eff is the effective service curve used to process the stream taking into account the state-dependency. The remaining resource of the PE given to the lower priority streams is bounded by the service curve
Proof. For any given Δ > 0, the maximum number of items that are processed in any interval of length Δ is (α β eff )(Δ) (Theorem 2.1). Since the PE starts processing the lower priority streams as soon as there is no more items from s to be processed or when the output buffer is full, the amount of service given to the lower priority streams in any interval of length Δ is at least β (Δ) − (α β eff )(Δ). This proves the corollary.
Using the computed effective service curve, the maximum backlog, maximum delay the output arrival curve can be easily computed using Theorem 1 and 2.1.
Experimental case studies
We employed two case studies to evaluate our theoretical results and to illustrate the effect of state-dependency on the behavior of a system. The first case study aims to show the immediate ramification of processor stalling on the filllevels of the buffers in a system. The second case study illustrates the intermediate effect of blocking of one stream on another, at the same time demonstrates how our technique can be used to evaluate systems with multiple input streams that are scheduled using fixed-priority scheduling policy with state-dependency. Figure 8 shows the architecture of an MPEG-2 decoder which consists of two PEs decoding an input video stream in sequence. The MPEG-2 application is partitioned and mapped onto these PEs where the VLD and IQ tasks run on PE 1 while the IDCT and MC tasks run on PE 2 . The coded input stream arrives at the system at a constant rate and it is initially processed by PE 1 . The partially decoded macroblocks of the stream are subsequently stored in the buffer b before being processed by PE 2 . The resulting fully decoded macroblocks are written to the playout buffer B and finally transmitted to the output video device. We are particularly interested in the behavior of the components shown in the rectangle box. Although the input bit stream enters the system at a constant bit-rate, the execution times of the VLD + IQ tasks may vary. The number of bits constituting each partially decoded macroblock is also not constant. Consequently, the stream that is written to b is highly bursty. We assume that (a) the bursty behavior of this stream is specified by an arrival curve α(Δ); (b) the variability in the execution requirements of the IDCT + MC tasks running on the PE 2 is captured by a service curve β f (Δ) where f represents the clock frequency of PE 2 ; (c) PE 2 implements blocking-write for B where it stalls when B is full; (d) the output device reads the macroblocks from B at a constant rate r.
Case study 1: blocking-write of a stream
In order to understand the effect of blocking-write on the behavior of the system, we permuted different capacities of B and frequencies f of PE 2 to observe the resulting changes on the maximum backlog of b. The maximum backlog of b is computed following Lemma 3 and compared with our simulated results. The theoretical technique is implemented using the Java API provided by the Real-Time Calculus Toolbox [25] .
Obtaining arrival and service curves
To obtain the arrival curve that characterizes the partially decoded stream, we collected execution traces of the different tasks by simulating their executions on a customized version of the SimpleScalar instruction set simulator [3] . From these traces, we measured the execution demands of the VLD and IQ tasks for each macroblock and derived a function x(t), where x(t) denotes the number of macroblocks arriving at b during the time interval [0,t]. The function x(t) was used to compute the arrival curve α(Δ) of the partially processed stream.
Similarly, based on the execution demands of the IDCT and MC tasks, we computed the workload function γ(k) which gives the maximum number of cycles required by any k consecutive macroblocks at PE 2 . By combining γ and the frequency f of PE 2 , we derive the service curve β f (Δ). The service curve that represents the consumption at the output device is given by C(Δ) = rΔ. Figure 9 reports the estimated values of the maximum backlog of b against the different frequencies f of PE 2 for the varying capacities of buffer B. As f increases, more macroblocks are processed thus leading to declining backlog for all the different capacities of B. However, beyond a certain threshold frequency, the value of the maximum backlog of b stabilizes for a fixed capacity of B. This happens at the point where B is full and no other macroblocks in b can be processed until there is available space in B. Therefore, as we increase the capacity of B, the maximum backlog of b decreases, which is also illustrated in the figure.
Analysis results
Thus, running a processor beyond a threshold frequency reduces its utilization rate. With a fixed memory size, a designer can therefore determine the processor frequency and the corresponding capacities of the buffers in the system which maximize the utilization rate of the processor.
To compare our method against simulation-based approaches, we implemented a SystemC simulator and used it in conjunction with the SimpleScalar instruction set simulator in [3] to run a detailed SimpleScalar+SystemC simulation. Our simulated results match well with the ones computed using our analytical method described above. In particular, the analytical bounds are always less than 5% more than those obtained from simulation. On the other hand, performing the analysis using the RTC toolbox incorporated with our method is significantly faster than pursuing the pure simulation approach (less than a minute vs. several hours). Note also that results from simulation are unable to provide a formal guarantee on the maximum backlog that may incur in the system.
Case study 2: state-based scheduling of multiple input streams
In this case study, we analyze the example system described in Section 3.1. We assume the two input video streams arrive at a constant bitrate of 8 Mbps and their fully decoded macroblocks are read by the output device at a rate of 40,000 macroblocks per second. The frequencies of PE 1 and PE 2 are set to be f 1 = 1.3GHz and f 2 = 1.25GHz, respectively. Given these values fixed, we are interested in the backlog of b 2 with respect to different values of the frequency of PE 3 and capacity of B 1 .
First, we obtain the arrival curves α 1 and α 2 of the two input streams and the service curves β 1 , β 2 and β 3 of the three PEs (see Section 4.1.1). From α 1 and β 1 , we compute the arrival curve α 1 that characterizes the output stream from PE 1 . Similarly, the arrival curve α 2 that represents the output stream from PE 2 is derived from α 2 and β 2 . Based on α 1 , β 3 and the capacity of B 1 , we follow Lemma 3 to compute the effective service curve β eff 3 that processes the output stream from PE 1 considering blocking-write at B 1 . The remaining service curve β 3 that is used to process the second stream is deducted from β eff 3 and α 1 using Corollary 1. The maximum backlog of b 2 is then calculated from α 2 and β 3 using Theorem 1. Figure 10 plots the maximum backlog of b 2 in relation to the capacity of B 1 and the frequency of PE 3 . Observe from the figure that the maximum backlog of b 2 is smallest around the region with highest frequencies of PE 3 and largest capacities of B 2 . Reversely, b 2 has smallest backlogs in the area where PE 3 has lowest frequencies and B 2 has smallest capacities. In fact, the result shown in the figure demonstrates that the maximum backlog of b 2 is always proportional to the frequency of PE 3 and the capacity of B 1 . Thus the maximum backlog of the input buffer corresponding to the lower priority stream exhibits the same pattern as that the higher priority stream (as seen in case study 1). This demonstrates the effect of feedback control at one stream on the other streams that share the same resource. Table 1 It is observed consistently for all frequencies that when the capacity of B 1 is finite and blocking-write is imposed on the system, the total backlog at PE 3 is much larger than the computed backlog in the case of no state-dependency. Thus, assuming the buffers having infinite capacity may potentially lead to inaccurate results, as shown in this case study. It is therefore important for us to capture the state-dependency in the model and analysis of such systems. For simplicity, we assume in both case studies that blocking-write is implemented only at a single buffer in the system. The analysis for the case when blocking-write is imposed on multiple buffers can be done similarly, except that one may additionally need to use Theorem 3 to compute the effective service curve offered by a processor to a stream. The same technique presented here can also be employed to analyze systems with more than two streams.
Additionally, we have also modeled the given case studies using the ECA and carried out the analysis using the SAL (Symbolic Analysis Laboratory) model checker [20] .
It is observed from our experiments that the analysis time when using ECA is much slower than when using RTC. For example, in case study 1, using ECA takes in average more than 10 times as compared to using RTC. As the system becomes more complex, the speed up is near exponential on the number of PEs in the system. This shows that analyzing blocking-write using our method is considerably more efficient than using an explicit state-based model.
Concluding remarks
We have formulated a method that enhances the original RTC framework by modeling and analyzing a variety of state-dependencies using a feedback control technique. Our analysis is purely functional and thereby avoids the statespace explosion problem faced by explicit state-modeling in automata-based approaches. Since a number of state-based components that were originally modeled by ECA can now be analyzed functionally, it will be meaningful to integrate our proposed method into the hybrid framework of RTC and ECA [18] . It will also be interesting to extend our technique to capture more complex state-dependencies, for instance synchronization between streams.
