We consider words over an arbitrary alphabet admitting multiple pseudoperiods according to permutations. We describe the conditions under which such a word exists. Moreover, a natural generalization of Fine and Wilf's Theorem is proved. Finally, we introduce and describe a new family of words sharing properties with the so-called central words. In particular, under some simple conditions, we prove that these words are pseudopalindromes, a result consistent with the fact that central words are palindromes.
Introduction
The study of periodic functions, in particular trigonometric functions, goes back to medieval times. It is widely known that the understanding of periodic functions is fundamental in many areas of physics that range from signal processing to economics and mechanics. Particular cases of periodic functions are their discrete counterpart, the so-called periodic sequences or periodic words. They are of great interest in bioinformatics since repetitions in DNA sequences reveal critical structural information [11] .
In 1965, Fine and Wilf published their article "Uniqueness theorems for periodic functions" [10] , which answered the following question: What is the minimum length a finite sequence admitting two periods p and q must have so that it also admits gcd(p, q) as a period? They proved that p + q − gcd(p, q) is sufficient and that this bound is tight. In the next five decades, Fine and Wilf's result has been extensively studied and its applications are numerous. For instance, it turns out that the worst cases of the well-known Knuth-Morris-Pratt string search algorithm are exactly the maximal counter-examples (also called central words) of Fine and Wilf's Theorem [15] .
An exhaustive survey of the consequences and applications of Fine and Wilf's Theorem may be found in [20] . It has been generalized to more than two periods [3, 14, 12, 4] , to multi-dimensional words [21, 19] and to pseudoperiods [24, 5, 2] . Words of maximum length admitting periods p and q but not gcd(p, q) have been studied as well. In a sequence of two articles [24, 23] , Tijdeman and Zamboni provide an algorithm to generate and prove that these words are palindromes. An alternate proof of this latter fact can be found in [12] as well.
In 1994, De Luca and Mignosi considered the palindromes occurring in standard Sturmian words and introduced the so-called family of central words. They proved that those words are exactly the maximum ones admitting two periods p and q, with gcd(p, q) = 1, but not with period 1 [8] . In [6] , De Luca studied words generated by iterated palindromic closure -an operator that allows one to generate infinite words having infinitely many palindromic prefixes -and proved that central words are obtained by iterated palindromic closure. More recently, de Luca and De Luca defined a family of words called generalized pseudostandard words that are generated by iterated pseudopalindromic closure. In [2] , the authors have shown that generalized pseudostandard words present pseudoperiodic properties. The main purpose of this article is to further study this concept of pseudoperiod. It shall also be noted that this is an extended journal version of a conference paper presented to Development in Language Theory held at Taipei, Taiwan in August, 2012 [18] .
Definitions and notation
In this section, we introduce the definitions and notation used in the following sections.
Words
All the basic terminology about words is taken from M. Lothaire [16, 17] . In the following, Σ is a finite alphabet whose elements are called letters. By word we mean a finite sequence of letters w : [0..n − 1] → Σ, where n ∈ N. The length of w is |w| = n and w[i] denotes its i-th letter. The set of words of length n over Σ is denoted Σ n . The empty word is denoted by ε and its length is 0. The free monoid generated by Σ is defined by Σ * = n≥0 Σ n . The k-th power of w is defined recursively by w 0 = ε and w k = w k−1 w. Given a word w ∈ Σ * , a factor u of w is a word u ∈ Σ * such that w = xuy, with x ∈ Σ * and y ∈ Σ * . If x = ε (resp. y = ε) then u is called a prefix (resp. suffix ). The set of all factors of w is denoted by Fact(w), and Pref(w) is the set of all its prefixes. An antimorphism is a map ϕ : Σ * → Σ * such that ϕ(uv) = ϕ(v)ϕ(u) for any word u, v ∈ Σ * . A useful example is the reversal of w ∈ Σ n defined by w = w n−1 w n−2 · · · w 0 . It is also convenient to denote the reversal operator by R. A palindrome is a word that reads the same forward and backward, i.e. a word w such that w = w.
Permutations
A function σ : Σ → Σ is called a permutation if it is a bijection. We recall that permutations can be decomposed as a product of cycles. As usual, we shall use the cycle notation. For instance, σ = (021)(3) means that 0 → 2, 2 → 1, 1 → 0 and 3 → 3. The identity permutation is denoted by I. The inverse of a permutation σ is denoted by σ −1 while σ n stands for σ · σ · . . . · σ (n times), where the product corresponds to the composition of functions. The order of a permutation σ, denoted by ord(σ) is the least integer n such that σ n = I. When the order is 2, the permutation is called an involution.
Pseudopalindromes
Recently, several works have been devoted to the study of pseudopalindromes [7] , a natural generalization of palindromes. Given an involutory antimorphism ϑ, the word w is called ϑ-palindrome if ϑ(w) = w. When ϑ = R, the definition coincides with that of usual palindromes. It is easy to see that ϑ = R • σ for some involutory permutation σ.
In [7] , the authors introduce an operator called pseudopalindromic closure, which generalize the so-called palindromic closure [7] . Let ϑ be an involutory antimorphism, w be a word, with w = up where p is the longest ϑ-palindromic suffix of w (it exists since ε is an ϑ-palindrome). Then the ϑ-palindromic closure of w is defined by w ⊕ ϑ = upϑ(u). In other words, w ⊕ ϑ is the shortest ϑ-palindrome having w as a prefix.
Generalized pseudostandard words
Also in [7] , the authors introduce a family of words called generalized pseudostandard words generated by pseudopalindromic closure. More precisely, let Θ = ϑ 1 ϑ 2 ϑ 3 · · · ϑ n be a finite sequence of involutory antimorphisms and w be a word of length n. Let ⊕i be the ϑ i -palindromic closure operator, for 1 ≤ i ≤ n. The operator ψ Θ is defined as follows:
This definition extends naturally to infinite words.
Example 1. [7]
Let Σ = {0, 1}, R be the reversal operator and E be the antimorphism that swaps the letters 0 and 1. Then the Thue-Morse word is exactly
.
ψ ERER (0111) = 0110100110010110 . . .
Pseudoperiodicity
Not much is known about generalized pseudostandard words. In [2] , the authors provide an efficient and nontrivial algorithm to generate all such words in the binary case. The key idea of their approach is to use the pseudoperiods induced by the overlapping of the successive pseudopalindromic prefixes corresponding to the iterated pseudopalindromic closure. For example, the fourth Thue-Morse prefix in the previous example is pseudoperiodic since 01101001 is followed by 10010110, which is the same word with the 0's and 1's swapped. A period of a word w is an integer k such that
, for all i < |w| − k. In particular, every k ≥ |w| is a period of w. An important result about periods is due to Fine and Wilf.
Theorem 2 (Fine and Wilf [10] ) Let w be a word having p and q for periods. If |w| ≥ p + q − gcd(p, q), then gcd(p, q) is also a period of w.
A natural generalization of period is the following:
Let Σ be an alphabet, w some word over Σ, σ some involutory permutation over Σ and p some positive integer. Then p is called a σ-period of w if
It is well-known that overlapping palindromes yield periodicity [6, 1] . One can ask what is the result of overlapping pseudopalindromes. This question is answered in [2] as follows:
Let u be a finite word, v be a ϑ 1 -palindrome and w be a ϑ 2 -palindrome for some involutory antimorphisms ϑ 1 and ϑ 2 such that uv = w. Then q has the (σ 1 • σ 2 )-period |u|, where σ 1 and σ 2 are the permutations associated with ϑ 1 and ϑ 2 .
It shall be noted that an alternate, non equivalent definition of pseudoperiods have already been introduced in [5] as follows: Let w be some word over an alphabet Σ and ϑ be an involutory antimorphism. Then the positive integer p is called a ϑ-period of the word w if w = u 1 u 2 · · · u n , where |u i | = p and u i ∈ {w, ϑ(w)} for i = 1, 2, . . . , n.
Example 5. Let Σ = {A, C, G, T } and ϑ be the antimorphism such that ϑ(A) = T and ϑ(C) = G. Then 4 is a ϑ-period of the word
where u = ACAG.
In this paper, we only consider pseudoperiods as in Definition 3.
Graphs
A graph is a couple G = (V, E), where E ⊆ P 2 (V ) is the set of unordered pairs of elements in V . The elements of the sets V and E are called respectively vertices and edges. We say that the edge e ∈ E is incident to the vertex v ∈ V if e = {u, v} for some vertex u. The degree of a vertex v is its number of incident edges, i.e. deg(
where k is a nonnegative integer, and such that {v i , v i+1 } ∈ E for i = 1, 2, . . . , k − 1. Let ∼ be the relation on V defined by u ∼ v if and only if there exists a path between u and v. Clearly, ∼ is an equivalence relation. The equivalence classes of the relation ∼ are called connected components of G. Given a graph G = (V, E) and U ⊆ V , the subgraph induced by U is the graph G = (U, E ∩ P 2 (U )). The subgraphs induced by the connected components are often simply called connected components.
Fine and Wilf 's Theorem
In [2] , the authors state the following theorem:
Let w be a finite word over a binary alphabet Σ. Let p be a σ 1 -period of w and q be a σ 2 -period of w, where (σ 1 , σ 2 ) = (I, I) is a pair of permutations of Σ. If |w| ≥ p + q, then gcd(p, q) is a e-period of w, where e is the swap of letters of Σ.
As a first step, we generalize Theorem 6 for arbitrary alphabet and arbitrary permutations:
Theorem 7. Let p, q be two positive integers and σ 1 , σ 2 two permutations such that σ 1 and σ −1 2 commute. Then any word w of length at least p + q admitting p as a σ 1 -period and q as a σ 2 -period also admits gcd(p, q) as a σ-period, where σ = σ Proof. Some part of the proof is similar to the one found in [2] . However, since it generalizes it and for the sake of completeness, we include the whole proof below.
Let g = gcd(p, q). The solutions of the Diophantine equation
are well-known and the integers x and y are also called Bezout coefficients. It is easy to show that x and y have the same sign. Without loss of generality, assume Figure 1 illustrates this idea on a word w of length 13, with p = 4, q = 6 and i = 9.
We prove the following four claims:
. ., d k contains exactly x occurrences of p and y occurrences of q; (4) g is a σ-period of w;
(1) To prove that the sequence d 1 , d 2 , . . ., d k is well-defined, it suffices to prove that exactly one of the conditions i j + p ∈ J and i j − q ∈ J is verified. First, assume that both conditions hold, i.e. i j + p ∈ J and i j − q ∈ J. Since J contains consecutive integers, then |J| ≥ (i j +p)−(i j −q)+1 = p+q +1, which is impossible. Next, assume that none of the conditions hold, i.e. i j + p / ∈ J and i j − q / ∈ J. Then |J| ≤ (i j + p − 1) − (i j − q + 1) + 1 = p + q − 1, since J contains consecutive integers, another contradiction.
(2) This follows directly from the fact that the sequence
(3) To prove that i k = i + g, we need to prove that the word
has exactly x occurrences of p and y occurrences of −q. We argue once again by contradiction. Without loss of generality, assume that d contains more than x occurrences of p and let
Since the sequence i 0 , i 1 , . . ., i k is contained in I, starts with i and ends with i + g, it follows that Example 8. Let w = 012012012012, σ 1 = (021), and σ 2 = (012). One can see that p = 5 is a σ 1 -period of w and q = 7 is a σ 2 -period of w. We can observe that σ 1 and σ −1 2 commute, and that g = gcd(5, 7) = 1 is a σ-period of w, for σ = (012).
One notices that the bound |w| ≥ p + q is tight, as illustrated by the following example:
Example 9. Let Σ = {0, 1}, e = (01) and w = 000111. Then 3 and 4 are both e-periods of w, but 1 = gcd (3, 4) is not an e-period of w, although |w| ≥ 6 = 3 + 4 − gcd(3, 4).
On the other hand, in Theorem 7, it is assumed that the word w admits two σ-periods, but there is no guarantee that such a word exists:
Example 10. Let Σ = {0, 1, 2}, σ 1 = (012) and σ 2 = (01) (2) . Let p = 4 and q = 3. We prove that there does not exist any word of length 7 admitting p as a σ 1 -period and q as a σ 2 -period. Indeed, assume that such a word w exists. However, under some conditions, we are guaranteed that two σ-periods coexist in words of any length:
Proof. It suffices to show that the permutation σ of Theorem 7 is independent of the Bezout coefficients x and y. Let x , y be two integers such that gcd(p, q) = xp − yq = x p − y q, i.e. the couple (x , y ) is also a solution of Equation (1). It is known that (x , y ) can be expressed with respect to the particular solution (x, y). More precisely, there exists some integer t such that x = x + qt and y = y + pt. Since σ 1 and σ −1 2 commute, it follows from the proof of Theorem 7 that 
Pseudocentral words
In this last section, we consider words admitting multiple pseudoperiods. Of particular interest are nontrivial words having multiple periods. It is well-known that the length of such words can be computed by generalizing the Euclidean division.
Theorem 12 (Holub, [13] ) Let P be a set of positive integers pairwise coprime and m = min(P ) > 1. Let
Then the maximal length n(P ) of a nontrivial word with periods in P is given by the following recursive formula
where n(Q) is the maximum length of a nontrivial word with periods Q and is defined as 0 if 1 ∈ Q. The main objective of this section is to generalize Theorem 12 to pseudoperiods. For i = 1, 2, . . . , k, let σ i be a permutation and p i be a positive integer. First, it is worth mentioning that the permutations needs not be involutory, as shown by the next example:
Example 13. Let w = 01213102131012, σ 1 = (032)(1) and σ 2 = (023) (1) . Then p 1 = 9 is a σ 1 -period of w and p 2 = 7 is a σ 2 -period of w. Moreover, w is a σ-palindrome, where σ = (02)(1)(3).
On the other hand, in some cases, for fixed values of p 1 , p 2 , σ 1 and σ 2 , one has two different words, one of which is a pseudopalindrome while the other is not: (03)(1)(2), p 1 = 4 and p 2 = 7. Moreover, let w = 001222133 and w = 321303102. Then p 1 is a σ 1 -period of both w and w and p 2 is a σ 2 -period of both w and w . But w is a ϑ-palindrome, for ϑ = R • (03) (1)(2) and w is not a pseudopalindrome.
Under some conditions, however, we are guaranteed that the resulting word is indeed a pseudopalindrome.
Theorem 15. Let p 1 , p 2 , . . ., p k be k positive integers such that gcd(p i , p j ) = 1 for 1 ≤ i, j ≤ k, i = j. Let w be a word of such that p 1 is a σ 1 -period, p 2 is a σ 2 -period, . . ., p n is a σ n -period of w, with |w| = n(P ), where σ 1 , σ 2 , ..., σ n are involutions.
(i) If p 1 , p 2 , ..., p n are odd, Lp is even and σ = σ 1 = σ 2 = ... = σ n , then w is a σ-palindrome; (ii) If one of the periods is even and its σ is the identity, the other periods are odd and their σ are the same and if Lp is even, then w is a σ-palindrome; (iii) If one of the periods is even and its σ is the identity, the other periods are odd and their σ are the same and if Lp is odd, then w is a palindrome.
In order to prove Theorem 15, we need to introduce a convenient representation. For the remainder of this section, let P = {p 1 , p 2 , . . . , p k }, where p i is a positive integer for i = 1, 2, . . . , k. Moreover, let S = {σ 1 , σ 2 , . . . , σ k } be a set of permutations for i = 1, 2, . . . , k. We assume that the numbers p i are enumerated in increasing order and that the permutation σ i is associated with number p i , for i = 1, 2, . . . , k. Finally, let n be a positive integer.
Definition 16. The period graph of order n induced by P is the graph G = (V, E), where V = {1, 2, . . . , n} and {u, v} ∈ E if and only if |u − v| ∈ P .
Roughly speaking, V is the set of positions in some word w of length n and there is an edge between two vertices if one of the pseudoperiods propagates between two positions. Figure 2 illustrates this concept for p 1 = 5 and p 2 = 11.
It should be noted that this construction has already been suggested in [12] , where the author worked with equivalence classes that are exactly the connected 1 2 3 4 5 6 7 8 9 10 11 12 13 . Also, since the numbers p 1 and p 2 are both odd and n is even, each connected component has a central edge, namely (2, 13) and (5, 10), which induces the palindromicity on the vertices as well as on the edge labels.
components of the graph G. The graph G has a very specific structure that we describe in the following lemmas.
Definition 17. Let u be a vertex of G, n = |V | and p ∈ P . We define u = n+1−u.
The next fact is easily observed.
Proof. Follows from Definition 17 and the definition of G.
Also, the graph G presents symmetric properties.
Theorem 19. The map · is a graph automorphism.
Proof. Clearly, · is a bijection. Let {u, v} ∈ E. Then |u − v| ∈ P . But u − v = (n + 1 − u) − (n + 1 − v) = v − u ∈ P , so that {u, v} ∈ E as well.
When the order n of G is sufficiently large, it is clear that G is connected. Therefore, the number n(P ) given by Equation (2) might be interpreted as the maximum value such that G is not connected.
As observed in [12] , words of length n(P ) having periods in P are palindromes. In term of graph theory, it translates into showing that complementary positions u and u belong to the same connected component.
Lemma 20. Assume that the order of G is n(P ) and let u ∈ V . Then both u and u belong to the same connected component of G.
Proof. This proof is adaptated from [12] , but is formulated according to graphs instead of equivalence classes.
First, we prove that for any connected component C, we have min(C) = max(C). Without loss of generality, we may suppose that min(C) > max(C) since the assumption min(C) < max(C) would lead to a similar reasoning. Let G be the graph of length n(P ) + 1. By definition of n(P ), we know that G is connected. Therefore, there exists a path in G starting from min(C) and ending with n(P ) + 1:
such that min(C) < u i < n(P ) + 1 for i = 1, 2, . . . , k − 1. This implies that there exists a path
in G, where u i > min(C) for i = 1, 2, . . . , k. Since we have assumed that min(C) > max(C), then u i > max(C) for i = 0, 1, . . . , k. Consider now the path
for i = 0, 1, . . . , k. Since 0 < x i < max(C), this means that the path x 0 → x 1 → . . . → x k is in G as well. But max(C) < n(P ) + 1, so that max(C) > 0. Therefore x i < u i for i = 0, 1, . . . , k. In particular, x 0 < min(C), but x 0 and min(C) are in the same connected component C, which is impossible.
To conclude, let C be any connected component of G and u ∈ C. Then there exists a path from u to min(C) of the form
Since · is an automorphism, there also exists a path
But both min(C) and max(C) belong to C, which implies that both u and u are in C as well.
When handling multiple periods, there exists a nontrivial word for any values of P . On the other hand, as it has been observed before, pseudoperiods may not be compatible. The next lemma provides a criterion for deciding if such a word exists.
Lemma 21. Let G be a graph of length n(P ) having at least one cycle. If σ is the same involution for each odd periods and if σ k is the identity for p k the even period of the graph, then the result of all the permutations on the cycle is the identity.
Proof. Let u be a vertex of the cycle. Starting from u and following the cycle, the path returns to u. The parity of u must be the same at the beginning and at the end. Knowing that, the cycle must have an even number of odd edges. The other edges will be even. Since σ is an involution, by repeating it an even number of times, the result will be the identity. The even edges do not matter since their permutation is the identity. Thus, the result is the identity.
Proof of Theorem 15. Let u be a vertex of G. By lemma 18 and lemma 21, we know that u and u are in the same connected component. There is at least one path between u and u. In the case where there are more than one path, G possesses cycles. As explained by lemma 21, cycles do not create contradictions with other paths. Thus, we can use only one path to prove the theorem. (i) By Lemma 22, n(P ) ≤ p 1 + p 2 2, where n(P ) is the maximal length of a word which has periods p 1 , p 2 , ..., p n and not period gcd(p i , p j ) for 1 ≤ i, j ≤ n, i = j. Therefore, p 2 has only one edge which has label p 1 . The following vertices have one edge too, until we reach p 1 . A similar reasoning can be done with p 1 , which has p 2 as only labeled edge. Moreover, since n(P ) = 2p 1 − 1, the vertex p 1 has one edge. The number of vertices having at most degree one is even and it is given by 
Lemma 24. Let p 1 , p 2 ... p n , n arbitrary periods such that gcd(p i , p j ) = 1 for 1 ≤ i, j ≤ n, i = j. The number of vertices having degree k for k > 2 is given by 2(p k+1 − p k ).
Proof. Let u k be a vertex of G such that u k = n(P ) − p k , u k > 0.We know that u k has k labeled edges which are p 1 , p 2 , ..., p k . Then all the vertices u i < u k have at least k edges too. The vertex p k+1 and all vertices > p k+1 also haver at least k edges. The number of vertices having degree k or more is 2(n(P ) − p k ). By doing the same reasoning, the number of vertices having degree k + 1 or more is 2(n(P ) − p k+1 ). The number of vertices having only degree k is 2(n(P ) − p k ) − 2(n(P ) − p k+1 ) 2(p k+1 − p k ) Theorem 25. Let G be a graph with only 2 connected components and let p, q, r be three arbitrary periods of G such that gcd(p, q) = gcd(q, r) = gcd(p, r) = 1, p < q < r. If the difference between the number of vertices having degree 1 and the number of vertices having degree 3 is less than 3, then G has at least one cycle. If not, then G does not have any cycle.
Proof. We can use the lemma 23 and the lemma 24 to find the number of vertices having degree 1 and 3. The lemma 22 proved that n(P ) ≤ p + q − 2. Therefore, there is always at least 4 vertices having degree one. Knowing that, it is impossible to have cycles without vertices of degree 3. By theorem 19, the number of vertices having degree 3 is always even.
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(i) In the case where p = 2n(P ) − 1, if G does not have any cycle or vertices having degree 3, there is 4 vertices having degree one. By adding 2 vertices having degree 3 without creating any cycle, 2 new vertices of degree one are added. For each vertex having degree 3 added, a new vertex having degree one is added too. The difference between the number of vertices having degree one and those having degree 3 is always 4. (ii) In the case where p = 2n(P ) − 1 and G has no cycle, then by following the same reasoning, the difference between the number of vertices having degree one and those having degree 3 is 3. (iii) When G has cycles, at least 2 vertices having degree 3 connect together. Because of that, two vertices of degree one disappear. Thus, the difference between the number of vertices having degree 1 and the number of vertices having degree 3 is less than 3.
Concluding remarks and future work
The enumeration of all solutions for alphabet of size up to 5 was obtained by computer exploration using the open-source software MiniSat [9] . The exploration of the graphs were driven using the open-source software Sage [22] . Fine and Wilf's Theorem is known for having many applications and generalizations. The results in this paper are unique in the sense that they also deal with permutations. Moreover, we show that many results hold even if the permutations are not involutory.
The next step would be to consider the multipseudoperiodicity property to describe generalized pseudostandard words as sketched in Subsection 2.4. Another interesting area of study would also consist in generalizing the theorem 15 presented here for different permutations. For that purpose, the graph representation seems a convenient starting point.
