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Abstract 
 
This paper presents an image subtraction technique based on Digital Volume Correlation (DVC) to detect 
and extract the complex network of microcracks that progressively developed in a lightweight concrete 
sample submitted in situ to uniaxial compression and imaged by X-ray computed tomography (XRCT). 
From local DVC measurements, performed only on positions with sufficient image contrast, the 
mechanical transformation is estimated at all voxels within the whole sample using an adjusted 
interpolation procedure that computes an affine approximation of the local transformation. The deformed 
image (containing cracks) is thus transformed back to the same frame as the reference image (without 
cracks) to compute the difference between both images, taking into account possible brightness and 
contrast adjustments. The resulting subtracted image reveals the path of cracks which is clearly visible 
without the underlying heterogeneous microstructure of the concrete. The detection accuracy is here 
estimated to one-tenth of a voxel, allowing early age cracks to be detected while they would barely have 
been noticed on the XRCT images. Segmentation of the crack network is also made much easier. To 
overcome a low signal-to-noise ratio for the tiniest cracks, a Hessian based filter is used to extract the 
complex crack network. The cracks can be directly located in the microstructure segmented in the 
reference image and compared for all loading steps to characterise their initiation and propagation. 
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1. Introduction 
 
The study of cracking occurring in many civil engineering materials, such as concrete or rocks, is of great 
concern for a better understanding of their mechanical properties and is essential in determining their 
reliability and durability. Detailed experimental characterisation is still needed for a better understanding 
of fracture mechanisms, in terms of initiation, propagation or localisation leading to macroscopic failure. 
Such data are also necessary to develop and to validate predictive models of crack nucleation and 
propagation at microscale [1]. The increasing use of X-Ray Computed Tomography (XRCT) in material 
science [2], [3] makes it possible to characterise both microstructure and damage mechanisms in 3D within 
the bulk of materials. This non-destructive technique allows in situ experiments to be performed [4] and 
then to characterise cracking evolution under load. In particular, cracks in cement-based materials could 
be observed e.g. under uniaxial [5-7] and triaxial [8] compression loading. Such materials may exhibit a 
complex cracking which can be difficult to fully characterise, especially because of their brittle nature 
involving low strains and narrow cracks that can propagate suddenly. In addition, these cracks may be 
difficult or even impossible to extract from the surrounding heterogeneous microstructure, especially at 
early age, which is required to perform a local and quantitative characterisation of fracture mechanisms. 
In particular, basic image analysis techniques, such as grey level thresholding, do not allow cracks to be 
isolated from porosity in concrete-like materials [5], [9]. More advanced image analysis techniques have 
been considered to perform crack segmentation, such as [10-12]. However, even assuming the possibility of 
isolating cracks in a single XRCT image, the specimen deformation prevents direct comparison of 
successive scans, slice by slice, obtained from an in situ test. Damage characterisation regarding crack 
appearance and propagation is thus limited. 
Combining XRCT in situ experiment to Digital Volume Correlation (DVC), which is a direct 3D 
extension of digital image correlation, is a way to overcome this restriction, by analysing in particular the 
correlation residuals. The latter correspond to remaining discrepancies between the mapped images 
essentially due to unavoidable image noise and to mismatch between the assumed kinematics optimized 
by the DVC routines and the real transformation which might be more complex [13], [14]. They essentially 
reveal discontinuities that are not described by the assumed mechanical transformation, corresponding to 
cracks for a brittle material. Thanks to the subvoxel accuracy of DVC measurement, a better detection 
sensitivity is expected compared to classical image processing [14]. The analysis of correlation residuals 
has been carried out from so-called global DVC measurements, in which the mechanical transformation is 
defined at all voxels of the region of interest, to study cracking mainly in metals [15-17], but also in plaster 
[14] and concrete-like material [18]. 
This paper focuses on a similar approach where DVC is performed using local routines [19], [20]. It consists 
in computing the difference between the reference image and a deformed image exhibiting cracks, 
corrected by the transformation map estimated from local DVC measurements and an adjusted 
interpolation procedure to continuously extend the latter throughout the whole sample, even in areas 
where DVC would not work because of insufficient image contrast. This method is therefore adapted to 
strongly heterogeneous materials. It has been used to detect and extract cracks in a lightweight concrete 
sample under in situ compressive load in a XRCT laboratory scanner. Consisting of a cementitious matrix 
and large air voids, generated here by expanded polystyrene (EPS) beads, this kind of concrete exhibits in 
particular a low density and good thermal insulation and energy-absorbing properties [21-23]. Regarding in 
situ experimentation, this material has the advantage of showing crack initiation at relatively low 
compressive loads and stable crack propagation due to its high porosity. The specific experimental 
procedure for the in situ test is presented in section 2. Then, the DVC-based image subtraction is fully 
detailed in section 3 and the crack detection accuracy is discussed. Its use for the lightweight concrete 
images is presented in section 4. It is complemented by a processing of the obtained subtracted images to 
segment the cracks and to get a qualitative characterisation of the crack network regarding particularly 
initiation, morphology and propagation.   
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2. Experimental procedure 
 
2.1. Material 
 
The material under study is an expanded polystyrene (EPS) lightweight concrete. It is made from quartz 
sand and EPS beads, whose typical sizes are 1 mm and 2 mm respectively, embedded in a cement matrix. 
A cylindrical specimen (11.7 mm in diameter and 19.9 mm long) was machined from a cubic sample 
using diamond core drilling and cutting. In order to avoid the initiation of damage from the ends of the 
sample due to parallelism imperfection and friction, both sides were polished with fine SiC paper. A 
maximum parallelism error of 30 µm (difference in length at several positions) was obtained using the 
sample holder of an automatic polishing machine. 
As shown by the XRCT slice in Figure 1, the microstructure is composed of three main phases: cement 
paste, sand grains and porosity. The latter is made of EPS beads and residual air voids of various sizes. 
Volume fractions have been estimated to 22% for porosity and 44% for quartz sand, after segmenting a 
XRCT image of the whole undamaged specimen. 
 
 
 
Figure 1: XRCT slice of the lightweight concrete sample under compressive load (18 MPa) and 
enlargements around cracks. 
 
2.2. In situ device 
 
In order to capture the evolution of the crack network under compressive loading, XRCT images were 
acquired at several damage levels. In order to avoid crack closure after releasing the load for scanning the 
specimen after each loading step (as would be done in an ex situ experiment), a specific in situ 
compression device has been used to hold the loading state during each scan (Figure 2a). The test was 
performed on the XRCT laboratory scanner available at Laboratoire Navier (Ultratom from RX-
Solutions), specifically designed to receive in situ experiments, thanks in particular to a hollow rotation 
stage able to support heavy samples (up to 100 kg). The compression machine was designed and 
manufactured by LMS (Ecole polytechnique, France) and it is mainly made of steel to ensure the 
mechanical strength, except for a polycarbonate tube around the specimen where X-rays transparency is 
required. The load is prescribed to the specimen through aluminium rods with low X-ray attenuation to 
limit imaging artefacts at the boundaries. As shown in Figure 2b, two aluminium plates with same 
diameter as the sample are added at both ends of the specimen. In addition to their geometry designed to 
avoid the punching effect, these tabs have been carefully polished and silicon grease was added at their 
interface with the sample to reduce friction effect. Indeed, as described in more details in [24], the 
transverse strain prescribed by the plates to the sample plays a central role on the initiation of damage 
near the ends of the sample. It depends on the discrepancy of the Poisson's ratio/Young's modulus ratios 
of the materials in contact and on the friction coefficient. In addition to the careful preparation of the 
sample, these precautions are essential to avoid early initiation of cracks due to imperfections of the 
boundary conditions. 
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Figure 2: (a) Experimental device for compression test with XRCT imaging and (b) lightweight concrete 
sample with aluminium plates. 
 
Note that an attempt to detect cracking during loading from acoustic emission was made using an USB 
AE Node system (Mistras) and a miniature sensor stuck at the upper end of the machine (see Figure 2a). 
Although a gradual evolution of AE has been noticed, in particular at the beginning of the test, one sensor 
is insufficient to ensure that hits were emitted from the sample. This will therefore not be discussed 
further here. 
 
2.3. XRCT imaging 
 
The XRCT images were captured using a micro-focus source Hamamatsu L10801 (max. tension 230 kV, 
max. power 200W, minimal spot size 5 μm) and a flat-panel imager Paxscan Varian 2520 V (1920x1536 
pixels, pixel size 127 μm) depicted in Figure 2a. The tube voltage and the tube current of the source have 
been set to 130 kV and 78 μA respectively. Two 360° scans, each containing 1120 projections, were 
necessary to cover the whole sample height using a helical image acquisition mode, in which source and 
detector are moved vertically synchronously with the angular rotation of the sample. In order to improve 
signal to noise ratios of the projections, twelve radiographs recorded at the same angular position were 
averaged. The frame rate of the image sensor was set to 3 projections/sec. Altogether, these imaging 
conditions resulted is scan times of about 3 hours for a single 3D image with a voxel size of 10 µm. The 
reconstructed volumes contain about 1200x1200x2000 voxels and cover the whole sample. 3D images 
have been reconstructed by means of the X-Act software provided by the manufacturer of the XRCT 
device, which is based on the filtered back projections and the Feldkamp et al. algorithm for conical 
geometry [25]. 
 
2.4. Description of the compression test 
 
At the beginning of the test, a so-called reference image was acquired under a preload of a few Newtons. 
A second image, called zoomed image, was acquired after a slight magnification change (~0.5%) obtained 
with a little move of the detector. This image will serve to quantify image correlation performances and in 
particular define the set of correlation points with a suitable local image contrast, as shown in section 
4.1.1. Then, twelve successive loading steps were applied to the specimen up to 1.94 kN (18 MPa), with 
very slow displacement rates (2.10-4 mm/s for the first step and 10-4 mm/s for the others) to ensure a slow 
and stable propagation of cracks. After each loading step, the displacement was kept constant until the 
next loading and a XRCT image was acquired after a relaxation time lasting a few minutes. Note that the 
whole test lasted several days and was carried out in only one loading phase, without intermediate 
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unloading. 
  
First cracks were observed inside the sample from the third step (~9 MPa). Then the crack network 
progressively developed and propagated to most of the sample. As depicted in Figure 1, several cracks 
can be directly observed in the XRCT images. However, because their grey level is very similar to that of 
the porosity and close to that of other constituents, their extraction from XRCT images with conventional 
segmentation tools is not straightforward. Moreover, most of them are only slightly open, with respect to 
the voxel size, making them hard to detect, especially in their early stage. 
 
 
3. DVC-based image subtraction 
 
3.1. Digital Volume Correlation: background 
 
Local DVC analyses [26] were performed on the images, using the in-house software CMV_3D developed 
at Laboratoire Navier [19], [20]. The procedure is a straightforward extension to 3D images of local digital 
image correlation. It consists in finding homologous positions of a set of material points in two images, 
considering the grey level distribution in a small subvolume around each point [13]. Main features and 
notations are reminded below.  
 
Let 𝑓 and 𝑔 be the three-dimensional grey levels in reference and deformed digital images respectively. 
Let 𝜙 be the mechanical transformation that links the position 𝑿 in reference image to the position 𝒙 in 
the deformed image such as 𝒙 = 𝜙(𝑿). The evaluation of the exact voxel wise transformation 𝜙 from the 
knowledge of 𝑓 and 𝑔 is an ill-posed problem, because grey levels of voxels do not provide a sufficient 
information. Therefore, it is approximated by much simpler transformation defined by a very limited 
number of parameters. In the simplest case, here adopted, it is defined as a pure uniform translation in the 
subvolume 𝐷, also called correlation domain, centred on the position 𝑿𝟎, also called correlation point: 
 
𝜙0(𝑿) = 𝑿 + 𝒖(𝑿𝟎), for all 𝑋 in 𝐷 (1) 
where 𝒖 is the displacement field. This selection of local transformation is satisfactory when the actual 
deformation gradient is small and one uses small correlation domains. The associated shape function 
mismatch errors [27] might then be of the order of a few hundredths of a voxel, and noticeably lower than 
errors due to image noise. The three components of the translation for each correlation domain are 
identified as those which minimize the discrepancy between reference and deformed configurations, 
measured by the so-called correlation coefficient. The latter measures the similarity, in terms of grey level 
distribution, between the domain 𝐷 and the corresponding domain 𝜙0(𝐷) by computing the so-called 
zero centred normalized cross-correlation coefficient: 
 
𝐶(𝜙0) = 1 −
∑ [𝑓(𝑿) −  𝑓?̅?] ∙ [𝑔(𝜙0(𝑿)) −  ?̅?𝐷]𝑿∈𝐷
√∑ [𝑓(𝑿) −  𝑓?̅?]
2
𝑿∈𝐷 ∙ ∑ [𝑔(𝜙0(𝑿)) −  ?̅?𝐷]
2
𝑿∈𝐷
  
(2) 
where 𝑓?̅? and ?̅?𝐷 are the averages of grey levels 𝑓 and 𝑔 in 𝐷 and 𝜙0(𝐷) respectively. This formulation is 
insensitive to global contrast or brightness variations on the domains and it leads to values of 𝐶(𝜙0) from 
0 (perfect match) to 2 (anti-correlation). A continuous trilinear interpolation of grey levels is used to 
compute 𝑔(𝜙0(𝑿)) and its gradients since the components of 𝒖(𝑿𝟎) do not necessarily take integer 
values (in voxel units). 
 
In practice, in the used CMV_3D software, the optimization of the local translation components is split 
into two steps in order to increase the computational efficiency of the DVC routines. First, sets of discrete 
translations (i.e. with components equal to integer numbers of voxels) are systematically explored for the 
best correlation coefficient. This exploration can easily be parallelized on a multi-core computer. Then, 
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subvoxel accuracy is searched for using an appropriate iterative optimization algorithm. While this 
optimization is harder to parallelise efficiently, it is easy to distribute the independent optimization tasks 
for each correlation point over several CPU-cores. This optimization is only performed for points at 
which the correlation coefficient obtained after the first step is below a user-selected threshold. 
 
3.2. Image subtraction 
 
3.2.1. General principle 
 
The sparse evaluation of the transformation map 𝜙, obtained by DVC, can be continuously extended 
throughout the whole sample by a dense approximation 𝜙1(𝑿), as described in next section. Because the 
position 𝜙1(𝑿) is not always an integer, the grey level 𝑔(𝜙1(𝑿)) in the deformed image, corresponding 
to any voxel 𝑿 with grey level 𝑓(𝑿) in the reference image, can be obtained using either trilinear or 
tricubic interpolation. Thus, the deformed image is transformed back to the same frame as the reference 
image. Finally, the difference between reference and deformed images defines the subtracted image as 
 
𝑟(𝑿) = 𝑔(𝜙1(𝑿)) − 𝑓(𝑿) + 𝑘 (3) 
where the offset 𝑘 ensures a positive grey level of the subtracted image and is taken as 𝑘 = 128 for 8-bit 
greyscale images. 
 
The subtracted image reflects the local evolutions within the material, not described by the fit of the 
coarse evaluation of the transformation provided by DVC measurements and their interpolation. For a 
brittle material, it essentially gives access to the cracks: the subtracted images mainly consist in an 
uniformly grey background, with an average grey level 𝑘, in which the crack network appears in darker 
grey. Note that within areas with sufficient local contrast where DVC routines are run successfully, the 
subtracted image essentially coincides with standard so-called correlation residuals [13], even if is 
computed at a later stage of the processing. The presented procedure extends the latter approach to the 
situation of a non-uniform distribution of contrast. 
 
This definition of the image subtraction only applies in case of perfect grey level conservation. This was 
achieved here by using rigorously identical imaging procedures and settings for all loading steps, as well 
as the same grey level range when converting the format of the original XRCT images (32-bit floats 
representing attenuation coefficients) to the used one (8-bit). Otherwise, Eq.(3) could easily be extended 
to allow for a possible variation in image contrast and brightness, respectively corrected by coefficients 𝑎 
and 𝑏: 
 
𝑟(𝑿) = [𝑎. 𝑔(𝜙1(𝑿)) + 𝑏] − 𝑓(𝑿) + 𝑘, (4) 
where 
 
𝑎 =
∑ [𝑓(𝑿) −  𝑓Ω̅] ∙ [𝑔(𝜙1(𝑿)) −  ?̅?Ω]𝑿∈Ω
∑ [𝑔(𝜙1(𝑿)) −  ?̅?Ω]2𝑿∈Ω
 (5) 
and  
 
𝑏 = 𝑓Ω̅ − 𝑎?̅?Ω. (6) 
Both coefficients could be computed at each voxel in the calculation domain Ω centered on 𝑿, the size of 
which could be equivalent to that of the correlation domain 𝐷 or of the vicinity used to define the 
interpolated local transformation (defined in section 3.2.2). To avoid additional computation cost, they 
can also be supposed to be constant and computed only once using a larger domain Ω. Several pairs of 
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coefficients might also be used for contrasted areas of the images (see [24] for details).  
 
3.2.2. Local transformation approximation 
 
As discussed in the previous section, the full determination of the local transformation 𝜙 at each voxel is 
an ill-posed problem. This work aims at constructing the approximation 𝜙1 of the local transformation by 
using a dense continuation of the transformation of nearby correlation points. After the DVC procedure, 
only the positions of well-correlated correlation points are retained, in both reference image and deformed 
images. Well-correlated points are correlation points whose correlation coefficient is below a user-
selected value, which will be discussed for the lightweight concrete sample in section 4.1.1.  
 
Let 𝑿 be the position of the voxel under consideration in the reference image (𝑿 is supposed to be the 
centre of the voxel) and 𝑿𝟎 the position of its nearest neighbour correlation point with measured 
displacement 𝒖(𝑿𝟎). Using a first-order expansion of the displacement field near point 𝑿𝟎, we set: 
 
𝜙1(𝑿) = 𝑿 + 𝒖(𝑿𝟎) +
𝜕𝒖
𝜕𝑿
(𝑿𝟎)(𝑿 − 𝑿𝟎) (7) 
In three dimensions, this global transformation is locally defined by 12 parameters, including 3 
components of the displacement and 9 components of the displacement gradient at 𝑿𝟎. By definition of 
the deformation gradient 𝑭 =
𝜕𝜙
𝜕𝑿
, we also have: 
 
𝜕𝒖
𝜕𝑿
(𝑿𝟎) = 𝑭(𝑿𝟎) − 𝑰 (8) 
where 𝑰 is the identity tensor. An estimate of 𝑭(𝑿𝟎) is therefore needed to determine 𝜙1. 
 
 To do so, it is proposed to consider the affine best fit of the DVC measured displacements of 𝑁 
neighbour well-correlated correlation points of the considered point 𝑿. Let 𝜙𝑁 be this transformation. It is 
given by: 
 
𝜙𝑁(𝑿) = 𝑻𝑵(𝑿) + 𝑭𝑵(𝑿) ∙ 𝑿 (9) 
where the second-order tensor 𝑭𝑵 and the translation vector  𝑻𝑵 are obtained from a classical least square 
fitting procedure defined by: 
 
𝑻𝑵, 𝑭𝑵 = Argmin ∑‖𝒙𝒊 − (𝑻𝑵 +  𝑭𝑵 ∙ 𝑿𝒊)‖
2
𝑁
𝑖=1
 (10) 
where 𝒙𝒊 = 𝜙(𝑿𝒊) is the DVC-estimated position in deformed configuration of the neighbouring 
correlation point 𝑿𝒊 in reference configuration. These optimal translation and deformation gradient are 
thus given by: 
 
𝑻𝑵 = 〈𝜙(𝑿)〉𝑁 − 𝑭𝑵 ∙ 〈𝑿〉𝑁 (11) 
and 
 
𝑭𝑵 =  [∑(𝒙𝒊 − 〈𝒙〉𝑁) ⊗  (𝑿𝒊 − 〈𝑿〉𝑁)
𝑁
𝑖=1
] [∑(𝑿𝒊 − 〈𝑿〉𝑁) ⊗  (𝑿𝒊 − 〈𝑿〉𝑁)
𝑁
𝑖=1
]
−1
 (12) 
where <  𝑎 >𝑁 is the average of the 𝑁 values of the quantity 𝑎 computed for the 𝑁 well correlated 
neighbour points 𝑿𝒊, 𝑖 ∈ [1, 𝑁]. 
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Using this affine local best fit, the dense continuation 𝜙1 of the mechanical transformation can then be 
defined at any point 𝑿 in the sample by: 
 
𝜙1(𝑿) = 𝑿 + 𝒖(𝑿𝟎) + (𝑭𝑵(𝑿) − 𝑰). (𝑿 − 𝑿𝟎) (13) 
An alternative could be to define it as the affine best fit itself, i.e. 𝜙1(𝑿) =  𝜙𝑁(𝑿) as defined in Eq.(9). 
The results presented in the following section have been obtained with this second option. 
 
The first option provides a more local dense estimation of the displacement field, which strictly coincides 
with the DVC-estimated transformation at well-correlated point of the DVC grid, but is for this reason 
much more sensitive to the DVC errors on the displacement of the sole nearest neighbour correlation 
point. The second option is less sensitive to correlation errors, because they are averaged over 𝑁 positions 
and leads to a smoother fitted displacement field which might not coincide strictly with DVC 
measurements. Note that both options generate transformations which are piecewise affine since 𝑻𝑵(𝑿) 
and 𝑭𝑵(𝑿) are piecewise constant over sets of points 𝑿 which share the same well-correlated neighbour 
points. There might be some kinematic discontinuities at the borders of these sets, which are however of 
limited amplitude, especially when the second option is used, since only a limited part of the DVC 
measurements used to perform the fit is modified at such interfaces. 
 
 
 
Figure 3: Schematic representation of the continuous approximation of the local transformation from 
neighbour correlation points. 
 
As illustrated in Figure 3, the neighbour correlation points are selected according to a criterion of 
maximum distance 𝑑 from the considered voxel 𝑿: ‖𝑿 − 𝑿𝒊‖ ≤ 𝑑, where ‖. ‖ is the Euclidean norm. The 
neighbour transformation depends on this criterion. A small distance gives a more "local" transformation 
which may reflect more accurately local strain heterogeneities or discontinuities in the material, but the 
obtained result is more sensitive to DVC errors. These errors are smoothed out when a larger distance is 
used, which however provides a less local observation, and requires more computation time. This effect is 
also related to the distance between correlation points. A large distance, associated with a large number of 
neighbours, will also generate an almost continuous dense transformation 𝜙1. A strictly continuous 
transformation could be generated if the affine fit would be performed with weights attributed to the 
neighbour correlation points 𝑿𝒊 continuously decreasing to zero when the distance ‖𝑿 − 𝑿𝒊‖ gets close to 
d. Such a mathematical sophistication is in practice however of limited interest and would generate higher 
computational cost. 
 
In practice, the selection of the set of neighbour points of each voxel in the reference image is a 
computationally very expensive task, if a basic algorithm which would test all correlation points in the 
DVC mesh is used. To reduce the computation time, the distance test has been restricted to points which 
are known to be close to the considered voxel from an initial classification of all correlation points. 
Moreover, the computation of 𝑭𝑵 requires the inversion of the matrix 𝑴 defined by (see Eq. (12)): 
 
𝑴 =   ∑(𝑿𝒊 − 〈𝑿〉𝑁) ⊗  (𝑿𝒊 − 〈𝑿〉𝑁)
𝑁
𝑖=1
 (14) 
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𝑴 is symmetric and positive because it is the sum of rank-one tensors of the form 𝑨𝒊 ⊗ 𝑨𝒊. However, it 
might not be definite if the span of the vectors 𝑨𝒊 does not cover the whole 3D space. This is in particular 
the case when all neighbour correlation points are distributed in a same plane. The out-of-plane 
components of the transformation gradients can then not be defined. More generally, when points are 
close to be co-planar, these out of plane components will not be accurately determined. In the used 
implementation of the procedure, a criterion is thus adopted to check the singularity of 𝑴 based on the 
analysis of its eigenvalues. It requires that the ratio of the smallest to the largest eigenvalue is not too 
small (eigenvalues are computed with the QL algorithm proposed by [28]). As long as the number of 
neighbour correlation points is insufficient to meet the criterion, the maximal distance 𝑑 is automatically 
increased to select more correlation points, according to a distance step chosen by the user. Beyond a 
given maximal distance, the user can also choose to make use of the global transformation (computed as 
the fit of all correlation point in the reference image). Such cases mainly arise in regions with little or no 
contrast, e.g. in EPS beads or big sand grains for the present application. In such areas, an inaccurate 
estimation of the transformation has little impact on the subtracted image. 
 
Let us finally emphasize on the fact that the here proposed methodology differs from the computation of 
the so-called correlation residuals in the context of global DVC algorithms, by the fact that the global 
transformation 𝜙1 used to subtract the images differs from the local transformations 𝜙0 used to run DVC. 
This might be seen as an inconsistency of the proposed methodology; it might also be seen as an 
additional advantage, through the opportunity it provides to freely define the scale of variations of the 
interpolated kinematic field, in particular through the choice of the distance d, which might be very 
different from the size of the correlation domains.  
 
3.2.3. Estimation of crack detection accuracy 
 
This section aims at roughly estimating the smallest opening of a crack, which allows one to distinguish it 
from the noise in the subtracted image. As illustrated in Figure 1, the presence of a crack in the deformed 
image results in a drop of grey levels in the crack, which may go down to the grey level in porosity (i.e. in 
air) for the largest ones (whose opening is larger than one voxel). We consider a grey level profile 
crossing a crack in the deformed image. Let Δ𝑔 be the difference between the average grey level of the 
solid phase ?̅?𝑠𝑜𝑙 and the lowest grey level reached in the crack 𝑔(𝒙𝒄). In perfect absorption contrast 
tomographic images, the grey level of a voxel is an affine function of the effective linear X-ray 
attenuation coefficient of the material contained in the physical volume associated with the voxel in the 
real sample. When this material is heterogeneous, the effective attenuation coefficient is an average of the 
attenuations of the constitutive pure phases, weighted by their volume fraction. This is the case of a crack 
passing through this physical volume, because it is then made of void (or air) and surrounding solid phase 
(which itself might be multiphasic). As a consequence, the grey level of a voxel crossed by cracks evolves 
from the grey level of pure solid phase to the grey level of pure air, as a linear function of the proportion 
of void in the physical volume associated with the voxel. In the case of a crack parallel to the axes of the 
3D image, this proportion is equal to the opening of the crack when the latter is smaller than one voxel. 
Hence, we have:  
 
{
Δ𝑔 = Δ𝑚𝑎𝑥      , if 𝑒 > 1   
Δ𝑔 = 𝑒 Δ𝑚𝑎𝑥   , if 𝑒 ≤ 1  
 (15) 
where Δ𝑚𝑎𝑥 is the difference between ?̅?𝑠𝑜𝑙 and the average grey level of the porous phase ?̅?𝑝𝑜𝑟, and 𝑒 is 
the crack opening in voxel unit. When the crack is not parallel the image axes, this relation might be 
modified by some geometric parameters, which will however not modify the essence of this relation. 
  
The crack leads to a similar variation of grey levels in the subtracted image, denoted 𝛿, but less sharp 
because of interpolation effects. In fact, we have 
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𝛿 = ?̅?𝑠𝑜𝑙 − 𝑔(𝜙1(𝑿𝒄)) (16) 
with 𝑿𝒄 being in the position in reference configuration such as 𝜙1(𝑿𝒄) is the position closest to the crack 
position 𝒙𝒄 in the deformed image. If 𝜙1(𝑿𝒄) has integer components, no interpolation is required, 
leading to 𝛿 = Δ𝑔. On the contrary, a trilinear interpolation is estimated to lead to 𝑔(𝜙1(𝑿𝒄)) = ?̅?𝑠𝑜𝑙 −
Δ𝑔
2
, for the most unfavorable case where the voxel in the reference configuration is associated with half 
integer components in the deformed one. Hence, we get 
 
 Δ𝑔
2
≤ 𝛿 ≤  Δ𝑔 (17) 
For tricubic interpolation, the lower bound in this relation might be slightly modified but without 
affecting its order of magnitude.  
From Eq. (15), an observed grey level drop 𝛿 in the subtracted image can thus be associated to a crack 
with an opening bounded by:  
 
𝛿
Δ𝑚𝑎𝑥
≤ 𝑒 ≤
2 𝛿
Δ𝑚𝑎𝑥
 (18) 
Thus, considering that the crack cannot be distinguished in the subtracted image if the grey level drop is 
smaller than the standard deviation 𝜎𝑠 of the noise in the undamaged phase in the subtracted image (i.e. 
𝛿 ≥ 𝜎𝑠 is necessary for the crack to be detectable), the range restricting the minimum crack opening that 
may be detected 𝑒𝑚𝑖𝑛 is estimated as  
 
𝜎𝑠
Δ𝑚𝑎𝑥
≤ 𝑒𝑚𝑖𝑛 ≤
2 𝜎𝑠
Δ𝑚𝑎𝑥
 (19) 
Note that, assuming similar and statistically independent noise in the reference and deformed images, 
with standard deviation 𝜎𝑓, the standard deviation of the noise in the subtracted image is equal to 𝜎𝑠 =
 √2𝜎𝑓. 
 
 
4.  Qualitative characterisation of microcracking in lightweight concrete 
 
4.1. Implementation settings 
 
4.1.1. DVC 
 
A fine mesh of correlation points is required to track local evolutions of the material and an appropriate 
local contrast is also necessary to ensure the DVC routines can run. However, the grey levels in porosity 
and sand grains are rather uniform. Then, local DVC routines were carried out in cement matrix only, and 
in a close neighbourhood of the sand grain interfaces. To do so, a fine regular grid was defined over the 
whole sample with an inter-point distance equal to 18 voxels. The positions of its points were then 
compared with the segmented image of sand grains (binary image with voxels in sand set to 1) which has 
been slightly shrunk by a morphological erosion: points whose surrounding average grey level was equal 
to 1 were excluded. Conversely, a similar process was performed to exclude points in pores or too close 
to pores, using a morphological dilation of the segmented porous phase. Hence, points located at pore 
interfaces are excluded but those at sand interfaces are retained. The size of the structural spherical 
element of the morphological operations and that of the surrounding windows were set to 18 and 40 
voxels respectively. A part of the obtained grid is shown in Figure 4. 
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Figure 4: 2D view of the grid of correlation points in reference image. Retained points are coloured in 
green. 
 
As explained in section 3.1, the correlation procedure was performed in two successive steps. The first 
correlation (to the nearest voxel) was run using a cubic correlation domain with 40 voxels on a side and a 
correlation coefficient criterion set to 0.3. For the following subvoxel correlation, using the same 
correlation domain size, a more restrictive correlation coefficient was used to select the more reliable 
points. The later has been defined from the analysis of the distribution of correlation coefficients obtained 
through the DVC analysis between the reference image and the zoomed image (restricted to selected 
points as defined above). The distribution, presented in Figure 5, shows two major peaks. The first narrow 
peak mostly corresponds to points located close to porosity with a high grey level contrast. The other one 
corresponds to points located in cement paste and at cement/sand interfaces where the image contrast is 
less pronounced. The points with a correlation coefficient in the distribution tail were excluded from the 
set of well correlated points, because their associated image contrast was considered to be insufficient, 
and potentially leading to larger DVC errors. In practice, they were selected by defining a correlation 
coefficient threshold 𝐶0 = 〈𝐶〉 + 𝜎(𝐶), 𝜎 standing for the standard deviation, i.e. 𝐶0 = 0.07. 
 
 
Figure 5: Distribution of correlation coefficients resulting from the DVC between the reference image 
and the zoomed image after subvoxel optimization. 
 
DVC errors have been analysed from the measured displacements in the zoomed image satisfying the 
correlation threshold 𝐶0. The imposed magnification variation leads to the theoretical displacement 
gradient: 𝐹𝑥𝑥 − 1 =  𝐹𝑦𝑦 − 1 =  𝐹𝑧𝑧 − 1 =  −4.816 × 10
−3. The best-fitting displacement gradient 
obtained by DVC on the whole sample was 
 
𝑭 − 𝑰 = [
−4.997 0.146 0.018
−0.144 −5.005 0.032
−0.064 0.053 −4.838
] × 10−3 (20) 
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which is in good agreement with the prescribed value, with a maximum discrepancy of 1.9 × 10−4. The 
local displacement as measured by DVC can also be compared to the theoretical motion associated with 
the best-fitting affine deformation. This allows to evaluate the so-called random and systematic errors [29] 
through the procedure presented in [30], extended here to 3D. A maximal amplitude of systematic errors of 
0.1 voxels and a random error in most cases of the order of 0.05 voxels, and reaching 0.15 voxels for 
displacement components close to integer values have been observed. These values will not be referred to 
later on in this paper, but may serve to quantify the typical DVC accuracy achieved for the here presented 
situation, for which the image subtraction procedure could be efficiently run. 
 
4.1.2. Image subtraction 
 
The local transformation was estimated from neighbour correlation points within the maximum distance 
𝑑 = 40 voxels. In case of not enough points to compute the transformation (i.e. less than 4) or to satisfy 
the singularity criterion (matrix 𝑴, see section 3.2.2), the distance was extended to 𝑑 = 80 voxels. This 
distance was still insufficient for about 16% of the volume of interest (including 1% of the volume failing 
the singularity criterion), mostly located in large pores or sand grains, for which image subtraction was 
performed using the global transformation. When the local transformation could be determined, 33 
neighbour points were used in average (22 points when 𝑑 = 40 and 60 points when 𝑑 = 80) and the 
distance had to be increased for about 30% of voxels. The subtraction procedure, implemented in the 
CMV_3D software, was performed for each loading step in about 17 hours running on a workstation 
equipped with two hexa-core Intel Xeon X5680 CPU (3.33 GHz) and 64 Go RAM. This computational 
cost is mainly due to the search of neighbour correlation points when estimating the local transformation. 
It is highly dependent on the maximum neighbour distance and the number of correlation points. It might 
be reduced with additional efforts on the neighbour search algorithm.    
 
Both tricubic and trilinear interpolation of grey levels have been tested. Results are compared in Figure 6 
in a slice containing no crack in the deformed state. This example shows remaining interfaces in the 
subtracted image when using the trilinear interpolation (Figure 6c), especially pore/cement interfaces 
which are highly contrasted. The interpolation is here not sufficient to correct the possible shift, between 
reference and transformed image, of interfaces blurred due to the discretisation. Subtracted images have 
thus been computed using the tricubic interpolation, which seems to smooth out more efficiently these 
interfacial artefacts and mostly results in image noise only in undamaged regions (Figure 6b). 
Note however, that cracks may also be smoothed out this way. A possible way to circumvent this and to 
enhance the crack detection accuracy would be possible to invert reference and deformed configurations 
to compute the subtracted image and thus to interpolate grey levels of the undamaged image. This 
solution has however not been adopted because the subtracted images would be built in the frame of the 
damaged configuration, which prevents the direct comparison, in particular in the exact same 2D 
observation planes, of the successive loading stages.  
 
 
 
Figure 6: Effect of grey level interpolation at interfaces: (a) reference image, subtracted image using (b) 
tricubic or (c) trilinear interpolation. Contrast of (b) and (c) has been enhanced to highlight differences 
between both interpolations (according to the displayed greyscale bar). The latter are also illustrated in (d) 
which corresponds to the subtraction between (b) and (c) before contrast enhancement. 
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Finally, this set of parameters leads to an image noise in the undamaged phase of subtracted images with 
a standard deviation of 𝜎𝑠 ≈ 5. Note that the noise level is similar in areas corresponding to cement paste 
and sand grains. The maximum grey level gap Δ𝑓
𝑚𝑎𝑥 in reference image has been estimated to 90 between 
sand grains and porosity. It rises to 120 in cement paste. Hence, following Eq. (19), the minimum crack 
opening that may be detected is estimated to 𝑒𝑚𝑖𝑛 = 0.11 voxel (i.e. 1.1 µm) in sand grains in the worst 
case scenario. The accuracy is slightly better in cement paste with 𝑒𝑚𝑖𝑛 = 0.08 voxel (i.e. 0.8 µm). 
 
4.2. Detection and segmentation 
 
An example of result, obtained with the method described above, is presented in Figure 7. As illustrated 
in Figure 7c, the subtracted image reveals cracks that are qualitatively observable in the deformed image, 
without the underlying microstructure. In addition, the subtraction method allows to select the newly 
created cracks or the evolving ones only. For example, cracks in pre-cracked sand grains are eliminated 
(if they do not evolve). Moreover, we can also observe tiny cracks that are not visible in the deformed 
image, such as those pointed by arrows. The path of the largest cracks is clearly visible and it could be 
segmented by a simple threshold of grey levels in the subtracted image. But for the smallest openings, the 
signal-to-noise ratio is too low to allow direct thresholding to extract cracks. This corresponds to the limit 
case addressed in section 3.2.3, where the grey level variation generated by the cracks is similar to the 
image noise. To unambiguously follow qualitatively the damage evolution during the compression test 
and compare it to the microstructure of the material, an alternative technique could be used as in [1]. It 
consists in only transforming the deformed images back to the reference frame, without performing the 
subtraction. The so-called transformed image would be defined as 𝑡(𝑿) = 𝑔(𝜙1(𝑿)). 
 
 
 
Figure 7: Example of crack detection and segmentation: (a) reference image, (b) deformed image (last 
loading step, 18 MPa), (c) subtracted image and (d) segmented crack superimposed on the segmented 
microstructure (blue: porosity, orange: sand, grey: cement matrix). 
 
Here, a more sophisticated procedure to extract even small cracks in the subtracted image has been used. 
It is based on a Hessian filtering of the subtracted image. First developed to extract specific features from 
3D medical images [31-33], this type of filter analyses the eigenvalues of the standard second-derivative 
matrix - also called Hessian matrix - of the image. In fact, the second-order information in the Hessian 
matrix makes it possible to distinguish local intensity structures, namely blob-, tube- and sheet-like 
structures. Cracks, which are here dark sheet-like structures, should then be reflected in a high positive 
eigenvalue (in the direction orthogonal to the sheet) and two small eigenvalues (in tangential direction). 
Several filters based on Hessian eigenvalues have been proposed to enhance the local sheetness in 3D 
images (e.g. [33-35]). Subtracted images were here processed using the filter defined by [11] whose output is 
 
𝐴(𝑿) = 𝜆3(𝑿) − |𝜆2(𝑿)| − |𝜆1(𝑿)| (21) 
The eigenvalues 𝜆𝑖 of the Hessian matrix are defined as 𝜆1 ≤ 𝜆2 ≤ 𝜆3. The Hessian matrix is as usual 
computed with the convolution of the subtracted image with the derivatives of Gaussian kernels to 
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smooth out noise effect. The sensitivity of the filter can also be adjusted to the characteristic width of 
structures through the standard deviation 𝑠 of the Gaussian kernel. Several kernel sizes can be combined 
to perform a multiscale analysis (see e.g. [11], [36]). Here the crack network could be extracted with only 
one Gaussian scale (𝑠 = 2). Therefore, no normalization of the filtered image (such as that used in [11]) 
was necessary.  
 
Cracks are then extracted by thresholding the filtered subtracted image. Most of extracted voxels belong 
to cracks, but some false detections may remain. We can distinguish false detections due to random 
XRCT artefacts and those due to transformation errors. The first are far more pronounced at the ends of 
the specimen because of a slight cone beam effect. Therefore, the first and last 75 slices (i.e. 750 µm) 
were excluded from the image analysis after visually checking that they did not contain cracks. False 
detections caused by local transformation errors are typically located between large and very close pores 
where only a small cement interface remains. The local transformation is then unlikely to be well 
estimated because of very few exploitable correlation points. Since the location of such false detections is 
related to the microstructure, they are mostly reproducible from one loading step to another. Therefore, all 
the detections from the three first loading steps (except one small crack clearly identified at step #3) were 
assimilated to false detections and were removed from all other steps, after a morphologic dilation. 
Finally, connected components smaller than 4000 voxels were also removed. This procedure erases most 
of the false detections of the crack segmentation. The remaining few are easily discernible from the crack 
path which is clearly visible. 
 
The obtained cracks segmented from the subtracted image in Figure 7c are presented in Figure 7d where 
they are superimposed on the segmented microstructure. The latter has been obtained by processing the 
reference image using total-variation denoising [37], global grey level thresholding and several classical 
morphological and logical operations. The boundary of the sample section has been detected using the 
Circle Hough Transform [38], and has also been used to restrict crack detection within the sample. Figure 
7d shows that the full procedure (DVC-based subtraction and segmentation) makes it possible to detect 
and extract not only the cracks observed qualitatively in the deformed image, but also some others that 
are not visible, both in plain constituents ‒ cement or sand grains ‒ and at interfaces. 
 
Note that reference and subtracted images have been processed using Python, relying on NumPy, SciPy 
and scikit-image packages [39].  
 
4.3. Location and propagation 
 
Images acquired at each loading step have been analysed using the full procedure presented above. In 
addition to the crack detection, the axial strain component has been computed from DVC data, using the 
displacements of a set of points located on two planes near the ends of the sample, between the reference 
and the considered configuration. They are used as the nodal displacements of a finite element mesh, 
made of 8-node elements, covering almost the whole specimen. The average strain of this mesh computed 
with standard integration procedures provides the overall strain of the sample (see also [20]). The obtained 
macroscopic stress-axial strain curve is plotted in Figure 8. It also shows the relative evolution of the total 
volume of segmented cracks. 
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Figure 8: Macroscopic compressive behaviour of the lightweight concrete sample obtained with the in 
situ device (each point corresponding to an interruption for the XRCT acquisitions) and evolution of 
global crack volume, normalised with respect to its maximum value. The numbers of the loading steps 
that will be illustrated in following figures are reported (solid markers). 
 
 
Figure 9: 3D views of the crack network (red) propagation through the segmented porosity (blue) at 
loading steps #7 (13.5 MPa), #9 (16.7 MPa) and #12 (18 MPa). (a)-(b)-(c) provide three different points 
of view. A-B-C-D in (a) refer to the location of the slices presented in Figure 10, Figure 11 and Figure 12. 
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In order to limit the effect of the few residual false detections, especially at low loads, an additional image 
processing has been performed on the segmented cracks. Connected components smaller than 10000 
voxels have been removed from the crack network detected at the last loading step (#12, 18 MPa). 
Assuming that cracks did not close during the loading, all voxels detected at all previous steps which did 
not belong to this last crack network have been excluded. Note that such processing has only been used 
for global measurement and visualization (Figure 8 and Figure 9). It should also be mentioned that the 
obtained volume does not directly reflect the opening of crack, notably because the interpolation in the 
subtraction procedure and the Hessian filter might enlarge thin cracks. Following the method introduced 
in section 3.2.3, analysing grey levels corresponding to cracks in the subtracted images would be more 
relevant to estimate crack opening. Nevertheless, the volume depicted in Figure 8 is a qualitative indicator 
of the overall progression, including propagation and opening, of the crack network. The evolution of 
cracking in the whole sample is also presented in Figure 9 using 3D views. 
 
The first two microcracks to be detected were observed at relatively low loads (steps #3 and #4, ~9 MPa). 
As shown by the crack and microstructure segmentations presented in Figure 10, both cracks initiated 
from porosity, and more specifically in the cement paste located at the interface of two connected pores. 
These cracks are barely visible in the XRCT images and it would not have been possible to segment them, 
or even detect them, without the DVC-based subtraction. Both zones are located far from the ends of the 
sample which confirms that the specific sample setup was effective to avoid crack initiation caused by 
imperfect boundary conditions. Two more microcracks were detected in cement paste at step #5 (11 
MPa), also at the interface of two close pores. This suggests that these regions, characterised by local 
narrowing of cement paste between pores, are weakest and/or undergo strain localisation because of the 
microstructure morphology. The crack volume started to increase significantly when the macroscopic 
curve deviates from linearity (steps #6-#7, ~13 MPa, see Figure 8). The crack network is then still 
composed of several individual microcracks (see Figure 9). Next, they tend to coalesce and to form one 
main crack as it can be observed at step #9 (~17 MPa). The last loading phases are mainly characterised 
by the propagation and the opening of the crack network, where at least one main propagation plane can 
be identified (see step #12 in Figure 9). 
 
 
 
Figure 10: Initiation of cracking at step #3 ‒ transverse slice A (a) and corresponding longitudinal slice 
(b) ‒ and step #4 ‒ transverse slice B (c) and corresponding longitudinal slice (d). The position of 
longitudinal slices is indicated in the corresponding transverse slices by the dotted arrows (and 
conversely). The axial location of transverse slices is indicated in Figure 9a. 
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Two transverse slices have been chosen to observe more locally the crack propagation and are presented 
in Figure 11 and Figure 12 (their axial positions are given in Figure 9a). It appears that cracks tend to link 
the largest pores. Even though they mostly propagate in the cement matrix and at cement/sand grain 
interfaces, they can also go through sand grains. Figure 11c shows also that the proposed image 
processing makes it possible to extract complex crack shapes. Finally, a noteworthy morphology of the 
crack network is shown in Figure 12, where three crack surfaces are observed to propagate separated by 
approximate angles of 120°, from the bottom of a spherical pore (EPS bead), which is located just above 
another spherical pore. This typical cracking morphology has already been observed in lightweight plaster 
under compression and captured by numerical simulation in [1]. 
 
 
 
Figure 11: Crack propagation in transverse slice C (see Figure 9a) at loading steps #8 (a), #9 (b) and #12 
(c) (the crack observed at the centre of the slices between the two closest pores is a false detection). 
 
 
 
Figure 12: Crack propagation in transverse slice D (see Figure 9a) at loading steps #8 (a), #9 (b) and #12 
(c). 
 
 
5. Conclusion 
 
A method based on DVC has been developed to detect and extract microcracks that appear in XRCT 
images of heterogeneous materials under in situ loading. The general principle consists in subtracting the 
image of the reference stage to the image of a given loading stage. To do so, the transformation that links 
both configurations is estimated in a multitude of positions using local DVC routines. It is then densely 
extended throughout the whole sample, by means of an adjusted interpolation/smoothing procedure that 
also filters DVC measurements errors. The subtracted image is finally computed after transforming the 
deformed image back to the same frame as the reference image. 
This procedure has been used to detect cracking that progressively developed in a lightweight concrete 
sample under uniaxial compression. XRCT images have been acquired at several loading steps using a 
dedicated in situ set-up. In order to overcome a too low local contrast in porosity and sand grains, the 
DVC routines have been run on positions in cement matrix only, defined according to a grid adapted to 
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the microstructure. The image subtraction has been performed for all loading steps and revealed 
microcracks created by the compression load, even in their early age, with a detection accuracy estimated 
to a tenth voxel. Some tiny detected cracks were not visible on the XRCT images and would not have 
been noticed without the DVC-assisted subtraction. Furthermore, the uniform grey level background of 
subtracted images makes much easier the segmentation of the crack network. A Hessian based filter has 
been used to segment even the tiniest cracks with a signal similar to the background noise. It is thus 
possible to characterise the evolution of the complex crack network, from early-age cracking to the 
propagation through the whole sample. The cracks can be directly located in the undamaged 
microstructure and easily compared for all loading steps, since all images are transformed back to the 
reference image frame. In particular, it can be observed that the first cracks initiate from pores, either in 
cement paste located near the interface of closely connected pores, or at the poles of large quasi-spherical 
pores. The coalescence of several microcracks results then in a main crack network which tends to 
connect the largest pores. Its propagation involves different fracture mechanisms, that are cement matrix 
cracking, sand grain interfacial debonding and sand grain cracking. 
Such results are of course useful for a better understanding of the material behaviour and could be 
compared directly and qualitatively to numerical simulations on realistic microstructures. Future 
development will aim at get a more quantitative characterisation of cracking, especially regarding to crack 
opening by analysing the grey levels of the cracks in the subtracted image. This procedure can also be 
used to investigate evolving damage and fracture mechanisms in various heterogeneous materials, as soon 
as XRCT images characteristics are suitable for DVC, at least in some parts of the images.  
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