We performed whole-cell patch-clamp recordings in vitro to investigate the integration of excitatory and inhibitory inputs in neurons of the deep cerebellar nuclei (DCN) by applying synthetic synaptic input patterns with dynamic clamping. We explored an input regime in which excitation and inhibition had an ongoing baseline rate because both input pathways show ongoing activity in vivo. We found that spiking was time-locked to transients in the inputs, consisting of brief decreases in inhibitory or increases in excitatory conductance. Such input transients were caused by synchronization among multiple inputs. However, we found that temporal synchrony in the inhibitory input pathway had preferential access to the control of DCN spiking, because the large NMDA component of the excitatory inputs smoothed out temporal transients in this pathway. Thus, synaptic integration in the DCN appears to be tuned to allow the cerebellar cortical output from Purkinje cells preferential access to the control of DCN spiking. The effect of temporal modulations in the inhibition was further enhanced by the voltage dependence of the NMDA inputs. Thus, the presence of a baseline of mossy and climbing fiber inputs boosted depolarizing responses caused by reduced inhibition by the voltage-dependent increase in inward NMDA current. Overall, our results show that correlated activity or pauses in populations of Purkinje cells are well suited to the dynamic control of DCN spiking. In addition, strong transients in excitation can directly drive DCN responses that bypass cerebellar cortical processing.
Introduction
Neurons in the deep cerebellar nuclei (DCN) receive massive inhibitory input from the Purkinje cells in the cerebellar cortex, which accounts for Ͼ70% of all synapses in the DCN (Palkovits et al., 1977; De Zeeuw and Berrebi, 1995) . In a previous study we focused on how inhibitory input could control the frequency and accuracy of DCN spiking (Gauck and Jaeger, 2000) using the technique of dynamic clamping in vitro. We found that simulated in vivo Purkinje cell inputs are in fact well suited for the control of spike frequency and timing in DCN neurons. Nevertheless, beyond relaying the output of cerebellar cortical processing to the rest of the brain, the DCN also receive excitatory inputs that are mainly derived from collaterals of the mossy fiber and climbing fiber input systems to cerebellar cortex. These excitatory collaterals could in principle be well suited to drive DCN activity patterns in a direct loop of cerebellar processing that bypasses the cerebellar cortex altogether. It is thus important to gain an understanding of whether the excitatory input conductances that may be expected in vivo are likely to be sufficient to strongly modulate DCN spiking, and how such excitatory control would interact with the inhibition exerted by cerebellar cortex. The excitatory input is made more powerful and possibly dynamically more complex by the presence of a large NMDA conductance, which is only weakly voltage-dependent, even in the presence of magnesium (Audinat et al., 1992; Anchisi et al., 2001) . Furthermore, two NMDA components with different kinetics and different voltage dependencies were described (Cull-Candy et al., 1998; Anchisi et al., 2001) . Although the decay time constants of the NMDA current are faster compared with many other cell types, they are still much longer than the AMPA component also present. Based on these studies, the total charge carried by NMDA current should far outweigh AMPA currents in DCN neurons. It is thus important to understand how the specific kinetic properties and voltage dependence of NMDA conductance in DCN neurons may be influencing the process of synaptic integration and the ensuing control of spiking.
To examine excitatory input processing in DCN neurons, we performed a dynamic clamp study in vitro analogous to our previous one focusing only on inhibition (Gauck and Jaeger, 2000) . In vivo, DCN neurons receive ongoing input from Purkinje cells, mossy fibers, and climbing fibers (Eccles et al., 1971; Cazin et al., 1980; Savio and Tempia, 1985; Stratton et al., 1988; van Kan et al., 1993; Gamlin and Clarke, 1995; Matsuzaki and Kyuhou, 1997) . Therefore, we simulated input conditions that mimicked an ongoing balance of excitatory and inhibitory inputs. We found that the spiking of DCN neurons could be determined by excitation as well as by inhibition depending on the degree of synchronization within the respective input pathway. The presence of a large NMDA conductance allowed inhibition to dominate in the control of spike timing for most input patterns. Furthermore, the impact of fluctuations in inhibition was enhanced by the voltage dependence of the slow NMDA component.
Materials and Methods
Electrophysiology. All animal procedures used in these studies fully complied with the National Institutes of Health guidelines on animal care and use. DCN neurons were recorded in sagittal cerebellar slices (250 m) of 10-to 18-d-old male Sprague Dawley rats in whole-cell patch-clamp mode. We were unsuccessful in recording from older animals, because fibers in the DCN become very heavily myelinated beyond this age, which diminishes both visibility and viability of neurons after slicing. No differences were found in the morphology of DCN neurons from 8-or 20-d-old rats (Sultan et al., 2003) , suggesting that this structure matures early. We also found no differences in response properties for neurons recorded between 10 and 18 d of age. Electrodes had resistances between 4 and 7 M⍀ and were filled with (in mM): K-gluconate 140, HEPES 10, NaCl 10, EGTA 0.2, MgATP 4, NaGTP 0.4, and glutathione 5. The extracellular solution used for recording contained (in mM): NaCl 124, KCl 3, KH 2 PO 4 1.2, NaHCO 3 26, CaCl 2 2, MgSO 4 1.9, and glucose 20. Inhibitory synaptic inputs were blocked either with 40 M bicuculline methiodide or with 10 M picrotoxin. Excitatory synaptic inputs were blocked with 100 M kynurenic acid. All chemicals were obtained from (Sigma, Deisenhofen, Germany) . Neurons in the DCN were selected visually to obtain recordings only from cells with a soma diameter exceeding 15 m, which has been described as a defining characteristic of excitatory projection neurons (Batini et al., 1992) . The recording temperature was 32°C (i.e., between room temperature and physiological temperature) to achieve a viable compromise between slow kinetics at low temperatures and fast tissue degradation at 37°C when recording in vitro. We cannot exclude that at 32°C the excitability of the recorded cells was below that under in vivo conditions because of slowed channel kinetics. Significant differences in synaptic processing between these temperatures have not been reported, however.
Dynamic current clamping. We used the technique of dynamic current clamping (Robinson and Kawai, 1993; Sharp et al., 1993) to inject synthetic synaptic input into DCN neurons in vitro according to Equation 1:
The injected current (I inj ) was updated on-line during the recording for each sampling point at a rate of 10 kHz. To achieve this sampling rate with a temporal precision in the microsecond range, we used a custom-made C-routine (S. Melon and V. Gauck, unpublished software) running under the RTLinux operating system. The computer board used for data acquisition was a PCI-6052E (National Instruments). The simulated excitatory [G ex (t)] and inhibitory [(G in (t) ] synaptic conductance traces were calculated off-line before the recording and stored on hard disk. They represent the temporal sum over all excitatory [G ex (t) ϭ ⌺g ex ] and all inhibitory [G in (t) ϭ ⌺g in ] input trains. The unitary conductances g ex and g in (Fig. 1) were calculated as dual-exponential functions according to Equation 2: g unitary ϭ 1/( decay Ϫ rise )*(e -t/decay Ϫ e -t/rise ). Before starting a recording, G ex and G in traces were loaded into memory, and for each sampling time, t i , the appropriate values G ex (t i ) and G in (t i ) were used together with the recorded momentary membrane potential V m (t i ) to update I inj (t i ) (Eq. 1). The reversal potentials for excitatory (E ex ) and inhibitory input (E in ) were 0 and Ϫ70 mV, respectively.
The inhibitory input sequences from putative in vivo Purkinje cell activity were constructed as in our preceding study (Gauck and Jaeger, 2000) . Unitary conductances had a rise time of 0.93 msec and a decay time of 13.6 msec (Anchisi et al., 1998) . A set of 400 such GABA A -type input elements were activated randomly at a mean firing rate of 35 Hz, and the conductances were summed to generate G in . We restricted the present analysis to the unitary conductance amplitude of 69 pS for inhibitory inputs, which is identical to the gain factor 16 in our previous study, i.e., resulting in an average mean level of 16 nS of inhibitory conductance. The 400 input elements were either activated in 100 independently spiking groups or in only 10 independently active input groups, duplicating our previously used conditions of intermediate and high input synchronization in the inhibitory pathway (Gauck and Jaeger, 2000) . We discarded our previously used additional conditions of 400 independent input groups and unitary amplitudes of Ͻ69 pS, because we found these to result in regular or slow firing DCN patterns uncharacteristic of in vivo recordings. Purkinje cell synapses in the DCN are likely to be significantly depressed because of short-term plasticity when the ongoing input rate is high (Telgkamp and Raman, 2002; Pedroarena and Schwarz, 2003) , however, the synaptic amplitudes we use are still at the low end of the spectrum of synaptic amplitudes shown in the same studies. We did not include short-term plasticity in the present study because we limited our analysis to ongoing fast input activity characteristic of Purkinje cell firing in vivo, which would lead to a near constant level of such depression. The present study also excluded the examination of transient increases and decreases in input activity because the parameter space of such possible changes is nearly unlimited and is beyond the scope of the basic interactions between excitation and inhibition examined here.
In our previous study we found that a constant baseline of excitation of Figure 1 . Stimulus properties. A, Unitary conductance traces for AMPA (gray), NMDA (black), and GABA A (dotted black) inputs. The GABA A amplitude (peak of 69 pS) is scaled down to the AMPA peak conductance (39 pS) to allow for a better comparison of the time course. B, Currentvoltage plot of the AMPA (gray) and NMDA peak currents (black). Note that the NMDA current is 83% of AMPA at Ϫ60 mV but is more than double the AMPA current positive to Ϫ30 mV. C, A 0.5 sec sample segment of the excitatory conductance traces used in the experiments depicted in Figures 3-7 . The traces correspond to synchronized AMPA input (A S , black), random AMPA input (A R , dark gray), and synchronized, mixed AMPA-NMDA input (AN S , light gray). The AM-PA-NMDA trace shown here is given for a constant membrane potential of Ϫ40 mV. D, A 0.5 sec sample segment for inhibitory GABA A -type input for synchronized (G S , black) and random (G R , gray) input conditions. In this and the following figures, the line thickness was increased for lines with lighter gray values to improve their visibility.
12 nS conductance was required in conjunction with our applied inhibitory inputs so that realistic spike frequencies could be achieved. In the present study we replaced the time invariant excitation with realistic patterns of excitatory input, however, we kept a mean level of 12 nS of excitatory conductance for all stimuli used. By keeping the mean conductance level constant, we could exclude that shifts in the balance of excitation and inhibition interfered with our determination of AMPA and NMDA conductance effects on spike control. The main effect of shifting the balance of excitation and inhibition was examined in our previous study (Gauck and Jaeger, 2000) , and consisted of a change in output spike rate without altering the effects of input synchronicity and total conductance amplitude on output spiking. Realistic excitatory input to DCN neurons is composed of an AMPA component, a fast NMDA component, and a slow NMDA component (Anchisi et al., 2001) , and is provided by collaterals of mossy fibers and climbing fibers that also innervate cerebellar cortex Wu et al., 1999; Shinoda et al., 2000) . The total number of excitatory synapses on DCN neurons is ϳ2000 (Palkovits et al., 1977) and represents an upper estimate for the number of mossy and climbing fibers converging on a single neuron because each input fiber may make multiple contacts on a DCN neuron. We used 100 excitatory inputs, which corresponds to a convergence factor of 20 synapses per incoming axon. No experimental data exist on this convergence factor, but we found that a larger number of independently firing inputs approximates the condition of a time-invariant conductance. The mean activation rate of excitatory inputs was set to 20 Hz in accordance with in vivo recordings (Eccles et al., 1972; Cazin et al., 1980; van Kan et al., 1993; Gamlin and Clarke, 1995; Matsuzaki and Kyuhou, 1997) . No difference between mossy and climbing fiber inputs has been described in the DCN, and we simulate only one homogenous group of excitatory inputs. The AMPA, fast NMDA, and slow NMDA components of each excitatory input were calculated according to Equation 3:
The voltage dependencies of the NMDA components ( Fig.  1 B) were simulated by multiplication of the corresponding conductance traces with the factor f, described by Equation 4: f (V m ) ϭ 1/[1 ϩ P 1 *exp(ϪP 2 * V m )]. As described above for G ex and G in , this factor was updated on-line during recording at a rate of 10 kHz. The parameters of AMPA and NMDA inputs were set to match the data of Anchisi et al. (2001) . The best fit to the reported voltage dependencies of the NMDA current (Anchisi et al., 2001 ) was achieved by setting the parameters P1 and P2 to 0.002 and 0.109 for the fast NMDA component and to 0.25 and 0.057 for the slow NMDA component. The rise and decay time constants were 0.5 and 7.1 msec for AMPA, 5 and 20.2 msec for fast NMDA, and 5 and 136.4 msec for slow NMDA (Fig. 1 A) . The fast unitary NMDA conductance had a peak value of 57% of the AMPA peak, and the slow unitary NMDA conductance had a peak value of 28% of the AMPA peak at Ϫ60 mV ( Fig. 1 A) . Thus, the sum of the fast and slow unitary NMDA conductances had a peak value of 83.2% that of the AMPA peak at Ϫ60 mV ( Fig. 1 A) . The unitary peak conductance amplitude of the AMPA conductance was set to 39 pS to generate the desired 12 nS average excitatory conductance. In the presence of voltage-dependent NMDA conductance, the actual average excitatory conductance is a function of the membrane potential trajectory. Thus, to compute a stimulus with an expected average excitatory conductance of 12 nS, we used Ϫ40 mV as the assumed membrane potential, which was the average combined reversal potential of excitation and inhibition of our stimuli when the NMDA conductance was voltage-independent. We previously showed that the actual mean V m is very close to this average combined reversal potential because of the shunting effects of ongoing input conductances (Gauck and Jaeger, 2000) . The time course of unitary excitatory and inhibitory input conductances was taken from experimental data obtained at a temperature of 25°C (Anchisi et al., 1998 (Anchisi et al., , 2001 ) and might therefore underestimate their speed at physiological temperatures in vivo. However, elevated temperature will shorten the kinetics of excitatory and inhibitory inputs by a similar factor, and therefore the relative synchrony of the input pathways will not be affected.
In our previous study we found that input synchronization has a large effect on spike rate and spike timing (Gauck and Jaeger, 2000) . Therefore we focused the present investigation on how varying amounts of input synchronization in the excitatory and inhibitory input pathways would determine the output spike pattern. Furthermore, we aimed at isolating the contribution of AMPA and NMDA conductances in the effect of excitation on spiking. To achieve these distinctions we constructed stimuli, which included either random or synchronized excitatory or inhibitory inputs. To isolate the effect of temporal information in either the excitatory or inhibitory input pathway alone, an additional condition was introduced, in which the other pathway was replaced with a time invariant input conductance. For random input patterns we activated all 100 inputs (inhibition or excitation) independently with the specified mean rates. For a synchronized input, we coupled groups of 10 inputs to the same time series of presynaptic activation. To examine the contribution of NMDA conductances to output spiking, we constructed stimuli with the same time series of activation but a complete replacement of NMDA conductance with a larger unitary AMPA conductance (691 pS). The role of the voltage dependence of the NMDA conductances was further dissected by comparing the voltage-dependent form described above with a voltage-independent form, in which a constant V m of Ϫ40 mV was used to update the factors f fast (V m ) and f slow (V m ) (Eq. 4), resulting in an average total excitatory conductance of 12 nS (see above). By this scaling procedure, the average total (G ex,av ) and the unitary peak ( g ex,peak ) amplitudes of the voltage-dependent and the voltageindependent excitatory inputs were set to identical values for the reference potential of Ϫ40 mV. Consequently, the voltage-dependent input (G ex,av or g ex,peak ) was smaller than its voltage-independent counterpart for voltages less than Ϫ40 mV, whereas it was larger for voltages more than Ϫ40 mV. The reference potential of Ϫ40 mV was chosen because it is very close to the average membrane potential during the presentation of our stimuli.
Unfortunately the total input conductances impinging onto DCN neurons in vivo have not been determined experimentally. Our simulated input patterns are more likely to underestimate than to overestimate total conductance levels, because only 100 inputs of excitation and inhibition were used, which is below the numbers of synapses found in anatomically estimates (Palkovits et al., 1977) . In addition, our unitary conductance amplitudes were also at the low end of expected values estimates (Telgkamp and Raman, 2002; Pedroarena and Schwarz, 2003) . On the other hand, we did not simulate synaptic failures, dendritic attenuation, or short-term depression. For these reasons we cannot claim to construct fully natural input patterns, for which data simply do not exist. None of our analyses, however, are dependent on specific choices of absolute input levels or temporal input patterns. Our input conditions chosen should instead be considered as a general case of continuous fluctuating input conductances (see Discussion).
Data analysis. All dynamic current-clamp stimuli had a duration of 10 sec. To exclude onset transients of the stimulation, the first 0.5 sec were excluded from data analysis. Different stimuli were presented in a pseudorandom sequence, which was repeated 2-6 times. Two successive stimuli were separated by a pause of 1 sec during which no current was injected. The evaluated parameters were the mean spike frequency and the mean spike timing precision, following our previous study (Gauck and Jaeger, 2000) . To evaluate the spike timing precision, a time window of Ϯ5 msec was defined for each spike, and it was determined how many spikes elicited by repeated stimulus presentations fell into this time window. Averaging this value over all spikes and normalizing it by the number of stimulus repetitions resulted in the percentage of spikes accurately controlled by the input within a time window of Ϯ5 msec. The chance level of such coincident firing across trials was calculated by using the same algorithm after shuffling the interspike intervals within a trial, and the overall level of stimulus-controlled precise firing was computed by subtracting this expected chance level. To separate the influence of temporal transients in the excitatory and inhibitory input pathways, we compared spike rates and spike precision values for stimuli, in which either excitatory or inhibitory input conductance were held constant or were modulated at the same time (Fig. 2) .
Results
The presented data were recorded from 25 DCN neurons with soma sizes ranging from 15 to 30 m. The soma sizes indicate that the recorded neurons belong to the group of excitatory projection neurons (Batini et al., 1992) . Their spontaneous firing frequency ranged from 0 to 8 Hz.
The control of spiking by a mixed baseline of excitatory and inhibitory inputs
During in vivo activity, DCN neurons will receive ongoing inputs from excitatory collaterals of mossy and climbing fibers and from inhibitory Purkinje cell synapses. We have previously determined using in vitro dynamic current clamping that an ongoing balance of inhibition and excitation is needed to drive DCN neurons at realistic spike frequencies (Gauck and Jaeger, 2000) . Here we ask the question of how the temporal modulation of excitatory and inhibitory input is likely to contribute to the control of output spiking.
In a first stimulus set, we used synchronized excitatory AMPA and NMDA (AN s ) and synchronized inhibitory GABA A (G s ) inputs, each consisting of 10 groups of coactivated sets of synapses (see Materials and Methods). To isolate the contribution of temporal information in each pathway we added stimuli, in which either excitation or inhibition was time-invariant, i.e., constant (AN c or G c ) (Fig. 2) . The spike response of a typical cell for a short time segment of these stimuli is shown in Figure 3A . The spike rasters show that spike timing was highly conserved for repeated stimulus presentations within each input pattern, indicating that temporal modulation in either inhibition or excitation can control spiking precisely. When both excitation and inhibition contain an identical level of temporal modulation (i.e., 10 sets of synchronized synapses), the spike pattern much resembles that of inhibitory input alone. Thus, time-variant inhibitory input dominates over time-variant excitatory input under these conditions. This result is quantified in Figure 3C for a set of 25 recorded DCN neurons. The data of the sample neuron shown in Figure 3A are also indicated for comparison (black boxes). The frequency of spiking when only excitation is time-variant is much reduced compared with the other input conditions (Fig. 3B) , although the average input conductances G ex and G in are identical. In addition, the precise spike timing was primarily controlled by fluctuations in inhibition and not excitation, because all input conditions sharing synchronous inhibition resulted in similar spike timing regardless of the presence or absence of synchronous excitation. In Figure 3C and the following figures we identify the contribution of inhibition and excitation to the control of spike timing by analyzing spike timing across repeated stimulus presentations that are either fully identical (e.g., AN s G s ) or are identical only in excitation (e.g., AN s G s vs AN s G c denoted by XAN) or inhibition To separate the influences of excitatory versus inhibitory inputs on the spiking activity of DCN neurons, three stimuli were required in each experiment. A, To isolate the influence of temporal fluctuations caused by synchronously active excitatory input elements, a constant inhibitory conductance (A S G C ) was used. B, Accordingly, a constant excitatory conductance was used to isolate the influence of synchronously active inhibitory inputs (A C G S ). C, In a third stimulus, the excitatory and inhibitory conductance traces were both amplitude-modulated according to the activity of the corresponding input pathway (A S G S ). By comparing the resulting spiking pattern of this stimulus to the responses resulting from A and B, we could separate the influence of each input pathway on spiking even in the mixed input condition. To isolate the effect of each pathway, AN S G C combines synchronized excitatory AMPA-NMDA input with constant inhibitory input (light gray). AN C G S combines exclusively voltage-modulated AMPA-NMDA input with synchronized inhibitory GABA A input (dark gray). AN S G S combines synchronized AMPA-NMDA input with synchronized GABA A input (black). A, Voltage response and corresponding spike raster plots to six stimulus presentations from a typical DCN neuron. B, Spike rate averaged over 25 DCN neurons (bars, mean Ϯ SE) and spike rate averaged over six stimulus repetitions from the individual DCN neuron shown in A (squares, mean Ϯ SD). C, Spike timing precision averaged over 25 DCN neurons (bars, mean Ϯ SE) and spike timing precision averaged over six stimulus repetitions from the sample neuron (squares, mean Ϯ SD). The precision for repetitions of the same stimulus condition (AN S G C , AN S G S , AN C G S ) as well as stimuli identical only for excitation (XAN) or inhibition (XG) are shown (see Results). D, Spike-triggered averages of the excitatory conductance for all three stimuli. The solid lines were calculated from the G ex with voltagedependent NMDA component, whereas the dotted lines were calculated from voltageindependent but otherwise identical versions of G ex that were created, assuming a constant membrane potential of Ϫ40 mV (see Eq. 4). E, Spike-triggered averages of the inhibitory conductance for all three stimuli. The data in D and E are from the same neuron as in A. (AN s G s vs AN c G s denoted by XG) . This analysis shows that the spike timing across the AN s G s and AN c G s conditions with different excitation but identical inhibition (i.e., XG) was mostly identical (Fig. 3C) . To further analyze the input events responsible for spike generation the spike triggered averages (STA) of the excitatory and inhibitory conductances (G ex , G in ) were calculated (Fig.  3D,E) . The STA of G ex started to rise ϳ20 msec before the peak of an action potential when G in was constant (Fig. 3D ,E, solid light gray). When both input streams had synchronized input patterns, the STA of G ex had a shorter time course and was reduced in amplitude (Fig. 3D, solid black) . The STA of G ex was actually very similar to this shape when excitation was exclusively voltagemodulated (Fig. 3D, solid dark gray) . In this case, the modulation of G ex before spiking is entirely attributable to the voltagedependent increase of G NMDA caused by membrane depolarization preceding a spike. A voltage-independent form of G ex was computed for the same excitatory input patterns by assuming a constant feedback membrane potential of Ϫ40 mV. The STA of this voltage-independent G ex was flat for a constant excitatory conductance, of course (Fig. 3D , dashed dark gray). It was also nearly flat when input modulation was present for both excitation and inhibition (Fig. 3D, dashed black) , indicating that in this condition excitation contributes little to the control of spike timing. The STA of inhibitory inputs confirms the dominance of inhibition over excitation, because the average decrease of inhibitory input before spiking is near-identical in the presence or absence of excitatory input modulation (Fig. 3E) . The shape of the STA of G in indicates that a decrease of inhibitory inputs in a short time window of 10 -20 msec reliably triggers spikes, as previously documented (Gauck and Jaeger, 2000) .
The role of input synchronization in controlling output spiking
To examine whether the dominance of inhibition in the control of DCN spiking was dependent on the amount of synchronization present in the inhibitory pathway, we constructed a second stimulus set, in which all inhibitory inputs were firing randomly (G r ). All other stimulus properties remained identical to the conditions described above. In response to this reduction in temporal modulation of inhibition pathways, synchronized excitation was now able to dominate in the control of spiking (Fig. 4) . Again, the precision of spike timing was high in response to all stimuli, but now the spike patterns across conditions were very similar when the excitation remained highly modulated but inhibition differed (Fig. 4C, XAN) . In contrast, identical random inhibition but different excitatory input led to completely different spike patterns (Fig. 4C, XG) . Furthermore, now the spike frequency was low for all stimulus conditions (Fig. 4 B) , indicating that they contained few temporal fluctuations capable of triggering spikes (Fig. 1C,D) . The STAs of G ex were almost identical for the stimuli that had synchronized excitation in common (Fig. 4 D: AN s G c ϭ light gray, AN s G r ϭ black). In contrast, the amplitude of the STA of G r was substantially lowered in the presence of synchronized excitation (Fig. 4 E: AN s G r ϭ black, AN c G r ϭ dark gray) . Nevertheless, it should be noted that random inhibition still made a significant contribution to spike timing in the presence of synchronous excitation (Fig. 4) , whereas synchronized excitation had almost no influence in the presence of synchronized inhibition (Fig. 3) .
Overall, these data show how the relative influence that excitatory versus inhibitory inputs exerted on spike initiation depends on their synchronization level in DCN neurons. Although the level of synchronization was held constant in our experiments within a particular stimulus, the synchronization could change on short time scales in vivo, whereby the control on spike generation could be shifted from inhibitory to excitatory inputs or vice versa. With respect to synaptic integration in DCN neurons, however, it might be of particular interest that the predominant influence on spike generation was exerted by inhibition for identical synchronization levels of excitation and inhibition, which is likely to allow the cerebellar cortex to exert a privileged level of control over DCN spiking.
The role of the NMDA conductance in synaptic integration
One possibility that synaptic integration in the DCN favors inhibition is given by the large component of NMDA conductance, which, because of its slow time course, tends to smooth out the effect of temporal modulation in the excitatory input (Harsch and Robinson, 2000) . To determine the contribution of this effect to the observed results, we constructed additional stimulus sets, in which the NMDA component of excitatory input conductance was replaced by increasing the unitary AMPA conductance to 691 pS. This increase resulted in maintaining the same average amplitude of G ex of 12 nS for all stimulus patterns. . Control of DCN spiking by a combination of synchronized AMPA-NMDA input and random GABA A inputs. AN S G C combines synchronized excitatory AMPA-NMDA input with constant inhibitory input (light gray). AN C G R combines exclusively voltage-modulated excitatory input with random inhibitory GABA A -type input (black). AN S G R combines synchronized AMPA-NMDA input with random GABA A input (dark gray). A, Voltage response and corresponding spike raster plots to six stimulus presentations from a typical recording. B-E, Same analyses as shown in Figure 3 , but for the stimulus set including random instead of synchronized inhibitory inputs (n ϭ 10 neurons recorded).
First, we compared how synchronized excitatory and inhibitory inputs compete in the control of spiking when only AMPA conductance was present in the excitation (A s ). In contrast to the condition of mixed AMPA and NMDA components, excitation now dominated in the generation of action potentials (Fig. 5) . The spike pattern was highly similar for responses to stimuli with synchronous excitation in the presence or absence of synchronous inhibition (A s G s vs A s G c ) but was quite different when the synchronous excitation was removed (A s G s vs A c G s ). The dominant effect of excitation was confirmed by the comparison of spike timing precision within and across conditions (Fig. 5C ). The impact of synchronized excitation was only slightly reduced by synchronized inhibition when compared with constant inhibition. In contrast, the impact of synchronized inhibition was strongly reduced by synchronized excitation (Fig. 5C) . Furthermore, the STA of G ex was almost identical in the absence or presence of synchronized inhibition (Fig. 5D) , and the peak amplitude of the STA of G in was strongly reduced compared with the case of mixed AMPA-NMDA excitation (Fig. 3E) . These effects are likely because of the much-enhanced amplitude of transients in the G ex waveform in the absence of NMDA conductance (Fig.   1C ), which also is likely to account for the overall increase in spike rate, even though the average level of conductances remained identical.
To test whether AMPA excitation would override inhibitory input patterns even when excitatory inputs were not synchronized, we constructed the fourth stimulus set, comparing random AMPA input (A r ) and synchronized GABA A input (G s ). This manipulation overall reduced the spike rate considerably (from 12 Hz for A s G c to 4 Hz for A r G c ), further indicating that transients caused by input synchronization were required for spike generation, even though the subthreshold membrane potential was very close to the spike threshold, and DCN neurons are endowed with persistent inward currents (Raman et al., 2000) . In addition, the spike pattern was very similar between the conditions of random or constant excitation in the presence of synchronized inhibition (Fig. 6) . Therefore, the spike generation was now mostly controlled by the GABA A input, and the roles between excitation and inhibition were reversed compared with the third stimulus set using synchronized excitation. The dominant influence of the GABA A input was confirmed by the corresponding spike timing precision values (Fig. 6C ) and the STAs (Fig. 6 D,E) . The STA of G s (Fig. 6 E) was only slightly changed by switching A r to A c , but the STA of A r (Fig. 6 D) was strongly A S G C combines synchronized excitatory AMPA input with constant inhibitory input (light gray). A C G S combines constant excitatory input with synchronized inhibitory GABA A type input (dark gray). A S G S combines synchronized AMPA input with synchronized GABA A input (black). A, Voltage response and corresponding spike raster plots to six stimulus presentations from a typical recording. B-E, Same analyses as shown in Figures 3 and 4 , but for the stimulus set using synchronous AMPA inputs in the absence of NMDA and synchronous GABA A inputs (n ϭ 9 neurons recorded). Figure 6 . Control of DCN spiking by a combination of random pure AMPA input and synchronized GABA A inputs. A R G C combines random excitatory AMPA input with constant inhibitory input (light gray). A C G S combines constant excitatory input with synchronized inhibitory GABA A -type input (dark gray). A R G S combines random AMPA input with synchronized GABA A input (black). A, Voltage response and corresponding spike raster plots to six stimulus presentations from one DCN neuron. B-E, Same analyses as shown in Figure 5 , but for the stimulus set including random instead of synchronized AMPA inputs (n ϭ 9 neurons recorded).
reduced by switching from G c to G s . Overall, these results confirm that the presence of a strong NMDA conductance in DCN neurons allows the inhibitory input of Purkinje cells to attain a more dominant role in the control of DCN spiking even when the excitation is strongly modulated by synchronous inputs. In contrast, an AMPA-only excitatory input dominates over inhibition, unless the temporal fluctuations in the inhibitory input significantly exceed those of the excitation.
The role of the NMDA voltage dependence in synaptic integration
Beyond the slower time course of NMDA compared with AMPA conductances that can account for the de-emphasis of excitatory input transients as demonstrated above, a key feature of the NMDA conductance is its voltage dependence. Although DCN neurons show only a weakly voltage-dependent NMDA conductance in comparison with other cell types (Anchisi et al., 2001 ), the NMDA current is still much reduced when the membrane potential is hyperpolarized (Fig. 1) . In the recordings presented so far, the NMDA component was always voltage-dependent. To examine the functional significance of this voltage dependence, we constructed additional stimulus sets, in which stimuli with and without voltage dependence in the NMDA conductance were compared. First, we used an excitatory conductance (G ex ) that had a voltage-dependent or independent NMDA component in the presence of synchronized inhibition. To isolate the effects of the NMDA voltage dependence, we used an excitatory conductance that was constant at any given voltage, i.e., was not constructed by summing unitary physiological synaptic inputs (Fig.  1 A,C,D) . Nevertheless the voltage dependence of its NMDA component gave rise to amplitude fluctuations of G ex as soon as V m changed. Therefore we refer to this input as "exclusively voltage-modulated" in the following. Using the same conductance trace but with a fixed V m of Ϫ40 mV in Equation 4 (see Materials and Methods) resulted in the voltage-independent G ex with a constant conductance of 12 nS. Comparing the responses to both stimuli, we isolated the effect of the voltage dependence of the NMDA component. Based on the stimulus construction method to keep the average excitatory conductance at 12 nS (see Materials and Methods), the exclusively voltage-modulated NMDA conductance was identical to the voltage-independent constant conductance at Ϫ40 mV, whereas it was higher or lower for values of V m more depolarized or more hyperpolarized than Ϫ40 mV, respectively. The membrane potential was more hyperpolarized with the exclusively voltage-modulated NMDA conductance during periods of hyperpolarization (Fig. 7.1 A) . Because the excitatory conductance was constant over time for the voltage-independent NMDA input in this stimulus, all spikes were induced by temporary decreases in inhibition (Fig. 7.1 E,F , gray traces). This was also true for the voltage-dependent NMDA input, but in addition, the depolarization caused by decreases in inhibition led to an increase in NMDA conductance because of its voltage dependence (Fig. 7.1 E,F, black traces) . This was accompanied by an increase in spiking during periods of depolarization compared with voltage-independent NMDA conductance ( Fig.  7.1 A) . Thus, NMDA voltage dependence boosted spike initiation much like expected from a persistent depolarization-activated inward conductance. The overall spike rate was increased by the NMDA voltage dependence, and the spike timing precision was not changed (Fig. 7.1 B) . The effect of the NMDA voltage dependence was even more pronounced when the inhibitory inputs contained only smaller temporal transients (Fig. 7.1 E, 7. 2 E, compare black and gray lines), i.e., all 100 inhibitory inputs were activated at random (Fig. 7.2) . In this case the spike rate more than doubled from 1.7 to 5.6 Hz in the presence of exclusively voltage-modulated NMDA input compared with a constant conductance, and the precise spike timing that was lost for the constant conductance was recovered (Fig. 7.2 B) . Of course, the NMDA conductance is usually modulated by temporal patterns in the excitatory input, and therefore we also investigated the effect of voltage dependence in our synchronous excitatory input condition when the inhibition was constant (Fig. 7.3 ). This stimulus was again designed such that voltage-dependent and independent NMDA conductances resulted in the same conductance waveforms for the reference potential of Ϫ40 mV. In the presence of synchronized excitatory input, loss of the NMDA voltage dependence led to a decrease in spike frequency as well as spike precision (compare Figs. 3, 7.3B) . Again, NMDA voltage dependence was boosting the excitatory conductance preceding each spike (Fig. 7.3F ) because of the increasing NMDA conductance as the cell depolarized toward spike threshold.
We further analyzed the data comparing voltage-dependent and voltage-independent NMDA conductances to elucidate the mechanisms underlying the response boosting by NMDA voltage dependence. From the stimulus construction alone, it was clear that a depolarization of more than Ϫ40 mV would lead to a larger NMDA conductance for the voltage-dependent forms. The functional significance for this depolarization-dependent increase in NMDA conductance is clear from the spike-triggered averages (Fig. 7.1C-F, 7 .2C-F, 7.3C-F ) because the presence of NMDA voltage dependence led to a larger increase of G ex before spike threshold was reached (Fig. 7.1 F,7.2 F,7.3F ). Accordingly, extra spikes were generated on average by an additional membrane depolarization of ϳ4 mV that started to develop only ϳ5-10 msec before spike generation (Fig. 7.1 D,7.2 D,7 .3D, thin black traces). Therefore, less pronounced depolarizing inputs (Fig.  7 .1 E, 7.2 E, dotted lines, 7.3F, gray line) were enabled to trigger action potentials by the voltage dependence of the NMDA input. Spikes that were already triggered by input transients in the voltage-independent NMDA condition generally were triggered 1-2 msec earlier in the voltage-dependent condition, as demonstrated by a cross-correlation analysis (data not shown). These findings were common regardless of whether temporal fluctuations of inhibition or excitation dominated, indicating that a common role of NMDA voltage dependence consists of boosting the spike response to input conditions that cause depolarization. Given the DCN circuitry, this signifies that the effect of pauses in Purkinje cell spiking is enhanced by the presence of a baseline of NMDA conductance because of ongoing excitatory input from mossy and climbing fiber collaterals. A second possible contribution to response boosting by NMDA voltage dependence could originate from a deinactivation of sodium channels during periods of hyperpolarization preceding spiking, which were enhanced in the presence of NMDA voltage dependence. The membrane potential at which spikes were triggered was not lowered in the presence of voltage-dependent NMDA conductance, however, as shown by the identical inflection points of STA waveforms of V m in Figures 7.1C, 7 .2C, and 7.3C. Thus, the spike threshold remained constant, which could be caused by an insufficient amount of additional hyperpolarization with voltagedependent NMDA conductance to increase Na channel deinactivation or to a compensatory deinactivation of K channels.
Discussion
Purkinje cells and mossy fibers show ongoing activity in vivo (Eccles et al., 1971; Cazin et al., 1980; Savio and Tempia, 1985; Stratton et al., 1988; van Kan et al., 1993; Gamlin and Clarke, 1995; Matsuzaki and Kyuhou, 1997) . To examine the control of DCN spiking by such an input condition, we used dynamic clamping in vitro to allow complete control over complex input patterns. Based on our previous findings that temporal modulation of inhibitory inputs is very important in triggering spiking (Gauck and Jaeger, 2000) , we examined how temporal modulation of excitation and inhibition may interact. We found that because of the large and slow NMDA conductance in the excitatory input of DCN neurons (Anchisi et al., 2001) , inhibitory input patterns dominated in the control of spike timing. This condition could be reversed, when the temporal modulation in the inhibitory pathway was much less pronounced than that in the excitation. In addition, we found that the voltage dependence of NMDA conductance played a significant role in enhancing spike responses to depolarizing input transients. Such transients were caused either by transient reductions in inhibitory input or by increases in excitatory input.
One important question is whether our findings are relevant for all likely activity patterns in vivo and are not restricted to our somewhat arbitrary manipulation of input patterns consisting of switching between random input and completely synchronized sets of input fibers. We believe that this is the case for the following reasons. First, the range of input conductance waveforms that Figure 7 . Effect of NMDA voltage dependence on spike rate and spike timing precision. 7.1, Comparison of voltage-independent and exclusively voltage-modulated excitatory input in the presence of synchronous inhibitory inputs (n ϭ 25 neurons). 7.2, Comparison of voltage-independent and exclusively voltage-modulated excitatory input in the presence of random inhibitory inputs (n ϭ 10 neurons). 7.3, Comparison of voltage-dependent and independent synchronous excitatory input in the presence of constant inhibitory inputs (n ϭ 9 neurons). The analysis is identical to that used in previous figures, except that STAs of the membrane potential have been added in subpanels C and D. In subpanels C, the analysis was restricted to spikes that occurred both in the presence and absence of NMDA voltage dependence, whereas in subpanels D, the STAs were calculated from spikes that occurred only in the presence of NMDA voltage dependence. The black lines in D show the STAs for the voltage-dependent input, whereas the gray lines show the cross-stimulus STAs for the voltage-independent input. Because the temporal pattern of inputs was identical in both conditions, the cross-stimulus STA shows the subthreshold trajectory for input events that triggered spikes in the voltage-dependent but not the voltage-independent stimulus. The STAs of G in shown in subpanels E were calculated from the same spikes as the STAs in subpanels C (solid lines) and from the same spikes as the STAs in subpanels D (dotted lines). The STAs of G ex shown in subpanels F were calculated from the same spikes as the STAs in subpanels D (solid lines). The calculation of STAs was restricted to spikes with a minimum preceding ISI of 50 msec to avoid contamination of the prespike depolarization with preceding spikes in single trials.
we tested by using different synchronization levels (Fig. 1) contained a broad spectrum of time courses and amplitude transients that likely encompass many conductance waveforms that would also result from other input conditions. Second, the use of highly synchronized input conditions is indicated by a number of publications that point toward possible mechanisms (see Functional considerations below) for the synchronization of Purkinje cell activity (Bower and Woolston, 1983; Pichitpornchai et al., 1994; Cohen and Yarom, 1998; Gundappa-Sulur et al., 1999; Lang et al., 1999; Vos et al., 1999; Yarom, 1999, 2000) . Third, we prefer our construction of input patterns based on summing unitary EPSCs and IPSCs to subjecting neurons to white noise stimuli, because white noise will contain many features not attainable by synaptic conductances and will underrepresent the most common conductance patterns following synaptic inputs. To restrict the input conditions to a manageable number, we decided to omit any specific correlations between excitatory and inhibitory inputs. The space of possible such correlations is extremely large and is ill constrained by experimental data. In the many random conditions of combined excitatory and inhibitory transients in our inputs, we found no evidence for very specific conjunctions needed to control spiking. Rather, spikes were favored generally by any combination of reduced inhibition and increased excitation. For both input streams, individual spikes generally showed a dependence on the preceding waveforms for 10 -20 msec. This specific temporal window of synaptic integration is likely shaped by the active properties of DCN neurons. A recent publication indicates for example that the Hodgkin-Huxley properties of sodium channels might be sufficient to shift the sensitivity of pyramidal neurons dynamically from slower to faster depolarizing input transients depending on the level of input activity (Azouz and Gray, 2003) . The temporal window of synaptic integration preceding spike generation is overall likely to be caused by the precise kinetics of all voltagegated channels present. A pharmacological dissection of the involvement of particular ionic currents was beyond the scope of the present study, however.
The response to cerebellar cortical input in the DCN Based on our results, we propose that DCN spiking is controlled in two ways. First, the relative balance of excitation and inhibition over an extended period of time is important in setting up an average spike frequency (Gauck and Jaeger, 2000) . Second, temporal transients in the inputs caused by presynaptic synchronization in activity are very important in allowing spikes to be triggered at specific times. In fact, when input conductances are completely constant, even a strong excitatory baseline is unlikely to trigger spikes because of the voltage-clamping effect exerted by synaptic conductances (Gauck and Jaeger, 2000) , casting doubt on the relevance of pure rate coding for DCN neurons. In the present study we find that DCN neurons are selective to respond strongly to transients in inhibitory inputs, because excitatory transients are dampened by slow NMDA conductances. The most effective inhibitory transients were brief pauses in inhibitory input, which caused immediate spike responses, as seen by the method of spike-triggered averaging. Spike-triggered averages showed no evidence of spikes after pronounced increases of inhibition, as would be the case with post-hyperpolarization rebound spiking. Rebound spiking, which has been observed in DCN neurons after strong inhibitory transients in vitro in the absence of ongoing excitation (Aizenman and Linden, 1999) , thus played no role in input processing under our input conditions of a continuous balance of excitation and inhibition. Concepts about synchronization-based information processing have been suggested for the cerebral cortex (Abeles, 1991; Diesmann et al., 1999; Singer, 1999; Gray, 1999) , but have focused on excitatory input transients. The basic idea is that cerebral cortical neurons respond selectively to incoming pulse packets of synchronized excitation. The present study indicates that such a mechanism would not necessarily be limited to excitatory inputs, because reductions in inhibitory input create similar input transients in the presence of an excitatory conductance baseline. Interestingly, a depolarization caused by a reduction in conductance is somewhat better suited to trigger a spike than the same depolarization triggered by excitation, because the shunting force of the input conductance is reduced, allowing an easier spike escape caused by voltage-gated currents. Nevertheless, we found that strong excitatory transients could reliably trigger spikes in DCN neurons, even though the excitatory conductance was smoothed out by the large NMDA component.
The role of the NMDA voltage dependence
The voltage-dependent magnesium block of the NMDA input to DCN neurons is rather weak compared with that found in many other neuron types (Kuner and Schoepfer, 1996) , suggesting that it might be of secondary functional significance. To study the contribution of the voltage dependence of the NMDA input to the activity control of DCN neurons, we compared their responses to voltage-dependent and voltage-independent stimuli. The results showed that the spike frequency as well as the spike timing precision were increased by the voltage dependence of the NMDA input. An increase in the spike timing precision was especially large for inhibitory input with a low level of synchronization. This indicates that the presence of the large voltagedependent NMDA component facilitates the impact that GABA A type input can exert on the activity of DCN neurons. Furthermore, the timing of spikes triggered by transient reductions in inhibitory input was almost identical with voltage-independent or voltage-dependent NMDA input, indicating that NMDA enhancement of responses did not impair the fidelity of these responses. Overall, the large weakly voltage-dependent NMDA component of the excitatory input conductance in DCN neurons is thus well suited to enhance DCN spiking caused by decreases in inhibition but not to override the effect of increases in inhibitory input. Although we did not directly test the effect that strongly voltage-dependent NMDA conductances would have in this situation, it seems likely that because of the large NMDA input component, this could lead to a full bistability of DCN neurons and NMDA-induced bursting independent of inhibitory inputs. It is possible that the weak voltage dependence developed to disallow such escapes from cerebellar cortical inhibitory input.
Functional considerations
Taken together our data indicate that excitatory as well as inhibitory inputs can determine the spiking activity of DCN neurons, depending on the presence and strength of rapid fluctuations in the respective input pathway. Given similar levels of fluctuations in both input pathways, the inhibition had privileged control over spike initiation, however. Because of the high convergence of many Purkinje cells onto a single DCN neuron (Palkovits et al., 1977) , a population of Purkinje cells is likely required to show correlated transients in activity for DCN neurons to respond. There are several lines of evidence supporting the notion that populations of Purkinje cells might contain strong correlated transients in activity. First, climbing fiber inputs can be synchronized among large numbers of Purkinje cells, and in turn syn-chronize Purkinje cell complex spiking (Lang et al., 1999) . Mossy fiber input could synchronize Purkinje cell activity via their highly branched projection to multiple areas of granule cells and activating ascending granule cell axons, which have a strong influence on overlying Purkinje cells (Bower and Woolston, 1983; Pichitpornchai et al., 1994; Cohen and Yarom, 1998; GundappaSulur et al., 1999) . Furthermore, not only excitatory but also inhibitory input could synchronize the activity between Purkinje cells (Jaeger et al., 1997; Jaeger and Bower, 1999) . In this respect it is interesting to note that the activity of inhibitory interneurons of the cerebellar cortex has been reported to be synchronized by parallel fiber activity (Vos et al., 1999) and gap junctions (MannMetzer and Yarom, 1999, 2000) . The possibility that strong sensory inputs via the mossy fiber and climbing fiber systems may trigger direct excitatory responses in the DCN is also supported by the present study. Our results suggest that it would be particularly fruitful to monitor large numbers of Purkinje cells and DCN neurons in awake behaving animals with multiwire designs to further elucidate network activity during the control of behavior.
