Reverse engineering in distributed systems is essential to recovering the designs of large and complex distributed systems that evolve often without proper documentation. This paper proposes rules for the automated construction of deadlock-free designs of communication protocols from the execution histories of existing systems, defines the properties of the constructed designs and identifies the conditions for a constructed design to be equivalent to the presumed design implied by the given set of global observations.
INTRODUCTION
Software designs are helpful not only for implementing software systems, but also for software maintenance, e.g. to detect and eliminate errors in a system, to extend the capability of a system, or to adapt a system to different operating environments. Moreover, the developers of a new software system whose functionality contains some of the functionality of an existing system can benefit by using the related part of the design of the existing system. However, up-to-date or complete designs of many existing systems may not always be available. This is due to many reasons, e.g. the system may have been poorly documented or the documentation may be either out-of-date or incomplete, the original developers of the system may not be available, or there may be no one who is intimately familiar with the details of the design of the system.
One of the aims of the reverse engineering [1, 2] is to construct the design of an existing system from its implementation.
In this paper, we consider the reverse engineering of designs of existing distributed systems, in particular communication protocols, from their implementations.
A communication protocol will be modelled by a fixed number of processes communicating with each other by sending and receiving messages over error-free simplex channels. Each process is a protocol entity which is modelled as a communicating finite state machine (CFSM) [3, 4] , and each error-free simplex channel is represented by an unbounded FIFO queue.
The implementation of an existing system from which it is desired to obtain its design may be either source code or executable code. In the case when the source code is used as the input to the reverse engineering process, one can obtain the design by analysing the source code. In this paper, we present our work for the case when the observations of the executions of the executable code are used for obtaining the design of a communication protocol: we start from a given set of observations of the communications among a set of processes, and construct the design of the communication protocol from this set of observations.
Earlier work on the automated construction of designs is focused on the synthesis of designs based on some representation of (partial) requirements [5, 6, 7, 8, 9] or partial designs [10] . These methods relate to the (forward) engineering of the systems rather than their reverse engineering. Among synthesis methods that relate to the reverse engineering are those that consider a given set of observations of an existing implementation [11, 12] . However, these methods start with observations of individual components of the existing system, rearrange events due to some timing considerations, and then utilize a synthesis algorithm. The collection of traces is an important issue which is dealt with using techniques such as global clock maintenance in earlier work [13, 14] . In this paper, we first cast the problem of the automated construction of designs in a formal setting using the characterization of a given non-empty set of system observations as consisting of those observations that represent the periodic functionality of the system. We then present a method for the automated construction of a system design which is trace equivalent to the presumed design implied by the given set of observations.
The designs obtained from the requirements through a manual process usually contain errors, such as deadlocks and unspecified receptions. Similarly, the designs obtained through an automated process may also contain these types of errors [10] . Therefore, either a manual intervention is needed to eliminate the errors [10] , or the automated identification of all errors needs to be carried out via some formal analysis [15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30] on the constructed design. Alternatively, error prevention and elimination can be an integral part of the automated construction of the designs. In this paper, we take this approach and propose a method for constructing automatically an error-free design from a given set O of observations in the context of the CFSM model. Specifically, the proposed method (1) obtains a set of projections of O on each process; (2) forms the initial constructed design consisting of a CFSM for each process; (3) applies a determinization rule, Rule det , to make the constructed design deterministic which removes some errors without introducing new errors; (4) applies a reduction rule, Rule red , to minimize the constructed design which may not contribute to the removal of any error, but does not introduce new errors to the constructed design; (5) applies a negation rule, Rule neg , which uses the additional projections implied by the set of projections of the given set O of observations on each process to eliminate all deadlocks in the constructed design. A referee has pointed to a simpler, automatatheoretic procedure relating to our main result as follows. Given a set O of observations of the communications among a collection of processes in a system: for each process p in the system, compute the set O p of the observations in which only the actions (send and receive) performed by p are present; build a finite state automaton accepting the language(O p ) * ; determinize it; and minimize it with respect to language equivalence. Such a procedure would yield a design free from design errors, provided that the given set of observations is complete with respect to the functionality of the system. However, since the set of observations comes from the executions of a system implementation, this completeness assumption is very strong and it may not hold for practical systems. Without making such an assumption, the method proposed in this paper constructs an error-free design from a given set of observations. The rest of the paper is organized as follows. Section 2 introduces the terminology and notation used throughout the paper. In Section 3, we show the construction of the design of a system from a given set of observations. Section 4 addresses the issue of minimization of the constructed designs with possible determinization applied. In Section 5, we present a technique to obtain deadlock-free designs by utilizing the additional (implied) observations. We give our concluding remarks in the last section.
PRELIMINARIES
We consider a communication protocol (or protocol for short) as a fixed number of processes communicating with each other by sending and receiving messages over error-free simplex channels. Each process is a protocol entity which is represented by a communicating finite state machine (CFSM), and each error-free simplex channel is represented by an unbounded FIFO queue. In a protocol, we use binary relation (i, j ) to denote the existence of a simplex channel from process i to process j , and we use M i,j to denote all messages that can be put onto it. For convenience, we assume that the messages in different channels are all distinct.
DEFINITION 2.2. (Communication protocols)
The (global) state of a protocol is composed of a (local) state of each process and a content of each channel. The evolution of a protocol is described in terms of the transitions from one (global) state to another. Such transitions are built up on the basis of the transitions of each process, taking into account their effects on the contents of related channels. We use a (possibly empty) string of messages to denote the content of a channel. We use |ω| to denote the length of a string ω and we will assume the following functions on strings:
(1) del(ω) (|ω| ≥ 1) returns the string resulting after the first element of ω is deleted; (2) ins(ω, m) returns the string resulting after m is appended at the end of ω;
Initially, each process is in its initial state, and all channels are empty, denoted by empty string ε. Thus, the initial (global) state is the state where all processes are in their initial states, and all channels are empty. 
R will denote the reachable global state space of a protocol P . Clearly, R of P ⊆ S of N of P since R contains only those states in S that are reachable. Moreover, for an s ∈ R: 
An unspecified reception is a reachable global state s where the head of an incoming channel cannot be consumed by the related process at s and at all reachable global states succeeding s. [1] −−−−−→ / , and
In this paper, we consider deadlock states and unspecified reception states. We will use error state for a shorthand of deadlock state or unspecified reception state. We will call a protocol or its design error-free if none of the states in its reachable global state space is an error state.
OBTAINING PROTOCOLS FROM OBSERVATIONS
By monitoring the behaviour of the implementation of a protocol during its execution, we can observe (or deduce) a (possibly infinite) sequence of events (i.e. transmission or reception of messages), ordered according to their time of occurrences. The global observations reflect the functionality of a communication protocol in terms of sequences of events that occur during the execution of the protocol. We assume that the functionality of the implementation is periodic, i.e. global observations start from and end at the initial global state. This is due to the fact that, for most communication protocols, the functionality is described by sequences that start and terminate at the initial system state and thus at the initial states of the component CFSMs. We also assume that the executions are monitored by someone who is familiar with the functionality of the implementation, so that the periodicity can be recognized.
DEFINITION 3.1. (Global observations) A global observation is a sequence of events of a protocol that starts from and ends at the initial global state without crossing over the initial state of any of the component processes.
Given a global observation o, we can derive proj(o, i), the projection of o on process i:
Here we use +m i,j to denote the observation of the event that process j receives message m from process i, and −m i,j the observation of the event that process i sends message m to process j . proj(o, i) reflects the sequence of events within the global observation o that are related to process i. The proposition given below follows from the definition of the global observations. Note that proj(o, i) is analogous to a unilogue [30] of process i in the presumed design. Moreover, when the number of the processes in the protocol is two, (proj(o, 1), proj(o, 2)) is in fact a duologue [30] in the presumed design, and o is simply an occurrence (i.e. successful execution) of this duologue. Furthermore, when the number of processes in the protocol is greater than two, (proj(o, 1), . . . , proj(o, n)) is a multilogue [31] in the presumed design.
Consequently, given a nonempty set
We shall construct the protocol design starting from a given set of global observations. Without loss of generality, we will assume that the given set of observations does not contain empty strings. Suppose that an implementation of a protocol P , consisting of n processes, and a set O of global observations of this implementation are given. Let PD(O) denote the error-free presumed design that is implied by the given set O of global observations and seq(P ) denote the set of all occurrences (i.e. successful executions) of multilogues in P . Then the problem that will be studied in this paper is to derive a constructed design CD(O) such that CD(O) is error-free and seq(CD(O)) ⊆ seq(PD(O)). This set inclusion refers to well-known trace-equivalence semantics [32] which will be used throughout the paper to show that the constructed design preserves the semantics of the presumed design implied by the given set of global observations. Towards a solution of this problem, we use proj(O, i) of unilogues over O for process i, for i = 1, . . . , n, to construct the CFSM of process i.
Let L be a set of channels among n processes, M a set of legal messages exchanged over the channels in L, and O a given set of global observations. In the following, we use
) where for i = 1, . . . , n, T i is the CFSM over proj(O, i) as defined in Definition 3.2. EXAMPLE 3.1. Consider a protocol with two processes P 1 and P 2 and two channels between them. Let the set of global observations obtained from the implementation of the protocol be 
Occurrences of the multilogues in the constructed design
It is instructive to compare the occurrences of the multilogues in the constructed design with those in the presumed design. It follows from the construction of CD 0 (O) that each unilogue in a process of CD 0 (O) is in fact a unilogue in the same process of PD(O). As an immediate fact, we have the following proposition.
Now we consider the situations when we can obtain the equation in the above proposition. PROPOSITION 3.3. Let P 1 and P 2 be two protocols.
(1) If for each i (1 ≤ i ≤ n), the set of unilogues in P 1 for process i is equal to the set of unilogues in P 2 for the same process i, then seq(P 1 ) = seq(P 2 ); (2) If the set of multilogues in P 1 is equal to the set of multilogues in P 2 , then seq(P 1 ) = seq(P 2 ).
Proof. For (1), given an occurrence ρ of a multilogue (u 1 , . . . , u n ) in P 1 , there are unilogues u 1 , . . . , u n in the processes 1, . . . , n respectively in P 1 . Since these unilogues also exist in processes 1, . . . , n respectively in P 2 , we also have ρ in seq(P 2 ). So seq(P 1 ) ⊆ seq(P 2 ). Similarly, seq(P 2 ) ⊆ seq(P 1 ). For (2), let there be a multilogue (u 1 , . . . , u n ) in the set of multilogues in P 1 , such that ρ is an occurrence of this multilogue. Since this multilogue also exists in the set of multilogues in P 2 , we also have ρ in seq(P 2 ). So seq(P 1 ) ⊆ seq(P 2 ). Similarly, seq(P 2 ) ⊆ seq(P 1 ). 
The following proposition shows a characterization of the set of global observations when the set of occurrences of multilogues in the constructed design is equal to the set of occurrences of multilogues in the presumed design. Proof. To simplify the proof, we consider two-process protocols. The proof for multi-process protocols can be analogously given.
∀σ ∈ seq(PD(O)), there exists a duologue (A, B) in PD(O) such that σ is one of its occurrences. By the condition, ∃o ∈ O such that o is an occurrence of (A, B).
On the other hand, we know that seq(CD 0 (O)) ⊆ seq(PD(O)) (Proposition 3.2). So the result follows.
Errors in the constructed design
Like the designs constructed by a manual process from the requirements, the designs constructed through an automated process from a given set of observations may contain design errors such as deadlocks and unspecified receptions. Within this context, it is important to note that CD 0 (O) may contain errors even if PD(O) is error-free. There are two sources that cause the errors in CD 0 (O), the nondeterminism of CD 0 (O) and the incompleteness of the given set O of global observations. We show below typical instances where the errors (unspecified reception and deadlock respectively) in CD 0 (O) come from the nondeterminism of the CFSMs in CD 0 (O). EXAMPLE 3.3. Consider a protocol with two processes P 1 and P 2 and two channels between them. Figure 3 shows the presumed design of this protocol. From the existing implementation of this protocol, suppose that we obtained proj(O, 2) respectively. The presumed design is error-free, while CD 0 (O) contains an unspecified reception error: if P 1 sends x to P 2 entering state r 3 , and P 2 receives this message and sends z to P 1 , entering state t 2 then the global state reached (r 3 , t 2 , , z) is an unspecified reception state. Figure 5 gives a protocol with the same set of unilogues of each process as that of the protocol in Figure 4 . While the protocol in Figure 4 is nonderministic and contains an unspecified reception error, the protocol in Figure 5 is deterministic and error-free. EXAMPLE 3.4. Consider a protocol with two processes P 1 and P 2 and two channels between them. Figure 6 shows the presumed design of this protocol. From the existing implementation of this protocol, suppose that we obtained
The constructed design shown in Figure 7 contains a deadlock: if P 1 sends x to P 2 entering state r 3 , and P 2 receives this message and enters state t 
reached (r 3 , t 1 , , ) is a deadlock state. By eliminating the nondeterminism in the CFSMs of the constructed design, we obtain the protocol in Figure 6 which is deadlock free.
Nondeterminism is not the only cause of the errors in the constructed designs. EXAMPLE 3.5. Assume that a presumed protocol is the one in Figure 8 , which is error-free. By executing its implementation, suppose that we obtain only In the following, we discuss the situation when the errorfreeness in the presumed design implies the error-freeness
in the constructed design. As we have mentioned, there are two sources which cause the presence of errors in the constructed design even if the presumed design is errorfree: nondeterminism and incompleteness of observations. The latter can cause the errors in the constructed design only when there are collisions in the presumed design.
Here, collision means that two processes may send messages concurrently. Some applications, typically the client/server models, are without collisions. Below, we show that, if the presumed design is free from collision, i.e. at each global state, there is only one process that is able to send messages, then the constructed design is free from errors as long as it is deterministic. Let σ be a sequence of events. The negation of σ , denoted byσ , is defined as
PROPOSITION 3.5. If PD(O) is error-free and free from collisions, and the constructed design CD(O) is deterministic, then CD(O) is free from errors.
Proof. To simplify the proof, we consider two-process protocols. The proof for multi-process protocols can be analogously given. When PD(O) is not free from collisions, it is possible that the presumed design is error-free while the deterministic constructed design contains errors. Now we show that, if the presumed design is error-free while the constructed design contains errors, and the constructed design is deterministic, then there are unilogues and execution sequences in the 
MINIMIZATION OF THE CONSTRUCTED DESIGN
In this section, we introduce three rules to improve this originally constructed design in terms of reducing the number of states of its CFSMs and in terms of reducing (or if possible, eliminating) the deadlock and unspecified reception states. We will use constructed design for either CD 0 (O) or any design derived from it by applying rules introduced in this paper. The first two rules, namely Rule det and Rule red are determinization and reduction rules which differ from the well-known automata reduction algorithms [33] in that (a) these rules apply to tree-like CFSMs rather than string automata and (b) these rules consider the initial state as the only acceptance state. The third rule introduced in this paper, namely Rule neg , is the negation rule. 
Determinization rule
In the CFSMs in CD 0 (O), except for the initial state, each state has exactly one incoming edge. We call this kind of CFSM tree-like CFSM. Rule det applies only to these treelike structures.
Let
(1) remove s 3 from S; (2) remove s 1 µ − → s 3 from →;
Algorithm 1 shows an algorithm that applies Rule det . In this algorithm, Q is a queue of states. It is easy to see that it takes O(v × e 2 ) time to apply Rule det to a CFSM T in CD 0 (O). Here v is the number of states in T , and e is the maximum number of outgoing edges from the states in T .
In the following, we use R det (P ) to denote the protocol derived from P by applying Rule det . EXAMPLE 4.1. Figure 5 As we have mentioned, Rule det can help in removing error states. The CFSMs in Figure 5 are obtained by applying Rule det to those in Figure 4 . The protocol in Figure 4 contains an unspecified reception error while the one in Figure 5 does not. Another example is that the reachable global state space of the protocol in Figure 7  contains a deadlock state (r 3 , t 1 , , ) . By applying Rule det to the CFSMs, we obtain the protocol in Figure 6 which is deadlock free.
While Rule det sometimes help reducing error states, it does not introduce new errors. Proof. To simplify the proof, we consider two-process protocols. The proof for multi-process protocols can be analogously given.
Let (1 ≤ i ≤ m) , and through the same states in T 2 . Thus, (r, t, ω 1,2 , ω 2,1 ) is also reachable in R of P 1 .
Furthermore, for any µ ∈ E M , r, r ∈ S 1 , r = s 3 
) is an error state in R of P 2 implies it is an error state in R of P 1 .
Finally, if R det (P ) is obtained from P by applying Rule det , we can repeatedly use the above argument to conclude that if (r, t, ω 1,2 , ω 2,1 ) is an error state in R of R det (P ), then it is an error state in R of P .
Reduction rule
It is observed that we may reduce the number of states in CD 0 (O) in addition to the reduction obtained by Rule det . This is achieved by Rule red :
(1) remove s 2 from S; (2) remove s 2 µ − → s from → for any s ∈ S and µ ∈ E M ;
Algorithm 2 shows an algorithm that applies Rule red . To apply Rule red to a CFSM T in R det (CD 0 (O) to consider each pair (s 1 , s 2 ) of states in T , and compare each outgoing edge from s 1 with each outgoing edge from s 2 . So totally it takes O(v 2 × e 2 ) time to apply Rule red to T . Here v is the number of states in T , and e is the maximum number of outgoing edges from the states in T .
In the following, we use R red (P ) to denote the protocol derived from P by applying Rule red . EXAMPLE 4.2. Figure 3 shows the R red (R det (CD 0 (O))) for the R det (CD 0 (O)) given in Example 4.1 (see Figure 5 ).
Using Proposition 3.3, we know that by applying Rule red to the constructed design, we do not introduce new execution sequences. COROLLARY 4.2. We have
Proof. (1) is a direct consequence of Proposition 3.3 since Rule red does not change the set of unilogues in each of the CFSMs in the protocol. According to (1) , Proof. Again, to simplify the proof, we consider twoprocess protocols. The proof for multi-process protocols can be analogously given.
Let Similarly as in the proof of Proposition 4.1, we can conclude that for any r (r = s 2 ), t, ω 1,2 , ω 2,1 ,
Now:
• for any µ ∈ E M , r ∈ S 1 where r = s 2 , r µ − → r in ) is an error state in R of P 2 implies it is an error state in R of P 1 ;
• for any µ ∈ E M , r ∈ S 1 , r µ − → r in P 2 implies r µ − → r in P 1 , so, according to (2) , (r, t, ω 1,2 , ω 2,1 ) is an error state in R of P 1 implies it is an error state in R of P 2 ;
• for any µ ∈ E M , r ∈ S 1 , s 1 µ − → r in P 2 implies
So far, by merging s 2 to s 1 , no error is removed and no error is introduced.
Finally, if P 2 is obtained from P 1 by applying Rule red , we can repeatedly use the above argument to draw the same conclusion.
ELIMINATING ERRORS IN THE CONSTRUCTED DESIGN
If the presumed design is not free from collisions, R red (R det (CD 0 (O))) may still contain errors. Figure 10 shows a constructed design with the above rules no more applicable. It can be easily seen that the reachable global state space of this protocol contains a deadlock state, i.e. (r 2 , t 2 , , ) . According to what we have discussed so far, since Rule det has been applied, such errors can only come from the incompleteness of the observations, so we need to execute the implementation again to collect more global observations. Alternatively, we can also provide some rules to modify the constructed design. Rather than the previous two rules which mainly intend to reduce the number of states in the constructed design, here we would like to have some rules to eliminate the errors.
In the following, we introduce Rule neg , which uses the negation of the derived unilogues to eliminate the deadlocks in the constructed design.
Let pos(ω) denote the sequence of all the events of receiving messages in ω in the same order, and neg(ω) the sequence of all the events of sending messages in ω in the same order, i.e.
We apply Rule neg to tree-like CFSMs. For each treelike CFSM, the sequence of events between s 0 and s (without passing s 0 twice) is unique. We use neg(s) and pos(s) to denote the sequences of sending and receiving events respectively from s 0 to s (without passing s 0 twice). Note that CD 0 (O) and R det (CD 0 (O)) contain only tree-like CFSMs.
Let P be a given protocol with two CFSMs T 1 and T 2 We will use R neg (P ) to denote the protocol obtained from P by applying Rule neg . EXAMPLE 5.1. Figure 11 shows the protocol derived by applying Rule neg on the protocol in Figure 10 . Note that while the protocol in Figure 10 contains a deadlock, the protocol in Figure 11 is free from errors.
In general, by applying Rule neg , we can eliminate all the deadlocks in the constructed design. Note that the application of Rule neg adds some unilogues to the constructed design. These unilogues may or may not be present in the presumed design. So generally speaking, Rule neg may add occurrences of new multilogues in seq(R neg (P )). These executions may have never been included in the given set of observations obtained from the implementation of P . However, a good design very often includes the negations of all the unilogues of one CFSM into the other CFSM, because a unilogue and its negation in two distinct processes usually reflect one of the correct functionalities of the protocol.
Algorithm 3 shows an algorithm that applies Item ( * ) in Rule neg to tree-like CFSMs. Here l is the maximum length of unilogues in the given CFSM. We calculate C(r, t) for any two states r and t that have the same steps reachable from s 0 . C(r, t) contains the information on the comparison of the sending and receiving messages in the history of r and t. In general, C(r, t) is a quadruple (ω is an empty string ( ), then r and t should not be merged. Furthermore, since the given CFSM is tree-like, we also know that we should not merge any two states that are descendants of r and t respectively, so in such a situation we assign 'stop' to C(r, t).
Similarly, ω − 1 and ω − 2 contain the information on the comparison of the receiving messages in the history of r and t. It is obtained from neg(r) and neg(t) by removing the common string at the beginning, starting from the first event that neg(r) and neg(t) differ. Similarly to the above, if neither ω
is an empty string, we assign 'stop' to C(r, t).
2 are all empty strings, then r and t should be merged.
The algorithm works in this way: when we calculate C(r, t) where r and t are k-step reachable from s 0 , we make use of the previously calculated C(r , t ) for some r and t that are (k − 1)-step reachable from s 0 . Since the given CFSM is tree-like, we can choose arbitrarily states r and t as long as r and t are one-step reachable from r and t respectively.
Let 
CONCLUSIONS AND FINAL REMARKS
We have proposed rules for the automated construction of deadlock-free designs from a given set of execution histories. We have defined the properties of the constructed designs and identified the conditions for a constructed design to be equivalent to the presumed design implied by the given set of execution histories both in terms of semantics and the absence of design errors.
We have introduced Rule det and Rule red mainly to reduce the number of states in the constructed design. Sometimes, Rule det also helps us remove the errors in the constructed design, but Rule red does not contribute to the reduction of error states. The use of Rule det and Rule red is safe, in the sense that they do not change the set of multilogues. Since Rule red does not preserve the tree-like structure in the CFSMs, and Rule det can only be applied to CFSMs with such a structure, Rule red should not be applied before Rule det .
We have introduced Rule neg to remove all the deadlock states in the constructed design. The use of this rule is restricted to two-process protocols. Moreover, this rule can only help us remove deadlock states; it does not handle the unspecified reception. Thus, this rule should be used with prudence, and unspecified reception freedom needs to be incorporated into the constructed designs by means of additional rules. The automated construction of unspecified reception-free designs is an open problem.
An interested reader might have observed that one could have formulated another rule that would reduce the number of states in the CFSMs in the constructed design according to Item ( * ) in Rule neg . This turns out to be a more general rule than Rule det but its application can be shown to be ineffective in eliminating all the deadlocks in the constructed design.
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