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Integrable Systems
Idrisse Khemar
Abstract.
In this paper we give a geometrical interpretation of all the second elliptic in-
tegrable systems associated to 4-symmetric spaces. We first show that a 4-
symmetric space G/G0 can be embedded into the twistor space of the corre-
sponding symmetric space G/H . Then we prove that the second elliptic system
is equivalent to the vertical harmonicity of an admissible twistor lift J taking
values in G/G0 →֒ Σ(G/H). We begin the paper with an example: G/H = R4.
We also study the structure of 4-symmetric bundles over Riemannian symmetric
spaces.
MSC: 53C21; 53C28; 53C35; 53C43; 53C30
Keywords: Twistors; 4-symmetric spaces; symmetric spaces; integrable sys-
tems; vertically harmonic maps.
Introduction
The first example of second elliptic integrable system associated to a 4-symmetric
space was given in [7]: the authors showed that the Hamiltonian stationary
Lagrangian surfaces in C2 are solutions of one such integrable system. Later
they generalized their result to complex two-dimensional Hermitian symmetric
spaces, [9]. In [12], we presented a new class of geometric problems for surfaces
in the Euclidean space of dimension 8 by identifying R8 with the set of octo-
nions O, and we proved that these problems are solutions of a second elliptic
integrable system. Using the left multiplication in O by the vectors of the canon-
ical basis of ImO we defined a family {ωi, 1 ≤ i ≤ 7} of canonical symplectic
forms in O. This allowed us to define the notion of ωI-isotropic surfaces, for
I & {1, ..., 7}. Using the cross-product in O we defined a map ρ : Gr2(O)→ S6
from the Grassmannian of planes in O to S6. This allowed us to associate to
each surface Σ in O a function ρΣ : Σ→ S6. In the case of ωI -isotropic surfaces,
ρΣ takes values in a subsphere S
I = S(⊕i/∈I,i>0Rei) ≃ S
6−|I|. We showed that
the surfaces in O such that ρΣ is harmonic (ρ-harmonic surfaces) are solutions
of a completely integrable system S. More generally we showed that the ωI-
isotropic ρ-harmonic surfaces are solutions of a completely integrable system
SI . Hence we built a family (SI) indexed by I, of set of surfaces solutions of
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an integrable system, all included in S = S∅, such that I ⊂ J implies SJ ⊂ SI .
Each SI is a second elliptic integrable system (in the sense of C.L. Terng). This
means that the equations of this system are equivalent to the zero curvature
equation :
dαλ +
1
2
[αλ ∧ αλ] = 0,
for all λ ∈ C∗, and where αλ = λ−2α′2 + λ
−1α−1 + α0 + λα1 + λ
2α′′2 .
By restriction to the quaternions H ⊂ O of our theory we obtain a new class of
surfaces: the ωI -isotropic ρ-harmonic surfaces in H. Then ρ(Gr2(H)) = S2 and
|I| = 0, 1 or 2. For |I| = 1 we obtain the Hamiltonian Stationary Lagrangian
surfaces in R4 and for |I| = 2, the special Lagrangian surfaces. By restriction
to ImH, we obtain the CMC surfaces of R3.
Besides, in [13], we found a supersymmetric interpretation of all the second
elliptic integrable systems associated to 4-symmetric spaces in terms of super
harmonic maps into symmetric spaces. This led us to conjecture that this system
has a geometric interpretation in terms of surfaces with values in a symmetric
space, such that a certain associated map is harmonic as this is the case for
Hamiltonian stationary Lagrangian surfaces in Hermitian symmetric spaces or
for ρ -harmonic surfaces of O.
In this paper we give the answer to this conjecture. More precisely, we give
a geometric interpretation – in terms of vertical harmonic twistor lifts – of all
the second elliptic integrable systems associated to 4-symmetric spaces. Indeed
given a 4-symmetric space G/G0, and its order four automorphism τ : G→ G,
then the involution σ = τ2 gives rise to the symmetric spaceG/H , withH = Gσ.
Then we prove that the second elliptic integrable system associated to the 4-
symmetric space G/G0 is exactly the equation of vertical harmonicity for an ad-
missible twistor lift in G/H . More precisely, given a 4-symmetric space G/G0,
and its associated symmetric space G/H , then G/G0 is a subbundle of the
twistor space Σ(G/H). We prove that the second elliptic integrable systems as-
sociated to G/G0, is the system of equations for maps J : C→ G/G0 ⊂ Σ(G/H)
such that J is compatible with the Gauss map ofX : C→ G/H , the projection of
J into G/H , i.e. X is J-holomorphic (admissible twistor lift), and such that J is
vertically harmonic. We prove also that an admissible twistor lift J : C→ G/G0
is harmonic if and only if it is vertically harmonic and X : C → G/H is har-
monic.
We begin the paper with an example: R4. This case was just mentioned briefly
at the end of [12] as a restriction of the difficult problem in O. In this paper
we study this problem independently and in detail. However, we also present a
formulation of this problem in terms of twistor lifts which seems to be the ap-
propriate formulation. Besides, in dimension 4 we have unicity of the twistor lift
(in Σ+(G/H) and Σ−(G/H) respectively) so we are in this case in the presence
of a theory of surfaces (and not, as in the general case, a theory of twistor lift).
Hence we can speak about ρ-harmonic surfaces in this dimension (which are ex-
actly the solutions of the second elliptic integrable system). In our work we are
led to prove some theorems on the structure of 4-symmetric bundles. Indeed we
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want to answer the following questions. Given a Riemannian symmetric space,
do there exist 4-symmetric bundles over it? In other words, does its twistor bun-
dle contain 4-symmetric subbundles, and if yes, how can we characterize these
4-symmetric components? are they isomorphic? How are they distributed in the
twistor space ? Do they form a partition of the twistor space? The 4-symmetric
spaces have been classified (at least in the compact case, see [11, 16]). However,
our point of view is different: we want to keep an intrinsic point of view as
long as possible, therefore we deal with the Riemannian symmetric space and
a (locally) 4-symmetric bundle defined over it, and we try to forget as much as
possible the order four automorphism of the Lie algebra. Our aim is to give a
formulation of our problem which is as general and intrinsic as possible. For
example, our definition of vertical harmonicity holds for any Riemannian man-
ifold. Moreover we prove the following characterization: to define a (locally)
4-symmetric bundle over M is equivalent to give ourself J0 ∈ Σ(Tp0M), an
(orthogonal) almost complex structure in Tp0M , which leaves invariant the cur-
vature. We obtain the following picture: the submanifold of the twistor bundle
leaving invariant the curvature is the disjoint union of all the maximal (locally)
4-symmetric subbundle, which are orbits (under the action of some subgroups
of Is(M)). Each isomorphism class of orbits defines a different second elliptic
integrable system.
Our paper is organized as follows. In Section 1 we deal with the ρ-harmonic
surfaces in R4. Section 2 contains our main result: the interpretation of the
second elliptic integrable systems associated to a 4-symmetric space in terms
of vertical harmonicity of an admissible twistor lift. Then Sections 3 and 4 are
devoted to the study of the structure of 4-symmetric bundles over symmetric
spaces. The last Section presents some examples of 4-symmetric bundles.
1 ρ-harmonic surfaces in H
1.1 Cross product, complex structure and Grassmannian
of planes in H
We consider the space R4 = H with its canonical basis (1, i, j, k) (which we
denote also by (ei)0≤i≤3). Let P = q ∧ q′ be an oriented plane of H (itself
oriented by its canonical basis) then there exists an unique positive complex
structure1 IP ∈ Σ+(P ) on the plane P . It is defined by IP (q) = q′, IP (q′) = −q
if (q, q′) is orthogonal. Next, we can extend it in an unique way to a positive
(resp. negative) complex structure in H = P ⊕ P⊥, J+P (resp. J
−
P ) given by
J+P = IP ⊕ IP⊥
J−P = IP ⊕−IP⊥ (1)
1In all the paper, for any oriented Euclidean space E, Σ(E) = {J ∈ SO(E)|J2 = −Id},
and Σ(M) denotes the twistor bundle of the Riemannian manifold M .
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(P⊥ is oriented so that = P ⊕ P⊥ is positively oriented). Hence we obtain a
surjective map:
J+ : Gr2(H) → Σ+(H)
q ∧ q′ 7→ J+q∧q′
(2)
Gr2(H) being the Grassmannian of oriented planes in H, and in the same way
a surjective map J− : Gr2(H)→ Σ−(H).
Besides, we have
J+q∧q′ = Lq×Lq′ =
1
2
(Lq′Lq − LqLq′),
where q×Lq′ = −Im (q · q′) = Im (q′ · q) is the left cross product (it is a bilinear
skew map from H×H to ImH). Indeed, if (q, q′) is orthonormal then q×Lq′ =
−q · q′ ∈ S(ImH) so Lq×Lq′ is a complex structure in H and it is positive
(because {Lu, u ∈ S2} is connected and Li ∈ Σ+(H) because (1, Li(1), j, Li(j))
is positively oriented). Moreover if (q, q′) is orthonormal then Lq×Lq′(q) =
(q′q)q = q′. Hence Lq×Lq′ = J
+
q∧q′ . Thus we obtain a diffeomorphism:
Σ+(H)
∼
−→ S2
J 7−→ J(1)
. (3)
Under this identification, the map (2) becomes
ρ+ : Gr2(H) → S2
q ∧ q′ 7→ q ×L q′ .
We can do the same for Σ−(H). We obtain that J−q∧q′ = Rq×Rq′ = −Rq×Rq′ =
1
2 (Rq′Rq − RqRq′), where q×Rq
′ = −Im (q · q′) = Im (q′ · q) is the right cross
product (it is a bilinear skew map from H×H to ImH). Then we have the same
identification between Σ−(H) and S2, as in (3). Under this identification J−
becomes
ρ− : Gr2(H) → S2
q ∧ q′ 7→ q ×R q′ .
1.2 Action of SO(4)
Recall the following 2-sheeted covering of SO(4):
χ : S3 × S3 → SO(4)
(a, b) 7→ LaRb
and set Spin(3)+ = {La, a ∈ S3}, Spin(3)− = {Rb, b ∈ S
3}, then SO(4) =
Spin(3)+Spin(3)− = Spin(3)−Spin(3)+. We have the two following represen-
tations of Spin(3)ε:
χ+ : La 7→ inta = LaRa ∈ SO(ImH), χ
− : Rb 7→ intb = LbRb ∈ SO(ImH).
Then the map ρε is Spin(3)-equivariant: for all q, q
′ ∈ H, g = LaRb ∈ SO(4),
(gq)×L (gq′) = a(q ×L q′)a = inta(q ×L q′)
(gq)×R (gq′) = b(q ×R q′)b = intb(q ×R q′).
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Hence we have ∀g ∈ SO(4),
ρε(g(q ∧ q
′)) = χεg(ρε(q ∧ q
′))
(where we have extended χε to SO(4) in an obvious way: χ+(LaRb) = χ
+(La),
χ−(LaRb) = χ
−(Rb)). Besides the map J
ε is also Spin(3)-equivariant, in other
words the identification (3) is Spin(3)-equivariant:
∀g ∈ SO(4),
gJ+q∧q′g
−1 = LaRb Lq×Lq′ RbLa = La(q×Lq′)a−1 = J
+
g(q∧q′) .
The action of Spin(3)+ = SU(R4, Re) (resp. Spin(3)− = SU(R4, Le)) on
Σ−(H) (resp. Σ+(H)) is trivial. Hence SO(4) acts on Σε(H) only by its compo-
nent Spin(3)ε (in the same way it acts on S
2
ε only by its component Spin(3)ε
via χε). In fact, the equality gJ+q∧q′g
−1 = J+g(q∧q′) results immediately from
the definition of J+q∧q′ and the fact that g is a positive isometry. This natural
equality which is equivalent to what we called the fundamental property in [12]:
(gq)× (gq′) = χg(q × q′), is characteristic of dimension 4: in this case it is pos-
sible to associate in a natural way (which depends only on the metric and the
orientation) to each plane a complex structure, which is not possible in higher
dimension. In dimension 8, we must choose an octonionic structure in R8 to do
that (see [12]).
1.3 The Grassmannian Gr2(H) is a product of spheres
Theorem 1 The map
ρ+ × ρ− : Gr2(H) → S2 × S2
q ∧ q′ 7→ (q ×L q′, q ×R q′)
is a diffeomorphism.
Proof. SO(3) × SO(3) acts transitively on S2 × S2 so SO(4) acts transitively
on S2 × S2 via χ+ × χ−, thus ρ+ × ρ− is surjective.
Let e ∈ S(ImH), g = LaRb, g
′ = La′Rb′ ∈ SO(4) then we have
2
ρ+ × ρ−(g(1 ∧ e)) = ρ+ × ρ−(g′(1 ∧ e)) ⇐⇒ (aea−1,−beb−1) = (a′ea′
−1
,−b′eb′−1)
⇐⇒ a′−1a, b′−1b ∈ S1(e)
=⇒ (La′Rb′)
−1(LaRb)(1 ∧ e) = 1 ∧ e
=⇒ g(1 ∧ e) = g′(1 ∧ e).
Hence, since SO(4) acts transitively on Gr2(H), we have proved that ρ+ × ρ−
is injective and that
ρ+ × ρ−(g(1 ∧ e)) = ρ+ × ρ−(g
′(1 ∧ e))⇐⇒ (a′
−1
a, b′
−1
b) ∈ S1(e)× S1(e)
2setting S1(e) = {cos θ + sin θ e, θ ∈ R},
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(in the previous sequence of implications, the last proposition implies the first
one so all the propositions are equivalent). This completes the proof. 
As it is the case in [12], it is useful here to introduce a function ρ˜ε on Spin(3)ε
corresponding to ρε: we define ρ˜εe : Spin(3)ε → S
2 by ρ˜εe(g) = χ
ε
g(e) (where
e ∈ S(ImH) = S2), i.e. under the identification Spin(3)ε = S3 we have ρ˜εe(a) =
inta(e) = aea
−1, which is nothing but the Hopf fibration S3 → S3/S1(e). If
ρε(e1 ∧ e2) = e then ρ˜εe(g) = ρε(g(e1 ∧ e2)). In the following, we will forget
the index e. Hence, if we take e1 ∧ e2 such that ρε(e1 ∧ e2) = e for ε = ±1 (i.e.
e1 ∧ e2 = (1∧ e)⊥ which means also that (e, e1, e2) is a direct orthonormal basis
of ImH) then we have the following commutative diagram:
S3 × S3
χ
−−−−→ SO(4)
ρ˜+×ρ˜−
y y g↓
g(e1∧e2)
S2 × S2
≃
←−−−−−
ρ+×ρ−
Gr2(H)
Let us now consider the restriction to ImH = R3 of this diagram. First the uni-
versal covering Spin(3)→ SO(3) is obtained by restriction to ∆3 = {(a, a), a ∈
S3} ≃ S3 of χ : S3 × S3 → SO(4), which gives the covering (a, a) 7→ inta.
Then supposing in addition that e1, e2 ∈ ImH, the restriction to SO(3) of
SO(4)→ Gr2(H) is only the surjective map g ∈ SO(3) 7→ g(e1∧ e2) ∈ Gr3(R3).
And the restriction to Gr2(R3) of ρ+ × ρ− gives the diffeomorphism ρ : u ∧ v ∈
Gr2(R3) → u × v ∈ S2. Finally the restriction to ∆3 of ρ˜+ × ρ˜− gives the
Hopf fibration ρ˜ : a ∈ S3 7→ aea−1 ∈ S2. So by restriction to R3, we obtain the
classical commutative diagram:
S3
χ3
−−−−→ SO(3)
Hopf
y y
S2
≃
←−−−− Gr2(R3)
Remark 1 Besides if we use Σε(H) instead of the sphere S2 the Hopf fibration
ρ˜ε becomes SU(2, J
−ε
1∧e) → Σ
ε(H) = SU(2, J−ε1∧e)/U(1)ε = SO(4)/U(2, J
ε
1∧e)
where U(1)+ = RS1(e) = exp(R.Re), U(1)− = LS1(e) = exp(R.Le).
1.4 The ρ-harmonic ωI-isotropic surfaces
We recall here in the particular case of H = R4 our result obtained in [12]
about ρ-harmonic surfaces. To do that, we need to introduce some notations
and definitions. We have
ρε(q ∧ q
′) = −ε
3∑
i=1
ωεi (q, q
′)ei
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where (ei)1≤i≤3 = (i, j, k) and ω
ε
i = 〈·, J
ε
1∧ei ·〉 (i.e. ω
+
i = 〈·, Lei ·〉, ω
−
i =
〈·, Rei ·〉). Let us set, for I & {1, 2, 3},
QεI = {P ∈ Gr2(H)|ω
ε
i (P ) = 0, i ∈ I},
then Q∅ = Gr2(H), Q{k} = {P ∈ Gr2(H), Lagrangian for ω
ε
k}, and Q
ε
{k,l} is
the set of special Lagrangian planes (more precisely the ωεk-Lagrangian planes
P such that detC2(P ) = ±i under the identification: x ∈ R
4 7→ (x0 + ixk, xl +
iεxk∧l) ∈ C2, with (k, l, k ∧ l) cyclic permutation of (1, 2, 3); for example, if
(k, l) = (1, 2), it is the identification (z1, z2) ∈ C2 7→ z1 + z2j ∈ H for ε = 1 and
(z1, z2) 7→ z1 + jz2 for ε = −1). We have also ρε(QI) = SI = S(
⊕
i/∈I Rei) =
S2, S1, {±ek} for |I| = 0, 1, 2 respectively. Besides we have for I = {i} ⊂
{1, 2, 3}, that J+(QI) = LSI = S
1(RLej ⊕ RLek) is the circle of positive com-
plex structures which anticommute with Lei ; and for I = {i, j} ⊂ {1, 2, 3},
J+(QI) = LSI = {±Lek}.
We denote by GεI the subgroup of Spin(3)ε which conserves ω
ε
i , for all i ∈ I;
this is the subgroup of Spin(3)ε which commutes with Lei , for all i ∈ I.
Then GεI = S
3, S1, {±1} for |I| = 0, 1, 2 respectively. We can also consider
instead of Spin(3)ε the group SO(4) (which is equivalent to add the component
Spin(3)−ε which is useless), then we have G
ε
I = SO(4), U(2, J
ε
1∧ei), SU(2, J
ε
1∧ei)
for |I| = 0, 1, 2 respectively. Let e ∈ S(
⊕
i/∈I Rei). The inner automorphism,
IntJε1∧e, defines on G
ε
I an involution which gives rise to the symmetric space
SI = GεI/G
ε
I∪{k} and in the Lie algebra of G
ε
I , g
ε
I , to the eigenspace decompo-
sition of AdJε1∧e:
gεI = g
ε
0(I)⊕ g
ε
2(I)
with gε0(I) = ker(AdJ
+
1∧e − Id), g
ε
2(I) = ker(AdJ
ε
1∧e + Id).
Let us introduce GεI = G
ε
I ⋉R
4 the group of affine isometries of which the linear
part is in GεI , and its Lie algebra: g
ε(I) = gεI ⊕R
4. Consider the automorphism
of the group GεI : τ
ε
e = Int(−εJ
ε
1∧e, 0) with e ∈ S(
⊕
i/∈I Rei). This is an order
four automorphism which gives us an eigenspace decomposition of gε(I)C:
gε(I)C =
⊕
k∈Z4
g˜εk(I)
with g˜ε±1(I) = g
ε
±1 = ker(J
ε
1∧e± iId), g˜
ε
0(I) = g
ε
0(I)
C, g˜ε2(I) = g
ε
2(I)
C. Moreover
we have [g˜εk(I), g˜
ε
l (I)] ⊂ g˜
ε
k+l(I).
We fix a value of ε = ±1. Then let us define as in [12]:
Definition 1 Let L be an immersed surface in H, then a map ρL : L → S2 is
associated to it, defined by ρL(z) = ρε(TzL) i.e. if X : L→ H is the immersion
then ρL = X
∗ρε. We will say that L is ρ-harmonic if ρL is harmonic
3.
Let I  {1, 2, 3}, we will say that L is ωI-isotropic if ∀z ∈ L, TzL ∈ QεI
(i.e. L is ωεi -isotropic for all i ∈ I) which is equivalent to: ρL takes values
in SI = S(⊕i/∈IRei) ⊂ S
2. Hence for |I| = 1, the ρ-harmonic ωεI -isotropic
3with respect to the induced metric on S2.
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surfaces are the Hamiltonian stationary Lagrangian surfaces in C2, and
for |I| = 2, these are the special Lagrangian surfaces in C2 (see above for
the identification R4 ≃ C2).
If it could be an ambiguity as concerned the value of ε = ±1, we will use the
qualificatifs ”left” and ”right” respectively to design these two values. A lifted
conformal left (resp. right) ωI-isotropic immersion - LCωI - (if I = ∅ we will
say a lifted conformal immersion or simply a lift) is a map U = (F,X) : L→ GεI
such that X is a conformal ωεI-isotropic immersion and ρ˜e ◦ F = ρL.
We have obtained the following result in [12]:
Theorem 2 Let Ω be a simply connected open domain in C, and α an 1-form
on Ω with values in g(I), then
• α is the Maurer-Cartan form of a LCωI if and only if
dα+ α ∧ α = 0, α′′−1 = 0 and α
′
−1 does not vanish
• furthermore, α corresponds to a ρ-harmonic ωI-isotropic conformal immer-
sion if and only if the extended Maurer-Cartan form αλ = λ
−2α′2 +
λ−1α−1 + α0 + λα1 + λ
2α′′2 satisfies
dαλ + αλ ∧ αλ = 0, ∀λ ∈ C
∗.
Let us recall the proof given in [12].
Proof. To fix ideas, we take ε = 1. α is a Maurer-Cartan form if and only
if it satisfies the Maurer-Cartan equation. In this case, it can be integrated
by U = (F,X) : Ω → GI , α = U−1.dU, U(z0) = 1. Hence α = U−1.dU =
(F−1.dF, F−1.dX). Moreover, F−1.dX = α−1 + α1 is real and g±1 = {V ±
iLeV, V ∈ H} so α−1 = α1. Hence α′′−1 = 0 ⇐⇒ α
′′
−1 = α
′
1 = 0 ⇐⇒ α−1 =
(F−1 ∂X∂z )dz ⇐⇒ F
−1 ∂X
∂y = Le(F
−1 ∂X
∂x ) ⇐⇒ F
−1dX = h(q0du + q
′
0dv) with
h ∈ C∞(Ω,R), q0, q′0 ∈ C
∞(Ω, S3), 〈q0, q′0〉 = 0 and ρ(q0, q
′
0) = e. Thus we have
(α′′−1 = 0 and α
′
−1 6= 0) ⇐⇒ dX = e
f (qdu + q′dv) with f ∈ C∞(Ω,R), (q, q′)
orthonormal and ρ(q, q′) = ρ˜e(F ) i.e. ρX = ρ˜e(F ). This proves the first point.
Hence we have the decomposition α = α2 + α−1 + α0 + α1 = α
′
2 + α
′
−1 + α0 +
α′′1+α
′′
2 . Furthermore, using the commutation relations [g˜k(I), g˜l(I)] ⊂ g˜k+l(I),
[g±1, g±1] = {0}, we obtain
dαλ + αλ ∧ αλ = λ
−2(dα′2 + [α0 ∧ α
′
2)])
+λ−1(dα′−1 + [α
′
−1 ∧ α0] + [α
′′
1 ∧ α
′
2])
+(dα0 +
1
2
[α0 ∧ α0] +
1
2
[α′2 ∧ α
′′
2 ])
+λ(dα′′1 + [α
′′
1 ∧ α0] + [α
′
−1 ∧ α
′′
2 ])
+λ2(dα′′2 + [α0 ∧ α
′′
2 ]),
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the coefficients of λ−1, λ0, λ are respectively the projections of dα + α ∧ α on
g−1, g0, g1 respectively so they vanish and hence
dαλ + αλ ∧ αλ = dβλ2 + βλ2 ∧ βλ2
where βλ = λ
−1α′2 + α0 + λα
′′
2 is the extended Maurer-Cartan form of β =
F−1.dF , the Maurer-Cartan form of the lift F ∈ GI of ρX ∈ S
I . According to
[6], we know that ρX is harmonic if and only if dβλ + βλ ∧ βλ = 0, ∀λ ∈ C∗.
This proves the second point and completes the proof. 
Remark 2 We have ρ−(x, y) = −Im (x.y) = ρ+(x, y). Hence X : Ω → H is
ρ−-harmonic if and only if X is ρ+-harmonic, and X is ω
−
I -isotropic if and only
if X is ω+I -isotropic. Besides if U = (F,X) : Ω → GI ⋉ H is a left LCωI then
we have F = La and aea
−1 = ρX = ρ+(q, q
′) with dX = eω(qdu + q′dv), (q, q′)
orthonormal. Thus ρ−(q, q
′) = aea−1 and hence U = (Ra, X) is a right LCωI .
Remark 3 The restriction to ImH = R3 of the left (or right) cross product
gives us the usual cross product in R3. Hence a surface in ImH is left (resp.
right) ρ-harmonic if and only if it is a constant mean curvature surface.
In the same way, it is easy to see that a surface in S3 is left (resp. right)
ρ-harmonic if and only if it is a constant mean curvature surface.
Remark 4 We can apply now the Dorfmeister-Pedit-Wu method (DPW) to
obtain a Weierstrass representation of ρ-harmonic surfaces (see [6, 7, 9, 12, 13]).
There are non-trivial technical difficulties in establishing DPW, such as proving
loop group splittings ([6, 14]).
2 Second Elliptic Integrable Systems
2.1 4-symmetric spaces and twistor spaces
Definition 2 Let M be a Riemannian symmetric space. We will say that a
Lie group G acts symmetrically on M or that M is a G-symmetric space if
G acts transitively and isometrically on M and if there exists an involutive
automorphism of G, σ, such that H the isotropy subgroup at a fixed point p0 ∈
M , satisfies (Gσ)0 ⊂ H ⊂ Gσ. We will say also that G/H is a symmetric
realisation of M .
We will say that a G-homogeneous space N = G/G0 is a 4-symmetric bundle
over the G-symmetric space M if there exists an order four automorphism τ of
G, such that (Gτ )0 ⊂ G0 ⊂ Gτ , and (G, τ) gives rise to the symmetric space
M , i.e. σ = τ2 and G0 ⊂ H.
A G-homogeneous space N = G/G0 is a locally 4-symmetric space if there exists
an order four automorphism of the Lie algebra g = LieG, τ : g → g such that
gτ = LieG0. We will say that G/G0 is a locally 4-symmetric bundle over the
G-symmetric space M if τ2 = σ (and G0 ⊂ H).
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Let us consider M a G-symmetric space with τ : g → g an order four auto-
morphism such that τ2 = σ. The automorphism τ gives us an eigenspace
decomposition of gC:
gC =
⊕
k∈Z4
g˜k
where g˜k is the e
ikpi/2-eigenspace of τ . We have clearly g˜0 = g
C
0 , g˜k = g˜−k and
[g˜k, g˜l] ⊂ g˜k+l. We define g2, m and g1 by
g˜2 = g
C
2 , m
C = g˜−1 ⊕ g˜1 and g
C
1
=
⊕
k∈Z4r{0}
g˜k,
it is possible because g˜2 = g˜2 and g˜−1 = g˜1. Let us set g−1 = g˜−1, g1 = g˜1 (i.e.
we forget the ”˜”), h = g0 ⊕ g2 . Then
g = h⊕m
is the eigenspace decomposition of the involutive automorphism σ, h is the Lie
algebra of H , the isotropy subgroup of G at a reference point p0, and m is
identified to the tangent space Tp0M . Besides we remark that τ|m ∈ Σ(m)
(since τ|mC = −iIdg−1 ⊕ iIdg1)
4, which gives us the following theorem (proved
in section 3.2).
Theorem 3 Let us consider M a Riemannian G-symmetric space and τ : g → g
an order four automorphism such that τ2 = σ. Let us make G acting on Σ(M):
g · J = gJg−1. Let J0 ∈ Σ(Tp0M) be the complex structure corresponding
5
to −τ|m ∈ Σ(m), under the identification Tp0M = m. Then the orbit of J0
under the action of G is an immersed submanifold of Σ(M). Denoting by G0
the stabilizer of J0, then LieG0 = g
τ and thus G/G0 is a locally 4-symmetric
bundle over M , and the natural map
i : G/G0 −→ Σ(M)
g.G0 7−→ gJ0g−1
is an injective immersion and a morphism of bundle. Moreover, if the image of
G in Is(M) (the group of isometry of M) is closed, then i is an embedding.
2.2 The second elliptic integrable system associated to a
4-symmetric space
We give ourself M a Riemannian G-symmetric space with τ : g → g an order
four automorphism such that τ2 = σ, and N = G/G0 the associated locally
4-symmetric space given by theorem 3. We use the same notations as in Sec-
tion 2.1. Then let us recall what is a second elliptic system according to C.L.
Terng (see [15]).
4We choose a metric in m invariant by τ|m (and of course by AdH), see section 3.1
5About the choice of −τ|m (instead of τ|m ) and its link to the (1, 0)-splitting, see theorem 4
and remark 13, for later explanation.
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Definition 3 The second (g, τ)-system is the equation for (u0, u1, u2) : C →
⊕2j=0g˜−j, 

∂z¯u2 + [u¯0, u2] = 0 (a)
∂z¯u1 + [u¯0, u1] + [u¯1, u2] = 0 (b)
−∂z¯u0 + ∂z u¯0 + [u0, u¯0] + [u1, u¯1] + [u2, u¯2] = 0. (c)
(4)
It is equivalent to say that the 1-form
αλ =
2∑
i=0
λ−iuidz + λ
iu¯idz¯ = λ
−2α′2 + λ
−1α′1 + α0 + λα
′′
1 + λ
2α′′2 (5)
satisfies the zero curvature equation:
dαλ +
1
2
[αλ ∧ αλ] = 0, (6)
for all λ ∈ C∗. We will speak about the (G, τ)-system (τ is an automorphism of
LieG = g) when we will look for solutions of the (g, τ)-system in G, i.e. maps
U : C→ G such that their Maurer-Cartan form is solution of the (g, τ)-system,
in other words when we integrate the zero curvature equation (6) in G. We will
call (geometric) solution of the second elliptic integrable system associated to the
locally 4-symmetric space G/G0 a map J : C→ G/G0 which can be lifted into a
solution U : C→ G of (4).
Remark 5 In (4), {Im((a)), (b), (c)} is equivalent to dα+ 12 [α∧α] = 0. Hence
the additional condition added to the Maurer-Cartan equation by the zero cur-
vature equation (6) is Re
(
∂z¯α
′
2(
∂
∂z ) +
[
α′′0 (
∂
∂z¯ ), α
′
2(
∂
∂z )
])
= 0 or equivalently
d(⋆α2) + [α0 ∧ (⋆α2)] = 0.
The first example of second elliptic system was given by F. He´lein and P. Romon
(see [7, 9]): they showed that the equations for Hamiltonian stationary La-
grangian surfaces in 4-dimension Hermitian symmetric spaces are exactly the
second elliptic system associated to certain 4-symmetric spaces. Then in [12],
we found another example in O: the ρ-harmonic surfaces in O, which by re-
striction to H gave us the ρ-harmonic surfaces in H (studied in section 1) which
generalize the Hamiltonian stationary Lagrangian surfaces in C2.
Definition 4 Let M be a Riemannian manifold and ∇ its Levi-Civita connec-
tion which induces a connection on End(TM). Let us define for each (p, Jp) ∈
Σ(M) the orthogonal projection
pr⊥(p, Jp) : End(TpM)→ TJp(Σ(TpM))
(TpM is an Euclidean vector space so Σ(TpM) is a submanifold of the Euclidean
space End(TpM) and so TJpΣ(TpM) is a vector subspace of End(TpM) and we
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can consider the orthogonal projection on this subspace). Given L a Riemannian
surface and J : L→ Σ(M) we set
∆J = pr⊥(J).Tr(∇2J)
where Tr is the trace with respect to the metric on L (in fact, we take the
vertical part of the rough Laplacian) . We will say that J is vertically harmonic
if ∆J = 0. This notion depends only on the conformal structure on L.
Definition 5 Let (L, j) be a Riemann surface, M an oriented manifold and
X : L→M an immersion. Let J : L→ X∗(Σ(M)) be an almost complex struc-
ture on the vector bundle X∗(TM). Then we will say that J is an admissible
twistor lift of X if one of the following equivalent statements holds:
(i) X is J-holomorphic: ⋆dX := dX ◦ j = J.dX
(ii) J is an extension of the complex structure on the oriented tangent plane
P = X∗(TL) induced by j, the complex structure of L, or equivalently J
induces the complex structure j in L.
(iii) X is a conformal immersion and J stabilizes the tangent plane X∗(TL),
i.e. for all z ∈ L, Jz stabilizes X∗(TzL) and induces on it the same
orientation, which we will denote by J 	 X∗(TL)
(iv) X is a conformal immersion and J is an extension of the unique positive
complex structure IP of the tangent plan P = X∗(TL).
Finally, we will say that a map J : L → Σ(M) is an admissible twistor lift if
its projection X = prM ◦ J : L → M is an immersion and J is an admissible
twistor lift of it.
Theorem 4 Let L be a simply connected Riemann surface and (G, τ) a locally
4-symmetric bundle over a symmetric space M = G/H. Let J0 ∈ Σ(Tp0M) be
the complex structure corresponding to −τ|m (see Section 2.1). Let be JX : L→
i(G/G0) ⊂ Σ(G/H). Then the two following statements are equivalent:
• JX is an admissible twistor lift.
• Any lift F : L→ G of JX (FJ0F−1 = JX) gives rise to a Maurer-Cartan form
α = F−1.dF which satisfies: α′′−1 = α
′
1 = 0 and α
′
−1 does not vanish.
Furthermore, under these statements, JX : L→ Σ(G/H) is vertically harmonic
if and only if JX : L→ G/G0 is solution of the second elliptic integrable system
associated to the locally 4-symmetric space (G, τ), i.e.
dαλ +
1
2
[αλ ∧ αλ] = 0, ∀λ ∈ C
∗,
where αλ = λ
−2α′2+λ
−1α′−1+α0+λα
′′
1 +λ
2α′′2 is the extended Maurer-Cartan
form of α.
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Proof. For the first point, let us make F−1 acting on the equation dX ◦ j =
JX .dX , we obtain αm ◦ j = −τ|m(αm) which is equivalent to α
′′
−1 = α
′
1 = 0.
Thus α−1(
∂
∂z ) = αm(
∂
∂z ) = F
−1.∂X∂z , and X is an immersion if and only if α
′
−1
does not vanish.
For the second point, let us recall that End(TpM) = sym(TpM)
⊥
⊕ so(TpM) and
given J ∈ Σ(TpM), we have TJΣ(TpM) = Ant(J) = {A ∈ so(TpM)|AJ + JA =
0} and (TJΣ(TpM))⊥ ∩ so(TpM) = Com(J) = {A ∈ so(TpM)|[A, J ] = 0}.
Now, let us compute the connection X∗∇ on X∗(End(TM)), in terms of the
Lie algebra setting. Let A be a section of X∗(End(TM)) and Y a section of
X∗(TM). Let A0 ∈ C∞(L,End(Tp0M)) be defined by AF.p0 = FA0F
−1 and
Am ∈ C∞(L,End(m)) its image under the identification Tp0M = m. Then
AF.p0 corresponds to AdF ◦Am ◦AdF
−1 (under the identification TM = [m] :=
{(g.p0,Adg(ξ)), ξ ∈ m, g ∈ G}, see section 3.1). In particular (JX)m = −τ|m
(we suppose F (p0) = 1). We set also Y = AdF (ξ).p0, ξ ∈ C∞(L,m). From
now, we do the identification TM = [m] without precising it. Then, denoting
by [ , ]m the m-component of the Lie bracket, we have
(∇A)(Y ) = ∇(AY )−A(∇Y )
= AdF ([d(Amξ) + [α,Am.ξ]]m −Am(dξ + [α, ξ]m))
= AdF ((dAm)ξ + (adαh ◦Am −Am ◦ adαh)ξ) .
Hence
∇A = AdF (dAm + [admαh, Am]).
In particular,6
∇ ∂
∂z
JX = −2AdF (admα
′
2 ◦ τ|m)
(because admg0 commutes with τ|m whereas admg2 anticommutes with it) and
thus
∇ ∂
∂z¯
(∇ ∂
∂z
JX) = −2AdF
(
adm(∂z¯α
′
2) ◦ τ|m + [adm(α
′′
h), adm(α
′
2) ◦ τ|m]
)
= −2AdF
(
adm(∂z¯α
′
2) ◦ τ|m + adm([α
′′
0 , α
′
2]) ◦ τ|m
+ [admα
′′
2 , adm(α
′
2) ◦ τ|m]
)
= −2AdF
(
adm(∂z¯α
′
2 + [α
′′
0 , α
′
2]) ◦ τ|m + [admα
′′
2 , adm(α
′
2) ◦ τ|m]
)
but −AdF
(
[admα
′′
2 , adm(α
′
2) ◦ τ|m]
)
commutes with −AdF (τ|m) = JX so it is
orthogonal to TJΣ(TpM) thus
pr⊥(JX).∇ ∂
∂z¯
(∇ ∂
∂z
JX) = −2AdF
(
adm(∂z¯α
′
2 + [α
′′
0 , α
′
2]) ◦ τ|m
)
.
Hence, since adm is injective
7
∆JX = 0⇐⇒ Re (∂z¯α
′
2 + [α
′′
0 , α
′
2]) = 0. (7)
This completes the proof. 
6In all the proof, we will merge α′
k
(resp. α′′
k
) with α′
k
( ∂
∂z
) (resp. α′′
k
( ∂
∂z¯
)), and in particular
write ‘[α′′
k
, α′
l
]’ instead of ‘[α′′
k
( ∂
∂z¯
), α′
l
( ∂
∂z
)]’. z is a local holomorphic coordinate in L.
7We can do this hypothesis without loss of generality, see section 3.1.
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Remark 6 The equivalence (7) holds for any map JX : L→ i(G/G0). Indeed,
we have not used the fact that JX is an admissible twistor lift to prove this
equivalence.
Theorem 5 Let JX : L → G/G0 →֒ Σ(G/H) be an admissible twistor lift.
Then JX : L → G/G0 is harmonic8 if and only if X : L → G/H is harmonic
and JX is vertically harmonic.
Proof. JX : L → G/G0 is harmonic if and only if the Maurer-Cartan form
α = F−1.dF of the lift F : L→ G of JX (FJ0F−1 = JX) satisfies (see [3])
∂z¯α
′
1 + [α
′′
0 , α
′
1] +
1
2
[α′′1 , α
′
1]g
1
= 0
(where g = g0 ⊕ g1 is the reductive decomposition corresponding to the homo-
geneous space G/G0, see Section 2.1) which splits into

∂z¯α
′
2 + [α
′′
0 , α
′
2] +
1
2
[α′′1 , α
′
1] +
1
2
[α′′−1, α
′
−1] = 0
∂z¯α
′
−1 + [α
′′
0 , α
′
−1] +
1
2
[α′′2 , α
′
1] +
1
2
[α′′1 , α
′
2] = 0
∂z¯α
′
1 + [α
′′
0 , α
′
1] +
1
2
[α′′2 , α
′
−1] +
1
2
[α′′−1, α
′
2] = 0.
(8)
then, using α′′−1 = α
′
1 = 0, we obtain

∂z¯α
′
2 + [α
′′
0 , α
′
2] = 0
∂z¯α
′
−1 + [α
′′
0 , α
′
−1] = 0
[α′′2 , α
′
−1] = 0
(in the second equation, we have used [α′′1 , α
′
2] = −[α
′′
2 , α
′
−1] = 0).
Besides X : L→ G/H is harmonic if and only if we have
∂z¯α
′
m + [α
′′
h, α
′
m] = 0
which splits into {
∂z¯α
′
−1 + [α
′′
0 , α
′
−1] + [α
′′
2 , α
′
1] = 0
∂z¯α
′
1 + [α
′′
0 , α
′
1] + [α
′′
2 , α
′
−1] = 0.
(9)
and using α′′−1 = α
′
1 = 0, we obtain{
∂z¯α
′
−1 + [α
′′
0 , α
′
−1] = 0
[α′′2 , α
′
−1] = 0.
This completes the proof. 
8with respect to any metric induced by an AdG-invariant metric in g.
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3 Structure of 4-symmetric bundles over sym-
metric spaces
3.1 4-symmetric spaces
Let G be a Lie group with Lie algebra g, τ : G→ G an order four automorphism
with the fixed point subgroup Gτ , and the corresponding Lie algebra g0 = g
τ .
Let G0 be a subgroup of G such that (G
τ )0 ⊂ G0 ⊂ Gτ , then LieG0 = g0
and G/G0 is a 4-symmetric space. The automorphism τ gives us an eigenspace
decomposition of gC for which we use the notation of section 2.1. Then g = h⊕m
is the eigenspace decomposition of the involutive automorphism σ = τ2. Let H
be a subgroup of G such that (Gσ)0 ⊂ H ⊂ Gσ then LieH = h and G/H is a
symmetric space. We will often suppose that G0 and H are chosen such that
G0 = G
τ ∩H . With this condition, G0 ⊂ H so that G/G0 is a bundle overG/H .
Recall that the tangent bundle TM is canonically isomorphic to the subbundle
[m] of the trivial bundle M ×g, with fibre Adg(m) over the point x = g.H ∈M .
Under this identification the canonical G-invariant connection of M is just the
flat differentiation in M ×g followed by the projection on [m] along [h] (which is
defined in the same way as m) (see [4]). For the homogeneous space N = G/G0
we have the following reductive decomposition
g = g0 ⊕ g1 (10)
(g
1
can be written g
1
= m⊕ g2) with [g0, g1] ⊂ g1. As for the symmetric space
G/H , we can identify the tangent bundle TN with the subbundle [g
1
] of the
trivial bundle N × g, with fibre Adg(g
1
) over the point y = g.G0 ∈ N .
The symmetric spaceM = G/H is Riemannian if it admits aG-invariant metric,
which is equivalent to say that m admits an Ad(H)-invariant inner product or
equivalently, that Adm(H) be relatively compact
9. We remark that the Levi-
Civita connection coincides with the previous canonical G-invariant connection
and in particular is independent of theG-invariant metric chosen. We will always
suppose that the symmetric spaces M which we consider are Riemannian. We
will in addition to that suppose that the Ad(H)-invariant inner product in m
is also invariant by τ|m (such an inner product always exists when Adm(H) is
relatively compact, see the appendix). We will also suppose thatM is connected,
then G0 acts transitively on M and so we can suppose that G is connected.
We want to study the Riemannian symmetric spacesM such that there exists a
4-symmetric space (G, τ) which gives rise to M in the same way as above. For
that, let us recall the following theorem:
Theorem 6 [2, 10] Let M be a Riemannian manifold.
(a) The group Is(M) of all the isometries of M is a Lie group and acts differ-
entiably on M .
9In the literature, it is often supposed that Adm (H) is compact. We will see that these
two hypothesis are in fact equivalent.
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(b) Let p0 ∈M , then an isometry f of M is determined by the image f(p0) of
the point p0 and the corresponding tangent map Tp0f (i.e. if f(p0) = g(p0)
and Tp0f = Tp0g then f = g).
(c) The isotropy subgroup Isp0(M) = {f ∈ Is(M); f(p0) = p0} is a closed sub-
group of Is(M) and the linear isotropy representation ρp0 : f ∈ Isp0(M) 7→
Tp0f ∈ O(Tp0M) is an isomorphism from Isp0(M) onto a closed subgroup
of O(Tp0M). Hence Isp0(M) is a compact subgroup of Is(M).
(d) If M is a Riemannian homogeneous space, M = G/H with G = Is(M),
H = Isp0(M) and m an AdH-invariant space such that g = h ⊕ m, then
the previous closed subgroup, image of H by the preceding isomorphism
ρp0 , i.e. the linear isotropy subgroup H
∗ can be identified to AdmH. More
precisely the linear isometry ξ ∈ m 7→ ξ.p0 ∈ Tp0M gives rise to an iso-
morphism from O(m) onto O(Tp0M) which sends AdmH onto H
∗. Hence
the linear adjoint representation of H on m: g ∈ H 7→ Admg ∈ AdmH is
an isomorphism (of Lie groups). H ∼= H∗ ∼= AdmH.
3.1.1 First convenient hypothesis.
There may be more than one Lie groupG acting symmetrically on a Riemannian
symmetric spaceM . Besides, we have a convenient way to work on Riemannian
symmetric spaces: it is to consider thatG is a subgroup of the group of isometries
of M , Is(M), which is equivalent to suppose that G acts effectively on M , i.e.
H , the isotropy subgroup at a fixed point p0 does not contain non-trivial normal
subgroup of G (see [2]). It is always possible because the kernelK of the natural
morphism φH : G→ Is(M) is the maximal normal subgroup ofG contained inH
10, and G′ = G/K acts transitively and effectively on M = G/H with isotropy
subgroup H ′ = H/K. Thus M = G′/H ′ and since K ⊂ H ⊂ Gσ, then σ gives
rise to an involutive morphism σ′ : G′ → G′ such that (G′σ
′
)0 ⊂ H ′ ⊂ G′σ
′
.
Now, let us suppose that there exists an order four automorphism τ : G → G
such that σ = τ2. Then it gives rise to an isomorphism τ ′ : G/K → G/τ(K).
We would like that τ(K) = K. It is the case if τ(H) = H : K and τ(K)
are respectively the maximal normal subgroups of G contained in H and τ(H)
respectively, and so if τ(H) = H then K = τ(K).
Let us suppose that τ(K) = K, then τ gives rise to an order four automorphism
τ ′ : G/K → G/K such that σ′ = τ ′2. With our convention we have G′0 =
G′τ
′
∩H ′, then we obtain a 4-symmetric bundle N ′min = G
′/G′0 overM . Hence,
whenG′0 describes all the possible choices: (G
′τ
′
)0 ⊂ G′0 ⊂ G
′τ
′
∩H ′, we obtain a
family of 4-symmetric bundles N ′ = G′/G′0 overM which are discrete coverings
ofN ′min = G
′/(G′
τ ′∩H ′) and of whichN ′max = G
′/(G′
τ ′
)0 is a discrete covering.
For example, if we choose G′0 = πK(G0K), we obtain the 4-symmetric bundle
10K = kerφH = ker ρp0 = kerAdm
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over M , N ′ = (G/K)/πK(G0K) = G/G0K = N/K
11.
Let us come back to the general case (i.e. we do not suppose that τ(K) = K).
Since τ(h) = h, we have τ(H0) = H0 and thus denoting by K0 the maximal
normal subgroup of G contained in H0 (we have K0 ⊂ K0 ⊂ K ∩ H0), then
τ(K0) = K0 for the same reason as above (in particular, ifK0 = K i.e. K ⊂ H0,
then we are in the previous case: τ(K) = K). Hence τ gives rise to an order four
automorphism τ˜ : G/K0 → G/K0 and we are in the case considered above if we
consider the symmetric space M˜ = G/H0 (instead of M). Let us precise this
point. Indeed M˜ is a (G/K0)-symmetric space and G˜ = G/K0 acts effectively
on it (the isotropy subgroup H˜ = H0/K0 does not contain non-trivial normal
subgroup of G/K0): as above σ gives rise to an involutive automorphism σ˜
of G˜ = G/K0 such that H˜ = (G˜
σ˜)0 and τ˜ is an order four automorphism of
G/K0 such that τ˜
2 = σ˜. Finally, as above we obtain a family of 4-symmetric
bundles N˜ = G˜/G˜0 over M˜ when G˜0 describes the set of all possible choices:
(G˜τ˜ )0 ⊂ G˜0 ⊂ G˜τ˜ ∩ H˜ .
Moreover, the involution σ˜ of G/K0 gives rise also to the G/K0-symmetric space
M (i.e. (G˜σ˜)0 ⊂ H/K0 ⊂ G˜σ˜ or equivalently M belongs to the family of G/K0-
symmetric spaces defined by σ˜ (of which M˜ is a discrete covering)).
In the same way, we have τ(Gσ) = Gσ and thus we can do the same as above
for the symmetric space Mmin = G/G
σ.
Nevertheless, in general, it is possible that τ(K) 6= K and then τ does
not give rise to an order four automorphism of G′ = G/K but only to the
isomorphism τ ′ : G/K → G/τ(K). However, the tangent map Teτ ′ = Teτ˜ is
an order four automorphism of the Lie algebra Lie(G/K) = Lie(G/τ(K)) =
Lie(G/K0) = g/k, and we have (Teτ
′)2 = Teσ
′, thus N/K = (G/K)/πK(G0K)
is a locally 4-symmetric bundle over M (LieπK(G0K) = g
Teτ
′
).
Hence we have two good settings to study the Riemannian symmetric spaces
M over which a 4-symmetric bundle can be defined, if we want to work only
with subgroups of Is(M).
The first possibility is to consider that we begin by giving ourself an order
four automorphism τ : G→ G and that we always choose the Riemannian sym-
metric space M˜ = G/H with H = (Gτ
2
)0 (respectively Mmin = G/H with
H = Gτ
2
). In other words, in the family of G-symmetric space corresponding
to σ = τ2 (i.e. (Gσ)0 ⊂ H ⊂ Gσ), we choose the ”maximal” one M˜ = G/(Gσ)0,
which is a discrete covering of all the others (respectively the ”minimal” one
Mmin = G/G
σ, of which all the others are discrete coverings). Then according
to what precedes, we can always suppose that G is a subgroup of Is(M˜) (re-
spectively of Is(Mmin)).
The second possibility is to work with locally 4-symmetric spaces. In other
words we begin by a Riemannian symmetric space over which there exists a
locally 4-symmetric bundle. It means that we work with the following setting:
11In the writing N ′ = N/K, K does not act freely on N in general: it is K ′ = K/K ∩G0
which acts freely on N and we have N ′ = N/K = N/K ′. In particular it is possible that
N/K = N for a non-trivial K (see section 5.3).
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a Riemannian symmetric spaces M with G a subgroup of Is(M) acting sym-
metrically on M and an order four automorphism τ : g → g, such that τ2 = σ.
To define the locally 4-symmetric space N in this setting, we must tell how we
define G0. We will set
G0 = {g ∈ H |Admg ◦ τ|m ◦Admg
−1 = τ|m}. (11)
First, we have to verify that if τ can be integrated by an automorphism of G,
also denoted by τ , then we have G0 = G
τ ∩ H . Indeed, if g ∈ Gτ ∩ H , then
Adg ◦ τ ◦ Adg−1 = Ad(g.τ(g)−1) ◦ τ = τ and since AdH stabilizes m, we have
Admg ◦ τ|m ◦ Admg
−1 = τ|m by taking the restriction to m of the preceding
equation. Conversely, suppose that g ∈ H and Admg ◦ τ|m ◦Admg
−1 = τ|m, then
Ad(g.τ(g)−1) ◦ τ|m = τ|m so since τ|m is surjective, Ad(g.τ(g)
−1)|m = Idm and
since the adjoint representation of H on m is injective (because we suppose that
G is a subgroup of Is(M), and thus H is a subgroup of Isp0(M)) it follows that
g.τ(g)−1 = 1. Finally, g ∈ Gτ ∩H . Thus our definition (11) is coherent with
our convention which holds when τ can be integrated by an automorphism of
G.
Besides, it is easy to see that LieG0 = {a ∈ h| adma ◦ τ|m = τ|m ◦ adma} = g0.
(Indeed, ∀a ∈ g0, ada ◦ τ = τ ◦ ada, and ∀a ∈ g2, ada ◦ τ = −τ ◦ ada, moreover
τ|m ◦ adma = 0 ⇒ adma = 0 ⇒ a = 0 because a ∈ h 7→ adma is the tangent
map of h ∈ H 7→ Admh which is an injective morphism). Hence N = G/G0 is
a locally 4-symmetric bundle over M .
Further, let π : G˜ → G be the universal covering of G, and D = kerπ. Then
τ can be integrated by τ˜ : G˜ → G. Set σ˜ = τ˜2, then σ ◦ π = π ◦ σ˜ and
T1σ = T1σ˜ = (T1τ˜ )
2. G˜ acts almost effectively on M with isotropy subgroup
H˜ = π−1(H) and almost effectively on M˜ = G˜/H˜0 which is the universal
covering of M (see [10]). Besides, if G˜ does not act effectively on M˜ , then
we take D0 the maximal normal subgroup of G˜ included in H˜
0, and then we
quotient by it, so that we obtain an effective action of G˜/D0 on M˜ and τ˜ gives
rise to an automorphism of G˜/D0, according to above. Thus we are in the first
possibility. Besides it is easy to see that ∀g ∈ G˜, Adg = Adπ(g) (more precisely
T1π ◦ Adg = Adπ(g) ◦ T1π and we identify g˜ and g so that T1π = Id). Thus
G˜0 = G˜
τ˜ ∩ H˜0 = {g ∈ H˜0|Adg ◦ τ|m ◦ Adg
−1 = τ|m} ⊂ π
−1(G0) . Hence the
4-symmetric space G˜/G˜0 is a discrete covering of the locally 4-symmetric space
G/G0 and we have the following commutative diagram:
G˜/G˜0 −−−−→ G/G0y y
M˜ −−−−→ M .
(12)
In conclusion, the two possibilities are equivalent, but we will use the second
one because it works with any symmetric space M , whereas the first one needs
that we choose a certain covering of M (for example its universal covering).
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Remark 7 We see that in the preceding reasoning (this using the universal
covering G˜) we need only the automorphism of Lie algebra τ (and not the
symmetric space M). Hence, we can consider that we work in the Lie algebra
setting and give ourself an order four automorphism τ of g. Then we consider
the family of associated pairs (G,H) where G is a connected Lie group with
Lie algebra g and H a closed Lie subgroup with Lie algebra h = gσ. To each
such pair corresponds the locally symmetric space M = G/H and defining G0
by (11), the locally 4-symmetric bundle N = G/G0 over M . Let G˜ be a simply
connected Lie group with Lie algebra g, then τ and σ integrate in G˜ and thus
for H˜ the closed subgroup with Lie algebra h, we can take any subgroup such
that (G˜σ˜)0 ⊂ H˜ ⊂ G˜σ˜ (which implies that H˜ is closed). If we suppose H˜
connected, i.e. H˜ = (G˜σ˜)0, then M˜ = G˜/H˜ is a symmetric space and is also the
universal covering of all the locally symmetric spaces M = G/H when (G,H)
describes all the associated pairs (see [10]), and we have the above commutative
diagram between the 4-symmetric bundle N˜ = G˜/G˜0 over M˜ and the locally
4-symmetric bundle N = G/G0 over M . Moreover if M˜ is Riemannian then
all the symmetric spaces M = G/H when (G,H) describes all the symmetric
associated pairs are Riemannian (see appendix, corollary 3).
Remark 8 Let us considerM a G-symmetric space, G ⊂ Is(M), and τ : g → g
an order four automorphism such that τ2 = σ. Then we have τ|m ∈ Σ(m)
(τ|mC = −iIdg−1 ⊕ iIdg1) and it is easy to see that
∀a ∈ h, τ|h(a) = ad
−1
m (τ|m ◦ adma ◦ τ
−1
|m ).
In other words, under the identification h ≃ admh ⊂ so(m), τ|h is the restriction
to h of Ad(τ|m) : so(m) → so(m). Hence τ is determined by τ|m. Besides τ|h is
the tangent map of the isomorphism τH :
τH(g) = Ad
−1
m (τ|m ◦Admg ◦ τ
−1
|m ),
for g ∈ H0 (and more generally for g ∈ Ad−1m ◦ (Intτ|m)
−1 ◦ Adm(H)). Under
the identification H ≃ AdmH ⊂ O(m) it is the restriction to H0 of the invo-
lution Intτ|m : O(m) → O(m). According to the definition (11) of G0, we have
G0 = H
τH . Besides τH(H
0) = H0, thus H0/G00 is an H
0-symmetric space. If
Intτ|m(AdmH) = (AdmH), then τH is defined in H and τH(H) = H , then H/G0
is an H-symmetric space (if τH(H) 6= H it is only a locally symmetric space).
Obviously, if τ can be integrated in G then τH = τ|H .
Definition 6 Let M be a G-symmetric space. Let Aut(m) be the subgroup of
O(m) defined by:
Aut(m) = {F ∈ O(m) | F (adm[v, v
′])F−1 = adm[Fv, Fv
′], ∀v, v′ ∈ m},
it is the subgroup of O(m) which leaves invariant adm([·, ·]|m×m) ∈ (Λ
2m∗) ⊗
so(m). Its Lie Algebra
Der(m) = {A ∈ so(m) | [A, adm[v, v
′]] = adm[Av, v
′] + adm[v,Av
′], ∀v, v′ ∈ m}
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is the Lie subalgebra of so(m) which (acting by derivation) leaves invariant
adm([·, ·]|m×m) ∈ (Λ
2m∗)⊗ so(m).
Theorem 7 Let M be a G-symmetric space, G ⊂ Is(M), and τ : g → g an
order four automorphism such that τ2 = σ. Then τ|m ∈ Aut(m) and τ can be
extended in an unique way to the Lie algebra Der(m)⊕m endowed with the Lie
bracket
[(A, v), (A′, v′)] = ([A,A′] + adm[v, v
′], A.v′ −A′.v)
and of which g is a Lie subalgebra, under the inclusion a + v ∈ h ⊕ m 7→
(adma, v) ∈ Der(m)⊕m, by setting
τ |m = τ|m and τ |Der(m) = Adτ|m . (13)
Conversely, given τm ∈ O(m), the linear map τ defined by (13) is an automor-
phism of the Lie algebra Der(m) ⊕ m if and only if τm ∈ Aut(m). Besides it
satisfies τ2 = IdDer(m)⊕−Idm (and in particular is of order four) if and only if
τm ∈ Σ(m).
Hence, to define a locally 4-symmetric bundle over the Riemannian symmetric
space M (with the realisation M = G/H, i.e. τ is an automorphism of g such
that τ2 = σ) is equivalent to give ourself τm ∈ Σ(m) ∩ Aut(m) such that the
order four automorphism τ of Der(m) ⊕ m stabilizes g = h ⊕ m, i.e. such that
τm(admh)τ
−1
m = admh (i.e. admh is a subalgebra of Der(m) invariant by Adτm).
Then τ = τ |g is an order four automorphism of g such that τ
2 = Idh⊕−Idm = σ.
Proof. First τ|m ∈ Aut(m): that follows from the fact that τ is an automor-
phism, so τ ◦ ada ◦ τ−1 = adτ(a) , ∀a ∈ g.
Second, Der(m) ⊕ m is a Lie subalgebra . We have to check that the Jacobi
identity is satisfied. It is a straightforward computation (see [10]). Then we
have to check that τ is an automorphism if and only if τm ∈ Aut(m).
If τm ∈ Aut(m) then
• if A,A′ ∈ Der(m), τ ([A,A′]) = [τ (A), τ (A′)] because τDer(m) = Adτm is an
automorphism of Der(m).
• if A ∈ Der(m), v ∈ m, τ ([A, v]) = τm(A.v) = τmAτ−1m (τm.v) = [τ(A), τ (v)]
• if v, v′ ∈ m, τ ([v, v′]) = Adτm(adm[v, v′]) = adm([τmv, τmv′]) = [τ(v), τ (v′)]
because τm ∈ Aut(m).
Finally τ is an automorphism and the unique extension of τ (because it is
determined by τ|m, see remark 8).
Conversely if τ is an automorphism of Lie algebra then
τmadm([v, v
′])τ−1m = (τ ad([v, v
′])τ−1)|m = (adτ ([v, v
′]))|m = adm([τ (v), τ (v
′)]) = adm([τmv, τmv
′]).
Thus τm ∈ Aut(m).
The last assertion of the theorem follows from what precedes. This completes
the proof. 
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Remark 9 Let τm ∈ Σ(m) then the condition Adτm(admh) = admh implies
that there exists an automorphism τh of h defined by ∀a ∈ h, Adτm(adma) =
admτh(a), i.e. τh = ad
−1
m ◦ Adτm ◦ adm. Then the condition τm ∈ Aut(m) is
equivalent to
τh([v, v
′]) = [τmv, τmv
′], ∀v, v′ ∈ m.
And obviously, if these two conditions are satisfied then we have τh = τ|h (where
τ = τg is given by the theorem 7).
Remark 10 Let us consider the map
s : g ∈ Isp0(M) 7→ Admg ◦ τ|m ◦Admg
−1 ∈ Σ(m)
and set G0 = {g ∈ Isp0(M)|s(g) = τ|m}. Then Isp0(M) acts on Σ(m) by g.J =
Admg ◦ J ◦ Admg−1 and s(g) = g.τ|m, and G0 = StabIsp0(M)(τ|m). In the same
way, the subgroup H = Isp0(M)∩G acts on Σ(M) and G0 = StabH(τ|m). Then
s(Isp0(M)) = Isp0(M)/G0 is a compact submanifold of Σ(m), and s(H) = H/G0
is a relatively compact (immersed) submanifolds of Σ(m).
3.1.2 Second convenient hypothesis.
An other convenient hypothesis on G is to consider that it is a closed subgroup
of Is(M) (and not only an immersed subgroup). It is always possible to work
with this hypothesis. Let us make precise this point. Let σp0 be the symmetry
of M around p0 (defined by σ): σp0 ∈ Is(M), σp0(p0) = p0 and Tp0σp0 = −Id.
Then σp0 belongs to the isotropy subgroup Isp0(M) = {f ∈ Is(M); f(p0) = p0},
and we can define the involution of Is(M):
σIs(M) = Int(σp0 ) : g ∈ Is(M) 7→ σp0 ◦ g ◦ σ
−1
p0 ∈ Is(M).
It is easy to see that we have
(Is(M)σIs(M))0 ⊂ Isp0(M) ⊂ Is(M)
σIs(M) (14)
(see [10, 2]). The result of this is that σ : G→ G is the restriction of σIs(M) to
G ⊂ Is(M) (they induce σp0 on M = G/H and the identity on H , thus, since
G is locally isomorphic to M ×H , they are identical, see also [10]). Moreover
there exists an unique subgroup G¯ of Diff(M) such that for any G-invariant
Riemannian metric b onM , the group G¯ is the closure of G in Is(M, b): Is(M, b)
is closed in Diff(M) and so the closure of G in Is(M, b) is its closure in Diff(M)
and thus it does not depend on b (see [2, 10]). Then σ extends in an unique way
to an involutive morphism σ¯ : G¯ → G¯, which is the restriction of σIs(M) to G¯.
Hence denoting by Hˆ the isotropy subgroup of G¯ at p0, Hˆ = Isp0(M) ∩ G¯, we
have according to (14), (G¯σ¯)0 ⊂ Hˆ ⊂ G¯σ¯. Besides σ¯ gives rise to the symmetric
decomposition Lie G¯ = Lie Hˆ ⊕m.
In addition to that, we have Hˆ = H¯. Indeed, let Φ: U × Isp0(M) → Is(M) be
a local trivialisation of Is(M) → M , such that Φ(p0, h) = h, and Φ(U ×H) =
Φ(U × Isp0(M)) ∩ G (take Φ(p, h) = φ(p).h, with φ : U → G a local section
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such that φ(p0) = 1). Further, if g ∈ Isp0(M) ∩ G¯ and (gn) is a sequence of
G ∩ Φ(U × Isp0(M)) such that gn → g, then Φ
−1(gn) = (un, hn) ∈ U × H
converges to Φ−1(g) = (p0, g), thus hn → g so g ∈ H¯ .
Moreover, H¯ is a closed subgroup of Isp0(M), thus it is compact. Hence, we have
the symmetric realisation M = G¯/H¯ and Adm(H¯) is compact: we have showed
that the hypothesis ”Adm(H) relatively compact” and ”Adm(H) compact” give
the same symmetric spaces. Moreover, by using the preceding reasoning (to
prove Hˆ = H¯) it is easy to see that if Adm(H) is compact then G is closed in
Is(M) (see also [10]) so that the hypothesis ”Adm(H) is compact” and ”G is
closed in Is(M)” are in fact equivalent.
Besides, the closure of G is the same in Is(M) and in Is(M˜) with M˜ = G/H0:
since M and M˜ are complete (a Riemannian homogeneous space is complete)
then Is(M) and Is(M˜) are complete (see [10]), and thus the closure of G in one
of this group is the completed of G.
Now, let us suppose that we have a locally 4-symmetric bundle over M .
Theorem 8 Let us consider M a G-symmetric space with G ⊂ Is(M) and
τ : g → g an order four automorphism such that τ2 = σ. Then the extension τ
of τ , given by theorem 7 stabilizes the Lie algebra, Lie G¯, of the closure of G in
Is(M):
τ (Lie G¯) = Lie G¯.
Then denoting by τ¯ := τ |Lie G¯ the extension of τ to Lie G¯ (given by theorem 7),
the subgroup fixed by τ¯ (defined by (11)) is the closure of G0:
Gˆ0 := {g ∈ H¯ | τ|m ◦Admg ◦ τ
−1
|m = Admg} = G¯0.
Finally the new locally 4-symmetric bundle over M defined by τ¯ is G¯/G¯0, and
using the notation of remark 10, the fibre of G¯/G¯0, Sˆ0 := s(H¯) = H¯/G¯0, is the
closure of the fibre S0 of G/G0, S0 = s(H) = (H/G0), in the maximal fibre over
M : S0 := s(Isp0(M)) = Isp0(M)/G0.
Remark 11 In particular, if we suppose that we have an order four automor-
phism τ of G, such that τ2 = σ, then since τ is uniformly continuous, it extends
into an order four automorphism τ¯ : G¯ → G¯ (because Is(M) is complete) and
obviously τ¯2 = σ¯.
The following theorem precises the link between the Lie algebra setting and the
one of the Riemannian symmetric spaceM (first point of theorem 9), which will
allow us (in theorem 10) to translate the theorem 7 in terms of the setting of
M . The two last points (of theorem 9) characterize the ”satisfying cases”: any
element in Aut(m) defines an automorphism in Is(M) (an example of ”unsat-
isfactory” case is given by M = R2n−r × Tr , see section 4.2).
Theorem 9 Let us consider M a Riemannian symmetric space and M˜ its uni-
versal covering.
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• The curvature operator (in M) is given by Rp0(·, ·) = −adm([·, ·]|m×m) and
thus12
Der(m) = Isp0(M˜) ⊃ Isp0(M) ⊃ LieHol(M)
Aut(m) ⊃ Isp0(M˜) ⊃ Isp0(M) ⊃ Hol(M)
(15)
(using the identification Tp0M = m) and Der(m)⊕ m = Is(M˜).
• Moreover the following statements are equivalent:
(i) Isp0(M˜) = Isp0(M) (i.e. Is(M˜) = Is(M))
(ii) M =M ′ ×M0, with M ′ of the semisimple type (i.e. Is(M ′) is semisimple)
and M0 is Euclidean.
(iii) h0 = so(m0), where h0 and m0 are respectively the Euclidean part of
Isp0(M) and m respectively, in the decomposition Is(M) = g
′ ⊕ g0, with g′
semisimple and g0 of the Euclidean type.
• Moreover the following statements are also equivalent:
(i) Isp0(M˜) = Isp0(M)⊕ so(m0)
(ii) h0 = 0
(iii) Let M˜ = M˜ ′× M˜0 be the decomposition of M˜ into the semisimple and Eu-
clidean type, Γ the group of deck transformations of the covering π : M˜ → M .
Then the projection on the Euclidean factor (in Is(M˜) = Is(M˜ ′)× Is(M˜0)) of Γ
satisfies Γ0 ∼= Zr with r = dim M˜0 so that M˜0/Γ0 = Tr.
Further Aut(m) stabilizes Isp0(M) if and only if one of the 6 previous state-
ments holds i.e. if and only if Is(M˜)/Is(M) = {0} or so(m0). Denoting by
Aut(m)∗ the subgroup of Aut(m) which stabilizes Isp0(M), then the maximal
subalgebra of Isp0(M) invariant by Aut(m) is Isp0(M) if Aut(m) = Aut(m)
∗
and h′ = Isp0(M˜
′) if not.
Let us consider M a G-symmetric space with G ⊂ Is(M) and τ : g → g an
order four automorphism such that τ2 = σ.
Then the extension τ of τ , given by theorem 7 defines a maximal locally 4-
symmetric bundle over M . Indeed let g be the maximal subalgebra of Is(M)
invariant by τ , and G the subgroup of Is(M) generated by it. Then G is a
closed subgroup of Is(M) acting symmetrically on M : since G is connected,
it is invariant by σIs(M) (and it contains G) thus it acts symmetrically on M ,
then G is closed as an immediate consequence of the maximality and theorem 8.
Therefore, τ |g defines a maximal locally 4-symmetric bundle over M , with the
realisation M = G/H .
We can also define a minimal locally 4-symmetric bundle overM , by considering
the subalgebra g′ ⊕ m0 (where g′ is the semisimple part of Is(M) and m0 the
Euclidean part of m).
Theorem 10 In conclusion, given any (even-dimensional) Riemannian sym-
metric space M , to define over it a locally 4-symmetric bundle is equivalent to
give ourself J0 ∈ Σ(Tp0M) which leaves invariant the curvature Rp0 :
Rp0(J0X, J0Y ) = J0Rp0(X,Y )J
−1
0 ∀X,Y ∈ Tp0M.
12Hol(M) is the holonomy group of M
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Then the order four automorphism of Is(M˜), τ , defined by J0, defines the max-
imal locally 4-symmetric bundle over M , N = G/G0 with G0 = {g ∈ H |
J0gJ
−1
0 = g}. Moreover, any locally 4-symmetric bundle over M is a subbundle
of one such maximal bundle and to define such a subbundle N is equivalent to
give ourself a Lie subgroup G ⊂ Is(M) acting symmetrically on M such that
τ(g) = g i.e. AdJ0(h) = h. In this case, the closure N¯ of N = G/G0 in the
(unique) maximal locally 4-symmetric bundle over M containing N , N , is also
a locally 4-symmetric bundle over M and we have N¯ = G¯/G¯0, M = G¯/H¯.
Proof of theorem 8 We have to check that τ (Lie G¯) = Lie G¯, i.e. according
to the theorem 7, Intτm(Lie H¯) = Lie H¯ . We still have Intτm(H
0) = H0, thus
Intτm(H0) = H0. It remains to verify that (H¯)
0 = H0. But this is simply the
result of the fact that M˜ := G/H0 = G¯/H0 (the closures in Is(M˜) and Is(M)
are the same) is a discrete covering of M = G¯/H¯. Indeed (H¯)0 is closed thus
(H¯)0 ⊃ H0 and then we have
M˜ = G¯/H0
fibration
−−−−−→ G¯/(H¯)0
covering
−−−−−→ G¯/H¯ =M
and M˜
covering
−−−−−→M , hence (H¯)0/H0 is discrete but the two groups are connected
((H¯)0 suffices) thus (H¯)0 = H0. We have proved that τ (Lie G¯) = Lie G¯.
Using the notation of remark 10, we have, since H¯ is compact, s(H¯) = s(H),
hence using the same method as for Hˆ, we can easily show that Gˆ0 := s
−1(τ|m)∩
H¯ = G¯0 and thus s(H¯) = H¯/G¯0. Finally, the new locally 4-symmetric space is
G¯/G¯0. This completes the proof. 
Proof of theorem 9 For the first point see [10]. For the following points, see
sections 4.1 and 4.2. 
Proof of theorem 10 The first assertions are nothing but the translation of
theorem 7, using theorem 9. Then, we have to prove that G¯/G¯0 is the closure
N¯ of N = G/G0 in G/G0. Let πJ0 : G → G/G0 be the projection map, then
we have πJ0(G) = G/G0 ∩ G = G/G0 (according to definition (11)) and thus
πJ0(G¯) ⊂ πJ0(G) = N¯ but πJ0(G¯) = G¯/G0∩G¯ = G¯/G¯0 (according to definition
(11) and Gˆ0 = G¯0). Hence G¯/G¯0 ⊂ N¯ . These are together subbundle (over
M) of N and using a trivialisation of N = G/G¯0 → M (same reasoning as for
Hˆ) it is easy to see that the fibre of N¯ (over p0) is H¯/G¯0 which implies that
G¯/G¯0 = N¯ . This completes the proof. 
Remark 12 According to the definition (11), τ|m and −τ|m give rise to the
same group G0. Moreover τ|m = (τ
−1)|m and in particular if τ integrates in G
then Gτ = Gτ
−1
. Besides (τ−1)2 = σ−1 = σ, hence τ−1 defines the same locally
4-symmetric bundle over M as τ . Moreover, given any τm ∈ Σ(m) ∩ Aut(m),
then −τm ∈ Σ(m) ∩ Aut(m) and gives rise (according to theorem 7) to the
automorphism τ−1 which gives rise to the same maximal locally 4-symmetric
bundle over M and the same family of 4-symmetric subbundle over M .
From now, we will always suppose that G is a closed subgroup of Is(M)0. The
result of this is that the isotropy subgroup of G at the point p0, H = StabG(p0)
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is compact and can be identified (via the adjoint representation on m, resp.
via the linear isotropy representation) to a closed subgroup of O(m) (resp. of
O(Tp0M)). Then according to theorem 10, to study the case of non-closed
subgroup of Is(M)0 (or equivalently the non-closed locally 4-symmetric bundle
overM), we have just to consider the non-closed subgroups of our closed group
G, acting symmetrically on M , and whose Lie algebra is invariant by τ .
3.2 Twistor subbundle
We give ourself a locally 4-symmetric bundle N = G/G0 (defined by an order
four automorphism τ and by (11)) over a symmetric space M = G/H . We
will show that G/G0 is a subbundle of the twistor bundle Σ(G/H) . Under the
isomorphism between TM and [m] = {(g.p0,Adg(ξ)), ξ ∈ m, g ∈ G}, Tp0M is
identified to m: ξ ∈ m 7→ ξ.p0 ∈ Tp0M is an isomorphism of vector spaces. Then
to τ|m ∈ Σ(m) (resp. to −τ|m = τ
−1
|m ∈ Σ(m)) corresponds J0 ∈ Σ(Tp0M), and
more generally to Adg ◦ τ|m ◦ Adg
−1 ∈ Σ(Adg(m)) (resp. Adg ◦ τ−1|m ◦ Adg
−1)
corresponds gJ0g
−1 ∈ Σ(Tg.p0M). Thus we have defined a map
ρJ0 : G −→ Σ(M)
g 7−→ gJ0g−1
which according to the definition (11) of G0 gives rise under quotient to the
injective map:
i : G/G0 −→ Σ(M)
g.G0 7−→ gJ0g−1 .
Moreover, i is an embedding. Indeed, G acts smoothly on the manifolds Σ(M)
and so the map g ∈ G 7→ gJ0g−1 ∈ Σ(M) is of constant rank. Thus i : G/G0 →
Σ(M) is an injective map of constant rank and so it is an injective immersion.
We can add that i : G/StabG(J0)→ G.J0 is an homeomorphism if the orbitG.J0
is locally closed in Σ(M) (see [5]). We will show directly that i(G/G0) = G.J0
is a subbundle of Σ(M).
First, let us precise the fibration G/G0 → G/H . We have the isomorphism
of bundle: G/G0 ∼= G ×H H/G0. In particular, the fibre type of G/G0 is
H/G0. Besides i is a morphism of bundle (over M). Since i is also an injective
immersion, we can identify the fibres of G/G0 and i(G/G0) respectively over
the point g.p0 ∈ M . The fibre of i(G/G0) over p = g.p0 is gS0g
−1 where
S0 = Int(H)(J0) ⊂ Σ(Tp0M) is the fibre over p0.
13
Now let us show that i(G/G0) is a subbundle of Σ(M). Let σ : U ⊂ G/H → G
be a local section of the fibration πH : G → G/H . Then we have the following
trivialisation of Σ(U):
Φ: (p, J) ∈ U × Σ(Tp0M) 7−→ (p, σ(p)Jσ(p)
−1) ∈ Σ(U)
13we remark that H ⊂ O(Tp0M), G0 ⊂ U(Tp0M,J0) and S0 = H/G0 is a compact sub-
manifold of Σ(Tp0M).
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and we have Φ(U × S0) =
⊔
p∈U
{p} × (σ(p)S0σ(p)−1) = i(G/G0) ∩ Σ(U). Thus
i(G/G0) is a subbundle of Σ(M), hence i is an embedding.
Let us recapitulate what precedes:
Theorem 11 The map
i : G/G0 −→ Σ(M)
g.G0 7−→ gJ0g−1 .
is an embedding and a morphism of bundle from G/G0 into Σ(M). Besides the
fibre of i(G/G0) over the point p = g.p0 is gS0g
−1, with S0 = Int(H)(J0) and
J0 ∈ Σ(Tp0M) corresponding to τ|m ∈ Σ(m) (resp. to τ
−1
|m ) .
Remark 13 Given one order four automorphism, we have two different ways
to embed G/G0 into Σ(M) by J0 = ±τ|m. The two submanifolds iJ0(G/G0)
and i−J0(G/G0) are isomorphic by J 7→ −J . These are identical if and only
if H contains an element which anticommutes with J0. If dimM = 2 mod 4
then they lie in different connected components of the twistor space (one in
Σ+(M) and the other one in Σ−(M)). In theorem 4 we use −τ|m to respect the
convention: α−1 is an (1, 0)-form.
Remark 14 If we consider a locally 4-symmetric bundle N = G/G0 over M ,
with G0 not defined by (11), then i is not injective in general: to obtain an
injective map i, we must consider the locally 4-symmetric space G/π−1K (G
′
0) =
(G/K)/G′0 where K = kerAdm and G
′
0 is the subgroup of H
′ = H/K defined
by (11). In particular, we see that in general a 4-symmetric space G/G0 is not
a submanifold of a twistor space (see section 5). Moreover, we can see the aim
of our definition (11) (and in particular of our convention G0 = G
τ ∩H): it is
to obtain an injective map i.
Remark 15 For any covering π : G˜ → G, G˜ acting symmetrically on M , we
have ρ˜J0(G˜) = ρJ0(G) = iJ0(G/G0) : the locally 4-symmetric subbundle of
Σ(M), iJ0(G/G0) does not depend on the choice of the group G (we have chosen
for G, the subgroup of Is(M) generated by g).
Moreover, ρJ0(G) = iJ0(N) is a maximal locally 4-symmetric subbundle in
Σ(M). Now, suppose that we work with a non-closed subgroup G′ ⊂ Is(M),
then ρJ0(G
′) = iJ0(G
′/G′0) is an immersed subbundle in Σ(M): Φ(U × S
′
0) =⊔
p∈U
{p}× (σ(p)S′0σ(p)
−1) = i(G′/G′0)∩Σ(U) but the fibre S
′
p = σ(p)S
′
0σ(p)
−1 is
only a (non-closed relatively compact) immersed submanifold in Σ(TpM). And
since iJ0 is an embedding (from N into Σ(M)) we have iJ0(G¯
′/G¯′0) = iJ0(N¯
′) =
iJ0(N
′). In others words, taking the closure of G′ in Is(M) is equivalent to take
the closure of N ′ in N according to theorem 10 which is equivalent to take the
closure of iJ0(N
′) in iJ0(N).
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Remark 16 The maximal locally 4-symmetric bundles N are disjoint : these
are orbits in Σ(M). More precisely these are suborbits of Is(M)0-orbits in
the form G · J0 in Σ(M) ∩ Aut(M) with Aut(M) =
⊔
p∈M{p} × Aut(TpM)
(see Sections 4.1 and 4.2). In particular, Σ(M) ∩ Aut(M) is the disjoint union
of all the maximal locally 4-symmetric bundles over M . Moreover, the set
of maximal locally 4-symmetric bundles over M , N (M), contains the subset
N ∗(M) of elements which are Is(M)0-orbits, i.e. elements ρJ0(Is(M)
0) with
J0 ∈ Σ(m)∩Aut
∗(m) : N ∗(M) = (Σ(M)∩Aut∗(M))/Is(M)0 ⊂ Σ(M)/Is(M)0.
Remark 17 The Riemannian manifold M = G/H is orientable if and only
if AdmH ⊂ SO(m) (or equivalently H ⊂ SO(Tp0M)). Besides τ|m ∈ Σ
ε(m),
and to fix ideas, let us suppose that ε = 1. Then, if M is orientable, i is an
embedding from G/G0 into Σ
+(M). Moreover, if we work with M˜ = G/H0, we
are sure that H0 ⊂ SO(Tp0M˜). Hence, if we work with what we called the first
possibility (see section 3.1.1), i takes values in Σ+(M˜). In other words, given a
locally 4-symmetric bundle overM , the corresponding 4-symmetric bundle over
its universal covering M˜ (see remark 7) is embedded in Σ+(M˜).
Let us consider more generally any covering π : M˜ → M then it induces the
covering πΣ : Σ(M˜)→ Σ(M) which is also a morphism of bundle over π : M˜ →
M . It is defined by
πΣ : Jx˜ ∈ Σ(Tx˜M˜) 7→ Tx˜π ◦ Jx˜ ◦ (Tx˜π)
−1 ∈ Σ(TxM).
Now, let us suppose that π comes from a covering π˜ : G˜ → G and that we
have M = G/H , M˜ = G˜/H˜0 (symmetric realisation) with H˜ = π˜−1(H) and
G ⊂ Is(M), G˜ ⊂ Is(M˜) (see section 3.1.1). Then we have
Tx˜π ◦ (g˜Jp˜0 g˜
−1) ◦ (Tx˜π)
−1 = gJp0g
−1
with x˜ = g˜.p˜0, g = π˜(g˜). Hence the restriction of πΣ to G˜/G˜0 gives rise to the
morphism of bundle (12)14. Moreover15
S0 = Int(H)(J0) =
⋃
h∈H˜/H˜0
hS˜0h
−1
with, since H˜0 ⊂ SO(Tp0M˜), S˜0 ⊂ Σ
+(Tp0M˜). Further if H ⊂ O(Tp0M) is not
included in SO(Tp0M) (i.e. M is not orientable), then we have
πΣ(Σ
+(M˜)) = Σ(M).
Remark 18 Let us see what happens when we change M , in theorem 4. Let
G˜ be a covering of G, acting symmetrically on a covering M˜ of M , π : M˜ →M ,
with G˜ ⊂ Is(M˜). Then according to remark 17, we have πΣ ◦ iJp˜0 = iJp0 ◦ π0,
14i.e. piΣ ◦ iJp˜0
= iJp0 ◦ pi0, where pi0 : G˜/G˜0 → G/G0 is given by (12).
15In fact, hS˜0h−1 means obviously Th.p0pi ◦ (hS˜0h
−1) ◦ Th.p0pi
−1. piΣ allows to consider
the fibres Σ(Tx˜M˜) as included in the fibre Σ(TxM), with x = pi(x˜).
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with π0 : G˜/G˜0 → G/G0 the morphism of bundle (over π : M˜ → M) given by
(12). Then given any solution α of the (g, τ)-system (6), let us integrate it in
G˜ and G respectively, U˜ : L → G˜, U : L → G with U˜(0) = 1, U(0) = 1 (0 is a
reference point in L), we have π˜◦U˜ = U . Then let us project these lifts in G˜/G˜0
and G/G0 respectively: we obtain the geometric solutions J˜ : L → G˜/G˜0 and
J : L → G/G0 respectively and we have π0 ◦ J˜ = J . Then let us embed these
into the twistor spaces Σ(M˜) and Σ(M) to obtain the admissible twistor lifts
J˜X˜ : L→ iJ˜0(G˜/G˜0) and JX : L→ iJ0(G/G0) respectively which are related by
πΣ ◦ J˜X˜ = JX , and in particular π ◦ X˜ = X .
4 Splitting of M into the 3 types of symmetric
spaces
In the following theorems and corollaries, we study the behaviour of the auto-
morphism τ with respect to the de Rham decomposition of M .
Theorem 12 [10, 2] LetM be a simply connected Riemannian symmetric space.
Then M is a product
M =M0 ×M− ×M+
where M0 is an Euclidean space, M− and M+ are Riemannian symmetric spaces
of the compact and non-compact types respectively. In particular
M =M0 ×M
′
where M ′ has a group of isometries G = Is(M ′) semisimple and its isotropy
subgroup at p0 ∈ M
′, H, (which is connected because M ′ is simply connected)
is equal to the holonomy group of M ′. Hence a Riemannian symmetric space
M of which the isometry group is semisimple (which is equivalent to say that
its universal covering has not Euclidean factor, or equivalently the Lie alge-
bra of G does not contain non-trivial abelian ideal, i.e. its Killing form is
non-degenerated) has a unique symmetric realisation G/H, with G acting ef-
fectively. In this unique realisation, we have necessarily G = Is(M)0 16 and
H = Is0p0(M) := Isp0(M) ∩ Is(M)
0(⊃ Isp0(M)
0). Further the Lie algebra
Isp0(M) = Der(m) = Hol(M) is spanned by [m,m] = {Rp0(X,Y ), X, Y ∈
Tp0(M)}.
Moreover the universal covering of such a Riemannian symmetric space M , ad-
mits a decomposition into a product of irreducible Riemannian symmetric spaces
(i.e with linear isotropy representations which are irreducible)
M˜ =M1 × · · · ×Mr.
16as usual, we suppose that G is connected
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Theorem 13 Let us consider the decomposition of (g, σ) into the sum of orthog-
onal (for the Killing form) ideals of the compact, non-compact and Euclidean
types respectively:
g = l0 ⊕ l− ⊕ l+
and let lα = hα ⊕mα be the eigenspace decomposition of the involution σ|lα .
Suppose now that we have an order four automorphism τ : g → g with τ2 = σ.
Then τ(lα) = lα, τ(hα) = hα, τ(mα) = mα for α = 0,−,+. Hence τm =
⊕ατmα , with τmα ∈ Σ(mα), and τ|lα is the automorphism of lα defined by τmα
according to theorem 7 and we have τ2|lα = σ|lα . Moreover, we have Aut(m) =∏
αAut(mα).
Corollary 1 Let M be a G-symmetric space, G ⊂ Is(M) and τ : g → g an
order four automorphism with τ2 = σ. Let M˜ be its universal covering, which
has a symmetric realisation M˜ = G˜/H˜0, with π : G˜ → G a covering of G,
H˜ = π−1(H) and G˜ ⊂ Is(M˜), such that τ integrates into τ˜ : G˜ → G˜. Then
the decomposition of g into 3 ideals of different types gives rise to the following
decomposition of G˜:
G˜ = L0 × L− × L+
which induces the following decompositions of H˜0 and G˜0 = H˜
0 ∩ G˜τ˜ , corre-
sponding also to the decompositions h = ⊕αhα and g0 = ⊕α(g0)α:
H˜0 = H0 ×H− ×H+ (16)
G˜0 = (G0)0 × (G0)− × (G0)+ . (17)
Hence M˜ = M0 ×M− × M+ and N˜ = N0 × N− × N+ with Mα = Lα/Hα,
Nα = Lα/(G0)α. Besides σ˜ and τ˜ admit the decompositions σ˜ =
∏
α σ˜α and
τ˜ =
∏
α τ˜α, and Hα = (L
σ˜α
α )
0, (G0)α = Hα ∩ Lταα = (Lα)0. Moreover Nα is a
4- symmetric bundle over Mα.
Theorem 14 Let us consider the decomposition of (g, σ) into the sum of or-
thogonal (for the Killing form) ideals:
g = ⊕ri=0gi (18)
with g0 abelian and (gi, σ|gi) irreducible, and let gi = hi ⊕mi be the eigenspace
decomposition of σ|gi . Suppose now that we have an order four automorphism
τ : g → g such that τ2 = σ.
There exists an unique decomposition of g:
g = g0 ⊕ (⊕
r′
i=1g
′
i) (19)
where g′i = gi or g
′
i = gi ⊕ gj with (gi, σ|gi) and (gj , σ|gj ) isomorphic, such
that τ(g′i) = g
′
i. Besides if g
′
i = h
′
i ⊕ m
′
i is the eigenspace decomposition of
σ|g′i , then τ(h
′
i) = h
′
i, τ(m
′
i) = m
′
i. Moreover if g
′
i = gi ⊕ gj then τ(gi) = gj,
τ(hi) = hj, τ(mi) = mj. Hence τm = ⊕r
′
i=0τm′i with τm′i ∈ Σ(τm′i), and τ|g′i
is the automorphism of g′i defined by τm′i according to theorem 7 and we have
τ2|g′i
= σ|g′i .
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Corollary 2 Let M be a G-symmetric space, G ⊂ Is(M) and τ : g → g an
order four automorphism with τ2 = σ. Let M be its universal covering, which
has a symmetric realisation M˜ = G˜/H˜0, with π : G˜ → G a covering of G,
H˜ = π−1(H) and G˜ ⊂ Is(M˜), such that τ integrates into τ˜ : G˜→ G˜. Then the
decomposition of g,(18), gives rise to the following decomposition of G˜:
G˜ = L0 × L1 × · · · × Lr
which induces the following decomposition of H˜0, corresponding also to the de-
composition h = ⊕ri=0hi:
H˜0 = H0 ×H1 × · · · ×Hr.
Then σ˜ admits the decomposition σ˜ =
∏r
i=0 σ˜i (with σ˜i involution of Li) and
Hi = (L
σ˜i
i )
0. Moreover there exists an unique decomposition of G˜:
G˜ = L′0 × L
′
1 × · · · × L
′
r′ (20)
where L′i = Li or L
′
i = Li × Lj with (Li, σ˜i) and (Lj , σ˜j) isomorphic. Then τ
admits the decomposition τ˜ =
∏r′
i=0 τ˜
′
i with τ˜
′
i order four automorphism of L
′
i.
Further, by identifying (Li, σ˜i) and (Lj, σ˜j) (when L
′
i = Li × Lj), then in (20),
we have either L′i = Li and then τ˜
′
i = τ˜i is an order four automorphism of Li
so that (L′i)
τ˜ ′i = (Li)
τ˜i , or L′i = Li × Li and then
τ˜ ′i : (a, b) ∈ Li × Li 7→ (σi(b), a) ∈ Li × Li
so that (L′i)
τ˜ ′i = ∆(Hi) ⊂ Hi × Hi. Hence M˜ = M0 × M1 × · · · × Mr with
Mi = Li/Hi, and N˜ = N
′
0 × N
′
1 × · · · ×N
′
r′ where either N
′
i = Ni = Li/(Li)0
is a 4-symmetric bundle over Mi, or N
′
i = Li × Li/∆(Hi) is a 4-symmetric
bundle over Mi ×Mi = Li ×Li/Hi ×Hi (and the fibre Hi ×Hi/∆(Hi) ≃ Hi is
a group).
Proofs of theorems 13,14 and corollaries 1,2 Use the fact that τm leaves
invariant the metric in m and the restriction to m of the Killing form. 
4.1 The semisimple case
Definition 7 We will say that the Riemannian symmetric spaceM is of semisim-
ple type if Is(M) is semisimple.
Theorem 15 IfM is of semisimple type then each (connected) locally 4-symmetric
bundle over M is maximal and in the form N = Is(M)0/G0, i.e. is an Is(M)
0-
orbit in Σ(M)∩Aut(M). In other words the set of locally 4-symmetric bundles
over M is N (M) = (Σ(M) ∩Aut(M))/Is(M)0 ⊂ Σ(M)/Is(M)0.
Remark 19 The ”size” of a maximal (locally) 4-symmetric bundle over M in
the twistor bundle Σ(M) depends on the ”size” of the isotropy subgroup Isp0(M)
and on J0 ∈ Σ(Tp0M). In other words, if we want a fibre S0 ⊂ Σ(Tp0M) of
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maximal dimension, we must find J0 ∈ Σ(Tp0M) ∩ Aut(Tp0M) ⊃ Σ(Tp0M) ∩
Isp0(M) such that TJ0S0 = g2(J0) := {A ∈ Isp0(M) | AJ0 + J0A = 0} is
of maximal dimension, or equivalently such that g0(J0) = {A ∈ Isp0(M) |
AJ0 − J0A = 0} is of minimal dimension.
Remark 20 It is possible that there exist different non-isomorphic locally
4-symmetric bundles over M (see section 5.3). And it is also possible that
there does not exist any locally 4-symmetric bundle over M . For example:
M = S1 × S3, then Is(M) = SO(2) × SO(4) and Isp0(M) = SO(3), and there
does not exist J0 ∈ Σ(R4) such that J0SO(3)J
−1
0 = SO(3).
Moreover we have the following obvious theorem (see also [11]):
Theorem 16 Let (g, σ) be an orthogonal symmetric Lie algebra. Then set g∗ =
h ⊕ im and σ∗ = Idh ⊕ −Idim. Then (g
∗, σ∗) is an orthogonal symmetric Lie
algebra. If (g, σ) is of the compact type then (g∗, σ∗) is of the non-compact type
and conversely. Now, for τm ∈ End(m), set τ∗m : iv ∈ im 7→ iτm(v). Then
τm ∈ Aut(m)⇐⇒ τ
∗
m ∈ Aut(im)
and τm ∈ Σ(m) if and only if τ∗m ∈ Σ(im). In this case (τm ∈ Aut(m)∩Σ(m)) let
τ (resp. τ∗) be the automorphism of g (resp. g∗) defined by τm (resp. τ
∗
m) and
denoting by AC ∈ End(V C) the extension to V C of A ∈ End(V ) (V real vector
space) then we have
τC = τ∗C i.e. τ∗ = τC|g∗
Theorem 17 Let M be an irreducible symmetric spaces of type II (compact
type) or type IV (non-compact type) then there does not exist any (non-trivial)
locally 4-symmetric bundle over M . Equivalently Aut(M)∩Σ(M) = ∅, in other
words, there does not exist any automorphism τ of Is(M) such that τ2 = σ.
Proof. By duality, it is enough to prove the assertion for the compact type.
In this case let M˜ be the universal covering of M , we have M˜ = H ×H/∆(H)
and σ˜ : (a, b) ∈ G × G 7→ (b, a). Then an automorphism τ : g → g must send
g1 = h ⊕ {0} either on g1 or on g2 = {0} ⊕ h and idem for g2, and thus for
any automorphism we have τ2(gi) = gi and hence we cannot have τ
2 = σ. This
completes the proof. 
4.2 The Euclidean case
Theorem 18 Let M = R2n with its canonical inner product. Then Is(M) =
O(2n) ⋉ R2n the group of affine isometries in R2n. Hence for any p0 ∈ R2n,
we have Isp0(M) = {(F, (Id − F )p0), F ∈ O(2n)} ≃ O(2n). In particular for
p0 = 0, Isp0(M) = O(2n). Thus we have ∀p0 ∈ R
2n, Is(M) = Isp0(M)⋉R
2n.
Further M = G/H is a symmetric realisation with G acting effectively if and
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only if G = H⋉R2n with H ⊂ Isp0(R
2n) for some p0 ∈ R2n. Then we have G =
H0⋉R2n with H0 = prO(2n)(H) ⊂ O(2n). The involution for this realisation is
σ = Int(−Id, 2p0) : (h, x) ∈ G 7→ (h, 2(Id− h)p0 − x)
giving rise to the symmetry around p0: σ0 : x ∈ R2n 7→ −(x − p0) + p0 ∈ R2n.
Let us fix p0 = 0, so that for any symmetric realisation we have H ⊂ Isp0(M) =
O(2n) and σ = Int(−Id, 0).
All (connected) locally 4-symmetric bundles over M are globally 4-symmetric
bundles over M . The twistor bundle, Σ(R2n) × R2n, is a globally 4-symmetric
bundle over M . All the (connected) 4-symmetric bundles over R2n are in
the form: S0 × R2n where S0 is a compact Riemannian symmetric space em-
bedded17 in Σε(R2n). Besides Aut(Tp0M) = Isp0(M) = O(2n) so that any
J0 ∈ Σ(R2n) defines the maximal 4-symmetric bundle Σ(R2n)×R2n = (O(2n)⋉
R2n)/U(R2n, J0).
Theorem 19 Let M be an Euclidean Riemannian symmetric space (i.e. its
universal covering is an Euclidean space R2n). Then M = R2p ⊕ T2q, Is(M) =
O(2p) × (S2q ⊗ {±1}) ⋉ M (S2q is the group of permutations) and denot-
ing by π : R2n → M the universal covering, and p0 = π(0), then Isp0(M) =
O(2p)× (S2q ⊗ {±1}). Moreover Aut(R2n) = O(2n), and J0 ∈ Σ(R2n) defines
the (connected) maximal 4-symmetric bundle over M : (Σ(E2l)×{J0|E2l⊥})×M ,
where E2l is the (unique) maximal subspace in R2p invariant by J0. In partic-
ular, Aut∗(M) ∩Σ(M) = Σ(R2p)× Σ(R2q)×M .
Proof. Let π˜ : G˜ → G be a covering of G = Is(M)0 acting symmetrically and
effectively on M˜ = R2n and σ˜ : G˜ → G˜ the corresponding involution. Then
setting H˜ = (G˜σ˜)0, we have according to the previous theorem G˜ = H˜ ⋉ R2n
and H˜ ⊂ SO(2n). Then setting D = kerπ, D is a discrete central subgroup
of G˜. Besides it is easy to see that Cent(G˜) = Cent(H˜ × R2n) = R2q where
R2q is the maximal subspace of R2n fixed by H˜, i.e. H˜ ⊂ SO(2p) × {Id2q}
(2p+2q = 2n). Hence D = ⊕ri=1Zei with (ei)1≤i≤r R-free so that G = Is(M)
0 =
G˜/D = H˜⋉M ′ with M ′ = R2p⊕R2q−r⊕Rr/Zr. Moreover we have σ : (h, x) ∈
H˜×M ′ → (h,−x) because σ˜ = Int(−Id, 0) (see the previous theorem) and thus
Gσ = H˜ but the isotropy subgroup of G at p0 satisfies H ⊃ π˜(H˜) (because H˜
is connected), but π˜(H˜) = H˜ (D ∩ H˜ = {1}) and thus H = H˜ . Thus M =
G/H =M ′. Now, we have to compute Is(M), we know that Is(M)0 = H⋉M ⊂
SO(2p)⋉M . In the other hand, any g ∈ Is(M) can be lifted into g˜ ∈ O(2n)⋉
R2n, and conversely g˜ ∈ O(2n)⋉R2n corresponds to some g ∈ Is(M) if and only
if g˜(D) = D which is equivalent to g˜ ∈ [O(2p+2q−r)×(GLr(Z)∩O(Rr))]⋉R2n =
[O(2p + 2q − r) × (Sr ⋉ {±Id})] ⋉ R2n. Hence Isp0(M)
0 = SO(2p + 2q − r)
and thus r = 2q. Finally M = R2p ⊕ T2q, Is(M) = O(2p)× (Sr ⋉ {±Id})⋉M ,
Isp0(M) = O(2p)×(Sr⋉{±Id}), and Isp0(M)
0 = H = SO(2p). We conclude by
remarking that J0 ∈ Σ(R2n) satisfies J0HJ
−1
0 = H for H ⊂ SO(2p) connected
17only immersed if H is not closed in O(2n)
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and maximal if and only if H = SO(E2l) and J0 ∈ Σ(E2l) × Σ(E2l
⊥
). This
completes the proof. 
Remark 21 We can use the second elliptic integrable system in the Euclidean
case to ”modelize” this system in the general case. Indeed, let us consider M a
Riemannian symmetric space of the semisimple type (then its isotropy subgroup
H = Isp0(M) is essentially its holonomy group, i.e. they have the same identity
component) with τ : g → g an order four automorphism such that τ2 = σ. Then
we can associate to the corresponding locally 4-symmetric bundle N over M ,
the 4-symmetric bundle overM0 = m = H⋉m/H : N0 = H⋉m/G0 = S0×m ⊂
Σ(m) × m, and to the second elliptic integrable system in N , its ”linearized”
in N0. We conjecture that the ”concrete” geometrical interpretation (i.e. in
terms of the second fundamental form of the surface X etc...) is the same for
the linearized and the initial system. This is what happens in dimension 4.
Remark 22 The second elliptic integrable system can be viewed as ”a cou-
plage” between the harmonic map equation in S0 = H/G0 and a kind of Dirac
equation in g−1: ∂z¯u1 + [u¯0, u1] + [u¯1, u2] = 0. In the Euclidean case, the pro-
jection on the ”group part”, g = h ⋉ m → h, of the second elliptic system is
only the harmonic map equation in H/G0. In other words, the second elliptic
integrable system is only the harmonic map equation in H/G0 and a kind of
Dirac equation in Cn (∼= (g−1, J0)). In particular, if we apply any method of
integrable systems theory using loop groups (DPW, Dressing action etc..) or
something else (spectral curves) to the second elliptic system in G/G0 and then
project in the group part (pr : H⋉m → H), we obtain the same method applied
to the first elliptic integrable system in H/G0 i.e. the harmonic map equation in
H/G0. For example, if we apply the DPW method: given µ = (µh, µm) a holo-
morphic potential, we have pr(WG/G0(µ)) =WH/G0(µh) where WG/G0 ,WH/G0
are the Weierstrass representations for each elliptic system. Hence to solve the
second elliptic system, we can first solve the harmonic map equation in H/G0,
by using any method of integrable systems theory which gives us a lift h in H
of a harmonic map in H/G0, and then we have to solve the Dirac equation with
parameters u0, u2 given by the lift : h
−1∂zh = u0 + u2 following h = g0 ⊕ g2
(see [12]). However, the Dirac equation is not intrinsic since it depends on the
lift h of the harmonic map (see [12]).
In the particular case where S0 is a group and H = G0 ⋊ S0, (for example
S0 = G0 × G0/G0), then we have a canonical lift and then the Dirac equation
becomes intrinsic (see [12]). It is in particular what happens for Hamiltonian
stationary Lagrangian surfaces : in C2 we have an intrinsic Dirac equation
whereas in the others Hermitian symmetric spaces this equation does not exist
(see [7, 8, 9]). It is also what happens in [12] when we take for S0 the subsphere
S3 ⊂ S6 (S6 embeds in Σ+(R8) by the left multiplication in O).
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5 Examples of 4-symmetric bundles
We use the notations of section 3.1.
5.1 The sphere
Let us consider M = S2n = SO(2n + 1)/SO(2n) with G = SO(2n + 1), H =
SO(2n) and the involution σ = Int(diag(Id2n,−1)). ThenG
σ = SO(2n)
⊔
O−(2n)×
{−1}. Hence H = (Hσ)0, Mmin = RP2n and Mmax = S2n.18 We have also
h = so(2n), m =
{(
0 v
−vt 0
)
, v ∈ R2n
}
= {im(v), v ∈ R
2n}
where im : R2n → m is defined in an obvious way. Now, let us consider the
action of H on m: for h ∈ SO(2n), ξ = im(v) ∈ m, we have
Admh(ξ) = im(h.v)
hence K = kerAdm = {Id} and the action of G is effective (in fact SO(2n+ 1)
is simple because 2n+ 1 is odd). Identifying m with R2n via im we have: ∀h ∈
SO(2n),Admh = h i.e. Adm = Id. Moreover SO(2n+1) is the connected isom-
etry group of S2n. Now, according to theorem 7, define a locally 4-symmetric
bundle overM = S2n is equivalent to give ourself τm ∈ Σ(m)∩Aut(m) = Σ(m).
Further, given J0 ∈ Σε(R2n), let us define the order four automorphism of G:
τ = Int(diag(−J0, 1)). Then τ2 = σ and since τH = IntJ0 and τ|m = J0,
we obtain all the locally 4-symmetric bundles over M which are all globally
4-symmetric bundles over M .
Moreover, we haveGτ = Com(J0)∩SO(2n) = U(R2n, J0). Hence Gτ = (Gτ )0 =
G0 thus S0 = H/G0 = Int(SO(2n))(J0) = Σ
ε(R2n) and thus N = G/G0 =
Σε(S2n).
5.2 Real Grassmannian
More generally, let p, q ∈ N∗ such that pq is even and let us consider M =
SO(p + q)/SO(p) × SO(q) = Grp(Rp+q) (oriented p-planes in Rp+q). Since p
and q play symmetric roles, we will suppose that p is even and that it has the
biggest divisor in the form 2r. We have dimM = pq and the following setting
G = SO(p+ q), H = SO(p)× SO(q); σ = Int(diag(Idp,−Idq)) and
Gσ = SO(p)× SO(q)
⊔
O−(p)×O−(q).
Then H = (Gσ)0 so that Mmin = Gr
∗
p(R
p+q) (non-oriented p-planes in Rp+q)
andMmax = Grp(Rp+q) =M . Besides h = so(p)⊕so(q), andm =
{(
0 B
−Bt 0
)
, B ∈ glp,q(R)
}
=
im(glp,q(R)) (im defined in an obvious way).
Now let us compute Adm. For h = diag(A,C) and ξ = im(B), we have:
Admh(ξ) = im(ABC
−1).
18Mmax is simply connected and Mmin is the adjoint space.
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Under the identification im we have Adm(A,C) = LARC−1 = χ(A,C), by in-
troducing the morphism χ : (A,C) ∈ GLp(R) × GLq(R) 7→ L(A)R(C−1) ∈
GL(glp,q(R)). Hence K = kerAdm = {±Id} if q is even and K = {Id} if not.
Thus the connected isometry group of M , Is(M)0, is G′ = G/K = PSO(p+ q)
if q is even and G′ = G = SO(p + q) if not. Let us compute Aut(m): we
already know that Aut(m) ⊃ H ⊃ Aut(m)0. But, it is well known that the
automorphisms of so(n+1) are all inner automorphisms by O(n+1) so we have
Aut(m) = {LARC−1 , (A,C) ∈ O(p)×O(q)}. Thus J0 = L(J1)R(J
−1
2 ) ∈ Aut(m)
is in Σ(m) if and only if :{
(J21 , J
2
2 ) = ±(−Idp, Idq) if q is even,
(J21 , J
2
2 ) = (−Idp, Idq) if q is odd.
Then the associated order four automorphism is τ = Int(diag(J1, J2)). In partic-
ular, τ(H) = H and τH = IntJ1×IntJ2. Besides, Aut(m)∩Σ(m) has respectively
2(p+q+2) or 2(q+1) connected components if q is even or q is odd respectively.
Each connected component is an AdmH-orbit and corresponds to the fibre of a
different maximal 4-symmetric bundle over M .
Moreover to fix ideas let us suppose that we have J1 ∈ Σ(Rp), J2 ∈ OS(Rq),
the set of orthogonal symmetries in Rq, then Gτ = U(Rp, J1) × S(O(E1) ×
O(E2)) with E1 = ker(J2 − Id), E2 = ker(J2 + Id). We have G
τ ⊂ H . Let
OSr(Rq) = Int(SO(q))(Idr,−Idq−r) be the set of orthogonal symmetries in Rq
with dimE1 = r. Then H/G
τ = Int(H)(J1, J2) = Σ
ε(Rp) × OSr(Rq) (ε being
determined by J1) and
G/Gτ = {(x, J), x ∈M,J ∈ Σε(x)×OSr(x
⊥)}. (21)
Now let us compute G0 according to (11): h = (A,C) ∈ H is in G0 if and only
if Admτ(h) = Admh i.e.: if q is odd, τ(h) = h, and G0 = G
τ ∩ H = Gτ ; if
q is even, τ(h) = ±h (and G0 = π
−1
K (G
′
0) with G
′
0 = G
′τ
′
∩ H ′), i.e. h ∈ Gτ
or τ(h) = −h. The existence of solutions of this last equation depends on p, q
and r (we remark that if h1 is a solution then the set of solutions is h1G
τ ).
One finds that the equation τ(h) = −h (q is even) has a solution in Gσ if and
only if dimE1 = dimE2 = q/2 and that this solution is in H if p/2 is even and
in O−(p) × O−(q) (the other component of Gσ) if p/2 is odd. Hence, if p is
divisible by 4, q is even and r = q/2 (i.e. J0 ∈ χ(Σ(Rp)×OSq/2(R
q))), we have
G0 = G
τ
⊔
h1G
τ . In all the other cases we have G0 = G
τ .
In conclusion, let us denote by NL(r, ε) := N(J0) (resp. N
R(r, ε)) the maximal
4-symmetric bundle over M corresponding to J0 ∈ χ(Σε(Rp)×OSr(Rq)) (resp.
χ(OSr(Rp)× Σε(Rq)). Then:
if p is not divisible by 4 or q is odd, Nα(r, ε) is given by (21), for all (α, r, ε),
if p is divisible by 4, q even not divisible by 4 then for (α, r) 6= (L, q/2), Nα(r, ε)
is given by (21) and for (α, r) = (L, q/2) it is given by (22), below,
if p and q are divisible by 4, then for (α, r) ∈ {(L, q/2), (R, p/2)}, Nα(r, ε) is
given by (22), and for the other choices it is given by (21),
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NL(r, ε) = {(x, J), x ∈M,J ∈ P (Σε(x)×OSr(x
⊥))}
NR(r, ε) = {(x, J), x ∈M,J ∈ P (OSr(x)× Σε(x⊥))}
(22)
where P (Σε(x)×OSr(x⊥)) = Σε(x) ×OSr(x⊥)/{±Id}. In the cases described
by (22), G/Gτ is not a submanifold of Σ(M).
5.3 Complex Grassmannian
Let us consider M = SU(p + q)/S(U(p) × U(q)) = Grp,C(Cp+q). We have
dimM = 2pq and the following setting
G = SU(p+ q), H = S(U(p)× U(q)); σ = Int(diag(Idp,−Idq)) and
Gσ = H = (Gσ)0.
Besides h = s(u(p)⊕u(q)) andm =
{(
0 B
−B∗ 0
)
, B ∈ glp,q(C)
}
= im(glp,q(C)).
Let us compute Adm. For h = diag(A,C) and ξ = im(B), we have:
Admh(ξ) = im(ABC
−1).
Under the identification im we have Adm(A,C) = LARC−1 = χ(A,C), by in-
troducing the morphism χ : (A,C) ∈ GLp(C) × GLq(C) 7→ L(A)R(C−1) ∈
GL(glp,q(C))
19. Hence K = kerAdm = {(λIdp, λIdq), λ ∈ C, λp+q = 1} =
Uˆp+qId ≃ Zp+q (with Uˆp+q = exp( 2ipip+qZ)). Thus G
′ = G/K = PSU(p+ q) and
H ′ = S(U(p) × U(q))/Uˆp+q ≃ S(U(p) × U(q)). The connected isometry group
is the unitary group of M : Is(M)0 = U(M) = G′ = PSU(p+ q).
It is well known that the group of automorphisms of SU(p+ q) has two compo-
nents (the C-linear one and the anti-C-linear one) and is generated by the inner
automorphisms and the complex conjugation: g ∈ SU(p+ q) 7→ g¯ ∈ SU(p+ q).
In particular, Aut(m) = AdmH⋊{Id, c} = χ(S(U(p)×U(q)) ·{(Id, Id), (bp, bq)})
with c = L(bp)R(b
−1
q ) : B ∈ glp,q(C) 7→ B¯ ∈ glp,q(C), bn : v ∈ C
n 7→ v¯ ∈ Cn.
The complex structure in m = glp,q(C) is defined by L(Ip) = R(Iq) where
In = iIdn is the canonical complex structure in Cn, and the two connected
components of Aut(m) are respectively the elements in Aut(m) which commute
and those which anticommute with this complex structure.
Moreover, J0 = L(J1)R(J
−1
2 ) ∈ Aut(m)
0 = AdmH is in Σ(m) if and only if
(J21 , J
2
2 ) ∈ (−Idp, Idq)U(1). Then let us set Σλ = {(J1, J2) ∈ U(p) × U(q) |
(J21 , J
2
2 ) = λ(−Idp, Idq)}. Then we have χ(Σλ) = χ(Σ0) for all λ ∈ U(1) since
Σλ = λ
1
2Σ0 with λ
1
2 a root of λ. Thus according to the following lemma,
Aut(m)0 ∩ Σ(m) has (p + 1)(q + 1) connected components, which are AdmH-
orbits and correspond to the fibres of different maximal 4-symmetric bundles
over M .
Lemma 1 Let J ∈ U(n), then J2 = −Id (resp. J2 = Id) if and only if there
exists h ∈ U(n) such that hJh−1 = diag(iIdl,−iIdn−l) for some l ∈ {0, . . . , n}
(resp. hJh−1 = diag(Idr,−Idn−r) for some r ∈ {0, . . . , n}).
19For the following it useful to keep in mind that we have AdmH = χ(S(U(p) × U(q))) =
χ(U(p)× U(q)) and kerχ = C∗Id.
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Then the order four automorphism corresponding to J0 is τ = Int(diag(J1, J2)),
with20 J1 ∈ AdU(p)(iIl,p−l) ∼= iGrl,C(Cp), J2 ∈ AdU(q)(Ir,q−r) ∼= Grr,C(Cq).
Hence Gτ = S(U(l)×U(p− l)×U(r)×U(q− r)); the fibre of the 4-symmetric
space G/Gτ is H/Gτ = Grl,C(Cp)×Grr,C(Cq), and
G/Gτ = {(x, J), x ∈ Grp,C(C
p+q), J ∈ Grl,C(x)×Grr,C(x
⊥)}. (23)
Further, G0 is defined by: Admτ(h) = h, h ∈ H , i.e. (J1AJ
−1
1 , J2CJ
−1
2 ) =
λ(A,C) for some λ ∈ K. But it is easy to see that we must have λ2 = 1
and thus τ(h) = ±h. One finds that τ(h) = −h has solutions if and only if
p, q are even and l = p/2, r = q/2. Finally, in the C-linear case, the maximal
4-symmetric bundle N = G/G0 is given by
G/G0 = {(x, J), x ∈ Grp,C(C
p+q), J ∈ Grl,C(x)×Grr,C(x
⊥)/Z2} (24)
if p, q are even and l = p/2, r = q/2, and by (23) in all the other cases.
In the antilinear case, J0 = L(J1)R(J
−1
2 ) ∈ Aut(m)
0.c, with (J1, J2) = (J
′
1bp, J
′
2bq),
is in Σ(m) if and only if (J21 , J
2
2 ) = (J
′
1J
′
1, J
′
2J
′
2) ∈ (−Idp, Idq).U(1). It is easy
to see that we can only have
(J21 , J
2
2 ) = ±(−Idp, Idq). (25)
Hence according to the following lemma:
– if p, q are odd then Σ(m) ∩ (Aut(m)0.c) = ∅,
– if p, q are even then the two signs ± are realized in (25) and thus Σ(m) ∩
(Aut(m)0.c) has 2 connected components,
– if p, q have opposite parities, then only one sign is realized in (25) and Σ(m)∩
(Aut(m)0.c) has one component.
Lemma 2 Let E ⊂ Cn be a Lagrangian n-plan, i.e. E
⊥
⊕ iE = Cn and let bE
be the associated conjugation: v + iw 7→ v − iw for v, w ∈ E. Then U(n).bE =
bE.U(n) does not depend on E and is the set of anti-C-linear isometries in Cn
(the elements in O(R2n) which anticommute with the complex structure I = iId).
Moreover for any J in this set there exists a Lagrangian n-plane E such that
J = JE .bE = bE .JE with JE ∈ O(E). Besides J ∈ Σ(R2n) (resp. OS(R2n))
if and only if JE ∈ Σ(E) (resp. OS(E)). In particular Σ(R2n) ∩ (U(n).bE) 6=
∅ only if n is even, moreover Σ(R2n) ∩ (U(n).bE) ⊂ Σ+(R2n). Then given
any J1 ∈ Σ(Rn) (resp. OS(Rn)) there exists h ∈ U(n) such that h.E = Rn,
hJEh
−1 = J1 and thus hJh
−1 = J1.bRn.
Then the order four automorphism corresponding to J0 is τ = Int(diag(J1, J2))
with J1 ∈ AdU(p)(J p
2
.bp), J2 ∈ AdU(q)(bq) and J p
2
=
(
0 Id p
2
−Id p
2
0
)
. In other
words J1 is any complex structure in R2p anticommuting with Ip and J2 is any
orthogonal conjugation in Cq. Hence, we have Gτ = Sp(p/2) × SO(q). Hence
20Il,p−l = diag(Idl,−Idp−l)
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U(p) × U(q)/Gτ = Σ+(Cp)− × Lag(Cq) where Σ+(Cp)− = Σ(R2p) ∩ Ant(Ip)
are the complex structures in R2p anticommuting with Ip and Lag(Cq) are the
oriented Lagrangian planes in Cq. Thus we have:
H/Gτ = S(Σ+(Cp)−×Lag(C
q)) := {(J, P ) ∈ Σ+(Cp)−×Lag(C
q) | detC(J)detC(P ) = 1}.
It is easy to define detC on Lag(Cq); and for Σ+(Cp)−, we set detC(J) = detC(E)
for E any Lagrangian n-plane invariant by J (definition independent on the
choice of E). Then
G/Gτ = {(x, J, P ), x ∈ Grp,C(C
p+q), (J, P ) ∈ Σ+(x)− × Lag(x
⊥)}.
Let us computeG/G0. We have to solve for (A,C) ∈ U(p)×U(q): (J p
2
A¯J−1p
2
, C¯) =
λ(A,C) for λ ∈ U(1) whose the solutions are ±λ
1
2 (Sp(p/2)× O(q)). Hence we
have G′0 = G0/K = χ(U(1)(Sp(p/2)×O(q))) = χ(Sp(p/2)×O(q)) ={
χ(Sp(p/2)× SO(q)) if q is odd
χ(Gτ )
⊔
h1χ(G
τ ) if q is even.
ThenG′/G′0 = G/G0 = U(p+q)/(U(1)(Sp(p/2)×O(q))) = PSU(p+q)/P (Sp(p/2)×
O(q)) henceN = G/G0 is equal to (G/G
τ )/Zp+q if q is odd and to (G/Gτ )/Z2(p+q)
if q is even.
6 Appendix
Theorem 20 Let G be a connected Lie group with an involution σ. If Adm(G
σ)0
is compact (resp. relatively compact) then AdmH is compact (resp. relatively
compact) for any H such that (Gσ)0 ⊂ H ⊂ Gσ.
Proof. According to [1] (lemma 2.7), (Gσ)/(Gσ)0 is finite hence H/(Gσ)0 is
finite and the theorem follows. 
Corollary 3 We give ourself the same setting and notations as in remark 7.
If H˜ = (G˜σ˜)0 satisfies: AdmH˜ is compact (resp. relatively compact), then for
any symmetric pair (G,H), AdmH is compact (resp. relatively compact). In
other words if one symmetric pair (associated to (g, σ)) is Riemannian then all
the others are also.
Proof. Since G˜ is simply connected, it is the universal covering of G and
we have a covering π : G˜ → G. Then AdmH˜ = AdmH0 (there are connected
with the same Lie algebra) hence AdmH
0 is compact and then according to the
previous theorem, AdmH is compact. 
Corollary 4 Let (G,H) be a symmetric pair with involution σ and τ : G →
G an order four automorphism such that τ2 = σ. Then if AdmH is com-
pact (resp. relatively compact) then the subgroup generated by AdmH and τ|m,
Gr(AdmH, τ|m) is compact (resp. relatively compact).
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Proof. We have τ|m(AdmG
σ)τ−1|m = Admτ(G
σ) = AdmG
σ. Hence Gr(AdmG
σ, τ|m) =
(AdmG
σ)Gr(τ|m) which is (relatively) compact because so is AdmG
σ, accord-
ing to theorem 20, and then Gr(AdmG
σ, τ|m) is (relatively) compact because
since Gr(AdmH, τ|m) ⊃ (AdmH)Gr(τ|m) then AdmG
σ/AdmH is a covering of
Gr(AdmG
σ, τ|m)/Gr(AdmH, τ|m) which is consequently finite. 
Theorem 21 Let (G,H) be a symmetric pair with involution σ : G → G and
τ : g → g an order four automorphism such that τ2 = σ. Then if AdmH is rel-
atively compact then the subgroup generated by AdmH and τ|m, Gr(AdmH, τ|m)
is relatively compact.
Proof. Let G′ = AdG, then C := kerAd =center of G and we can identify Ad
to the covering π : G → G/C and G′ to G/C. The automorphism σ gives rise
to σ′ : G′ → G′ such that σ′ ◦ π = π ◦ σ. Besides the automorphism τ integrates
in G′ into τ ′ defined by τ ′ = Intτ : Adg ∈ G′ 7→ τ ◦ Adg ◦ τ−1 and we have
τ ′ ◦ π = π ◦ τ and τ ′2 = σ′. Then according to corollary 4, Gr(AdmG′
σ′
, τ|m) is
relatively compact since according to corollary 3, AdmG
′σ
′
is relatively compact
because AdmH is so. Moreover we have G
′σ
′
⊃ π(Gσ) then (since Adπ(g) =
Adg ∀g ∈ G) AdmG′
σ′ ⊃ AdmGσ ⊃ AdmH thus Gr(AdmH, τ|m) is relatively
compact. 
Theorem 22 Let (g, σ) be an orthogonal symmetric Lie algebra21 such that h =
gσ contains no ideal 6= 0 in g. Then for any symmetric pair (G,H) associated
with (g, h), the associated symmetric space M = G/H is Riemannian. Moreover
let G˜ be the simply connected Lie group with Lie algebra g, σ˜ integrating σ,
H˜ = (G˜σ˜)0 and C˜ the center of G˜. Then we have H˜ = G˜σ˜. Further, for any
subgroup S of C˜ put
HS = {g ∈ G˜ | σ˜(g) ∈ g.S}.
The symmetric spaces M associated with (g, σ) (i.e. (G,H) is associated with
(g, h)) are exactly the spaces M = G/H with
G = G˜/S and H = H∗/S (26)
where S varies through all σ˜-invariant subgroups of C˜ and H∗ varies through
all σ˜-invariant subgroups of G˜ such that H˜S ⊂ H∗ ⊂ HS. Hence, all the
symmetric spaces M = G/H = G˜/H∗ associated with (g, σ) cover the adjoint
space of (g, σ): M ′ = G′/G′
σ′
= G˜/HC˜
22 and are covered by M˜ = G˜/H˜ (the
universal covering):
M˜ →M →M ′. (27)
Besides if 〈·, ·〉 is an AdmG′
σ′
-invariant inner product then it is invariant by
admH = AdmH
∗ for any H described above, and the coverings (27) are Rie-
mannian, when M, M˜,M ′ are endowed with the corresponding metrics.
21i.e. σ is an involutive automorphism and h = gσ is compactly embedded in g (see [10])
22 with the notation of the proof of theorem 21. For any (G,H) symmetric pair associated
with (g, σ), we have G′ = AdG = Int(g) the group of inner automorphism of g (see [10]) and
σ induces an automorphism σ′ of G′ = Int(g).
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Proof. We have only to prove H˜ = G˜σ˜, which follows from [1] (lemma 2.7). All
the rest is an adaptation of [10] (Ch. VII, thm 9.1) using what precedes. This
completes the proof. 
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