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SOME RESULTS ON THE BROWNIAN MEANDER WITH DRIFT
F. IAFRATE AND E. ORSINGHER
Abstract. In this paper we study the drifted Brownian meander, that is a Brownian motion
starting from u and subject to the condition that min0≤z≤t B(z) > v with u > v. The limiting
process for u ↓ v is analyzed and the sufficient conditions for its construction are given. We also
study the distribution of the maximum of the meander with drift and the related first-passage
times. The representation of the meander endowed with a drift is provided and extends the
well-known result of the driftless case. The last part concerns the drifted excursion process the
distribution of which coincides with the driftless case.
Keywords: Tightness, Weak convergence, First passage times, Absorbing drifted Brownian motion,
Drifted Brownian Excursion
1. Introduction
The Brownian meander is a Brownian motion {B(t) , t > 0} evolving under the condition that
min0≤s≤tB(s) > 0. If the additional condition that B(t) = c > 0 then we have the Brownian
excursion which is the bridge of the Brownian meander.
Early results in this field emerged in the study of the behaviour of random walks conditioned to
stay positive where the Brownian meander was obtained as the weak limit of such conditional
processes ([2], [12]). In the same spirit the distribution of the maximum of the Brownian meander
and excursion has been derived in [15]. Further investigations about such distributions can be
found in [7]. Some important results can also be found in the classical book by Itoˆ and McKean
[13]. The notion of Brownian meander as a conditional Brownian motion and problems concerning
weak convergence to such processes have been treated in [11]. More recently analogous results have
been obtained in the general setting of Le´vy processes (see for example [6]).
Brownian meanders emerge in path decompositions of the Brownian motion. In particular Denisov
([8]) shows that a Brownian motion around a maximum point can be represented (in law) by means
of a two-sided Brownian meander, which is constructed by gluing together two meanders.
These processes also arise in several scientific fields. Possible applications range from SPDE’s with
reflection ([4]) to enumeration of random graphs (see [14] for a survey of the results in this field).
In this paper we study the meandering process of the drifted Brownian motion Bµ(t) and, in
particular we start by analyzing the joint n−fold distributions
P
{ n⋂
j=1
(Bµ(sj) ∈ dyj)
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u
}
(1.1)
for v < yj, 0 < sj ≤ t, j = 1, . . . n and u > v.
In order to examine the interesting case where the starting point coincides with the barrier level
v we use the tools of weak convergence of probability measures. In section 2 we briefly recall the
needed results and in section 3 we show that the required conditions hold.
We will study some sample path properties of the Brownian meander regarding the maximal
oscillation around the starting point
lim
δ→0
lim
u→v
P
(
max
0≤z≤δ
|Bµ(z)−Bµ(0)| < η
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u
)
= 1 ∀η > 0 (1.2)
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and the maximal oscillation of the sample paths at an arbitrary point s
lim
δ→0
lim
u↓v
P
{
max
s−δ≤z≤s+δ
|Bµ(z)| ≤ η
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u
}
(1.3)
= P
{
Bµ(s) ≤ η
∣∣∣ inf
0<z<t
Bµ(z) > v,Bµ(0) = v
}
.
In the limit for u→ v we obtain a stochastic process with marginal distributions equal to
P
{
Bµ(s) ∈ dy
∣∣∣∣ inf0<z<tBµ(z) > v,Bµ(0) = v
}
(1.4)
= dy
(
t
s
) 3
2 (y − v)e− (y−v)
2
2s∫∞
0 we
−w22t +µw dw
∫ ∞
0
(
e−
(w−(y−v))2
2(t−s) − e− (w+(y−v))
2
2(t−s)
)
eµw√
2pi(t− s) dw
s < t, y > v. In particular, for s = t, (1.4) reduces to
P
{
Bµ(t) ∈ dy
∣∣∣∣ inf0<z<tBµ(z) > v,Bµ(0) = v
}
=
(y − v)e− (y−v)
2
2t eµy∫∞
v
(w − v)e− (w−v)22t eµw dw
dy , y > v .
(1.5)
which for µ = 0 coincides with the truncated Rayleigh distribution. We obtain the distribution of
the maximum of the Brownian meander which, in the simplest case, has the form
P
{
max
0≤z≤t
Bµ(z) < x
∣∣∣ inf
0<z<t
Bµ(z) > 0, Bµ(0) = 0
}
(1.6)
=
∑+∞
r=−∞(−1)re−µrx−
x2r2
2t + µ
∫∞
0 e
−w22t eµ(−1)
⌊wx ⌋
dw
1 + µ
∫∞
0 e
− y22t eµy dy
and for µ = 0 yields the well-known distribution
P
{
max
0≤z≤t
B(z) < x
∣∣∣ inf
0<z<t
B(z) > 0, B(0) = 0
}
=
+∞∑
r=−∞
(−1)re−x
2r2
2t . (1.7)
A related result concerns the first-passage time of the drifted meander. The random variable
Tx = inf{s < t′ : Bµ(s) = x}, t′ > t, under the condition that min0≤z≤tBµ(z) > v has distribution
P (Tx > s|min0≤z≤tBµ(z) > v,Bµ(0) = u) with a substantially different structure for s < t and
t < s < t′. The effect of the conditioning event in the case s > t corresponds to assuming a
Rayleigh-distributed starting point at time t.
The fifth section of the paper is devoted to the extension to the drifted Brownian meander of the
relationship ∣∣∣B(T0 + s(t− T0))∣∣∣
√
t− T0
i.d.
= M(s) 0 < s < 1 (1.8)
where T0 = sup{s < t : B(s) = 0} (see Pitman [17]). We are able to show that
P


∣∣∣Bµ(T µ0 + s(t− T µ0 ))∣∣∣√
t− T µ0
∈ dy

 = 12E
[
P
{
M−µ
√
t−Tµ0 (s) ∈ dy
}
+ P
{
Mµ
√
t−Tµ0 (s) ∈ dy
}]
(1.9)
0 < s < 1, where M±µ
√
t−Tµ0 is the Brownian meander starting at zero with a time-varying drift
±µ
√
t− T µ0 and T µ0 = sup{s < t : Bµ(s) = 0}.
Result (1.9) can also be written as∣∣∣Bµ(T0 + s(t− T µ0 ))∣∣∣√
t− T µ0
i.d.
= MµX
√
t−Tµ0 (s) 0 < s < 1 (1.10)
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where X is a r.v. taking values ±1 with equal probability, independent from M and T µ0 . In the
last section we give the distribution of the Brownian excursion and show that
P
{
Bµ(s) ∈ dy
∣∣∣ inf
0<z<t
Bµ(z) > 0, Bµ(0) = Bµ(t) = 0
}
(1.11)
=
√
2
pi
y2
(
t
s(t− s)
) 3
2
e−
y2t
2s(t−s) dy y > 0 , s < t
= P
{
B(s) ∈ dy
∣∣∣ inf
0<z<t
B(z) > 0, B(0) = B(t) = 0
}
which therefore does not depend on the drift µ.
2. Preliminaries
Let {B(t), t ∈ [0, T ]} be a Brownian motion adapted to the natural filtration on some measurable
space (Ω,F) and let {Pu, u ∈ R} be a family of probability measures such that, under each
Pu, B is a Brownian motion and P (B(0) = u) = 1. We consider a drifted Brownian motion
{Bµ(t), 0 ≤ t ≤ T } defined as Bµ(t) = B(t) + µt , 0 ≤ t ≤ T , with µ ∈ R. The space C[0, T ] of its
sample paths, sometimes indicated as ω = ω(t), is endowed with the Borel σ-algebra C generated
by the open sets induced by the supremum metric.
For a given probability space (Ω,F, P ) we define the random function
Y : (Ω,F) 7→ (C[0, T ], C) . (2.1)
We take a probability measure µ on (C[0, T ], C) defined as
µ(A) = P (Y −1(A)) A ∈ C . (2.2)
For a set Λ ∈ C such that µ(Λ) > 0 we consider the space (Λ, C, µ( · |Λ)) which is the trace of
(C[0, T ], C, µ) on the set Λ, where the conditional probability measure µ( · |Λ) : Λ ∩ C 7→ [0, 1] is
defined in the usual sense as
µ(A|Λ) = µ(A ∩ Λ)
µ(Λ)
A ∈ C . (2.3)
We then construct the space
(
Y −1(Λ),F∩ Y −1(Λ), P ( · |Y −1(Λ))) where
P (A|Y −1(Λ)) = P (A ∩ Y
−1(Λ))
P (Y −1(Λ))
for A ∈ F∩ Y −1(Λ) . (2.4)
Definition 2.1. Given a random function Y as in (2.1) and a set Λ ∈ C the conditional process
Y |Λ is defined as the restriction of Y to the set Λ:
Y |Λ : (Y −1(Λ),F∩ Y −1(Λ), P ( · |Y −1(Λ)) ) 7→ (Λ, C, µ( · |Λ)) (2.5)
The following lemma provides the conditions for a conditional process to be Markov (see [11]).
Lemma 2.1. Let Y be a Markov process on C[0, T ] and let Λ ∈ C such that µ(Λ) > 0. Let pi[0,t]
and pi[t,1] be the projection maps on C[0, T ] onto C[0, t] and C[t, 1], respectively. If for all t ∈ [0, T ]
there exist sets At ∈ B(C[0, t]) and Bt ∈ B(C[t, 1]) such that Λ = pi−1[0,t]At ∩ pi−1[t,1]Bt then Y |Λ is
Markov, where B denotes the Borel sigma-algebra.
In the following µ( · ) denotes the Wiener measure on (C[0, T ], C). For a Brownian motion starting
at u we usually write P ( · |B(0) = u) to denote Pu( · ) to underline the dependence on the starting
point. The drifted Brownian meander can be represented as a conditional process Bµ|Λu,v where
the conditioning event Λu,v is of the form
Λu,v =
{
min
0≤z≤t
Bµ(z) > v,Bµ(0) = u
}
.
Analogously the Brownian excursion is a conditional process Bµ|Λu,v,c with
Λu,v,c =
{
min
0≤z≤t
Bµ(z) > v, Bµ(0) = u,Bµ(t) = c
}
u, c > v .
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We remark that the conditional processes introduced above are Markovian in light of Lemma 2.1.
For some fixed v > 0, we need to study the weak convergence of the measures µu,v := µ( · |Λu,v) as
u ↓ v. See Billingsley [3] for a treatise of the general theory of weak convergence. We here recall
the main concepts we will make use of.
Definition 2.2. Given a metric space (S, ρ) and a family Π of probability measures on (S,B(S)),
B(S) being the Borel σ−field on S, we say that Π is tight if
∀η > 0 ∃ compact K ⊂ S s.t. ∀µ ∈ Π µ(K) > 1− η.
The tightness property is equivalent to relative compactness if (S, ρ) is separable and complete,
as estabilished in a well-known theorem due to Prohorov, and it is thus relevant to prove the
weak convergence of measures. In fact the following theorem holds (see [3], Theorem 7.1, or [16],
Theorem 4.15).
Theorem 2.1. Let {X(n)}n and X be stochastic processes on some probability space (Ω,F, P )
onto (C([0, T ]), C) and let {µn}n and µ, respectively, the induced measures. If for every m and for
every 0 ≤ t1 < t2 < · · · tm ≤ t, the finite dimensional distributions of (X(n)t1 , . . . , X
(n)
tm ) converge to
those of (Xt1 , . . . , Xtm) and the family {µn} is tight then µn ⇒ µ.
In the following section we will compute the limit of the finite dimensional distributions. As far
as the tightness is concerned we will make use of the following theorem ([3], Theorem 7.3) which
characterizes the tightness of a family of measures induced by a process with a.s. continuous paths
in terms of its modulus of continuity mTω (δ) = sups,t∈[0,T ]:|t−s|<δ |ω(s)− ω(t)|.
Theorem 2.2. A sequence of probability measures {Pn}n on (C[0, T ], C) is tight if and only if
(i) ∀η > 0 ∃a and N such that Pn(ω : |ω(0)| > a) < η, ∀n ≥ N, and
(ii) ∀η > 0 lim
δ↓0
lim sup
n→∞
Pn{ω : mTω (δ) ≥ η} = 0.
Condition (ii) is difficult to prove directly so we use the Kolmogorov-Centsˇov theorem which
necessitates bounds on the expectation of the increments. We first recall the Kolmogorov-Cˇentsov
theorem ([16], Th. 2.8).
Theorem 2.3. Suppose that a process X = {X(t), 0 ≤ t ≤ T } on a probability space (Ω,F, P )
satisfies the condition
E|X(t)−X(s)|α ≤ C|t− s|1+β , 0 ≤ s, t ≤ T (2.6)
for some positive constants α, β and C. Then there exists a continuous modification of X which is
locally Ho¨lder continuous with exponent γ ∈ (0, β/α) i.e.,
P

ω : sups,t∈[0,T ]
|t−s|<h(w)
|X˜(ω, t)− X˜(ω, s)|
|t− s|γ ≤ δ

 = 1 (2.7)
where h is an a.s. positive random variable and δ > 0 is an appropriate constant.
The Kolmogorov-Cˇentsov theorem can be exploited to prove the tightness property of a family of
measures as stated in the following result ([16], Problem 4.11)
Proposition 2.1. Let {X(m),m ≥ 1} be a sequence of stochastic processes X(m) = {X(m)(t), 0 ≤
t ≤ T } on (Ω,F, P ), satisfying the following conditions
(i) supm≥1 E|X(m)0 |ν <∞,
(ii) supm≥1 E|X(m)(t)−X(m)(s)|α ≤ CT |t− s|1+β , 0 ≤ s, t ≤ T
for some positive constants α, β, ν and CT (depending on T ). Then the probability measures Pm =
P (X−1m ) ,m ≥ 1 induced by these processes form a tight sequence.
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It is easily seen that conditions (i) and (ii) of Proposition 2.1 imply the corresponding conditions
of Theorem 2.2.
Returning to our main task, once proved that the collection of measures {µu,v}u>v satisfies the
conditions of Theorem 2.1 and Theorem 2.2, by exploiting Proposition 2.1, we are able to assess
the existence of some process whose finite dimensional distributions coincide with those of the weak
limit µv of µu,v when u ↓ v. This measure will coincide with that induced by Bµ|Λv where
Λv =
{
ω : inf
0<z<T
ω(z) > v, ω(0) = v
}
.
This means that the continuous mapping theorem holds, i.e. µu,v ◦ g−1 u→v===⇒ µv ◦ g−1 for any
bounded uniformly continuous g. Using this fact we can derive the distribution of the maximum
of maxBµ|Λv as the weak limit of maxBµ|Λu,v. This was done in the driftless case by Durrett
and Iglehart [10].
3. Weak convergence to the Brownian meander with drift
The drifted Brownian meander can be viewed as a Brownian motion Bµ with drift restricted on the
subsets of continuous functions Λu,v = {ω ∈ C[0, T ] : min0≤z≤T ω(z) > v,Bµ(0) = u}, with u > v.
The probability measure we consider here is applied to the events A =
{⋂n
j=1{Bµ(sj) ∈ dyj}
}
under the condition {min0≤z≤T Bµ(z) > v,Bµ(0) = u}. For different values of v and of the starting
point u we have sequences of processes for which we study the distributional structure.
In order to write down explicitly the conditional probability of the event A we need the distribution
of an absorbing Brownian motion travelling on the set (v,∞) starting at point u > v and with an
absorbing barrier placed at v that is
P
{
Bµ(s) ∈ dy , min
0≤z≤s
Bµ(z) > v
∣∣∣Bµ(0) = u} = (3.1)
=
(
e−
(y−u−µs)2
2s√
2pis
− e−2µ(u−v) e
− (y+u−2v−µs)22s√
2pis
)
dy
=
(
e−
(y−u)2
2s − e− (2v−y−u)
2
2s
)
e−
µ2s
2 +µ(y−u) dy√
2pis
y > v, u > v, s > 0 .
For µ > 0, the probability of the Brownian motion of never being captured by the absorbing barrier
is equal to
lim
s→∞
P
{
min
0≤z≤s
Bµ(z) > v
∣∣∣Bµ(0) = u} = 1− e−2µ(u−v)
and increases as the starting point goes further from the barrier.
Theorem 3.1. In view of (3.1) we have the following joint distributions
P
{ n⋂
j=1
(Bµ(sj) ∈ dyj)
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u
}
= (3.2)
=
n∏
j=1
[
e
− (yj−yj−1−µ(sj−sj−1))
2
2(sj−sj−1)√
2pi(sj − sj−1)
− e−2µ(yj−1−v) e
− (yj+yj−1−2v−µ(sj−sj−1))
2
2(sj−sj−1)√
2pi(sj − sj−1)
]
dyj ×
×
P
{
min
sn≤z≤t
Bµ(z) > v
∣∣∣Bµ(sn) = yn}
P
{
min
0≤z≤t
Bµ(z) > v
∣∣∣Bµ(0) = u}
=
n∏
j=1
[
e
− (yj−yj−1)
2
2(sj−sj−1)√
2pi(sj − sj−1)
− e
− (2v−yj−yj−1)
2
2(sj−sj−1)√
2pi(sj − sj−1)
]
dyj
∫ ∞
v
(
e−
(w−yn)2
2(t−sn) − e− (2v−w−yn)
2
2(t−sn)√
2pi(t− sn)
)
eµw dw
∫ ∞
v
(
e−
(w−u)2
2t − e− (2v−w−u)
2
2t√
2pit
)
eµw dw
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with yi > v, i = 1, . . . , n, y0 = u, 0 < s0 < s1 < . . . < sj < . . . < sn < t , u > v.
Proof.
P
{ n⋂
j=1
(Bµ(sj) ∈ dyj)
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u
}
(3.3)
= Pu
{ n⋂
j=1
(
Bµ(sj) ∈ dyj, min
sj−1<z≤sj
Bµ(z) > v
)}
Pu
{
min
0≤z≤t
Bµ(z) > v
}−1
Considering the numerator of (3.3) we have that
Pu
{ n⋂
j=1
(
Bµ(sj) ∈ dyj , min
sj−1<z≤sj
Bµ(z) > v
)}
(3.4)
= E

Pu
{ n⋂
j=1
(
Bµ(sj) ∈ dyj, min
sj−1<z≤sj
Bµ(z) > v
) ∣∣∣∣Fsn−1
}

= E
{
Pu
{ n−1⋂
j=1
(
Bµ(sj) ∈ dyj , min
sj−1<z≤sj
Bµ(z) > v
)}
× Pu
{
Bµ(sn) ∈ dyn, min
sn−1<z≤sn
Bµ(z) > v
∣∣∣∣Fsn−1
}}
Markovianity and result (3.1) applied successively yield (3.2). 
Corollary 3.1. For n = 1, we obtain from (3.2) the one dimensional distribution
P
{
Bµ(s) ∈ dy
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u
}
=
[
e−
(y−u−µs)2
2s√
2pis
− e−2µ(u−v) e
− (y+u−2v−µs)22s√
2pis
]
·
P
{
min
s≤z≤t
Bµ(z) > v
∣∣∣Bµ(s) = y}
P
{
min
0≤z≤t
Bµ(z) > v
∣∣∣Bµ(0) = u}dy (3.5)
for y > v, u > v.
We now study the weak convergence of Bµ|Λu,v as u→ v.
Lemma 3.1. For the sequence of conditional processes {Bµ|Λu,v, u > v} it holds that
lim
u↓v
E
[
|Bµ(t)−Bµ(s)|α
∣∣∣ min
0≤z≤T
Bµ(z) > v,Bµ(0) = u
]
≤ C|t− s|α/2 0 ≤ s ≤ t ≤ T. (3.6)
Proof. Having in mind the expression of the joint distribution given in Theorem 3.1, the expecta-
tion in (3.6) can be written down as
E
[
|Bµ(t)−Bµ(s)|α
∣∣∣ min
0≤z≤T
Bµ(z) > v,Bµ(0) = u
]
=
∫ ∞
v
∫ ∞
v
|x− y|α
(
e−
(x−u)2
2s − e− (2v−x−u)
2
2s
)
dx√
2pis
(
e−
(y−x)2
2(t−s) − e− (2v−y−x)
2
2(t−s)
)
dy√
2pi(t− s)×
×
∫ ∞
v
(
e−
(w−y)2
2(T−t) − e− (2v−w−y)
2
2(T−t)√
2pi(T − t)
)
eµw dw
∫ ∞
v
(
e−
(w−u)2
2T − e− (2v−w−u)
2
2T√
2piT
)
eµw dw
.
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By taking the limit for u→ v and, by a dominated convergence argument, pushing the limit under
the integral sign we have that
lim
u↓v
E
[
|Bµ(t)−Bµ(s)|α
∣∣∣ min
0≤z≤T
Bµ(z) > v,Bµ(0) = u
]
(3.7)
=
∫ ∞
v
∫ ∞
v
|x− y|αx− v
s
e−
(x−v)2
2s
dx√
2pis
(
e−
(y−x)2
2(t−s) − e− (2v−y−x)
2
2(t−s)
)
dy√
2pi(t− s)×
×
∫ ∞
v
(
e−
(w−y)2
2(T−t) − e− (2v−w−y)
2
2(T−t)√
2pi(T − t)
)
eµw dw∫ ∞
v
w − v
T
e−
(w−v)2
2T
eµw√
2piT
dw
= Cµ,T
∫ ∞
0
∫ ∞
0
|x− y|αx
s
e−
x2
2s
dx√
2pis
(
e−
(y−x)2
2(t−s) − e− (x+y)
2
2(t−s)
)
dy√
2pi(t− s)×
×
∫ ∞
0
(
e−
(w−y)2
2(T−t) − e− (w+y)
2
2(T−t)√
2pi(T − t)
)
eµw dw
≤ C′µ,T
∫ ∞
0
∫ ∞
0
|x− y|αx
s
e−
x2
2s
dx√
2pis
e−
(y−x)2
2(t−s)
dy√
2pi(t− s)
≤ C′µ,T
∫ ∞
0
∫ ∞
−∞
|x− y|αx
s
e−
x2
2s
dx√
2pis
e−
(y−x)2
2(t−s)
dy√
2pi(t− s)
= C′µ,T
∫ ∞
0
x
s
e−
x2
2s
dx√
2pis
∫ ∞
−∞
|y|αe− y
2
2(t−s)
dy√
2pi(t− s)
≤ C′′µ,T |t− s|α/2 .

Remark 3.1. This result shows that, as a consequence of the Kolmogorov-Cˇentsov theorem, the
drifted Brownian meander, i.e. the weak limit of the sequence {Bµ|Λu,v, u > v}, is a.s. locally
Ho¨lder continuous of parameter γ ∈ (0, 1/2). The Brownian meander thus inherits the same Ho¨lder
exponent as the underlying unconditional Brownian motion, as could be expected.
We are now able to prove the tightness of the family of measures induced by the drifted Brownian
meander.
Theorem 3.2. The family of measures {µu,v}u on (C[0, T ], C) indexed by u, given by
µu,v(A) = P
(
Bµ ∈ A
∣∣∣ min
0≤z≤T
Bµ(z) > v,Bµ(0) = u
)
A ∈ C, u > v
is tight.
Proof. The result follows as an application of Proposition 2.1. The proof that the sequence of
measures {µu,v}u>v satisfies condition (ii) is given in Lemma 3.1. Condition (i) clearly holds since
P (Bµ(0) = u) = 1 for u > v.

Lemma 3.2. The finite dimensional distributions of Bµ|Λu,v converge to those of Bµ|Λv =
Bµ|{inf0<z<T Bµ(z) > v,Bµ(0) = v} as u ↓ v.
Proof. As a consequence of Markovianity the terms for j = 2, 3, . . . n in the product in formula
(3.2) do not depend on the starting point u. Thus it suffices to compute the following limit
P
{
Bµ(s) ∈ dy
∣∣∣∣ inf0<z<tBµ(z) > v,Bµ(0) = v
}
(3.8)
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= lim
u↓v
P
{
Bµ(s) ∈ dy
∣∣∣∣ min0≤z≤tBµ(z) > v,Bµ(0) = u
}
=
y−v√
2pis3
e−
(y−v−µs)2
2s P
{
mins≤z≤tBµ(z) > v
∣∣∣Bµ(s) = y}
∫∞
v
w−v
t
e−
(w−y)2
2t√
2pit
e−
µ2t
2 +µ(w−v) dw
dy
= dy
(
t
s
) 3
2 (y − v)e− (y−v)
2
2s∫∞
0
we−
w2
2t +µw dw
∫ ∞
0
(
e−
(w−(y−v))2
2(t−s) − e− (w+(y−v))
2
2(t−s)
)
eµw√
2pi(t− s) dw.
Consequently the finite dimensional distributions of the limiting process can be written down
explicitly as
P
{ n⋂
j=1
(Bµ(sj) ∈ dyj)
∣∣∣ inf
0<z<t
Bµ(z) > v,Bµ(0) = v
}
= dy1
(
t
s1
) 3
2 (y1 − v)e−
(y1−v)2
2s1∫∞
0 we
−w22t +µw dw
n∏
j=2
[
e
− (yj−yj−1)
2
2(sj−sj−1)√
2pi(sj − sj−1)
− e
− (2v−yj−yj−1)
2
2(sj−sj−1)√
2pi(sj − sj−1)
]
dyj
×
∫ ∞
0
(
e−
(w−(yn−v))2
2(t−sn) − e− (w+(yn−v))
2
2(t−sn)
)
eµw√
2pi(t− sn)
dw.
with yi > v, i = 1, . . . , n, 0 < s1 < . . . < sj < . . . < sn < t.

Theorem 3.3. The following weak limit holds:
Bµ
∣∣∣{ min
0≤z≤t
Bµ > v,Bµ(0) = u
}
==⇒
u↓v
Bµ
∣∣∣{ inf
0<z<t
Bµ > v,Bµ(0) = v
}
(3.9)
Proof. In view of Lemma 3.2 and Theorem 3.2, result (3.9) is an application of Theorem 2.1. 
We now check that the maximum variation around the starting point for the drifted meander tends
to zero, in a sense which is made precise in the following corollary.
Corollary 3.2. The following limit holds
lim
δ→0
lim
u→v
P
(
max
0≤z≤δ
|Bµ(z)−Bµ(0)| < η
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u
)
= 1 (3.10)
for all η > 0.
Proof. The probability appearing in (3.10) can be developed as
F (δ, v, u, η; t)
=
∫ u+η
u−η
P
{
min
δ≤z≤t
Bµ(z) > v
∣∣∣Bµ(δ) = y}
P
{
min
0≤z≤t
Bµ(z) > v
∣∣∣Bµ(0) = u}×
× P
(
u− η < min
0≤z≤δ
Bµ(z) < max
0≤z≤δ
Bµ(z) < u+ η , min
0≤z≤δ
Bµ(z) > v,Bµ(δ) ∈ dy
∣∣∣Bµ(0) = u) .
(3.11)
For u decreasing to v we have that u − η < v and this implies that
(
min0≤z≤δ B(z) > v
)
⊂(
min0≤z≤δ B(z) > u− η
)
and (3.11) simplifies as
F (δ, u, v, η; t) =
∫ u+η
v
P
{
v < min
0≤z≤δ
Bµ(z) < max
0≤z<δ
Bµ(z) < u+ η,Bµ(δ) ∈ dy|Bµ(0) = u
}
×
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×
P
{
minδ≤z≤t Bµ(z) > v
∣∣∣Bµ(δ) = y}
P
{
min0≤z≤tBµ(z) > v
∣∣∣Bµ(0) = u} (3.12)
=
∫ u+η
v
dy√
2piδ
+∞∑
k=−∞
{
e−
(y−u−2k(η+u−v))2
2δ − e− (2v−y−u+2k(η+u−v))
2
2δ
}
×
× e−µ
2δ
2 +µ(y−u−2k(u+η−v))×
×
P
{
minδ≤z≤t Bµ(z) > v
∣∣∣Bµ(δ) = y}
P
{
min0≤z≤tBµ(z) > v
∣∣∣Bµ(0) = u} .
Since the probability
P
{
min
0≤z≤t
Bµ(z) > v
∣∣∣Bµ(0) = u} = ∫ ∞
v
P
{
min
0≤z≤t
Bµ(z) > v,Bµ(t) ∈ dy
∣∣∣Bµ(0) = u}
=
∫ ∞
v
e−
(y−u)2
2t − e− (y+u−2v)
2
2t√
2pit
e−
µ2t
2 +µ(y−u)dy
converges to zero as u→ v, we can apply De l’Hoˆpital rule to (3.12) for the limit
lim
u↓v
F (δ, v, u, η; t) (3.13)
=
∫ v+η
v
∑+∞
k=−∞
e−
(y−v−2kη)2
2δ√
2piδ
(y−v−2kη)
δ e
−µ2δ2 +µ(y−v−2kη)P
{
minδ≤z≤t Bµ(z) > v
∣∣∣Bµ(δ) = y} dy
∫∞
v
(y − v) e−
(y−v)2
2t
t
√
2pit
e−
µ2t
2 +µ(y−v)dy
.
We treat separately the cases k = 0 and k 6= 0. The functions
q(y, v + 2kη, δ) =
(y − v − 2kη)
δ
e−
(y−v−2kη)2
2δ√
2piδ
(3.14)
for δ → 0 converge to the Dirac delta functions with poles at y = v + 2kη which are outside the
integration interval for all k 6= 0. We now consider the term k = 0.∫ v+η
v
e−
(y−v−µδ)2
2δ
(y − v)√
2piδ3
dy
∫ ∞
v
e−
(w−y)2
2(t−δ) − e− (w+y−2v)
2
2(t−δ)√
2pi(t− δ) e
−µ2(t−δ)2 +µ(w−y) dw (3.15)
=
∫ η
0
ye−
(y−µδ)2
2δ√
2piδ3
dy
∫ ∞
v
e−
(w−v−y)2
2(t−δ) − e− (w+v+y−2v)
2
2(t−δ)√
2pi(t− δ) e
−µ2(t−δ)2 +µ(w−v−y) dw
=
∫ η
0
ye−
(y−µδ)2
2δ√
2piδ3
dy
∫ ∞
0
e−
(w−y)2
2(t−δ) − e− (w+y)
2
2(t−δ)√
2pi(t− δ) e
−µ2(t−δ)2 +µ(w−y) dw
=
∫ η
0
ye−
y2
2δ√
2piδ3
e−
µ2δ
2 +µy dy
∫ ∞
0
e−
(w−y)2
2(t−δ) − e− (w+y)
2
2(t−δ)√
2pi(t− δ) e
−µ2(t−δ)2 +µ(w−y) dw
= e−
µ2t
2
∫ η
0
ye−
y2
2δ√
2piδ3
dy
∫ ∞
0
e−
(w−y)2
2(t−δ) − e− (w+y)
2
2(t−δ)√
2pi(t− δ) e
µw dw
= e−
µ2t
2
∫ η
0
ye−
y2
2δ√
2piδ3
dy
∫ ∞
0
e−
(w−y)2
2(t−δ) − e− (w+y)
2
2(t−δ)√
2pi(t− δ) e
µw dw (3.16)
=
e−
µ2t
2
2
∫ η
−η
ye−
y2
2δ√
2piδ3
dy
∫ ∞
0
e−
(w−y)2
2(t−δ) − e− (w+y)
2
2(t−δ)√
2pi(t− δ) e
µw dw .
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Note that the function
g(y, w; δ) =
ye−
y2
2δ√
2piδ3
∫ ∞
0
e−
(w−y)2
2(t−δ) − e− (w+y)
2
2(t−δ)√
2pi(t− δ) e
µw dw
is even with respect to the variable y and this justifies (3.16). An integration by parts in (3.16)
yields
− e
−µ2t2
2
e−
y2
2δ√
2piδ
∫ ∞
0
e−
(w−y)2
2(t−δ) − e− (w+y)
2
2(t−δ)√
2pi(t− δ) e
µw dw
∣∣∣y=η
y=−η
+
e−
µ2t
2
2
∫ η
−η
e−
y2
2δ√
2piδ
dy
∫ ∞
0
{
w − y
t− δ e
− (w−y)22(t−δ) +
w + y
t− δ e
− (w+y)22(t−δ)
}
eµw√
2pi(t− δ) dw
If we let δ → 0, for η > 0, by denoting with µδx(·) a Dirac point mass at x, we obtain
e−
µ2t
2
2
∫ η
−η
µδ0(y) dy
∫ ∞
0
{
w − y
t
e−
(w−y)2
2t +
w + y
t
e−
(w+y)2
2t
}
eµw√
2pit
dw (3.17)
= e−
µ2t
2
∫ ∞
0
w
t
e−
w2
2t +µw√
2pit
dw .
This coincides with the denominator of (3.13) and this concludes the proof of Corollary 3.2. 
Corollary 3.3. It holds that
lim
δ→0
lim
u↓v
P
{
max
s−δ≤z≤s+δ
|Bµ(z)| ≤ η
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u
}
(3.18)
= P
{
Bµ(s) ≤ η
∣∣∣ inf
0<z<t
Bµ(z) > v,Bµ(0) = v
}
.
Proof.
P
{
max
s−δ≤z≤s+δ
|Bµ(s)| ≤ η
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u
}
(3.19)
=
∫ η
v
∫ η
v
P
{
min
0≤z≤s−δ
Bµ(z) > v,Bµ(s− δ) ∈ dw
∣∣∣Bµ(0) = u}
× P
{
min
s−δ≤z≤s+δ
Bµ(z) > v,−η < max
s−δ≤z≤s+δ
Bµ(z) < η,Bµ(s+ δ) ∈ dy
∣∣∣Bµ(s− δ) = w}
× P
{
min
s+δ≤z≤t
Bµ(z) > v,
∣∣∣Bµ(s+ δ) = y}
×
(∫ ∞
v
P
{
min
0≤z≤t
Bµ(z) > v,Bµ(t) ∈ dw
∣∣∣Bµ(0) = u})−1
We first perform the limit for u ↓ v which involves the following two terms of (3.19)
lim
u↓v
∫ η
v
P
{
min0≤z≤s−δ Bµ(z) > v,Bµ(s− δ) ∈ dw
∣∣∣Bµ(0) = u}∫∞
v
P
{
min0≤z≤tBµ(z) > v,Bµ(t) ∈ dw
∣∣∣Bµ(0) = u}
= lim
u↓v
∫ η
v
(
e−
(w−u)2
2(s−δ) − e− (2v−w−u)
2
2(s−δ)
)
e−
µ2(s−δ)
2 +µ(w−u) dw√
2pi(s−δ)∫∞
v
(
e−
(w−u)2
2t − e− (2v−w−u)22t
)
e−
µ2t
2 +µ(w−u) dw√
2pit
=
∫ η
v
w−v
s−δ
e
− (w−v)
2
2(s−δ)√
2pit
e−
µ2(s−δ)
2 +µ(w−v) dw
∫∞
v
w−v
t
e−
(w−y)2
2t√
2pit
e−
µ2t
2 +µ(w−v) dw
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In order to compute the limit for δ → 0 we first consider the term∫ η
v
P
{
min
s−δ≤z≤s+δ
Bµ(z) > v,−η < max
s−δ≤z≤s+δ
Bµ(z) < η,Bµ(s+ δ) ∈ dy
∣∣∣Bµ(s− δ) = w}
=
∫ η
v
P
{
min
0≤z2δ
Bµ(z) > v,−η < max
0≤z≤2δ
Bµ(z) < η,Bµ(2δ) ∈ dy
∣∣∣Bµ(0) = w} (3.20)
=
∫ η
v
dy√
2pit
+∞∑
k=−∞
{
e−
(y−w−2k(η+w−v))2
4δ − e− (2v−y−u+2k(η+w−v))
2
4δ
}
e−µ
2δ+µ(y−u−2k(w+η−v))
where we used the well-known joint distribution of the Brownian motion, its maximum and its
minimum (see for example [5], p. 271). When δ tends to zero all the terms in the last summation
tend to Dirac’s point masses. They all have poles outside the interval of integration except the
first term for k = 0, which has a pole in y = w. Thus, in conclusion, we have that
lim
δ→0
lim
u↓v
P
{
max
s−δ≤z≤s+δ
|Bµ(s)| ≤ η
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u
}
=
∫ η
v
w − v
s
e−
(w−v)2
2s√
2pit
e−
µ2s
2 +µ(w−v)P
{
min
s≤z≤t
Bµ(z) > v,
∣∣∣Bµ(s) = w} dw
×
(∫ ∞
v
w − v
t
e−
(w−y)2
2t√
2pit
e−
µ2t
2 +µ(w−v) dw
)−1
. (3.21)
The last expression corresponds to the univariate distribution of the drifted Brownian meander,
whose density is given in (3.8). 
Remark 3.2. Either from the last expression of (3.8) or directly from the first one we get
P
{
Bµ(t) ∈ dy
∣∣∣∣ inf0<z<tBµ(z) > v,Bµ(0) = v
}
=
(y − v)e− (y−v)
2
2t eµy∫∞
v
(w − v)e− (w−v)22t eµw dw
dy , y > v . (3.22)
For µ = 0 we retrieve from (3.22) the truncated Rayleigh distribution
P
{
B(t) ∈ dy
∣∣∣∣ inf0<z<tB(z) > v,B(0) = v
}
=
y − v
t
e−
(y−v)2
2t dy , y > v .
4. About the maximum of the Brownian meander
In this section we study the distribution of the maximum of the drifted Brownian meander and
then we use the results about the maximum to derive the distribution of the first passage time.
4.1. Maximum. As far as the maximum is concerned we have that for s < t, x > v, x > u,
P
{
max
0≤z≤s
Bµ(z) < x
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u
}
(4.1)
=
∫ x
v
P
{
v < min
0≤z≤s
Bµ(z) < max
0≤z≤s
Bµ(z) < x,Bµ(s) ∈ dy
∣∣∣Bµ(0) = u}×
×
P
{
mins≤z≤t Bµ(z) > v
∣∣∣Bµ(s) = y}
P
{
min0≤z≤tBµ(z) > v
∣∣∣Bµ(0) = u}
=
∫ x
v
dy√
2pis
+∞∑
k=−∞
[
e−
(y−u−2k(x−v))2
2s − e− (2v−y−u+2k(x−v))
2
2s
]
e−
µ2s
2 +µ(y−u−2k(x−v)) ×
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×
P
{
mins≤z≤tBµ(z) > v
∣∣∣Bµ(s) = y}∫∞
v
[
e−
(y−u)2
2t − e− (2v−y−u)
2
2t
]
e−
µ2t
2 +µ(y−u) dy√
2pit
.
A certain simplification is obtained by letting s→ t and formula (4.1) becomes
P
{
max
0≤z≤t
Bµ(z) < x
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u
}
(4.2)
=
∫ x
v
∑+∞
k=−∞
[
e−
(y−u−2k(x−v))2
2t − e− (2v−y−u+2k(x−v))
2
2t
]
e−
µ2t
2 +µ(y−u−2k(x−v)) dy√
2pit∫∞
v
[
e−
(y−u)2
2t − e− (2v−y−u)22t
]
e−
µ2t
2 +µ(y−u) dy√
2pit
.
Formula (4.1) for u ↓ v yields
P
{
max
0≤z≤s
Bµ(z) < x
∣∣∣ inf
0<z<t
Bµ(z) > v,Bµ(0) = v
}
(4.3)
=
∫ x
v
+∞∑
k=−∞
e−
(y−v−2k(x−v))2
2s
(y − v − 2k(x− v))
s
√
2pis
e−
µ2s
2 +µ(y−v−2k(x−v))×
×
P
{
mins≤z≤tBµ(z) > v
∣∣∣Bµ(s) = y}dy∫∞
v e
− (w−v)22t (w−v)
t
√
2pit
e−
µ2t
2 +µ(w−v) dw
=
∫ x
v
+∞∑
k=−∞
e−
(y−v−2k(x−v))2
2s
(y − v − 2k(x− v))
s
√
2pis
e−2kµ(x−v)×
×
∫∞
v
[
e−
(w−y)2
2(t−s) − e− (w+y−2v)
2
2(t−s)
]
eµw dw√
2pi(t−s) dy∫∞
v e
− (w−v)22t (w−v)
t
√
2pit
eµw dw
.
Formula (4.2) for u ↓ v leads to
P
{
max
0≤z≤t
Bµ(z) < x
∣∣∣ inf
0<z<t
Bµ(z) > v,Bµ(0) = v
}
(4.4)
=
∑+∞
k=−∞ e
−2µk(x−v) ∫ x
v
e−
(y−v−2k(x−v))2
2t (y − v − 2k(x− v))eµy dy∫∞
v
e−
(y−v)2
2t (y − v)eµy dy
=
∑+∞
k=−∞ e
−2µk(x−v) ∫ x−v
0 e
− (w−2k(x−v))22t (w − 2k(x− v))eµw dw
t[1 + µ
∫∞
0 e
− y22t eµy dy]
.
Observe that the passage to the limit fo u ↓ v is justified by Theorem 3.3 and by the continuous
mapping theorem as observed in Section 2. For v = 0 result (4.4) further simplifies as
P
{
max
0≤z≤t
Bµ(z) < x
∣∣∣ inf
0<z<t
Bµ(z) > 0, Bµ(0) = 0
}
(4.5)
=
∑+∞
k=−∞ e
−2µkx ∫ x
0
e−
(w−2kx)2
2t (w − 2kx)eµw dw
t[1 + µ
∫∞
0
e−
y2
2t eµy dy]
=
∑+∞
r=−∞(−1)re−µrx−
x2r2
2t + µ
∑+∞
r=−∞
∫ x−2rx
−2rx e
−w22t +µw dw
1 + µ
∫∞
0
e−
y2
2t eµy dy
.
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Formula (4.5) can be written in a more convenient way by observing that
+∞∑
r=−∞
∫ x−2rx
−2rx
e−
w2
2t +µw dw =
+∞∑
r=0
∫ x+2rx
2rx
e−
w2
2t +µw dw +
+∞∑
r=1
∫ x−2rx
−2rx
e−
w2
2t +µw dw
=
∫ ∞
0
e−
w2
2t g(w, x) dw
where
g(w, x) = eµw(−1)
⌊wx ⌋
and ⌊z⌋ denotes the integer part of the real number z. In conclusion
P
{
max
0≤z≤t
Bµ(z) < x
∣∣∣ inf
0<z<t
Bµ(z) > 0, Bµ(0) = 0
}
(4.6)
=
∑+∞
r=−∞(−1)re−µrx−
x2r2
2t + µ
∫∞
0 e
−w22t eµw(−1)
⌊wx ⌋
dw
1 + µ
∫∞
0 e
− y22t eµy dy
.
Observe that
(i) for µ = 0 we obtain the well-known distribution of the driftless meander
P
{
max
0≤z≤t
B(z) < x
∣∣∣ inf
0<z<t
B(z) > 0, B(0) = 0
}
=
+∞∑
r=−∞
(−1)re−x
2r2
2t . (4.7)
(ii) For x→∞, µ 6= 0, we obtain that (4.6) tends to 1 as can be seen from (4.4).
(iii) In order to prove that (4.6) for x→ 0, µ 6= 0 we write
+∞∑
k=−∞
(−1)ke− x
2k2
2t +µkx =
+∞∑
k=−∞
(−1)ke− x
2k2
2t
(
1 +
∫ µkx
0
ew dw
)
.
The first term tends to zero because we can apply
+∞∑
k=−∞
(−1)ke− x
2k2
2t =
√
4pit
x
+∞∑
k=1
e−
(2k−1)2pi2t
4x2
(see [9], eq. (3.4.9)).
(iv) Note that for µ = 0 we have that (4.7) coincides with the distribution of the maximum of
the Brownian bridge, that is
P
{
max
0≤z≤t
B(z) < x
∣∣∣ inf
0<z<t
B(z) > 0, B(0) = 0
}
= P
{
max
0≤z≤t
|B(z)| < x
2
∣∣∣B(0) = 0, B(t) = 0} .
4.2. First passage times. We now study the distribution of the first passage time of a Brownian
motion evolving under the condition that the minimum of the process is larger than v (eventually
v = 0) up to time t > 0, the process being free afterwards. The first passage time is denoted by
Tx = inf{s < t′ : Bµ(s) = x}, t′ > t.
For s < t we infer from (4.1) that
P
{
Tx > s
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u
}
(4.8)
=
∫ x
v
P
{
max
0≤z≤s
Bµ(z) < x, min
0≤z≤s
Bµ(z) > v,Bµ(s) ∈ dy
∣∣∣Bµ(0) = u}×
×
P
{
mins≤z≤t Bµ(z) > v
∣∣∣Bµ(s) = y}
P
{
min0≤z≤tBµ(z) > v
∣∣∣Bµ(0) = u}
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=
∫ x
v
dy√
2pis
+∞∑
k=−∞
[
e−
(y−u−2k(x−v))2
2s − e− (2v−y−u+2k(x−v))
2
2s
]
e−
µ2s
2 +µ(y−u−2k(x−v)) ×
×
P
{
mins≤z≤tBµ(z) > v
∣∣∣Bµ(s) = y}∫∞
v
[
e−
(w−u)2
2t − e− (2v−w−u)22t
]
e−
µ2t
2 +µ(w−u) dw√
2pit
for x > v. If s > t we have that
P
{
Tx ∈ ds
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u
}
/ds (4.9)
=
∫ x
v
P
{
Tx ∈ ds
∣∣∣Bµ(t) = y} /ds P {Bµ(t) ∈ dy, max
0≤z≤t
Bµ(z) < x
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u
}
=
∫ x
v
(x−y) e−
|x−y−µ(s−t)|2
2(s−t)√
2pi(s−t)3
∑+∞
k=−∞
[
e−
(y−u−2k(x−v))2
2t − e− (2v−y−u+2k(x−v))
2
2t
]
eµ(y−2k(x−v)) dy∫∞
v
(
e−
(w−u)2
2t − e− (2v−w−u)22t
)
eµw dw
.
For u→ v and s < t the first-passage time becomes
P
{
Tx > s
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = v
}
= (4.10)
=
∫ x
v
∑+∞
k=−∞ e
− (y−v−2k(x−v))22s (y−v−2k(x−v))
s
√
2pis
e−
µ2s
2 +µ(y−v−2kµ(x−v))m(t; s, y) dy∫∞
v
e−
(w−v)2
2t
(w−v)√
2pit
eµ(w−v)+
µ2t
2 dw
where
m(t; s, y) = P
{
min
s≤z≤t
Bµ(z) > v
∣∣∣Bµ(s) = y} (4.11)
=
∫ ∞
v
[
e−
(w−y)2
2(t−s) − e− (2v−w−y)
2
2(t−s)
]
e−
µ2(t−s)
2 +µ(w−y) dw√
2pi(t− s) .
In the case t < s < t′, the limit for u ↓ v in (4.9) yields
P
{
Tx ∈ ds
∣∣∣ inf
0<z<t
Bµ(z) > v,Bµ(0) = v
}
/ds (4.12)
=
∫ x
v
x−y√
2pi(s−t)3 e
− |x−y−µ(s−t)|2
2(s−t)
∑+∞
k=−∞(y − v − 2k(x− v))e−
(y−v−2k(x−v))2
2t eµ(y−2k(x−v)) dy∫∞
0 (w − v)e−
(w−v)2
2t +µw dw
.
Some further simplification can be obtained in (4.10) and (4.12) for v = 0. For s < t we have in
particular that (4.10) further simplifies as
P
{
Tx > s
∣∣∣ inf
0<z<t
Bµ(z) > 0, Bµ(0) = 0
}
(4.13)
=
∫ x
0
+∞∑
k=−∞
e−
(y−2kx)2
2s
(y − 2kx)
s
√
2pis
e−2kµx dy
∫∞
0
[
e−
(w−y)2
2(t−s) − e− (w+y)
2
2(t−s)
]
eµw√
2pi(t−s)dw∫∞
0
w
t
√
2pit
e−
w2
2t +µwdw
.
5. Representation of the Brownian meander with drift
For the non-drifted meander M(t), t > 0 it is well known that the following representation holds∣∣∣B(T0 + s(t− T0))∣∣∣
√
t− T0
i.d.
= M(s) 0 < s < 1 (5.1)
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where T0 = sup{s < t : B(s) = 0} and B(t), t > 0 is a standard Brownian motion (see Pitman
[17]).
For the Brownian meander with drift we have instead the following result.
Theorem 5.1.
P


∣∣∣Bµ(T µ0 + s(t− T µ0 ))∣∣∣√
t− T µ0
∈ dy

 = 12
[
P
{
M−µ
√
t−Tµ0 (s) ∈ dy
}
+ P
{
Mµ
√
t−Tµ0 (s) ∈ dy
}]
(5.2)
for 0 < s < 1, where T µ0 is the last passage time through zero before t of B
µ and has distribution
P (T µ0 ∈ da)/da =
e−
µ2t
2
pi
√
a(t− a) +
µ2
2pi
∫ t
a
e−
µ2a
2√
a(y − a) dy (5.3)
= E
(
1
pi
√
a(W − a)1W≥a
)
0 < a < t
where W is a truncated exponential distribution with density
fW (w) =
µ2
2
e−
µ2
2 w 0 < w < t
P (W = t) = e−
µ2t
2 .
Proof. We start by observing that, for 0 < s < 1
P


∣∣∣Bµ(T µ0 + s(t− T µ0 ))∣∣∣√
t− T µ0
< y

 =
∫ t
0
P {T µ0 ∈ dz}
∫ y√t−z
−y√t−z
P
{
Bµ(T µ0 + s(t− T µ0 )) ∈ dw
∣∣∣T µ0 = z}
(5.4)
and thus
P


∣∣∣Bµ(T µ0 + s(t− T µ0 ))∣∣∣√
t− T µ0
∈ dy

 (5.5)
=
∫ t
0
P {T µ0 ∈ dz}
√
t− z[P {Bµ(z + s(t− z)) ∈ d(y√t− z)|T µ0 = z}
+ P
{
Bµ(z + s(t− z)) ∈ d(−y√t− z)|T µ0 = z
} ]
Note that
P
{
Bµ(z + s(t− z)) ∈ dy
∣∣∣(T µ0 = z) ∩ (( inf
z<l≤t
Bµ(l) > 0
) ∪ ( sup
z<l≤t
Bµ(l) < 0
))}
(5.6)
= P {Bµ(z + s(t− z)) ∈ dy|(T µ0 = z) ∩ (C ∪D)}
= P {Bµ(z + s(t− z)) ∈ dy|(Bµ(z) = 0) ∩C} P (C|B
µ(z) = 0)
P (C|Bµ(z) = 0)) + P (D|Bµ(z) = 0))
+ P {Bµ(z + s(t− z)) ∈ dy|(Bµ(z) = 0) ∩D} P (D|B
µ(z) = 0)
P (C|Bµ(z) = 0)) + P (D|Bµ(z) = 0))
The ratio P (D|B
µ(z)=0)
P (C|Bµ(z)=0) can be evaluated as the following limit
P (D|Bµ(z) = 0)
P (C|Bµ(z) = 0) = limu↓0
P (maxz≤l≤tBµ(l) < 0|Bµ(z) = −u)
P (minz≤l≤t Bµ(l) > 0|Bµ(z) = u)
= lim
u↓0
P (max0≤l≤t−z Bµ(l) < 0|Bµ(0) = −u)
P (min0≤l≤t−z Bµ(l) > 0|Bµ(0) = u)
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= lim
u↓0
P (T
µ
0 > t− z|Bµ(0) = −u)
P (T
µ
0 > t− z|Bµ(0) = u)
= lim
u↓0
1− ∫ t−z0 u e− (u−µs)
2
2s√
2pis3
ds
1 − ∫ t−z0 u e− (u+µs)
2
2s√
2pis3
ds
= 1
where T
µ
0 = inf{s : Bµ(s) = 0} is the first passage time of a drifted Brownian motion starting
either above or below zero.
In view of formula (3.8), for v = 0, s = l−z, t replaced by t−z we obtain, by setting l = z+s(t−z)
that
P
{
Bµ(l) ∈ dy|Bµ(z) = 0, inf
z<w≤t
Bµ(w) > 0
}
(5.7)
= P
{
Bµ(l − z) ∈ dy|Bµ(z) = 0, inf
0<w≤t−z
Bµ(0) > 0
}
=
(
t− z
l− z
)3
2 dy ye−
y2
2(l−z)∫∞
0 we
− w2
2(t−z)+µw dw
∫ ∞
0
(
e−
(w−y)2
2(t−l) − e− (w+y)
2
2(t−l)
) eµw√
2pi(t− l) dw
In the same way we have that
P
{
Bµ(l) ∈ dy|Bµ(z) = 0, sup
z<w≤t
Bµ(w) < 0
}
(5.8)
=
(
t− z
l − z
)3
2 dy ye−
y2
2(l−z)∫∞
0 we
− w22(t−z)−µw dw
∫ ∞
0
(
e−
(w−y)2
2(t−l) − e− (w+y)
2
2(t−l)
) e−µw√
2pi(t− l) dw
By inserting (5.7) and (5.8) into (5.5) we obtain
P


∣∣∣Bµ(T µ0 + s(t− T µ0 ))∣∣∣√
t− T µ0
∈ dy

 = 12
∫ t
0
P{T µ0 ∈ dz} × (5.9)
×
[
1
s
3
2
dy y
√
t− z e− y
2
2s∫∞
0
we−
w2
2(t−z)+µw dw
∫ ∞
0
(
e−
(w−y√t−z)2
2(t−z)(1−s) − e− (w+y
√
t−z)2
2(t−z)(1−s)
) eµw√
2pi(1− s) dw
+
1
s
3
2
dy y
√
t− z e− y
2
2s∫∞
0 we
− w22(t−z)−µw dw
∫ ∞
0
(
e−
(w−y√t−z)2
2(t−z)(1−s) − e− (w+y
√
t−z)2
2(t−z)(1−s)
) e−µw√
2pi(1− s) dw
]
The transformation w = w′
√
t− z further simplifies (5.9) as
P


∣∣∣Bµ(T µ0 + s(t− T µ0 ))∣∣∣√
t− T µ0
∈ dy

 = 12
∫ t
0
P{T µ0 ∈ dz} × (5.10)
×
[
dy s−
3
2 y e−
y2
2s∫∞
0
we−
w2
2 +µw
√
t−z dw
∫ ∞
0
(
e−
(w−y)2
2(1−s) − e− (w+y)
2
2(1−s)
) eµw√t−z√
2pi(1− s) dw
+
dy s−
3
2 y e−
y2
2s∫∞
0 we
−w22 −µw
√
t−z dw
∫ ∞
0
(
e−
(w−y)2
2(1−s) − e− (w+y)
2
2(1−s)
) e−µw√t−z√
2pi(1− s) dw
]
We recognize inside (5.10) the distribution of a drifted Brownian meander whose drift can be
written as
µX
√
t− T µ0
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where X is a two-valued, symmetric r.v. independent from T µ0 which is the last-passage time
through zero, before t, of the Brownian motion Bµ. In conclusion we have that
P


∣∣∣Bµ(T µ0 + s(t− T µ0 ))∣∣∣√
t− T µ0
∈ dy

 = P
{
MµX
√
t−Tµ0 (s) ∈ dy
}

Remark 5.1. For µ = 0 result (5.2) coincides with (5.1), valid for the non-drifted Brownian mean-
der.
6. Excursion with drift
We now present some results about the Brownian excursion with drift. We provide a con-
struction which is analogous to that of the drifted Brownian meander. We consider the se-
quence of conditional processes {Bµ|Λu,v,c : u, c > v} whose sample paths lie in sets of the form
Λu,v,c = {ω ∈ C[0, T ] : min0≤z≤t ω(z) > v, ω(0) = u, ω(t) = c}, with c, u > v. We study the
distribution of these processes and of process Bµ|Λv,v,v defined as the weak limit of Bµ|Λu,v,c
when the starting point u and the endpoint c collapse onto the barrier v.
The main tool used to carry out the needed calculation is the distribution of an absorbing Brownian
motion with distribution (3.1). With this at hand we can write
P
{
Bµ(s) ∈ dy
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u,Bµ(t) = c
}
= (6.1)
=
e−
(y−µs−u)2
2s − e−2µue− (y+u−2v−µs)
2
2s√
2pis
· e
− (c−µ(t−s)−y)2
2(t−s) − e−2µye− (c+y−2v−µ(t−s))
2
2(t−s)√
2pi(t− s) ×
×
(
e−
(c−µt−u)2
2t − e−2µue− (c+u−2v−µt)
2
2t√
2pit
)−1
dy
=
√
t
2pis(t− s)
(
e−
(y−u)2
2s − e− (2v−y−u)
2
2s
)
e−
µ2s
2 +µ(y−u)
(
e−
(c−y)2
2(t−s) − e− (2v−c−y)
2
2(t−s)
)
e−
µ2(t−s)
2 +µ(c−y)
×
[(
e−
(c−u)2
2t − e− (2v−c−u)
2
2t
)
e−
µ2t
2 +µ(c−u)
]−1
dy
It is straightforward to check that in (6.1) the resulting distribution does not depend on the value of
the drift µ. This consideration holds for any finite dimensional distribution of the drifted excursion,
as stated in the following theorem.
Theorem 6.1. The finite dimensional distributions of the drifted Brownian excursion process
Bµ|Λu,v,c are given by
P
{ n⋂
j=1
(Bµ(sj) ∈ dyj)
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u,Bµ(t) = c
}
= (6.2)
n∏
j=1
{
e
− (yj−yj−1)
2
2(sj−sj−1) − e−
(2v−yj−yj−1)2
2(sj−sj−1)√
2pi(sj − sj−1)
dyj
}
e−
(c−yn)2
2(t−sn) − e− (2v−c−yn)
2
2(t−sn)√
2pi(t− sn)
(
e−
(c−u)2
2t − e− (2v−c−u)
2
2t√
2pit
)−1
for 0 = s0 < s1 < · · · < sn < t, y0 = u with yj, u, c > v, and the following equality in distribution
holds
Bµ|Λu,v,c law= B|Λu,v,c. (6.3)
Proof. By Markovianity we can write that
P
{ n⋂
j=1
(Bµ(sj) ∈ dyj)
∣∣∣ min
0≤z≤t
Bµ(z) > v,Bµ(0) = u,Bµ(t) = c
}
=
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=
n∏
j=i
{
e
− (yj−yj−1)
2
2(sj−sj−1) − e−
(2v−yj−yj−1)2
2(sj−sj−1)√
2pi(sj − sj−1)
e−
µ2
2 (sj−sj−1)+µ(yj−yj−1)
}
×
× e
− (c−yn)2
2(t−sn) − e− (2v−c−yn)
2
2(t−sn)√
2pi(t− sn)
e−
µ2
2 (t−sn)+µ(c−yn)
(
e−
(c−u)2
2t − e− (2v−c−u)
2
2t√
2pit
e−
µ2
2 t+µ(c−u)
)−1
thus the finite dimensional distributions of the excursion with drift coincide with the corresponding
finite dimensional distributions of the driftless Brownian excursion. 
Remark 6.1. We observe that in analogy with result (6.3) Beghin and Orsingher [1] showed that
the distribution
P
{
max
0≤s≤t
Bµ(s) > β
∣∣∣Bµ(t) = η} = e− 2β(β−η)t
is independent of µ for every η.
Weak convergence to the Brownian excursion has been established in [11].
Theorem 6.2. The following weak limit holds:
Bµ
∣∣∣Λu,v,c ===⇒
u,c↓v
Bµ
∣∣∣{ inf
0<z<t
Bµ(z) > v,Bµ(0) = v,Bµ(t) = c
}
(6.4)
We give the explicit form of the finite-dimensional distributions of the right member of (6.4) in
the special case when v = 0. For u→ 0 the distribution (6.2) becomes
P
{ n⋂
j=1
(Bµ(sj) ∈ dyj)
∣∣∣ inf
0<z<t
Bµ(z) > 0, Bµ(0) = 0, Bµ(t) = c
}
= lim
u↓0
P
{ n⋂
j=1
(Bµ(sj) ∈ dyj)
∣∣∣ min
0≤z≤t
Bµ(z) > 0, Bµ(0) = u,Bµ(t) = c
}
=
y1 t
√
t
c s1
√
s1
e
− y
2
1
2s1
+ c
2
2t
n∏
j=2

e−
(yj−yj−1)2
2(sj−sj−1) − e−
(yj+yj−1)2
2(sj−sj−1)√
2pi(sj − sj−1)

 e−
(c−yn)2
2(t−sn) − e− (c+yn)
2
2(t−sn)√
2pi(t− sn)
The further limit for c→ 0 yields
P
{ n⋂
j=1
(Bµ(sj) ∈ dyj)
∣∣∣ inf
0<z<t
Bµ(z) > 0, Bµ(0) = 0, Bµ(t) = 0
}
= lim
u,c↓0
P
{ n⋂
j=1
(Bµ(sj) ∈ dyj)
∣∣∣ min
0≤z≤t
Bµ(z) > 0, Bµ(0) = u,Bµ(t) = c
}
=
y1 t
√
t
s1
√
s1
e
− y
2
1
2s1
n∏
j=2

e−
(yj−yj−1)2
2(sj−sj−1) − e−
(yj+yj−1)2
2(sj−sj−1)√
2pi(sj − sj−1)

 2yn
t− sn
e−
y2n
2(t−sn)√
2pi(t− sn)
.
The one dimensional distribution of the excursion reads
P
{
Bµ(s) ∈ dy
∣∣∣ inf
0<z<t
Bµ(z) > 0, Bµ(0) = 0, Bµ(t) = 0
}
= (6.5)
=
√
2
pi
y2
(
t
s(t− s)
) 3
2
e−
y2t
2s(t−s) dy y > 0 , s < t.
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