We find a sign-changing solution for a class of Schrödinger-Poisson system in R 3 as an existence result by minimization in a closed subset containing all the sign-changing solutions of the equation. The proof is based on variational methods in association with the deformation lemma and Miranda's theorem.
Introduction
This paper is concerned with establishing sign-changing for a class of nonlinear Schrödinger-Poisson equations, which includes the typical and relevant Motivated by the results just described, we are interested in finding signchanging solution for (NLSP) in R 3 , where potential V is not necessarily a radially symmetric function. The result will be state for a class of more general problem
where f belongs to C 1 (R, R) and satisfies Remark 1.1 We observe that (f 2 ) is weaker than the usual subcritical condition. The conditions (f 1 ) and (f 4 ) imply that H(s) = sf (s) − 4F (s) is a non-negative function, increasing in |s| with sH ′ (s) = s 2 f ′ (s) − 3f (s)s > 0 for any |s| > 0.
Note that (f 4 ) is a weaker version of the famous Ambrosetti-Rabinowitz condition for this class of equation. We need to suppose this condition because we will apply variational methods in our argument, and as we shall see, the associated energy functional has a local term of the fourth order.
Here V : R 3 → R is locally Hölder continuous and satisfies the following assumptions:
(V 1 ) There exists α > 0 such that V (x) ≥ α > 0, for all x ∈ R 3 ; (V 2 ) V ∞ = max{V (x) : x ∈ R 3 } and Our main result is the following: Theorem 1.2 Suppose that f satisfies (f 1 )−(f 4 ) and V satisfies (V 1 )−(V 3 ). Then problem (SP ) possesses a least energy sign-changing solution, which changes sign exactly once in R 3 .
Our result can be seen as a similar version for R 3 of the result due to Alves and Souto [2] , which will be useful in our argument. We observe that Theorem 1.2 establishes the existence of a least energy sign-changing solution when f (s) = |s| p−2 s, for p ∈ (4, 6).
As observed in [5, 6] , the general procedures to find sign-changing solutions of an equation with a nonlinear term stumble in the fact that the nodal set is not a submanifold of H 1 because the map u → u ± lacks differentiability; thus it is not evident that a minimizer of the associated energy functional on the nodal set is a solution of the equation. Furthermore, there is a worsening in the case considered here: Since the associated energy functional has a nonlocal term, it follows that even if u is a sign-changing solution of the problem, the functions u ± do not belong both to the Nehari manifold, and so some arguments used to prove the existence of nodal solutions for semilinear local problems can not be used in our arguments.
Our approach is based on some arguments presented in [2, 5] in association with the deformation lemma and Miranda's theorem. The contribution of our work are twofold: On one hand, it is applying the construction of [2] in an unbounded domain like R 3 and consequently dealing with the difficulties it brings; on the other hand, facing the subtle peculiarities of a nonlocal term. We start by establishing some estimates involving functions that change sign. We find a sign-changing solution as an existence result by minimization in a closed subset containing all the sign-changing solutions of the equation. At first, this may resemble the ideas found in [5, 6] . However, we need to choose a suitable minimizing sequence to the nodal level. This choice involves the corresponding equation in bounded domains (balls) and the problem is then proving that the minimum of the energy on the corresponding closed subset containing all the sign-changing solutions of the equation in bounded domains is achieved by some function in the subset. In order to overcome the possible lack of regularity of this subset, it is crucial to apply a deformation lemma and a fine use of Miranda's theorem [22] .
The variational framework
In this section, we present the variational framework to deal with problem (SP ). The key observation is that equation (SP ) can be transformed into a Schrödinger equation with a nonlocal term (see, for instance, [4, 15, 25] ). This permits the use of variational methods. Effectively, by the Lax-Milgram Theorem, given u ∈ H 1 (R 3 ), there exists a unique
By using standard arguments, we have that φ u verifies the following properties (for a proof see [12, 25] ):
where ||u|| 2
is a solution of (SP ) if, and only if, φ = φ u and u ∈ H 1 (R 3 ) is a weak solution of the nonlocal problem
Combining (f 1 )-(f 2 ) with Lemma 2.1, the functional J :
where
Hence, critical points of J are the weak solutions for nonlocal problem (P ).
In the proof of Theorem 1.2, we prove that functional J assumes a minimum value on the nodal set
where u + = max{u(x), 0}, u − (x) = min{u(x), 0} and
is the Nehari manifold associated with J. More precisely, we prove that there is w ∈ M such that
Furthermore, we prove that w is a critical point of J, and so, w is a least energy nodal solution for (P ) with exactly two nodal domains. Since J has the nonlocal term R 3 φ u u 2 dx, if u is a sign-changing solution for (P ), we have that
Consequently, even though u was a sign-changing solution for (P ), the functions u ± do not belong both to N . Hence, some arguments used to prove the existence of sign-changing solutions for problem like
can not be applied; thus a careful analysis is necessary in a lot of estimates.
Technical lemmas
Consider the Sobolev space H 1 (R 3 ) endowed with the norm
and consider
The following lemma establishes that c 0 is a positive level. Similar result holds for c ∞ .
Lemma 3.1 There exists ρ > 0 such that
Proof: From Remark 1.1, for every u ∈ N ,
and (i) follows. Taking α > 0, given by (V 1 ), we set ǫ ∈ (0, α).
For every w ∈ M, we have J ′ (w ± )w ± < 0, which gives
From (3.1), we have
and (ii) is proved.
The following lemma is a consequence of Miranda's theorem. A proof can be found in [2] .
The choice of the minimizing sequence
Given R > 0, let B R be the ball of radius R centered at 0. Consider the problem
By Proposition 8.1, in Appendix, for any R > 0, there exists a sign-changing solution u = u R of (AP R ) such that
and Proof: Since R → c R is a non-increasing function and c R ≥ c 0 for all
. We may assume that ϕ ± n = 0. By Lemma 3.2, there exist t n , s n > 0 such that
. We claim that there exists a subsequence, still denoted by (
. Suppose for the moment that the limit holds. Let n and R > 0 such that
which is impossible. To establish the last claim, we start with the observation that there exist subsequences (not renamed) such that t n → 1 and s n → 1. In fact, suppose by contradiction that lim sup n→∞ t n > 1. Given δ > 0 there exists a subsequence, still denoted by t n , such that t n ≥ σ for every n, for some σ > 1. Since J ′ (ϕ n ) → J ′ (ϕ) = 0 and the function u → u + is continuous, we have
On the other hand,
Combining (4.2) with (4.3), gives
From (f 4 ) and Fatou's lemma, we have
which is impossible. Hence, lim sup n→∞ t n ≤ 1. Consequently, there exists a subsequence (not renamed) such that lim n→∞ t n = t 0 . Taking to the limit as n → ∞ in (4.4) and using (f 4 ) again, we get t 0 = 1. In an exactly similar way, there exists a subsequence (not renamed) such that lim n→∞ s n = 1. Finally, considering that
we obtain that J(t n ϕ + n + s n ϕ − n ) → J(ϕ), by Lemma 2.1 and the convergence ϕ n → ϕ in H 1 (R 3 ).
5
The minimum level is achieved on M
In this section, our main goal is to prove that the infimum c 0 of J on M is achieved. From Lemma 3.1(i), we deduce that c 0 > 0. We start with this following lemma.
Then u n has a subsequence which converges weakly to some w ∈ H 1 (R 3 ) such that w ± = 0.
Proof. From Lemma 3.1(i), (u n ) is a bounded sequence. Hence, without loss of generality, we can suppose that there is w ∈ H 1 (R 3 ) verifying u n ⇀ w in H 1 (R 3 ) and u n (x) → w(x) almost everywhere in R 3 . Observing that
and
we can suppose that
where θ +σ < c+c ∞ . We claim that w + = 0. Suppose by contradiction that w + ≡ 0. From condition (V 2 ) and Sobolev compact imbedding, we have
We observe that θ ≥ c ∞ . In fact, let t n > 0 be such that
, for all t > 0. We have three possibilities for (t n ):
We show now that (i) can not happen and (ii) or (iii) imply θ ≥ c ∞ . From J ′ ∞ (t n u + n )t n u + n = 0 we have
and from J ′ (u n )u + n = 0 follows
Combining (5.5) and (5.6) we get
If (i) holds, there exists a > 1 such that t n ≥ a for infinitely many n. By Lemma 3.1 (ii), the left hand in (5.7) is bounded from below by a positive number. On the other hand, by (f 4 ), the integral in the the right hand of (5.7) is non-positive. This yields a contradiction. Hence (i) does not hold. Suppose that (iii) holds. Then, t n ≤ 1 and Remark 1.1 imply
Taking to the limit n → ∞, we find θ ≥ c ∞ . If (ii) occurs, there exists a subsequence (still denoted by t n ) such that lim n→∞ t n = 1. As a consequence
Taking the limit n → ∞, we also obtain θ ≥ c ∞ . Since θ + σ < c + c ∞ and θ ≥ c ∞ , we have σ < c. Let s n > 0 be such that J(
which implies c ≤ σ, contrary to σ < c. Hence, w + = 0 as claimed. Similar arguments to those above show that w − = 0, and the proof is complete.
Lemma 5.2 If c 0 < c + c ∞ , there exists a w ∈ M which minimizes J on M.
Proof. By Proposition 8.1, there exists a least energy sign-changing solution u n to (AP R ), for R = n, that is J(u n ) = c n = inf Mn J, where c n = c R and
. Since c 0 < c + c ∞ , u n converges weakly to some w ∈ H 1 (R 3 ) such that w ± = 0, by Lemma 5.1. Using that J ′ (u n )v = 0 for all v ∈ H 1 0 (B n ), we get J ′ (w) = 0 and consequently w ∈ M. We claim that J(w) = c 0 . In fact, combining Fatou's lemma with Remark 1.1, we have
which implies that c 0 = J(w). Until this moment, we have proved that under condition c 0 < c + c ∞ , there exists a w ∈ M, such that J(w) = c 0 and J ′ (w) = 0.
Estimate on the level c 0
This section is devoted to show that c 0 < c + c ∞ . The proofs in this section are based upon ideas found in [20] . From now on fix w, v ∈ H 1 (R 3 ) ground state solution of (P ) and (P ∞ ) given by [1, Theorems 1.5 and 1.3] respectively. We know that w and v should have defined sign. Without loss of generality we will suppose that: Lemma 6.1 There exist C > 0 and δ > 0 such that for all R > 0:
For each n ∈ N, set v n (x) = v(x + ne 1 ), where e 1 = (1, 0, 0) ∈ R 3 . The same conclusion of Lemma 6.1 is satisfied by function v n and
provided n is sufficiently large.
Proof: We start proving that there is r o > 0 such that
In fact, suppose that J ∞ does not satisfies this claim. Thus, for each n, there are (α n , β n ) ∈ R 2 such that J ∞ (α n w + β n v n ) > 0 and α 2 n + β 2 n → ∞, that is,
F (α n w+β n v n )dx, (6.9) We have ||v n || * = ||v|| * , and from Lemma 6.1
It follows that (6.11) and then σ n = ||α n w + β n v n || * → +∞. Set
and suppose that z n ⇀ z. Dividing (6.9) by σ 4 n , we have 1
the boundedness of (z n ) together with the above inequality and (f 3 ) shows that z ≡ 0. Passing to the limit as n → ∞ in the equality below
we obtain from (6.10) and (6.11) that α n ||α n w + β n v n || −1 * converges to 0. By Lemma 2.1(iv), J ∞ (α n w + β n v n ) = J ∞ (α n w n + β n v) where w n (x) = w(x − ne 1 ). Proceeding exactly as the previous argument, we can show that β n ||α n w + β n v n || −1 * converges to 0. From (6.11), z n → 0, which contradicts ||z n || * = 1. Hence, the claim holds for J ∞ , and, in consequence, for J.
Now we consider n ≥ r o , α 2 + β 2 ≤ r o . From Lemma 6.1, there are δ > 0 and C = (w, v, r o ) such that
In fact, from (6.8) and Lemma 6.1, we have
and ||αw + βv n || 2 − α 2 ||w|| 2 − β 2 ||v n || 2 ≤ Ce −nδ . The condition (V 3 ) together with Lemma 6.1 imply that
where t n > 0 is such that J(t n v n ) ≥ J(tv n ), for all t > 0 and ρ is the nondecreasing function given by (V 3 ). In order to verify (6.13), we first observe that
and so (6.13) is justified. By the definition of t n , we have
Combining (6.14) with the fact v n
, and using Lemma 2.1(iv) and (3.1), we get
for some positive constant C. Therefore, there exists τ > 0 such that t 2 n ≥ τ for every n. Using (6.12), (6.13) and the fact that
and the proof follows by the limit condition on ρ in (V 3 ).
We have the following lemma: 
Using that J ′ (w)w = 0 and (f 4 ), we obtain
Property (iv) of Lemma 2.1, condition (V 2 ) and the fact that J ′ ∞ (v)v = 0 imply that there exists n 0 ∈ N such that
Since v(x) → 0 as |x| → ∞, it follows from (6.16)-(6.17), by increasing n 0 if necessary, that
for every n ≥ n 0 and τ ∈ [1/2, 3/2], and
19) for every n ≥ n 0 and ξ ∈ [1/2, 3/2]. Noting that the function Ψ is continuous in D and considering the inequalities (6.18)-(6.19), we can apply Miranda's theorem [22] and conclude that there exists (ξ 0 , τ 0 ) ∈ D such that Ψ(ξ 0 , τ 0 ) = (0, 0). This gives ξ 0 w − τ 0 v n ∈ M for every n ≥ n 0 . Consequently,
The lemma follows combining the last inequality with Lemma 6.2.
Theorem 1.2
In this section we establish a proof of Theorem 1.2. From Sections 5 and 6, there exists a critical point w of J, which is a sign-changing solution for problem (SP ). The proof is completed by showing that w has exactly two nodal domains. Arguing by contradiction, we suppose that w = u 1 +u 2 +u 3 , with u i = 0, u 1 ≥ 0, u 2 ≤ 0 and supp(u i ) ∩ supp(u j ) = ∅ for i = j, i, j = 1, 2, 3, with supp(u i ) denoting the support of u i . Setting v = u 1 + u 2 , we see that v ± = 0. Moreover, using the fact that J ′ (w) = 0, it follows that
By Lemma 3.2, there are t, s ∈ (0, 1] such that tv + +sv − ∈ M or equivalently, tu 1 + su 2 ∈ M, and so,
Since w = v + u 3 , we have w 2 = v 2 + u 2 3 and φ w = φ v + φ u 3 . Hence,
Supposing that u 3 = 0, we claim that
In fact, by Remark 1.1 and using J ′ (w)u 3 = 0 combined with u 3 = 0, we obtain
Similar arguments to those above show that
From (7.20)-(7.23), for every t, s ∈ (0, 1], we have
which is a contradiction. Therefore, u 3 = 0 and w has exactly two nodal domains.
Appendix
In this appendix we present the existence of a least energy sign-changing solution for the following system:
where B R is the of radius R centered at 0 and
The energy functional J R : H 1 0 (B R ) → R associated with (AP R ) is given by
In this section, we will use J to denote J R It is important to point out that the problem (AP R ) is not the same problem considered in [2] , namely
The local terms are different, and consequently, the associated functionals are different. Here φ u is the restriction of φũ to B R and, for (P ′ ), φ u should be a function in the Sobolev space H 1 0 (B R ).
Proposition 8.1 Suppose that f satisfies (f 1 ) − (f 4 ). Then, for any R > 0, problem (AP R ) possesses a least energy sign-changing solution.
Proof: This proof follows [2] . Let (w n ) be a sequence in M R such that
Lemma 3.1(i) shows that (w n ) is a bounded sequence. Hence, without loss of generality, we can suppose that there is w ∈ H 1 0 (B R ) verifying
The condition (f 2 ) combined with the compactness lemma of Strauss [8, Theorem A.I, p.338] gives
From (f 1 ) − (f 2 ), given ǫ > 0 and q ∈ (2, 6), there exists C = C(ǫ, q) such that f (s)s ≤ ǫ(|s| 2 + |s| 6 ) + C|s| q , ∀s ∈ R.
As w n ∈ M R , we have J ′ (w n )w ± n < 0. Combining this fact with Lemma 3.1, we get
Using that (w n ) is bounded in H 1 0 (B R ), it follows from the Sobolev imbeddings that there exists C 1 > 0 such that
For fixed ǫ = ρ 2 /2C 1 , we find
which shows that lim inf
and consequently w ± = 0. Then, by Lemma 3.2 there are t, s > 0 verifying
We claim that t, s ≤ 1. In fact, since J ′ (w n )w ± n = 0,
Taking n → ∞, we obtain We can take 0 < ξ < 1 < χ such that (ii) c R ∈ h(∂D). 
