The planning stage is important for project development because the majority of important decisions are made at this stage. Having a well-defined project plan will reduce project uncertainty and increase the likelihood of the project's success. In other words, based on the level of project definition in the planning stage, project success or failure can be predicted. The aim of this study is to generate a predictive model that will forecast project performance in terms of cost, depending on the project definition level during the early stages of the project before a detailed design is started. The predictive model for this study was generated by support vector machine (SVM). A survey of 77 completed construction projects in Korea was conducted in order to collect the project defined level and cost data from each of those projects by questioning selected clients, architects, and construction managers who had participated before beginning the detailed design stage in the project. It is anticipated that prediction results will help clients and project managers revise their project planning when they encounter a poor performance prediction. Furthermore, the research result imply that employing the proposed model can help project participants achieve success by managing projects more effectively.
INTRODUCTION
The construction industry is characterized by high levels of risks and uncertainties. Over the past several decades, many construction projects have experienced large variations in cost and/or schedule [1] . To prevent cost overruns and schedule delays, it is important to have an early understanding of the likelihood of the project's success [2] . It is implicitly assumed that when a contractor or project manager can predict the amount of cost overruns, the prediction of project performance will help project participants to make important decisions [3] .
Several research studies have investigated the issue of performance prediction of construction projects. Dissanyaka and Kumaraswamy [4] predicted project performance by using project characteristics, procurement system, project team performance, contractor characteristics, design team characteristics, and external conditions. Kim et al. [2] predicted project success of international construction projects using project condition, ability of the owner and A/E, the contractor's capability and experience, quality of design, and capability of claim.
However, it is more appropriate to use project definition elements to predict project performance in planning stage rather than the factors used in the aforementioned research studies because project scope definition is a key element in the pre-project planning process and known to simultaneously correlate to the achievement of excellent project performance [5, 6] .
Project scope definition is the process included in the preproject planning process by which projects are defined and prepared for construction [7] . If the project definition is not sufficiently prepared in the pre-project planning process, unexpected changes may occur, rework is required and project rhythm is interrupted. In other words, the project productivity and the morale of the worker may decrease.
Thus, the project may earn lower profits or even incur a loss due to an unclear definition of the scope of work [6, 8] .
In other words, as the project definition directly affects project performance, the success of the project highly depends on the degree of project definition. Wang and
Gibson [6] [9, 10, 11] . Moreover, Fig. 1 The framework of the methodology if less collected data is available, SVM can be a better alternative to build the prediction model [12] . Thus, the objective of this research is to predict cost performance using project definition elements by employing support vector machine method before a detailed design is begun. The second section measured the degree of project definition elements on a five-point Likert scale. In order to collect project definition information on project planning, the PDRI was used. The PDRI developed by Construction Industry Institute (CII) can measure the levels of 64 scope definitions to evaluate the project status before detailed design [5, 7] .
Although data were collected through in-person interviews,
there were a few missing values because certain elements were impossible to measure in certain projects. In order to
replace missing values, a K-Nearest Neighbor (KNN)
imputation method was applied. Due to its simplicity, ease of understanding, and relatively high accuracy, the KNN imputation has been widely used in diverse real applications. The missing value is replaced with the one most frequently found among the k number of the most similar data [13] . Among the total data, 3.25% missing value was replaced by KNN imputation method.
FEATURE SELECTION
The main objective of the feature selection method is to remove redundant features and to select relevant subsets of features to improve prediction accuracy. In this research, the wrapper feature selection method was applied. The wrapper method generates optimal candidate feature subsets, and evaluates through a predetermined data mining method [14] . This method searched for the most appropriate subset of features to each data mining method; more accurate prediction results to each data mining method were expected. Thus, for this paper, the wrapper method has been adapted as a select feature subset.
SVM PREDICTION MODEL

THE PRINCIPLE OF SVM
The support vector machine (SVM) has recently been a well-used method for data mining in order to apply classification and regression problems. The support vector machine, developed by Vapnik [15] , transforms the data into a high dimensional feature space by using kernel mapping in order to better explain the relationship between input and output variables [16] . SVM was originally developed for classification and was later designed to solve regression problems, using Support Vector Regression (SVR). Thus, using SVR, regression problems can be solved by the support vector machine. In SVR, the original regression model approximates the function using the following form:
The Euclidean norm (i.e., ) must be minimized. 
MODELING OF SVM
In case of the SVM model, including complexity parameter C and RBF kernel parameter γ has an influence on the performance of the technique. C determines the trade-off between the empirical risk and the regularization term, which is the ability of prediction for the technique. If C is too large, the model will focus on reducing the empirical risk instead of the model capacity [17] . The RBF kernel parameter (γ) can affect the decision boundary shape, thus, it influence the generalization ability of the SVM [18] .
Thus, when building an SVM prediction model, optimum parameters should be found.
In this research, 10-cross validation was used to evaluate SVM prediction accuracy. This method divides total data set into 10 data sets. Among the 10 divided data sets, nine data sets are used for the build prediction model and the remaining data set is used as a test set to evaluate performance of the model. The accuracy of the performance is calculated after 10 repetitions of the process. Thus, it can be expected that a reliable result is obtained [19] .
EXPERIMENTAL RESULT
PERFORMANCE CRITERIA
The overall performance of data mining methods was o n l y t h e r e l e v a n t f e a t u r e s u b s e t Table 2 compares the performance of the five prediction models using 10-cross validation. As shown, SVM outperforms other prediction methods which show the lowest MAE and RMSE of 4.72 and 6.61, respectively, and the highest correlation coefficient of 0.8, which is considered a strong correlation. This demonstrates that the SVM method is a better cost prediction model than others. 
