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In this paper, the problem of synthesizing a general Hermitian quantum gate into a set of primary quantum
gates is addressed. To this end, an extended version of the Jacobi approach for calculating the eigenvalues
of Hermitian matrices in linear algebra is considered as the basis of the proposed synthesis method. The
quantum circuit synthesis method derived from the Jacobi approach and its optimization challenges are
described. It is shown that the proposed method results in multiple-control rotation gates around the y axis,
multiple-control phase shift gates, multiple-control NOT gates and a middle diagonal Hermitian matrix,
which can be synthesized to multiple-control Pauli Z gates. Using the proposed approach, it is shown how
multiple-control U gates, where U is a single-qubit Hermitian quantum gate, can be implemented using a
linear number of elementary gates in terms of circuit lines with the aid of one auxiliary qubit in an arbitrary
state.
Additional Key Words and Phrases: Quantum computation, Synthesis, Hermitian gates
1. INTRODUCTION
Quantum computers use quantum mechanical phenomena, such as superposition
and entanglement which make them advantageous over the classical ones, e.g., they
can solve certain problems such as integer factorization [Shor 1997] and database
search [Grover 1996] much more quickly than any classical computer using the best
currently known algorithms. Besides that, the idea of simulating quantum-mechanical
effects by computers [Feynman 1982] can be further considered as a motivation for
working on quantum computation problems.
Quantum-logic synthesis is referred to as the problem of decomposing a given arbi-
trary quantum function to a set of quantum gates, i.e., elementary operations which
can be implemented in quantum technologies. This problem has been widely consid-
ered for a general unitary matrix and a number of solutions based on matrix decompo-
sition have been proposed. QR decomposition in [Cybenko 2001; Vartiainen et al. 2004]
and the cosine-sine (CS) decomposition in CSD [Bergholm et al. 2005], QSD [Shende
et al. 2006] and their combination, BQD [Saeedi et al. 2011], have been applied for
quantum-logic synthesis. On the other hand, a set of methods for more specific unitary
matrices such as two-qubit operators [Vidal and Dawson 2004; Shende et al. 2004;
Vatan and Williams 2004a], three-qubit operators [Vatan and Williams 2004b], gen-
eral diagonal matrices [Bullock and Markov 2004] and diagonal Hermitian quantum
gates [Houshmand et al. 2014] were proposed in the literature. It is shown in [Housh-
mand et al. 2014] that diagonal Hermitian quantum gates can be decomposed to a set
that solely consists of multiple-controlled Z gates.
Since quantum gates are linear unitary transformations, they are invertible. The in-
verse of a unitary matrix U is U−1 = U †, which is its conjugate transpose. A restricted
set of unitary operations are those which are self-inverse, i.e., U = U−1 = U †. These
sets are called Hermitian quantum gates. Many quantum gates such as CNOT, SWAP,
Toffoli, Fredkin, Hadamard, and Pauli gates, which are used frequently in quantum
circuits, are Hermitian [Pathak 2013]. It is notable that if a gate is Hermitian, then
its controlled gate with any number of control lines is also Hermitian. Hermitian
gates also appear in well-known quantum circuits, such as encoding and decoding cir-
cuits of stabilizer codes [Grassl ; Wu et al. 2005] where these circuits solely consist
of Hadamard, Pauli and controlled-Pauli gates. Besides, Hermitian matrices, accord-
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ing to their properties, are used as a specific set of matrices in quantum algorithms.
In [Harrow et al. 2009], the solution to a set of equations is obtained by a quantum
algorithm assuming that the matrix of coefficient is a sparse Hermitian matrix. Sub-
sequently, another research team [Wiebe et al. 2012] applied the same algorithm to
determine the quality of a least-squares fit over an exponentially large data set.
In this paper, the decomposition problem of Hermitian unitary matrices using an ex-
tended version of the Jacobi idea [Golub and Van Loan 1996] is addressed. The Jacobi
method in linear algebra is an iterative method to find the eigenvalues and eigenvec-
tors of symmetric and Hermitian matrices. Using this, a given Hermitian quantum
gate is synthesized to a set of multiple-control gates and a diagonal Hermitian ma-
trix by the proposed approach. The decomposition of these high-level gates to CNOT
and single-qubit gates applicable in quantum technologies has been shown previously
[Barenco et al. 1995; Bullock and Markov 2004; Shende and Markov 2009]. While syn-
thesis approaches devised for general unitary matrices would work on Hermitians as
well, for the reasons explained in the paper, we believe exploiting the special features
of Hermitians would produce superior results. Section 3.5 of the paper shows that
the proposed approach can lead to better results than one of the general well-known
quantum synthesis approaches, QSD [Shende et al. 2006], for synthesizing CU gates
and the general synthesis approach for CkU gates, [Barenco et al. 1995] where U is
a single-qubit Hermitian gate. If the quantum circuit that needs to be synthesized
comprises Hermitian matrices, the proposed approach can be applied to gain better
results. Otherwise, the general methods can still be applied.
To describe our proposedmethod for quantum-logic synthesis of Hermitian matrices,
the remainder of the paper is organized as follows. In Section 2, some basic concepts
about quantum computation and the Jacobi method are explained. The proposed syn-
thesis approach is introduced in Section 3. Section 4 concludes the paper.
2. PRELIMINARIES AND DEFINITIONS
2.1. Quantum Basic Concepts
A quantum bit, named as qubit, is a quantum state with two basis states |0〉 and |1〉.
Based on the superposition principle, a qubit can take any linear combination of its
two basis states, i.e., |ψ〉 = α|0〉+ β|1〉. In this equation, α and β are complex numbers
such that |α|2 + |β|2 = 1.
If the qubit is measured in the computational, i.e., {|0〉, |1〉} basis, the classic outcome
of 0 is observed with the probability of |α|2 and the classic outcome of 1 is observed with
the probability of |β|2. If 0 is observed, the state of the qubit after the measurement
collapses to |0〉. Otherwise, it collapses to |1〉.
A matrix U is unitary if UU † = I, in which U † is the conjugate transpose of U and I is
the identity matrix. An n-qubit quantum gate corresponds to a 2n × 2n unitary matrix
which performs a particular operation on n qubits. Various quantum gates with differ-
ent functionalities have been introduced. Quantum circuits constructed from a set of
quantum gates are often synthesized using either a “basic gate” library [Barenco et al.
1995], with CNOT and single-qubit gates, or an “elementary gate” library [Bullock and
Markov 2004], with CNOT and single-qubit rotation gates. Single-qubit rotation gates
around y and z axes with the angle of θ have the matrix representations as illustrated
in (1).
Ry(θ) =
[
cos θ2 sin
θ
2
− sin θ2 cos
θ
2
]
Rz(θ) =
[
e−iθ2 0
0 e iθ2
]
(1)
There is another set of useful single-qubit gates called Pauli gates (2). This set to-
gether with the identity matrix span the full vector space of two-dimensional matrices.
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σx = X =
[
0 1
1 0
]
σy = Y =
[
0 −i
i 0
]
σz = Z =
[
1 0
0 −1
]
(2)
Phase shift gates are a set of single-qubit gates which leave the |0〉 state unchanged
and map |1〉 to eiα|1〉 as shown in (3). Some common phase shift gates are phase gate
(S), pi8 (T ) and σz where α =
pi
2 ,
pi
4 and pi, respectively.
R(α) =
[
1 0
0 eiα
]
(3)
CkU gates applying on n qubits for 1 ≤ k ≤ n − 1 are a set of quantum gates with
one target and k control qubits. These control qubits can be either positive or negative.
If the initial states of the positive control(s) and the negative control(s) are |1〉 and |0〉
respectively, then U gate is applied to the target qubit and no action is taken otherwise.
CNOT and CZ are two examples of CU gates with a positive control. They operate on
two qubits, i.e., control and target qubits and if the control qubit is |1〉, then σx and σz
gates are performed on the target qubit, respectively, and otherwise the state of the
qubit is left unchanged.
In this paper, a Cn−1U gate which operates on n qubits is called a multiple-control
U gate. Multiple-control U gates can be decomposed to CNOT and single-qubit gates
as shown in [Barenco et al. 1995].
A two-level unitary matrix [Nielsen and Chuang 2000] is named after a set of uni-
tary matrices which operate non-trivially only on two vector components. Two-level
matrices differ with the identity matrix in four elements placed in the indices pp, pq,
qp and qq. Multiple-control U gates are some examples of two-level matrices.
If the elements outside the main diagonal of a square matrix are all zero, the matrix
is called diagonal. The eigenvalues of a diagonal matrix are its diagonal elements. The
matrix representation of CZ gate is an example of a diagonal matrix.
A square matrix can be partitioned into smaller square matrices with the same size,
called blocks. If blocks outside the main diagonal are zero matrices, a matrix is called
block-diagonal. A quantummultiplexer [Shende et al. 2006] over n qubits, hasm target
qubits and s = n−m select qubits. A different quantum gate is applied on the targets
according to the values of select qubits. In the case that the select qubits are the most
significant ones, quantum multiplexers have a block-diagonal matrix representation
with Ui(2
m) matrices, 0 ≤ i ≤ 2n−m − 1, on main diagonal blocks. In this case, each
Ui(2
m) gate is applied to the target qubit(s) when the select qubit(s) are in the state
|i〉. If Ui’s are Rz (respectively Ry), the quantum multiplexer is called multiplexed Rz
(respectivelyRy) gate. A select qubit in a quantummultiplexer is denoted by ✷ as used
in [Shende et al. 2006]. If a quantum multiplexer has a single select bit which is the
most significant one, it can be written as U0 ⊕ U1 where U0 and U1 are applied on the
target qubits when the select qubit is |0〉 and |1〉 respectively.
2.2. Hermitian Matrix Properties
A matrix A is called Hermitian [Nielsen and Chuang 2000] or self-adjoint if A† = A.
Every Hermitian matrix is normal and therefore, it is diagonalizable as shown in (4).
A = UDU † (4)
The elements of D are the eigenvalues of A and the columns of the unitary matrix
U are the eigenvectors of A. All eigenvalues of a Hermitian matrix are real numbers.
On the other hand, the eigenvalues of a unitary matrix have modulus equal to 1 and
therefore, the eigenvalues of a Hermitian unitary matrix, the elements of the matrix
D, are either +1 or -1. Pauli matrices are some examples of Hermitian matrices.
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It should be noted that if a circuit solely consists of Hermitian quantum gates, its
matrix is not necessarily Hermitian, since Hermitian matrices are closed under tensor
product but they are not closed under matrix multiplication.
In this paper, symmetric, Hermitian and diagonal Hermitian quantum gates which
operate on n qubits are denoted by S(2n), H(2n) and Dn, respectively.
2.3. Jacobi Method
The Jacobi method includes a set of algorithmic solutions for the real symmetric eigen-
value problem [Golub and Van Loan 1996]. The main idea of these algorithms is to
reduce the norm of the off-diagonal elements shown in (5), in a systematic manner.
off(A) =
√√√√√
n∑
p=1
n∑
q=1
q 6=p
a2pq (5)
This is done by the help of Jacobi rotations, or Givens rotations denoted by G, to
make each off-diagonal element zero in each iteration of the Jacobi method. For an
n×n matrix, Gpq is a two-level matrix, i.e., it is similar to an identity matrix In except
for four elements pp, pq, qp and qq where p and q are the indices that specify the row
and column of the element which is targeted to become zero (p<q). These elements are
illustrated in (6) as G(θ).
In the jth Jacobi iteration, the given matrix A(j−1) with a non-zero off-diagonal el-
ement at pq is converted to the new matrix A(j) = GTpqA
(j−1)Gpq where G
T
pq is the
transpose of Gpq. The angle θ is chosen as shown in (6) in order to set the pq element
to zero.
G(θ) =
[
cos θ2 sin
θ
2
− sin θ2 cos
θ
2
]
, θ = arctan(
−2apq
app − aqq
) (6)
The final result is a diagonal matrix, and the diagonal elements are the eigenvalues
of the A(0) matrix in the first iteration.
2.4. Jacobi Method for Hermitian Matrices
To extend the Jacobi method for Hermitian matrices, Jacobi rotations should be re-
placed by their complex counterparts. A typical complex rotation, Q(θ, α) is defined as
(7) which can be used in a similar manner as G(θ) to construct a Jacobi rotation, where
α and θ can be computed using (8).
Q(θ, α) =
[
cos θ2 e
iα sin θ2
−e−iα sin θ2 cos
θ
2
]
(7)
tan(θ) =
−2 |apq|
app − aqq
, eiα =
apq
|apq|
(8)
There is another complex rotation matrix introduced in [Park and Hari 1993] which
is used in our proposed method. This complex rotation matrix, Q′(θ, α), is defined as
(9), where G(θ) is a real Jacobi rotation described earlier, and R(α) is the phase shift
matrix as introduced in Section 2.
Q′(θ, α) = R(−α)G(θ) =
[
cos θ2 sin
θ
2
−e−iα sin θ2 e
−iα cos θ2
]
(9)
Quantum-Logic Synthesis of Hermitian Gates A:5
The use of the complex rotation matrix is shown in (10), where p and q are the indices
of the element in the matrix A which should become zeroed (p < q). This definition is
used in our synthesis method in Section 3.
A(j) = Q′
†
pqA
(j−1)Q′pq
=
[
c −s
s c
] [
1 0
0 eiα
] [
a
(j−1)
pp a
(j−1)
pq
a
(j−1)
qp a
(j−1)
qq
][
1 0
0 e−iα
] [
c s
−s c
]
,
c = cos θ2 , s = sin
θ
2
(10)
The parameters θ and α can be calculated using (8) where −pi2 ≤ θ ≤
pi
2 [Park and
Hari 1993]. In the remainder of this paper, whenever the indices p and q are not im-
portant, Gpq and Rpq are simply referred to as G and R.
3. JACOBI-BASED QUANTUM-LOGIC SYNTHESIS
In this section, the main structure of the proposed Jacobi-based method for Hermitian
quantum gate synthesis (JBHS) is discussed. The Jacobi method described in Sections
2.3 and 2.4 is used in our synthesis algorithm as a matrix decomposition method.
It transforms a given Hermitian unitary matrix H(2n) to a set of two-level matrices,
their conjugate transposes and a single diagonal matrix as shown in (11) by a recursive
function. The elements of H(j) are denoted by h
(j)
pq for the j
th iteration.{
H(2n)(0) = H(2n)
H(2n)(j) = G†pqR
†
pqH
(j−1)(2n)RpqGpq
1 ≤ j ≤ 22n−1 − 2n−1, 0 ≤ p < q ≤ 2n − 1, h
(j−1)
pq 6= 0
(11)
Solving the recursive function of (11) leads to (12) where jmax shows the total number
of iterations which is equal to the number of non-zero elements in H(j) matrix whose
row index is less than column index.
Dn = G
†(j)R†(j)...G†(1)R†(1)H(2n)R(1)G(1)...R(j)G(j)
Dn =
1∏
j=jmax
{G†(j)R†(j)}H(2n)
jmax∏
j=1
{R(j)G(j)}
(12)
Based on (12), the general structure of the proposed JBHS is shown in (13).
H(2n) = R(1)G(1)...R(j)G(j)DnG
†(j)R†(j)...G†(1)R†(1)
H(2n) =
jmax∏
j=1
{R(j)G(j)}Dn
1∏
j=jmax
{G†(j)R†(j)}
(13)
In the remainder of this section, the quantum equivalents of the produced two-level
matrices and the middle diagonal matrix are discussed independently and then the
whole structure of the proposed synthesis method in (13) is presented by synthesizing
a general H(4) matrix as an example.
3.1. Quantum-Equivalence of the Two-Level Matrices
In this section, first, possible multiple-control U gates on n qubits and their corre-
sponding matrices are introduced. Then, in Theorem 3.1, two-level matrices produced
by the proposed synthesis method are described as quantum operators according to
the definition of multiple-control gates.
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U U •
• U U
Fig. 1. Corresponding gates of the matrices in (14). From left to right: (i = 0 and j = 0), (i = 0 and j = 1),
(i = 1 and j = 0) and (i = 1 and j = 1).
An n-qubit multiple-control U gate is denoted as Cn−1U
j
i , where 0 ≤ i ≤ n − 1 and
0 ≤ j ≤ 2n−1 − 1. The target qubit of Cn−1U ji is the i
th qubit and the (n-1)-bit binary
expression of j represents the control string, 0 for negative and 1 for positive control(s).
Cn−1U
j
i gates are two-level matrices which change only two basis states, i.e., |a〉 and
|b〉 where the binary expressions of a and b differ only in one bit, i.e., they are two
adjacent gray codes. a and b can be computed from i and j by an injective function as
follows. The binary expressions of a (respectively b) are obtained by inserting a zero
(respectively one) in the ith bit of the binary expression of j. The matrix of Cn−1U
j
i is
the same as an I⊗n matrix except for the four elements of U which are placed in the
indices aa, ab, ba and bb.
It should be noted that the number of differentCn−1U
j
i gates is equal to n2
n−1. Since
there are
(
n
1
)
= n possible target qubits for these gates and for each target qubit, 2n−1
different control strings can be assumed. As an example, for n = 2, Figure 1 shows four
different CU
j
i gates corresponding to the matrices in (14).
00 01 10 11 00 01 10 11
00
01
10
11


u00 0 u01 0
0 1 0 0
u10 0 u11 0
0 0 0 1


00
01
10
11


1 0 0 0
0 u00 0 u01
0 0 1 0
0 u10 0 u11


i = 0 , j = 0 i = 0 , j = 1
00 01 10 11 00 01 10 11
00
01
10
11


u00 u01 0 0
u10 u11 0 0
0 0 1 0
0 0 0 1


00
01
10
11


1 0 0 0
0 1 0 0
0 0 u00 u01
0 0 u10 u11


i = 1 , j = 0 i = 1 , j = 1
(14)
THEOREM 3.1. Each two-level matrix produced in the Jacobi iteration can be de-
composed into an n-qubit multiple-controlRy(θ), an n-qubit multiple-controlR(α) gate
and a set of multiple-control NOT gates which act on n-qubits.
PROOF. If the binary expressions of p and q in the pq index of Gpq and Rpq in
(11) are two adjacent gray codes, there will be an n-qubit multiple-control Ry(θ), i.e.,
Cn−1Ry(θ)
j
i , equivalent to Gpq, and an n-qubit multiple-control R(α), i.e., C
n−1R(α)ji ,
equivalent to Rpq, where i and j can be easily obtained from p and q, as explained
earlier.
Now consider the case that the difference between the binary expressions of p and q
is more than one bit, i.e., l bits where 2 ≤ l ≤ n. There exists a gray code sequence that
connects the binary expressions of p with q using l+1 elements (containing the source
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∆3
Rz
= Rz
Rz
Fig. 2. Synthesis of ∆3 gate [Bullock and Markov 2004].
and destination numbers). l − 2 n-qubit multiple-control NOT gates are required to
map the binary expression of p to an adjacent gray code of q, denoted by g. Then an
n-qubit multiple-control R(α), i.e., Cn−1R(α)ji , and an n-qubit multiple-control Ry(θ),
i.e., Cn−1Ry(θ)
j
i are applied. i and j can be easily computed from p and g as mentioned
before. Finally, l − 2 multiple-control NOT gates are required to put |g〉 back to |p〉. It
is worth mentioning that if hpq in (11) is a real number, no multiple-control R(α) gate
is required.
3.2. Quantum-Equivalence of the Diagonal Matrix
The produced diagonal matrix Dn in (8) can be synthesized either by previous gen-
eral synthesis methods for quantum diagonal matrices such as [Bullock and Markov
2004] or by specific methods for Hermitian diagonal matrices as the one presented
in [Houshmand et al. 2014]. Figure 2 shows the synthesis of an arbitrary diagonal
matrix ∆3 for n = 3 qubits. The synthesis method of [Houshmand et al. 2014] was pre-
sented using the fact that the diagonal elements of Hermitian gates are either +1 or -1
and hence they can be synthesized using a set that solely consists of multiple-control
Pauli Z gates. The authors of [Houshmand et al. 2014] introduced a binary represen-
tation for the diagonal Hermitian gates and showed that the binary representations of
multiple-controlled Z gates form a basis for the vector space that is produced by the
binary representations of all diagonal Hermitian quantum gates. Finally, the problem
of decomposing a given diagonal Hermitian gate was mapped to the problem of writ-
ing its binary representation in the specific basis mentioned above. It was shown that
this approach can lead to circuits with lower costs in comparison with the approach
of [Bullock and Markov 2004].
3.3. Gate-Order Analysis of the Proposed Method
To find the number of produced gates by the proposed JBHS method after applying the
pure synthesis method to synthesize a given H(2n) quantum gate without any possible
optimizations, four kinds of gates are considered: Cn−1Ry(θ), C
n−1R(α) and Cn−1NOT
gates besides a diagonal Hermitian gate which can be synthesized by the method of
[Bullock and Markov 2004], as mentioned in Section 3.2, by at most 2n−2 CNOT gates.
For a general H(2n) matrix, there are at most 22n−1 − 2n−1 non-zero elements which
should become zeroed. Therefore, in the worst-case, 22n − 2n gates of each Cn−1Ry(θ)
and Cn−1R(α) types, the latter only for complex elements, are needed. Among these
22n−1 − 2n−1 non-zero elements, hij : 0≤i<j ≤ 2
n − 1, there are n2n−1 elements where
the binary representations of i and j differ in only one bit and therefore, no Cn−1NOT
gate is needed for them. The other 22n−1 − n2n−1 − 2n−1 elements need at most
4(n−2)Cn−1NOT gates. As a result, the numbers of producedCn−1Ry(θ) and C
n−1R(α)
gates are of the order O(4n) and the number of needed Cn−1NOT gates is of the order
O(n4n). It is worth mentioning that zero elements eliminate their related gates with-
out any effects on the other non-zero elements. For sparse H(2n) matrices, the actual
number of needed gates is much less, since the number of gates is a coefficient of non-
zero elements. Moreover, possible post-synthesis optimizations decrease the number of
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required elementary gates. These post-synthesis optimizations include eliminating the
control lines of the two produced Hermitian conjugate multiple-control U gates around
a middle multiple-control Z gate. An example of this optimization is shown in Fig. 11.
3.4. Possible Options in the Synthesis Procedure
There are two major options for the order of selecting p and q in (11) during the synthe-
sis process which are discussed in the following propositions. Using these propositions
which are based on the inherent parallelism of the Jacobi algorithm, elements can
be selected in order to produce circuits with better results in terms of the number of
elementary gates.
Proposition 1. Off-diagonal elements of a given Hermitian gate on n qubits, hpq
p < q, can be divided into 2n − 1 independent sets, namely the computations of these
sets have no conflicts.
PROOF. According to the definition of parallel-ordering problem [Golub and
Van Loan 1996], (p1, q1)(p2, q2), ...,(pN , qN), N = (2
n − 1)2n−1, is a parallel ordering
of a set {(p, q)|0 ≤ p < q ≤ 2n − 1} if for s from 0 to 2n − 2, the rotation set
rotation.set(s) = {(pk, qk) : k = 2
n−1s + 1 : 2n−1(s + 1)} consists of rotations with
no conflicts which results into 2n− 1 independent sets. Therefore, (2n− 1)! different ar-
rangements of these sets are possible during or after the JBHS synthesis process. Any
arrangement of these sets determines the arrangements of their conjugate transposes
on the other side of the middle diagonal gate.
Proposition 2. The resulted gates of each member in every set of Proposition 1 are
interchangeable with the resulted gates of other members in that set.
PROOF. Based on Proposition 1, each set consists of non-conflicting members.
Therefore, their computations have no conflicts and make their resulted gates inter-
changeable. It should be noted that any arrangement of these gates of each member
determines the arrangements of their conjugate transposes on the other side of the
middle diagonal gate.
These options provide the possibility of arranging these parallel sets and the gates
inside each set in the produced circuit to cancel some redundant gates.
A Hermitian quantum gateH(4) is considered in (15). Since the matrix is Hermitian,
setting the off-diagonal elements hpq, p < q, to zero by (13) turns the other off-diagonal
elements into zero too.
00 01 10 11
00
01
10
11


d00 h01 h02 h03
d11 h12 h13
d22 h23
d33

 (15)
According to Proposition 1, there are three independent sets {(0,2)(1,3)}, {(0,1)(2,3)},
{(0,3)(1,2)}. The synthesized circuit according to these sets are illustrated in Figure 3.
The order of gates is the same as the order of the sets from left to right. The indepen-
dent sets which can be exchangedwith each other at the left side of the middle diagonal
gate are separated by dash lines. General decomposition of a symmetric gate on two
qubits is illustrated in Figure 4. Using a quantum multiplexer notation from [Shende
et al. 2006] and the optimization rules of [Arabzadeh et al. 2010] the circuit of Figure
5 is obtained. Additional optimizations lead to the circuit of Figure 6 by eliminating
more CNOT gates.
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H(4)
Q′† Q′† • • Q′† • Q′†
D2
Q′ • Q′ • • Q′ Q′
=
• Q′† Q′† • • Q′ Q′ •
h02 h13 h01 h23 h03 h12
Fig. 3. Synthesis of a Hermitian quantum gate for n=2 qubits.
S(4)
Ry Ry • • Ry • Ry
D2
Ry • Ry • • Ry Ry
=
• Ry Ry • • Ry Ry •
s02 s13 s01 s23 s03 s12
Fig. 4. Synthesis of a symmetric quantum gate for n=2 qubits.
Ry • Ry •
D2
• Ry • Ry
Ry • • Ry
Fig. 5. The circuit of Figure 4 after applying some optimizations from [Arabzadeh et al. 2010] on CNOT
gates and merging controlled-Ry gates to reach a multiplexedRy with fewer CNOT and single-qubit rotation
gates.
Ry • Ry
D2
Ry • Ry
Ry Ry • • Ry Ry
Fig. 6. The circuit of Figure 5 after merging the adjacent CNOT gates into D2, which produces a new D2
gate. Two CNOT gates, next to multiplexedRy gates, can be canceled out by one CNOT in the decomposition
of each multiplexed Ry in accordance to [Shende et al. 2006].
3.5. Application: Synthesis of Multiple-Control Hermitian Gates
The Jacobi method for calculating the eigenvalues and eigenvectors of Hermitian ma-
trices was implemented in MATLAB. In this section, the results of applying the JBHS
approach on a special set of circuits, CH(2) gates and their general case with k control
qubits, are considered.
It can be readily verified that an H(2) quantum gate (except I and−I) can be written
as H(θ, α):
H(θ, α) =
[
cos(θ) e−iα sin(θ)
eiα sin(θ) − cos(θ)
]
, (16)
where α is a real parameter and 0 ≤ θ ≤ pi. Applying the JBHS method on CH(θ, α)
will lead to the following decomposition:
CH(θ, α) = CR(α)CRy(−θ)CZCRy(θ)CR(−α). (17)
The controls of the synthesized gates of the off-diagonal parts can be eliminated as
they are their Hermitian conjugates. Using this optimization, (17) can be written as:
CH(θ, α) = (I ⊗A)CZ(I ⊗B), (18)
where A = R(α)Ry(−θ) and B = Ry(θ)R(−α).
The CH(θ, α) decomposition using the JBHS method is shown in Figure 7.
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• • • • • • •
= =
H(θ, α) R(−α) Ry(θ) • Ry(−θ) R(α) R(−α) Ry(θ) • Ry(−θ) R(α)
Fig. 7. The synthesized circuit of CH(θ, α) using JBHS method.
• •
=
H(θ, α) Rz(−α) Ry(θ −
pi
2
) Ry(−θ +
pi
2
) Rz(α)
Fig. 8. The synthesized circuit of CH(θ, α) using the method of [Barenco et al. 1995, Lemma 5.5].
• Rz(
3pi
2
) Rz(
−3pi
2
)
=
H(θ, α) H(θ, α) R(−α) Ry(θ) S • • Ry(−θ) R(α)
Fig. 9. The synthesized circuit of CH(θ, α) using the method of [Shende et al. 2006], QSD.
• •
=
• Ry(
pi
2 ) Ry(−
pi
2 )
Fig. 10. Circuit equivalence of CZ and CNOT gates.
Using the approach presented in [Barenco et al. 1995, Lemma 5.5], the following
decomposition is obtained for CH(θ, α) gates,
CH(θ, α) = (I ⊗ P )CNOT(I ⊗Q), (19)
where P = Rz(α)Ry(−θ +
pi
2 ) and Q = Ry(θ −
pi
2 )Rz(−α). The CH(θ, α) decomposition
using [Barenco et al. 1995, Lemma 5.5] is shown in Figure 8.
Decomposition of these gates using the QSD method [Shende et al. 2006] is also
calculated. In QSD, each CH(θ, α) gate is considered as a single-select qubit quantum
multiplexer and is synthesized as follows:
CH(θ, α) = (I ⊗ V )(D ⊕D†)(I ⊗W ), (20)
where V = R(α)Ry(−θ), W = SRy(θ)R(−α)H(θ, α) and D = S. The middle diagonal
gate in (20) is indeed amultiplexedRz gate whose target qubit is the first one. Applying
the QSD to synthesize CH(θ, α) gates produces a circuit structure as shown in Figure 9.
Table I shows the obtained decompositions to synthesize CH(θ, α) gates using the
proposed JBHS, [Barenco et al. 1995, Lemma 5.5] and the QSD methods. Each CZ
gate can be implemented using a CNOT gate at the cost of inserting two single-qubit
rotation gates around y axis as shown in Figure 10.
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Table I. Synthesis comparison of CH(θ, α) gates. CNOT2,1 denotes a CNOT gate with the control on the second and target on the first qubit.
Gate Method Synthesized circuit
CH
JBHS (I ⊗Ry(
−pi
4
))CZ(I ⊗Ry(
pi
4
))
[Barenco et al. 1995, Lemma 5.5] (I ⊗Ry(
pi
4
))CNOT(I ⊗Ry(
−pi
4
))
QSD [Shende et al. 2006] (I ⊗Ry(
−pi
4
))CNOT2,1(Rz(
−3pi
2
)⊗ I)CNOT2,1(Rz(
3pi
2
)⊗ (SRy(
pi
4
)H))
CY
JBHS (I ⊗ SRy(
−pi
2
))CZ(I ⊗Ry(
pi
2
)S†)
[Barenco et al. 1995, Lemma 5.5] (I ⊗Rz(
pi
2
))CNOT(I ⊗Rz(
−pi
2
))
QSD [Shende et al. 2006] (I ⊗ SRy(
−pi
2
))CNOT2,1(Rz(
−3pi
2
)⊗ I)CNOT2,1(Rz(
3pi
2
)⊗ (SRy(
pi
2
)S†Y ))
CNOT
JBHS (I ⊗Ry(
−pi
2
))CZ(I ⊗Ry(
pi
2
))
[Barenco et al. 1995, Lemma 5.5] CNOT
QSD [Shende et al. 2006] (I ⊗Ry(
pi
2
))CNOT2,1(Rz(
−3pi
2
)⊗ I)CNOT2,1(Rz(
3pi
2
)⊗ (SRy(
pi
2
)X))
CZ
JBHS CZ
[Barenco et al. 1995, Lemma 5.5] (I ⊗Ry(
pi
2
))CNOT(I ⊗Ry(
−pi
2
))
QSD [Shende et al. 2006] CNOT2,1(Rz(
−3pi
2
)⊗ I)CNOT2,1(Rz(
3pi
2
)⊗ (SZ))
Table II. Comparison of the number of produced CNOT and single-qubit rotation gates around y and z axis
and CZ and single-qubit rotation gates around y and z axis after the synthesis of CH(θ, α) gates. The
JBHS method directly produces CZ gates and the method of [Barenco et al. 1995] and [Shende et al. 2006]
directly produce CNOT gates.
Gate Method #(CNOT) #(Ry,Rz) #(CZ) #(Ry,Rz)
CH
JBHS 1 2 1 2
[Barenco et al. 1995, Lemma 5.5] 1 2 1 2
QSD [Shende et al. 2006] 2 6 2 10
CY
JBHS 1 2 1 4
[Barenco et al. 1995, Lemma 5.5] 1 2 1 4
QSD [Shende et al. 2006] 2 7 2 11
CNOT
JBHS 1 0 1 2
[Barenco et al. 1995, Lemma 5.5] 1 0 1 2
QSD [Shende et al. 2006] 2 6 2 10
CZ
JBHS 1 2 1 0
[Barenco et al. 1995, Lemma 5.5] 1 2 1 0
QSD [Shende et al. 2006] 2 4 2 8
Table II compares the number of produced gates. Although the proposed JBHS
method and the method of [Barenco et al. 1995] produce the same number of elemen-
tary gates, the JBHS approach directly synthesizes CH(θ, α) gates to a library that
consists of CZ and single-qubit rotation gates around y and z axes. The CZ gate is of
interest as it is supported as a primitive operation by four quantum physical machine
descriptions (PMD) while CNOT gate is supported by only two PMDs [Lin et al. 2014].
CZ gates are also useful in producing a parallel structure for quantum circuits [Danos
et al. 2009] using one-way quantum computation model [Broadbent and Kashefi 2009],
as the input quantum circuits to that procedure are assumed to contain CZ gates.
Proposition 3 shows how applying the JBHS method on multiple-control H(2) gates
can lead to an implementation which requires a linear number of elementary gates in
terms of circuit lines.
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Table III. Comparison of the number of produced CZ and single-qubit (1-qu) gates for decomposing
Cn−2U gates where U is a single-qubit Hermitian gate.
Method
Number of qubits
7 8 9 n
#CZ #1-qu #CZ #1-qu #CZ #1-qu #CZ #1-qu
JBHS 84 98 108 122 168 146 24n-48 24n-70
[Barenco et al. 1995, Collary 7.12] 122 124 170 172 218 220 48n-214 48n-212
n− 1 / • n− 1 / • • • • • n− 1 / •
= =
H(θ,α) R(−α) Ry(θ) • Ry(−θ) R(α) R(−α) Ry(θ) • Ry(−θ) R(α)
Fig. 11. The synthesized circuit of multiple-control H(θ, α) gate on n qubits.
n− 1 / • n− 1 / • • • • • n− 1 / •
= =
Y S† Ry(
pi
2
) • Ry(
−pi
2
) S S† Ry(
pi
2
) • Ry(
−pi
2
) S
Fig. 12. The synthesized circuit of multiple-control Y gate on n qubits.
Proposition 3. Using one auxiliary qubit with an arbitrary state, any multiple-
control H(2) gate on n-qubits can be decomposed to O(n) elementary gates, using the
proposed JBHS method.
PROOF. If H(2) is I or −I gate, then the JBHS method will produce I⊗n or −I⊗n
gates which require no elementary gates to be implemented. Otherwise, each specific
H(2) quantum gate can be written as H(θ, α) using (16). Applying the JBHS method
to multiple-control H(2) gates will lead to a circuit structure similar to Figure 11. The
middle multiple-control Z gate can be decomposed to a multiple-control NOT gate at
the cost of inserting two rotation gates around y axis (Figure 10). This can in turn be
decomposed to O(n) elementary gates using one auxiliary qubit with an arbitrary state
by the approach presented in [Maslov et al. 2008].
It should be noted that an arbitrary multiple-controlU gate can also be implemented
using linear number of elementary gates, using one auxiliary qubit by [Barenco et al.
1995, Collary 7.12]. However, the auxiliary qubit should be initially fixed in the state
of |0〉. Auxiliary qubits with an arbitrary state, in contrast to qubits with fixed states,
can be employed in the rest of the circuit for other computations. Besides, Table III is
provided to compare the gate counts produced by the proposed JBHS approach and the
approach of [Barenco et al. 1995, Collary 7.12]. The synthesized circuits resulted from
the two approaches, one with an auxiliary qubit in arbitrary state and the other with
the auxiliary qubit fixed to |0〉, are considered. To do this, the results of [Barenco et al.
1995, Collary 7.4] and [Shende and Markov 2009] are used to decompose the produced
multiple-control NOT gates to CZ and single-qubit gates. As shown in the table, the
number of both CZ and single-qubit gates improves the results of [Barenco et al. 1995,
Collary 7.12].
As some examples, decomposition results of controlled-Y and controlled-Hadamard
gates are shown in (21) and (22), respectively. The synthesized circuits of multiple-
control Y and multiple-control Hadamard gates on n qubits are illustrated in Figures
12 and 13, respectively.
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n− 1 / • n− 1 / • • • n− 1 / •
= =
H Ry(
pi
4
) • Ry(
−pi
4
) Ry(
pi
4
) • Ry(
−pi
4
)
Fig. 13. The synthesized circuit of multiple-control Hadamard gate on n qubits.


1 0 0 0
0 1 0 0
0 0 0 −i
0 0 i 0

 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 i




1 0 0 0
0 1 0 0
0 0 0.7071 −0.7071
0 0 0.7071 0.7071




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1




1 0 0 0
0 1 0 0
0 0 0.7071 0.7071
0 0 −0.7071 0.7071




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −i


(21)

1 0 0 0
0 1 0 0
0 0 2−0.5 2−0.5
0 0 2−0.5 −2−0.5

 =


1 0 0 0
0 1 0 0
0 0 0.9239 −0.3827
0 0 0.3827 0.9239




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1




1 0 0 0
0 1 0 0
0 0 0.9239 0.3827
0 0 −0.3827 0.9239

 (22)
4. CONCLUSIONS AND FUTURE WORKS
The problem of quantum-logic synthesis of Hermitian quantum gates was addressed in
this paper. The Jacobi-based synthesis approach, JBHS was introduced that uses the
Jacobi method to decompose a given matrix to a set of two-level matrices and a middle
diagonal Hermitian matrix. The quantum-gate equivalence of this matrix decomposi-
tion was discussed and the structure of the circuit and its possible optimizations were
described.
Finally, the results of applying the JBHS method on multiple-control H(2) gates
were presented to demonstrate how the proposed method can synthesize these gates
using a linear number of elementary gates in terms of circuit lines, with the aid of one
auxiliary qubit in an arbitrary state.
Some further improvements can be applied to the proposed approach. As a fu-
ture work, finding the best order for zeroing non-diagonal elements during the JBHS
method in order to reduce the number of produced elementary gates is being consid-
ered.
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