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LEARNING CONTROL OF ROBOT MANIPULATORS IN TASK SPACE
K. M. Dogan, E. Tatlicioglu, E. Zergeroglu, and K. Cetin
ABSTRACT
Two important properties of industrial tasks performed by robot manipulators, namely, periodicity (i.e., repetitive
nature) of the task and the need for the task to be performed by the end-effector, motivated this work. Not being
able to utilize the robot manipulator dynamics due to uncertainties complicated the control design. In a seemingly
novel departure from the existing works in the literature, the tracking problem is formulated in the task space and the
control input torque is aimed to decrease the task space tracking error directly without making use of inverse kinematics
at the position level. A repetitive learning controller is designed which “learns” the overall uncertainties in the robot
manipulator dynamics. The stability of the closed-loop system and asymptotic end-effector tracking of a periodic desired
trajectory are guaranteed via Lyapunov based analysis methods. Experiments performed on an in-house developed
robot manipulator are presented to illustrate the performance and viability of the proposed controller.
Key Words: Learning control, task space control, robot manipulators.
I. INTRODUCTION
For control systems having nonlinear components
in their dynamics, including robot manipulators, vari-
ous control schemes are studied in the literature [1–5].
Among these schemes, feedback linearization or com-
puted torque methods requires the exact knowledge of
themodel of the nonlinear system. Since exact knowledge
of the system model is generally unavailable, this method
seems impractical. When the system model has struc-
tured/parametric uncertainties, adaptive control tech-
niques can be utilized [6,7].While dealing with structured
uncertainties successfully, adaptive methods fail to deal
with unstructured uncertainties. To deal with unstruc-
tured uncertainties, robust control techniques can be
utilized [8,9]. But these methods require either discon-
tinuous feedback (i.e., variable structure or sliding mode
controllers) or high gain feedback. A class of robust
controllers that does not require neither discontinuous
feedback nor high control gains is the learning con-
trollers [10–13]. Learning controllers are classified as
robust controllers in the sense that they do not require
exact knowledge of system dynamics. Similar to the
adaptive controllers, learning controllers also include an
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update law.Different from the adaptive controllers, learn-
ing controllers aim to regulate or overcome uncertainties
without the knowledge of parametric uncertainties.
Most industrial robot applications require tasks to
be performed in a repetitive manner. Considering non-
linear robot dynamics and existence of several uncertain-
ties, use of model based controllers seems imperative to
increase the tracking performance. Learning controllers
loom large among the class of model based controllers
due to the periodic nature of the desired tasks and also
their capabilities to deal with time–varying uncertain-
ties without requiring of high gain/frequency feedback
components.
The research on learning controllers was initiated by
[10]. Several extensions were proposed in [11–16] where
the main focus was the design of different update rules
for the learning component to increase robustness. In
[12] and [13], repetitive learning controllers were designed
with the use of kernel and unknown influence func-
tions in their update laws. In [10] and [11], after assum-
ing a restrictive assumption that the robot manipulator
returning to the same initial position after each itera-
tion, betterment learning algorithms were proposed. In
[17], the robustness of these controllers were investigated.
Some line of research has focused on utilizing adaptive
components with the learning controllers to compensate
for parametric uncertainties. In [15], asymptotic con-
vergence of tracking error was proven via designing an
adaptive iterative learning controller. In [14], the design
of an adaptive learning controller fused with a satura-
tion function based feed-forwar learning component was
presented where asymptotic stability of the closed-loop
system was proven via Lyapunov based methods.
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Via identifying the Fourier coefficients of the input refer-
ence signal, an adaptive learning proportional derivative
type controller was presented in [16]. In [18], a sliding
mode based repetitive learning controller was designed
for tracking control of robot manipulators subject to
actuator saturation. Recently, in [19–23], Verrelli et al.
researched several aspects of a linear repetitive learn-
ing control method where Padé approximation was made
use of.
Several problems were addressed via the design
of learning controllers and their extensions. However,
almost all of the learning controllers designed for robot
manipulators were joint space controllers. That is; main
control objectives were to track periodic joint positions
as opposed to tracking a periodic end-effector posi-
tion. Only a few past works addressed designing iterative
learning controllers where the desired trajectory is spec-
ified in task space [24,25]. For both designs, the conver-
gence of the task space tracking errors to the origin were
guaranteed. However, requiring the calculation of inverse
kinematics on position level was the main shortcoming
of the proposed controllers. Specifically, solving for the
inverse kinematics problem typically involves solving a
nonlinear system of equations with trigonometric func-
tions. Issues such as singularity, multiple (non-unique)
solutions (as in the case of ‘elbow up’ and ‘elbow down’
configurations for a robot arm), and no solution (as in
the case in which the specified trajectory goes beyond
the workspace of the mechanism) can often come up,
further complicating the solution process. The complex-
ity in the inverse kinematics problem is compounded
even more for parallel link manipulators [26]. In [27],
the problem of operational/task space tracking control
of a robot manipulator is considered where simulation
results implemented on a two link planar robot are pre-
sented to illustrate the viability of the proposed learning
control scheme.
In this paper (preliminary results have appeared in
[27]), design of a task space learning controller with-
out utilizing inverse kinematic calculations on position
level is aimed. The control problem is further com-
plicated by the presence of uncertainties in the robot
dynamics. A model–independent controller fused with a
model–independent learning component is designed. The
overall stability of the closed-loop system and the con-
vergence of the task space tracking error are guaranteed
via Lyapunov based arguments. Asymptotic end-effector
tracking is ensured via learning the uncertainties asso-
ciated with the robot dynamics after each period of the
desired end-effector trajectory. Experiments performed
on a three degree of freedom robot manipulator with
three links and three actuators to illustrate the viability
of the proposed task space learning controller.
In this paper, motivated by the work of [5], we
present the design and associated analysis of a task-space
learning controller. Unlike standard learning controllers,
the key feature of the proposed architecture does not uti-
lize, possibly complicated, manipulator inverse kinematic
calculations. This is accomplished by designing an auxil-
iary term to the control signal. Specifically, the proposed
controller formulation achieves asymptotic end-effector
tracking by learning the uncertainties associated with
the system dynamics after each period of the desired
end-effector pose. Closed-loop stability and convergence
of the error signals are guaranteed via Lyapunov based
arguments and experiment results implemented on a
three link planar robot are presented to illustrate the
viability of the proposed learning control scheme.
II. KINEMATIC AND DYNAMIC MODELS
The dynamic model of an n degree of freedom rev-
olute joint robot manipulator has the following form
[2,28]
M(𝜃)?̈? + C(𝜃, ?̇?)?̇? + G(𝜃) + F(?̇?) = 𝜏 (1)
where 𝜃(t), ?̇?(t), ?̈?(t) ∈ Rn denote joint positions,
velocities, and accelerations, respectively, M(𝜃) ∈ Rn×n
is the positive–definite and symmetric inertia matrix,
C(𝜃, ?̇?) ∈ Rn×n represents the centripetal–Coriolis terms,
G(𝜃) ∈ Rn denotes the gravitational effects, F(?̇?) ∈ Rn
is the frictional effects, and 𝜏(t) ∈ Rn is the control
input torque.
Property 1. The inertia matrix satisfies the following
inequalities [4]:
m1In ≤M(𝜃) ≤ m2In (2)
where m1, m2 ∈ R are known positive bounding con-
stants, and In ∈ Rn×n is the standard identity matrix.
Property 2. The inertia and centripetal–Coriolis matri-
ces satisfy the following skew–symmetry relationship [4]
𝜉T (Ṁ − 2C)𝜉 = 0∀ 𝜉 ∈ Rn. (3)
Property 3. The centripetal–Coriolis matrix satisfies the
following switching property [1]
C(𝜉, 𝜈)𝜂 = C(𝜉, 𝜂)𝜈 ∀𝜉, 𝜈, 𝜂 ∈ Rn. (4)
Property 4. The dynamic modeling terms in (1) can be
upper bounded as [1,29]
‖M(𝜉) −M(𝜈)‖i∞ ≤ 𝜁M1 ‖𝜉 − 𝜈‖ (5)
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‖C(𝜉, 𝜂)‖i∞ ≤ 𝜁C1 ‖𝜂‖ (6)
‖C(𝜉, 𝜂) − C(𝜈, 𝜂)‖i∞ ≤ 𝜁C2 ‖𝜉 − 𝜈‖ ‖𝜂‖ (7)
‖G(𝜉) − G(𝜈)‖ ≤ 𝜁G ‖𝜉 − 𝜈‖ (8)
‖F(𝜉) − F(𝜈)‖ ≤ 𝜁F ‖𝜉 − 𝜈‖ (9)
∀𝜉, 𝜈, 𝜂 ∈ Rn, where 𝜁M1, 𝜁C1, 𝜁C2, 𝜁G, 𝜁F ∈ R are positive
bounding constants.
The task space position, denoted by x(t) ∈ Rn, is
obtained as
x = f (𝜃) (10)
where f ∶ Rn → Rn is the forward kinematics. Differenti-
ating (10) yields
ẋ = J?̇? (11)
where J (𝜃) ∈ Rn×n is the Jacobian matrix defined as
J ≜ 𝜕f
𝜕𝜃
. (12)
Assumption 1. Inverse kinematics at the position level,
denoted by h ∶ Rn → Rn, has the following form [2]
𝜃 = h (x) . (13)
Utilizing h alongwithMeanValueTheorem in [25] allows
the following to be satisfied
‖h(𝜉) − h(𝜈)‖ ≤ 𝜁h ‖𝜉 − 𝜈‖∀𝜉, 𝜈 (14)
where 𝜁h ∈ R is a known positive bounding constant.
Differentiating (13) yields
?̇? = J−1 (x) ẋ (15)
where J−1 (x) ∈ Rn×n (the notations J−1 (x) or J−1 (𝜃)
will be utilized interchangeably throughout this paper) is
the inverse Jacobian matrix (also referred to as inverse
kinematics at the velocity level)
J−1 (x) ≜ 𝜕h (x)
𝜕x
. (16)
Remark 1. It is emphasized that the inverse kinematics
at the position level given in (13) is introduced for analy-
sis purposes only. The design of the subsequent learning
controller will be made without requiring the inverse
kinematics at the position level.
Remark 2. Similar to the existing works in task space
tracking control literature, all kinematic singularities
are considered to be always avoided and thus J−1 (𝜃)
exists ∀𝜃 [2]. This assumption can alternatively be
stated as the minimum singular value of the Jacobian
matrix being greater than a small positive constant (i.e.,
min
{‖J (𝜃)‖i∞} > 𝜇 > 0).
Assumption 2. The dynamic modeling terms M (𝜃),
C
(
𝜃, ?̇?
)
, and G (𝜃), and the kinematic terms J (𝜃) and
J−1 (𝜃) depend on 𝜃(t) via trigonometric functions only
and thus they are bounded for all possible 𝜃(t).
Property 5. Based on Assumption 2, following bounds
can be obtained
𝜁J1 < ‖J‖i∞ < 𝜁J2 (17)
from which following can be obtained
1
𝜁J2
<
‖‖‖J−1‖‖‖i∞ < 1𝜁J1 (18)
with 𝜁J1, 𝜁J2 ∈ R being known positive bounding con-
stants. The inverse Jacobian matrix satisfies‖‖‖J−1(x) − J−1(xd)‖‖‖i∞ ≤ 𝜁J3 ‖‖x − xd‖‖ (19)
where 𝜁J3 ∈ R is a positive bounding constant. When
obtaining upper bounds, with an abuse of notation, only
to exactly demonstrate dependence of its arguments, fol-
lowing notation will be used J̇−1(x, ẋ) = d
dt
{
J−1(x)
}
. The
time derivative of the inverse Jacobian satisfies following
bounds [4]
‖‖‖J̇−1(𝜉, ?̇?)‖‖‖i∞ ≤ 𝜁J4 ‖‖?̇?‖‖ (20)
‖‖‖J̇−1(𝜉, 𝜂) − J̇−1(𝜈, 𝜂)‖‖‖i∞ ≤ 𝜁J5 ‖𝜉 − 𝜈‖ ‖𝜂‖ (21)‖‖‖J̇−1(𝜉, 𝜂) − J̇−1(𝜉, 𝜈)‖‖‖i∞ ≤ 𝜁J6 ‖𝜂 − 𝜈‖ (22)
∀𝜉, 𝜈, 𝜂 ∈ Rn where 𝜁J4, 𝜁J5, 𝜁J6 ∈ R are known positive
bounding constants.
III. LEARNING CONTROL DESIGN
The main control objective is to design a controller
that ensures tracking of a periodic desired task space
trajectory under the restriction that the dynamic model
being uncertain.
To quantify the tracking control objective, task
space tracking error, denoted by e(t) ∈ Rn, is defined as
e ≜ xd − x (23)
where xd(t) ∈ Rn is the periodic desired task space tra-
jectory. The desired task space trajectory along with its
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first two time derivatives satisfy xd(t) = xd(t−T), ẋd(t) =
ẋd(t−T), ẍd(t) = ẍd(t−T) with T being the known pos-
itive period, and ‖‖xd(t)‖‖ ≤ 𝜁xd , ‖‖ẋd(t)‖‖ ≤ 𝜁ẋd , ‖‖ẍd(t)‖‖ ≤
𝜁ẍd where 𝜁xd , 𝜁ẋd , 𝜁ẍd ∈ R being known positive
bounding constants.
Differentiating (23) via utilizing (11) yields
ė = ẋd − J?̇?. (24)
An auxiliary error vector, denoted by r(t) ∈ Rn, is
introduced as
r ≜ J−1(ẋd + 𝛼e) − ?̇? (25)
where 𝛼 ∈ Rn×n is a constant, positive definite, diagonal
gain matrix. Substituting (25) into (24) yields
ė = −𝛼e + Jr. (26)
First differentiating (25), then premultiplying withM (𝜃),
and then using (1) and (25), following is obtained
Mṙ = M d
dt
[
J−1
(
ẋd + 𝛼e
)]
+ CJ−1
(
ẋd + 𝛼e
)
− Cr + G + F − 𝜏.
(27)
An auxiliary vector, denoted byN
(
x, ẋ, xd , ẋd , ẍd
)
∈ Rn,
is defined as
N ≜ M d
dt
[
J−1
(
ẋd + 𝛼e
)]
+ CJ−1
(
ẋd + 𝛼e
)
+ G + F
(28)
by using which, the right hand side of (27) is rewritten as
Mṙ = −Cr +N − 𝜏. (29)
Another auxiliary vector, denoted by Nd
(
xd , ẋd , ẍd
)
∈
Rn, is defined as
Nd ≜ N ∣x=xd , ẋ=ẋd (30)
= M
(
h
(
xd
)) d
dt
{J−1
(
xd
)
ẋd}
+ C
(
h
(
xd
)
, J−1
(
xd
)
ẋd
)
J−1
(
xd
)
ẋd
+ G
(
h
(
xd
))
+ F
(
J−1
(
xd
)
ẋd
)
.
(31)
Remark 3. From (31), it is easy to see that Nd is a func-
tion of desired task space trajectory and its time deriva-
tives only. Since the desired task space trajectory and its
time derivatives are periodic, thenNd(t) is periodic in the
sense that
Nd(t) = Nd (t − T) . (32)
Furthermore, since the desired task space trajectory and
its time derivatives are bounded functions of time, then
Nd(t) and its entries can be proven to be bounded as||Nd,i(t)|| ≤ 𝛽i i = 1,… , nwhere 𝛽i ∈ R are known positive
bounding constants.
Remark 4. The difference between auxiliary vectors
N and Nd , denoted by Ñ
(
x, ẋ, xd , ẋd , ẍd
)
∈ Rn, is
defined as
Ñ ≜ N −Nd . (33)
The norm of Ñ can be bounded as [30]
‖‖Ñ‖‖ ≤ 𝜌 (‖e‖) ‖z‖ (34)
where 𝜌 (‖e‖) ∈ R is a known positive non–decreasing
function of its argument, and z(t) ≜ [eT , rT]T ∈ R2n is
the combined error.
Via utilizing (30) and (33), from (29), we obtain
Mṙ = −Cr +Nd + Ñ − 𝜏. (35)
The control input torque is designed as follows. (The
control input torque in (36) and (37) requires r (t), and
from (25), it is clear that only the inverse of the Jacobian
matrix is required and inverse kinematics in position level
(i.e., h) is not required.)
𝜏 = Kr + kn𝜌2(‖e‖)r + JTe + N̂ (36)
where K ∈ Rn×n is a constant, positive–definite, diagonal
control gainmatrix, kn ∈ R is a constant, positive control
gain, N̂(t) ∈ Rn is the feed–forward learning component
is updated according to
N̂(t) = Sat𝛽
(
N̂ (t − T)
)
+ kLr (37)
where kL ∈ R is a constant positive control gain, 𝛽 ≜[
𝛽1… 𝛽n
]T ∈ Rn, and Sat𝛽 (⋅) ∈ Rn is the vector satura-
tion function with its entries defined as
sat𝛽i
(
𝜅i
)
=
{
𝛽isgn
(
𝜅i
)
, ||𝜅i|| > 𝛽i
𝜅i ,
||𝜅i|| ≤ 𝛽i (38)
∀𝜅i where sgn (⋅) ∈ R denotes the sign function.
Substituting (36) into (35) yields
Mṙ = Ñ + 𝜒 − Cr − kn𝜌2r − JTe − Kr (39)
where 𝜒(t) ∈ Rn is defined as
𝜒 ≜ Nd − N̂. (40)
From Remark 3, it is easy to obtain
Nd(t) = Sat𝛽
(
Nd(t)
)
= Sat𝛽
(
Nd (t − T)
)
(41)
© 2017 Chinese Automatic Control Society and John Wiley & Sons Australia, Ltd
K. M. Dogan et al.: Learning Control of Robot Manipulators in Task Space 1007
where the first equality is a consequence of the bounded-
ness of the entries of Nd(t), while the second equality is a
result of the periodicity of Nd(t).
Utilizing (37) and (41) along with (40) results in
𝜒 = Sat𝛽
(
Nd (t − T)
)
−Sat𝛽
(
N̂ (t − T)
)
−kLr. (42)
IV. STABILITY ANALYSIS
Theorem. The controller in (36) with the feed–forward
learning component in (37) ensures boundedness of all
signals under the closed-loop operation and asymptotic
tracking of a periodic desired task space trajectory in the
sense that
‖e(t)‖→ 0 as t → +∞ (43)
provided that the control gains are chosen to satisfy
min
{
𝛼min,Kmin +
kL
2
}
− 1
4kn
> 0 (44)
where 𝛼min and Kmin denote the minimum eigenvalues of
𝛼 and K, respectively.
Proof. A non–negative function, denoted by V (t) ∈ R,
is defined as
V ≜ 1
2
eTe + 1
2
rTMr
+ 1
2kL ∫
t
t−T
‖‖‖Sat𝛽(Nd(𝜎)) − Sat𝛽(N̂(𝜎))‖‖‖2 d𝜎.
(45)
Taking the time derivative of V (t) yields
V̇ = eT ė + 1
2
rTṀr + rTMṙ
+ 1
2kL
‖‖‖Sat𝛽(Nd(t)) − Sat𝛽(N̂(t))‖‖‖2
− 1
2kL
‖‖‖Sat𝛽(Nd (t − T)) − Sat𝛽(N̂ (t − T))‖‖‖2
(46)
where Leibniz formula was utilized. Utilizing (26) and
(39) with (46) results in
V̇ = eT (−𝛼e + Jr) + 1
2
rTṀr
+ rT [Ñ + 𝜒 − Cr − kn𝜌2r − JTe − Kr]
+ 1
2kL
‖‖‖Sat𝛽(Nd(t)) − Sat𝛽(N̂(t))‖‖‖2
− 1
2kL
‖‖‖Nd(t) − N̂(t) + kLr‖‖‖2
(47)
where (40) and (42) were utilized to obtain the last line.
Utilizing (3), canceling common terms and rewriting the
last line results in
V̇ = − eT𝛼e + rTÑ − kn𝜌2rTr + rT𝜒 − rTKr
+ 1
2kL
‖‖‖Sat𝛽(Nd(t)) − Sat𝛽(N̂(t))‖‖‖2
− 1
2kL
‖‖‖Nd(t) − N̂(t)‖‖‖2 − [Nd(t) − N̂(t)]Tr
−
kL
2
rTr
(48)
= − eT𝛼e − rTKr −
kL
2
rTr + [rTÑ − kn𝜌2rTr]
+ 1
2kL
‖‖‖Sat𝛽(Nd(t)) − Sat𝛽(N̂(t))‖‖‖2
− 1
2kL
‖‖‖Nd(t) − N̂(t)‖‖‖2
(49)
where (40) was also used. For the bracketed term in (49),
following bound is obtained
rTÑ − kn𝜌2rTr ≤ 14kn ‖z‖2 . (50)
As shown in [5] and [31], following relationship is valid
‖‖‖Nd(t) − N̂(t)‖‖‖2 ≥ ‖‖‖Sat(Nd(t)) − Sat(N̂(t))‖‖‖2 . (51)
In view of (50) and (51), from (49), we obtain
V̇ ≤ −eT𝛼e − rTKr − kL
2
rTr + 1
4kn
‖z‖2 (52)
≤ −
[
min
{
𝛼min,Kmin +
kL
2
}
− 1
4kn
] ‖z‖2 (53)
and provided that the gain condition in (44) is satisfied,
we can obtain
V̇ ≤ −𝛾 ‖z‖2 (54)
where 𝛾 ∈ R is a positive constant. From (45) and (54),
V (t) ∈ ∞. From (45), e(t), r(t) ∈ ∞. Utilizing the
boundedness of e(t) and r(t) in view of Assumption 2
along with (26), it is easy to prove that ė(t) ∈ ∞. Bound-
edness of e(t), ė(t), xd(t) and ẋd(t) can be used along with
(23) and its time derivative to ensure that x(t), ẋ(t) ∈ ∞.
Utilizing r(t) ∈ ∞ and properties of the saturation func-
tion in (37), N̂(t) ∈ ∞. From (36), it can be proven
that 𝜏(t) ∈ ∞. Utilizing ẋ(t) ∈ ∞ and Assumption
2, from (11), ?̇?(t) ∈ ∞ and thus C(𝜃, ?̇?) ∈ ∞. From
(1), ?̈?(t) ∈ ∞. And utilizing the above boundedness
arguments with (35), ṙ(t) ∈ ∞ is proven.
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Integrating (54) in time from t = 0 to +∞ yields
∫
+∞
0
‖z (𝜎)‖2 d𝜎 ≤ 1
𝛾
(V (0) − V (+∞)) ≤ V (0)
𝛾
(55)
from which it is easy to see that z(t) ∈ 2. In view of
(55) and since z(t), ż(t) ∈ ∞, Barbalat’s Lemma in [32]
can be used to prove that ‖z(t)‖ → 0 as t → +∞, thus‖e(t)‖ → 0, as stated in (43).
V. EXPERIMENTAL STUDIES
In order to demonstrate the performance of the
proposed controller, an experimental study is conducted
on a robot manipulator. The 3 degree of freedom robot
manipulator in Fig. 1 has articulated structure with 3
links and 3 actuators, and works on plane. Direct drive
actuators of E137576 Maxon motors with the technical
features of nominal voltage of 24 VDC, torque constant
of 36.4×10−3 Nm/A, speed constant of 263rpm/V, nomi-
nal speed of 5530 rpm, nominal torque of 78.2×10−3 Nm
were used. The motors are driven by Maxon Escon 36/2
DC 4-Q servo–controller with a maximum power of 72
Watts. For absolute angular measurement, AS5045 mag-
netic rotary encoders with a resolution of 4096 positions
per revolution based on contactlessmagnetic sensor tech-
nology were used. The proposed control method is imple-
mented on the computer and run onMATLAB Simulink
by using Real Time Windows Target. The control
inputs are transmitted to the motor drivers with analog
signals and encoder signals are received as quadrature
counter inputs. The data transmission between the com-
puter and the drivers is carried out with Humusoft
MF624 data acquisition board. The experimental stud-
ies run on MATLAB Simulink with a sampling rate
of 0.001 sec. In the experiments, in order to obtain a
Fig. 1. 3 degree of freedom planar robot manipulator. [Color
figure can be viewed at wileyonlinelibrary.com]
non–redundant robot manipulator, the first link was
mechanically stopped and only the last two links were
utilized.
The end-effector position of the robot manipulator
is obtained as
x(t) =
[
X (t)
Y (t)
]
=
[
l1c1 + l2c12
l1s1 + l2s12
]
(56)
where the link lengths are l1 = l2 = 0.127m, and s1 =
sin(𝜃1), c1 = cos(𝜃1), s12 = sin(𝜃1+ 𝜃2), c12 = cos(𝜃1+ 𝜃2).
The Jacobian matrix is obtained as
J =
[
−l1s1 − l2s12 −l2s12
l1c1 + l2c12 l2c12
]
. (57)
The manipulator was initialized to be at rest at the
joint position 𝜃(0) = [ 0 𝜋∕2 ]rad. The desired task–
space trajectory was selected as
xd =
[
0.127 + 0.02 sin(0.2t)(1 − exp(−0.1t))
0.147 − 0.02 cos(0.2t)(1 − exp(−0.1t))
]
[m].
(58)
In the experiments, for simplicity reasons, the terms
Kr + kn𝜌2(‖e‖)r in the control input in (36) are consid-
ered to be combined and a constant gain is considered
to be multiplying r(t). Satisfactory tracking performance
is obtained when the combined gain of r(t) was set as
50 × diag {1.5, 1.0}, 𝛼 = diag {1.5, 1.0} and kL = 50 ×
diag {1.5, 1.0}. We chose these control gains via trial and
error method. However, the tuning process was relatively
easy where we started with conservative (i.e., big) gains
and when the experiments worked smaller control gains
were tried until satisfactory tracking performance was
obtained. Limits of the saturation function were selected
as ±30 (i.e., 𝛽1 = 𝛽2 = 30).
The task space tracking error e(t) is shown in Fig. 2.
Control input torque can be seen in Fig. 3. The desired
and the actual task space trajectories can be seen from
Fig. 4. From Figs 2 and 4, it is clear that the track-
ing objective was successfully met. Furthermore, from
Fig. 2, it is observed that the proposed learning controller
ensures a significant improvement on the tracking error
in every period of the desired task–space trajectory which
was 10𝜋 sec.
To examine the results of the proposed control strat-
egy in a comparative manner, experiments were also
performed for a standard proportional integral derivative
(PID) type controller of the form
𝜏 = Kpe(t) + Ki∫
t
0
e(𝜎)d𝜎 + Kdė(t). (59)
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Fig. 2. Task–space position tracking error e(t). [Color figure can be viewed at wileyonlinelibrary.com]
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Fig. 3. Control input torque 𝜏(t). [Color figure can be viewed at wileyonlinelibrary.com]
In (59), the controller gains were tuned via a trial and
error method until both a good tracking performance
and a similar performance to that of the proposed con-
troller were achieved, and were chosen as Kp = 48I2,
Ki = 12I2, Kd = 8I2.
Task–space position tracking errors for both con-
trollers are shown in Fig. 5, while in Fig. 6, control
input torques are given. From Fig.5, it is clearly seen
that the proposed learning controller outperforms the
PID controller. Square of the integral of the norm of the
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Fig. 4. Desired xd (t) and actual x(t) task–space trajectories. [Color figure can be viewed at wileyonlinelibrary.com]
50 100 150 200 250 300
−20
−10
0
10
20
X Position Error
Er
ro
r [m
m]
Time [sec]
Learning
PID
50 100 150 200 250 300
−20
−10
0
10
20
Y Position Error
Er
ro
r [m
m]
Time [sec]
Learning
PID
Fig. 5. Task–space position tracking errors. [Color figure can be viewed at wileyonlinelibrary.com]
task–space tracking errors (i.e., ∫ tfinal0 ‖e(t)‖2 dt) and con-
trol input torques (i.e., ∫ tfinal0 ‖𝜏(t)‖2 dt) were calculated
and recorded as performance measures during the exper-
iments. In Table I performance measures are presented.
According to Table I, it can be said that higher con-
trol effort was needed for PID controller to obtain a
close task–space tracking performance. This difference
can also be seen from Fig. 6 where control input torques
for both controllers are presented.
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Table I. Performance measures
Learning PID
∫ tfinal0 ‖e(t)‖2 dt 1.0731 × 104 1.960 × 104∫ tfinal0 ‖𝜏(t)‖2 dt 6.5118 × 104 10.696 × 104
Remark 5. As can be observed from the control torque
input graphs, after each period of the desired trajectory
the control effect (the torque inputs to the system) grows.
We would like to note that this is a typical behavior
of learning type controllers as in each period the learn-
ing term in the controller greps more information from
the overall system (i.e., learns the system) and utilizes
this information to the controller. This growing behavior
diminishes when the so called learning is completely done
or when the saturation term in the learning component is
reached.
VI. CONCLUSIONS
The main aim of this work was to ensure
end-effector tracking of a periodic desired task space
trajectory. The control problem was further complicated
by the dynamics of the robot manipulator being uncer-
tain. To address all of these, in this study, we presented a
novel repetitive learning controller for robot manipula-
tors for tracking periodic task space trajectories without
making use of the inverse kinematic calculations in the
position level. The stability of the Closed-loop system
was ensured via Lyapunov based techniques. The con-
troller ensured asymptotic end-effector tracking despite
the presence of uncertainties in the robot manipulator
dynamics. Experiments performed on a robot manipula-
tor illustrated that the end-effector tracking performance
was improved at each period of the desired trajectory.
A comparison with a task–space PID controller was
also presented. Though the experimental studies are per-
formed on a planar robot, as the theory proposed is not
limited to planar robots, it is the authors’ sincere belief
that, similar performance can also be achieved with a
robot manipulator working in 3D. Designing an output
feedback version of the proposed task–space controller
considered as a possible future research.
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