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In this paper, we prove a theorem on boundary perturbation of nonautonomous 
Cauchy problerris arid then apply this result to show the existence and uniqueness 
of classical solutions of the nonautonomous, Banach space valued functional 
differential equation 
x ' ( t )  = A ( t ) x ( t )  + K ( t ) x , ,  0 5 t 5 T ,  
s - r 5 ? - 5 s  x ( T )  = (P(7 - s), 
0 1999 Academic Press 
1. INTRODUCTION 
On a Banach space X ,  we consider the nonautonomous Cauchy problem 
~ ' ( t )  = A ( t ) x ( t ) ,  0 I S  I t I T ,  
n(s) = n ,  (1.1) 
where each A(t) is a linear operator on X .  Supposing dense domains 
D(A(t ) ) ,  one can characterize well-posedness of ( wlCP)  by the following 
definition (see 191). 
DEFINITION 1.1. The problem ( d C P )  is called wellposed if there exists 
a unique, strongly continuous evolutionfamily {U(t,  s)}, ~ ,~ ~ ~ of bounded, 
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linear operators on X satisfying 
1. U(t ,  t )  = Id for all 0 I t I T ,  
2. U( t ,  s)U(s,  r )  = U(t, r )  for all 0 I r I s I t I T ,  
3. ( t ,  s) - U(t ,  s) is strongly continuous, 
and for every s E [0, TI there exists a dense subspace Y, L X satisfying 
U(t ,  3)x L D ( A ( t ) )  for every 0 I s I t I T such that 
d 
-U( t ,  S ) X  = A ( t ) U ( T ,  S ) X  
d t  
for all x E Y,. 
In that case, for every initial value x E y,  x ( t )  := U(t ,  s )x  defines the 
unique solution of (1.1). 
In the rest of the paper, we use the terminology “{A(t)}, ~ ~ , generates 
an evolution family,” or “there is an evolution family generated by 
{A(t)}, 
The Cauchy problem (nACP) has been studied by many authors (see, 
e.g., [S, 12, 161 and there are several conditions implying its well-posedness. 
In most cases, the authors assumed no,,,, D(A( t ) )  to be dense in X .  
But there are examples of well-posed Cauchy problems where 
n o s l s T  D(A( t ) )  = (01 (see 141). 
Here we recall a “classical” result, which is usually referred to Kato [S] 
and Tanabe [16]. 
THEOREM 1.2. Assume that the family of operators {A(t)}, ~ ~ , satisfies 
the hyperbolic condition, i.e.: 
The domain D := D(A( t ) )  is independent of t  and dense in Xand 
is a Banach space for the norm I I  * l lIl. Moreouer, there exists co > 0 such that 
if the corresponding (nACP) is well posed. 
(Hl)  
C,’llXllD I llxll + IIA(t)xll I COllX l lD  
for all t E [0 ,  TI and x E D. 
and o E R such that 
(H2) The family (A(t)), ,o, is stable; i.e., there exist constants M 2 1 
(w , . . )  c p ( A ( t ) )  forallt E [O,T]  
and 
and each finite sequence 0 I t ,  I t ,  I 1 . 1  I t ,I T
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(H3) The mapping t - A(t )y  is continuously differentiable in X for 
ecery y E D. 
Then the Cauchy problem (WlCP) is well posed with an ecolution family 
{U( t , s )}os l sT ,  and for every x E D the map t + U(t, s ) x  is the unique 
classical solution of (nACP). 
In 1996, Tanaka [171 could omit the density of the domains of A(t ) .  He 
showed that, if the family {A( t )} ,  ~ _< I with nondense domain D ( A ( t ) )  = D 
satisfies the hyperbolic condition, then there also exists an evolution family 
on O. More precisely one has 
For the Cauchy problem (1.11, we 
suppose that the family { A(t )} ,  ~ ~ satisfies the hyperbolic condition except -
for the density of D. Then there is an evolution family {lJ( t ,  s)l0 _< ~ ~ , on D 
with the following properties. 
U(t, s )D(s)  c D ( t )  for all 0 I s I t I T ,  where the set D( r )  is 
defined by 
THEOREM 1.3 [17, Theorem 1.81. 
(1) 
D ( r )  := {x E D :  A ( r ) x  E O}.  
(2) The mapping t - U(t, s)x is continuously differentiable in E on 
[s, TI and GU(t, s)x = A(t)U(t ,  s)x forx  E D(s )  and t E [s, TI. 
In this paper, we are interested in the case where the domains of A ( t )  
are not constant, but given by the kernels of certain operators. More 
precisely, the operators A ( t )  have domains D ( A ( t ) )  = kerL(t) ,  where 
{L( t )} ,  _< _< I is a family of operators from X to another Banach space Y. If 
we suppose that the family {A( t )} ,  _< t _ <  I with D ( A ( t ) )  = ker L ( t )  gener- 
ates an evolution family, which means the (nACP) associated with the 
family { A ( t ) }  is well posed, then the following question is raised: Is the 
well-posedness preserved, if we perturb the operators L(t)? 
In Theorem 2.3 we give a general answer to this problem. Then, in 
Section 3, we apply this result to (linear) nonautonomous functional 
differential equations 
on a Banach space E. In fact, these problems can be transformed into 
nonautonomous differential equations in the space C([ - r ,  01, E): 
u ’ ( t )  = d ( t ) u ( t ) ,  0 s I t I T ,  
(1.4) 
u ( s )  = 4 ,  
(ODEl) 
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where d ( t ) u  := u‘ with 
~ ( d ( t ) )  = {u  E C ’ ( [ - Y , O ] , E )  :u(O) E D ( A ( t ) )  
and u ’ ( 0 )  = A ( t ) u ( O )  + K ( t ) u )  
or in the space E X L1([ - r ,  01, E):  
u ’ ( t )  = d ( t ) u ( t ) ,  0 IS I t I T ,  




CJ E W l . l ( [ - r , O ] , E )  and u = $(O)} ,  
respectively. 
2. NONAUTONOMOUS BOUNDARY PERTURBATIONS 
Perturbation theory for nonautonomous Cauchy problem has been 
established and developed along with the development of nonautonomous 
Cauchy problems. Usually, one perturbs the operators A(t) by operators 
B(t )  and asks, whether the family {A(t)  + B ( t ) l O s l s T  generates a new 
evolution family (see 18, 12 ,  161). 
Here, we quote a result from [8] about bounded perturbations. 
LEMMA 2.1. Let { A ( t ) } o s  t s  I be a stable family with stability constants 
( M ,  w )  and {B( t )} ,  I be a family of bounded operators. If IlB(t)ll I K
for all 0 I t I T ,  then {A(t)  + B(t)},  _< t _ <  I with D ( A ( t )  + B( t ) )  := D(A( t ) )  
is a stable family with stability constants ( M ,  w + KM).  
From this lemma and Theorem 1.3, we obtain the following. 
THEOREM 2.2. Let {A(t)}, I be a family of operators A(t)  satisfying 
all assumptions of Theorem 1.3 and {B(t)},  _< t s  I be a family of bounded 
operators such that t - B ( t )  is strongly continuously differentiable. Then there 
is an evolution family {lJ(t, s ) } ~  on with the following properties. 
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(1) U(t ,  s ) D ( s )  c D ( t )  for all 0 5 s 5 t 5 T ,  where the set D ( r )  is 
defined by 
D ( r )  := { x E D :  ( A ( r )  + B ( r ) ) x  E D } .  
(2) The mapping t - U(t ,  s)x is continuously differentiable in E on 
[s, TI and ;U(t, s )x  = ( A ( t )  + B(t))U(t ,  s l x f o r x  E D ( s )  and t E [s, TI. 
In this section, we will consider a perturbation of a different nature: We 
do not change the operators but their domains. More precisely, we assume 
{A( t )}os l sT  to be a family of “maximal” operators from a “maximal” 
domain D to X and A,(t) to be their restrictions, i.e., A,(t) := A ( t ) l D n ( l ) ,  
where D,(t)  are subspaces of D.  Then there are suitable (unbounded) 
linear operators L(t):  D + Y with Y ,  a suitable Banach space, such that 
D,(t) = ker L(t).  The problem is the following: 
{A(t) lDo(l~}o and consider D,( t )  := ker(L(t) - @(t ) )  for the bounded 
operators @(t) :  X - Y. Is there an evolution family generated by 
CA,(tN, 
This idea of perturbing the domain of operators is a generalization of 
[ 5 ] ,  where Greiner perturbed the boundary conditions of a generator. We 
have the following result, in which we convert the boundary perturbation 
to a bounded perturbation. 
Let X ,  Y ,  and D be Banach spaces, D densely and 
continuously embedded in X .  Consider families of operators A ( t )  E L( D ,  X ) ,  
L( t )  E L ( D ,  Y ) ,  and @ ( t )  E L ( X ,  Y )  such that 
Assume that we hace an evolution family generated by {A,(t)},sl S T  .- 







t - A(t)x  is continuously differentiable for all x E D ,  
the family { A,(t)},  _< _< I with A,(t) := A(t),ker, ( t )  is stable, 
L ( t )  is surjective for every t E [0,  TI and t - L ( t ) x  is continuously 
the function t - @(t)x  is continuously differentiable for all x E E,  
there exist constants y > 0 and c E R, such that 
differentiable for all x E D ,  
IIL(t)xl ly(h - v)llxll fo ra l lx  E ker(h - A ( t ) )  andforall  h > z: 
” 
-Ua(t ,  s ) x  =A.(t)U,(t, s ) x  
dt  
for ecery x E D(A,(s)) = {x E D : L(s )x  - W s ) x  = 0). 
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For the proof of this theorem, we need the following lemmas. 
LEMMA 2.4. 
p(Ao(t)). Then 
For each t E [O, TI, let Ao(t)  := A(t)lker,,(t) and A E 
(i) 
(ii) 
D = D(A,( t ) )  CB ker(A -A(t)), 
L(t)lker(A-A(t))  is an isomorphismfrom ker(A - A(t)) onto Y.  
The proof of this lemma can be found in [5, Lemma 21. We now define 
on the product space Y X X ,  which is a Banach space equipped with the 
norm Il(y, x ) ~ I I  := llylly + Ilxllx, the operators 
with D ( d ( t ) )  := {O} X D. Then we have the following results. 
The following assertions hold. LEMMA 2.5. 
where LA,t is the inverse o f L ( t ) l k e r ( A - A ( t ) )  mapping Y onto ker(A - A(t)). 
Suppose A belongs to the resolvent set of Ao(t). By Lemma 2.4, 
there exists the inverse of L(t)lker(A-A(t)) ,  which we denote by LA,t .  It is 
easy to see that 
Pro08 
on Y x X .  On the other hand, for x E D we have 
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From this and (2.2) it follows that A belongs to the resolvent set of d ( t )  
and (ii) holds. 
Now let A belong to the resolvent set of d ( t ) .  Then R(A,d( t ) )  must be 
of the form 
where P,(t): Y + X and Q,(t): X + X are linear bounded operators. 
From the equation 
for all n E X it follows that L(t)Q,(t)n = 0 and ( A  - A(t))Q,(t)x = n for 
all x E X .  This implies that Q,(t): X + ker(L(t)) = D(A,(t)) .  Therefore 
we obtain 
( A  - A,( t ) )QA(  t ) x  = n for all x E X .  (2.3) 
On the other hand, from the identity 
it follows that -P,(t)L(t)x + Q,(t)(A - A(t ) )x  = n for all x E D. In 
particular, if n E ker L(t )  = D(A,( t ) ) ,  then Q,(t)(A - A(t ) )x  = Q,(t)(A 
- A,(t))n = x for all n E D(A,(t)) .  From this and (2.31, we conclude that 
A E p(A,(t)) and Q,(t) = R(A, A,(t)). Thus p(d( t ) )  = p(A,( t ) )  and the 
lemma is proved. I 
Proof of Theorem 2.3. We begin the proof of Theorem 2.3 by showing 
that the family { d ( t ) } ,  ~ ~ 
From assumption (i) we conclude that IlL,,,II 5 $(A - u1-l for all 
t E [0, T ]  and A > c. Without loss of generality, we can assume c = w ,  
where ( M ,  w )  are the stability constants of the family {Ao( t )}05t5 , .  Let 







< -M (  A - w ) - ( k - ' ) -  ( A  - w)-'IIyII + M (  A - w ) - ~ I I ~ I I  
I M ' (  A - ~ ) - ~ I l ( y ,  x)"l l ,  
where M'  := max(M, M /  y) .  Thus the family (d ( t )}o  , is stable. 
We now take 
with D ( d @ ( t ) )  := (0) X D. Then {d,(t)}Os,sT i  a perturbation of 
{ d ( t ) ) O _ < t s  !. Using assumption (iv) and Theorem 2.2, we have that the 
family {d@(t)Io s ,  on 
D(d@( t ) )  = (0) X X .  Identifying (0) x X with X ,  the operators Z@(t, s) 
correspond to U@(t, s) on X and d @ ( t )  on (0) x X correspond to the 
restriction of A(t) in {x E D : L( t )x  - @(t )x  = O}. However, these opera- 
tors coincide with A,(t); hence the family {A@(t)}o s s ! generates the 
evolution family {U@(t, s ) } ~  _< ~s I and, by Theorem 1.3, 
I generates an evolution family {%@(t, s ) } ~  _< 
d 
d t  -&( t ,  s ) x  =A.(t)(t)U,(t, s ) x  
for all x E D(A,(t)) = {x E D : L( t )x  - N t ) x  = O}. Hence, the theorem 
is proved. I 
3. APPLICATIONS 
In this section, we are concerned with linear, nonautonomous functional 
differential equations 
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on a Banach space E,  where x , ? ( ~ )  := n(s + 7 )  and 4 is a given function in 
a suitably chosen space of functions from [ - r ,  01 into E.  As many authors 
pointed out, for the autonomous case, i.e., 
n ’ ( t )  = R x ( t )  + K ( x , ) ,  t 2 0 
x ( 7 )  = + ( T ) ,  - r  I 71 0, 
a strongly continuous semigroup is associated with the functional differen- 
tial equation (see, e.g., [6, 7, 10, 15, 18-21]). Usually, a corresponding 
semigroup is built on a suitable space of functions from [ - r ,  01 to E and it 
is then shown that under some conditions, this semigroup is the solution 
semigroup of the functional differential equations. 
For our nonautonomous functional differential equations, we borrow 
the same method. Namely, we transform them into nonautonomous differ- 
ential equations, using the associated evolution family as the solution of 
the original ones. We will use two different constructions. 
1. Functional Differential Equations in C([ - r ,  01, E )  
Assume that the initial value 4 belongs to C([- r ,  01, E )  and K ( t )  are 
linear operators from C([  - r ,  01, E )  to E.  Suppose that for every 4 in a 
dense subspace of C ( [ - r ,  01, E )  and 0 I s I T the problem (3.1) has a 
unique solution x(s ,  4). Then, if we define U(t ,  s)+ := xt(s ,  4). 
CNt, d lo  < s 5 t 5 I is an evolution family in C([ - r ,  01, E).  Under certain 
condition we find that the evolution equation corresponding to U(t, s) is 
given by 
u ’ ( t )  = d ( t ) u ( t ) ,  0 I s I t I T ,  
(3.2) 
u ( s )  = 4 ,  
( ODE 1) 
where d ( t ) u  := u’ with domain 
~ ( d ( t ) )  = ( U E C ~ ( [ - ~ , O ] , E ) : ~ ( O )  € D ( A ( t ) )  
and u’(0)  = A ( t ) u ( O )  + K ( t ) u } .  
Conversely, under suitable conditions on A ( t )  and K(t ) ,  the Cauchy 
problem (3.2) is well posed and its solution provides the solution of (FDE) 
(see [ l ,  2, 131). 
To show the well-posedness of (3.21, we cannot apply the classical results 
because the domains of d ( t )  depend on time. 
We now demonstrate how an application of the results in Section 2 
yields the well-posedness of (3.2). We have the following. 
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THEOREM 3.1. Consider the nonautonomous Cauchy problem (3.2). As- 
sume that the family { A(t)), _< _< / satisfies the hyperbolic condition and that 
the family {K( t ) ) ,  _< s ,  of bounded operatorsfrom C([ -r ,  01, E )  to E has the 
property that t - K ( t )  is strongly continuously differentiable. Then the Cauchy 
problem (3.2) is wellposed and, for every initial value + E D ( A ( s ) ) ,  equation 
( O D E l )  has a unique classical solution. 
For the proof of this theorem we need the following lemma. 
LEMMA 3.2. Let {A( t ) los t s /  be a family of operators on E. On 
C([ - r ,  01, E) ,  define operators d ( t ) ,  0 I t I T ,  by 
If the family {A(t)}, 
well. 
I is stable, then the family { d t ) } ,  I is stable as 
Let ( M ,  o) be the stability constants of the family {A(t)}, ~ ~ T .  
Without loss of generality we assume o < 0. From the equation ( A  - 
d ( t ) ) +  = f on C ( [ - r ,  01, El ,  we have 
Pro05 
for 
A(t))+(O), thus +(O) = R(A, A(t))f(O). Therefore, we obtain 
A > w .  But f ( 0 )  = A+(O) - +'(O) = A+(O) - A(t)+(O) = ( A  - 
( R (  A , d ( t ) ) f ) ( ~ )  = e*'R( A ,  A ( t ) ) f ( O )  + / o e A ( ' p u ) f (  a )  d a  
r 
for 7 E [ - r ,  01. From this equation, we can show by induction that for 
n E N  
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Denoting n ~ = , R ( A , d ( t j ) ) f  by 
family {A(t)}, ~ ~ 7. that 
it follows from the stability of the 
= llf l lq-r,O],E)[ ... I 
for T E [ - r ,  01. Here we have used w < 0. By induction we can calculate 
that 
n - l  [( w - 
i! c ( A  - w)?'  i = 0  e ( A -  [ ... ] = 
for T E [ - r ,  01. Therefore, 
and the lemma is proved. 
Proof of Theorem 3.1. In C([- r ,  01, E )  we define the subspace g := {+ 
E C Y - r ,  01, E ) ,  +(O) E D} equipped with the norm l l + l l g  := 
~ ~ + ~ ~ ~ ~ l ( [ - r , O l , E )  + IIA(O)+(O)llE. Then (g, 1 1 .  IIJa) is a Banach space which is 
densely and continuously embedded in C([O, TI, E) .  We now define the 
following operators: 
I 
L(t): 9 + E by L(t)+ := +'(O) -A(t)+(O); 
@(t) :  C([O, TI,  E )  + E by @(t)+ := K(t)+;  
dmax(t):  g + C G r ,  01, E )  by &,,,(t>+ := 4'. 
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Then L ( t )  E L(i3, E )  is surjective and strongly continuously differen- 
tiable, and N t )  is bounded from C([ - r ,  01, E )  to E and, by the assump- 
tion on K(t) ,  strongly continuously differentiable. Moreover, {d0( t )} ,  I 
= {dn,ax(t)lker,  ( t J o  t _ <  I is stable by Lemma 3.2. Therefore, with X := 
C([ - r ,  01, E )  and Y := E ,  the conditions (i), (ii), (iii), and (iv) of Theorem 
2.3 are verified. It remains to show that L ( t )  satisfies condition (v) of 
Theorem 2.3. 
To that purpose, let ( M ,  w )  be the stability constants of the family 
{ A ( t ) l o s , ,  I and 4 E ker(A -dmaX( t ) )  for a A > w .  Then 4 ( 8 )  = e"(0) 
for 8 E [ - r ,  01. Therefore, 
I I + I I  = sup eAolll4(O)II 4 max(l,e-mr)ll+(0)ll 
Ht [ - r ,O]  
and 
II L ( t )  411 = II N O )  - A ( t )  +(O)  II 
1 
M max( 1 ,  e - w r )  2 ( A  - w)II+II, 
hence (v) is proved. 
By Theorem 2.3 there exists an evolution family generated by 
{ ~ n a x ( t ) l k e r ( L ( l ) ~ ~ ( l ) ) } O  = {d(t>lo T .  The existence of a unique solu- 
tion of equation (ODEl) for every initial value 4 E D(Se(s)) now follows 
from Eq. (2.1),  and the theorem is proved. 
Under the same assumptions as in Theorem 3.1, the 
functional differential equation (3.1) has a unique solution for every initial 
value 4 E C1 satis-ing +'(O) = A(s)+(O) + K(s)+. 
I 
COROLLARY 3.3. 
2. Functional Differential Equations in L'([ - r ,  01, E )  
Assume that the initial value 4 belongs to L1([-r, 01, E )  and K(t) ,  
0 4 t 4 T ,  are operators on L'([ - r ,  01, E ) .  Moreover suppose that for 
every u E E ,  4 in a dense subspace of L'([-r,O],E) and 0 4 s 4 T ,  the 
problem (3.1) has a unique solution x ( s , u ,  4).  Then, if we define 
U(t, sXu, 4 )  := ( x ( s ,  u ,  +>(t>, x , ( s ,  u ,  +>>, W ( t ,  s)lo is an evolution 
family in E X L1([ - r ,  01, E) .  Under suitable conditions, we find the evolu- 
tion equation corresponding to {U(t, s ) } ~  _< , by 
u ' ( t )  = d ( t ) u ( t ) ,  0 IS I t I T ,  
(3.3) 
u ( s )  = ( u ,  4 ) 7 ' ,  
( ODE 2 )  
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where 
0 A( t )  6 ,  + K (  t )  
with domain 
D ( d ( t ) )  = { ( U , + ) ' E E X L ' ( [ - ~ , O ] , E ) ,  
CJ E W' ' ( [ - r , O ] , E )  and u = +(O)} .  
Conversely, under suitable conditions on A(t) and K(t) ,  the Cauchy 
problem (ODE2) is well posed and its solution provides the solution of 
(FDE) (see 13, 13, 19-21]). 
If we keep the mappings d ( t ) ,  but simplify their "boundary conditions" 
such that D ( d ( t ) )  = {(x, 4)' E xL' ( [ - r ,  01, El,  + E W' ' ( [ - r ,  01, E )  and 
+(O) = 0}, then d ( t )  are triangular operator matrices with diagonal do- 
mains. By standard methods, it is not difficult to show that there is all 
evolution family generated by this family. However, the boundary condi- 
tion u = +(O) complicates the structure of the operators. Applying Theo- 
rem 2.3 again, we arrive at the following. 
Assume that the operators R ( t )  = A(t)ae + K(t) ,  0 I t 
I T ,  are bounded from W' ' ( [ - r ,O] ,  E )  to E and t - K ( t )  is strongly 
continuously differentiable. Then the Cauchy problem (3.3) is well posed, and 
for every initial value 
THEOREM 3.4. 
( w + >  E { ( u , + g ) '  E E X L ' ( [ - ~ , O ] , E ) ,  
+ E W' ' ( [ - r , O ] ,  E )  andu = +(O)} ,  
equation (ODE 2 )  has a unique classical solution. 
For the proof we need the following lemma 
LEMMA 3.5 [8, Proposition 4.41. Let {A(t)}, _< _< I be a stablefamily on E 
and {S( t )} ,  _< _< I be a family of isomorphisms S ( t )  E L ( E )  which is strongly 
{ S ( t ) A ( t ) S p ' ( t ) } ,  ~1 ~ with D(A"(t)) = {x E : Sp'(t)x E D(A(t ) )}  is stable 
as well. 
Proof of Theorem 3.4. Consider on the Banach space 9; := E X 
L1([ - r ,  01, E )  the operators 
continuously differentiable. Then the family { A"(t>}, ~ _< I .- 
0 K ( t )  
1 0  $ 1  FA",,X(t) := 
with domain D ( L & ~ ( ~ ) )  :=WE' ' := E X W' '([ - r ,  O],E). 
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We shall use Theorem 2.3 with X : = 9 [ 1 ,  Y := E, and D := W','  I: . 
To this end, we define maps 
L ( t )  = L :  G&l,' - E by L(  ; j  := cp(0) 
and 
@ ( t )  = a: 9; - E by .() :=x. 
We know that 6, is ;-bounded, which means I I  6,cpll 5 C(ll c p I I ~ ~ ~ [ - , . , o l ,  E )  + 
Ilcp'lI1,'([-I.,~l,I,)) for all cp E W','([-r,Ol, E) ;  thus L is bounded from q1,' 
to E. It is obvious that @ is bounded from 9'1 to E Condition (i), (iii), 
and (iv) of Theorem 2.3 are therefore satisfied. 
To show condition (ii) of Theorem 2.3, we consider the family 
with domain D ( d o ( t ) )  := {(x, cp)' : x E E, cp E W', ' ( [ - r ,  01, E )  and cp(0) 
= O}. Then d o ( t )  is a triangular operator matrix with diagonal domain and 
the diagonal operators are generators [ll ,  Corollary 3.21. Note that the 
operator with domain d 
D - := {f E W ' , ' ( [ - r , O ] , E ) , f ( O )  = 0 )  (:I 
generates the nilpotent translation semigroup S ( t )  in L'([ - r ,  01, E) .  
For A E @(;) we can write d o ( t )  as 
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It is easy to see that the constant family 
is stable in the space E X L'([ --Y, 01, E). Using Lemmas 2.1 and 3.5, we 
obtain that {do(t)>, ~ ~ 
To show (v) of Theorem 2.3, we choose A > 0 and (x, p)" E ker(A - 
JX&,(~>>, i.e., 
is stable. 
Then Ax = I?(t)p and A 9  = 9'. This implies p(8) = e"(0) and 
x = K ' I ? ( t ) p  
= A -  'I?( t ) (e  (0)) 
Note that, by the assumptions on I?(t) and the uniform boundedness 
principle, we have IlI?(t)pll 5 M(IIpII + llp'll) for some constant M inde- 
pendent of t. Using this inequality, we obtain 
llxll = A-'lII?(t)(e '( ' . )~(O))ll  
5 A - ' M ( I I ~ " ~ ) ~ F ( o )  l l , l ( [ - r , o ] , , , )  + II~e'( . )q(o) l l / , l ( [ - r , ~ ] ,  />I) 
for a certain constant M ' .  Therefore. 
for all A > 0, and (v) is satisfied. Hence, by Theorem 2.3, there exists an 
evolution family generated by the family {d( t )}O ~ ~, given by the opera- 
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tors 
with D ( d ( t ) )  = {(S), cp E W’,’([ - r ,  01, E )  and cp(0) = x}. The existence of 
a unique classical solution of (ODE2) for every initial value (u ,  4 )  E 
D ( d ( s ) )  now follows from Eq. (2.1), and the theorem is proved. 
Let the assumptions of Theorem 3.4 be satisfied. Then 
the functional differential equation ( F D E )  has a unique solution for every 
initial 4 E W’>’([r, 01, El. 
In [3], the authors showed the existence of a solution of 
(3.1) in case A ( t )  = 0 and K ( t )  is linear, assuming a list of hypotheses on 
K(t) .  A simple calculation shows that these hypotheses imply our assump- 





The author thanks the referee for many useful corrirrierits 
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