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Abstract
In this paper, a novel feedback noncausal model predictive control (MPC) strategy for sea wave energy converters (WECs) is
proposed, where the wave prediction information can be explicitly incorporated into the MPC strategy to improve the WEC control
performance. The main novelties of the MPC strategy proposed in this paper include: (i) the recursive feasibility and robust
constraints satisfaction are guaranteed without a significant increase in the computational burden; (ii) the information of short-term
wave prediction is incorporated into the feedback noncausal MPC method to maximise the potential energy output; (iii) the sea
condition for the WEC to safely operate in can be explicitly calculated. The proposed feedback noncausal MPC algorithm can
also be extended to a wide class of control design problems, especially to the energy maximisation problems with constraints to
be satisfied and subject to persistent but predictable disturbances. Numerical simulations are provided to show the efficacy of the
proposed feedback noncausal MPC.
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1. Introduction
Ocean waves provide considerable sustainable energy
sources (Salter, 1974). It is estimated that there are 25 trillion
watts (TWs) of power in ocean waves worldwide and within
the UK the power potential is roughly 7-10 gigawatts (GWs)
(Thorpe et al., 1999). Two of the main advantages of using
wave energy over more mature renewable energy sources, such
as wind energy and solar energy, are its high power density and
persistence (Falnes, 2007). The technology of harnessing en-
ergy from sea waves has received extensive research attention,
especially after the oil crisis in 1970s. Many types of wave
energy converters (WECs) have been invented to extract wave
energy, e.g. point absorbers (Budar and Falnes, 1975) and atten-
uators (Henderson, 2006). Despite the great potential of wave
energy, its cost per kilowatt hour (kWh) is still relatively high
compared with solar energy and wind energy.
To reduce the unit cost of wave energy, various types of
control strategies have been proposed to increase the energy
conversion rate (Drew et al., 2009). Based on the impedance
matching principle, that is, the maximal wave energy power
output can be achieved when the natural frequency of a
WEC matches the dominant frequency of the incoming waves
(Falnes, 2002), some feedforward control algorithms have been
adopted, e.g. latching control (Babarit and Cle´ment, 2006),
phase control (Anto´nio, 2008) and declutching control (Babarit
et al., 2009). Whilst this type of control algorithms are effective
under regular waves, they can become complicated to imple-
ment in real irregular sea wave conditions (Salter et al., 2002).
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In recent years, to improve performance of WECs in com-
plex real sea conditions, some novel optimisation-based control
algorithms have been developed, e.g. optimal control (Zhan
and Li, 2018), pseudo-spectral control (Li, 2017; Me´rigaud and
Ringwood, 2018) and moment matching control (Faedo et al.,
2018). It is shown (Fusco and Ringwood, 2013; Cretel et al.,
2011; Brekken, 2011; Hals et al., 2011) that the WEC con-
trol problem is essentially a constrained optimal control prob-
lem subject to persistent disturbances, and it has been widely
acknowledged that the model predictive control (MPC) can
be very effective in optimising control objectives while han-
dling both state and control input constraints (Mayne et al.,
2000). With the development of wave prediction technology,
e.g. short-term wave forecasting (STWF) (Fusco and Ring-
wood, 2010; Me´rigaud and Ringwood, 2018) and determinis-
tic sea wave prediction (DSWP) (Belmont et al., 2014), it has
been demonstrated (Li et al., 2012; Li and Belmont, 2014) that
the efficiency of WECs can be significantly improved by in-
corporating wave predictions into MPC design. Although the
existing WEC MPC algorithms can explicit handle both input
and state constraints, not much attention has been given to the
feasibility issue, that is, the online optimisation of MPC cannot
give a feasible solution and sometimes can even lead to a catas-
trophic failure (Bemporad and Morari, 1999). The proposed
noncausal feedback MPC can be applied to different types of
WECs; however, for demonstration purpose, we use a bench-
mark point absorber to demonstrate its efficacy.
In fact, to guarantee the robust feasibility and robust con-
straint satisfaction, MPC has to be implemented where the con-
trol actions are derived from feedback policies (Mayne et al.,
2000; Goulart et al., 2006). Due to this fact, a feedback causal
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MPC algorithm for the WEC control problem is proposed in
our recent work (Zhan et al.) that explicitly addressed the is-
sues of recursive feasibility and robust constraint satisfaction.
However, without using the future wave information, the result-
ing feedback causal MPC of WEC can only yield a sub-optimal
control policy.
Motivated by the fact that the WEC control problem is essen-
tially a non-causal optimal control problem and the the future
wave prediction can play a nontrivial role in improving WEC
control performance, we propose a novel feedback noncausal
MPC algorithm for WEC that tackles the non-causality prob-
lem, which was not resolved in (Zhan et al.). This noncausal
MPC allows incorporation of the short-term future wave predic-
tion to improve the energy conversion efficacy of a WEC. The
novelty of this algorithm is that the information of future wave
information can be explicitly incorporated in to current control
action, which results in a significant performance improvement
over the feedback causal MPC proposed in (Zhan et al.). The
features of recursive feasibility and robust constraints satisfac-
tion are shown to be preserved via a special tailored constraint
tighten approach (Chisci et al., 2001). Extensive simulation re-
sults are presented to demonstrate the effectiveness and robust-
ness of the proposed MPC, and also the superior energy output
performance over the other causal optimal control methods.
The remaining of the paper is organised as follows. The
WEC dynamics are described in Section 2. Sections 3 and 4
show the formulation and implementation of the robust non-
causal WEC MPC, respectively. Numerical simulations are
provided in Section 5 and the paper is concluded in Section
6.
Notations: Let Rn denote the space of real n-dimensional
vectors; I≥a denotes the integers greater than or equal to a; I[a,b]
denotes the integers from a to b. For column vectors a and b,
[a,b] denotes the column vector [aT bT ]T ; v[a,b] denotes column
vector [v(i), v(i + 1), . . . , v( j)]; ρ(A) denotes the spectral radius
of a matrix A; np and nx are the wave prediction length and the
number of states respectively.
For the subsets A ⊂ Rn and B ⊂ Rn, the Minkowski set
addition is defined by A + B , {a + b : a ∈ A, b ∈ B}. The
P-subtraction is defined by A ∼ B , {a ∈ Rn : a + b ∈ A,∀b ∈
B}. For A ⊂ Rn and matrix M with compatible dimensions,
MA , {Ma : a ∈ A}.
2. WEC dynamic modelling
In this paper, a particular type of WEC called point absorber
is studied to show the efficacy of our proposed method. How-
ever, the feedback noncausal MPC strategy proposed in this pa-
per is generic and can be extended to other types of WECs.
Fig. 1 illustrates the working principle of a point absorber. zw
is the wave level; the buoy is floating on the sea surface, whose
heave displacement is zv; below the buoy is a hydraulic cylinder
fixed to the seabed. The persistent wave excitation force drives
the buoy, which provides relative motion between the piston
fixed to the buoy and the cylinder fixed to the seabed. The ki-
netic energy of the relative motion can be captured by a power
still wave level 0
wave level 𝑧𝑤
buoy position 𝑧𝑣
seabed
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cylinder energy output
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Figure 1: Schematic diagram of the working principle of a point absorber
take-off (PTO) mechanism to generate electricity. The PTO
mechanisms vary from device to device, and can be realised
by a hydraulic motor attached to a high-speed rotary electrical
generator (Mueller, 2002; Kim et al., 2001) or by a direct elec-
trical linear generator (Baker and Mueller, 2001; Drew et al.,
2009). Since in both cases the generator force or torque is pro-
portional to the force fu exerted on the piston, the force fu can
be used directly as the control input without lost of generality.
Note that the mooring force needs also considered in the WEC
dynamic modelling especially for floating WECs (Richter et al.,
2013a,b; Amann et al., 2015); however, the mooring force is
not involved in this case study since the cylinder is assumed to
be directly fixed to the seabed. The proposed noncausal MPC
strategy can also be extended to two-body floating WEC subject
to mooring force.
The piston moves together with the buoy at a heave velocity
z˙v. The potential power that can be captured by the PTO at time
t is
P(t) = − fu(t)v(t) (1)
and the energy absorbed in a time interval [T1,T2] can be ex-
pressed by
E =
∫ T2
T1
− fu(t)v(t)dt (2)
For safe operation purpose, a set of constraints are imposed on
the WEC heave displacement and heave velocity, which can be
expressed by
|zv| ≤ dmax
|z˙v| ≤ vmax (3)
where zmax and vmax are the maximal allowed heave displace-
ment and heave velocity respectively.
The other aspect to be considered is the capacity of PTO sys-
tem, which can be represented by a limitation of control input
force
| fu| ≤ umax (4)
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Here, umax is the maximal value of the control input force that
can be produced by the PTO mechanism. For a given sea con-
dition over a period, the wave magnitude is assumed to be
bounded by wmax as
|zw| ≤ wmax (5)
At each time, a tp length prediction of the future wave amplitude
w˜ is provided by the short-time wave prediction techniques, e.g.
(Me´rigaud and Ringwood, 2018; Belmont et al., 2014) based
on the measured current wave elevation w˜. Consequently, the
WEC control to be developed is indeed noncausal since the fu-
ture wave prediction is integrated into the control implementa-
tion. The use of future wave prediction can contribute to in-
creasing the energy output in comparison to the causal con-
trollers, which has been well-recognised in the WEC control
field, and will be validated in simulations in this paper.
heave axis
Buoy
0
𝑧𝑣
control input 𝑓𝑢 excitation force 𝑓𝑒
radiation force 𝑓𝑟restoring force 𝑓𝑠
Figure 2: Dynamic diagram of the point absorber
The WEC controller design objective is to maximise the en-
ergy output (2) for a period of time subject to constraints (3)
and (4) under the sea condition (5).
The WEC dynamic modelling procedure follows the work of
(Yu and Falnes, 1995) and is briefly described here for com-
pleteness. The dynamic modelling of the point absorber is il-
lustrated in Fig. 2. By applying Newton’s second law, the dy-
namics of WEC can be modelled by
msz¨v = fe − fs − fr + fu (6)
where ms is the mass of the buoy with the attached piston; fs is
the restoring force that can be computed by
fs = kszv (7)
with the hydro-stiffness coefficient given by ks = ρgS . Here
ρ is the water density; g is the acceleration of gravity; S is
the cross sectional area of the floating buoy. fu is the force
provided by PTO and is treated as the control input. fr and
fe are the frequency dependent radiation force and excitation
force, respectively.
The radiation force is determined by
fr = m∞z¨v + fR (8a)
where m∞ is called frequency-independent added mass; fR is
the noncausal convolutional part of the radiation force and can
be computed by
fR =
∫ ∞
−∞
hr(τ)z˙v(t − τ)dr (8b)
where the kernel of the radiation force hr can be numerically
calculated via hydro-dynamic software packages (e.g. NEMO
(Lima et al., 2011), WAMIT (Lee, 1995)), which can be approx-
imated by a causal state-space representation (Yu and Falnes,
1995)
x˙r = Ar xr + Br z˙v
fR ≈ Cr xr (8c)
where Dr(s) ∼ (Ar, Br,Cr, 0) and xr are the state-space realisa-
tion and the associated state respectively. Following the simi-
lar route as the above derivation, the persistent wave excitation
force can be modelled by
fe =
∫ ∞
−∞
he(t − tc − τ)zw(τ)dτ (9a)
with he being the excitation kernel, which can be approximated
by the following state-space formulation
x˙e = Aexe + Bezw
fe = Ce x˜e
(9b)
where x˜e = xe(t + tc) with tc as a positive constant non-causal
time shift, De(s) ∼ (Ae, Be,Ce, 0) and xe are the state-space re-
alisation and the associated state respectively.
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Figure 3: Block diagram of the point absorber
The block diagram of the WEC dynamics model is shown in
Fig. 3. With relisations of (8) and (9), the state-space model of
the WEC can be established by
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{
x˙ = Acx + Bucu + Bwcw
z = Czx
(10)
where w := zw, z := zv, y := z˙v, x := [zv, z˙v, xr, x˜e] and
Ac =

0 1 0 0
− ksm 0 Cem −C fm
0 Br Ar 0
0 0 0 Ae
 Bwc =

0
0
0
Be
 Buc =

0
1
m
0
0

Cz =
[
0 1 01×(nr+ne)
] (11)
with m := ms + m∞. Here, nr and ne are the number of states
associated with radiation force (8) and excitation force (9) re-
spectively. Note that when the convolution terms in the radi-
ation force (8) and excitation force (9) are approximated by
fR = Dr z˙v and fe = Dezw respectively, then the state-space
model of (11) can be reduced to a 2nd-order model as studied in
(Li and Belmont, 2014).
To develop the robust noncausal MPC, the model (10) is con-
verted to a discrete-time model with sampling time ts, as given
by {
x(k + 1) = Ax(k) + Buu(k) + Bww(k)
z(k) = Czx(k)
(12)
and the wave prediction length is represented by np steps satis-
fying tp = npts.
3. Feedback noncausal MPC formulation
3.1. Construction of noncausal MPC
To formulate the feedback noncausal MPC design, the state
and input constraints (3)-(4) are represented by x ∈ X and u ∈ U
respectively, where X and U are defined by
X := {x ∈ Rnx : |x1| ≤ zmax & |x2| ≤ vmax}
U := {u ∈ R : |u| ≤ umax} (13)
and from (5), the wave disturbance is bounded by w ∈W, where
W is defined by
W := {w ∈ R : |w| ≤ wmax} (14)
Assumption 1. The pairs (A, Bu) and (A,Cs) from the discrete-
time system (12) is controllable and observable, where Cs :=[
12×2 02×(nr+ne)
]
.
Note that this assumption holds for most WEC control prob-
lems. The WEC MPC can be redefined as: to design control
strategies at each sampling time, and find a control sequence
u using the information of current state x and a np-step of fu-
ture wave prediction w˜ := [w˜(k), w˜(k + 1), . . . , w˜(k + np − 1)]
by recursively solving the following constrained optimisation
problem
min
u
lim
N→∞
1
N
N−1∑
k=0
`(x(k), u(k)) (15a)
s.t. x(k + 1) = Ax(k) + Buu(k) + Bww(k) (15b)
x(k) ∈ X, u(k) ∈ U, ∀w(k) ∈W, ∀k ∈ I≥0 (15c)
where the stage cost `(x(k), u(k)) is given by
`(x(k), u(k)) :=
1
2
x(k)T Qx(k) +
1
2
ru(k)2 + z(k)u(k) (16)
Here in the stage cost (16), the first two terms 12 x(k)
T Qx(k) +
1
2 ru(k)
2 are used to penalise the state and control input respec-
tively; the weights Q and r can be used as tuning parameters
to influence the stability and robustness of the system; −zkuk
represents the power at time step k that can be absorbed by the
PTO mechanism.
Before proceeding to the formulation of feedback noncausal
MPC, we first start with the unconstrained case, i.e. the con-
straints on input and state (15c) are assumed to be inactive. The
result in (Zhan and Li, 2018) shows that when constraints are
inactive and with a proper tuning of coefficients Q and r and
sufficiently long wave prediction horizon np, the optimisation
problem described in (15) can be resolved by a linear noncausal
control strategy, as described in the following lemma:
Lemma 1. [Linear noncausal optimal control (Zhan and Li,
2018)] When constraints (15c) are inactive, the infinite dimen-
sional optimisation problem defined in (15) can be tackled by
the following linear noncausal optimal control policy without
performance degradation
u = Kxx + Kdw˜ (17a)
where w˜ is the np-step of wave prediction; x is the current state;
the coefficients Kx and Kd are determined from
Kx = − (r + BTu VBu)−1(Cz + BTu VA) (17b)
Kd = − (r + BTu VBu)−1BTu Ψ (17c)
where V is the solution of the discrete-time algebraic Ricatti
equation (DARE)
V = AT VA + Q
− (BTu VA + Cz)T (r + BTu VBu)−1(BTu VA + Cz)
(17d)
and Φ = (A + BuKx)T ; Ψ := [VBw,ΦVBw, . . . ,Φnp−1VBw], pro-
vided that the DARE (17d) yields a unique stabilising solution
and the wave prediction length np is long enough.
Remark 1. With a proper tuning of Q and r, AK := A + BKx is
exponentially stable, i.e. ρ(AK) < 1. More details of choosing
the weights Q and r and the wave prediction length np for the
above noncausal optimal control can be found in (Zhan and Li,
2018).
Although the linear noncausal optimal control policy de-
scribed in Lemma 1 provides a fast and easy WEC control de-
sign method, the linear noncausal optimal control only works
when constraints are inactive, which limits its applications, es-
pecially when the constraints violations become a critical issue
in large wave conditions.
In the following, based on the linear noncausal optimal con-
trol policy, we propose a robust non-causal MPC that can ex-
plicitly handle the constraints. Many existing robust feedback
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MPC algorithms (Lee and Kouvaritakis, 2000; Chisci et al.,
2001) adopt the control policies that include a state feedback
term to optimise the performance and an online optimisation
variable to cope with hard constraints. Inspired by these results,
this paper proposes a feedback noncausal MPC policy
u(x, w˜) = Kxx + Kdw˜ + v (18)
where the first two terms are the pre-designed linear noncausal
optimal controller computed via Lemma 1 to maximise the en-
ergy output for the unconstrained system and guarantee the
nominal stability of the system; the last term v is the optimi-
sation variable determined online to cope with state and input
constraints. The working principle of the proposed robust non-
causal MPC can be summarised as follows:
1. When constraints are inactive, v = 0 and the robust non-
causal feedback MPC degenerates to a linear noncausal
optimal control.
2. When constraints are active, v , 0 and it is used to keep
the constraints satisfied.
The design concept of the robust noncausal MPC (18) is to
minimise the effect of v in the control performance so that an
optimal performance can be achieved when the trajectory of
the robust noncausal MPC is close to the well tuned linear non-
causal optimal control as described in Lemma 1.
Algorithm 1. The feedback noncausal MPC problem can be
implemented at each time step k by recursively solving the fol-
lowing optimisation problem with the state information x and a
np-step wave prediction w˜
v∗[0,∞] = arg minv[0,∞]
∞∑
k=0
v2(k) (19a)
s.t. x(k + 1) = Ax(k) + Buu(k) + Bww(k) (19b)
u(k) = Kxx(k) + KdEkw˜ + v(k) (19c)
x(0) = x (19d)
x(k) ∈ X, u(k) ∈ U, ∀w(k) ∈W, ∀k ∈ I≥0 (19e)
where v[0,∞] := [v(0), v(1), . . . ]; Kx and Kd are the offline de-
signed linear noncausal optimal control coefficients determined
from Lemma 1; E is the translation matrix
E :=
[
0(np−1)×1 Inp−1
0 01×(np−1)
]
and apply
u = Kxx + Kww˜ + v∗0
to the system, where v∗0 denotes the first element of v
∗
[0,∞].
Note that for safe operation purpose, in Algorithm 1 the state
and control input constraints (19e) are required to be satisfied
for all realisation of w ∈ W and for all time k ∈ I≥0. However,
Algorithm 1 is not practically implementable because of the
universal quantifier in (19) and the infinite dimension of the
optimisation problem.
3.2. Constraints handling of robust noncausal MPC
In this section, a specifically tailored constraint tightening
approach is adopted to make Algorithm 1 implementable. To
eliminate the infinite dimension problem, after np steps, the
constraints are assumed to be inactive, i.e. v(k) = 0 for k ∈ I≥np
and the resulting linear state feedback terminal local controller
u(k) = Kxx(k) can be derived from (19c). The feedback non-
causal MPC control can be summarised by
u(k) =
{
Kxx(k) + KdEkw˜ + v(k), k ∈ I[0,np−1]
Kxx(k), k ∈ I≥np (20)
The system (12) with a feedback noncausal policy (20) can be
represented by
x(k+1) =
{
AK x(k) + BuKdEkw˜ + Buv(k) + Bww(k), k ∈ I[0,np−1]
AK x(k) + Bww(k), k ∈ I≥np
(21)
where AK := A + BuKx = ΦT . Next, it will be shown that
the satisfaction of constraints on state x(k) ∈ X and control
input u(k) ∈ U for all realisations of w(k) ∈ W with terminal
local controller u(k) = Kxx(k) can be guaranteed by imposing
a terminal controller on the state x(np). This formulation relies
on the concept of the maximal output admissible set (MOAS)
as defined below:
Definition 1 (MOAS (Kolmanovsky and Gilbert, 1995)). The
MOAS Σ of system (12) with a terminal local controller u = Kxx
subject to state and input constraints x ∈ X and u ∈ U and the
persistent disturbance w ∈W is defined by
Σ :=
x(0) ∈ X :
x(k + 1) = AK x(k) + Bww(k)
x(k) ∈ X, Kxx(k) ∈ U
∀w(k) ∈W, ∀k ∈ I≥0
 (22)
Remark 2. Since the state and control input constraints defined
by (13) and (14) are polytopes and ρ(AK) < 1, the MOAS Σ is
a polytope and can be finitely determined (Kolmanovsky and
Gilbert, 1995).
Next, following the similar procedures of (Zhan et al.; Chisci
et al., 2001), the universal quantifier problem is resolved by
introducing a pair of auxiliary prediction system and tightened
constraints.
Definition 2 (Auxiliary prediction system). The auxiliary pre-
diction system for k ∈ I[0,np−1] is defined by
x¯(k + 1) = Ax¯(k) + Buu¯(k)
u¯(k) = Kx x¯(k) + KdEkw˜ + +v(k)
x¯(0) = x(0) = x
(23)
Definition 3 (Tightened constraints). The tightened constraints
for the auxiliary system (23) are defined by x¯(k) ∈ Xk, u¯(k) ∈ Uk
for k ∈ I[0,np−1] and x¯(np) ∈ XT , where
Xk := X ∼ Ek, Uk := U ∼ KxEk,
Ek :=
∑k−1
i=0 A
i
K BwW, XT := Σ ∼ Enp .
(24)
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Lemma 2. The requirement of constraints satisfaction of all
time and all realisations of disturbance w can be guaranteed
via imposing the tightened constraints (24) on the auxiliary pre-
diction system (23).
Proof. The proof is similar to (Chisci et al., 2001), and can be
shown by comparing the state and control trajectories of system
(21) with the feedback noncausal MPC control policy (20) with
those of the auxiliary prediction system (23) such that
x(k) = x¯(k) +
k∑
i=1
Ai−1K Bww(k − i)
u(k) = u¯(k) +
k∑
i=1
Ai−1K Bww(k − i)
(25)
The tightened constraints in (24) are satisfied for the trajec-
tories of the auxiliary prediction system (23), which implies
x(k) ∈ X, u(k) ∈ U for k ∈ I[0,np−1] and x(t + np) ∈ Σ. Then the
proof is completed with Definition 1.
Remark 3. With Lemma 2, the intractable optimisation prob-
lem (19) can be converted to the following optimisation problem
v∗[0,np−1] = arg minv[0,np−1]
np−1∑
k=0
v2(k)
s.t. x¯(k + 1) = Ax¯(k) + Buu¯(k)
u¯(k) = Kx x¯(k) + KdEkw˜ + v(k)
x¯(0) = x
x¯(k) ∈ Xk, u¯(k) ∈ Uk, ∀k ∈ I[0,np−1]
x¯(np) ∈ XT
(26)
where the set Xk, Uk and XT are defined in (24).
Lemma 3 (Recursive feasibility). The online recursively solved
optimisation problem (26) is always feasible provided that the
initial state is feasible.
Proof. The proof can be easily shown by defining b(k) = v(k) +
KdEkw, and applying Lemma 7 from (Chisci et al., 2001).
Remark 4. The recursive feasibility of such a feedback MPC
with explicit incorporation of wave prediction can be guaran-
teed by the existence of the MOAS described in Definition 1. The
tuning of weights Q and r not only affects the energy output, but
also determines the sea conditions under which the MOAS (22)
exists. In fact, when tuning these weights, there is a trade-off
between the energy conversion efficiency and the robustness so
that the WEC can safely work in the worst sea wave scenario in
a sea state. Generally speaking, the WEC feedback MPC con-
troller needs to be tuned using small weights on Q and r to have
a better energy conversion efficiency in a mild sea state, while
in a high sea state the WEC feedback MPC controller needs to
be tuned using large weights Q and r to obtain a better robust-
ness so that the state and input constraints can be satisfied. In
addition, with Assumption 1, all the states are guaranteed to be
bounded. This can be also refereed as the Uniformly Ultimate
Boundedness (UUB) of the system states.
To make the feedback noncausal MPC algorithm directly im-
plementable, it will be shown in Section 4 that the online recur-
sively resolved optimisation problem (26) can be formulated
and implemented via a quadratic programming (QP) algorithm.
4. Implementations
4.1. QP formulation of the feedback noncausal MPC
In this subsection, the optimisation problem (26) is converted
to a QP problem. The objective function can be rewritten as
J , vT[0,np−1]v[0,np−1] (27)
The predicted state trajectory from the auxiliary prediction sys-
tem (23) is
x¯(k) = AkK x + Mkv[0,np−1] + Ckw˜ (28a)
for k ∈ I[0,np], where Mk ∈ Rnx×np is given by
Mk :=
[
Ai−1K Bu A
i−2
K Bu . . . Bu 0 . . . 0
]
and Ck ∈ Rnx×np is given by
Ck :=
{
0nx×np , k = 0[
0 . . . 0 BuH0 . . . BuHnp−k
]
, k ∈ I[1,np]
Here Hi := −(r + BTu VBu)−1BTu ΦiVBw; V and Φ are defined in
Lemma 1.
The predicted control sequence from the auxiliary prediction
system (23) is
u¯(k) = KxAiK x + (B1,k + B2,k)w˜ + Nkv[0,np−1] (28b)
where Nk ∈ R1×np is
Nk :=
[
KxAk−1K Bu KxA
i−2
K Bu . . . KxBu 1 0 . . . 0
]
and B1,k ∈ R1×np is
B1,k :=
{
0nx×np , k = 0[
0 . . . 0 KxBuH0 . . . KxBuHnp−k
]
, k ∈ I[1,np−1]
and B2,k ∈ R1×np is
B2,k :=
[
0 . . . 0 BuH0 . . . BuHnp−k
]
Remark 5. Since the state constraint X, input constraint U,
disturbance bound W and the MOAS Σ defined in (22) are all
polytopes, the tightened state constraints Xk, tightened control
input constraints Uk and terminal constraints XT are all poly-
topes and can be expressed by
Xk = {x ∈ Rnx : fx,k x ≤ gx,k}
Uk = {u ∈ R : fu,ku ≤ gu,k}
XT = {x ∈ Rnx : fx,T x ≤ gx,T }
(29)
where f and g are the support vectors of the corresponding
polytopes.
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The state and input constraints can be expressed by
Γxv[0,np−1] + Λxx + Πxw˜ ≤ ηx
Γuv[0,np−1] + Λux + Πuw˜ ≤ ηu
(30a)
where Γx, Γu, Λx, Λu, Πx, Πu, ηx and ηu are defined by
Γx =

fx,0M0
fx,1M1
...
fx,np−1Mnp−1
 Λx =

fx,0
fx,1AK
...
fx,np−1A
np−1
K

Γu =

fu,0N0
fu,1N1
...
fu,np−1Nnp−1
 Λx =

fu,0Kx
fu,1KxAK
...
fu,np−1KxA
np−1
K

Πx =

fx,0C0
fx,1C1
...
fx,np−1Cnp−1
 Πu =

fx,0(B1,0 + B2,0)
fx,1(B1,1 + B2,1
...
fx,np−1(B1,np−1 + B2,np−1

ηx =

gx,0
gx,1
...
gx,np−1
 ηu =

gx,0
gu,1
...
gu,np−1

and the terminal constraint satisfies
fx,T Mnpv[0,np−1] + fx,T A
np
K x + fx,T Cnpw˜ ≤ gx,T (30b)
where M, N, C and B are defined in (28), and f and g are de-
fined in (29). Then the resulting QP problem is
v∗[0,np−1] = arg minv[0,np−1]
(27) s.t. (30) (31)
4.2. Implementations of the feedback noncausal MPC
In previous sections, the feedback noncausal MPC control
algorithm is designed based on the assumption that the full in-
formation of x is available. However, in many cases, the direct
measurements of all states of a WEC are not realistic, e.g. the
states associated with the radiation force and excitation force.
Thus a state observer needs to be designed. Assume the mea-
sured states are
y(k) = Cx(k) (32)
and (A,C) is assumed to be observable. In this paper, a Luen-
berger observer is designed with the form of
x˜(k + 1) = Ax˜(k) + Buu(k) + Bww˜(k) + L(y(k) −Cx˜(k)) (33)
where x˜ is the estimated states and w˜ is the measured current
wave elevation. In practical implementation, the observer gain
L needs to be designed appropriately to achieve a satisfactory
convergence of state estimation error within the computational
limitation of the microprocessor.
The implementation of the proposed WEC feedback non-
causal MPC framework is shown in Fig. 4. At each time step,
with the wave prediction w˜ provided by the wave prediction
State 
estimator
WEC plant
Robust 
noncausal 
MPC
Wave predictor
𝑤(𝑡)
Control input 𝑢(𝑡)
Wave measurement 𝑤&(𝑡)
𝑦(𝑡)
𝑥)(𝑡)
𝑢(𝑡)
Short time wave prediction𝒘&(𝑡)
𝑦(𝑡)𝑢(𝑡)
Figure 4: WEC feedback noncausal MPC framework
technology and the state estimation x˜ provided by the estima-
tor (33), an online optimisation is solved and the corresponding
feedback noncausal MPC control input is derived via Algorithm
2.
Algorithm 2. The feedback noncausal MPC can be imple-
mented by recursively going through the following procedure
at each time step
1. Wave prediction w˜ from wave prediction device.
2. State estimation updates:
x˜(k) = x˜(k|k − 1) + L(y(k) −Cx˜(k|k − 1)) (34)
where x˜(k|k − 1) represents x˜(k) estimated at time k − 1,
and L is designed offline.
3. Control input update:
u(k) = Kx x˜(k) + Kdw˜(k) + v∗0 (35)
where Kx and Kd are the linear noncasual optimal control
gains defined offline from Lemma 1; v∗0 is the first element
of the solution of the optimisation (31).
4. Estimator updates:
x˜(k + 1|k) = Ax˜(k) + Buu(k) + Bww˜(k) (36)
where w˜ is the measured current wave elevation.
5. Numerical simulations
This Section presents three sets of simulation results to show
the efficacy of the proposed feedback noncausal MPC method,
and validates its robustness against wave prediction error. In
Subsection 5.1, a set of simulations based on a reduced-order
model will be provided for geometric visualisation of the satis-
faction of recursive feasibility. To show the efficacy of the feed-
back noncausal MPC, another set of the simulations are pre-
sented based on a high-order model in Subsection 5.2. Finally,
the influence of wave prediction error on the control response
is demonstrated by simulations.
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5.1. Simulation set 1: Constraint handling using the constraint
tightening approach
The simulation in Subsection 5.1 is based on a reduced-order
model, which is derived using a static excitation coefficient De
and a static radiation coefficient Dr to approximate the dynam-
ical realisations of (8) and (9). This results in a 2nd-order state-
space model
Ac =
[
0 1
− ksm −Drm
]
Bwc =
[
0
De
m
]
Buc =
[
0
1
m
]
Cz =
[
0 1
] (37)
where w := zw, z := z˙v, x := [zv, z˙v]. The parameters are sum-
marised in Table 1
Table 1: The parameters used for the 2nd-order model in simulation set 1
Description Notation values
Stiffness ks 6.39 × 105 N/m
Float mass ms 7 × 103 kg
Added mass ma 1 × 103 kg
Total mass m 8 × 103 kg
Input force limit umax 2 × 105 N
Heave displacement limit dmax 1 m
Heave velocity limit vmax 3 m/s
Radiation coefficient Dr 2 × 105 kg/s
Excitation coefficient De 4 × 103 kg/s2
After discretising the system with a sampling time ts = 0.1
s, the feedback noncausal MPC is formulated using Algorithm
2. A tp = 0.5 s or equivalently np = 5 of wave prediction
is assumed to be available from a wave prediction technique.
The objective function adopted is described in (16), where Q
and r are tuned to be small enough to maximise energy output
while the DARE (17d) still yields a unique stabilising solution.
The controller gains Kx and Kd are computed using (17). The
observer gain L is appropriately tuned to be sufficiently large to
guarantee the accurate state estimation x˜ ≈ x.
The existence of a feedback noncausal MPC that guaran-
tees recursive feasibility is determined by the existence of the
MOAS (22). In this case, the largest wave magnitude that the
WEC can operate safely is 1.15 m.
Fig. 5 shows the MOAS of the system (12) with terminal
local controller Kx (22) and state and input constraints |x1| ≤ 1
m, |x2| ≤ 3 m/s and |u| ≤ 20 kN respectively subject to as-
sumed maximal disturbance |w| ≤ 1 m. Fig. 6 and Fig. 7
show the tightened state and input constraints (24) for auxiliary
prediction system (23) respectively. The size of tightened con-
straints shrinks with the increase of prediction steps k. Figs.
5-7 are computed using YALMIP (Lo¨fberg, 2004) and Multi-
Parametric Toolbox (MPC) (Herceg et al., 2013).
Next, time simulations are presented with a segment of real
wave heave elevations for a period of 200 s gathered off the
coast of Cornwall, UK. Fig. 8 indicates that whilst the wave
elevations are bounded by the assumed maximal wave magni-
tude |w| ≤ 1 m for most of the time, there are a few exceptions,
Figure 5: MOAS Σ with state constraints |x1 | ≤ 1 m, |x2 | ≤ 3 m/s and input
constraints u ≤ 20 kN subject to disturbance |w| ≤ 1 m.
Figure 6: Tightened state constraints Xk and tightened terminal constraints XT
for auxiliary prediction system (23)
-0.5 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
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Figure 7: Tightened input constraints Uk for auxiliary prediction system (23)
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Figure 8: A 200 s period of real sea wave profile is used in simulations
especially at 7 s 140 s and 168 s. This wave profile is used
in the following simulations to further show the efficacy of our
proposed feedback noncausal MPC method in coping with con-
straints.
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Figure 9: State trajectories
In Figs 9-10, comparative simulation results are presented us-
ing the feedback noncausal MPC based on Algorithm 2 and the
corresponding linear noncausal optimal control with the same
coefficients Kx and Kd. Fig. 9 and Fig. 10 show the state and
input responses respectively. Whilst the state constraints are
strictly satisfied and inactive for all the time using both con-
trollers, the input constraint violations occur at t = 7 s, t = 140
s and t = 168 s using the linear noncausal optimal control
(LOC), which roughly match the time instances when the wave
peaks are significantly larger than 1 m in Fig. 8. However, the
input constraint violations which occur when using the linear
noncausal optimal control are avoided when the feedback non-
causal MPC is adopted. When constraints are active at t = 7 s,
t = 140 s and t = 168 s, it is shown in Fig. 10 that the auxil-
iary variable v comes into effect and keeps the input constraints
satisfied. This clearly illustrates the advantage of the feedback
noncausal MPC in explicitly handling constraints.
To show the energy conversion efficiency of the proposed
feedback noncausal MPC subject to constraints, the perfor-
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Figure 10: Input trajectories
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Figure 11: Input constraint and state constraints are strictly satisfied using re-
tuned LOC
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Figure 12: Energy output (992 KJ energy output when using the feedback non-
causal MPC vs 787 KJ when using the retuned linear noncausal optimal control)
mance of the WEC using the feedback noncausal MPC is com-
pared with that using the linear noncausal optimal control (Zhan
and Li, 2018), whose weights are retuned to ensure the input
constraint and state constraints are inactive during the simula-
tion, as shown in Fig. 11. Fig. 12 compares the energy output
when using these two controllers: 992 kJ of wave energy is con-
verted when using the feedback noncausal MPC compared with
787 kJ when using the linear noncausal optimal control, which
represents an increase of 26% increase of conversion efficiency.
The simulation results in Subsection 5.1 validate the efficacy
of the feedback noncausal MPC to handle input and state con-
straints and also produce a good amount of wave energy output.
Note that the computational burden using the proposed feed-
back MPC that requires online optimisation is obviously greater
than the LOC, whose coefficients are all computed offline, with
the time to perform 200 s of simulation being 14.76 s with MPC
and 0.016 s with LOC, respectively. The proposed noncausal
feedback MPC can still be implemented on economically vi-
able microprocessor since the online optimisation problem is
a convex QP, which can be efficiently resolved using mature
optimisation method, e.g. interior point method or active set
method.
5.2. Simulation set 2: Demonstration of effectiveness of incor-
porating future wave predictions in MPC.
In Subsection 5.2, the simulations are presented based on a
full-order WEC model (11) to show the universal efficacy of
our proposed feedback noncausal MPC. The parameters of this
WEC are adopted from (Yu and Falnes, 1995) and summerised
in Table 2.
The dynamic modelling of the radiation force (8) and excita-
tion force (9) are given respectively by
Ar =
0 0 −17.91 0 −17.70 1 −4.41
 , Br =
36.539475.1

Cr =
[
0 0 1
] (38)
Table 2: The parameters used for the full-order model in simulation set 2
Description Notation values
Stiffness ks 3866 N/m
Float mass ms 242 kg
Added mass ma 83.5kg
Total mass m 325.5 kg
Input force limit umax 6 kN
Heave displacement limit dmax 0.5 m
Heave velocity limit vmax 1 m/s
and
Ae =

0 0 0 0 −400
1 0 0 0 −459
0 1 0 0 −226
0 0 1 0 −64
0 0 0 1 −9.96
 , Be =

1549886
−116380
24748
−644
19.3

Ce =
[
0 0 0 0 1
]
(39)
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Figure 13: State trajectories
Three cases of the proposed feedback noncausal MPC with
wave prediction length (tp = 0.5 s, tp = 1 s and tp = 3 s)
and a case with robust causal MPC proposed in (Zhan et al.)
are compared to demonstrate the effectiveness of incorporating
short time wave predictions in MPC design. The wave profile
is irregular and appropriately scaled according to the size of the
WEC.
Fig. 13 and Fig. 14 show the state and input trajectories
for these cases respectively. The state and input constraints
are satisfied all the time. Whilst the magnitude of wave feed-
forward part becomes greater with the increase of wave predic-
tion length, the magnitude of the maximal control input signal
does not have significant changes, which provides a fair com-
parison basis. Fig. 15 shows the power and energy outputs for
four cases. The energy outputs with causal MPC and feedback
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Figure 14: Input trajectories
noncausal MPC with wave prediction length of 0.5 s, 1 s and
3 s are 33.92 kJ, 35.91 kJ, 38.82 kJ and 43.15 kJ respectively,
which represents 5.9%, 14.4% and 27.2% energy increases by
incorporating wave predictions into the WEC MPC with pre-
diction length of 0.5 s, 1 s and 3 s, respectively.
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Figure 15: Energy output
5.3. Simulation set 3: Influence of wave prediction error.
In Subsection 5.2, the simulations are based on the 100%
accurate wave prediction. However, prediction errors are in-
evitable for any wave prediction technique. To demonstrate the
influence of the prediction errors on the proposed control strat-
egy, a set of simulations are provided based on inaccurate wave
prediction information. The WEC model and parameters used
in this Subsection are the same with those used in the Subsec-
tion 5.2. The wave prediction length is 3 s.
To facilitate the simulation, at each time step, the wave pre-
diction is assumed to have statistical wave prediction errors,
where the discrepancies of the actual wave elevations and the
predicted wave elevations increase with the length of the pre-
diction time from the current time. Fig. 16 shows a snapshot
of the predicted wave profiles with statistically added predic-
tion errors from the current time step (shown in red dot lines)
and the actual wave profile (shown in blue solid line). Note that
for demonstration purpose, the wave prediction discrepancies
used in the Simulation set 3 are intentionally chosen to be no-
tably greater than those using the state-of-art wave forecasting
techniques (Belmont et al., 2014; Fusco and Ringwood, 2010;
Me´rigaud and Ringwood, 2018).
Comparative simulations are obtained using
1. The feedback noncausal MPC with 3 s of perfect wave
prediction information; the simulation results are referred
as “Actual” shown in blue solid line;
2. The feedback noncausal MPC with 3 s of imperfect wave
predictino information whose prediction error increases
with the prediction time; the simulation results are referred
as “Predicted” and shown in red dashed line.
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Figure 16: Inaccurate wave prediction with growing discrepancies using in
Simulation set 3.
Fig. 17 shows the state and input responses for both cases.
Compared with the feedback noncausal MPC based on accurate
wave prediction, the state and input responses are very similar.
Fig. 18 shows the comparative energy output. By using the in-
accurate wave prediction, 42.50 kJ of energy is produced, which
represents a 1.5% of performance degradation compared with
the 43.15 kJ of energy conversion using the accurate wave pre-
diction. This result shows that even when the wave prediction
error is significant enough, the feedback noncausal MPC can
still outperform the feedback causal MPC significantly, with a
25% of energy conversion increase, and thus the proposed non-
causal feedback MPC is very robust to the wave prediction er-
ror.
6. Conclusion
This paper improves our previous result (Zhan et al.) by
proposing a feedback noncausal MPC strategy for WECs that
can directly incorporate short term wave prediction information
into the WEC control to increase the energy output. This novel
feedback noncausal MPC preserves the features of guarantee-
ing the recursive feasibility and robust constraint satisfaction.
The sea condition for the WEC to safely operate can be explic-
itly calculated, which provides an important guideline for the
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Figure 17: State and input trajectories using feedback noncausal MPC based on
3-s of wave prediction with/without prediction error.
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Figure 18: Energy output comparison between feedback noncausal MPCs based
on accurate and inaccurate wave predictions.
WEC design and WEC controller tuning for guaranteeing safe
operations. The proposed method can be potentially extended
to a general class of energy conversion control problems. Since
the associated mooring system in the PTO may affect the WEC
dynamics though it can fit more realistic applications, we will
further explore the applicability of the proposed control method
for systems with mooring systems in our further work.
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