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Kurzfassung
In der heutigen Zeit, in der immer mehr Daten zur Verfügung stehen, gewinnt das Data-Mining
zunehmendan Bedeutung. Insbesondere ist die Klassifizierung eine zentrale Methode des Data-
Minings. Eine Möglichkeit Daten zu klassifizieren, stellt die Nächste-Nachbarn-Klassifikation dar.
Dabei wird einem Objekt eine Klasse nur aufgrund dessen lokaler Nachbarschaft zugewiesen.
Der naive Ansatz zur Lösung der Nächste-Nachbarn-Klassifikation setzt jedoch voraus, dass alle
anderen Objekte in der Datenmenge betrachtet werden müssen, wodurch er eine quadratische
Komplexität besitzt, was bei deren stetig wachsender Größe immer ineffizienter wird. Aufgrund
dieser hohen Kosten, sind bei großen Datenmengen approximierende Verfahren attraktiv.
Ein solches approximierendes Verfahren ist das in dieser Arbeit verwendete Locality Sensitive
Hashing. Dieses Verfahren teilt alle Datenpunkte basierend auf deren Lokalisation durch spezielle
Hash-Funktionen in Hash-Buckets auf. Mithilfe dieser Aufteilung müssen bei der Suche nach den
Nächsten-Nachbarn nicht mehr alle Datenpunkte betrachtet werden. Zusätzlich zur Wahl des
Algorithmus, muss jedoch auch auf eine hochperformante Implementierung für Grafikkarten
geachtet werden.
Dabei konnte auf NVIDIAs QUADRO GP100 Grafikkarte eine Laufzeitverbesserung um das bis
zu 10-fache bei einer gleichzeitigen Genauigkeit von über 90%, gegenüber einer ebenfalls für
Grafikkarten optimierten Implementierung des Naiven Algorithmus, für einen Datensatz mit
500 000 Datenpunkten in 10 Dimensionen beobachtet werden.
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1 Einleitung
In der heutigen Zeit stehen immer mehr Daten, durch immer mehr smarte Geräte mit unzähligen
Sensoren, Social Media Seiten, Weltraumteleskope mit hochauflösenden Objektiven, Sensoren
und Kameras in autonom-fahrenden Autos, usw., zur Verfügung. Um diese große Menge an Daten
verarbeiten zu können, muss immer häufiger auf (halb-)automatische Verfahren zurückgegrif-
fen werden. Eine Möglichkeit bietet das Data-Mining, das ein Teil des iterativen Prozesses des
Knowledge Discovery in Databases (KDD) ist. Die Aufgabe des KDD ist es low-level Daten in eine
nützlichere oder kompaktere Form zu bringen [FPS96]. Data-Mining findet z. B. Einsatz im Gesund-
heitswesen zur Betrugserkennung oder zur Verbesserung der Kundenzufriedenheit [KT+11]. Aber
auch bei der Analyse von Verbrechen und der Erkennung von Beziehungen zwischen Verbrechen
und deren Tätern kann Data-Mining von großem Nutzen sein [KJE11].
Eine wichtige Methode des Data-Minings ist die Klassifizierung. Bei der Klassifikation sollen
neuen Eingabedaten zuvor definierte Klassen, mithilfe bereits bekannter und vorannotierter Daten,
zugewiesen werden [Bis11]. Bei der Klassifikation sollen neue Daten zuvor definierte Klassen
zugewiesen werden, basierend auf bereits bekannten Datensätzen. Ein möglicher praxisnaher
Anwendungsfall für Klassifikation ist die Spam-Erkennung von Produkt Reviews [JL07].
Zur Lösung eines Klassifikationsproblems werden Klassifikatoren benötigt. Als ein solcher Klas-
sifikator kann die Suche der k-Nächsten-Nachbarn (kNN) verwendet werden. Die kNN eines
Punktes x sind die k Punkte, die diesem Punkt x am nächsten liegen. Bei der Klassifikation wird
dann dem neuen Punkt x die Klasse zugewiesen, zu der am meisten seiner kNN gehören. Der
kNN-Klassifizierer wird z. B. häufig für die Klassifizierung von Texten aufgrund seiner Einfachheit
verwendet [HTZH07; Seb02; Tan06].
Die einfachste Möglichkeit, um die kNN eines Punktes zu bestimmen, besteht darin, die Distanz
zu allen anderen Datenpunkten zu bestimmen. Durch die steigende Menge an vorhandenen Daten
wird dieser Ansatz jedoch immer ineffizienter, da zu viele Punkte betrachtet werden müssen.
Deshalb werden andere Ansätze für eine effiziente Bestimmung der kNN eines Punktes benötigt.
Eine Möglichkeit bietet die Klasse der approximierenden kNN Verfahren. Bei diesen werden
nicht mehr alle Punkte der Datenmenge betrachtet, sondern nur ein Teil von diesen. Dadurch
sinken zwar potentiell die Laufzeiten, aber es müssen mögliche Fehler im Ergebnis in Kauf
genommen werden, da nicht mehr zwingend die exakten kNN eines Punktes berechnet werden.
Ein solches approximierendes Verfahren ist der Algorithmus des Locality Sensitive Hashing
(LSH) [AI06; HIM12; IM98; SC08]. Bei diesem werden die Daten mithilfe von speziellen Hash-
Funktionen in Hash-Tabellen einsortiert. Bei der Suche der kNN eines Punkte x müssen nur noch
die Punkte angeschaut werden, die in dem selben Hash-Bucket wie x liegen, was die Anzahl der
zu untersuchenden Punkte reduziert.
Aufgrund der immer größer werdenden Datenmengen wird es zudem immer wichtiger die zur
Verfügung stehenden Hardware-Ressourcen effizient auszunutzen. Deshalb wird in dieser Arbeit
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mithilfe des CUDA Parallel Programming Models eine kNN Suche auf einer NVIDIA Graphics Pro-
cessing Unit (GPU) implementiert, um von deren massiver Parallelität zu profitieren [NVI18a]. Da
sich die Hardwarestruktur von GPUs mitunter stark von der der Central Processing Units (CPUs)
unterscheidet, müssen einige Aspekte beachtet werden. So muss auf ein richtigen Speicherzugriff
(Register oder Global Memory) geachtet, der Funktionsaufruf an das zu lösende Problem angepasst
(wie viele Threads?) und die generelle Programmstruktur (wenige bis keine If-Abfragen) bedacht
werden.
In Kapitel 2: k-Nächste-Nachbarn werden zunächst die Grundlagen der kNN, das eigentliche
Problem und ein möglicher Algorithmus beschrieben. Im folgenden Kapitel 3: Locality Sensitive
Hashing werden die benötigten Hash-Funktionen behandelt und der eigentliche LSH Algorithmus
besprochen. Verwendet wurde dabei ausschließlich der euklidische Abstand. Anschließend wird in
Kapitel 4: CUDA Parallel Programming Model ein Überblick über dieses gegeben, um die spätere
Implementierung besser nachvollziehen zu können. Das darauf folgende Kapitel 5: Implementie-
rung behandelt die Umsetzung der kNN Suche mithilfe von LSH auf NVIDIAs QUADRO GP100.
Dabei wird vor allem auch auf die vorgenommenen Optimierungen für die GPU eingegangen. In
Kapitel 6: Ergebnisse werden die erzielten Laufzeiten und Genauigkeiten besprochen. Abschlie-
ßend werden in Kapitel 7: Verwandte Arbeiten andere Ansätze von LSH und der kNN Suche
behandelt, sowie in Kapitel 8: Fazit eine kurze Zusammenfassung gegeben und in Kapitel 9: Aus-
blick auf mögliche Erweiterungen bzw. Ergänzungen eingegangen.
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Im folgenden Kapitel wird zuerst das Problem der k-Nächsten-Nachbarn (engl. k-Nearest-
Neighbors) formal definiert und in diesem Zusammenhang auch die approximierten kNN kurz
angesprochen. Anschließend wird der Naive Ansatz zur Lösung dieses Problems erläutert.
2.1 Definition
Um das Problem der kNN formal beschreiben zu können, wird zuerst eine weitere Definition
benötigt.
Definition 2.1.1 (k-elementige Permutationen)
Gegeben einer Menge von DatenpunktenD und einem k ∈ N∗∧k ≤ |D|, dann ist PermD,k definiert
als:
PermD,k := {Ai ⊆ D | |Ai| = k}
Damit entspricht |PermD,k|, also die Anzahl an k-elementigen Teilmengen von D, dem Binomi-
alkoeffizienten
(|D|
k
)
.
Mithilfe der Definition 2.1.1 können nun die kNN beschrieben werden.
Definition 2.1.2 (k-Nächste-Nachbarn)
Die k-Nächsten-Nachbarn eines gegebenen Punktes x ∈ D und einer Distanzfunktion dist sind
definiert als:
argmin
m∈PermD\{x},k
 ∑
yi ∈m
dist(x, yi)

Das Problem der kNN lässt sich also einfach und mit wenigen Worten beschreiben: Gegeben einer
Menge von Datenpunkten D, wähle einen Punkt x aus dieser Menge aus und berechne die k
Punkte, die diesem Punkt x, in Bezug auf eine gegebene Distanzfunktion, am nächsten liegen.
In Abbildung 2.1 ist ein einfaches, stark reduziertes Anwendungsbeispiel für die Suche der kNN
bei einer Klassifizierung zu sehen. Gegeben sind 17 Datenpunkte, jeweils bereits annotiert mit
einer von zwei Klassen: die Klasse der blauen Quadrate oder der roten Kreise. Nun soll ein neuer
Punkt, dargestellt als grüner Diamant, klassifiziert werden. Dafür werden dessen 4NN bestimmt.
In diesem Beispiel sind drei dieser Nachbarn mit der Klasse der roten Kreise annotiert und einer
mit der der blauen Quadrate. Daher wird der neue Punkt der Klasse der roten Kreise zugeordnet.
Wie bereits in der Einleitung erwähnt, bieten approximierende Verfahren den Vorteil, dass sie
nicht alle Datenpunkte bei der Suche der kNN betrachten müssen, aber in manchen Fällen nicht die
exakten kNN berechnen. In vielen Anwendungsfällen sind jedoch die exakten nächsten Nachbarn
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Abbildung 2.1: Die kNN (durchgezogene Linien: exakte kNN, gestrichelte Linien: approximierte
kNN) des zu klassifizierenden Punktes (grüner Diamant).
nicht zwingend notwendig und es genügt, lediglich Punkte zurückzugeben, die nahe an den
exakten Nachbarn liegen, aber nicht zwingend mit diesen übereinstimmen.
Ein derartiges Beispiel kann ebenfalls in Abbildung 2.1 betrachtet werden. Würde bei diesem
Beispiel nur ein approximierendes Verfahren verwendet werden, könnte es passieren, dass die mit
gestrichelten Linien markierten Punkte als die 4NN zurückgegeben werden. Diese vier Punkte
stimmen jedoch nichtmit den korrekten Nachbarn im Sinne der Definition 2.1.2 und des vorherigen
Beispiels überein. Dennoch ändert dieser Umstand nichts an der Klassifizierung des neuen Punktes,
da unter den inkorrekten Nachbarn immer noch drei mit der Klasse der roten Kreise und einer
mit der Klasse der blauen Quadrate annotiert sind.
2.2 Naiver Algorithmus
Am einfachsten können die kNN eines Punktes x, wie in Definition 2.1.2 beschrieben, bestimmt
werden. Das Problem hierbei ist die Anzahl an möglichen Permutationen. Bei 50 000 gegebenen
Datenpunkten und einem k = 5 müssten demnach
(50 000
5
) ≈ 2,604× 1021 verschiedene Permu-
tationen betrachtet werden. Würde für die Berechnung der Summe 1 ns benötigt werden (die
Bestimmung des argmin nicht berücksichtigt), würden bei diesem Ansatz die kNN des Punktes
x nach ca. 82 561 Jahren feststehen, was diesen Ansatz für größere Datensätze unbrauchbar
macht.
Generell ist die Laufzeit dieses Algorithmus zur Suche der kNN eines Punktes von der Anzahl
an möglichen Permutationen, also von |PermD,k|, abhängig. Für ein fixes k ergibt sich daraus
eine exponentielle Komplexität von O(|D|k). Dies ist zurückzuführen auf die Formel für den
Binomialkoeffizienten:(
n
k
)
= n!
k! · (n− k)! =
n · (n− 1) · · · · · (n− k + 1)
k! =
k∏
i=1
n+ 1− i
i
∈ O(nk)
Ein Problem des gerade beschriebenen Ansatzes ist es, dass der Abstand zwischen dem gegebenen
Punkt x und einem beliebigen anderen Punkt y mehrfach berechnet werden muss. Effizienter ist
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Algorithmus 2.1 Pseudo-Code Naiver Algorithmus
1: Gegeben: Menge von Datenpunkten D
2: function kNearestNeighbors(k ∈ N+, x ∈ D)
3: nn = arr[k] ∈ D // Array der Länge k, enthält die kNN von x
4: distances = arr[k] ∈ R // enthält die Distanzen zw. den kNN und x
5: max = Double.MAX // die aktuelle max. Distanz zw. x und seinen kNN
6: argmax = 0 // distances[argmax] = max
7: for all Datenpunkte yi ∈ D \ {x} do
8: Berechne d = dist(x, yi)
9: if max > d then
10: Setze nn[argmax] = yi
11: Setze distances[argmax] = d
12: Berechne neuesmax und argmax
13: end if
14: end for
15: return nn
16: end function
es, den Abstand zwischen x und allen anderen Punkten yi ∈ D \ {x} nur einmal zu berechnen
und anschließend die k Punkte zu bestimmen, deren Distanz zu y minimal ist (bzw. zu den k
kleinsten Distanzen gehören).
Der Algorithmus 2.1 unterscheidet sich von dem gerade genannten Ansatz nur in der Hinsicht,
dass nicht erst alle Distanzen berechnet werden und anschließend die k nächsten Punkte gesucht
werden, sondern diese immer direkt in einem extra Array (Zeile 3) gespeichert werden, das, wenn
nötig, entsprechend aktualisiert wird.
Wie in dem Algorithmus 2.1 zu sehen ist, kann die kNearestNeighbors-Funktion die kNN
eines gegebenen Punktes x in linearer Zeit berechnen. Dies entspricht einer Komplexität von
O(n) für n = |D|. Sollen nun die kNN aller Punkte xi ∈ D bestimmt werden, muss dafür die
kNearestNeighbors-Funktionn-mal aufgerufenwerden, was somit insgesamt einer Komplexität
von O(n2) entspricht.
Dies ist zwar bereits eine deutliche Verbesserung zu dem zuvor behandelten Ansatz, jedoch
wächst auch eine Laufzeit mit quadratischer Komplexität in der Größe des Datensatzes für große
Datensätze noch zu schnell, um damit Datensätze mit Millionen bis Milliarden von Datenpunkten
auf aktueller Hardware ausreichend schnell zu verarbeiten.
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3 Locality Sensitive Hashing
Im folgenden Kapitel wird der von Indyk und Motwani [IM98] vorgeschlagene Ansatz des Lo-
cality Sensitive Hashing vorgestellt. Dieser Algorithmus basiert auf der Idee, die Datenpunkte
einer beliebigen Datenmenge, an die keine weiteren Bedingungen geknüpft sind (wie z. B. eine
Gleichverteilung der Datenpunkte), aufgrund deren Position im Raum oder deren Ähnlichkeit
mithilfe von Hash-Funktionen in Hash-Buckets aufzuteilen. Bei einer späteren Suche der kNN
müssen dann nicht mehr alle Datenpunkte betrachtet werden, sondern nur noch die in dem ent-
sprechenden Hash-Bucket, was die Komplexität und somit die Laufzeit verbessert. Algorithmen,
die auf solch einer Aufteilung basieren, können in zwei Schritte aufgeteilt werden:
1. Die Datenpunkte werden nach einem zuvor definierten Verfahren in unterschiedliche
Gebiete oder Gruppen aufgeteilt. Solange sich die Datenpunkte nicht ändern (z. B. kein
neuer Punkt hinzukommt), muss dieser Schritt nicht wiederholt werden und kann für jede
Nachbarschaftssuche gleichermaßen wiederverwendet werden.
Im Fall von LSH werden alle Datenpunkte mithilfe von lokalitätserhaltenden (engl. locality
sensitive) Hash-Funktion in Hash-Tabellen einsortiert.
2. Die eigentliche Suche der kNN. Diese sollte nun durch die zuvor durchgeführte Gebiets-
aufteilung effizienter sein, als beim Naiven Algorithmus (Abschnitt 2.2). Da im Verhältnis
häufiger nach den kNN gesucht wird, als dass sich die Datenpunkte ändern, ist es wichtig,
dass dieser zweite Schritt so effizient wie möglich ist.
Bei LSH werden die zuvor erstellten Hash-Tabellen verwendet, um die Anzahl an möglichen
nächsten Nachbarn bei der kNN Suche zu reduzieren.
Im folgenden werden zuerst die nötigen lokalitätserhaltenden Hash-Funktionen behandelt. Da
diese abhängig von der zugrundeliegenden Metrik sind, wird hier nur auf den in dieser Arbeit
verwendeten euklidischen Abstand eingegangen. Für weitere Metriken und deren entsprechende
Hash-Familie siehe Anhang A.1. Im Anschluss wird der Algorithmus zur Berechnung der kNN
mithilfe von LSH und den zuvor besprochenen Hash-Funktionen beschrieben und anhand eines
kleinen Beispiels verdeutlicht.
3.1 Hash-Familie
In diesem Abschnitt werden die lokalitätserhaltenden Hash-Funktionen für den euklidischen
Abstand genauer behandelt. Da bei LSH diese Hash-Funktionen basierend auf der verwendeten
Metrik bzw. Distanzfunktion gewählt werden müssen, wird zuerst definiert, was eine Metrik
kennzeichnet [Men28].
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Definition 3.1.1 (Metrik)
Eine Abbildung dist : D ×D → R, für eine gegebene Menge an Datenpunkten D, ist eine zulässige
Metrik auf D, falls für beliebige x, y, z ∈ D folgende Bedingungen erfüllt sind:
1. dist(x, y) ≥ 0 (Positive Definitheit)
2. dist(x, y) = 0 ⇐⇒ x = y (Identität)
3. dist(x, y) = dist(y, x) (Symmetrie)
4. dist(x, y) ≤ dist(x, z) + dist(z, y) (Dreiecksungleichung)
Basierend auf der gewählten Metrik können nun die entsprechenden Hash-Funktionen erstellt
werden. Das Ziel von allgemein verwendeten Hash-Funktionen ist es so wenig Kollisionen wie
möglich zu erzeugen, d. h. zwei Punkte besitzen nur mit einer sehr geringen Wahrscheinlichkeit
den selben Hash-Wert. Die bei LSH verwendeten Hash-Funktionen besitzen jedoch ein anderes
Ziel, da diese gezielt Kollisionen erzeugen sollen. Formal kann dies, wie auch schon von Indyk
und Motwani [IM98] beschrieben, definiert werden wie folgt.
Im Gegensatz zu den allgemein verwendeten Hash-Funktionen, deren Ziel es ist, so wenig Kolli-
sionen wie möglich zu erzeugen, ist jedoch der Grundgedanke von Hash-Funktionen, die bei LSH
Hash-Familien zum Einsatz kommen, ein anderer.
Definition 3.1.2 (LSH Hash-Familie)
Eine Hash-FamilieH heißt (r1, r2, p1, p2) - sensitiv, gegeben einer zulässigen Metrik dist, falls für
beliebige x, y ∈ D gilt:
• wenn dist(x, y) ≤ r1, dann ist Pr(h(x) = h(y)) ≥ p1
• wenn dist(x, y) ≥ r2, dann ist Pr(h(x) = h(y)) ≤ p2
für r1 < r2 und p1 > p2
Liegen zwei Punkte also nahe zusammen, dann besitzen sie mit hoher Wahrscheinlichkeit den
selben Hash-Wert, liegen sie jedoch weit auseinander, so haben sie nur mit geringer Wahrschein-
lichkeit den gleichen Hash-Wert. Die Definition von „nahe“ kann hierbei auf unterschiedliche
Weise von der verwendeten Metrik bestimmt werden, so ist die „Nähe“ zweier Mengen z. B. nicht
durch ihre räumliche Distanz definiert, sondern durch ihre Ähnlichkeit, wie bei der Jaccard-Distanz
im Anhang A.1.3 zu sehen ist.
Die Bedingungen an r1, r2 und p1, p2 ergeben sich hierbei durch eine einfache Betrachtung. Wäre
p2 größer als p1, dann wäre es wahrscheinlicher, dass zwei Punkte den selben Hash-Wert besitzen,
obwohl sie weit auseinander liegen (bzw. sich nicht ähnlich sind). Dies widerspricht jedoch der
Idee einer Hash-Funktion für LSH. Mit r1 und r2 verhält es sich analog: wäre r1 größer als r2,
würden selbst Punkte mit einem großen Abstand zueinander den gleichen Hash-Wert bekommen.
Auch dies widerspricht der Idee der LSH Hash-Funktionen.
22
3.1 Hash-Familie
1 2 3 4
1
2
3
4
5
x
y
disteuclid(x, y) =
√
(1− 3)2 + (4− 1)2 ≈ 3.61
Abbildung 3.1: Beispiel des euklidischen Abstands in R2.
3.1.1 Euklidischer Abstand
Der euklidische Abstand wird auf Punkte innerhalb des euklidischen Raums angewandt. Fasst man
diesen als Vektorraum auf, kann jeder Punkt als ein Vektor vomUrsprung zu sich selbst beschrieben
werden. Beim euklidischen Abstand ist die Distanz zwischen zwei Punkten definiert als die
Quadratwurzel der Summen der Quadrate der Differenzen zweier Vektoren. Anders formuliert ist
es die kleinst mögliche Distanz, um von einem Punkt zu einem anderen zu gelangen.
Definition 3.1.3 (Euklidischer Abstand)
Für zwei beliebige Vektoren x, y ∈ Rd ist der euklidische Abstand definiert durch:
disteuclid(x, y) =
√√√√ d∑
i=1
(xi − yi)2
In Abbildung 3.1 kann der euklidische Abstand für zwei Punkte im zweidimensionalen Raum
betrachtet werden. Dort wird disteuclid auch häufig als Luftlinie zwischen zwei Punkten bezeichnet.
Die Darstellung der euklidischen Distanz ist eindeutig.
Da in dieser Arbeit der euklidische Abstand als Metrik verwendet wurde, folgt der Beweis, dass
dieser eine zulässige Metrik nach Definition 3.1.1 ist.
Für alle x, y ∈ R muss gelten:
1. disteuclid(x, y) ≥ 0 :
∀xi, yi ∈ R : (xi − yi)2 ≥ 0 =⇒
d∑
i=1
(xi − yi)2 ≥ 0 =⇒
√
d∑
i=1
(xi − yi)2 ≥ 0
=⇒ disteuclid(x, y) ≥ 0 
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2. disteuclid(x, y) = 0 ⇐⇒ x = y:
disteuclid(x, y) =
√
d∑
i=1
(xi − yi)2 = 0 ⇐⇒
d∑
i=0
(xi − yi)2 = 0
⇐⇒ ∀ 1 ≤ i ≤ d : (xi − yi) = 0 ⇐⇒ ∀ 1 ≤ i ≤ d : xi = yi
=⇒ x = y 
3. disteuclid(x, y) = disteuclid(y, x) :
disteuclid(x, y) =
√
d∑
i=1
(xi − yi)2 =
√
d∑
i=1
(−yi + xi)2 =
√
d∑
i=1
((−1) · (yi − xi))2 =√
d∑
i=1
((−1)2 · (yi − xi)2) =
√
d∑
i=1
(yi − xi)2 = disteuclid(y, x) 
4. disteuclid(x, y) ≤ disteuclid(x, z) + disteuclid(z, y) :
disteuclid(x, z) + disteuclid(z, y) =
√
d∑
i=1
(xi − zi)2 +
√
d∑
i=1
(zi − yi)2
Minkowski
Ungleichung
≥√
d∑
i=1
((xi − zi) + (zi − yi))2 =
√
d∑
i=1
(xi − yi)2 = disteuclid(x, y) 
Damit ist der euklidische Abstand eine zulässige Metrik und kann für die Implementierung
verwendet werden.
3.1.2 Random Projections
Wie von Datar et al. [DIIM04] beschrieben, lässt sich für den euklidischen Abstand eine LSH
Hash-Familie mithilfe der Random Projections erstellen. Für diese Random Projections werden
zusätzlich α-stabile Verteilungen benötigt.
Definition 3.1.4 (α-stabile Verteilung)
Eine Verteilung V über R heißt α-stabil, wenn ein α ≥ 0 existiert, so dass für zwei Vektoren r ∈ Rd
und X ∈ Vd (d unabhängige und identisch verteilte Zufallsvariablen aus V) gilt, dass die beiden
Zufallsvariablen (für eine Zufallsvariable X mit der Verteilung V)
d∑
i=1
ri ·Xi und α
√√√√ d∑
i=1
|ri|α ·X
die gleiche Verteilung aufweisen.
Das Ziel ist es, eine Abbildung zu erstellen, die einem gegebenen Vektor der Länge d einen
Hash-Wert zuweist, unter der Bedingung, dass zwei Vektoren, die nahe zusammen liegen, mit
hoher Wahrscheinlichkeit den selben Hash-Wert bekommen. Die Idee ist es nun, einen Vektor a
der Länge d zu erstellen, wobei jeder Eintrag in a zufällig und unabhängig voneinander aus einer
α-stabilen Verteilung gewählt wurde. Wird nun das Skalarprodukt zwischen diesem Vektor a
und einem Punkt x ∈ Rd berechnet, ergibt sich daraus nach Definition 3.1.4 eine Zufallsvariable
mit der Verteilung α
√
d∑
i=1
|xi|α · X = ∥x∥α · X mit X als einer Zufallsvariable mit α-stabiler
Verteilung.
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Abbildung 3.2: Abbildung von Datenpunkten mithilfe der Hash-Funktion h auf den reellen
Zahlenstrahl und Bestimmung des Hash-Wertes eines beispielhaften Punktes.
Dieses Verhalten kann nun für die Erstellung von lokalitätserhaltenden Hash-Funktionen ver-
wendet werden. Der Abstand der Projektion zweier Punkte x, y ∈ R, für die ∥x− y∥α klein ist
(die also nahe zusammen liegen), auf den reellen Zahlenstrahl, ist mit ∥x− y∥α ·X verteilt. Wird
nun dieser Zahlenstrahl in Segmente aufgeteilt und jedem Punkt ein Hash-Wert, basierend auf
dem Segment, in dem er liegt, zugewiesen, ist diese Abbildung aufgrund der Verteilung von X
lokalitätserhaltend.
Auf Basis dieser Beobachtungen kann nun eine lokalitätserhaltende Hash-Funktion für den
euklidischen Abstand erstellt werden.
Definition 3.1.5 (Random Projection)
Gegeben eines Punktes x ∈ Rd, eines Vektors a ∈ Rd mit Einträgen aus einer α-stabilen Verteilung
und zweier Skalare w ∈ R+ und b ∈ [0, w], berechnet sich der Hash-Wert von x durch:
h(x) =
⌊
a · x+ b
w
⌋
Im Falle des euklidischen Abstands (Definition 3.1.3), der auf der l2-Norm basiert, wird eine
2-stabile Verteilung benötigt. Ein Beispiel für eine 2-stabile Verteilung ist die Standardnormalver-
teilung.
Definition 3.1.6 (Standardnormalverteilung)
Die Standardnormalverteilung (auch Standard-Gauß-Verteilung) ist eine 2-stabile Verteilung und ist
definiert als:
Distrgaussian(x) =
1√
2π
exp−
x2
2
In Abbildung 3.2 ist ein Beispiel für den zweidimensionalen Raum und der euklidischen Distanz
zu sehen. Durch a · x wird, wie mit dem roten Pfeil angedeutet, ein zweidimensionaler Punkt
auf den reellen Zahlenstrahl abgebildet. Die Einträge des Vektors a wurden dabei zufällig aus
der Standardnormalverteilung gezogen. Nach der Projektion wird diese noch um b auf dem
Zahlenstrahl verschoben, wie durch den blauen Pfeil dargestellt. Dabei darf b nicht größer sein
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als w, da es ansonsten passieren kann, dass ein Segment auf dem Zahlenstrahl übersprungen
werden würde. Danach wird der Zahlenstrahl in Segmente der Größew unterteilt. Das Segment, in
das ein Punkt fällt, entspricht dessen Hash-Wert. In diesem Beispiel bekommt der Punkt x =
(
2
2
)
den Hash-Wert 1 zugeordnet.
Der Beweis, dass die in Definition 3.1.5 vorgestellte Hash-Funktion wirklich lokalitätserhaltend
nach Definition 3.1.2 ist, folgt nach Datar et al. [DIIM04]. Dafür sei r1 = R und r2 = c · R
gegeben. Darüber hinaus beschreibt fα(t) die Wahrscheinlichkeitsdichtefunktion einer α-stabilen
Verteilung. Damit gilt:
p(c) = Pr(h(x) = h(y)) =
r∫
0
1
c
fα
(
t
c
)(
1− t
r
)
dt
Für einen festen Parameter r sinkt also dieWahrscheinlichkeitPr(h(x) = h(y))mit c = ∥x− y∥α.
Damit ist die vorgestellte Hash-Funktion (r1, r2, p1, p2) - sensitiv für p1 = p(1) und p2 = p(c)
mit c = r2
r1
.
3.1.3 Hash-Signatur
Mit diesen, durch die Random Projections erstellten, lokalitätserhaltenden Hash-Funktionen
h ∈ H kann für jeden Datenpunkt eine Hash-Signatur der Längem erstellt werden. Dafür werden
für jeden Punktm Hash-Werte mithilfe vonm verschiedenen Hash-Funktionen hi berechnet.
Definition 3.1.7 (Hash-Signatur)
Gegeben eine LSH Hash-FamilieH undm Hash-Funktionen hi ∈ H ergibt sich die Hash-Signatur g
eines Punktes x durch Konkatenation:
g(x) := (h1(x), h2(x), . . . , hm(x))
Wie auch von Leskovec, Rajaraman und Ullman [LRU14] beschrieben, können die Hash-
Funktionen einer Hash-Signatur auf zwei Arten konkateniert werden:
AND-Konkatenation:
Für zwei Punkte x, y ∈ D gilt g(x) = g(y) nur dann, wenn für alle 1 ≤ i ≤ m gilt
hi(x) = hi(y). Da die Hash-Funktionen h für alle Hash-Signaturen g frei ausH gewählt
wurden, sind alle AND-konkatenierten Hash-Signaturen g damit (r1, r2, pm1 , pm2 ) - sensitiv.
OR-Konkatenation:
Für zwei Punkte x, y ∈ D gilt g(x) = g(y) dann, wenn für ein 1 ≤ i ≤ m gilt hi(x) = hi(y).
Da die Hash-Funktionen h für alle Hash-Signaturen g frei ausH gewählt wurden, sind alle
OR-konkatenierten Hash-Signaturen g damit (r1, r2, 1−(1−p1)m, 1−(1−p2)m) - sensitiv.
Diese beiden Arten der Konkatenation können beliebig kombiniert werden. Ausgehend von einer
LSH Hash-Familie H kann mithilfe von AND-Konkatenationen mit m1 = 2 einen neu Hash-
FamilieH1 erstellt werden. Anschließend wird ausH1 durch OR-Konkatenationen mitm2 = 4
eine zweite Hash-FamilieH2 erstellt. Damit wäreH2 eine (r1, r2, 1− (1− p21)4, 1− (1− p22)4) -
sensitive Hash-Familie, wobei für jedes ihrer Elemente 8 Hash-Funktionen aus H verwendet
wurden.
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Algorithmus 3.1 Einsortieren aller Datenpunkte aus D in die l Hash-Tabellen
1: Gegeben:Menge von Datenpunkten D
2: // Erstelle die Hash-Tabellen vor der eigentlichen kNN Suche
3: for all Datenpunkte xi ∈ D do
4: for all Hash-Tabellen lj do
5: Berechne die Hash-Signatur gj von xi mithilfe der Hash-Funktionen hk ∈ gj
6: Füge xi dem Hash-Bucket lj [gj ] hinzu
7: end for
8: end for
Hash-Wert Punkte
0
1
2
3
4
0 1 2 3 4
Abbildung 3.3: Berechne den Hash-Wert aller Datenpunkte und sortiere diese anhand dieses
Wertes in eine Hash-Tabelle ein. Verwende diese Hash-Tabelle, um die Anzahl
an zu untersuchenden Datenpunkte bei der kNN Suche zu verringern.
3.2 LSH Algorithmus
Wie bereits gezeigt, kann LSH in zwei Schritte aufgeteilt werden. Im ersten dieser beiden Schritte
müssen alle Datenpunkte in l Hash-Tabellen einsortiert werden. Dafür muss für jeden Datenpunkt
für alle l Hash-Tabellen eine eigene Hash-Signatur berechnet werden. Mithilfe dieser Hash-
Signaturen werden nun alle Datenpunkte in die l Hash-Tabellen einsortiert (auch zu sehen in
Zeile 3-8 in Algorithmus 3.1), wobei aufgrund der möglicherweise großen Hash-Signaturen auf
herkömmliche Hashing-Verfahren zurückgegriffen werden muss. Im ersten Schritt bei LSH muss
also zweimal auf unterschiedliche Art gehashed werden, einmal um die Hash-Signaturen zu
erstellen und einmal um diese Hash-Signaturen in Hash-Buckets einer Hash-Tabelle abbilden zu
können. Dieses zweite Hashing-Verfahren wird in diesem Abschnitt nicht weiter behandelt, da
dafür herkömmliche, durch z. B. HashMaps bereitgestellte Hashing-Verfahren, verwendet werden
können.
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Algorithmus 3.2 Suche der kNN mithilfe der bereits erstellten Hash-Tabellen
1: function kNearestNeighbors(k ∈ N+, x ∈ D)
2: nn = arr[k] ∈ D // Array der Länge k, enthält die kNN von x
3: distances = arr[k] ∈ R // enthält die Distanzen zw. den kNN und x
4: max = Double.MAX // die aktuelle max. Distanz zw. x und seinen kNN
5: argmax = 0 // distances[argmax] = max
6: for all Hash-Tabellen lj do
7: Berechne die Hash-Signatur gj von x mithilfe der Hash-Funktionen hk ∈ gj
8: for all Datenpunkte yi ∈ Hash-Bucket gj in lj do
9: if yi ̸= x AND yi /∈ nn then
10: Berechne d = dist(x, yi)
11: if d > max then
12: Setze nn[argmax] = yi
13: Setze distances[argmax] = d
14: Berechne neuesmax und argmax
15: end if
16: end if
17: end for
18: end for
19: return nn
20: end function
Ein Beispiel hierfür ist in Abbildung 3.3 zu sehen. Hierbei wurde der Übersichtlichkeit halber
m = 1 und l = 1 gewählt. Das bedeutet, dass für jeden Punkt x nur eine Hash-Signatur berechnet
wird, die nur dem Hash-Wert einer Hash-Funktion h entspricht.
Wurden alle Datenpunkte in die Hash-Tabellen einsortiert, kann die eigentliche kNN Suche ge-
startet werden. Dabei werden zuerst die l Hash-Signaturen gi des gegebenen Punktes x berechnet.
Anschließend wird in jeder Hash-Tabelle li das Hash-Bucket mit dem Wert gi betrachtet und
die darin enthaltenen Punkte für die kNN Suche herangezogen (Zeile 7 und Zeile 8 in Algorith-
mus 3.2). Punkte, die in der selben Hash-Tabelle in einem anderen Hash-Bucket liegen, werden
nicht betrachtet, was die Anzahl an zu untersuchenden Datenpunkten reduziert.
Zur Veranschaulichung kann noch einmal die Abbildung 3.3 herangezogen werden. Als Beispiel
soll der 1NN des roten Punktes berechnet werden (d. h. der Punkt, der dem roten Punkt am
nächsten liegt). Wie vorher beschrieben, muss zuerst dessen Hash-Signatur bestimmt werden,
die hier 1 beträgt. Anschließend wird das Hash-Bucket mit dem Wert 1 angeschaut und alle
darin liegenden Punkte als mögliche nächste Nachbarn analysiert. Da in diesem Beispiel in dem
Hash-Bucket 1, außer dem roten Punkt, nur ein weiterer zu finden ist, kann dieser direkt als
nächster Nachbar zurückgegeben werden. Es konnten in diesem Beispiel im Vergleich zu dem
Naiven Algorithmus, der alle Punkte betrachtet hätte, somit drei Vergleiche gespart werden,
jedoch ist der zurückgegebene Punkt nicht der echte nächste Nachbar des roten Punktes. Der
echte nächste Nachbar wurde in ein anderes Hash-Bucket einsortiert. Dies kann passieren, da
die Wahrscheinlichkeit, dass die Hash-Signatur zweier ähnlicher Punkte gleich ist, hoch ist, aber
nicht bei 100% liegt. Aus diesem Grund ist LSH auch kein exaktes Verfahren, sondern nur ein
approximierendes.
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Als weiteres Beispiel soll der 1NN des blauen Punktes berechnet werden. Dabei wird in das
Hash-Bucket 3 geschaut und es kann festgestellt werden, dass dort kein anderer Punkt zu finden
ist. Somit kann hier kein nächster Nachbar zurückgegeben werden, obwohl dieser existiert. Da er
jedoch aufgrund einer anderen Hash-Signatur in einem anderen Hash-Bucket liegt, kann er nicht
gefunden werden.
Diesen beiden Problemen kann entgegen gewirkt werden, indem die Anzahl an Hash-Tabellen
erhöht wird und/oder die Anzahl an Hash-Funktionen (m) reduziert wird.
• Wird die Anzahl an Hash-Tabellen erhöht, werden für jeden Punkt mehr Hash-Signaturen
erstellt, wodurch sich die Wahrscheinlichkeit erhöht, dass zwei Punkte zumindest in einer
Hash-Signatur übereinstimmen.
• Wird die Anzahl m an Hash-Funktionen h in der Hash-Signatur g verringert, wird die
Wahrscheinlichkeit größer, dass zwei Punkte dieselbe Hash-Signatur besitzen, da sie dafür
bei kleineremm in weniger Hash-Werten übereinstimmen müssen.
In dem Pseudo-Code Algorithmus 3.2 ist das soeben beschriebene Vorgehen noch einmal kom-
pakter dargestellt. Interessant ist hierbei vor allem die Zeile 9. Dort wird überprüft, ob der aktuell
betrachtete Punkt bereits bekannt ist. Da es sein kann, dass ein Punkt, der nahe des gegebenen
Punktes x liegt, in mehreren Hash-Tabellen in das gleiche Hash-Bucket wie x fällt, würde dieser
Punkt mehrfach betrachtet werden. Deshalb könnte es ohne diese Abfrage passieren, dass nicht
die kNN zurückgegeben werden, sondern k-mal der nächste Nachbar (oder sogar k-mal der Punkt
x, da dieser zu sich selbst den geringsten Abstand besitzt). In beiden Fällen wäre das Ergebnis
jedoch unbrauchbar.
Die Komplexität dieses Algorithmus kann, wie bereits von Indyk undMotwani [IM98] beschrieben,
wie folgt angegeben werden: Existiert eine (r1, r2, p1, p2) - sensitive Hash-Familie unter einer
Distanzfunktion dist, so existiert auch ein Algorithmus mit einem Speicherverbrauch vonO(dn+
n1+ρ) und O(nρ) zu betrachtende Punkte mit ρ = ln
1
p1
ln 1p2
. Da nach Definition 3.1.2 p1 > p2 gilt,
ist somit die Laufzeit sublinear in der Anzahl an Datenpunkten für die Suche der kNN eines
Punktes.
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4 CUDA Parallel Programming Model
In diesem Kapitel soll ein grober Überblick über die verwendete NVIDIA GPU (engl. Graphical
Processing Unit) Architektur gegeben werden, um die spätere Implementierung besser verstehen
zu können. Da sich diese Architektur von GPU Generation zu Generation immer wieder leicht
ändert, wird im folgenden hauptsächlich auf die bei den QUADRO GP100 verwendete Archi-
tektur eingegangen. Als Grundlage für dieses Kapitel wurde der CUDA C Programming Guide
herangezogen [NVI18a]. Zuerst wird eine Übersicht über die Thread Hierarchie gegeben und
anschließend werden die verfügbaren Speicherarten kurz erläutert. Als Übersicht dient dabei die
Abbildung 4.1.
4.1 Programmiermodel
Dieser Abschnitt behandelt zuerst die logische Thread Struktur einer CUDA Funktion, da diese
direkten Einfluss auf den zu erstellenden Programmcode hat. Darüber hinaus muss jedoch auch
NVIDIAs Hardwareumsetzung berücksichtigt werden, da diese entscheidend sein kann, wenn ein
effizienter und hochperformanter Code erstellt werden soll.
4.1.1 Logische Sicht
In Abbildung 4.1 sind oben links die drei unmittelbar für die Programmierung wichtigsten Abs-
traktionsebenen des CUDA Parallel Programming Models dargestellt:
Grid
Wird eine CUDA Funktion, auch Kernel genannt, aufgerufen, wird ein Grid erstellt, das
alle verwendeten Thread-Blöcke enthält. Dabei ist die Anzahl an Thread-Blöcken pro Grid
meistens durch die Größe der Daten begrenzt und kann die Anzahl an Multiprozessoren
auf der GPU deutlich übersteigen.
Thread-Block
Ein Thread-Block besteht aus einer begrenzten Anzahl an Threads (bei der QUADRO GP100
maximal 1024 Threads), da alle Threads eines Thread-Blocks auf dem selben Multiprozessor
liegen und sich somit limitierte Ressourcen (z. B. die Anzahl an verwendbaren Registern)
teilen müssen. Des Weiteren müssen alle Thread-Blöcke eines Grids unabhängig voneinan-
der ausgeführt werden können, da sie in beliebiger Reihenfolge auf die Multiprozessoren
aufgeteilt werden können. Zusätzlich können alle Threads eines Thread-Blocks durch die
von CUDA bereitgestellte __syncthreads() Funktion synchronisiert werden.
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Thread
Ein Thread ist die kleinste Einheit, auf der programmiert werden kann. Dabei besitzt jeder
Thread eines Grids eine eigene Thread-ID. Diese kann in einem Kernel (hier gezeigt für
den eindimensionalen Fall) wie folgt abgefragt werden:
int idx = blockIdx.x * blockDim.x + threadIdx.x;
Mit diesem Wissen kann nun der Aufruf eines Kernels genauer betrachtet werden. Ein Kernel ist
dabei eine Funktion, die mit __global__ gekennzeichnet wurde und bei deren Aufruf die Anzahl
an Thread-Blöcken des Grids und Threads pro Thread-Block, eingeschlossen in <<< . . . >>>, direkt
festgelegt werden muss. Dies geschieht im eindimensionalen Fall mit einem einfachen Integer
oder für den zwei- oder dreidimensionalen Fall mithilfe einer dim3 Variable.
1 dim3 threadsPerBlock(3, 4, 5); // dreidimensionale Thread-Blöcke
2 dim3 numberOfBlocks(6, 7); // zweidimensionales Grid
3 kernel_function<<< numberOfBlocks , threadsPerBlock >>>(. . .);
Dabei ist zu beachten, dass sich die Anzahl an maximalen Threads pro Thread-Block auf alle drei
Dimensionen bezieht. Dies bedeutet, dass dim3 illegalThreadsPerBlock(256, 4, 2) nicht
zulässig wäre, da in diesem Fall 2048 Threads pro Thread-Block erstellt werden würden.
Ein Kernel kann nur Funktionen aufrufen, die zuvor mit __device__ gekennzeichnet wurde. Soll
eine Device Funktionen auch von dem Host Code aus aufrufbar sein, wird zusätzlich noch eine
Kennzeichnung mit __host__ benötigt.
4.1.2 Hardware Implementierung
Jede NVIDIA GPU besitzt ein Array bestehend aus mehreren Streaming Multiprocessors (SMs),
auch dargestellt auf der rechten Seite in Abbildung 4.1. Wird ein CUDA Kernel-Aufruf gestartet,
werden die dabei verwendeten Thread-Blöcke nummeriert und auf die vorhandenen freien SM
aufgeteilt. Wird ein SM frei, wird, wenn möglich, der nächste freie Thread-Block auf diesem
gestartet.
Die SM greifen auf eine Architektur namens „Single-Instruction, Multiple-Thread“ (SIMT) zurück.
Dabei werden aufeinanderfolgende Threads eines Thread-Blocks logisch in Gruppen zu je 32
Threads, so genannten Warps, eingeteilt. Alle Threads in einem Warp starten an der gleichen
Stelle im Programm und alle Instruktionen werden auf allen 32 Threads parallel ausgeführt, wobei
jeder Thread diese Instruktionen auf seinem jeweiligen zuständigen Speicherbereich durchführt.
Kommt es nun zu einer Verzweigung innerhalb des Programmcodes, kann es passieren, dass
die Threads eines Warps unterschiedliche Programmpfade durchlaufen (branch divergence). In
diesem Fall führt der Warp alle Instruktionen aus und deaktiviert alle Threads, die nicht auf dem
aktuell betrachteten Pfad liegen (masked execution). Das bedeutet, dass die optimale Performance
nur erreicht werden kann, wenn alle 32 Threads eines Warps immer dem selben Programmpfad
folgen.
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4.2 Speicher-Hierarchie
Das CUDA Programming Model setzt voraus, dass ein CUDA Programm auf einem physikalisch
getrennten Device (eine oder mehrere GPUs) ausgeführt wird. Daher geht es davon aus, dass
der Speicher in zwei Bereiche eingeteilt ist: den Host Memory, auf den nur von der CPU direkt
zugegriffen werden kann, und den Device Memory. Um Daten zwischen den beiden Speichern
auszutauschen, stellt CUDA Funktionen bereit, die Speicher auf einem Device allokieren und
Daten kopieren können.
Seit CUDA 6.0 steht jedoch auch Unified Memory zur Verfügung. Dabei wird Speicher imManaged
Memory allokiert, auf den sowohl der Host, als auch das Device zugreifen kann.
Der Device Memory lässt sich in weitere unterschiedliche Speicherarten einteilen, wie auch
in Abbildung 4.1 links unten zu sehen, die maßgeblich die vorhandene Speichergröße und die
Zugriffsgeschwindigkeit beeinflussen.
Register
Jeder Thread besitzt Zugriff auf für ihn private Register, die den schnellsten Speicher
darstellen. Jedoch sind die Register pro Thread stark begrenzt. So stehen bei der QUADRO
GP100 nur maximal 255 32-bit Register zur Verfügung, was dennoch deutlich mehr sind,
als auf einer CPU zur Verfügung stehen.
Shared Memory
Alle Threads eines Thread-Blocks können gemeinsam auf den Shared Memory zugreifen
und somit Daten untereinander austauschen. Da dieser Speicher nahe bei den einzelnen
Prozessor-Kernen liegt, besitzt er nur geringe Latenzen und eine hohe Speicherbandbreite,
was ihn zum zweitschnellsten verfügbaren Speicher macht. Pro Thread-Block stehen dabei
bei der QUADRO GP100 64 kB zur Verfügung.
Global Memory
Der Global Memory stellt den größten zur Verfügung stehenden Speicher dar und ist für alle
Threads frei zugänglich. Da dieser jedoch nicht mehr nahe an den eigentlichen Prozessoren
liegt, ist der Zugriff auf diesen dementsprechend verhältnismäßig langsam.
Local Memory
Neben den für jeden Thread privaten Registern besitzt jeder Thread noch Zugriff auf einen
privaten Local Memory. Da dieser jedoch nur eine spezielle Sicht auf einen Teil des Global
Memory darstellt, ist er auch dementsprechend langsam.
Darüber hinaus existieren noch weitere Speicherarten, wie der Constant Memory und der Texture
Memory, die jeweils für unterschiedliche Speicherzugriffsmuster optimiert sind.
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Abbildung 4.1:Wird ein CUDA Kernel aufgerufen, werden alle Thread-Blöcke in einem Grid
abgelegt. Alle diese Thread-Blöcke beinhalten mehrere Threads. Jeder Thread
kann auf unterschiedliche Speicher zugreifen: Register, Shared Memory und
Global Memory. Die Thread-Blöcke werden auf alle zur Verfügung stehenden
Streaming Multiprozessoren aufgeteilt. Innerhalb eines Thread-Blocks werden
32 Threads zu einem Warp gruppiert.
(Erstellt in Zusammenarbeit mit Alexander Van Craen.)
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In diesem Kapitel wird die praktische Umsetzung des in Kapitel 3 beschriebenen LSH Algorithmus
besprochen. Der Host Code wurde in C++ und der Kernel Code in CUDA (Kapitel 4).
Zuerst wird das benötigte Format des Datensatzes besprochen, um spätere Zugriffe auf diesen
besser verstehen zu können. Im Anschluss wird erläutert, wie die benötigten Datenstrukturen
(Hash-Funktionen und Hash-Tabellen) erstellt werden und wie die eigentliche Suche der kNN
implementiert wurde. Zuletzt wird der Aufruf des Algorithmus angesprochen. Für die spätere
Laufzeitdiskussionen wurde auch der Naive Algorithmus auf der GPU implementiert. Dessen
Implementierung wird hier jedoch nicht weiter besprochen.
5.1 Format des Datensatzes - „Array-of-Structs“ vs.
„Struct-of-Arrays“
Die in diesem Kapitel vorgestellte Implementierung setzt eine spezielle Speicherstruktur der
Daten voraus. Wird der Datensatz aus einer Datei eingelesen, liegt er häufig in der „Array-of-
Structs“ (AoS) Form vor und muss zuerst in die „Struct-of-Arrays“ (SoA) Form konvertiert werden.
Der Unterschied dieser beiden Strukturen wird in Abbildung 5.1 dargestellt. Bei AoS liegen alle
Datenpunkte nacheinander getrennt im Speicher. Dagegen liegen die Datenpunkte bei SoA nach
den Dimensionen gruppiert im Speicher: zuerst die Werte der ersten Dimension aller Punkte,
dann die Werte der zweiten Dimension usw. Diese notwendige Konvertierung kann in linearer
„Array-of-Structs“:
P1,1 P1,2 P1,3 P2,1 P2,2 P2,3 P3,1 P3,2 P3,3 P4,1 P4,2 P4,3
1. Datenpunkt 2. Datenpunkt 3. Datenpunkt 4. Datenpunkt
„Struct-of-Arrays“:
P1,1 P1,2 P1,3P2,1 P2,2 P2,3P3,1 P3,2 P3,3P4,1 P4,2 P4,3
1. Dimension 2. Dimension 3. Dimension
Abbildung 5.1: Darstellung der punktweisen Repräsentation der Datenpunkte bei AoS und der
dimensionsweisen Repräsentation der Datenpunkt bei SoA.
35
5 Implementierung
Zeit durch eine einfache Iteration über den Vektor durchgeführt werden, wodurch die Zeit für die
Konvertierung im Verhältnis zur Gesamtlaufzeit des Algorithmus nicht ausschlaggebend ist.
Der Grund für die Verwendung der SoA liegt in der in Abschnitt 4.1.2 behandelten Hardwarestruk-
tur der verwendeten NVIDIA GPUs auf Warp Ebene. Alle Threads eines Warps führen immer
die gleiche Instruktion aus. Angenommen jeder Thread ist für einen Datenpunkt zuständig und
muss für diesen nacheinander auf alle seine Dimensionen zugreifen (z. B. zur Berechnung des
euklidischen Abstands mit einem anderen Punkt), so muss im ersten Schritt gleichzeitig auf die
erste Dimension der Punkte xi, xi+1, . . . , xi+31 zugegriffen werden. Liegen die Datenpunkte nun
in SoA vor, befinden sich diese 32Werte linear im Speicher hintereinander und können dadurch
in einem Schritt gelesen werden. Wird jedoch das AoS-Format verwendet, würden zwischen
den zu lesenden Werten immer Anzahl an Dimensionen − 1 andere Werte liegen. Sie liegen also
nicht direkt hintereinander im Speicher und können daher auch nicht in einem Schritt gelesen
werden.
In der Implementierung sind Funktionen enthalten, um einen std::vector<double>, in dem
alle Datenpunkte enthalten sind, von AoS nach SoA zu konvertieren und umgekehrt.
Für die Berechnung der kNN werden mehrere Daten bzw. bei LSH frei wählbare Parameter
benötigt. Wie diese Daten aufbereitet sein müssen, wird im folgenden Abschnitt behandelt.
5.2 Erstellung der benötigten Datenstrukturen
In diesem Abschnitt wird erläutert, wie die benötigten Hash-Funktionen erstellt werden können
und wie die Funktion zum Hashen eines Datenpunktes aussieht. Anschließend wird besprochen,
wie alle Datenpunkte mit den zuvor erstellten Hash-Funktionen in die entsprechenden Hash-
Tabellen einsortiert werden können.
5.2.1 Erstellen der Hash-Funktionen
In dieser Arbeit wurde als Distanzfunktion ausschließlich der euklidische Abstand verwendet.
Daher wurden auch nur die Hash-Funktionen basierend auf den in Abschnitt 3.1.2 vorgestellten
Random Projections implementiert. Die damit erstellten Hash-Funktionen h sehen zur Erinnerung
wie folgt aus:
h(x) =
⌊
a · x+ b
w
⌋
Dabei ist x ein gegebener Punkt aus dem Datensatz D und w ein zuvor definierter Parameter.
Um eine Hash-Funktion h eindeutig beschreiben zu können, ist es daher ausreichend, wenn für
jede Hash-Funktion der Vektor a und der Skalar b gespeichert wird. Um alle Hash-Funktionen zu
speichern, wird daher ein Array bestehend aus double-Werten der GrößeAnzahl an Hash-Tabellen
· Anzahl an Hash-Funktionen h pro Hash-Signatur g · (Dimensionalität von D + 1) auf der GPU
angelegt.
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Listing 5.1 Parallele Erstellung der Hash-Funktionen mithilfe der GPU.
1 __global__
2 void generateHashFunctions(double* hash_functions, const int dim, const
double w)
3 {
4 int idx = (blockIdx.x * blockDim.x + threadIdx.x) * (dim + 1);
5
6 curandState state;
7 curand_init(static_cast<unsigned long long>(clock()) + idx, 0, 0,
&state);
8
9 for (int i = 0; i < dim; ++i) {
10 hash_functions[idx + i] = curand_normal_double(&state);
11 }
12 hash_functions[idx + dim] = curand_uniform_double(&state) * w;
13 }
In Listing 5.1 ist der dafür verwendete Code zu sehen. Dabei wird dieser Kernel für alle zu
erstellenden Hash-Funktionen parallel ausgeführt. In dem Kernel an sich wird zuerst die Thread-
ID jedes Threads berechnet. Diese ID wird dafür verwendet, das schlussendliche hash_functions-
Array an der richtigen Stelle indexieren zu können. Als nächstes wird der Start-Seed des Pseudo-
Random-Number-Generators festgelegt. Da es bei einer Ausführung der Funktion nicht möglich
sein kann, dass die Zeit in Bezug auf den Programmstart (wie durch clock() erhältlich) und
der idx-Wert gleich sind, kann es nicht passieren, dass zwei Pseudo-Random-Number-Generator
mit dem gleichen Start-Seed instanziiert werden. Dadurch ist gewährleistet, dass keine zwei
Hash-Funktionen h1 und h2 mit den gleichen Parametern erstellt werden.
Nachdem der Pseudo-Random-Number-Generator erstellt wurde, werden daraufhin die Werte des
Vektors a mithilfe der Standardnormalverteilung erstellt. Anschließend wird der Skalar b, mittels
einer Gleichverteilung in (0.0, 1.0] und anschließender Skalierung um w, berechnet. Alle Werte
werden an die jeweiligen Stellen, basierend auf der Thread-ID, in das hash_functions-Array
geschrieben.
Berechnung des Hash-Werts eines Datenpunktes
Mithilfe der gerade erstellten Hash-Funktionen kann nun die Hash-Signatur und daraus der
Hash-Wert eines Datenpunktes berechnet werden. Das in Abschnitt 3.2 besprochene Vorgehen
besagt, dass für jeden Datenpunkt zuerst mithilfe von lokalitätserhaltenden Hash-Funktionen die
Hash-Signatur erstellt und anschließend diese Hash-Signatur über ein herkömmliches Hashing-
Verfahren nochmals gehashed wird, um sie auf ein Hash-Bucket in einer Hash-Tabelle abzubil-
den.
Die in Listing 5.2 dargestellte Implementierung trennt diese beiden Hashing-Schritte nicht strikt
voneinander. In Zeile 7-11 wird jeweils der Hash-Wert einer Hash-Funktion der Hash-Signatur
berechnet. Gleichzeitig wird in Zeile 11 aber auch schon der Hash-Wert der Hash-Signatur zur
Abbildung auf ein Hash-Bucket berechnet. Würden diese beiden Schritte getrennt voneinander
durchgeführt werden, müsste immer die komplette Hash-Signatur zwischengespeichert werden,
was nicht effizient wäre.
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Listing 5.2 Funktion zur Berechnung der Hash-Signatur eines Datenpunkts und deren Abbildung
auf ein Hash-Bucket einer Hash-Tabelle.
1 __forceinline__ __device__
2 int hashPoint(double* data, const int point, const int size, const int
dim, double* hash_functions, int hash_table, const int
number_of_hashes, const double w, const int prim)
3 {
4 int hash = number_of_hashes;
5 for (int h = 0; h < number_of_hashes; ++h) {
6 int index = hash_table * number_of_hashes * (dim + 1) + h * (dim + 1);
7 double hash_value = hash_functions[index + dim];
8 for (int d = 0; d < dim; ++d) {
9 hash_value += hash_functions[index + d] * data[size * d + point];
10 }
11 hash ^= static_cast<int>(hash_value / w) + 0x9e3779b9 + (hash << 6) +
(hash >> 2);
12 }
13 if (hash < 0) hash *= -1;
14 return hash % prim;
15 }
Die in Zeile 11 angewandte Hash-Funktion entspricht der, von der C++ Bibliothek boost
verwendeten, hash_combine-Funktion [Com]. Die von Jenkins [Jen97] vorgeschlagene Zahl
0x9e3779b9 soll dabei verhindern, dass alle Nullen nur auf Nullen abgebildet werden. Sie ergibt
sich durch den Goldenen Schnitt mit
Φ = 1 +
√
5
2
trunc(2
32
Φ ) = 2 654 435 769
2 654 435 76910 = 0x9e3779b916
Dieses Hashing entspricht der in Abschnitt 3.1.3 vorgestelltenAND-Konkatenation, da zwei Punkte
nur dann den selben Hash-Wert besitzen, wenn sie in allen Hash-Funktionen übereinstimmen.
Als letzter Schritt wird der damit berechnete Hash-Wert noch Modulo einer Primzahl genommen,
um dessen maximalen Wert und somit die Anzahl an Hash-Buckets zu beschränken.
5.2.2 Erstellen der Hash-Tabellen
In diesem Abschnitt wird die Implementierung des ersten Schrittes des in Abschnitt 3.2 vorge-
stellten Algorithmus beschrieben: das Erstellen und Befüllen der Hash-Tabellen. Dabei sind zwei
Dinge von Bedeutung, die für eine gute Performance berücksichtigt werden müssen.
Zum einen wird bei normal gebräuchlichen Hashing-Anwendungen versucht (nahezu) perfekte
Hash-Funktionen zu verwenden, um zu gewährleisten, dass so wenig Kollisionen wie mögliche
auftreten. Eine Kollision ist dabei der Fall, dass zwei unterschiedliche Punkte den selben Hash-
Wert bekommen. Dies wird versucht zu verhindern, da Kollisionsauflösungen potentiell teuer
sind und daher die Performance bei zu häufigem Auftreten negativ beeinflussen können.
Darin liegt ein Problem für LSH, da hier nicht versucht wird, keine Kollisionen zu erzeugen,
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sondern gezielt Kollisionen zwischen zwei Punkten erzeugt werden sollen, falls diese beiden
Punkt „nahe“ zusammen liegen. Da es dementsprechend bei LSH also zu vielen Kollisionen
kommen kann, muss die Implementierung gewährleisten mit solchen Kollisionen umgehen zu
können, ohne zu sehr in der Performance einzubrechen.
Ein weiteres Problem stellen Speicherkollisionen dar. Durch die parallele Berechnung von Hash-
Werten, kann es passieren, dass zwei unterschiedliche Threads in den selben Speicherbereich
schreiben wollen. Dies muss durch potentiell aufwändige Mechanismen verhindert oder aufgelöst
werden, da es ansonsten zu Dateninkonsistenzen kommen kann. Sind keine derartigen effizienten
Mechanismen vorhanden, sinkt die Performance bei steigender Anzahl an Speicherkollisionen
stark. Deshalb muss eine Implementierung auch mit vielen Speicherkollisionen effizient umgehen
können.
Um diesen beiden Punkten gerecht zu werden, wurde in dieser Arbeit ein Verfahren implemen-
tiert, um alle Datenpunkte in drei Schritten effizient mithilfe der GPU in alle Hash-Tabellen
einzusortieren. Im Gegenzug wird das nachträgliche Einfügen bzw. Entfernen von Datenpunkten
teurer. Außerdem wird eine Datenstruktur bereitgestellt, um die spätere Suche der kNN möglichst
effizient gestalten zu können. Dieses Verfahren erstellt zwei wie folgt aussehende Arrays:
hash_tables:
Repräsentiert alle Hash-Tabellen, in denen jeweils jeder Punkt einmal enthalten ist. Da-
bei sind die Punkte nicht direkt in diesem Array gespeichert, sondern nur deren ID, da
ansonsten zu viel Speicher benötigt werden würde. Alle Hash-Tabellen liegen dabei linear
hintereinander im Speicher. In einer Hash-Tabelle sind alle IDs nach ihrem Hash-Wert
(Hash-Bucket) sortiert, d. h. zuerst kommen alle Punkte mit dem Hash-Wert 0, dann alle
mit dem Hash-Wert 1 usw. Damit wird gewährleistet, dass, gegeben eines Hash-Wertes, auf
alle Punkte in dem entsprechenden Hash-Bucket effizient zugegriffen werden kann.
offsets:
Wird zur Erstellung der hash_tables benötigt und bietet eine Möglichkeit zur effizienten
Indexierung der Hash-Tabellen. Dabei sollen, gegeben eines Punktes x und einer Hash-
Tabelle mit einer Hash-Funktion g, alle Punkte {yi | g(x) = g(yi)} erhalten werden durch:
1 for (int i = hash_tables[offsets[g(x)]]; i <
hash_tables[offsets[g(x) + 1]]; ++i) {. . .}
Das oben beschriebene hash_tables-Array kann jedoch nicht ohne weiteres direkt erstellt
werden. Soll beispielsweise ein Punkt mit dem Hash-Wert 10 in eine Hash-Tabelle einsortiert
werden, geht dies nicht direkt, da zu diesem Zeitpunkt nicht bekannt ist, wie viele Datenpunkte
einen Hash-Wert kleiner als 10 besitzen und somit vor ihm im Array liegen müssten. Eine
Möglichkeit wäre es, den aktuellen Punkt immer an der zur Zeit passenden Stelle in das Array
einzufügen. Dadurch müssten aber jedes Mal, wenn ein Punkt mit einem Hash-Wert x einsortiert
werden soll, alle Punkte mit einem größeren Hash-Wert im Speicher eine Stelle weiter nach rechts
kopiert werden, was bei einem größeren Datensatz ineffizient wäre.
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hash_value_count:
0 3 1 0 1
3 Punkte mit dem
Hash-Wert 1
vorläufiges offsets:
0 0 0 3 4 4
= 5−
4∑
j=2
hash_value_count[j]
= 5− 2 = 3
offsets:
0 0 3 4 4 5
for (int i=3; i<4; ++i)
offsets[2] = vorläufiges offsets[2]
+ hash_value_count[1]
hash_tables:
P1,1 P2,1 P3,1 P4,2 P5,4
Hash-Bucket 1 Hash-
Bucket 2
Hash-
Bucket 4
Abbildung 5.2: Ablauf der Befüllung einer Hash-Tabelle mit 5 Datenpunkten.
Deshalb werden die Hash-Tabellen in dieser Implementierung in drei Schritten erstellt:
1. Berechne den Hash-Wert jeden Punktes für jede Hash-Tabelle und zähle die Häufigkeit
jedes Hash-Werts in der jeweiligen Tabelle (hash_value_count-Array).
2. Erstelle daraus ein vorläufiges offsets-Array.
3. Mithilfe des vorläufigen offsets-Arrays können die Hash-Tabellen befüllt werden. Im
gleichen Schritt wird das offsets-Array aktualisiert.
Das bedeutet, dass insgesamt 2 · Anzahl an Hash-Tabellen oft alle Datenpunkte gehashed werden
müssen. Außerdem muss einmal über das gesamte offsets-Arrays iteriert werden. Insgesamt
können also, für ein hinreichend großen Datensatz, die Hash-Tabellen in linearer Zeit O(|D|)
erstellt werden. Gleichzeitig entspricht der schlussendliche Speicherbedarf für einen Datensatz D
für das hash_tables-Array |D| · Anzahl an Hash-Tabellen und für das offsets-Array Anzahl
an Hash-Tabellen · Anzahl an Hash-Buckets pro Hash-Tabelle. Darüber hinaus muss der Datensatz
selbst gespeichert werden, was einen zusätzlichen Speicherbedarf von |D| · Dimensionalität von
D zur Folge hat.
Zählen der Häufigkeit jedes Hash-Wertes
Im ersten Schritt soll die Häufigkeit jedes Hash-Wertes für jede Hash-Tabelle bestimmt werden.
Dafür wird ein Array bestehend aus Anzahl an Hash-Tabellen · prim int-Werten angelegt und
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Listing 5.3 Parallele Bestimmung der Häufigkeit der Hash-Werte für jede Hash-Tabelle.
1 __global__
2 void count_hash_values(double* data, double* hash_functions, int*
hash_value_count, const int size, const int dim, const int
number_of_hash_tables, const int prim, const int number_of_hashes,
const double w)
3 {
4 int idx = blockIdx.x * blockDim.x + threadIdx.x;
5 if (idx >= size) return;
6
7 for (int i = 0; i < number_of_hash_tables; ++i) {
8 atomicAdd(&hash_value_count[i * prim + hashPoint(data, idx, size, dim,
hash_functions, i, number_of_hashes, w, prim)], 1);
9 }
10 }
mit Nullen initialisiert. Dabei ist prim eine Primzahl, die die Anzahl an Hash-Buckets pro Hash-
Tabelle begrenzt. Alle Hash-Tabellen stehen linear im Speicher hintereinander und jede Hash-
Tabelle enthält ein Feld für jeden möglichen Hash-Wert. Da dieses Array nur als Hilfsmittel zur
Berechnung des vorläufigen offsets-Array dient, kann es, nachdem dieses fertiggestellt wurde,
wieder gelöscht werden, um Speicher auf der GPU zu sparen.
In dem Code-Ausschnitt Listing 5.3 kann der eigentliche Algorithmus betrachtet werden. Der
Kernel-Aufruf ist so aufgebaut, dass jeder Datenpunkt aus D einem eigenen Thread zugeord-
net wird. In dem Kernel selbst kann dann, wie in Abschnitt 4.1.1 beschrieben, auf die aktu-
elle Thread-ID zugegriffen werden (Zeile 4). Die darauf folgende Zeile 5 ist notwendig, um
unzulässige Speicherzugriffe durch Indexierungen mithilfe von idx zu vermeiden. Ist beispiels-
weise size = |D| = 1025 so würde dies zur Folge haben, dass zwei Blöcke mit jeweils 1024
Threads erstellt würden. Dadurch wäre der größtmögliche idx = blockIdx.x * blockDim.x
+ threadIdx.x= 1 ·1024+1023 = 2047. Da size aber nur eine Größe von 1025 hat, würde bei
einer Indexierung mit idx auf einen unzulässigen Speicherbereich zugegriffen werden, was unde-
finiertes Verhalten zur Folge hätte. Dies wird jedoch durch die If-Abfrage in Zeile 5 verhindert.
In der folgenden For-Schleife (Zeile 7-9) wird über alle Hash-Tabellen iteriert, für jede Tabelle
der Hash-Wert des jeweiligen Punktes (idx) berechnet und das hash_value_count-Array an
der entsprechenden Stelle, in Abhängigkeit von dem gerade berechneten Hash-Wert und der
aktuellen Hash-Tabelle, inkrementiert. Dabei muss zwingend ein atomicAdd verwendet werden,
da ansonsten Updates verloren gehen könnten, falls zwei Threads gleichzeitig an der gleichen
Stelle ein Inkrement durchführen würden. Diese atomic-Funktion ist jedoch, aufgrund der seit
NVIDIA Pascal unterstützten effizienten 64 bit atomics und der hinreichend hohen Parallelität
bei großen Datensätzen, kein auffallender Engpass in der Performance dieses Kernels. Darüber
hinaus ist dieser Kernel branch-free, was die in Abschnitt 4.1.2 angesprochene warp divergence
verhindert.
Berechnung des vorläufigen offsets-Arrays
Im zweiten Schritt wird nun mithilfe des zuvor berechneten hash_value_count-Arrays ein
vorläufiges offsets-Array erstellt. Es ist nur ein vorläufiges offsets-Array, da die zuvor be-
schriebene Bedingung (Abschnitt 5.2.2) noch nicht erfüllt ist.
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Listing 5.4 Parallele Berechnung des vorläufigen offsets-Arrays mithilfe des
hash_value_count-Arrays.
1 __global__
2 void calculate_offsets(int* hash_value_count, int* offsets, const int
size, const int number_of_hash_tables, const int prim)
3 {
4 int idx = threadIdx.x;
5
6 int offset_value = size;
7 offsets[idx * (prim + 1)] = 0;
8
9 for (int i = prim; i > 0; --i) {
10 offset_value -= hash_value_count[idx * prim + i - 1];
11 offsets[idx * (prim + 1) + i] = offset_value;
12 }
13 }
Befüllt wird das vorläufige offsets-Array parallel für jede Hash-Tabelle. Dieser Kernel besitzt
also im Vergleich zu dem, der für die Berechnung des hash_value_count-Arrays zuständig ist,
nur ein geringeres Maß an Parallelität.
Für das vorläufige offsets-Array wird ein Array der Größe Anzahl an Hash-Tabellen · (prim
+ 1) bestehend aus int-Werten angelegt. In dem Kernel wird für jede Hash-Tabelle der initia-
le offset_value-Wert gleich der Anzahl an Datenpunkten gesetzt. Anschließend wird das
offsets-Array von rechts nach links durchgegangen und mithilfe des hash_value_count-
Array befüllt. Dabei gilt nach dem Ablaufen des in Listing 5.4 dargestellten Algorithmus:
offsets[i] = size−
prim−1∑
j=i−1
hash_value_count[j]
In dem Beispiel in Abbildung 5.2 ist nochmal zu sehen, dass die Bedingung an das offsets-Array
noch nicht erfüllt ist. Angenommen ein Punkt besitzt den Hash-Wert 2, so sollten mit
1 for (int i = offsets[2]; i < offsets[3]; ++i)
alle Punkte in dem entsprechenden Hash-Bucket 2 abrufbar sein. In diesem Beispiel würde dies
zur Zeit noch
1 for (int i = 0; i < 3; ++i)
entsprechen. Es würden also nicht die Punkte des Hash-Buckets 2 abgefragt werden. Auch
dieser Kernel ist branch free, profitiert aber nicht von einer gleich hohen Parallelität wie der
count_hash_values-Kernel.
Füllen der Hash-Tabellen
Die Hash-Tabellen werden durch das hash_tables-Array mit einer Größe von Anzahl an Da-
tenpunkten · size repräsentiert. Das im vorherigen Schritt erstellte, vorläufige offsets-Array
erfüllt zwar die in Abschnitt 5.2.2 beschriebene Bedingung noch nicht, jedoch eine andere, für
das Befüllen hash_tables-Arrays nützliche, Bedingung. Ein Punkt mit dem Hash-Wert x muss
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Listing 5.5 Parallele Befüllung der Hash-Tabellen und Aktualisierung des offsets-Arrays.
1 __global__
2 void fill_hash_tables(double* data, double* hash_functions, int* offsets,
int* hash_tables, const int size, const int dim, const int
number_of_hash_tables, const int prim, const int number_of_hashes,
const double w)
3 {
4 int idx = blockIdx.x * blockDim.x + threadIdx.x;
5 if (idx >= size) return;
6
7 for (int i = 0; i < number_of_hash_tables; ++i) {
8 int hash = hashPoint(data, idx, size, dim, hash_functions, i,
number_of_hashes, w, prim);
9 hash_tables[i * size + atomicAdd(&offsets[i * (prim + 1) + hash + 1],
1)] = idx;
10 }
11 }
in dem hash_tables-Array an die Stelle hash_tables[offsets[x + 1]] geschrieben wer-
den. Wird nach diesem Schreiben der Wert an der Stelle offsets[x + 1] um eins inkremen-
tiert, kann auch der nächste Punkt mit dem Hash-Wert x an seine vorgesehene Stelle geschrie-
ben werden. Dabei wird eine beliebige Stelle i > 0 des offsets-Arrays am Ende genau um
hash_value_count[i-1] inkrementiert, wodurch das offsets-Array, nachdem alle Punkte in
die Hash-Tabellen einsortiert wurden, die an es gestellte Bedingung erfüllt. Dadurch kann es
nun, wie auch in dem Beispiel in Abbildung 5.2 zu sehen ist, für eine schnelle Indexierung des
hash_tables-Arrays verwendet werden. Führt man das zuvor bereits besprochene Beispiel fort,
können jetzt durch den Aufruf
1 for (int i = offsets[2]; i < offsets[3]; ++i)
die richtigen Punkte des Hash-Buckets 2 abgefragt werden.
In dem in Listing 5.5 dargestellten Code kann dieses Vorgehen auch betrachtet werden. Dabei wer-
den alle Punkte parallel in die Hash-Tabellen einsortiert. Zu beachten ist, dass das zuvor erwähnte
Inkrement wieder mithilfe eines atomicAdd in Zeile 9 realisiert wurde, da ansonsten wieder
Update-Fehler entstehen könnten. Dieser Kernel profitiert, ebenso wie der count_hash_values-
Kernel, von seiner hohen Parallelität und dem Umstand, dass er branch free ist.
5.3 Suche der k -Nächsten-Nachbarn aller Punkte
Nachdem alle Hash-Tabellen erstellt wurden, kann nun die Suche der kNN gestartet werden.
Dabei werden für alle Punkte die kNN parallel berechnet. In Listing 5.6 ist der Kernel zu sehen,
der den bereits in Algorithmus 3.2 dargestellten Algorithmus realisiert.
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Listing 5.6 Parallele Berechnung der kNN aller Datenpunkte mithilfe der GPU.
1 __global__
2 void knnLSH(double* data, double* hash_functions, int* hash_tables, int*
offset, int* nearest_neighbors, double* distances, int*
nearest_neighbors_count, const int size, const int dim, const int
number_of_hash_tables, const int number_of_hashes, const double w,
const int prim, const int k)
3 {
4 int idx = blockIdx.x * blockDim.x + threadIdx.x;
5 if (idx >= size) return;
6
7 // Initialisiere alle Variabeln
8 double max_dist = 100000.0;
9 int argmax = 0, count = 0;
10 for (int i = 0; i < k; ++i) { distances[idx * k + i] = max_dist; }
11
12 double local[BLOCKING_SIZE];
13 int points[BLOCKING_SIZE];
14
15 // Gehe alle Hash-Tabellen durch
16 for (int l = 0; l < number_of_hash_tables; ++l) {
17 int hash = hashPoint(data, idx, size, dim, hash_functions, l,
number_of_hashes, w, prim);
18
19 for (int i = offset[l * (prim + 1) + hash]; i < offset[l * (prim + 1)
+ hash + 1]; i += BLOCKING_SIZE) {
20 // Erhalte die nächsten zu untersuchenden Punkte
21 for (int b = 0; b < BLOCKING_SIZE; ++b) {
22 points[b] = hash_tables[l * (size + BLOCKING_SIZE - 1) + i + b];
23 local[b] = 0.0;
24 }
25
26 // Berechne die Distanzen
27 for (int d = 0; d < dim; ++d) {
28 for (int b = 0; b < BLOCKING_SIZE; ++b) {
29 local[b] += (data[size * d + idx] - data[size * d + points[b]]) *
(data[size * d + idx] - data[size * d + points[b]]);
30 }
31 }
32
33 for (int b = 0; b < BLOCKING_SIZE; ++b) {
34 local[b] = sqrt(local[b]);
35 // Wenn nötig, aktualisiere die bisherigen nächsten Nachbarn
36 if (max_dist > local[b] && isNewCandidate(nearest_neighbors, idx,
points[b], k)) {
37 ++count;
38 nearest_neighbors[idx * k + argmax] = points[b];
39 distances[idx * k + argmax] = local[b];
40 max_dist = 0.0;
41 for (int j = 0; j < k; ++j) {
42 if (distances[idx * k + j] > max_dist) {
43 max_dist = distances[idx * k + j];
44 argmax = j;
45 }
46 }
47 }
48 }
49 }
50 }
51 nearest_neighbors_count[idx] = count > k ? k : count;
52 }
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Bevor die kNN gesucht werden können, müssen drei neue Arrays angelegt werden:
nearest_neighbors:
Das nearest_neighbors-Array enthält die IDs aller kNN.
Es hat eine Größe von Anzahl an Datenpunkten · k befüllt mit int-Werten.
distances:
Das distances-Array enthält die Distanzen von einem Punkt zu seinen kNN.
Es hat eine Größe von Anzahl an Datenpunkten · k befüllt mit double-Werten.
nearest_neighbors_count:
Bei LSH ist es möglich, dass durch ungeschickte Wahl der Parameter oder durch die Struk-
tur des zugrundeliegenden Datensatzes, für einen Punkt keine k verschiedenen nächsten
Nachbarn gefunden werden können. Daher muss gewährleistet werden, dass der aufru-
fende Code nachvollziehen kann, wie viele Nachbarn pro Punkt gefunden wurden, um
mögliche illegale Speicherzugriffe vorzubeugen. Dazu wird während der Sucher der kNN
ein nearest_neighbors_count-Array der Größe Anzahl an Datenpunkten mitverwaltet,
in dem für jeden Punkt gespeichert ist, wie viele kNN für ihn gefunden wurden.
Dazu wird in Zeile 37 gezählt, wie oft die kNN eines Punktes in dem nearest_neighbors-
Array aktualisiert wurden. Wurden die kNN mindestens k-mal aktualisiert, bedeutet dies,
dass auch wirklich k Nachbarn gefunden wurden. Da es aber sein kann, dass die kNN
deutlich häufiger aktualisiert werden müssen, besitzt der Zähler in diesen Fällen einen
mitunter deutlich höheren Wert als k. Deshalb wird für diese Fälle in Zeile 51 der Zähler
auf k zurückgesetzt und in das nearest_neighbors_count-Array eingetragen.
Im folgenden bezeichnet idx den in einem Thread betrachteten Punkt.
In Zeile 8-10 werden zuerst alle notwendigen Variablen initialisiert. Anschließend wird in Zeile 16
über alle Hash-Tabelle iteriert und das Hash-Bucket betrachtet, in dem der Punkt idx liegt. Für
alle dadurch erhaltenen Punkte wird in Zeile 27-31 die Distanz berechnet. In den Zeile 36-47 wird
anschließend bestimmt, ob ein neuer potentieller nächster Nachbar gefunden wurde. Dabei wird
zuerst überprüft, ob die Distanz zwischen idx und dem gerade betrachteten Punkt kleiner ist,
als die zu dem bisher am weitesten entfernten nächsten Nachbar. Anschließend wird geschaut,
ob der aktuell betrachtete Punkt nicht schon bekannt ist, also entweder bereits einer der kNN
ist oder der Punkt idx selbst. Ist er nicht bereits bekannt, wird die Liste der aktuellen nächsten
Nachbarn und die Liste der entsprechenden Distanzen aktualisiert.
Ein Problem dieser Implementierung sind die vielen in Zeile 29 auftretenden Speicherzugriffe auf
den Global Memory während der Berechnung der Distanz. Da sich der zu betrachtende Punkt
in jedem Schleifendurchlauf ändert, kann bei diesem Speicherzugriff nichts eingespart werden.
Jedoch wird in jedem Schleifendurchlauf immer auch auf den Punkt idx zugegriffen. Es würde
also Sinn machen, diese teuren Speicherzugriffe zu eliminieren. Eine Möglichkeit wäre, dass
jeder Thread seinen idx Punkt für sich speichert. Da die Dimensionalität eines Punktes jedoch
beliebig hoch sein kann, kann es passieren, dass die limitierte Anzahl an verfügbaren Registern
nicht ausreichend ist, um den Punkt zu speichern, wodurch dieser Ansatz für höher dimensionale
Datensätze nicht funktionieren würde. Da auch der Shared Memory nur eine recht limitierte
Größe besitzt, kann auch bei diesem das selbe Problem eintreten, wie bei den Registern.
Um die Anzahl an Speicherzugriffen dennoch reduzieren zu können, wurde in dieser Implementie-
rung ein weiterer Ansatz gewählt: ein Cache Blocking Verfahren. Dafür läuft die For-Schleife, die
über alle Punkte innerhalb eines Hash-Buckets iteriert, in Zeile 19 nicht in einzelnen Schritten,
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sondern in Blöcken der Größe BLOCKING_SIZE. Deshalb müssen alle Instruktionen innerhalb
dieser For-Schleife jeweils BLOCKING_SIZE oft durchgeführt werden, weshalb in Zeile 29 bei der
Berechnung der Distanz, diese nicht nacheinander komplett zu einem anderen Punkt berechnet
wird, sondern für BLOCKING_SIZE viele Punkte dimensionsweise nacheinander. Dadurch kann
der Compiler den Speicherzugriff data[size*d+idx] besser cachen, wodurch die Performance
aufgrund geringerer Wartezeiten durch Speicherzugriffe steigt.
Gilt für die Anzahl an Datenpunkten in einem Hash-Bucket nicht Anzahl an Datenpunkten mod
BLOCKING_SIZE = 0, bedeutet dies, dass es durch das Blocking der For-Schleife in Zeile 19
passieren kann, dass in dem letzten Schleifendurchlauf nicht mehr BLOCKING_SIZE-viele Daten-
punkte für die Betrachtung zur Verfügung stehen. Wird in diesem letzten Schleifendurchlauf
ein Hash-Bucket x mit x < prim− 1 betrachtet, ergibt sich daraus kein größeres Problem, da
maximal BLOCKING_SIZE-1 viele Datenpunkte zusätzlich aus dem nächsten Hash-Bucket x+ 1
betrachtet werden, was das Ergebnis nicht verschlechtert (eher verbessert, falls einer dieser Punkte
einer der kNN ist und normalerweise nicht betrachtet worden wäre). Wird jedoch in dem letzten
Schleifendurchlauf das letzte Hash-Bucket x = prim− 1 betrachtet, würde im Speicher auf eine
Stelle zugegriffen werden, die bereits nicht mehr in dieser Hash-Tabelle liegt, was zu Fehlern
führen kann. Deshalb wurde nach jeder Hash-Tabelle noch ein Puffer der Größe BLOCKING_SIZE
−1 eingefügt, um illegale Speicherzugriffe zu verhindern.
5.4 Verwendung Naiver Algorithmus
Um den, wie in Abschnitt 2.2 beschriebenen Naiven Algorithmus zu erstellen, werden drei
Parameter benötigt: die Datenpunkte wie in Abschnitt 5.1 beschrieben im SoA-Format, die Anzahl
an Datenpunkten und die Dimensionalität der Datenpunkte.
1 NaiveGPU alg(data, size, dim);
Neben den bereits durch den verwendeten Datensatz festgelegten Parametern, werden also
keine zusätzlichen durch den Benutzer frei wählbaren Parameter benötigt. Die Effizienz des
Algorithmus hängt also nicht von zuvor gewählten Parametern ab, sondern alleine von der Größe
des zugrundeliegenden Datensatzes. In dem Konstruktoraufruf werden nur die übergebenen
Parameter gespeichert und keine zusätzliche Berechnung ausgeführt.
Die eigentliche kNN Suche kann mit dem Aufruf der Funktion alg.kNearestNeighbors(k)
gestartet werden, wobei der Parameter k die Anzahl an zu suchenden nächsten Nachbarn eines
jeden Punktes entspricht. Zurückgegeben wird ein std::vector<int>, der die ID (die Position
ihrer ersten Dimension im data-Array) der jeweiligen nächsten Nachbarn eines jeden Punktes
enthält.
5.5 Verwendung Locality Sensitive Hashing
Der Aufruf für LSH ist ähnlich zu dem des Naiven Algorithmus, benötigt jedoch zusätzlich drei
weitere, frei wählbare Parameter, wie in Listing 5.7 dargestellt.
Die ersten drei Parameter data, size und dim entsprechen denen des Naiven Algorithmus und
sind von dem zugrundeliegenden Datensatz abhängig.
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Listing 5.7 Aufruf des LSH Algorithmus mit anschließender Ausgabe der nächsten Nachbarn
eines Punktes
1 LocalitySensitiveHashingGPU alg(data, 100, 3, 10, 5, 1.5);
2 std::vector<int> nn = alg.kNearestNeighbors(5);
3 std::vector<int> count = alg.getNearestNeighborsCount();
4 int idx = . . . ; // betrachteter Datenpunkt
5 for (int i = 0; i < count[idx]; ++i) {
6 // gebe die IDs aller nächsten Nachbarn aus
7 std::cout << nn[idx * k + i] << " ";
8 }
Die anderen drei Parameter können durch den Benutzer frei gewählt werden:
number_of_hash_tables:
Bestimmt die Anzahl an Hash-Tabellen, in die alle Datenpunkte einsortiert werden sollen.
Der Parameter kann frei aus N+ gewählt werden.
number_of_hashes:
Bestimmt die Anzahl an Hash-Funktionen h in einer Hash-Signatur g und ist frei wählbar
aus N+.
w:
Bestimmt die Größe eines Segmentes bei der Projektion der Datenpunkte auf den reellen
Zahlenstrahl (siehe Abschnitt 3.1.2) und ist frei wählbar aus R+.
Wie später in Abschnitt 6.3 zu sehen sein wird, hängt die Laufzeit und Genauigkeit von LSH stark
von den gewählten Parametern ab. Daher muss bei LSH auf den Aufruf im Vergleich zum Naiven
Algorithmus mehr Wert gelegt werden. Im Gegensatz zu dem Konstruktoraufruf des Naiven
Algorithmus werden bei dem Konstruktoraufruf von LSH bereits Berechnungen durchgeführt: es
werden alle Hash-Funktionen festgelegt und alle Datenpunkte in alle Hash-Tabellen einsortiert.
Die eigentliche kNN Suche kann anschließend wie beim Naiven Algorithmus aufgerufen wer-
den. Darüber hinaus kann durch den Funktionsaufruf alg.getNearestNeighborsCount() das
bereits erwähnte nearest_neighbors_count-Array abgefragt werden (Zeile 3).
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In diesem Kapitel werden die durchgeführten Versuche vorgestellt und deren Ergebnisse erläutert.
Zuvor wird noch die verwendete Hardware und die benutzten Compiler vorgestellt.
6.1 Verwendete Hardware
Für die Erstellung der in Abschnitt 6.3 diskutierten Ergebnisse wurde eine QUADRO GP100 von
NVIDIA verwendet. In der folgenden Tabelle werden Teile der Spezifikationen aufgelistet. Für
eine ausführlichere Beschreibung wird auf NVIDIAs Whitepaper verwiesen [NVI16].
Architektur: NVIDIA Pascal
Anzahl CUDA Kerne: 3584
Single-Precision: 10,6TFLOPS
Double-Precision: 5,3TFLOPS
Speicher: 16GB
Compute Capability: 6.0
Tabelle 6.1: Auszug der Spezifikationen der QUADRO GP100
6.2 Verwendete Compiler
Der verwendete CUDA Compiler nvcc hatte die Version V9.0.176 und unterstützt somit alle
CUDA 9 Features und den C++14 Standard. Als Host Compiler wurde der GNU g++ (GCC) in der
Version 6.4.0 eingesetzt. Dabei wurden zur Optimierung folgende Compiler-Flags gesetzt:
-O3
Bestimmt das Optimierungslevel des Host-Codes, 3 entspricht aggressiver Optimierung.
--use_fast_math
Erlaubt die Verwendung der „fast math library“, die beispielsweise unpräzisere Floating
Point Operationen zu Gunsten einer besseren Performance bereitstellt.
-gencode arch=compute_60,code=sm_60
Lässt spezialisierten Code für die angegebene Architektur erstellen, compute_60 und sm_60
entsprechen dabei den NVIDIA QUADRO GP100 und P100.
Für genauere Informationen zu diesen oder weiteren Compiler-Flags siehe die CUDA Tollkit
Dokumentation [NVI18b].
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6.3 Erklärung der Ergebnisse
Im folgenden Abschnitt wird zuerst der Einfluss der Wahl der unterschiedlichen Parameter
auf die Laufzeit und Genauigkeit betrachtet. Anschließend wird ein Vergleich mit dem Naiven
Algorithmus, der ebenfalls auf der GPU implementiert wurde, vorgenommen.
Dafür wurden zwei Testdatensätze verwendet, zum einen einen Datensatz mit 500 000 Daten-
punkten in 10 Dimensionen basierend auf [Fri91] und zum anderen einen Datensatz mit 1 000 000
Datenpunkten in 28 Dimensionen basierend auf einer reduzierten Version des HIGGS Daten-
satzes [BSW14]. Mit Ausnahme von Abschnitt 6.3.4 wurde immer k = 5 verwendet. Für die
Parametertest wurde ausschließlich der Datensatz mit 500 000 Datenpunkten genutzt.
Zur Bestimmung der Genauigkeit wurden zwei unterschiedliche Metriken verwendet:
Korrekt zugeordnete kNN:
Die korrekt zugeordneten kNN entsprechen der Anzahl an korrekt nächsten Nachbarn im
Verhältnis zu der Anzahl der zu suchenden kNN:
Anzahl korrekt zugeordnete kNN
Anzahl an Datenpunkten im Datensatz · k
Distanzabweichung:
Die Distanzabweichung berechnet sich durch die Summation der Distanzen zwischen allen
Punkten und ihren jeweiligen kNN. Dabei wird die Summe für die exakten kNN und für
die, durch die LSH Implementierung erhaltenen approximierten kNN, berechnet und deren
Quotient gebildet.
Im folgenden bezeichnet, wie schon in Kapitel 3, l die Anzahl an verwendeten Hash-Tabellen
und m die Anzahl an Hash-Funktionen, die für eine Hash-Signatur Verwendung finden. Die
Segmentgröße der Hash-Funktionen entspricht weiterhin w.
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6.3.1 Anzahl an Hash-Tabellen
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Abbildung 6.1: Variierende Anzahl an Hash-Tabellen
In Abbildung 6.1 sind die Ergebnisse für eine variierende Anzahl an Hash-Tabellen zu sehen.
Dabei wurden die anderen beiden Parameter konstant bei w = 1,0 undm = 15 belassen.
Zu sehen ist, dass die Laufzeit linear mit der Anzahl an zu untersuchenden Hash-Tabellen steigt:
wird die Anzahl an Hash-Tabellen verdoppelt, so verdoppelt sich auch die Laufzeit.
Dieses Verhalten ist plausibel, da in beiden Schritten des LSH Algorithmus der Rechenaufwand
verdoppelt wird: es müssen alle Punkte in doppelt so viele Hash-Tabellen einsortiert werden
und es müssen im Schnitt doppelt so viele Punkte beim Suchen der kNN betrachtet werden,
da doppelt so viele Hash-Tabellen angeschaut werden müssen. Da sich in beiden Schritten der
Rechenaufwand in etwa verdoppelt, verdoppelt sich auch der Aufwand in seiner Gesamtheit.
Anders verhält es sich mit der Übereinstimmung in den exakten kNN. Wird nur eine einzige
Hash-Tabelle verwendet, ist die Übereinstimmung entsprechend sehr gering (nur ca. 3,5%). Die
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Übereinstimmung verbessert sich jedoch nicht linear mit der Anzahl an Hash-Tabellen. Bis hin zu
20 Hash-Tabellen verbessert sich die Übereinstimmung noch stark mit jeder neuen Hash-Tabelle,
danach erhöht sie sich nur noch in geringerem Maße. So steigt die Genauigkeit beim Erhöhen der
Anzahl an Hash-Tabellen von 90 auf 120 nur um 1,8%, die Laufzeit jedoch um 23%. Im Vergleich
dazu erhöht sich die Laufzeit ebenfalls um 23% bei einem Erhöhen der Anzahl an Hash-Tabellen
von 10 auf 40, die Übereinstimmung verbessert sich jedoch um 40%.
Ein ähnliches Verhalten kann bei der Distanzabweichung erkannt werden. Werden mehr Hash-
Tabellen verwendet, sinkt auch die Abweichung. Ab einer gewissen Anzahl an Hash-Tabellen
sinkt die Abweichung im Verhältnis auch nur noch geringer. Jedoch ist im Verhältnis zur Über-
einstimmung in den exakten kNN auch zu sehen, dass deutlich weniger Hash-Tabellen benötigt
werden, um bereits eine akzeptable kleine Distanzabweichung zu erhalten. Beispielsweise beträgt
die Übereinstimmung in den exakten kNN bei 30 Hash-Tabellen nur ca. 75%, der Distanzfehler
lediglich nur noch 2,9%.
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6.3.2 Anzahl an Hash-Funktionen
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Abbildung 6.2: Variierende Anzahl an Hash-Funktionen in einer Hash-Signatur
In Abbildung 6.2 sind die Ergebnisse für eine variierende Anzahl an Hash-Funktionen hi, die zur
Erstellung einer Hash-Signatur g verwendet werden, zu sehen. Dabei wurden die anderen beiden
Parameter konstant bei w = 1,0 und l = 50 belassen.
Das Laufzeitverhalten bei der sich ändernden Anzahl an Hash-Tabellen ist in Abbildung 6.2a
dargestellt, wobei darauf geachtet werden muss, dass die Laufzeiten auf einer logarithmischen
Skala abgetragen wurden. Wird nur eine Hash-Funktion für jede Hash-Signatur verwendet, ist es
sehr wahrscheinlich, dass viele Punkte den selben Hash-Wert besitzen. Dadurch müssen in jeder
Hash-Tabelle viele mögliche nächste Nachbarn untersucht werden, wodurch die Laufzeit extrem
steigt (ca. 10min). Wird die Anzahl an Hash-Funktionen pro Hash-Signatur erhöht, verbessert
sich die Laufzeit zunehmend, da zwei Punkte nun in immer mehr Hash-Werten übereinstimmen
müssen, um die gleiche Hash-Signatur zu besitzen. Jedoch setzt sich dieses Verhalten nur bis
zu einem gewissen Punkt fort: bei etwa 20 Hash-Funktionen pro Hash-Signatur ist die Laufzeit
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mit 780ms am geringsten. Danach steigt die Laufzeit wieder mit zunehmender Anzahl an Hash-
Funktionen etwas an. Das liegt daran, dass bis hierher für jede hinzukommende Hash-Funktion
so viele Punkte weniger betrachtet werden mussten, dass diese Ersparnis bei der Berechnung
der Distanzen den hinzukommenden Mehraufwand durch die Auswertungen einer weiteren
Hash-Funktion überwiegt. Ab 20 Hash-Funktionen pro Hash-Signatur überwiegt jedoch die
Auswertung der Hash-Funktionen die Ersparnis bei den Distanzberechnungen, wodurch die
Laufzeit wieder ansteigt.
Die beiden Genauigkeiten, dargestellt in Abbildung 6.2b und Abbildung 6.2c, verhalten sich
sehr ähnlich. Werden nur wenige Hash-Funktionen pro Hash-Signatur verwendet, besitzen viele
Punkte den selben Hash-Wert. Dadurch müssen in jeder Hash-Tabelle viele Punkte betrachtet
werden und die Anzahl an Übereinstimmungen in den exakten kNN ist hoch. Werden mehr
als 10 Hash-Funktionen verwendet, steigt die Wahrscheinlichkeit mit jeder neu hinzugefügten
Hash-Funktion, dass zwei Punkte eine unterschiedliche Hash-Signatur besitzen. Dadurch werden
weniger Punkte pro Hash-Tabelle betrachtet und die Anzahl an korrekt gefundenen kNN sinkt.
Stimmen bei 10 Hash-Funktionen noch über 99% der berechneten kNN mit den exakten überein,
so sind es bei 30 Hash-Funktionen nur noch ca. 13%.
Im Gegensatz zu den Genauigkeiten bei variierender Anzahl an Hash-Tabellen (Abbildung 6.1)
verhalten sich die Übereinstimmung in den exakten kNN und der Distanzabweichungen hier
identisch.
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6.3.3 Größe des Segments w
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Abbildung 6.3: Variierende Segmentgröße w
In Abbildung 6.3 sind die Ergebnisse für eine variierende Segmentgröße w zu sehen (siehe
Abschnitt 3.1.2 für eine genauere Erläuterung vonw). Dabei wurden die anderen beiden Parameter
konstant bei l = 50 undm = 15 belassen.
In Abbildung 6.3a ist das Laufzeitverhalten für ein sich veränderndes w zu sehen. Je kleiner w
gewählt wird, desto geringer ist die Laufzeit, da nur wenige Punkte in das selbe Segment fallen
und somit den gleichen Hash-Wert bzw. Hash-Signatur bekommen. Dabei steigt die Laufzeit
drastisch von 1,3 s für w = 1,0 auf beinahe 6min für w = 3,0 an, da bei einem größeren Segment
w potentiell immer mehr Punkte den selben Hash-Wert besitzen, auch wenn sie nicht mehr nahe
beisammen liegen.
Bei der Übereinstimmung mit den exakten kNN ist zu sehen, dass bei einem zu kleinen w nur so
wenige Punkte den gleichen Hash-Wert besitzen, dass die Genauigkeit sehr schlecht ist (deutlich
unter 1%). Wird w jedoch etwas erhöht, nimmt die Übereinstimmung stark zu, sodass ab einem
w = 1,5 bereits eine Übereinstimmung von 99,9% erreicht ist.
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Auch bei der Distanzabweichung ist dieses Verhalten zu sehen. Wird w zu Beginn nur ein wenig
erhöht, verbessert sich die Distanzabweichung dadurch drastisch. Ab einer Segmentgröße von
1,5 ist jedoch auch hier keine Verbesserung mehr zu erreichen, da die Abweichung bereits unter
0,002% liegt.
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6.3.4 Anzahl an gesuchten k -nächsten-Nachbarn
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Abbildung 6.4: Variierende Anzahl an gesuchten Nachbarn k
In Abbildung 6.4 sind die Ergebnisse für eine variierende Anzahl an gesuchten kNN zu sehen.
Dabei wurden die anderen Parameter konstant bei w = 1,0, l = 50 undm = 15 belassen.
Die Laufzeit steigt, wie in Abbildung 6.4a zu sehen ist, mit der Anzahl an gesuchten nächsten
Nachbarn. Wie in Algorithmus 3.2 in Zeile 9 zu sehen ist, muss jeder potentielle Punkt darauf
untersucht werden, ob er bereits bekannt ist. Mit steigendem k müssen dabei immer mehr bereits
bekannte (vorläufige) nächste Nachbarn durchsucht werden, wodurch der Rechenaufwand und
somit auch die Laufzeit steigt.
Gleichzeitig sinkt die Übereinstimmung mit den exakten kNN mit steigendem k. Wenn die 1NN
noch mit einer Wahrscheinlichkeit von über 96% mit den exakten übereinstimmen, so sind
es bei den 50NN nur noch 64%. Sollen die 50NN auch mit einer höheren Wahrscheinlichkeit
übereinstimmen, so müssten die bereits besprochenen Parameter anders gewählt werden. Zum
Beispiel könnte eine Erhöhung der Anzahl an Hash-Tabellen die Übereinstimmung verbessern.
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Durch eine Erhöhung von k steigt auch, wie in Abbildung 6.4c zu sehen, die Distanzabweichung.
Jedoch verschlechtert sich diese in einem weitaus geringeren Maße als die Übereinstimmung mit
den exakten kNN. Verschlechterte sich die Übereinstimmung noch um 32% bei einer Änderung
von k von 1 zu 50, so verschlechtert sich die Distanzabweichung bei der gleichen Änderung von
k um nur ca. 5,4%.
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6.3.5 Vergleich mit Naivem Algorithmus
l m w Laufzeit Speicherverbrauch Korrekt zugeordnete
kNN
Distanz-
abweichung
30 50 2,0 0,76 s 997MiB 50,21% 11,02%
30 40 2,0 1,13 s 997MiB 75,88% 2,86%
50 15 1,0 1,41 s 1425MiB 90,41% 0,78%
110 20 2,0 92,93 s 2709MiB 100,00% 0,00%
Tabelle 6.2: Ergebnisse mit 500 000 Datenpunkten in 10 Dimensionen und k = 5
In Tabelle 6.2 sind beispielhafte Parameterwahlen und die damit erhaltenen Ergebnisse zu sehen.
Als Vergleich ist der Naive Algorithmus heranzuziehen mit einer Laufzeit von 14,08 s und einem
Speicherverbrauch von 369MiB. Direkt zu sehen ist, dass der Speicherverbrauch aller LSH
Beispiele deutlich höher ist, als der des Naiven Algorithmus. Selbst bei einem LSH Aufruf, der
nur die Hälfte aller korrekten nächsten Nachbarn zurückgibt, ist der Speicherverbrauch beinahe
3-mal so hoch. Zurückzuführen ist dies auf die Verwendung der vielen Hash-Tabellen, in denen
jeweils alle Punkte gespeichert sind.
Zu sehen ist außerdem, dass unterschiedlichste Stufen der Genauigkeit erreicht werden können.
Werden lediglich 75% der korrekten nächsten Nachbarn benötigt, kann dies durch LSH erreicht
werden, mit einer gleichzeitigen signifikanten Verbesserung der Laufzeit um das 12-fache gegen-
über dem Naiven Algorithmus. Soll jedoch ein exaktes Ergebnis erzielt werden, ist LSH deutlich
schlechter als der Naive Algorithmus. Auch ist zu beachten, dass bei einem Anteil von 50% der
korrekten nächsten Nachbarn die Distanzabweichung nur 11,02% beträgt.
Müssen bei dem Naiven Algorithmus bei der Suche der kNN für jeden Punkt 500 000 andere
Datenpunkte betrachtet werden, so sind dies bei LSH mit l = 50, m = 15 und w = 1,0 im
Durchschnitt nur ca. 1100 Datenpunkte.
l m w Laufzeit Speicherverbrauch Korrekt zugeordnete
kNN
Distanz-
abweichung
30 25 1,5 5,05 s 1815MiB 51,04% 8,80%
70 25 1,5 10,63 s 3509MiB 75,53% 3,24%
60 20 1,5 21,80 s 3085MiB 90,24% 0,91%
60 30 3,0 795,63 s 3085MiB 99,92% 0,01%
Tabelle 6.3: Ergebnisse mit 1 000 000 Datenpunkten in 28 Dimensionen und k = 5
In Tabelle 6.3 sind beispielhafte Parameterwahlen und die dadurch erhaltenen Ergebnisse für den
Datensatz mit 1 000 000 Datenpunkten zu sehen. Im Vergleich zu diesen Werten benötigte der
Naive Algorithmus 162,01 s und verbrauchte dabei 573MiB an Speicher. Die daraus resultieren-
den Erkenntnisse sind dabei identisch zu denen, die bereits für Tabelle 6.2 besprochen wurden,
lediglich die Laufzeiten und der Speicherverbrauch sind, bedingt durch den größeren Datensatz,
gestiegen. Ist ein Ergebnis, bei dem nur 90,24% der korrekten nächsten Nachbarn zurückgegeben
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werden müssen, ausreichend, so kann durch LSH eine Laufzeitverbesserung um das 7,7-fache
gegenüber dem Naiven Algorithmus erzielt werden.
Insgesamt erreicht die Implementierung des Naiven Algorithmus eine maximale Double-Precision
Leistung von 800GFLOPS und die LSH Implementierung 40GFLOPS. Beide FLOPS Zahlen
liegen dabei deutlich unter den theoretisch erreichbaren 5,8TFLOPS. Bei beiden Algorithmen
liegt das hauptsächlich daran, dass bei den Distanzberechnungen viele langsame Speicheranfragen
an den Global Memory gestellt werden müssen. Bei dem Naiven Algorithmus fällt dies nicht
ganz so stark ins Gewicht, da alle Speicherzugriffe linear im Speicher erfolgen können. Durch die
Hash-Struktur bei LSH sind die dortigen Speicherzugriffe nicht linear oder vorhersehbar, wodurch
sie teurer werden. Zusätzlich kann es sein, dass jeder Thread eines Warps auf einen anderen
Speicherbereich zugreifen muss, was die Speicherzugriffe nochmals teurer macht. Außerdem
muss bei LSH zusätzlich zu den Speicherzugriffen bei den Distanzberechnungen auch noch bei
der Berechnung der Hash-Werte auf den Globalen Speicher zugegriffen werden, was zusätzliche
Zeit kostet. Dadurch ist die Performance bei beiden Algorithmen stark von den Speicherzugriffen
abhängig, wodurch die FLOPS sinken.
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In diesem Kapitel werden zuerst Algorithmen basierend auf der Idee des LSH kurz erläutert. Im
zweiten Teil werden weitere algorithmische Ansätze zur Lösung des kNN Problems erwähnt.
7.1 Algorithmen basierend auf LSH
Von Lv et al. [LJW+07] wurde der Ansatz des Multi-Probe LSH vorgeschlagen. Dabei wird pro
Hash-Tabelle bei der Suche der kNN eines Punktes x nicht nur das Hash-Bucket mit dem korre-
spondierenden Hash-Wert von x untersucht, sondern mehrere Hash-Buckets berücksichtigt. Dafür
werden in einem weiteren Preprocessing-Schritt für jeden Punkt mehrere sogenannte Pertubation
Vektoren erstellt. Diese Pertubation Vektoren werden bei der Berechnung des Hash-Wertes eines
Punktes mit dessen Hash-Signatur verrechnet, wodurch sich der endgültige Hash-Wert ändert und
auch andere Hash-Buckets in der selben Hash-Tabelle betrachtet werden. Dadurch, dass durch
dieses Verfahren in jeder Hash-Tabelle mehr potentielle nächste Nachbarn untersucht werden,
kann insgesamt die Anzahl an benötigten Hash-Tabellen reduziert werden, wodurch Speicher-
platz gespart wird. Für diesen Algorithmus wurde von Dong et al. [DWJ+08] ein statistisches
Performance Modell entwickelt, das die Performance und Qualität einer durchschnittlichen kNN
Suche mithilfe eines kleinen Beispieldatensatzes vorhersagen kann, womit das Parameter-Tuning
vereinfacht wird. Von Joly und Buisson [JB08] wurde eine Verbesserung des Multi-Probe LSH
vorgeschlagen: A Posteriori Multi-Probe LSH. Dabei basiert die Auswahl der zusätzlich zu untersu-
chenden Hash-Buckets nicht mehr alleine auf Wahrscheinlichkeiten, sondern auf den Ergebnissen
vorheriger kNN Suchen und auf Informationen über die Datenpunkte.
Der Entropie basierte LSH Algorithmus von Panigrahy [Pan06] wählt einen anderen Ansatz. Bei
ihm wird nur noch eine (oder wenige) Hash-Tabelle erstellt. Bei der Suche der kNN eines Punktes
x wird nun nicht mehr dieser Punkt für die Suche herangezogen, sondern es werden zufällige
weitere Punkte erstellt, die alle nahe des ursprünglichen Punktes x liegen. Mit diesen zusätzlichen
Punkten wird ebenfalls die Hash-Tabelle indexiert in der Hoffnung, dass diese zusätzlichen Punkte
in die selben Hash-Buckets fallen, wie die kNN des Punktes x.
Das von Pan und Manocha [PM12] vorgestellte Bi-level LSH verbindet die Idee der Baumda-
tenstruktur mit LSH. Zuerst wird der Datensatz mithilfe eines RP trees in Gebiete aufgeteilt.
Anschließend wird für jedes dieser Gebiete eine eigene Hash-Tabelle erstellt, die weiter durch
hierarchische Strukturen verbessert wird. Bei der Suche der kNN eines Punktes wird dann zuerst
das Gebiet, in dem sich dieser Punkt befindet, festgestellt und anschließend nur noch die entspre-
chende Hash-Tabelle mithilfe des LSH Algorithmus durchsucht. Eine Implementierung dieses
Algorithmus wurde von Pan und Manocha [PM11] vorgenommen.
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Ein weiterer Algorithmus, der die Idee von LSH mit Bäumen verbindet, ist der von Bawa, Condie
und Ganesan [BCG05] vorgestellte und von Andoni, Razenshteyn und Nosatzki [ARN17] ana-
lysierte und leicht modifizierte LSH Forest. Dabei wird jedem Punkt ein eindeutiger Hash-Wert
zugewiesen und mithilfe dessen ein Prefix-Baum (LSH tree) erstellt. Daraus entsteht ein LSH
Forest, in dem nicht nur ein LSH Baum erzeugt wird, sondern viele verschiedene (wie es auch bei
den Hash-Tabellen der Fall war). Die kNN können anschließend durch eine parallele Traversierung
dieser LSH Bäume erhalten werden. Tao et al. [TYSK10] stellen eine Hash-Tabelle ebenfalls als
eine Art Baum dar. Dieser locality sensitive B tree (LSB-Baum) wird mithilfe von Z-Kurven erstellt.
Die Kombination aus mehreren LSB treesn entspricht einem LSB Forest. Die kNN Suche wird auf
der Basis des längsten gemeinsamen Präfixes durchgeführt.
Das von Terasawa und Tanaka [TT07] vorgestellt Spherical LSH (SLSH) geht nicht von Punkten
in einem Rd Raum aus, sondern von Punkten, die auf einer (d − 1)-Einheitskugel liegen, die
wiederum in einem Rd Raum eingebettet ist. Dafür wurden neue Hash-Funktionen, basierend
auf „randomly rotated regular polytopes“, vorgeschlagen, die für diesen Spezialfall eine bessere
räumliche Aufteilung erzielen.
Um auch größere Datensätze bearbeiten zu können, wurde von Haghani et al. [HMCA08] eine
Erweiterung des LSH Algorithmus erarbeitet. Dieser verteilt die Suche auf ein großes Peer-to-Peer
Netzwerk und minimiert dabei den Netzwerkverkehr und verbessert die Lastverteilung.
Andere Arbeiten beschäftigen sich nicht direkt mit einem komplett anderen LSH Algorithmus,
sondern mit den für LSH benötigten Hash-Funktionen. Sind die Datenpunkte eines Datensatzes
nicht gleich verteilt, kann es durch die bisherige Einteilung in Hash-Buckets sein, dass in wenigen
Hash-Buckets sehr viele Punkte liegen und in anderen nur wenige. In dem von Kang, Ooi und Sun
[KOS04] vorgestellten Ansatz werden die Hash-Buckets hierarchisch aufgebaut. Außerdem basiert
die räumliche Aufteilung nicht auf einer Gleichverteilung. So sollten Dimensionen mit dicht
verteilten Werten nur mit einer geringen Wahrscheinlichkeit berücksichtigt werden, wohingegen
Dimensionen mit gleich verteilten Werten mit einer höheren Wahrscheinlichkeit berücksichtigt
werden sollten.
Jégou et al. [JASG08] wählen mithilfe spezieller Kriterien die Hash-Funktionen aus einem Pool von
Hash-Funkionen aus, die mit der größten Wahrscheinlichkeit die korrekten nächsten Nachbarn
zurückgeben. Dabei verwenden sie als Hash-Funktionen nicht die Random Projections, sondern
E8 lattices. Das Parameter Sensitive Hashing von Shakhnarovich, Viola und Darrell [SVD03]
lernt hingegen, ausgehend von einem kleinen Beispieldatensatz, eine Menge von optimalen Hash-
Funktionen. Einen ähnlichen Weg gehen auch Andoni und Razenshteyn [AR15] bei ihrem Data-
Dependent Hashing, bei dem sie ebenfalls die Hash-Familie abhängig von den zugrundeliegenden
Datensätzen machen. Paulevé, Jégou und Amsaleg [PJA10] haben darüber hinaus verschiedene
Hashing-Verfahren mit realen Datensätzen getestet.
7.2 Weitere nächste Nachbarn Algorithmen
Eine mögliche Alternative zu Hashing-Verfahren stellen die Algorithmen basierend auf Baum-
strukturen dar. In niedrigen Dimensionen werden häufig k-d trees verwendet [Ben75; FBF77].
Mithilfe spezieller Suchverfahren können auch die k-d trees für höhere Dimensionen eingesetzt
werden [BL97]. Alternativ könne die k-d trees auch erweitert werden zu Randomized k-d trees
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um kNN Suchen auch in höheren Dimensionen effizient durchführen zu können [EKNT12; EN13;
ML09; SH08]. Neben den reinen k-d trees existieren noch weitere ähnliche Baumstrukturen: RP
trees [DF08], hierarchical k-means trees [FN75], priority search k-means trees [ML14], Metric
tress oder Spill trees [LMYG05], Cover trees [BKL06], BBD trees [AMN+94] und andere. Weber,
Schek und Blott [WSB98] haben jedoch gezeigt, dass alle Partitionierungsmethoden ab einer
gewissen Dimensionalität eine schlechtere Performance bieten, wie eine lineare Suche über die
Daten.
NebenAlgorithmen, die auf Baumstrukturen basieren, existieren auch solche, die auf kNNGraphen
arbeiten [HASZ11; LZ09; PC05]. Wieder andere Algorithmen arbeiten mit Product Quantizati-
on [GHKS13; JDS11; KA14].
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8 Fazit
In dieser Arbeit wurde eine Einführung zu dem Locality Sensitive Hashing für das Problem der
Suche der k-Nächsten-Nachbarn gegeben und diese beispielhaft für den euklidischen Abstand
auf einer NVIDIA QUADRO GP100 GPU mithilfe von CUDA und C++ implementiert. Darüber
hinaus wurde als Vergleich der Naive Algorithmus ebenfalls für diese GPU implementiert.
Dabei ergab sich, dass LSH eine deutliche Performancesteigerung gegenüber dem Naiven Algo-
rithmus bieten kann, vorausgesetzt die Parameter bei LSH wurden passend gewählt. Ein weiterer
Vorteil von LSH ist es, dass je nach Anwendungszweck, bei dem auch Ergebnissemit einer geringen
Genauigkeit ausreichend sind, die Parameter so gewählt werden können, dass die entsprechende
Genauigkeit erreicht wird, bei gleichzeitiger Verbesserung der Laufzeit. Der limitierende Faktor
bei LSH ist der deutlich höhere Speicherverbrauch durch die vielen, für eine hohe Genauigkeit
benötigten, Hash-Tabellen gegenüber dem Naiven Algorithmus. Da auf den GPUs nur eine recht
begrenzte Speichermenge zur Verfügung steht, können somit bei LSH nicht so große Datensätze
verarbeitet werden, wie bei dem Naiven Algorithmus.
Außerdem ergab sich, dass sich mithilfe von GPUs die Suche der kNN beschleunigen lässt.
Jedoch hat diese Verbesserung der Laufzeit aufgrund der vielen und bei LSH nicht linearen
Speicherzugriffe ihr Grenzen. So wurden 800GFLOPS (Naiver Algorithmus) bzw. 40GFLOPS
von den möglichen 5,8TFLOPS erreicht.
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9 Ausblick
In der vorgestellten Implementierung wurde bisher als mögliche Metrik nur der euklidische Ab-
stand implementiert. Eine Erweiterungsmöglichkeit besteht darin, auch andere Distanzfunktionen
zu implementieren, wie z. B. die Manhattan- oder Jaccard-Distanz, und diese bei der Erstellung
des Algorithmus auswählbar zu machen.
Des weiteren kann die bestehende LSH Implementierung erweitert werden, so dass sie das in
Abschnitt 7.1 bereits kurz vorgestellte Prinzip des Multi-Probe LSH unterstützt. Dadurch könnte
der Speicherverbrauch auf der GPU gesenkt werden. Außerdem könnte zusätzlich noch ein
Verfahren zur Optimierung der verwendeten Hash-Funktionen implementiert werden.
Um die Performance des LSH Algorithmus auf der GPU noch besser einschätzen zu können,
könnten außerdem ausgewählte Verfahren aus Abschnitt 7.2 implementiert werden, um diese mit
den LSH Ergebnissen zu vergleichen.
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A Anhang
A.1 Weitere Metriken
In diesem Abschnitt werden weitere Metriken und deren zugehörigen LSH Hash-Familien behan-
delt. Für den euklidischen Abstand siehe Kapitel 3. Diese weiteren Metriken sind:
• Manhattan-Distanz→ Random Projections
• Kosinus-Distanz→ SimHash
• Jaccard-Distanz→MinHash
• Hamming Abstand→ BitSampling
A.1.1 Manhattan-Distanz→ Random Projections
Bei der Manhattan-Distanz ist die Distanz zwischen zwei Punkten als die Summe der absoluten
Differenzen zweier Vektoren in einem Vektorraum definiert. Anders formuliert ist es die Distanz
zwischen zwei Punkten, die zurückgelegt werden muss, wenn man sich nur entlang der Achsen
der Dimensionen bewegen darf.
Definition A.1.1 (Manhattan-Distanz)
Für zwei beliebige Vektoren x, y ∈ Rd ist die Manhattan-Distanz definiert durch:
distmanhattan(x, y) =
d∑
i=1
|xi − yi|
In Abbildung A.1 kann ein Beispiel für die Manhattan-Distanz zwischen zwei Punkten im zweidi-
mensionalen Raum betrachtet werden. Dabei ist zu sehen, dass es unterschiedliche Möglichkeiten
gibt die Manhattan-Distanz zwischen zwei Punkten darzustellen. Die Darstellung ist somit im
Gegensatz zu der des euklidischen Abstands nicht eindeutig.
Nach Datar et al. [DIIM04] kann eine LSH Hash-Familie für die Manhattan-Distanz auch durch
die bereits beschriebenen Random Projections erstellt werden. Dabei sind die Hash-Funktionen
identisch. Der einzige Unterschied besteht darin, dass die Manhattan-Distanz auf der l1-Norm
basiert und somit eine 1-stabile Verteilung für die Erstellung des Vektors a benötigt wird. Eine
1-stabile Verteilung ist die Standard-Cauchy-Verteilung.
Definition A.1.2 (Standard-Cauchy-Verteilung)
Die Standard-Cauchy-Verteilung ist eine 1-stabile Verteilung und ist definiert als:
Distrcauchy(x) =
1
π · (1 + x2)
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distmanhattan(x, y) = |1− 3|+ |4− 1| = 5
Abbildung A.1: Beispiel der Manhattan-Distanz in R2
Somit entspricht das Vorgehen bei der Manhattan-Distanz dem in der Abbildung 3.2 gezeigten,
mit dem Unterschied der Wahl des Vektors a.
A.1.2 Kosinus-Distanz→ SimHash
Neben dem euklidischen Abstand ist auch die Kosinus-Distanz eine mögliche Metrik. Bei dieser
wird nicht der Abstand zwischen zwei Vektoren betrachtet, sondern der von diesen beiden
Vektoren eingeschlossene Winkel. Der Hauptunterschied zum euklidischen Abstand ist, dass bei
der Kosinus-Distanz die Länge des Vektors keinerlei Rolle spielt, sondern nur dessen räumliche
Ausrichtung.
Definition A.1.3 (Kosinus-Distanz)
Für zwei beliebige Vektoren x, y ∈ Rd ist die Kosinus-Ähnlichkeit definiert durch:
simcosine = cos(θ) =
x · y
∥x∥2 · ∥y∥2
=
d∑
i=1
xi · yi√
d∑
i=1
x2i ·
√
d∑
i=1
y2i
Daraus ergibt sich die Kosinus-Distanz mit:
distcosine = 1− simcosine(x, y)
In Abbildung A.2 ist das gleiche Beispiel, wie schon für die Manhattan-Distanz und den euklidi-
schen Abstand, zu sehen.
Für die Kosinus-Distanz lässt sich eine LSH Hash-Familie durch die von Charikar [Cha02] be-
schriebene Methode der Random Hyperplanes (auch SimHash genannt) erstellen. Dabei werden
zufällige Hyperebenen generiert und der Hash-Wert eines Punktes davon abhängig gemacht, auf
welcher Seite dieser Ebene er sich befindet.
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A.1 Weitere Metriken
1 2 3 4
1
2
3
4
5
x
y
θ
simcosine(x, y) =
1 · 3 + 4 · 1√
12 + 42 ·
√
32 + 12
≈ 0,537
distcosine(x, y) = 1− 0,537 = 0,463
Abbildung A.2: Beispiel der Kosinus-Distanz in R2
Definition A.1.4 (Random Hyperplanes)
Gegeben eines Punktes x ∈ Rd und eines Vektors r ∈ Rd mit zufälligen Einträgen aus der Standard-
normalverteilung, berechnet sich der Hash-Wert von x durch:
h(x) =
1 wenn x · r ≥ 00 wenn x · r < 0
A.1.3 Jaccard-Distanz→ MinHash
ImGegensatz zu den bisher gezeigtenMetriken, die auf Vektoren in einemVektorraum angewendet
werden, wird bei der Jaccard-Distanz die Ähnlichkeit zweier Mengen betrachtet. Dabei wird
die Größe der Schnittmenge zweier Mengen im Verhältnis zur Größe der Vereinigungsmenge
herangezogen.
Definition A.1.5 (Jaccard-Distanz)
Für zwei beliebige Mengen A und B ist die Jaccard-Ähnlichkeit definiert durch:
simjaccard(A,B) =
|A ∩B|
|A ∪B|
Daraus ergibt sich die Jaccard-Distanz als:
distjaccard(A,B) = 1− simjaccard(A,B)
Wie in Abbildung A.3 zu sehen ist, ist die Jaccard-Distanz nicht auf Zahlendarstellungen be-
grenzt. Es können vielmehr beliebige Mengen, wie in diesem Beispiel normale Wörter, verwendet
werden.
Von Broder [Bro97] wurde eine mögliche LSH Hash-Familie für die Jaccard-Distanz vorgeschlagen,
die durch MinHash (auch min-wise independent permutations) erstellt werden kann.
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A Anhang
A = {das, ist, haus, vom, nikolaus}
B = {und, nebenan, vom,weihnachtsmann}
simjaccard(A,B) =
|{vom}|
|{das, ist, haus, vom, nikolaus, und, nebenan,weihnachtsmanm}| =
1
8
distjaccard(A,B) = 1− simjaccard(A,B) = 0,875
Abbildung A.3: Beispiel der Jaccard-Distanz
x = 1001101011
y = 0110101101
disthamming(x, y) = 6
Abbildung A.4: Beispiel des Hamming-Abstands
Definition A.1.6 (MinHash)
Gegeben eines GrundraumsD, mitA ⊆ D, und zufälligen Permutationen π vonD (Perm : D → D),
berechnet sich der Hash-Wert von A durch:
h(A) = min(π(A))
Eine mögliche Implementierung wird von Bawa, Condie und Ganesan [BCG05] vorgeschlagen.
Dabei werden für jeden Punkt zuerst mithilfe n verschiedener Hash-Funktionen hi(x) = (a ·x+b)
mod p mehrere Hash-Werte berechnet. Aus diesen wird der minimale Hash-Wert ausgewählt
y = min(hi(x)). In einem letzten Schritt wird dieser minimale Hash-Wert y durch eine weitere
zufällige Hash-Funktion auf 0 oder 1 abgebildet.
A.1.4 Hamming-Abstand→ BitSampling
Der Hamming-Abstand beschreibt die Anzahl an Stellen zweier gleich langen Zeichenketten, in
denen sich diese unterscheiden.
Definition A.1.7 (Hamming-Abstand)
Für zwei gleich lange Wörter x, y ∈ Σn über einem endlichen Alphabet Σ ist der Hamming-Abstand
definiert durch:
disthamming(x, y) = |{ 1 ≤ i ≤ n | xi ̸= yi}|
Häufig wird der Hamming-Abstand zur Fehlererkennung und Fehlerkorrektur bei Datenübertra-
gungen verwendet. Da Daten im Binärformat übertragen werden, ist in diesen Anwendungsfällen
das Alphabet als Σ = {0, 1} definiert. Ein derartiges Beispiel ist in Abbildung A.4 dargestellt.
Dort unterscheiden sich die beiden Zeichenketten x und y in sechs Stellen, haben also einen
Hamming-Abstand von sechs.
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A.1 Weitere Metriken
Wie von Har-Peled, Indyk und Motwani [HIM12] beschrieben, kann für die Hamming-Distanz
eine einfache LSH Hash-Familie mithilfe des BitSampling angegeben werden. Dabei entspricht
der Hash-Wert eines Wortes dem Zeichen an einer bestimmten Stelle des Wortes.
Definition A.1.8 (BitSampling)
Für ein beliebiges Wort x ∈ Σn berechnet sich der Hash-Wert von x durch:
h(x) = xi für ein 1 ≤ i ≤ n
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