Abstract. We consider systems of stochastic differential equations with multiple scales and small noise and assume that the coefficients of the equations are ergodic and stationary random fields. Our goal is to construct provably-efficient importance sampling Monte Carlo methods that allow efficient computation of rare event probabilities or expectations of functionals that can be associated with rare events. Standard Monte Carlo algorithms perform poorly in the small noise limit and hence fast simulations algorithms become relevant. The presence of multiple scales complicates the design and the analysis of efficient importance sampling schemes. An additional complication is the randomness of the environment. We construct explicit changes of measures that are proven to be asymptotically efficient with probability one with respect to the random environment (i.e., in the quenched sense). Numerical simulations support the theoretical results.
We assume that δ = δ(ǫ) ↓ 0 such that ǫ/δ ↑ ∞ as ǫ ↓ 0. (W t , B t ) is a 2κ−dimensional standard Wiener process. We assume that for each fixed x ∈ R m , b(·, γ), c(x, ·, γ), σ(x, ·, γ), f (·, γ), g(x, ·, γ), τ 1 (·, γ) and τ 2 (·, γ) are stationary and ergodic random fields in an appropriate probability space (Γ, G, ν) with γ ∈ Γ.
One can interpret the system (1.1) as a small noise perturbation of a system of slow and fast components with X ǫ being the slow and Y ǫ being the fast component. As it is seen from (1.3) and (1.4) below, classical cases of interest are special cases of (1.1). The primary goal of this article is to provide a rigorous mathematical framework for the development of provably-efficient and asymptotically optimal importance sampling Monte-Carlo methods. Given a realization of the random medium γ, our goal is to estimate quantities of the form (1.2) θ(ǫ, γ) = E x,y e or θ(ǫ, γ) = P x,y X ǫ,γ T ∈ A such that the estimators are known to be provably-efficient a-priori for almost all realizations of the random environment (quenched asymptotics).
Importance sampling is a variance reduction technique in Monte Carlo simulation. It is well known that standard Monte-Carlo techniques perform rather poorly in the small noise regime. Namely, for a fixed computational cost, relative errors grow rapidly as the event becomes more rare, i.e., as ǫ decreases. In the context of multiscale processes in random environments the situation is worse. If one is interested in accurate estimation of quantities as in (1.2), then one does not have any hope of closed form formulas and logarithmic large deviation estimates are too crude (since they ignore potential important prefactors) and thus simulation becomes necessary.
Our work is partially motivated by related questions in chemical physics, molecular dynamics, climate modeling and neuroscience, e.g., [1, 5, 6, 14, 27, 32] . There, one is often interested in simplified models that preserve the large deviation properties of the system in the case where δ ≪ ǫ, i.e., in the case where δ is orders of magnitude smaller than ǫ. In the large deviations regime, rare events dominate and then estimation of probabilities of rare events or of related expectations of functionals of interest becomes a challenging issue, since standard Monte Carlo perform poorly. In this paper, we provide a provably asymptotically-efficient importance sampling scheme for estimation of quantities such as (1.2). The change of measure is using the quenched large deviations results of [30] . In [30] , we proved the quenched, i.e., almost surely with respect to the random environment, large deviations principle for (1.1). In particular, the control achieving the large deviations bound gives useful information, which is used here to design provably efficient importance sampling schemes for estimation of related rare event probabilities.
To the best of the author's knowledge, this is the first work that addresses design of asymptotically efficient importance sampling methods for multiscale diffusions in random environments. In the absence of fast oscillations, importance sampling schemes for small noise diffusions have been recently considered in [7, 8, 29, 31] . The authors in [7, 8, 29] investigate the impact of metastability effects in the design and analysis of non-asymptotic provably-efficient importance sampling schemes for small noise diffusions, but without multiple scales. It was found there that in the presence of metastability, naive changes of measure could perform poorly even if they are asymptotically optimal. Hence, in these problems, non-asymptotic optimality is studied and importance sampling schemes are constructed that have guaranteed good performance even non-asymptotically. However, these papers do not study the effect of multiple scales, see Remark 4.4. In the case of a periodic fast motion, the design of large deviations inspired efficient Monte Carlo importance sampling schemes was investigated in [5, 6, 28] . The present work is also related to the theory of random homogenization of HJB equations [15, 16, 17, 18, 20, 21, 22, 23, 24, 25, 26] . Other related models where the regime of interest is ǫ/δ ↑ ∞ have been considered in [2, 4, 5, 10, 12, 28] . In the current paper, we consider the case of a random environment which complicates the analysis significantly. Nevertheless, in the end we are able to asymptotically efficient importance sampling changes of measure.
Using the quenched large deviation and weak convergence results from [30] , we construct asymptotically optimal importance sampling schemes with rigorous bounds on performance. The construction is based on two ingredients. The first ingredient is the gradient of subsolutions to the associated homogenized Hamilton-Jacobi-Bellman (HJB) equation as in [9] . But, this constructions is relevant only after necessary modifications that take into account the multiscale aspect of the problem. As it is also the case for the periodic medium, see [5] , changes of measure that are purely based on the homogenized system and directly suggested by its associated partial differential equation do not lead to efficient importance sampling schemes. The second ingredient is the macroscopic problem, or otherwise corrector, from the random homogenization theory which needs to be taken into account in order to achieve asymptotic optimality. This construction is motivated by the quenched large deviations results of [30] , where a change of measure (or equivalently a control) in partial feedback form has to be used to prove a large deviation lower bound. In this paper we define a control which is of feedback form, i.e., a function of both the slow variable X ǫ and the fast variable Y ǫ , and which is used to construct dynamic importance sampling schemes with precise asymptotic performance bounds.
Before closing this section we remark that model (1.1) contains as special cases many classical cases of interest. For example, if b = g = 0 and we denote ǫ δ 2 = 1 η ≪ 1, then we get the system
which can be interpreted as a small noise perturbation of the random dynamical systemẊ = c(X, Y, γ), where Y is stochastic and fast oscillating. Moreover, if one considers the classical system of slow-fast variables
and rescale time t → ǫt, say if interested in small time asymptotics, then the process (X ǫ s , Y ǫ s ) = (X ǫs , Y ǫs ) satisfies (1.1) with g = 0 and c(x, y, γ) replaced by the lower order term ǫc(x, y, γ) (which also vanishes in the limit).
The rest of the paper is organized as follows. In Section 2 we set-up notation, pose the main assumptions of the paper and recall the definition and well-known properties of the random environment that will be used in this paper. In Section 3, we recall the large deviations results of [30] that are used in this paper. We also review there the concept of importance sampling and that of classical subsolutions to related HJB equations. Section 4 contains the main result of its paper and its proof, this is Theorem 4.1. Section 5 has examples and a simulation study to illustrate the main theoretical results of this paper. There is also an Appendix where the proof of a necessary technical result due to the randomness of the environment is given.
Notation and description of the random environment
In this section, we describe in detail the random environment and its properties. Also we set-up notation and present the main assumptions of the paper. The material of this section is classical in the random homogenization literature, e.g., [13, 20, 15] , and we review here the results that are being used in the later sections of the paper. We conclude this section with two examples.
Since we are dealing with random environments, we need to make certain assumptions on the random environment that will guarantee the necessary ergodic theorems that we need. Based on [13] , we assume that there is a group of measure preserving transformation {τ y , y ∈ R d } acting ergodically on Γ that is defined as follows.
Definition 2.1.
(i) τ y preserves the measure, namely ∀y ∈ R d and ∀A ∈ G we have ν(τ y A) = ν(A).
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(ii) The action of {τ y :
Lettingφ be square integrable function in Γ, we define the operator T yφ (y) =φ(τ y γ), which is a strongly continuous group of unitary maps in L 2 (Γ), see [20] . In addition, we shall denote by D i the infinitesimal generator of T y in the direction i, which is a closed and densely defined generator, see [20] .
In order to guarantee that involved functions are ergodic and stationary random fields on R d−m , forφ ∈ L 2 (Γ), we define φ(y, γ) =φ(τ y γ). Similarly, for a measurable functionφ : R m × Γ → R m we consider the (locally) stationary random field (x, y) →φ(x, τ y γ) = φ(x, y, γ). The coefficients, b, c, σ, f, g, τ 1 , τ 2 of (1.1) are defined through this procedure and therefore are guaranteed to be ergodic and stationary random fields.
We need to make certain assumptions both on the coefficients of (1.1) and on the properties of the random environment. In regards to the coefficients of (1.1) we assume that Condition 2.2.
(i) For every fixed γ ∈ Γ, the diffusion matrices σσ T and
in y and C 1 (R m ) in x with all partial derivatives continuous and globally bounded in x and y.
For every γ ∈ Γ, we define next the operator
(y, γ) ∇ y ∇ y · and we let Y γ t to be the corresponding Markov process. As it is common in the random homogenization literature, [24, 22, 20] , we can associate the canonical process on Γ defined by the environment γ. This is a Markov process on Γ, denoted by γ t , with continuous transition probability densities with respect to d-dimensional Lebesgue measure, e.g., [20] . To be precise, we define
It is relatively straightforward to see that the infinitesimal generator of the Markov process γ t is given byL
Next, we would like to have a closed form for the unique ergodic invariant measure for the environment process {γ t } t≥0 . Such a closed form is useful for numerical feasibility purposes. For this reason, we assume the following condition on the structure of the operatorL, see [22] . Condition 2.3. We can write the operatorL in the following generalized divergence form
. We assume that m(γ) is bounded from below and from above with probability 1, that there exist smoothd i,j (γ) such
where the space Sobolev space H 1 is the Hilbert subspace of H = L 2 (Γ, G, ν) equipped with the inner product
We will denote by E ν and by E π the expectation operator with respect to the measures ν and π respectively. In particular, we have the following key result, Proposition 2.4. .
Then π is the unique ergodic invariant measure for the environment process {γ t } t≥0 .
The last tool that we need to introduce is the macroscopic problem, known as cell problem in the periodic homogenization literature or corrector in the homogenization literature in general. Let us consider ρ > 0 and consider the following problem on Γ (2.1) ρχ ρ −Lχ ρ =b on Γ. By Lax-Milgram lemma, see [20, 15] , equation (2.1) has a unique weak solution in the abstract Sobolev space H 1 . At this point, we note that in the periodic case one also considers (2.1), but one can then take ρ = 0. However, in the random case, (2.1) with ρ = 0 does not necessarily has a well defined solution, see for example [15] . If there is special structure to the problem, as in the example of Section 5, one can solve or approximate the solution to (2.1) even with ρ = 0. But in the general case, we consider the equation with ρ > 0 and in the end, the homogenization theorem is proven by taking appropriate sequences ρ = ρ(ǫ) such that ρ(ǫ) ↓ 0 as ǫ ↓ 0. Taking ρ ↓ 0 is allowed by the following well known properties of the solution to (2.1), (see [20, 22, 24] ), (i) There is a constant K that is independent of ρ such that
(ii)χ ρ has an H 1 strong limit, i.e., there exists aχ 0 ∈ H 1 (π) such that
An important point coming our of Theorem 4.1 is that the optimal control does not use χ ρ itself, but its gradient Dχ ρ . We conclude this section with two representative examples. The first example, Example 2.5, indicates that in our setting the periodic case can be essentially viewed as a special case of the current set-up. The second example, Example 2.6, is a typical case where the operator of the fast process satisfies Condition 2.3 and thus by Proposition 2.4, there is a closed form for the corresponding unique ergodic invariant measure. Example 2.5. In the periodic case, say with period 1, Γ is the unit torus and ν is Lebesgue measure on Γ. Moreover, for every γ ∈ Γ we can consider the shift operators τ y γ = (y + γ) mod 1 and obtain f (y, γ) =f (y+γ) for a periodic functionf with period 1. Hence, the periodic case is a special case of the case considered in this paper. Large deviations and related importance sampling schemes for the periodic case, were considered in [28] . Simulation results for closely related problems for diffusions with multiple scales in periodic environments can be found in [5, 6] . Example 2.6. Let Γ be the space of all C 2 vector fields equipped with the Fréchet metric. G is the Borel σ−algebra, τ y γ(·) = γ(y + ·) for every (y, γ) ∈ R d × Γ and ν is a Borel probability measure that is invariant under the group of shifts τ y .
A particular example of fast dynamics of interest, that is studied in more detail in Section 5, is the gradient case. In particular, let us choose f (y,
defines the unique ergodic invariant measure for the environment process {γ t } t≥0 of Proposition 2.4 andβ j = 0 for all 1 ≤ j ≤ d. This example will be discussed in more details in Section 5 with simulation results as well.
Related large deviations results and preliminaries on importance sampling
In this section we review the large deviations results of [30] that guide the design of provablyefficient importance sampling schemes. Then, we recall the general problem of constructing efficient importance sampling based on constructing appropriate subsolutions to the corresponding HJB equation.
3.1. Related large deviations behavior. As it is proven in [30] , see also Theorem 3.2 below, the imposed assumptions guarantee that the family {X ǫ,γ , ǫ > 0} satisfies a quenched large deviations principle, i.e., almost sure with respect to the random environment γ ∈ Γ. Let us denote the corresponding action functional by S(φ). At a heuristic level this means that given any deterministic path {φ s , s ∈ [t, T ]}, the probability that the process {X 
S(φ)
. Large deviations theory is a well developed subject in probability theory and in particular for the case of small noise diffusion the interested reader is referred to the classical manuscript [11] . In our case, the large deviations action functional is given in Theorem 3.2. But before mentioning the large deviations result, we briefly mention for completeness the homogenization theorem. We have Theorem 3.1 (Theorem 3.3 in [30] ). Let {(X ǫ,γ , Y ǫ,γ ) , ǫ > 0} be, for fixed γ ∈ Γ, the unique strong solution to (1.1). Under Conditions 2.2 and 2.3, {X ǫ,γ , ǫ > 0} converges, almost surely with respect to γ ∈ Γ, to X 0 , the (deterministic) solution of the differential equation
and ρ = ρ(ǫ) = [30] ). Let {(X ǫ,γ , Y ǫ,γ ) , ǫ > 0} be, for fixed γ ∈ Γ, the unique strong solution to (1.1). Under Conditions 2.2 and 2.3, {X ǫ,γ , ǫ > 0} satisfies, almost surely with respect to γ ∈ Γ, the large deviations principle with rate function
where r(x) is as in Theorem 3.1 and using again ρ = ρ(ǫ) =
In particular, Theorem 3.2 implies the following. Let us consider h : R m → R to be a continuous and bounded function and assume that we are interested in computing
for small ǫ > 0. Then, by Theorem 3.2, for almost every realization of the random environment γ ∈ Γ, we have that lim
where
Note that the limit is independent of the initial point y of the fast component Y ǫ,γ .
3.2.
Generalities on importance sampling. Let us define by ∆ ǫ,γ (t, x, y) an unbiased estimator of θ(ǫ, γ), deifned on some probability spaceP with corresponding expectation operatorĒ. To be precise, we haveĒ ∆ ǫ,γ (t, x, y) = θ(ǫ, γ).
As it is well known, in order to estimate θ(ǫ, γ) via Monte-Carlo, one generates many independent copies of ∆ ǫ,γ (t, x, y) and the sample mean is the estimate. The precise number of independent copies is related to the overall desired accuracy and is measured by the variance of the estimator. Hence, an efficient estimator is the one that has minimum variance and due to unbiasedness, minimizing the variance is the same as minimizing the second moment. Jensen's inequality guarantees that
On the other hand, by the large deviations theorem, we have that for almost every
Therefore, if we actually have the opposite inequality as well, i.e., if for almost every γ ∈ Γ
then the estimator ∆ ǫ,γ (t, x, y) is called asymptotically optimal.
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Let us next elaborate on the construction of the importance sampling scheme. For notational convenience, we define the 2κ−dimensional Wiener process Z · = (W · , B · ). Let u(t, x, y) be a control that is sufficiently smooth and bounded and may also depend on γ ∈ Γ. The family of probability measuresP is defined via the change of measure
Then Girsanov's Theorem guarantees that
is a Wiener process on [t, T ] under the probability measureP. Moreover, underP and (X ǫ ,Ȳ ǫ ) = (X ǫ,γ ,Ȳ ǫ,γ ) satisfies X ǫ t = x, Y ǫ t = y and for s ∈ (t, T ] it is the unique strong solution of dX
where (u 1 (s), u 2 (s)) denote the first and second component of the control
is an unbiased estimator for θ(ǫ, γ). The performance of this estimator is characterized by the decay rate of its second moment
Construction of asymptotically optimal importance sampling schemes is done by appropriately choosing the controlū in (3.2). The goal is to be able to control the behavior of the second moment Q ǫ,γ (t, x, y;ū). As we shall see in Theorem 4.1 the construction of controls that lead to asymptotically optimal changes of measures is based on the following two ingredients (i) The solution to the macroscopic problem (2.1), which needs to be taken into account due to the homogenization effects. (ii) The gradient of a subsolution to the PDE that the function G(t, x) satisfies. The first ingredient is related to homogenization theory for the related HJB equation. Taking into account the macroscopic problem turns out to be crucial in establishing efficiency of the importance sampling change of measure. This point has been extensively investigated in [5] for the periodic case. It has been shown there that omitting the corrector does not lead to asymptotic efficient schemes and actually leads to schemes with performance comparable to standard Monte Carlo, i.e., to no change of measure. Clearly, in the more complex case where the multiscale environment is random, one does not expect something different.
The second ingredient is related to the gradient of the solution to the associated homogenized HJB equation. As we shall see in Theorem 4.1, the gradient of the solution to the associated homogenized HJB equation enters in the construction of the optimal change of measure. However, for reasons that have to do with either feasibility in computing the gradient or lack of smoothness of the solution 8 to the HJB equation, one looks for appropriate subsolutions to the associated homogenized HJB equation. For this reason, let us recall the notion of a subsolution to the appropriate HJB equation. It is known that in general G(t, x) is the viscosity solution to the HJB equation
where the Hamiltonian is
with r(x), q(x) the coefficients defined in Theorems 3.1 and 3.2. If optimal or nearly optimal schemes are overly complicated and difficult to implement, then one may choose to construct sub-optimal but simpler schemes, but with guaranteed performance. Rare events associated with multiscale problems are rather complicated and many times is it very difficult to construct asymptotically optimal schemes. One way to circumvent this difficulty is by constructing appropriate sub-optimal schemes with precise bounds on asymptotic performance. One way that this is made possible is via the subsolution approach, introduced in [9] . Let us first recall the definition of a subsolution.
For illustration purposes and in order to avoid several technical problems, we will impose stronger regularity conditions on the subsolutions to be considered than those of Definition 3.4. Nevertheless, we would like to mention that the uniform bounds that will be assumed in Condition 3.5 can be replaced by milder conditions with the expense of working harder to establish the results.
Condition 3.5.Ū has continuous derivatives up to order 1 in t and order 2 in x, and the first and second derivatives in x are uniformly bounded.
Statement and proof of the main result
In this section, we state and prove our main result on asymptotically optimal changes of measure for small noise diffusions in random environments. Our main theorem is as follows. 
Based on Theorem 4.1, we can then establish Proposition 4.2, which is about estimating probabilities of the form P t,x,y [X ǫ,γ (T ) ∈ A]. Even though this case is not immediately covered by Theorem 4.1, since the function h is neither bounded nor continuous, an approximating argument analogous to [9] can be used to establish the claim. The details of the proof are omitted. Proposition 4.2. Assume Conditions 2.2 and 3.5. Let {(X ǫ , Y ǫ ) , ǫ > 0} be the solution to (1.1) with initial point (t, x, y). Let A ⊂ R m be a regular set with respect to the action functional S and the initial point (t, x, y), i.e., the infimum of S over the closureĀ is the same as the infimum over the interior A o . Let
Let u ρ (s, x, y, γ) be defined as in Theorem 4.1. Then, for ρ = ρ(ǫ) = δ 2 ǫ ↓ 0 we have that almost surely in γ ∈ Γ, (4.1) holds.
The following remark demonstrates how subsolutions quantify performance.
Remark 4.3. The subsolution property ofŪ implies thatŪ (s, x) ≤ G(s, x) everywhere. By (4.1) this implies that the scheme is asymptotically optimal ifŪ (t, x) = G(t, x) at the starting point (t, x). Standard Monte Carlo corresponds to choosing the subsolutionŪ = 0. The latter imply that any subsolution scheme with 0 ≪Ū (t, x) ≤ G(t, x) will outperform standard Monte Carlo measured by how close to G the value ofŪ at the initial point (t, x) is.
Remark 4.4. Even though we will not elaborate more on this issue in this paper, we mention for completeness that one can merge the results of [7, 8, 29] with the ones of this paper. In particular, for multiscale problems with metastable features, one can use the change of measure given in Theorem 4.1 and use as subsolutionsŪ (s, x), the subsolutions constructed in [7, 8] that guarantee good performance even non-asymptotically. This is an important point that we plan to study in detail in a future work. The focus of this paper is the effect of the multiscale aspect. Proof of Theorem 4.
and setc
Let (X ǫ ,Ŷ ǫ ) = (X ǫ,γ ,Ŷ ǫ,γ ) satisfying the initial conditionX ǫ t = x,Ŷ ǫ t = y and for s ∈ (t, T ] being the unique strong solution of
It is clear that (X ǫ ,Ŷ ǫ ) = (X ǫ,γ ,Ŷ ǫ,γ ) depends on the realization γ of the random environment, but this is not explicitly denoted in the notation.
After these definitions and recalling that u ρ is Lipschitz continuous in (x, y), continuous in s and uniformly bounded in (s, x), Lemma 4.3 of [5] guarantees the following representation of the second moment
Next, we need to take the limit as ǫ ↓ 0 of (4.2). At this point we use Lemma A.1 stating that for δ, ǫ small enough such that δ/ǫ ≪ 1 the infimum in the representation (4.2) can be taken over all controls v ∈ A satisfying the constraint
where the constant C depends on T , but not on δ, ǫ or γ. This bound allows us to apply the large deviations results and ergodic theorems for controlled diffusions of the form (4.1) in random environments of [30] . In turn this allows us to identify the limit infimum of (4.2). In particular, defining
In the last display, the first limiting term, i.e., T tL ρ (s, φ s ,φ s )ds, is obtained via the large deviations result of Theorem 3.2, whereas the limit of the second term is due to the ergodic theorem for random diffusion processes, Lemma A.6 in [30] , which uses (4.3). As it is seen in the large deviations computations of [30] , the choice ρ(ǫ) = δ 2 ǫ guarantees the validity of the related ergodic theorems, of the large deviations bounds and as a consequence of (4.4) as well.
The next step is to appropriately combine the terms on the right hand side of (4.4) by recalling the definition of u 1,ρ and u 2,ρ . In particular using their definition we immediately obtain
where we have used the definition
Moreover, setting
Combining (4.5) and (4.6), we subsequently have that
Next, we use the fact thatŪ (s, x) is subsolution to the related homogenized HJB equation. In particular, Definition 3.4, gives that
Using inequality (4.8) and the third part of Definition 3.4, (4.7) gives
where the definition of G(t, x) = inf φ,φt=x T t L(φ s ,φ s )ds + h(φ T ) was used. This concludes the proof of the theorem.
Examples
In this section we present a numerical example to demonstrate the main result of the paper. Examples and numerical results for the periodic case when Y ǫ t = X ǫ t /δ can be found in [5, 6] . Moreover, in [5] the authors present some numerical results in the random case as well when Y ǫ t = X ǫ t /δ, with however no proof of optimality. We consider the case of Example 2.6 when both X, Y are one-dimensional. To be more precise, we consider the system of slow-fast motion
where θ ∈ [−1, 1] is the correlation between the noises of the X and Y component and D, λ are strictly positive constants. By Proposition 2.4 we have that the corresponding unique ergodic invariant measure takes the form
Letting Z = E ν e −Q(γ)/D and K = E ν eQ (γ)/D , it is easy to see that in the one-dimensional case we can solve (2.1) explicitly even with ρ = 0. We obtain that the random field
In this case, we have that the large deviations rate function from Theorem 3.2 takes the form
where the effective drift is
and the effective diffusivity is computed to be
Notice that Hölder's inequality guarantees that KZ > 1, which then implies that the effective diffusivity q > 0. Then, given an appropriate subsolutionŪ (s, x) the asymptotically optimal change of measure is based on the control of Theorem 4.1, which takes the form (5.1) u(s, x, y, γ) = (u 1 (s, x, y, γ), u 2 (s, x, y, γ))
Notice that the control is random itself, since it depends on the random field Q(y, γ). For the simulations below we consider the case where Q(y, γ) is a Gaussian random field. Even though this case is not immediately covered by our results, since Condition 2.2 does not hold (lack of boundedness), the simulation results imply that the improvement in performance is still significant.
For the simulations below we consider Gaussian random fields with mean zero and covariance function C(y) = exp −y 2 .
Moreover, for the numerical simulations, we consider the case c(x, y, γ) = −V x (x) where V (x) is the quadratic potential V (x) = 1 2 x 2 and g(x, y, γ) = 0. Then, the effective drift simplifies to r(x) = −x.
Let us assume that we want to compute
The homogenized HJB equation (3.3) becomes
One can solve this variational problem explicitly and obtain
Notice that G is not smooth at x = 0, and therefore it is not a classical sense solution. To obtain a smooth subsolution, one should mollify it. However, as it follows from [9, 5, 31] , the bound on the performance is still valid given that the subsolution is the minimum of two classical sense solutions with a single discontinuous interface. As a consequence, in this case we can just setŪ = G. Its gradient entering in the construction of the asymptotically optimal change of measure takes the form
with sign(x) = 1 if x ≥ 0 and sign(x) = −1 if x < 0. In the numerical results of Table 1 we report estimators of (5.3) based on the standard Monte-Carlo estimator (i.e., no change of measure),θ 0 (ǫ) and based on the asymptotically optimal change of measure using the control (5.1)-(5.2),θ 1 (ǫ). Here,θ
) is an independent sample generated from (3.1) with control u given by (5.2). The measure of performance is taken to be relative error per sample, ρ 0 (ǫ) and ρ 1 (ǫ) forθ 0 (ǫ) andθ 1 (ǫ) respectively, which is defined as follows:
relative error per sample . = √ N standard deviation of the estimator expected value of the estimator .
The smaller the relative error per sample is, the more efficient the estimator is. However, in practice both the standard deviation and the expected value of an estimator are typically unknown, which implies that empirical relative error is often used for measurement. This means that, the expected value of the estimator will be replaced by the empirical sample mean, and the standard deviation of the estimator will be replaced by the empirical sample standard error. Table 1 shows that the change of measure using the control u from (5.1)-(5.2) significantly outperforms the estimator with no change of measure, i.e., standard Monte Carlo. In addition, we note that the estimatorθ 1 (ǫ) seems to be of bounded relative error, which is a stronger notion of efficiency than asymptotic optimality.
Simulations were done using parallel computing in the C programming language (MPI). We used Mersenne Twister [19] for the random number generator, with a sample size of N = 6 * 10 6 . The discretization error is taken to be ζ = 0.001. The presence of the fast scales has significant implications on the choice of the discretization step, ∆t. In particular, as it is derived in a related setting in [5] , we have the relation
where p is the weak order of convergence of the direct discretization scheme being used. In the preceding simulation we used standard Euler scheme. As ǫ, δ decrease, ∆t also decreases, which in turn, increases the computational cost significantly in order to maintain the same error ζ. The increasing computational cost highlights the importance of fast simulation techniques (such as importance sampling that is studied in this paper) for treating rare event problems in multiscale environments. Namely, Table 1 essentially shows that for the same level of accuracy one needs to simulate significantly less number of trajectories when using the optimal change of simulation measure, which in turn implies significant gain in computational costs.
Conclusions
In this paper we have considered systems of SDE's with fast and slow component and small noise. We have assumed that the coefficients of the diffusion processes are themselves stationary and ergodic random fields living in some probability space. Our interest is in constructing efficient Monte-Carlo methods for the estimation of rare event probabilities or of expectations of functionals related to rare events that are provably efficient with probability 1 with respect to the random environment. Using the recently developed related quenched large deviations results of [30] , we construct such schemes and prove their quenched asymptotic optimality. The construction is based on using the gradient of the solution to the corrector from random homogenization theory as well as to subsolutions to the related homogenized HJB equation. Simulation results illustrate the theoretical findings.
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Therefore, we get
Thus, we only need to consider controls v(s) such that
