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ЛОГІСТИЧНІ МОДЕЛІ В 
3АДА ЧАХ ЕКОНОМІЧНОЇ 
ДИНАМІКИ 
LOGISTIC MODELS IN PROBLEMS OF 
ECONOMIC DYNA MICS 
В статті проаналізовані моделі логістичної динаміки різних за складні­
стю по числу використаних в них параметрів, а також по області засто­
сування. Представлено види логістичних моделей та їх основні характери­
стики, причому вибір моделі здійснюється залежно від змісту завдання - по 
більшій точності моделювання або по більшій точності прогнозування. 
It was coпsidered systeт of тatheтatical relatioпships betweeп the paraтeters 
of the object of the есопотіс systeт, described Ьу тatheтatical теапs іп the 
forт of equatioпs ( algebraic, differeпtial, differeпce, iпtegral ), graphs, tables, 
charts апd other теапs of coпstructioп, which describes tlie fuпdaтeпtal laws 
of тaterial properties of the есопотіс process. It is поt coпsidered secoпdary 
properties of the есопотіс objects, paraтeters of whicli are поt takeп іпtо ассоипt 
Ьу the stиdy of the есопотіс process esseпce Ьесаиsе they have little іпflиепсе оп 
thё пatиral process. 
Afatheтatical тodels are abstract тodels of есопотіс models origiпals, which 
сап describe Ьу тath tools the same есопотіс process with differeпt аррrохітаtіоп 
errors to reality. Виt model сап поt fиlly display all properties апd relatioпships 
betweeп paraтeters of the тodeled object. 
А special place іп the есопотіс тodeliпg has the Ьаlапсе model. They describe 
а state of the есопотіс systeт, wheп all factors cliange of process сап поt take 
it оиt of Ьаlапсе, that their resиltaпt is zero. Matheтatical тodels of Ьаlапсе 
есопотіс тodels are the тodel of тасrоесопотісs. 
The static тodels describe the state of есопотіс object at some тотепt of tіте 
or time iпterval. The dупатіс тodels describe the fипсtіопаl relatioпship betweeп 
tlie chaпges of parameters of the tіте. These тodels geпerally use math tools of 
differeпtial апd differeпce eqиatioпs. 
The probleтs of есопотіс dупатісs іпсlиdе поt опlу the descriptioп of the 
processes of leadiпg to Ьаlапсе of есопотіс systeт, Ьиt also the traпsforтatioп 
processes of this state Ьу the іпflиепсе of external forces. Есопотіс dyпamics 
иsе тatheтatical aпalysis, calcиlиs of variatioпs, graphic тethods, theory of 
catast rophes. 
Ecoпoтic-тathematical models of есопотіс dупатісs describe the behavior of the 
systeт ( descriptive ). Also иsed the optiтizatioп тodels to fiпd the optiтal state. 
Note that the stages of probleт statemeпt апd есопотіс- таthетаtісаl тodel 
coпstrиctioп иsе сопvепtіопаl тethods of тodeliпg. 
At the last stage decide respectively for tlie pиrpose of research. As а resиlt the 
тodel сап Ье sиppleтeпted Ьу the пеw eqиatioпs that describe coпtrol іпflиепсеs. 
Іп this case it is пecessary to repeat aпalysis fo r deterтiпe the coпforтity of 
system dyпamics purposes to its operatioп. 
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Постановка проблеми 
Розглянемо систему математич­
них співвідношень між параметрами 
об'єктів економічної системи, що 
описується математичними засоба­
ми у вигляді рівнянь (алгебраїчних, 
диференціальних, різницевих, інте­
гральних), графіків, таблиць, схем 
та іншими засобами побудови, якими 
описуються закономірності основних 
суттєвих властивостей економічного 
процесу. При цьому не розглядають­
ся другорядні властивості еконо­
мічних об'єктів, параметрами яких 
при дослідженні суті економічного 
процесу можна нехтувати, оскільки 
вони лише незначною мірою вплива­
ють на закономірний процес. 
Математичні моделі є абстрактни­
ми моделями оригіналів економічних 
моделей, що математичними засоба­
ми можуть описувати один і той же 
економічний процес, але з різними 
похибками наближення їх до реаль­
ності. Хоча ніякою моделлю немож­
ливо повною мірою відобразити всі 
властивості й співвідношення між 
параметрами модельованого об'єк­
та-оригінала. 
У моделюванні економіки особливе 
місце займають рівноважні моделі, 
вони описують такий стан економіч­
ної системи, коли зміни всіх факто­
рів процесу не можуть вивести її з 
стану рівноваги, тобто їх рівнодійна 
дорівнює нулю. Математичні моделі 
рівноважних економічних моделей є 
моделі макроекономіки. 
У моделях статичних описується 
стан економічного об'єкта в певний 
момент або проміжок часу. У дина­
мічних моделях описується функ ­
ціональна залежність між зміною 
параметрів у процесі часу. Динамічні 
моделі звичайно використовують ма­
тематичні засоби диференціальних і 
різницевих рівнянь. 
Задачі економічної динаміки вклю­
чають як опис процесів виведення сис­
теми до стану рівноваги, так і процесів 
трансформації самого цього стану під 
впливом зовнішніх сил. Економічна 
динаміка використовує математичний 
ана:Ліз, варіаційне числення, графічні 
методи, теорію катастроф. 
Економіко-математичні моделі еко­
номічної динаміки описують поведін­
ку системи (дескриптивні). Застосову­
ються також оптимізаційні моделі для 
пошуку оптимального стану. 
Процес дослідження динаміки еко­
номічних систем може здійснюватися 
за наступною схемою: 
1. Постановка задачі; 
2. Побудова економіко-матема­
тичної моделі; 
3. Розв'язання за допомогою чи­
сельних та аналітичних методів; 
4. Аналіз розв'язків; 
5. Розробка рекомендацій щодо 
удосконалення управління змодельо­
ваним процесом. 
Зауважимо, що етапи постановки 
задачі і побудови економіко-матема­
тичної моделі використовують звичай­
ні методики моделювання. 
На останньому етапі приймають рі­
шення відповідно до мети досліджен­
ня. Як результат цього модель може 
бути доповнена новими рівняннями, 
що описують керуючі впливи. У цьо­
му випадку варто провести повторний 
аналіз для визначення відповідності 
динаміки системи цілям її функціо­
нування. 
У залежності від типу динаміки 
системи, що досліджується, динаміч­
ні моделі можуть підрозділятися на 
дискретні і неперервні. В дискретних 
динамічних моделях використовують­
ся різницеві рівняння або система 
різницевих рівнянь. В неперервних 
динамічних моделях використовують­
ся диференційні рівняння або системи 
диференційних рівнянь. Крім того, в 
окремих випадках можуть зустрічати­
ся системи зі змішаною динамікою. 




Аналіз основних досліджень 
rпублікацій. В економічних динаміч­
их системах з неперервним часом 
озглядається модель природного 
осту (ріст при постійному темпі). 
'івняння природного росту має ви­
пяд: 
kr 1-10 ) 
1J =у· е 
.)' fl , ' 
(1) 
де y(t) - інтенсивність випуску про-
укції деякого підприємства (галузі), 
k= то.р > О = const, 
1/т - норма акселерації, 
а-- норма чистих інвестицій, тобто 
астина доходу ру, що витрачається 
а чисті інвестиції. 
Рівнянням (1) описується також 
1шаміка росту цін при постійному 
~мпі інфляції, процеси радіоактив­
)ГО розпаду і розмноження бактерій. 
Інтегральна крива рівняння (1), що 
дповідає початковій умові у(О) =2, 
редставлена на рис. 1. 
Модель природного росту доцільно 
tстосовувати на початкових етапах 
>звитку економічної системи про­
[ГОМ .обмеженого проміжку часу, 
:кільки, з часом у може приймати 
~і завгодно великі значення, що не 
)Же не позначитися на зміні ціни 
ка у даній моделі вважається по­
ійною ). 
Найбільш часто в економіці роз-
1ядається динаміка логістичного 
~остання обумовленого показника. 
ри цьому його еволюція динамі-
1 така, що швидкість його росту 
rінюється з часом (перша похідна 
1гістичної функції додатна, друга 
похідна змінює свій знак з « + » на « - » 
' проходячи через точку перегину), а 
його зростання є обмеженим: прагне 
до деякої межі. Логістична динаміка 
зменшення обумовленого показника 
зустрічається рідше: перша похідна 
від'ємна, а в точці перегину друга 
похідна змінює свій знак. 
Логістична крива також описує 
деякі моделі поширення інформації, 
ефективність реклами, динаміку епі­
демій, процеси розмноження бактерій 
в обмеженому середовищі та ін. 
На рис.2 представлений вид зроста­
ючої логістичної моделі. Вона підхо­
дить для опису такого процесу, при 
якому визначається показник, коли 
проходить повний цикл розвитку. 
3 графіка логістичної кривої видно, 
що при малих t логістичний ріст схо­
жий із природним ростом, однак при 
великих t характер росту міняється, 
темпи зростання сповільнюються і 
крива асимптотично наближається до 
прямої. Можна, звичайно, логістичну 
тенденцію вважати об'єднанням трьох 
різних за типом трендів: параболіч­
ного з прискореним зростанням на 
першому етапі, лінійного - на друго­
му етапі і гіперболічного на третьому 
етапі. 
В роботі [2] показано, що в за­
гальному випадку положення точки 
перегину не є фіксованим, а крива, 
зображена на рис.2, не обов'язково 
буде симетричною: для неї значення 
ординати точки перегину завжди до­
рівнює половині рівня насичення. 
На рис.З представлені приклади 












Рис.2. Графік зростаючої логістичної моделі 
асиметричних логістичних моделей. 
Використовуються такі позначення: 
О - точка, відповідає половині рівня 
насичення; 1 - точка перегину знахо­
диться ліворуч половини рівня наси­
чення; 2 - точка перегину знаходиться 
праворуч половини рівня насичення. 
Приведемо області застосування 
логістичних функцій в економіко-ма­
тематичному моделюванні [1]: 
- життєві цикли товарів, зокрема, 
зміна попиту на товари, що володіють 
здатністю досягати деякого рівня на­
сичення; 
- частка насичення ринку новими 
товарами і послугами; 
- оцінка зміни кількості сімей, які 
мають радіо і телебачення; 
- зростання населення країни в 
страхових дослідженнях; 
- розвиток біологічних популяцій; 
- розвиток тих чи інших показни-
ків технологічних нововведень, зміна 
технологій; 
- динаміка антисоціальної пове­
дінки. 
Виділення невирішених раніше 
частин загальної проблеми, яким при­
свячується стаття. Моделі логістичної 
динаміки спостережень рівнів обрано­
го показника У, обов'язково містять 
логістичний тренд Dk та стохастичну 
компоненту є" Можлива присутність 
в моделі і сезонних, і циклічних ком­
понент. Розглянемо найбільш просту 
адитивну структуру моделі часового 
ряду: 
У =D +с k k k (2) 
а для стохастичної компоненти с, 
справедливими є умови Гаусса-Марко­
ва, що дозволяє, застосовуючи метод 
найменших квадратів (МН:К) для іден­
тифікації параметрів D,, отримати їх 
оптимальні оцінки [3]. Відомо більше 
, 
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Рис. 3. Асиметричні логістичні функції росту 
.№ 9-10/2015 
двадцяти моделей логістичної динамі­
ки різних за складністю і по кількості 
використаних в них параметрів, а 
також по області застосування. 
Таким чином, при моделюванні 
економічної динаміки, заданої часо­
вим рядом, шляхом згладжування 
вихідного ряду, визначення наявності 
тренда, відбору однієї або декількох 
кривих росту і визначення їх параме­
трів, - у разі наявності тренда отри ­
мують одну або декілька трендових 
моделей для вихідного часового ряду. 
Постає питання, наскільки ці моделі 
близькі до економічної реальності, ві­
дображеної в часовому ряду, наскіль­
ки обrрунтовано застосування цих 
моделей для аналізу та прогнозування 
досліджуваного економічного явища. 
Отже, інтерес представляє ідентифі­
кація моделей логістичної динаміки 
за допомогою чисельного розв'язання. 
Основний матеріал дослідження 
Аналітичні вирази логістичних 
моделей, представлені в Табл. 1 [3-5]. 
Модель GRM містить наступні па-
раметри f 0 , а, А0 , а і в табл.1 задана 
у рек~рентному вигляді: 
J; = + +а fo(Ao - fo) . 
І Jo Ao-(1-a)fo' 
f, = r. +а fm-\(Ao - Іт-\). 
m · m --i А - (1 - a)f, 
О m-1 (3) 
Задача оцінки параметрів (ідентифі­
кація) логістичної функції в загальному 
випадку нетривіальна, оскільки засто­
сування МНК безпосередньо до самої 
моделі вимагає мінімізації нелінійної 
функції помилки. 
Так, у моделі Верхулста параметри 
оцінюються з застосуванням МНК: 
А0 ] 2 
\+A,e-ak ,(4) 
за допомогою методу Левенберга­
Марквардта, який є комбінацією 
градієнтного методу та методу Гаусса­
Ньютона [6]. 
Ідентифікація моделі Рамсея 
здійснюється на основі конструювання 
узагальненої параметричної моделі 
авторегресії - ковзного середнього [3]: 
У; =(24+\)Yk-I -(Л-2 +2Л.)У*_2 +Л.2 Уk-3 +qk,(б) 
qk = &, -(2...1. + І)&н + (Л.2 + 2/L)&н - Л2&н ,(6) 
де ( 
- л - гомоскедастична стохастична 
компонента; 
Таблиця 1 















Yk = C(l-(1 + ak)e-ak) + В0 + &k 
{В0 ;С + В0 } 
- е ~a(k-ko) 
yk = С + Аое + &k 
{С;С+Аа} 
у - + + а f k-1 (Ао - fk- 1 ) + 
k - J k-1 &k Ао - (1- a-)fk-1 
{fo;Aa} 
Y(k*)= Ао(~ -1) 
а- -1 







Рис.2. Графік зростаючої лоzістич,пої моделі 
асиметричних логістичних моделей. 
Використовуються такі позначення: 
О - точка, відповідає половині рівня 
насичення; 1 - точка перегину знахо­
диться Ліворуч половини рівня наси­
чення; 2 - точка перегину знаходиться 
праворуч половини рівня насичення. 
Приведемо області застосування 
логістичних функцій в економіко-ма­
тематичному моделюванні [1]: 
- життєві цикли товарів, зокрема, 
зміна попиту на товари, що володіють 
здатністю досягати деякого рівня на­
сичення; 
- частка насичення ринку новими 
товарами і послугами; 
- оцінка зміни кількості сімей, які 
мають радіо і телебачення; 
- зростання населення країни в 
страхових дослідженнях; 
- розвиток біологічних популяцій; 
- розвиток тих чи інших показни-
Ук 
ків технологічних нововведень, зміна 
технологій; 
- динаміка антисоціальної пове­
дінки. 
Виділення невирішених раніше 
частин загальної проблеми, яким при­
свячується стаття. Моделі логістичної 
динаміки спостережень рівнів обрано­
го показника Yk обов'язково містять 
логістичний тренд Dk та стохастичну 
компоненту єс Можлива присутність 
в моделі і сезонних, і циклічних ком­
понент. Розглянемо найбільш просту 
адитивну структуру моделі часового 
ряду: 
(2) 
а для стохастичної компоненти ck 
справедливими є умови Гаусса-Марко­
ва, що дозволяє, застосовуючи метод 
найменших квадратів (МНК) для іден­
тифікації параметрів Dk, отримати їх 




.. . . •· ..... . 
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Рис. 3. Асиметричні лоzістичпі фупкції росту 
No 9-10/2015 
двадцяти моделей логістичної динамі­
ки різних за складністю і по кількості 
використаних в них параметрів, а 
гакож по області застосування. 
Таким чином, при моделюванні 
~кономічної динаміки, заданої часо­
вим рядом, шляхом згладжування 
gихідного ряду, визначення наявності 
rренда, відбору однієї або декількох 
<.ривих росту і визначення їх параме­
~рів , - у разі наявності тренда отри­
.іують одну або декілька трендових 
юделей для вихідного часового ряду. 
Іостає питання, наскільки ці моделі 
ілизькі до економічної реальності, ві-
1ображеної в часовому ряду, наскіль­
:и об:r'рунтовано застосування цих 
юделей для аналізу та прогнозування 
,осліджуваного економічного явища. 
)тже, інтерес представляє ідентифі­
.ація моделей логістичної динаміки 
а допомогою чисельного розв'язання. 
)сновний матеріал дослідження 
Аналітичні вирази логістичних 
оделей, представлені в Табл. 1 [3-5). 
Модель GRM містить наступні па-
аметри / 0 , а , А0 , б і в табл.1 задана 
реку!Jентному вигляді: 
J; = f; +а fo(~-fo) . 
І .о Ao-0-a)fo' 
f, = f, +а f,11-I (Ао - f,11- I) 
m • т-- 1 А - (1- a)f, . 
О 111 - І (3) 
Задача оцінки параметрів (ідентифі­
кація) логістичної функції в загальному 
випадку нетривіальна, оскільки засто­
сування МНК безпосередньо до самої 
моделі вимагає мінімізації нелінійної 
функції помилки. 
Так, у моделі Верхулста параметри 
оцінюються з застосуванням МНК: 
\" ( ]2 А " А " " . ~ у Аа О ' І ' а = arg m ІП L.,.. k - ak А"А, .а k=I l+A1e- ,(4) 
за допомогою методу Левенберга­
Марквардта, який є комбінацією 
градієнтного методу та методу Гаусса­
Ньютона [6]. 
Ідентифікація моделі Рамсея 
здійснюється на основі конструювання 
узагальненої параметричної моделі 
авторегресії - ковзного середнього [3]: 
Yk = (2А + І)Ун -(Л,2 + 2Л)У; _ 2 +Л? Ун + ~k ,(5) 
~k =є; -(2Л +\)єн + (Л2 + 2А.)єk_2 - Л2 єk-з ,(6) 
де i;, - гомоскедастична стохастична 
компонента; 
Таблиця 1 















yk = Ао 
1 + A1e-ak 
{О;Аа} 
Yk = C(l - (І+ ak )е -ak) +Во + &k 
{ В0 ;С + В0 } 
-е ~a(k-ko) 
Yk =С+Аое +&k 
{С;С+Аа} 
у = -r + а fk- І (Ао - fk-1 ) + ,,. 
k Jk-1 Gk Ао -(1- a)fk-1 
{fo ;Aa} 
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наступні параметри визначаються у вигляді: 
~( о 2 ) ' А' = arg шіn L. У. - (2Л. + І)Уk- І +(Л." + 2Л.)Уk _ 2 - Л. Уk-з " , (7) 
;_ /.. =3 
а 11 = - \n Х; ( 8) 
х С",В~ =argшinI(Yk -C(1-(J+a 0 k)e -a"k )-Bu) 2 • (9) 
(' .11" k= I 
Для ідентифікації моделі Гомпертця 
використовується метод Гаусса-Ньютона, 
який зводить завдання мінімізації 
нелінійної функції МНК до ітераційної 
мінімізації лінійних функцій [7]. 
При ідентифікації моделі G RM 
використовується евристичний алгоритм 
RPROP, розроблений в теорії нейронних 
мереж [8]. 
Вибір моделі здійснюється залежно 
від змісту завдання: по більшій точності 
моделювання або по більшій точності 
прогнозування , або з урахуванням 
обох характеристик. 
Для характеристики якості 
моделювання використовується 
коефіцієнт детермінації [9, 10]: 
N І (У." - м[Уk ])1 
R2 =-k_=I _____ _ 
N (10) 
І (rk - м[rk D2 
k=I 
JTli k - модельні значення ряду ди-
наміки. 
Зазвичай вважають задовільним 
якість моделювання при 0,7::; R2::; 1. 
Якість прогнозування визначається 
за ДОПОМОГОЮ J'v1АРЕ-оцінки: 
МАРЕ = ~ ± y k - f." · 1 00%, ( 11) 
f k=I y k 
де l - глибина (горизонт) прогнозу, 
причому точність прогнозування вва­
жають, зазвичай, МАРЕ::; 10%. 
Розглянемо модель, у якій темпи 
зростання залежать не від доходу, а 
від прибутку. Нехай С(У) = ау + fJ -
витрати, (а, {З- постійні), тоді 
dy 
dt = kp(y) - ау - {3, (12) 
ь 2 Якщо р(у) = k У - ау , то права 
частина рівняння (12) являє собою 
квадратний тричлен відносно у: 
dy ) 
- = -k а у + (h - а) у - fЗ. 
dt (13) 
Координати стаціонарної точки 
задовольняють квадратне рівняння 
- kay2 +(Ь - а) y - /J =О. (14) 
або kay2 -(Ь - а) у -f /3 =О (15) 
Розглянемо можливі варіанти. 
1 ). Дискримінант D квадратного 
рівняння (15) D < О, то у ' < О. Витрати 
настільки великі, що це приводить до 
постійного падіння рівня виробництва 
і зрештою до банкрутства (рис.4). 
Рис.4. Графічний аналіз моделі (13): 
банкрутство підприємства 
2). D = О,у 1 ::; О - один стаціонарний 
розв'язок. При цьому інтегральні 
криві, що задовольняють початковій 
умові y(t j =y,/y* , будуть асимптотично 
наближатися до у * на + оо , а інтеграль­
ні криві, що задовольняють умові у0< 
у*, будуть асимптотично наближа­
тися до у* на - оо (Рис.5). 
y(t 
.~ у ·~····· ···· · 
t 
Рис.Б. Графічний аналіз моделі (13) 
одна стаціонарна точка 
о 9-10/2015 
3). D > О. Існують два стаціонарних 
)Зв'язки у=у, у=у1 (0 < у1 < У)· При 
ьому у' > О при у1 < у <у7 і у '< О при у1 <у 





'ис. 6. Графічний аналіз моделі (13)-
дві стаціонарні точки. 
ВИСНОВКИ 3 ДАНОГО 
(ОСЛІДЖЕННЯ І ПЕРСПЕКТИВИ 
ПОДАЛЬШОГО РОЗВИТКУ 
В ЦЬОМУ НАПРЯМКУ 
Логістичні моделі являються по-
1жним інструментом економічного 
rалізу, прогнозування та моделю­
lННЯ різних економічних процесів: 
)Делювання інноваційних процесів, 
rзначення оцінки підприємства на 
шку,· що розвивається, прогнозу­
LННЯ продажів продукції, форму­
,ння оптимального маркетингового 
Jджету. 
Прогнозування на основі моделі 
швої росту Грунтується на продов­
енні в майбутнє тенденції, що спо­
ерігалася в минулому. При такому 
дході зміну досліджуваного показ­
rка пов'язують лише з плином часу; 
.ажається, що вплив інших факторів 
!Суттєво або побічно позначається 
рез фактор часу. 
Використання S-образних кривих 
технологічному прогнозуванні обу­
>влено простотою їх застосування, 
.ведені методи визначення параме­
ів кривої дозволяють в коротки~ 
рмін зробити прогноз про розвиток 
хнології. Але, незважаючи на широ-
застосування моделей, можна виді­
rти невеликі мінуси. Вони виходять 
rого, що за допомогою моделі про­
озування важко уявити, як точно 
веде себе в майбутньому розвиток, 
1рогноз може бути і умовним. 
Таким чином, доведена раціональ­
~ть використання економіко-мате-
матичних моделей на основі логістич­
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