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Evolution of polarization and space charges in semiconducting ferroelectrics
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Ferroelectric perovskites and polymers that are used in a variety of electronic, ultrasonic, and
optical applications are often wide-band-gap semiconductors. We present a time-dependent and
thermodynamically consistent theory that describes the evolution of polarization and space
charges in such materials. We then use it to show that the semiconducting nature of ferroelectrics
can have a profound effect on polarization domain switching, hysteresis, and leakage currents.
Further, we show how hysteresis and leakage are affected by doping, film thickness, electrode
work function, ambient temperature, and loading frequency. VC 2012 American Institute of
Physics. [doi:10.1063/1.3678598]
I. INTRODUCTION
Ferroelectric perovskites are paraelectric (non-polar)
above the Curie temperature, but become spontaneously
polarized below it, due to a loss of centrosymmetry.1 The
spontaneous polarization is often accompanied by a me-
chanical distortion. The anisotropy introduced by the polar-
ization enables birefringences, and the loss of
centrosymmetry enables piezoelectricity. The soft modes of
the phase transitions give rise to large dielectric constants,
and the loss of symmetry enables domain switching
between domains of symmetry-related polarizations. All of
these endow the material with fascinating properties that
enable applications, including optical modulators, non-
volatile memories, capacitors, sensors, actuators, and holo-
graphic storage media.2–6
The range of phenomena, properties, and applications
have motivated a number of models of these materials going
back to the pioneering work of Devonshire,7,8 as reviewed
before.4,9 Phase-field and other coarse-grained models which
describe behavior at the domain and larger scales almost
always assume that the ferroelectric is an insulator. How-
ever, a vast majority of the perovskite and polymer ferroelec-
trics are, in fact, wide-band-gap semiconductors. Since
ferroelectrics are often used with metal electrodes, we can
expect the formation of depletion layers near the metal-
ferroelectric interface, development of a built-in potential,
and associated band bending. This, in turn, has a significant
impact on the ferroelectric properties and performance as
observed by the dependence of the fatigue life and dielectric
breakdown on the choice of electrodes.10–12 Further, it has
been noticed that defects often decorate domain walls13,14
and that domain patterns can be manipulated using light via
the generation of photoelectrons,3 highlighting the semicon-
ducting nature of the ferroelectric.
This has motivated some efforts at incorporating the
semiconducting properties of the ferroelectric, by making phe-
nomenological assumptions about either the profile of
polarization15–19 or free charges.20–22 Recently, Xiao
et al.23–25 have proposed a model that comprehensively treats
semiconducting ferroelectrics with no a priori assumption on
either the space charge or polarization. However, these are
limited to equilibrium profiles. On the other hand, time-
dependent models based on the Landau-Khalatnikov equation
have been developed by Morozovska et al.26–29 Even so, these
models are restricted to volume averaged values of quantities
and not their spatial variation.
In this paper, we build on the prior work to develop a
time-dependent and thermodynamically consistent theory
that describes the evolution of the space charge and polariza-
tion in semiconducting ferroelectrics. Specifically, we de-
velop thermodynamically consistent kinetic equations that
describe the evolution of space-charges and polarization
domains when subjected to a time-varying applied field. Fur-
ther, we carefully incorporate band-bending and other subtle
effects at the metal-ferroelectric interface.
The remainder of the paper is arranged as follows. First,
we provide a detailed description of the formulation in
Sec. II. Next, we describe the numerical implementation and
validate it through a number of test cases in Sec. III. Finally,
we conclude in Sec. IV.
II. THEORYAND FORMULATION
A. Setup
Consider the metal-ferroelectric-metal (MFM) configura-
tion in Fig. 1, where the ferroelectric occupies a region X
with boundary @X and outward normal m^. The metal electro-
des are denoted by C1, C2 with boundaries @C1, @C2 and
work functions U1, U2, respectively. Let @X \ @C1 ¼ S1 and
@X \ @C2 ¼ S2. The circuit is completed by connecting the
electrodes to the terminals of a battery, maintaining a time-
varying potential difference of V(t) across the MFM system.
We assume, for definiteness, that the dominant impurities in
the ferroelectric are single electron donors and that there are
no surface states, but note that these can be easily relaxed. We
neglect the deformation and treat the ferroelectric as rigid.
Small deformations can be incorporated easily, but finite
a)Author to whom correspondence should be addressed. Electronic mail:
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deformations require special care.24 We assume that all the
processes are isothermal with temperature as a parameter.
B. Electrostatics and conservation laws
The charge density q, electrostatic potential /, and
polarization p are related through Maxwell’s equation
r  e0r/þ pvXð Þ ¼ qvX; (1)
where vX is the characteristic function
vXðxÞ ¼ 1; if x 2 X0; otherwise:

(2)
The charge density can be represented by
q ¼ qðNþd  nc þ ptÞ; (3)
where q is the magnitude of the charge of an electron, Nd
þ is
the number of ionized donors, and nc and pt are the number
of electrons and holes in the conduction and valence bands,
respectively. We can write the following conservation laws:
_nc ¼ r  Jnc þ ncd þ nct;
_pt ¼ r  Jpv þ nct þ ndt;
_N0d ¼ r  JN0d  ncd þ ndt;
_Nþd ¼ r  JNþd þ ncd  ndt;
(4)
where N0d is the number of non-ionized donors, J denotes the
flux of the respective subscripted quantity, and the overdot
represents the time derivative. Further, ncd, nct, and ndt repre-
sent the inter-band electron evolution, as depicted in Fig. 2.
Note that we have made the “effective density of states”
approximation for the conduction and valence bands.
C. Potential energy of the system
The total potential energy of the system can be written as
P ¼
ð
X
W dV þ e0
2
ð
R3
jr/j2 dV  V
ð
@C2
r dS; (5)
where r is the charge density on the surface of C2. Above, the
first term represents the free or stored energy in the ferroelec-
tric, the second term corresponds to the electrostatic energy in
all of space, and the third term is the work done by the battery
in maintaining the applied potential. We postulate the follow-
ing additive form for the free energy density of the
ferroelectric:
W ¼ WpðpÞ þWgðrpÞ þWncðncÞ þWptðptÞ
þWNdðN0d ; Nþd Þ: (6)
Note that temperature is a parameter in each of these terms.
Wp(p) is the classical Devonshire
7,8 energy that depends on
polarization density p and has a multi-well structure below the
Curie temperature that corresponds to multiple (symmetry-
related) spontaneous polarizations. We set WgðrpÞ ¼ 12k rpj j2
to be the gradient or exchange energy that penalizes rapid
changes in polarization and is critical in determining the do-
main wall structure. The remaining terms correspond to the
free energy of electrons in the conduction band, holes in the
valence band, and donors. Treating each of these systems as a
microcanonical ensemble, we obtain the partition functions,
Znc ¼
N!
nc!ðN  ncÞ! e
bncEc ;
Zpt ¼
P!
pt!ðP ptÞ! e
bðPptÞEt ;
ZNd ¼
ðN0d þ Nþd Þ!
N0d !N
þ
d !
2N
0
d ebEdN
0
d ;
(7)
where N and P are the “effective density of states” in the
conduction and valence bands, respectively. Also, b ¼ 1kBT,
where kB is the Boltzmann’s constant and T is the tempera-
ture. Using standard relations,
WncðncÞ ¼ ncEc 
1
b
h
N logN  nc log nc  ðN  ncÞ
 logðN  ncÞ
i
;
WptðptÞ ¼ ðP ptÞEt 
1
b
h
P logP pt log pt  ðP ptÞ
 logðP ptÞ
i
;
WNdðN0d ; Nþd Þ ¼ EdN0d 
1
b
h
Nd logNd
N0d logN0d  Nþd logNþd þ N0d log 2
i
:
(8)
D. Driving forces and electro-chemical potentials
We seek to find the thermodynamic driving force driving
the evolution of the polarization and the electro-chemical
potentials driving the evolution of the space charges. One
approach is to study the variation of the total potential energy
in Eq. (5) with respect to the polarization and the space
charges. We obtain, after a lengthy, but relatively straightfor-
ward calculation using the divergence theorem that
FIG. 1. Schematic situation.
FIG. 2. Inter-band electron evolution.
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dP ¼
ð
X
r  @W
@rp
 
 @W
@p
r/
 
 dp

þ @W
@nc
 q/
 
dnc þ @W
@pt
þ q/
 
dpt þ @W
@N0d
dN0d
þ @W
@Nþd
þ q/
 
dNþd

dV þ
ð
@X
@W
@rp m^
 
 dp dS:
(9)
We set the driving force and the electro-chemical potentials
to be the quantities that are conjugate to the variations.
Thus, the driving force governing the evolution of the
polarization is
dp ¼ r  @W
@rp
 
 @W
@p
r/; (10)
and the electro-chemical potentials are
lnc ¼
@W
@nc
 q/; lpt ¼
@W
@pt
þ q/;
lN0
d
¼ @W
@N0d
; lNþ
d
¼ @W
@Nþd
þ q/: (11)
For future use, we substitute Eq. (8) into Eq. (11) and solve
for the space charges in terms of the electro-chemical poten-
tials. We recover the Fermi-Dirac distribution for fermions,
nc ¼ N
1þ ebðEcq/lnc Þ ; pt ¼
P
1þ ebðEtþq/lpt Þ ;
Nþd ¼Nd 1
1
1þ 1
2
e
bðEdq/ðlN0
d
l
Nþ
d
ÞÞ
0
@
1
A: (12)
E. Inter-band electron evolution
We model the inter-band electron evolution as the fol-
lowing reversible reactions:
Nþd þ e 
k1f
k1
N0d ; e
 þ h k2f
k2
0 ; N0d þ h 
k3f
k3
Nþd : (13)
Therefore,
ncd ¼k1N0d  k1f Nþd nc; nct ¼ k2P k2f ncpt;
ndt ¼k3Nþd  k3f N0dpt:
(14)
We substitute for the space charges from Eq. (12), and, in
order to obtain explicit expressions for the inter-band electron
evolution, we assume nc  N and pt  P. Now, at equilib-
rium, lnc ¼ lpt ¼ lN0d  lNþd and ncd ¼ nct ¼ ndt ¼ 0. We
use this to obtain relations between the backward and forward
rate constants for each reaction. Putting all these together,
ncd ¼k1N0d 1 e
bðlncþlNþ
d
l
N0
d
Þ 
; nct ¼ k2P 1 ebðlncþlpt Þ
 
;
ndt ¼k3Nþd 1 e
bðlptþlN0
d
l
Nþ
d
Þ 
: (15)
F. Flux
The flux of space charges is proportional to the gradient
to the electro-chemical potentials,
Jnc ¼K1rlnc ; Jpv ¼ K2rlpt ;
JN0d ¼K3rlN0d ; JNþd ¼ K4rlNþd ; (16)
with diffusion coefficients K1, K2, K3, and K4.
G. Boundary conditions
The flux of donors and holes through any interface is neg-
ligible. Therefore, we set Jpv  m^ ¼ JN0d  m^ ¼ JNþd  m^ ¼ 0 on
@X. Similarly, we have no flux of electrons in the free regions
of the ferroelectric, Jnc  m^ ¼ 0 on @XnðS1 [ S2Þ. This leaves
the electron transport through the metal-ferroelectric interface
S1 [ S2. We proceed as before with an “effective density of
states” approximation and model the flux of electrons through
the metal-ferroelectric interface as a reversible reaction
between the electrons in the metal and positions in the con-
duction band,
em þ pos 
kf
kb
es ; (17)
where em and e

s represent the electrons in the metal and
conduction band of the ferroelectric, respectively, and pos
refers to the positions available in the conduction band of the
ferroelectric. We can obtain the dependence of these quanti-
ties on the metal potential /^ and work function U ¼ Efm,
as in Sec. II E,
½em  ¼Nmc ebðn
mðEfmq/^ÞÞ; ½pos ¼ N;
½es  ¼NebðEclncq/^Þ; (18)
where nm represents the energy of em . By balancing the for-
ward and backward rates kb and kf at equal electro-chemical
potential, as in Sec. II E, we obtain
Jnc  m^ ¼ kbNebðEfmEcÞ ebðlncEfmþq/^Þ  1
 
on S1 [ S2;
(19)
where /^ and Efm are appropriately chosen for C1 and C2.
This is consistent with established relations for current
through a metal-semiconductor junction.30,31
H. Polarization evolution
We postulate that the polarization evolves proportional
to its driving force (Eq. (10)), so that
g _p ¼ r  @W
@rp
 
 @W
@p
r/; (20)
subject to the natural boundary condition @W@rp
 
m^ ¼ 0.
Above, g is an inverse mobility.
I. Final equations
We collect the final equations along with the corre-
sponding boundary conditions. The polarization evolves as
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g _p ¼ r  @W
@rp
 
 @W
@p
r/ in X;
@W
@rp
 
m^ ¼ 0 on @X: (21)
The electrostatic potential is determined by
r  e0r/þ pvXð Þ ¼ qvX in R3nC1 [ C2;
/ ¼ 0 on S1; / ¼ V on S2 and/! 0 as jxj ! 1:
(22)
The space-charge transport and evolution are given by
_nc ¼r  ðK1rlncÞ þ k1N0d 1 e
bðlncþlNþ
d
l
N0
d
Þ 
þ k2P 1 ebðlncþlpt Þ
 
in X;
_pt ¼r  ðK2rlptÞ þ k2P 1 ebðlncþlpt Þ
 
þ k3Nþd 1 e
bðlptþlN0
d
l
Nþ
d
Þ 
in X;
_N0d ¼r  ðK3rlN0d Þ  k1N
0
d 1 e
bðlncþlNþ
d
l
N0
d
Þ 
þ k3Nþd 1 e
bðlptþlN0
d
l
Nþ
d
Þ 
in X;
_Nþd ¼r  ðK4rlNþd Þ þ k1N
0
d 1 e
bðlncþlNþ
d
l
N0
d
Þ 
 k3Nþd 1 e
bðlptþlN0
d
l
Nþ
d
Þ 
in X;
(23)
with the corresponding boundary conditions
Jnc  m^ ¼ k4 ebðlncþU1Þ  1
 
on S1;
Jnc  m^ ¼ k5 ebðlncþU2þqVÞ  1
 
on S2;
Jnc  m^ ¼ 0 on @ XnS1 [ S2;
Jpv  m^ ¼ 0 on @ X; JN0d  m^ ¼ 0 on @ X;
JNþd  m^ ¼ 0 on @ X;
(24)
where the electro-chemical potentials l are given by Eq.
(11) and fluxes J are given by Eq. (16). In Appendix A, we
show that this model is indeed thermodynamically
consistent.
III. NUMERICAL IMPLEMENTATION AND CASE
STUDIES
We now apply the theory developed in the previous sec-
tion to a one-dimensional situation, as appropriate for a thin
film with top and bottom electrodes. We use a second order,
implicit finite-difference scheme to discretize the equations
and solve them using the Newton trust-region dogleg
method.32 We start with a uniform profile and study the
response of n-doped barium titanate to an applied voltage.
The Devonshire energy for barium titanate in one
dimension is given by
WpðpÞ ¼ aðT  T0Þp2 þ b0ðT  T1Þp4 þ cp6: (25)
The material parameters and constants in this energy, as well
as those introduced earlier, are listed in Table I. They follow
earlier works.1,24 Since the exact values of some of the mate-
rial parameters are unknown and only their relative magni-
tudes are of any significance in our calculations, we indicate
their values with a dimensionless constant a . (We have veri-
fied that the behavior we report is robust and does not quali-
tatively change with variation of these parameters.) We take
K3¼K4¼ 0, since the mobility of the donors is extremely
low; we also take g¼ 0, so that we can focus on the space-
charge evolution. Unless stated otherwise, the temperature is
taken to be 300 K and the work function of the metal electro-
des is U1 ¼ U2 ¼ U ¼ 5:3 eV. Typical values of doping con-
centration in barium titanate ranges from 10 to 1000 ppm,24
corresponding to Nd¼ 1024–1026 m3. In this work, we will
restrict ourselves to the range Nd¼ 1024–1025 m3. Higher
doping concentrations are expected to have an even more
significant impact on the ferroelectric properties.
In presenting our results, we non-dimensionalize the co-
ercive field with the classical value Ecl, which is defined to
be the slope ofWp(p) at the spinodal points 6ps,
Ecl ¼ @Wpð6psÞ
@p

 ; where @
2Wpð6psÞ
@p2
¼ 0: (26)
Additionally, we non-dimensionalize the charge density
q0¼ q=(qNd), the frequency of applied voltage f0¼ f=a, and
the position (x) by the thickness of the ferroelectric (L).
Finally, we use the volume-averaged polarization for plotting
the hysteresis loops.
A. Steady-state profiles
We begin by studying steady-state solutions of the sys-
tem with no external field. These are shown in Fig. 3. We
have verified that these profiles agree with the equilibrium
profiles of Xiao et al.23,25 We briefly describe them, since
some of their salient features are useful in understanding
subsequent results.
On shorting the circuit, we obtain lnc ¼ lN0d  lNþd ¼lpt ¼ U. Thus, in the absence of external potential, the
entire system equilibriates to a common Fermi level equal to
the Fermi energy of the metal.30 This, in turn, results in the
formation of depletion layers near the metal-ferroelectric
TABLE I. List of constants and material parameters.
Constant Value Constant Value
k (Vm3C1) 109 a (JmC2K1) 3.3254 105
T1 (K) 448 c (Jm
9C6) 6.5332 109
T0 (K) 383 b0 (Jm
5C4K1) 3.6347 106
T (K) 300 Ec (eV) –3.6
Ed (eV) –4.0 Et (eV) –6.6
P (m3) 1024 N (m3) 1024
K1 ((eV)
1m1s1) 1013 a K2((eV)
1m1s1) 1011 a
k1 (s
1) 1011 a k2 (s
1) 108 a
k3 (s
1) 108 a k4¼ k5 (m2s1) 1024 a
K3 0 K4 0
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interfaces S1 and S2,
23 whose widths are determined by the
electrode work function, ambient temperature, thickness, and
doping of the ferroelectric. At low thicknesses and doping,
the ferroelectric is completely depleted. Distinct depletion
layers appear on increasing either the thickness or the dop-
ing. Simultaneously, there is an increase in the built-in
potential, saturating at the value corresponding to the magni-
tude of the difference between the work function of the metal
and the ferroelectric. In the depleted region of the ferroelec-
tric, there is a linear increase in the polarization, whereas it
is nearly constant in the non-depleted region. Consequently,
depending on the direction of the polarization, the region
near either S1 or S2 is a possible site of nucleation for switch-
ing, as we confirm below.
B. Hysteresis loops
A typical hysteresis loop is shown in Fig. 4. We present
the polarization versus electric field hysteresis loops for a
wide range of situations in Fig. 5. In each of these simulations,
we start with a uniform state, ground electrode C1, and apply
a sinusoidal voltage to electrode C2. We choose f0¼ 0.001 Hz
FIG. 3. (Color online) Steady state profiles of polarization, electrostatic potential, and charge density and its variation with various parameters.
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for obtaining Figs. 5(a)-5(d), thereby limiting the effect of the
frequency of loading on the response of the ferroelectric. The
results show the polarization versus electric field hysteresis
loops for one cycle after the transients settle down in a few
cycles.
The evolution of polarization, electrostatic potential,
and charge density through one complete cycle is shown in
Fig. 4. Let us begin at the point marked A in the figure with
zero applied field and positive polarization. The polarization
distribution shown on the top left resembles the equilibrium
distribution with depletion layers near the metal-ferroelectric
interfaces S1 and S2. As we apply a negative electric field,
the depletion layer near S1 grows, accompanied by polariza-
tion reduction. At point B, a substantial part of the ferroelec-
tric has polarization below the spinodal value (i.e., the
unstable regime), and the overall positive distribution
becomes unstable. A nucleus of opposite polarization
appears, which rapidly grows through the film, resulting in
polarization switching and taking us to point C (polarization
profile at bottom left). At C, the polarization profile resem-
bles the equilibrium profile. There is no appreciable change
as the field troughs to D and returns to E. Now, as we apply
a positive electric field, the depletion layer near S2 grows,
becomes unstable at F, and switches to G. This remains sta-
ble as the field peaks at H and returns to zero at A.
C. Effect of thickness and doping
The hysteresis loops for various thicknesses and doping
are shown in Figs. 5(a) and 5(b), respectively. We see that
the coercive field decreases with increasing thickness
and increasing doping. This is shown in greater detail in
Figs. 6(a) and 6(b).
We observe that the coercive field is close to the ideal
coercive field (corresponding to the spinodal in the energy)
for very small thickness and for very small doping levels.
This is because the film is completely depleted (Fig. 3) and
the polarization is close to uniform. Thus, there is a substan-
tial nucleation barrier, and switching does not occur until the
system becomes globally unstable. As either the thickness or
the doping levels increase, we see the appearance of deple-
tion layers, accompanied by inhomogeneous polarization
FIG. 4. (Color online) Evolution of polarization, electrostatic potential, and charge density through one complete cycle: Nd¼ 5 1024 m3; L¼ 500 nm; and
f0¼ 0.001 Hz.
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distribution. In particular, we see in Fig. 3 that there is a sig-
nificant drop of polarization near the electrode.
Consequently, the polarization in this region reaches the
spinodal value, even though it is well away from the spinodal
in most of the film, resulting in polarization switching at a
lower strength of the electric field. Labels A and C in Figs.
6(a) and 6(b) correspond to points after which the film is no
longer completely depleted just prior to switching. The coer-
cive field drops dramatically at this point to the bulk value.
Further increase of thickness does not decrease the coercive
value, consistent with the prior arguments.4 Indeed, we see
in Fig. 3(b) that the polarization profile settles down as the
built-in potential saturates at this point. Points B and D in
Fig. 6(a) correspond to the thicknesses beyond which the fer-
roelectric can be considered to have bulk material behavior
for the given doping. The results shown here are in agree-
ment with previous theoretical predictions22,26,28,29,33 as well
as experimental observations.1,34–37
D. Effect of work function of metal electrodes
We now examine the impact of the work function of the
metal electrodes on the response of the ferroelectric. Figure
6(c) shows the variation of coercive field with the work func-
tion of the electrodes. At low values of doping, the work
function does not impact the coercive field, but as the doping
is increased, there is a pronounced decrease in the coercive
electric field with increasing work function. This is a conse-
quence of the diminished polarization values (Fig. 3(d)).
Next, we let the electrodes have different work functions
U1 6¼ U2. We observe that the resulting hysteresis loop is not
symmetric (Fig. 5(c)). Specifically, U1 < U2 results in a
larger negative coercive field compared to the positive coer-
cive field and vice versa when U1 > U2. These observations
are consistent with experimental observations,38–40 including
those by Feng et al.,41 who studied the hysteresis loops of
P(VDF-TrFE) thin films with the following metal electrode
configurations: Al=Al, Al=Ni, Ni=Al, and Ni=Ni.
E. Effect of ambient temperature
The variation of the hysteresis loops for different ambi-
ent temperatures can be seen in Fig. 5(d), which shows a
decrease in the values of the remanent polarization and coer-
cive electric field on increasing the temperature. This is a
consequence of the temperature dependence of the Devon-
shire energy, wherein there is a reduction in the barrier for
switching with increasing temperature. The predicted trend
is consistent with experimental observations,42,43 including
experiments on thin films of barium titanate in a MFM con-
figuration,44 where a continuous decrease in the coercive
field with increasing temperature was observed.
F. Effect of frequency of loading
Figures 5(e) and 6(d) show that, on increasing the fre-
quency, the coercive electric field increases, with no apparent
change in the remanent polarization. This is in agreement
with previously reported experimental observations45–49 and
theoretical predictions.26,28,29 Further, at low frequencies, the
coercive field asymptotes to the quasi-static value, after which
there is a transition region over which there is a steady
increase in the coercive field until it asymptotes to the classi-
cal value of the coercive field (Ecl) at high frequencies. The
frequency dependence of the coercive field is a consequence
of the evolution dynamics of the space-charges, which, in
turn, affects the profiles of electrostatic potential and polariza-
tion. It is worth noting that this is in contrast with previous
theoretical models,26,28,29 where the time dependence was
introduced through the Landau-Khalatnikov equation and not
the dynamics of the space-charges. In our simulations, as
mentioned previously, the time dependence in the Landau-
FIG. 5. (Color online) The hysteresis loops under cycling applied voltage and its variation with various parameters.
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Khalatnikov equation has been set to zero (g¼ 0). Therefore,
even though the results bear qualitative resemblance, the
physical mechanisms are different. For any given situation,
the time scales of these phenomena would determine the more
appropriate approximation.
G. Leakage and switching current
The leakage current is evaluated by calculating the flux
of electrons through the metal-ferroelectric interface. We
obtain a linear relationship between the leakage current and
applied voltage, as shown in Fig. 7(a), consistent with some
experimental observations,50,51 where the current-voltage
characteristics of a MFM junction with barium titanate as the
ferroelectric is found to have a linear relationship at room
temperature. In the figure IL0 ¼ ILAa, where IL is the leakage
current and A is the area of the capacitor. However, these
results are in contrast to a number of other experimental stud-
ies, which report nonlinear current-voltage behavior.38,52 In
our model, the current-voltage behavior is governed by Eq.
(24), which is nonlinear in the voltage. Therefore, one would
expect our model to display nonlinear current-voltage charac-
teristics. However, in our simulations, we have obtained
results which are close to the solutions of the linearized coun-
terpart of Eqs. (23) and (24). Therefore, in situations where
Eq. (23) is far from equilibrium, we expect the model to dis-
play nonlinear current-voltage behavior. The exact situations
in which such behavior is achieved warrants further investiga-
tion. Additionally, we need to ascertain the impact of surface
states (neglected in this work) and polydomains on the
current-voltage characteristics to achieve a more comprehen-
sive picture.
The charge density on the metal electrodes
r ¼ ½je0@/@x þ pj is used to calculate the switching current
FIG. 6. (Color online) Variation of coercive electric field for different test cases.
FIG. 7. (Color online) Predicted leakage and switching current as a function of applied voltage for Nd¼ 5 1024 m3 and L¼ 100 nm.
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shown in Fig. 7(b). The brackets ½jj denote the jump in a
quantity across the interface. Is0 ¼ IsI0s , where Is is the switch-
ing current and I0s is a normalizing constant. The two peaks
correspond to the points at which there is polarization rever-
sal, i.e., when switching occurs. The trend is consistent with
previous observations.47,53,54 It should be noted that, in these
simulations, the rate of switching cannot be captured,
because we have taken the inverse mobility g¼ 0. Therefore,
the magnitude of switching current is unrealistic, but its
qualitative nature is indeed accurate.
H. Lossy ferroelectric
Here, we look to capture the lossy nature of the ferroelec-
tric and study its dependence on the thickness and doping of
the ferroelectric as well as the frequency of loading. Figure
5(f) shows the hysteresis loops for films of thickness L¼ 200
nm and 1000 nm at f0¼ 100 Hz and Nd¼ 1025 m3. We see
that the hysteresis loops do not close after one complete cycle,
a commonly observed feature in experiments.55,56 The reason
for the gap can be understood by looking at Fig. 8, where the
magnitude of net charge in the ferroelectric and on the metal
electrodes reduces over one complete cycle. This is due to the
fact that, at high frequencies of loading, the space charges do
not get sufficient time to equilibriate, i.e., the relaxation time
of the space charges is significantly larger than the time period
of loading. This gap is found to reduce on increasing the thick-
ness, which is consistent with previous observations,57 where
thin films are found to be an order of magnitude more lossy
than their bulk counterparts. We also observe an increase in
the size of the gap on increasing the doping level and the fre-
quency of loading. In contrast, for the quasi-static calculations,
the ferroelectric does not lose any charge and, hence, the hys-
teresis loop is always closed. Similar conclusions have been
reported in the literature,58 where the effects of the leakage
current and frequency of loading on the hysteresis loop gap
were studied for a PZT capacitor with Pt electrodes. Interest-
ingly, the non-closure of hysteresis loops observed experimen-
tally is a consequence of leakage currents, which are usually
asymmetric with respect to the applied bias. Further, leakage-
induced contributions to the hysteresis loop are larger at lower
frequencies, clearly distinguishing itself from the results pre-
sented here. Another interesting aspect to note is the asymmet-
ric nature of the hysteresis loop for the 200-nm-thick film. It
shows that, other than having metal electrodes with different
work functions, sometimes a high frequency of loading can
also result in asymmetric hysteresis loops.
IV. CONCLUSIONS
We have developed a time-dependent, thermodynami-
cally consistent, continuum formulation for semiconducting
ferroelectrics. Specifically, we have developed thermody-
namically consistent kinetic equations, which describe the
evolution of polarization and space charges when subjected to
a time-varying applied field. Moreover, we have systemati-
cally included band-bending and other subtle effects resulting
from the presence of metal-ferroelectric interfaces. We have
used the model to highlight the pronounced effect of the semi-
conducting nature of ferroelectrics on domain switching, hys-
teresis, and leakage currents. Further, we have studied how
hysteresis and leakage are affected by doping, film thickness,
electrode work function, ambient temperature, and loading
frequency. All the predictions made by the model are in very
good agreement with experimental observations and previous
studies, highlighting the efficacy of the model. The limitation
of the model is the presence of constants whose precise values
are not known at this point in time. Another limitation of the
present work is that the simulations have been restricted to
one-dimensional through the thickness calculations. This has
limited the situations encountered to mono-domain states
rather than the typically observed polydomain states with do-
main walls. We would expect that, in particular, the closure
domains near the surface of the ferroelectric have a non-trivial
interaction with the depletion layers. This necessitates accu-
rate three-dimensional simulations, which will further shed
light on the response=behavior of ferroelectrics. This is a sub-
ject of future investigation by the authors.
We believe that the proposed model is an important step
toward being able to characterize ferroelectric devices, par-
ticularly those utilizing thin films. We are currently using
ideas developed in this work to understand how illumination
of light can be used for domain patterning, a subject of great
technological interest. We also expect such a model to be
useful in understanding the mechanisms involved in the frac-
ture of ferroelectrics, which is currently an open problem
and being pursued by the authors.
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APPENDIX A: RATE OF DISSIPATION OF SYSTEM
In this appendix, we show that the proposed model is
thermodynamically consistent. Specifically, we verify that it
satisfies the second law of thermodynamics. In the current set-
ting of isothermal processes, this is equivalent to showing that
the rate of dissipation is positive in any allowable process.
We also note that the presentation below offers an alter-
nate route for deriving the equations. In the development in
Sec. II, we used first variations of the potential energy to
FIG. 8. (Color online) Average charge density through one complete cycle
for L¼ 200 nm, Nd¼ 1025 m3, and f0¼ 100 Hz.
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identify the chemical potentials and the driving force. An
alternate approach follows Coleman and Noll,59 where these
quantities, as well as their dependence on kinematic quanti-
ties, are identified using the dissipation inequality and the
requirement that this inequality be satisfied by all processes.
1. Rate of dissipation
The rate of dissipation D of the entire system can be
expressed in terms of the rate of external working F and the
rate of the change of the total energy dEdt ,
D ¼ F  dE
dt
: (A1)
2. Rate of external working
F ¼ d
dt
ð
C2
Vr dS
ð
@X
lncJnc  m^ dS
ð
@X
lptJpv  m^ dS

ð
@X
lN0
d
JN0d  m^ dS
ð
@X
lNþ
d
JNþ
d
 m^ dS:
(A2)
Here, l refers to the chemical potential of the respective sub-
scripted quantity, and r is the charge density on C2. The first
term in Eq. (A2) evaluates the rate of work done by the bat-
tery, and the remaining terms represent the chemical energy
due to the flux of the respective quantities. Using the diver-
gence theorem and Eq. (4), it follows
F ¼ d
dt
ð
C2
Vr dS
ð
X
ðrlnc  Jnc þrlpt  Jpv þrlN0d  JN0d
þrlNþ
d
 JNþ
d
Þ dxþ
ð
X
ðlnc _nc þ lpt _pt þ lN0d _N
0
d
þ lNþ
d
_Nþd Þ dx
ð
X
ðlnc þ lNþd  lN0d Þncd dx

ð
X
ðlnc þ lptÞnct dx
ð
X
ðlpt þ lN0d  lNþd Þndt dx:
(A3)
3. Rate of change of total energy
The total energy of the system, E, comprised of the
energy stored in the ferroelectric W and the energy due to the
electrostatic potential in all of space. Therefore,
dE
dt
¼
ð
X
_Wdxþ d
dt
1
2
ð
R3
e0jr/j2dx
 
: (A4)
At this point, we make the constitutive assumption
W ¼ Wðp;rp; nc; pt; N0d ; Nþd Þ. On using the chain rule and
divergence theorem,
ð
X
_Wdx ¼
ð
X
@W
@nc
_nc þ @W
@pt
_pt þ
@W
@N0d
_N0d þ
@W
@Nþd
_Nþd
 
dx
þ
ð
X
@W
@p
 _p r: @W
@rp
 
 _p
 
dx
þ
ð
@X
@W
@rp m^
 
 _p dS: (A5)
Also, it can be shown that24
d
dt
1
2
ð
R3
e0jr/j2dx
 
¼
ð
X
r/  _p dxþ
ð
X
/ _q dx
þ d
dt
ð
C2
Vr dS: (A6)
4. Expression for rate of dissipation
Using Eqs. (3), (A1), (A3)–(A5) and (A6) we obtain the
following expression for the rate of dissipation of the
system:
D¼
ð
X
ðrlnc Jncþrlpt JpvþrlN0d JN0d
þrlNþ
d
JNþd Þdx
ð
X
ðlncþlNþd lN0d Þncd dx

ð
X
ðlncþlptÞnct dx
ð
X
ðlptþlN0dlNþd Þndt dx
þ
ð
X
lnc
@W
@nc
þq/
 
_nc dxþ
ð
X
lpt
@W
@pt
q/
 
_pt dx
þ
ð
X
lN0
d
 @W
@N0d
 
_N0d dxþ
ð
X
lNþ
d
 @W
@Nþd
q/
 
_Nþd dx
þ
ð
X
r @W
@rp
 
@W
@p
r/
 
 _pdx
ð
@X
@W
@rpm^
 
 _pdS:
(A7)
Notice that each of these terms is a product of a flux (or rate
or generalized velocity) and a gradient (or potential or driv-
ing force). Further, we can substitute the relations in Sec. II
to verify that each of these terms is non-negative. Thus, the
rate of dissipation is non-negative, and the model is thermo-
dynamically consistent.
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