In an investigation of a multiresolution and multistaged approach in functional MRI, the relationship between spatial resolution and detection of functional activation is examined. The difference between functional detection and mapping is defined, and a multiresolution approach to functional detection is analyzed by constructing simple theoretical and experimental models simulating variations of in-plane resolution. Experimentally measured blood oxygenation level-dependent (BOLD) signal changes as well as BOLD contrast-to-noise ratio (CNR) with respect to different spatial resolutions are compared with results from theoretical predictions and simulation. From both an experimental and a theoretical perspective, it is shown that BOLD CNR and, thus, the concomitant detection of the functional activation are maximized when the resolution matches the size of activation.
INTRODUCTION
In functional MRI (fMRI) studies in which high spatial or temporal resolution is the primary goal, a multistaged multiresolution approach is sometimes employed (Lai et al., 1993; Gao et al., 1996; Menon et al., 1997; Hoogenraad et al., 1999) . That is, in such studies, eloquent areas are first identified through low-resolution mapping in a large volume, perhaps covering the whole brain, and then, in a later stage, higher spatial or temporal resolution mapping proceeds in a smaller volume of interest.
Multiresolution adaptive imaging approaches have been of interest to our group for many years (Panych and Jolesz, 1994; Panych et al., 1996) and we have recently applied them to real-time fMRI (Yoo et al., 1999a) . The basic idea of our multiresolution adaptive approach is that the regions of activation, however they are distributed throughout the brain, can be selectively detected dynamically in multiple stages at progressively higher resolution in real time. This is achieved by ignoring the quiescent regions and "zooming" into only the regions of activation. The combination of spatially selective radiofrequency encoding (Yoo et al., 1999b) and real-time statistical analysis (Cox et al., 1995) provides the basic tools for such an approach. The proposed adaptive imaging strategy in fMRI is potentially conducive to experimental objectives of monitoring multiple locations of interests in ultrahigh temporal resolution or high spatial resolution (Yoo et al., 1999b) .
The basic assumption in the multistaged and multiresolution approach is that all eloquent areas of interest are properly identified in the initial stage of low-resolution mapping. However, no systematic studies have been reported in which this approach has been examined with an eye to, first of all, justifying the approach and, second, determining how best to set parameters for the initial stage (or stages). In our current work, we examine the multiresolution approach in depth, with an aim to justifying its use in fMRI and determining guidelines for the setting of imaging parameters.
This paper presents both a theoretical and an experimental examination of the relationship between blood oxygenation level-dependent (BOLD) contrast-to-noise ratio (CNR) and variable spatial resolution; in particular, the effects of altering in-plane resolution are addressed. First, we relate the importance of CNR to the detection of the functional signal and present a one-dimensional numerical model that quantifies the detectability of simplified spatial profiles of activation based on BOLD CNR. Next, we evaluate our conclusions based on a numerical model using simulated activation profiles of known size and location and, finally, a similar analysis is applied to experimental fMRI data acquired using simple sensorimotor paradigms.
THEORETICAL ANALYSIS

Functional Detection and CNR
In this section, we examine the statistical significance of the BOLD CNR, which will be used throughout this paper as a measure of detectability of the functional activation. Let us begin by modeling the data acquisition process in "block-based" fMRI as a sampling of data from independent random distribu-tions with different means for the activated and control states (On and Off). For simplicity, we assume that the standard deviation of the distributions, , is the same for both states and that the number of samples, n, drawn from each distribution is also the same. Let us now define the random variable, ⌬S, such that ⌬S ϭ On Ϫ Off where On is the mean in the On state and Off is the mean in the Off state. In fMRI, it is generally assumed that ⌬S is due to the BOLD effect and that a value significantly greater than zero indicates neuronal activation.
From basic statistical theory (Hinkle et al., 1994) we know that, under the above assumptions, the sampling distribution of ⌬S has (for large n) a Gaussian form with a mean equal to On Ϫ Off . The standard deviation, ⌬S , of the sampling distribution is equal to ͌ (2/n) . To test the null hypothesis that ⌬S ϭ 0 (i.e., hypothesizing that On ϭ Off ), the normally distributed variable, Z, can be defined such that
A large BOLD contrast, ⌬S, compared to the baseline noise level, , indicates that the null hypothesis can be rejected with high probability (as determined from the normal distribution). For the same ⌬S, either increasing the number of samples (n) or decreasing the noise level () favors the rejection of the null hypothesis.
Finally, we note that Z, as defined in Eq. (1), also describes the CNR between the two data sets in the On and Off states. Thus, the above discussion gives a statistical interpretation to BOLD CNR. It is seen that measures of BOLD CNR are directly related to typical statistical measures in fMRI that examine the significance of the signal difference between the activation and the control states.
In-plane Resolution and BOLD CNR:
One-Dimensional Example
In this section, we examine the effects of variation of in-plane image resolution on the functional activation based on a simple numerical model of the activation. Let us begin by modeling the functional component of the signal with an N-point sequence, f n , that represents the spatial distribution of the activation along one dimension, as shown on the left side of Fig. 1a . The figure also shows F k , the discrete Fourier transform (DFT) of f n , on the right side. Note that F k also is an N-point Gaussian sequence and that there is a reciprocal relationship between the spread of f n (⌬ n ϭN/⌬ k ) and the spread of
Since MRI data are acquired in the Fourier space (or k-space) of the image, it is natural to model the reduction of spatial resolution of an image as a truncation and zero padding, or low-pass filtering, of the k-space sequence, F k . In other words, F k is set to zero for ͉k͉ Ͼ K m ր 2, where K m is referred as the filter width of the altered sequence in the remainder of this section. We define FЈ k as the truncated and zero-padded sequence and f Ј n as its DFT.
The effect of low-pass filtering, as demonstrated in Fig.  1b , is to increase the spread (i.e., lower the resolution) of f Ј n compared to f n and to decrease its maximum amplitude. The maximum amplitude of f Ј n cannot be greater than the maximum of f n because the maxima of f Ј n and f n are equal to f Ј 0 and f 0 , respectively, which are, in turn, equal to the sum over all FЈ k and F k . Since all values of F k are positive, the sum over the filtered sequence, FЈ k , cannot be greater than the sum over F k .
The effect of low-pass filtering on the CNR of the activation can be derived analytically (Yoo, 2000) or by numerical analysis, as demonstrated in the rest of this section. In the numerical analysis, using Matlab (Mathworks, Inc., Natick, MA), we generated an N-point Gaussian sequence, F k , and Fourier transformed it to obtain a 1-D representation, f n , of the spatial profile of the activated state. For this analysis, we chose N ϭ 4096 and ⌬ k ϭ 1024 (therefore, ⌬ n ϭ 4). F k was then truncated and zero padded for multiple factors, K m , and Fourier transformed to obtain f Ј n . The maximum amplitude of f Ј n was recorded for each truncation factor and the result is plotted in Fig. 2a . This plot represents the BOLD contrast as a function of the low-pass filtering factor (i.e., resolution reduction). Note that this model predicts that the BOLD contrast will decrease monotonically with decreasing resolution.
The relationship between BOLD CNR and resolution can now be obtained by including the effects of lowpass filtering a noise sequence. If it is assumed the noise sequence is white, then each point in the k-space representation of the noise is an independent random variable with constant variance, 2 . The variance of the unfiltered noise sequence is simply N 2 . If the sequence is filtered by zeroing all but K m values, the variance is reduced to K m 2 . Therefore, it is readily seen that the standard deviation of the noise is proportional to ͌ K m . Finally, to obtain the CNR as a function of resolution, we simply divide the curve in Fig. 2a by ͌ K m , giving the result in Fig. 2b . (In the plot, K m is normalized to ⌬ k , the spread of F k .)
According to the numerical analysis described above, and as seen in Fig. 2b , the maximum CNR is achieved when K m /⌬ k is approximately 1, i.e., when K m equals ⌬ k . In words, the maximum CNR is obtained when the image resolution is approximately equal to the spread of the activation profile.
MATERIALS AND METHODS
From our numerical model, we found that maximum detection of functional activation, as quantified by the BOLD CNR, depends on the relationship between the size of the responsive area of brain tissue and spatial sampling of the image acquisition. We found that, at least for a simple one-dimensional Gaussian profile of activation, in-plane resolution should be set to match the spread of the activation in order to maximize the probability of detection. We were motivated to investi- gate this finding in simulation as well as in a simple sensorimotor fMRI experiment. In the simulation, we also investigate the effects of extraneous signal fluctuations in fMRI data other than those due to thermal noise (Hu et al., 1995; Zarahn et al., 1997; Purdon and Weisskoff, 1998) . This so-called "colored" noise may be temporally and/or spatially correlated and degrade detection of BOLD-based activation (Hu et al., 1995; Smith et al., 1999) . Many factors, for example, bulk head motion, cardiac/respiratory-related signal fluctuation, and hardware-related signal drifts, have been observed to cause such signal fluctuations (Zarahn et al., 1997; Smith et al., 1999) .
Simulation of Multiresolution Detection
To examine the relationship between in-plane resolution and activation, we acquired a time series of EPI data during the null condition (subject at rest) and embedded three artificial activation profiles. A 27-year-old male volunteer participated and gave written consent prior to study. Using a single-shot EPI sequence (TE/TR ϭ 50/2500 ms, 6 mm thickness, matrix size of 128 ϫ 128, 24 ϫ 24-cm FOV), a time series of 96 images covering the whole brain was acquired with the subject at rest. The first 6 images were excluded to allow for the T1 equilibration of the signal. The time series of images was motion-corrected using the motion-correction feature in SPM software (Friston et al., 1995) .
A single axial slice containing the subject's sensorimotor area was chosen, and signal variance from each pixel over 90 image acquisitions was calculated to obtain information on baseline signal fluctuations. Three regions of interest (ROIs), each consisting of 29 pixels, were identified based on the magnitude of signal variation (standard deviation) with respect to the averaged baseline signal intensity; 3% in ROI 1 (near precentral gyrus), 5% in ROI 2 (near anterior cingulate gyrus), and 7% in ROI 3 (occipital cortex near superior sagittal sinus). These sites were chosen to investigate the effect of nonthermal signal fluctuation to BOLD CNR with respect to varying spatial resolutions. The thermal noise level was estimated as approximately 3% of the mean image intensity using the background thermal noise corrected for Rician distribution (Gudbjartsson and Patz, 1995) .
The degree of spatial correlation within each ROI was quantified. First, the time signal course for pixels in each ROI was normalized and averaged to generate an average reference waveform. Then, the cross correlation coefficient (cc) was calculated between the time course of each pixel and the average waveform of the ROI. The mean cc's were 0.13, 0.30, and 0.31 from ROIs 1, 2, and 3, respectively, showing that there was significantly more spatial correlation among pixels in ROIs 2 and 3 compared to ROI 1. Since ROIs 2 and 3 had both a significant mutual correlation between pixels and an average standard deviation that was higher than background level, we considered them representative of areas with a significant amount of colored noise. ROI 1, on the other hand, had both a low average standard deviation and a low mutual correlation among pixels; thus, we considered it an area with low colored-noise content.
Artificial 2-D activation profiles (Gaussian shape with FWHM of 7.5 mm, corresponding to four pixel widths) were overlaid on the three ROIs with the maximum magnitude of the activation adjusted to be equal to 3% of the baseline image intensity. Epochs consisting of 10 images with alternating control and task periods were simulated (five control and four task). To reconstruct images at different resolutions, each image in the simulated time series was transformed to k space. The k-space data were, then, truncated at 10 different resolution levels in both directions (truncated square k-space size: 128, 112, 96, 80, 64, 48, 32, 16, 8 , and 4) and zero-filled back to 128 ϫ 128. Finally, the data were inverse Fourier transformed and magnitude images were stored for analysis.
Functional Experiments
Two male subjects (ages 31 and 26) gave written consent according to the institutional review board. All the experiments were performed on a 1.5-T MR system (GE Medical Systems, Milwaukee, WI) with a standard gradient and quadrature birdcage head coil for RF transmission and detection. In order to restrict head motion, a vacuum pillow (S&S X-ray Products, Brooklyn, NY) was molded around the subject's head. For functional imaging, an interleaved EPI sequence (Butts et al., 1994) was adapted for RF encoding in the slice-select direction (Yoo et al., 1999b) . Image encoding in the slice-select direction was performed using combinations of 3-mm-thick planes as the basic volume elements with RF pulses designed to provide uniform saturation over the volume in order to reduce the inflow effect (Yoo et al., 1999b) . Spin-echo T1-weighted sagittal slices (7-12 contiguous slices, TE/TR ϭ 10/700 ms, 5 mm thickness, matrix size of 128 ϫ 256, 24 ϫ 24-cm FOV) were acquired for anatomical localization and for reference T1-weighted anatomical images.
A preliminary low-resolution functional study with a left hand-clenching task was performed by each volunteer, covering the sensorimotor area (Kleinschmidt et al., 1997) . Imaging parameters, FOV 192 ϫ 192 mm, eight contiguous slices, 3 mm slice thickness, TE/TR ϭ 45/100 ms, 64 ϫ 64 matrix, and flip angle 60°, were used. Eleven sets of images were acquired during each of seven alternating epochs of control and task performance. After a slice showing significant activation (P Ͻ 0.001) was identified, high-resolution functional mapping was performed for that single slice. Data were acquired in 12 shots, each with 10 individually phaseencoded echoes, interleaved to fill a 128 ϫ 120 k-space matrix for each image. Nominal in-plane resolution was 1.5 mm. Flip angle and slice thickness were set at 40°and 3 mm, respectively. One image was acquired every 2.4 s. Fifteen sets of 12 images each were acquired during alternating epochs of control and task performance (left hand clenching) periods. To reconstruct images at different resolution, the k-space data were truncated to eight different resolution levels and zero-padded to 128 ϫ 128 (k-space filter widths: 112, 96, 80, 64, 48, 32, and 16) . The data were then inverse Fourier transformed and magnitude images were obtained.
Data Processing
All data processing and simulations were done using the Matlab programming environment. In order to characterize the relation between spatial resolution and CNR, the distribution of CNR in selected ROIs was computed. BOLD contrast was calculated by taking the difference in the means of the signal in stimulus and nonstimulus phases for each pixel and representing it as a percentage value with respect to the baseline signal. The standard deviation of the noise was estimated by computing the mean of the standard deviation of the signal computed separately for task and control phases. The signal magnitude was not normalized to allow for comparison of the relative CNR at different resolutions.
RESULTS
Simulation of Multiresolution Detection
A set of activation maps for P Ͻ 0.001 (overlaid on anatomical images) of simulated data at 10 levels of resolution from 1.875 mm down to 60 mm is shown in Fig. 3 . The activation was not evident at the highest spatial resolution in any of the ROIs. In ROI 1, the ROI with the lowest level of colored noise, the activation starts to be visible around k ϭ 112 and is most evident for a k-space filter width of 32. No activation was detected for the given threshold at the lowest resolutions. In ROIs 2 and 3, the ROIs with noise level well above the thermal background, the P values were significantly less than in ROI 1 for all k-space filter widths. Unlike ROI 1, ROIs 2 and 3 manifested the maximum CNR at k-space size of ϳ64. At k-space size less than 32, the activation at these sites was not detected.
In Fig. 4 , the mean percentage BOLD contrast and CNR from pixels in the three ROIs are plotted against different k-space filter widths. For all ROIs, the percentage BOLD contrast increases similarly with increasing filter width, a trend predicted by the theoretical results shown in Fig. 2 . The trend is mostly the   FIG. 3 . CNR maps for P Ͻ 0.001 (overlaid on anatomical images) of simulated fMRI data. Artificial Gaussian-shaped activation profiles (FWHM of 7.5 mm) were placed at three different locations, ROIs 1, 2, and 3, in a time series of images acquired during the null condition (subject at rest). A different proportion of colored noise was present at each location. The data were reconstructed at 10 levels of resolution from 1.85 mm (k ϭ 128) down to 60 mm (k ϭ 4) and processed to detect functional activation at each resolution level.
same regardless of ROI. This is expected since BOLD contrast alone is estimated and the ROIs differ only with respect to noise characteristics. Also, as seen in the numerical analysis, BOLD CNR reaches a maximum at an intermediate spatial resolution and then declines.
The k-space filter width at which the maximum CNR is observed depends on the ROI and the nature of baseline signal fluctuations. In ROI 1, where the signal variance was similar to the thermal background level, the maximum CNR occurs when the spatial resolution associated with the k-space filter cut-off was approximately equal to the size of the modeled activation (7.5 mm). However, for ROIs 2 and 3, where significant correlation of signals between pixels was present, the result was quite different from the result for ROI 1. The maximum CNR was obtained at a higher spatial resolution (3.75 mm) than predicted from the numerical analysis considering the known size of activation profile (7.5 mm). Nonetheless, in both cases, BOLD CNR was significantly decreased at the highest resolution. Figure 5a shows a functional map obtained at the highest in-plane resolution level (1.5 mm). The activated pixels with high significance (P Ͻ 0.001) were overlaid on anatomical images. For further analysis, we selected an ROI of 24 by 24 pixels containing activation. The percentage of BOLD contrast is represented by the gray-level image in Fig. 5b . Note that the BOLD contrast intensity decreases as the in-plane resolution is lowered. Figure 5c shows gray-level images of the CNR at different levels of spatial resolution. As evidenced from these images, CNR levels do not uniformly decrease as the resolution is lowered in comparison to the behavior for percentage BOLD contrast. For example, for k-space truncation at k ϭ 48 or 32, there is a more definite spatial pattern and higher intensity in the CNR map compared to the high-resolution map. We also observed that the shape of the original activation significantly changes due to the filtering effect of k-space truncation. At the lowest resolution (k ϭ 16), the activation morphology, apparent at higher levels of resolution, is lost.
Functional Experiment
Although the activation in the above experiment clearly does not have the simple Gaussian shape as modeled, we wished to see if the experimental results could be compared at least qualitatively with the theoretical prediction shown in Fig. 2 . The mean CNR and percentage BOLD contrast from pixels in the ROI were plotted versus different k-space filter widths (Fig. 6) . Note that the result is qualitatively similar to that obtained using the numerical model and simulation. As in Fig. 6 , the percentage BOLD contrast in the experimental results also increased as k-space size increased (compare to Fig. 2) . The CNR reached a maximum around a k-space filter width of 32 (Fig. 6) . This is also evident in the gray-level intensity maps of CNR (Fig.  5c ). For this specific sensorimotor task, the activated sensorimotor area was distributed over a significantly larger area than a single pixel. Higher in-plane reso- Fig. 3 . In ROI 1, CNR was maximized for the resolution of 7.5 mm (k ϭ 32). In ROIs 2 and 3, with higher level of colored noise present, the maximum CNR was reached at the resolution around 3.75 mm (k ϭ 64).
lution is clearly not necessary in this case if the primary goal of the fMRI session is to detect the existence of activation within the slice.
DISCUSSION
In this paper, we report the results of an examination of the effects of changes in spatial resolution on BOLD signal change and BOLD CNR. An analysis based on a simple numerical model, under the assumption that noise is spatially white, predicts that BOLD CNR, the parameter that is directly relevant for functional signal detection, is maximized when the spatial resolution roughly matches the dimension of the activation, even though BOLD contrast alone is enhanced by imaging at higher spatial resolution (Fig. 2) . This prediction was then confirmed by analysis of both simulated and experimental data. Our simulations of functional activation in the presence of strong signal fluctuation due to nonthermal sources showed that maximum CNR is obtained at somewhat higher spatial resolution than predicted by the numerical analysis. However, the general tendency of the CNR to decrease at both the highest and the lowest resolutions was seen.
Other researchers have measured BOLD contrast at different resolutions and have found that using higher spatial resolution can increase the magnitude of the BOLD contrast (Frahm et al., 1993; Lai et al., 1993; Bandettini et al., 1994; Hoogenraad et al., 1999) . It was hypothesized that this is due to a reduction of the partial volume averaging that mixes signal contributions from inactive tissue with the intravascular BOLD signal contributions (Frahm et al., 1993; Jesmanowicz et al., 1998) . These results may falsely imply that the use of high-resolution imaging parameters will tend to result in better detection of functional activation compared to the use of low-resolution parameters. Although we also observed an increase in BOLD contrast at higher resolutions, we show that BOLD CNR (and, thus, detectability of the functional activation) is maximized only when the spatial resolution imaging parameters are set with consideration given to the size of the activation.
The studies reported here support the conclusion that functional mapping at high resolution can be done most efficiently when some minimum prior knowledge about the size of activation is exploited using a multiresolution approach. Figure 7 , which shows the results of high-resolution functional imaging of the sensorimotor area, is instructive as to the principle and limitations of this approach. For example, as seen in Fig. 7 , the extent of the activation due to the motor task, labeled ⌬ in the figure, is significantly larger than ␦, which defines the high-resolution mapping. Our results support setting imaging parameters for a spatial resolution close to ⌬ for the stage of "detection" to determine the presence of activation within slices or volumes of interest. Setting parameters for a spatial resolution of ␦ would be advisable only after the slices or volumes of interest are identified. One could then have confidence that optimal mapping at the resolution ␦ had been achieved for functional activation patterns localized within a region of dimension ⌬.
Several scale-space approaches have been applied when processing fMRI data, for example, wavelet approaches (Ruttiman et al., 1996; Brammer 1998 ) have been investigated with the aim of optimizing the detection. Wavelet approaches entail construction of activation maps at different levels of spatial smoothing by manipulating wavelet coefficients in the spatial dimensions. Wavelets have also been used in the temporal dimension to detect transients in the time series as well as periodic signals of varying signal amplitude (Brammer, 1998) . These methods potentially serve to optimize the detection of activation in an fMRI time series. They differ, however, from the methods we have proposed in that they are applied only in the post-dataacquisition stage. We propose a multistaged multiresolution acquisition strategy that separates the "detection" and "mapping" of functional imaging into multiple acquisition phases with real-time data processing.
We believe that the argument for targeting functional activation with tailored sets of resolution parameters is a compelling one if some prior knowledge is available. The difficulty lies in determining an optimal strategy for mapping when little or no information is available, which is true for many neuroimaging studies. In addition to unknown size and location of activation, intersubject variability in activation hinders an estimation of activation. For these reasons, imaging with excessively low or high spatial resolution in the initial scan session may lead to false negative errors.
Because detectability deteriorates if resolution is set either too high or too low, what side should one err on when the optimal choice is unknown? The answer to this question appears to depend at least partly on the presence of signal fluctuations due to physiological processes such as respiratory and cardiac function that are not directly linked to neuronal activation (Smith et al., 1999) . In previous work, we have noted that physiological noise can have a significant impact on detectability at lower resolutions because the spatially correlated components of the signal do not cancel with spatial averaging (Yoo et al., 1999a) . Our simulations in this current work showed that in the regions with a high level of colored noise, the highest level of CNR was obtained at higher resolution than would have been expected given the known size of the activation. This would tend to argue for caution in setting initial spatial resolution too low although methods to suppress physiological fluctuations can help to reduce these confounding issues (Hu et al., 1995; Chuang and Chen, 2001) .
One apparent advantage of acquiring initial data at higher resolution is that it is always possible to use scale-space postprocessing approaches (Ruttiman et al., 1996; Brammer, 1998) , filtering the data at multiple resolutions for optimal detection. One cannot conclude from this, however, that setting the resolution too high is without consequences because acquisition of higher resolution data is bought at the price of longer imaging time, which ultimately translates into lower CNR. Figure 8 shows a recalculation of the BOLD CNR result from Fig. 2b adjusted to allow for a greater number of image acquisitions when fewer k-space lines are acquired (i.e., assuming constant overall imaging time). The somewhat surprising result in Fig. 8 , which has BOLD CNR declining monotonically with increasing resolution, suggests that it is always better to start with low resolution to ensure detectability. Because this result does not include the effect of physiological noise, however, such a conclusion must be approached cautiously.
The problem of setting the initial resolution is a difficult one because our studies show that false negatives will result when the initial resolution is either too high or too low. The studies reported here illuminate the basic principles behind finding an optimal resolution, an important first step before finding a solution to this problem. Given the many factors complicating the issues, however, the practical answer to this problem must ultimately depend on the experience gained through further studies. In particular, further studies of the spatial distribution of physiological noise and of the methods to remove or compensate for it are urgently needed.
An optimized multistaged multiresolution strategy may be particularly useful in high-field fMRI experiments aiming for high-resolution characterization of functional activation. High magnetic field strength increases both image signal-to-noise ratio and BOLD contrast, allowing functional characterization at high spatial resolution. Covering a large volume at high spatial resolution, however, requires significantly longer imaging time, and the more efficient data acquisition using a multiresolution approach that zooms only into sparsely distributed regions of activation would be especially attractive. Although the potential of a multiresolution approach may be greater at high field, the challenges are greater too. For example, susceptibility-related signal dropout will also increase at high field strengths (Kruger et al., 2001) , putting limitations on the maximum voxel size for the initial scan stage of an adaptive process. In addition, the contribution of physiological noise compared to the thermal signal fluctuation is more significant at high field (Kruger et al., 2001) , further confounding the multiresolution detection of functional activation. Thus, incorporating processing methods for removing the confounding effects of physiological noise will be especially important.
Although we believe a certain degree of user intervention is always likely to be necessary, the ultimate goal of an adaptive multiresolution approach should be a minimally supervised functional experiment. In order to achieve this goal, several important technical aspects must be addressed. Ideally, one would have total flexibility to encode images at arbitrary locations with varying spatial resolutions. Second, efficient data reconstruction and preprocessing algorithms for motion correction, physiological noise detection, and filtering in the real-time environment are necessary. Third, real-time statistical functional data-processing algorithms and routines for automated identification of candidate activation sites are indispensable.
Important technical advances have been made to address these technical challenges. For example, spatially selective RF encoding provides significant flexibility for spatial encoding and has been investigated for fMRI (Yoo et al., 1999a) . Real-time motion-correction algorithms Thesen et al., 2000) and methods to filter physiological fluctuations (Panych et al., 2000) have also been devised to improve signal detection. Several studies have also been reported in which statistical processing was achieved in a real-time environment (Cox et al., 1995; Gembris et al., 2000; Smyser et al., 2001) . Automated regional segmentation and normalization, which facilitate the identification of the activated regions (Collins et al., 1995; Cox et al., 1999) , are also available. The integration of these technical components and the optimization of resolution parameters for the multiple stages of acquisition constitute future objectives for our research.
