Abstract. The work presented in this paper consists in an adaptation of a Genetic Algorithm (GA) to perform variable selection in an heterogeneous cluster where the nodes are themselves clusters of GPUs. Due to this heterogeneity, several mechanisms to perform a load balance will be discussed as well as the optimization of the fitness function to take advantage of the GPUs available. The algorithm will be compared with previous parallel implementations analysing the advantages and disadvantages of the approach, showing that for large data sets, the proposed approach is the only one that can provide a solution.
Introduction
The problem of variable selection is crucial by the time of design models that classify or perform regression so, the better the selection is, the more accurate models can be designed [3, 13] . The approach to be taken in classification problems differs from the one taken in regression due to their differences in the output type (discrete and continuous respectively) so, this paper will consider the regression problem also known as function approximation. Formally, the function approximation problem is to determine, given a set of input/output pairs (x i , y i ) ∈ R d × R i = 1...N , design an unknown function F such as F (x i ) ≈ y i . From this, the problem of variable selection can be defined as the search for the subset of variables that make possible to build a model that approximates the data as accurately as possible. Genetic Algorithms have been applied to many problems and variable selection is not an exception, however, the use of non-parametric noise estimators (independent from the models designed afterwards) has not been widely treated [11] . This paper presents a GA which has been implemented on a novel High Performance Computing (HPC) architecture using clusters of computers and Graphical Processing Units (GPUs) in order to compute the fitness of the individuals.
The rest of the paper is organised as follows: Section 2 introduces the Delta Test. Afterwards, Section 3 describes the design of the Parallel Genetic Algorithm that will perform the optimizations presented in the experiments included in Section 4. Finally, conclusions are discussed.
Delta Test in Variable Selection
In order to evaluate the goodness of an individual, the Delta Test (DT) [15] value obtained using the combination of variables will be used as it has been shown to be an adequate criterium [5] . The DT is a method to estimate the variance of the noise r i , or the Mean Squared Error (MSE), that can be obtained without overfitting, this is:
where F is the unknown function. The DT can be formulated using the nearest neighbour formulation as
where the first nearest neighbour of a point x i in the R d space is x NN(i) and y NN(i) is the output of x NN(i) .
Computation of Delta Test Using Pre-calculated Distances
Computation of the nearest neighbour in the naive way involves calculating the distances between each pair of samples
)2 and returning the smallest d i,j and the corresponding index N N (i) for each sample. Since the focus is on examining non-empty subsets of variables which can share individual elements, a lot of time is wasted recomputing the squared differences to obtain d i,j . A simple solution to decrease running time is to store that information into a N (N − 1)/2 × d matrix, where each row contains precomputed squared differences for a pair of samples (x i , x j ). Given this matrix, computing all pairwise distances for a given variable subset I ⊆ {1, 2, . . . , d} involves summing precomputed values for those I variables (i.e. the I-th columns of the matrix).
Computation of Delta Test on GPU
The computation of the k Nearest Neighbours (KNN) requires a big computational effort since it has to compute the pairwise distances between all the points. In [6] an implementation of the k-NN algorithm on a GPU 1 was presented, showing very large speed-ups compared to CPU times. We use this algorithm to determine the nearest neighbours (x NN(i) ) to all input points (x i ).
Differently from the approach in the previous subsection, the pairwise squared differences between all points are not pre-calculated, since it would not be feasible to keep this entire matrix in memory. However, even though we do not make this optimization, computing the pairwise distances between the points can still be many times faster when using a fast GPU instead of the CPU.
Once all pairwise distances have been computed, a partial sort is performed in order to determine the nearest neighbour x NN(i) (and their index N N (i)) to each of points x i . Finally, given these indices of the nearest neighbours, we can compute the Delta Test as explained in the beginning of this section.
Design of the Genetic Algorithm
The Genetic Algorithm (GA) is a well known optimization tool that has been applied to many problems.
GA Operators Description
When a GA is designed, there is a set of elements/operators that has to be defined depending on the problem to be solved. The first design decision is how an individual will represent a solution, this is, the solution encoding. The variable selection problem has a straight forward encoding using a binary chromosome whose length is equal to the number of variables. If a gene within the chromosome equals 1, the variable is selected, if it is 0, then the variable is discarded. This binary encoding has been widely treated in the literature so the classical, but effective, operators have been chosen: 1. Crossover: two-points binary 2. Mutation: Gene level, this is, if the individual is mutating select-unselect a random variable. 3. Selection: binary tournament selection 4. Elitism: Keep the best individuals from the previous generation.
Parallelizing the GA
Apart from the optimization of the computation of the fitness function using GPUs, the architecture available allows the algorithm to be distributed through several machines in a classical cluster manner. GAs are intrinsically parallel although modifications in the flowchart, distributing the populations, might improve results [2, 9, 10, 8] .
Island Model. Among the several approaches proposed in the literature, the multi-deme distributed GA is one of the most popular due to its good behaviour [4, 8, 12] . This implementation consists of evolving isolated populations on each island which is usually mapped into one processor. In our concrete case, since a processor might have several cores and several GPUs it might allocate several populations, one per each CPU/GPU pair.
In this type of algorithm, it is quite common to determine a migration operator or mechanism so the isolated islands share some individuals in order to collaborate and take advantage of the progress made by the others. The migration rate is a parameter that can be random [14] , fixed [8] , or autoregulated depending on the diversity of the population although this last approach can be looked from the perspective of the replacement policy, this is, migrate after a certain number of generations and, depending on the diversity of the population, accept the new individual.
The implementation selected in this algorithm was to migrate after 5 generations and always replaces the worst individual in the population by the incoming ones (in the same order they arrive form the other islands) as in [9] . The migration scheme is depicted in 1.
Population distribution in the cluster. Since we have a heterogeneous grid of computers, it is obvious that the time to complete a generation during the run will be different on each computer [1] . As the distributed populations perform a collective communication broadcasting individuals, the global performance of the algorithm would be injured if the fastest machines had to wait for the slower ones, wasting computing resources. In order to ameliorate this fact, the decision of setting different population sizes has been taken. Slower or overloaded machines will process less individuals, allowing these processes to require a smaller time to complete a generation. Therefore, during the collective communications, the waiting time for the synchronization will be reduced. Obviously, this approach is the same as increasing the predefined population size in the more powerful machines.
The question that arises from this policy is: how much the size of the population should be decreased/increased? The answer can be obtained empirically by measuring the time of one generation on each machine and obtaining the fraction between the fastest/slowest and the other time measurements. For example, if the time on M achine 1 is the double of M achine 2 the population size for M achine 1 should be the half (or the population size for M achine 2 should be doubled).
Experiments

Cluster Architecture
The cluster that was configured had the components described below that were interconnected as Figure 2 shows. 
Comparison with Previous Approaches
This section will analyse the performance and behaviour of the proposed algorithm. First, small data sets are compared with a previous work, afterwards, the algorithm is applied to a large real-world data set.
Small Datasets. The algorithm was compared with the approaches in [11] that was a previous parallel version of the algorithm implemented in a regular cluster. For the sake of a fair comparison, the stop criteria will be the same: execution time. In [11] , the time limit is set to 600 seconds based on studies and recommendations from the industry arguing that is the maximum time that an operator is willing to wait to see a solution.
The same population sizes were used (50,100 and 150) and data sets processed were:1) The Tecator data set 2 : the Tecator data set aims at performing the task of predicting the fat content of a meat sample on the basis of its near infrared absorbance spectrum. The data set contains 215 useful instances for interpolation problems, with 100 input channels, and 3 outputs, although only one is going to be used (fat content).
2) The Anthrokids modified data set 3 : This data set consists on several measures to predict child's weight, it has 1019 instances and 53 variables.
The results are shown in Table 1 . As the table reflects, the performance of the proposed algorithm is not impressive in comparison with the previous algorithm. In fact, it does not outperform the previous approach. However, it is remarkable that the difference between the solutions is not too big and, in some cases, the new algorithm outperforms the previous one demonstrating that the proposed approach is a good algorithm. The reason because the previous algorithm obtains, in general, better solutions for these data sets is because it is able to perform more generations due to the pre-calculation of the distance matrix as it was described in Section 2. Large Datasets. The analysis of the previous results might discourage the use of GPUs instead of using a pre-calculation of the distances, however, when the data set starts becoming a little bit bigger, this second approach is not possible any more. The reason is because the application runs out of memory so, to use a cluster of GPUs it is not a matter of performance in time or quality results, it is a matter of being able to provide a solution.
As an example, it will be used part of the data set provided by the Spanish Institute of Statistics (Instituto Nacional de Estadística, INE) that contains data about marital dissolutions in Spain. Several problems arise from this data, and one of them is predicting the dissolution process length which is translated into the regression problem.
The data to be used consists of 19967 input samples of 20 variables which was divided into training (of 15385) a test (4568) sets. The size of the training set is too big to pre-calculate the distance matrix used in previous approaches [11] .
The proposed approach was executed during 600 seconds and was able to finish only one generation with 50 individuals providing a DT value of 0.001642 using 9 variables. Due to the high memory requirements, one of the computers with the oldest GPU model was delaying the other two because of the synchronization step in the migration. Therefore, the experiments were repeated only with two nodes instead of three. The performance was increased significantly, allowing the algorithm to evolve a mean of 7.6 generations with a DT value of 0.001589 using only 4 variables. To test the validity of the selection provided, a model (Radial Basis Function Neural Network with 15 neurons) was designed using the methodology proposed in [7] without local search optimization. The experiments were done using all the variables and using the ones selected by the algorithm, obtaining the results shown in Table 2 B).
Conclusions
The problem of variable selection remains as an unsolved problem, being a crucial step before designing the models to classify or approximate. In this paper, a new algorithm that takes advantage of the new High Performance Computing technologies has been presented. Concretely, the main novelty is the use of a cluster where the nodes have graphical processing units to compute the k-Nearest Neighbours. The performance of the algorithm for small data sets is acceptable when compared with previous methods plus it is the only one of its kind that is able to provide good results in a reasonable time, when the size of the dataset becomes large.
