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Resumen
En este trabajo se enuncia y demuestran dos Lemas importantes de Nakao. Estos
Lemas nos permitirán obtener la tasa de decaimiento de la solución de algunas ecua-
ciones en derivadas parciales. En particular, probamos el decaimiento exponencial de
la solución global de una ecuación de onda.
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1. Introducción
En el área de las Ecuaciones Diferenciales Parciales se abordan los siguientes aspectos:
existencia y unicidad de solución, dependencia continua de los datos iniciales y el compor-
tamiento asintótico de soluciones globales. Para abordar el estudio de este último tema,
debemos comentar que existen algunos métodos, dependiendo de la naturaleza del proble-
ma, como por ejemplo, el método de la energía, con la construcción de funcionales y el uso
de técnicas multiplicativas, citamos por ejemplo [10]. Tenemos también la Teoría de Semi-
grupos, via el operador resolvente ( ver por ejemplo [11]' [12] ) y los métodos de Komornik
[5]y Nakao [6]. Debemos también mencionar a La Invarianza de La Salle, que nos garantiza
el decaimiento de la solución sin proporcionar la tasa específica con que decae.
En este artículo, probamos el decaimiento exponencial de la solución de una ecuación de
onda; damos otros ejemplos de aplicación y demostramos dos Lemas importantes de Nakao
El desarrollo des como sigue: En la sección 2 hacemos un estudio de dos Lemas de Nakao, en
la sección 3 damos una aplicación del Lema de Diferencias de Nakao a la ecuación de onda y
finalmente en la sección 4 enunciamos otros problemas, en cuyos desarrollos se usan el Lema
de Nakao (como en la sección 2) Y adecuadas desigualdades de interpolación en espacios de
Sobolev (ver por ejemplo [1] o [3]).
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2. Lemas de Nakao
Lema 2.1 (Lema de diferencias de Nakao) Sea rjJ: 1R+ ------t 1R+ una función acotada
con rjJ(O)> O Y supongamos que existe M > O tal que
SUPSE[t,HI]rjJ(S) :S M {rjJ(t) - rjJ(t+ 1)} , Vt ~ 1
Entonces existen A > O Y MI > O tal que rjJ(t) :S M1e-At, Vt ~ l.
Esto quiere decir que rjJ(t) decae exponencialmente a cero cuando t roo.
Observación 2.1 M > l.
En efecto, de (2.1) y tomando s = t tenemos que rjJ(t) :S M{rjJ(t) - rjJ(t+ 1)}, Vt ~ 1. Así
(2.1)
MrjJ(t + 1) :S (M - l)rjJ(t), Vt ~ 1
Entonces O < (M - l)rjJ(t) y esto implica que rjJ(t) > O, Vt ~ 1 Y M > 1.
Prueba.- De (2.2) tenemos que rjJ(t+ 1) :S M;,;lrjJ(t). Defina a := M;,;1, luego O< a < 1 Y
rjJ(t+ 1) :S arjJ(t) , Vt ~ 1.
Si t ~ 1 entonces existe n E IN tal que t e [n, n+l]' luego O:S t-n :S 1, i.e. 1 :S t-(n-l) :S 2.
Esto nos permite obtener lo siguiente
(2.2)
rjJ(t) :S arjJ(t - 1) :S a2rjJ(t - 2) :S ... :S an-1rjJ(t - (n - 1)) :S ... (2.3)
Como a E (0,1) entonces an :S at-I para t E [n, n + 1], entonces en la desigualdad (2.3)
tenemos
rjJ(t) < an-1rjJ(t _ (n _ 1)) = an rjJ(t - (n - 1))
a
< at-1 rjJ(t - (n - 1)) = atrjJ(t - (n - 1))
a a2
< at SUPSE[l,;l rjJ(s) = cat = cetloga = ce-At,
a
o<c:=
donde A := -log a > o. O
Lema 2.2 Sea rjJ : 1R+ ------t 1R+ una función acotada con rjJ(O)> O supongamos que existe
M > O ya> O tal que
sup [rjJ(s)]a+l:s M{rjJ(t) - rjJ(t+ 1)} + f(t), Vt ~ O,
sE[t,t+l]
(2.4)
donde f es continua, f(t) ~ O Y límt-->+oo t1+1!f(t) = O con () > ~. Entonces existe MI > O
tal que
1rjJ(t):S sup rjJ(s):S M1 ea, Vt grande.
SE[t,t+I]
Esto quiere decir que rjJ(t) decae polinomialmente a cero cuando t ----+ +00.
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Prueba.- En (2.4), si a = O Y f == O , estamos en el caso del Lema 2.1.
De la desigualdad (2.4) se tiene
[</J(S)J<>+I ~ M{</J(t) - </J(t+ In + f(t), Vs E [t, t + 1].
Como </J(s) > O, Vs E 1R+ entonces
sup [</J(S)J<>+I = [ sup </J(s)J<>+1. (2.6)
SE[t,t+l] sE[t,t+l]
Nos interesa saber qué sucede cuando t es lo suficientemente granf:
Dado é > O, existe M; > O tal que, para todo t » Mo, vale: O < tl+B f(t) < E con




Dado é > O, :3Mo > O tal que, O ~ f(t) < Et-I-B, vt » M - o con e > - > O (2.7)
a
Observe que de (2.7) tenemos f(t) ----t O cuando t ~ +00,.
La prueba del Lema lo haremos en dos etapas.
1) c/>(t) ~ C3t-~, t» MI grande.
II) Usando 1) tenemos que si s E [t, t+l]' Vt ~ MI entonces </J(s) ~ C3S-~. Tomando supremo
a c/>tenemos
1 1
sup </J(s) ~ C3 sup s-a ~ C3Ca ,
SE[t,t+l] SE[t,t+l]
1 d .pues s-O; es ecreciente,
Ahora nos resta probar la primera etapa.
Para eso se define c/>o(t) := »t:", donde v > O. Luego c/>~(t)
decreciente.
Definimos también w(t) := c/>(t) + c/>o(t).
Usando (2.5) tenemos para t > O:
sup Iw(s)ll+a SUPSE[t,t+I]IC/>(s) + c/>o(s)ll+a
SE[t,t+l]
-evt-B-1 < O. Así </Joes
< 21+"'SUPSE[t,t+l] (</J(s) 1+'" + </J/+"')
< 21+"'{M{</J(t) - </J(t+ In + f(t) + </Jo(t)l+CY}
±21+a M[</Jo(t) - </Jo(t+ 1)]
21+a M(w(t) - w(t + 1)) + I(t) , (2.8)
donde I(t) := 21+a{ -M c/>o(t) + M c/>o(t+ 1) + c/>o(t)l+a + f(t)}.
Afirmación I(t) < O, Vt suficientemente grande.
Se tiene fácilmente que
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Por otro lado se sabe que
1 1
3T1 E IN tal que (1 + t)1i - 1 2: 2er1 , Vt > TI'
De (2.10) y la hipótesis de f(t) se tiene para t 2: TI que
(2.10)
e va 1I(t)::; Constante (t + l)-lirl( -- + -(t + l)lirli(1+a)+1 + --). (2.11)
2 M ( VME
Desde que e > ~ se tiene que límt---++oo(t + l)lirli-lia+l = O.En efect~, e~1 )lit1-lia ------* 1,0 =
Ocuando t -+ +00, pues 1 - ea < O.
Por lo tanto, podemos escoger v tan grande de modo que: Vitf < ~ y escogiendo T(T 2: TI)
lo suficientemente grande, tenemos que I(t) < Opara t > T.
En consecuencia (2.8) queda reducido a
sup [w(s)J1+a::; 21+aM(w(t) - w(t + 1)).
sE[t,t+l]
(2.12)
Pasamos a definir y(t) := w(t)-a y de (2.12) se tiene que
y(t + 1) - y(t) = 11:e {ew(t + 1) + (1 - e)w(t)} =ae.
a11{ew(t + 1) + (1 - e)w(t)} -a-l[w(t) - w(t + l)Jde.




La función 9 así definida satisface
g(O) w(t)
g(l) = w(t + 1)
y g(e) recorre el segmento w(t) w(t + 1) de w(t) a w(t + 1) cuando e va de Oa 1. Sabemos
que g'(e) = w(t + 1) - w(t). Desde que cPo(t) es decreciente y cP(t) > cP(t+ 1) para t grande,
tenemos que g'(e) < O, i.e. g(e) es decreciente. Luego,
g(e) < g(O) = w(t) para e > o. (2.14)
Integrando la desigualdad (2.14) de Oa 1 respecto a e tenemos
(2.15)
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Finalmente la desigualdad (2.13) se transforma en
y(t + 1) - y(t) 2: aT(1+a) M-1 sup [w(s)]1+a. [w(t)t(1+a)
sE[t,t+1]
2:1
> aT(1+a) M-1 para t > T. (2.16)
Por lo tanto para t > T, escogemos un entero positivo n tal que r< t - T < n + 1.
Así de (2.16) tenemos \
y(t) > y(t - 1) + aT(a+1) M-1
> y(t - 2) + 2a2-(a+1) M-1
> y(t - 3) + 3aT(a+1) M-1




w(t)-a > ínf {w(s)-a+naT(a+l)M-1}
SE[T,T+1]










w(t) ~ {2a+1MB + na};:;' (2.17)





{2a+1MB + -a(T + 1) + at};:;' (2.18)
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De la definición de w(t) y (2.18) se tiene
<p(t) :::; <p(t) + -n:" 2a+1A1 1< {2a+1A1 B + -a(T + 1) + at}a
1< C3 Ca , para t suf. grande. O
3. Una aplicación í
Problema 1
Sea D e IRn, acotada con frontera oD regular. Sea u = u(x, t) solución débil del problema
n n o OU
Utt - L L ox. (aij(x) ox.) + b(x)u + c(x)Ut = O (3.1)
j=l i=l J t
ulan = O (3.2)
u(x, O) = Ua(X) , Ut(x, O) = U1(X), u; E HÓ(D), U1 E L2(D). (3.3)
donde
aij = aji E IR (son simétricas reales)
aij E LOO(IR)
b, C E U)()(D), b(x) ~ O, c(x) ~ e¿ > O.
n n
L L aij~i~j ~ c11~12, V~ E IRn. (C1 > O)
i=! i=l
(3.4)
Entonces, existe una única solución u E 0(0,00, H6(IR)) con Ut E 0(0,00, L2(D)). Ver [2J
L. Amerio and G. Prouse Almost Periodic functions and funtional equations, Van Nostrand
Princeton. N. J. 1971.
Usando el Lema de diferencias de Nakao probaremos que u satisface
in {(Ut? + l\7ul2 + b(x)u2}dx :::;c«» , C> O, ,> O,
para t > T suficientemente grande.
En efecto, primero observemos que (3.4) implica
n!:l n n
2 ~ ou 2 ~ ~ OU ouc11\7ul = C1L.I-I :::;L. L. aij--·OX· OX· OX·i=l t j=l i=l t J
(3.5)
La energía asociada a la ecuación es
( 2 ~~ OU OU 2
E(t) ;= lr. {(Ut) + L. L. aij OX. OX. + b(x)u }dx.
n j=l i=l t J
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Luego, usando la desigualdad (3.5) tenemos
En consecuencia, todo se reduce a probar que E(t) ~ Ce:" ,
suficientemente grande.
Haremos algunas consideraciones
C> O, ,> O,para t > T =
J
2 r {~~ Bu ou 2}IluIIHJ(fl) :=< Au,u >= lfl ~~aijoxiOXj +b(x)u dx.
donde Au := - 'L,7=1'L,~=l e~j (aij(x) t:
i
) + b(x)u.
Asicomo r {n n ou ov }
< u,v >HJ(fl)= le LLaijox.·ox. +b(x)u.v dx.
fl j=l i=l t J..
Sea u(t) solución acotada de
Utt(t) + Au(t) + c(')Ut = O
Ulefl = O
Se observa que O~ E(t) = Ilut(t)1112(fl)+ Ilu(t)ll~l(fl) < +00, decreciente, acotada y E(O) >
O. o
Multiplicando la ecuación (3.6) por Ut(t) integrando sobre O) y luego integrando sobre el
intervalo (tI, t2), tenemos:
(3.6)
(3.7)
Desde que c(x) está acotada inferiormente por Co > OYhaciendo tI = t Y t2 = t + 1 en (3.7)
tenemos
1t+lt Ilut(s)1112(fl)ds ~ cdE(t) - E(t + 1)}.
B(t)2:=
Particiondo el intervalo [t,t+ 1J en 4 segmentos y trabajando en los laterales tenemos que
existen dos puntos: tI E [t, t + iJ y t2 E [t + ~,t + I] satisfaciendo
(3.8)
(3.9)




¡llut(t2)lli2(n) = Ilut(s)lli2(n)ds S Ilut(s)lli2(n)ds S C2B(t)2
t+~ t
A continuación, multiplicamos la ecuación (3.6) por u(t) integramos sobre n y luego inte-
gramos de tI a t2, usando (3.9) obtenemos
¡t21Iu(s)II1-1(n)dS S l(ut(td,u(td)1 + I(Ut(t2),U(t2))1 +Jt1 o
(3.10)
Haciendo uso de la desigualdad de Holder y la desigualdad (3.9) tenemos
(3.11) ~~
La desigualdad de Poincaré nos permite obtener la siguiente estimativa:
donde cp es la constante de Poincaré.
Sustituyendo (3.12) en (3.11) tenemos
I 1 1I(Ut(tl),U(tl))1 S cp(c2Cl 4)2B(t) sup [E(s)]2.
sE[t,t+l]
(3.13)








< ~6 rt21Iut(s)lli2ds + ~ ¡t21Iu(s)II1-1ds.
2 Jt¡ 2 Jt1 o
(3.15)








Usando (3.8) y (3.16) tenemos
r21Iu(s)II~J(íl)ds + r21IUt(s)II~2(íl)dSJt1 Jt1
< C5{B(t)2 + B(t) sup [E(s)]1}.
sE[t,t+l]
(3.17)
Usando el Teorema del Valor Medio para integrales, tenemos que existe t* E [tI, t2] tal que ~
1t:2 E(s)ds = (t2 - tl)E(t*) 2: cE(t*); usando esto en la desigualdad (3.17) tenemos
E(t*) < C6{B(t)2 + B(t) sup' [E(s)]1}
SE[t,t+l]
< C6B(t? + C8B(t)2 + 15 sup E(s).
sE [t,t+l]
(3.18)
De (3.7) con tI = s, t2 = t* Y (3.18) tenemos:
E(s) = E(t*) + ¡t
O
(C(')Ut(r), ut(r))dr ::;E(t*) +1t+l(CUUt(s), ut(s))ds.
Usando (3.18) , (3.8) Y tomando supremo tenemos
E(s) < C8B(t)2 + 15 sup E(s)
SE[t,t+l]
sup E(s) < C8B(t)2 + 15 sup E(s).
sE [t,t+1] sE[t,t+l]
(3.19)
Considerando O< 8 < 1 obtenemos:
(1 - 15) sup E(s) ::; C8B(t)2
SE[t,t+l]
En particular para 15 = ~ y usando la definición de B(t? resulta
sup E(s) ::; C7B(t? = C7(E(t) - E(t + 1))
SE[t,t+l]
Usando el lema de diferencias de Nakao, tenemos que 3, > Otal que,
E(t) ::;c«:», para t » w = O
para w suficientemente grande
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4. Comentarios
En esta sección enunciamos y comentamos algunos problemas donde se hace uso de los
Lemas de Nakao.
Problema 2
Sea O e 1R3 acotada y de frontera eo regular.
uu -.6.u + u3 + u¿= O en O x (O, +(0) (4.1)
u = O en eo x 1R+ (4.2)
u(x, O) = Uo(x) , Ut(x, O) = Ul(X) , u¿ E HJ(O) n L4(0) , ul E L2(0). (4.3)
Entonces existe una única solución débil del problema u E LOO((O, (0), HJ(O) n L4(0)),
Ut E LOO((O, (0), L2(0)). Para la existencia usamos el método de Galerkin y para la unicidad
de solución el método de Visik-Ladyshenkaia, ver Santiago [9]
Multiplicando por Ut a la ecuación (4.1) e integrando sobre 'O obtenemos
(4.4)
e{1¡ 2 2} e{1¡ 4 ¡ 2-;::} - (Ut) + IVu I dx + -;::}- u dx} = - (Ut) dx
ut 2 n ut 4 n n
La energía asociada al problema es
(4.5)
i.e. a~it) S O, E(t) decrece y es acotada: O S E(t) S E(O) con E(O) > O.
Entonces se prueba que la solución débil satisface:
3')' > O y C > O tal que E(t) S ce:" .
Citamos [9] .
Problema 3
Sea O e IRn un dominio acotado y eo su frontera. Sea u solución del problema
n e iiu





Aquí se usa el Lema 1 para el decaimiento exponencial y el Lema 2 para el decaimiento
polinomial de w = u - u, donde u es solución del problema estático. Citamos Nakao [7].
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Problema 4
La ecuación de onda no lineal con el Operador p-Laplaciano.
Utt - ~pu + (-~tUt + g(x, u) = f(t, x)
ulan = O
u(O) = uo, Ut(O) = Ul





También en este problema se usan los Lemas 1 y 2. Citamos Gao- To Fu [4].
Problema 5
Para la. ecuación de Klein Gordon del tipo Kirchhoff-Carrier.




Se obtiene decaimiento exponencial de la solución global, usando el Lema 1. Citamos [8].
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