Abstract We introduce the antiparticle filter, AF, a new type of recursive Bayesian estimator that is unlike either the extended Kalman Filter, EKF, unscented Kalman Filter, UKF or the particle filter PF. We show that for a classic problem of robot localization the AF can substantially outperform these other filters in some situations. The AF estimates the posterior distribution as an auxiliary variable Gaussian which gives an analytic formula using no random samples. It adaptively changes the complexity of the posterior distribution as the uncertainty changes. It is equivalent to the EKF when the uncertainty is low while being able to represent non-Gaussian distributions as the uncertainty increases. The computation time can be much faster than a particle filter for the same accuracy. We have simulated comparisons of two types of AF to the EKF, the iterative EKF, the UKF, an iterative UKF, and the PF demonstrating that AF can reduce the error to a consistent accurate value.
Introduction
Non-linear estimation is crucial to robotics as well as many other fields. Fundamentally one needs to describe uncertainty in some 'state' based on indirect and noisy observations of it. This state is known to evolve in time and that evolution can introduce uncertainty. When both the observation and the evolution are described by linear system equations wrt the state estimate and the noise is white Gaussian then the Kalman filter is the optimal estimator, [1] . The problem becomes harder when the system is non-linear. One approach is to linearize the system equations wrt the state around the current estimated state as in the extended Kalman Filter EKF [2, 3] .
The EKF has led to the development of many variations. These mostly address the issue of inconsistency. For the EKF inconsistency arises as a consequence of the linearization. The EKF is a Gaussian estimator which implies that the posterior distribution is parametrized by a state mean and covariance. When the covariance is too small we say that the estimate is overconfident [4] . This can lead to divergence of the estimate or to bad inferences based on it. In order improve filter stability methods of better estimating or simple adjusting the covariance have been tried, such as, the robust extended Kalman filter [5, 6] , or the method used for robot localization in [7] .
A better estimate of the covariance is obtained by computing the estimate based on mapping a selected set of points through the non-linearity, allowing the estimate to reflect more than a single point. This approach led to the unscented Kalman filter, UKF [8, 9, 10] , linear regression Kalman filters LRKF [11, 12, 13] , the shifted Rayleigh filter [14] , and the filter in [15] .
Divergence or unstable behavior often occurs while incorporating observations that require large changes to the estimated mean. The iterative Kalman filter, IEKF [16, 17] can help this problem by applying the EKF formula and linearizations repeatedly until convergence to a stable solution.
All of the above estimators use a Gaussian posterior. As the uncertainty in the estimates becomes more significant wrt the non-linearity, the Gaussian distribution can no longer adequately represent the posterior. This situations can be addressed by the particle filter PF, [18, 19, 20, 21] . The PF can estimate any distribution and makes no requirements on the form of the noise. It does so by sampling the distribution. It essentially carries out many simulations, particles, of possible evolutions of the system, re-weighting the particle set based on the observations. The PF is very popular and powerful. It has one drawback: the estimate depends on having many particles near the true state. It is important to keep the particles spread evenly and densely. Unfortunately so called particle deprivation (or depletion) is inevitable (eventually) using the PF. Particle deprivation is the condition of having too few different particles. This can be made less significant by increasing the number of particles but this leads to higher computational costs.
Particle deprivation is even more of a problem in higher dimensions. This can sometimes be solved by Rao-Blackwellized particles filters, such as, Fast-SLAM [22, 23] . Alternatively, a novel Gaussian particle filter is proposed in [24] which does not require re-sampling but does assume a Gaussian posterior.
Other solutions to representing non-Gaussian distributions are the sum of Gaussians as used in [25] on the simultaneous localization and mapping, problem. Or the Gaussian sum quadrature filter as presented in [13] . Exact batch methods and some of the graphical algorithms [26, 27, 28, 29, 30] can solve the exact system by successive approximation. In [31] a method that combines graphical belief propagation, particle filters and uses auxiliary variables is presented.
Overview of this article
We will developed a new class of estimators which we call antiparticle filters AF [32] . We shall describe two members of that class which we call the quadratic and the trigonometric AF, QAF, and TAF. We compare these filters to the EKF, IEKF, UKF, IUKF 1 and PF. We start by discussing the AF posterior distribution. We show how it can change complexity adaptively as the uncertainty changes by introducing and removing auxiliary variables. We then discuss how to estimate this distribution with prediction and update steps. This is then followed by our simulations which show how for a robot localization problem with large uncertainty the AF is more accurate, stable and consistent than the other types of filters. The PF can be made more accurate and consistent by increasing the number of particles. We show the PF for a number of particles that gives similar computation times as our filter and one that is significantly slower but still not as consistent or accurate.
The auxiliary variable Gaussian distribution
As state estimates evolve in time the uncertainty increases during the prediction step which moves the estimate forward in time using the dynamic equations. When observations are made the uncertainty is reduced in an update step. If no observations are made for a long time the uncertainty can become too large, making the nonlinearities significant. This uncertainty is often highly correlated. So that even if all the covariance matrix elements are growing this growth is really only in one (or few) problem directions. We propose to factor out part of this problem direction and model its uncertainty in a n λ dimensional auxiliary variable vector called λ. So that the posterior distribution takes the form:
where G(λ, C) is the zero mean Gaussian distribution with covariance C. We see that the mean of the state estimate m λ is conditionally parametrized by λ. This m λ is a differentiable function of λ. By assuming different forms for this we can generate different shapes for the distribution and different filter types. We will later use this fact:
We can derive some results by using the Taylor series expansion of m λ : Fig. 1 The left illustrates that the x covariance can be exactly moved between P and (P , J m , C). The right shows the subsequent predict phase.
where µ = m 0 , H m is an x space vector of symmetric λ space Hessian matrices and the Jacobian matrix J m is a matrix from λ to x space.
T These two equations are used when creating and destroying auxiliary variables with minimal changes to the mean and covariance in x. This is done adaptively in response to the changes in uncertainty. When the uncertainty is low the distribution can be simplified by reducing the number of auxiliary dimensions and vice versa as shown schematically in fig. (1).
Destroying Auxiliary Dimensions
If we chose a basis in the λ space so that C = I then we can eliminate dimension q from λ by making these adjustments to the remaining parameters:
In general, when the trace of ∆P above is below a threshold for some q we will eliminate that dimension by making the adjustments above and setting λ q = 0. 2 This ∆P decreases during updates and increases during prediction so we normally do this check after updating with new observations.
Creating Auxiliary Dimensions
We can create new auxiliary dimensions by moving some of the uncertainty in unit direction u, from P into a new λ dimension, q. For this we must chose the new parameters to meet these constraints with C= 1 and H qk = 0:
where σ −2 = u T P −1 u and δ is a small number to keep P positive definite. In practice we use the largest eigenvalue of P for σ 2 and the eigen vector for u. If the eigenvalue is above some threshold 3 then we create a new dimension q.
Parameterizing the distribution -the antiparticles
We will assume that the vector functions m λ can be parametrized in two ways. One is by some canonical parametrization, π which can be used to directly compute m λ for any lambda. The second is the values of m λ at a set of λ = ϕ i from which the canonical parameters can be derived. This set of values with be notated by x i = m ϕi . The ϕ i are chosen distributed around the mean λ = 0 value using the C in a manner reminiscent of how the regression (sigma) points are chosen in the LRKF (UKF).
We will call the set {x i } the antiparticles as they will function similarly to particles in the PF but are not random samples. We assume that we can go from the canonical parametrization to the antiparticles and back as required.
The antiparticles will be sufficient for doing prediction and are the result of the update. We will find it necessary to use the canonical parameters for updates. They are also used when creating and destroying auxiliary dimensions.
Estimation of the non-linear process
The starting point of all estimators is the process model:
Here x k is the state, z k are the measurements, u k are the control signals, and Q/R are the white noise covariances. We will use subscripts k − 1|k − 1 and k|k − 1 for the parameters before and after the k th prediction respectively.
Prediction
Prediction is done by marginalizing over x k−1 :
For the above process and our assumed form for the distribution this becomes
We linearize around an estimated state x k = m λ k−1|k−1 just as in the EKF.
Using these substitutions we can do the marginalization above and find:
In light of this equation we make the following prediction rules:
The approximations are that P λ does not vary with λ and that by mapping the antiparticles through the nonlinear f , the m λ k|k−1 will followx λ for all λ. We end up with a simple predict formula that uses the EKF prediction for P , leaves C unchanged and maps the antiparticles through the dynamics in the same way that the mean is treated by the EKF, illustrated in fig. (1) . If no update is to be done we can feed the antiparticles directly into the next predict step without converting to the canonical form.
Update
During update the observation measurements are used to form the posterior distribution. The most important part of the update is locating the maximum likelihood estimate, MLE, for both x k and λ. The canonical parametrization is used for this. Once this MLE is found a new set of antiparticles is found around this MLE. These then are ready for the next prediction step.
Setting ∆z(x k ) = z k − h(x k ) and Bayes rule gives us the posterior:
Taking the exponents on the right hand side above we see
where g is given by:
We will repeatedly make use of linearization of the function h:
We do a three phase update which is shown schematically in fig. (2) . Phase 1 varies only λ while holding x k = m λ k|k−1 . This moves along the m λ curves to minimize eq. (10). Phase 2 varies both x k and λ. Phase 3 holds λ = ϕ i while varying x k to find the updated antiparticle set. Fig. 2 Here we show the three update phases.
Update phase 1 -Getting near the MLE
We begin by converting the antiparticle set to the canonical parametrization. We seek a point λ 0 on the m λ k|k−1 curves to best explain the measurements.
We use the Gauss-Newton method starting from λ 0 = 0,
where J m k|k−1 denotes the Jacobian of m λ k|k−1 wrt. λ. We will use this ∆λ 0 to move iteratively towards a solution to eq. (12).
Update phase 2 -Finding the MLE
In the second phase we move to the solution to eq. (10) by varying both x k and λ. We use the Gauss-Newton method starting at x k = m λ0 and λ = λ 0 .
Update C and P
We set P k|k = (W xx ) −1 | M LE just as the IEKF. This gives the right shape for the distribution near the MLE. For the C update we note that C k|k is the covariance of λ for the posterior distribution, eq. (2). By estimating this using the expansion around the MLE we find:
Update phase 3 -Creating a new antiparticle set For phase 3 we need to create a new antiparticle set that reflects the measurements. The λ M LE and C are used to produce new values for ϕ i . These then produce a new antiparticle set by minimizing g subject to λ = ϕ i .
We again use the Gauss-Newton method this time starting from x i = m ϕi k|k−1 .
Gauss-Newton Iterations
In each of the three update phases we compute a ∆ increment. This will in general have the wrong direction and the wrong magnitude although it will be approximately correct. We allow for the direction being wrong by applying the method iteratively stopping when the change in g is not significant. We allow for the magnitude being wrong by doing a line search in the direction of ∆ and finding the minimum g value along the line. This is done by computing g at N points along the line between 0 and 2∆. We then interpolate to the minimum using a quadratic fit to the minimum and the points to either side. 4 
QAF and TAF
The quadratic antiparticle filter, QAF, uses this parametrization:
Where {π} = {µ, Λ, Γ} 5 . We chose C to be diagonal then:
This leads to a generalization of the linear correlations in the Gaussian distribution to parabolic ones. Parabolas can not model very larger circular nonlinearities. This lead us to try circular parametrizations. The trigonometric antiparticle filter, TAF, uses this parametrization:
{π} = {µ, ρ, α, κ, β} 6 . For the TAF we use an additional 2n λ values ϕ ±2i = ϕ ±i /2, for i = 1, 2, ...n λ .
Experiments
We did simulations of a robot moving in 2D.
With Q k = J u QJ T u + 10 −10 I where J u is the Jacobian of f wrt u and Q is a 2x2 diagonal matrix. The observations were range and bearing to point features with known data associations. Our UKF and PF 7 implementations were as in [33] and the IUKF was an iterative version.
For the first experiment we did 800 simulations for each of 3 values of Q, small, medium and large.
8 . The robot started at the center of a circle of features and moved with odometery reading steady increments (0.2, 0, 0) T and the true path having noise added to that according to Q. The experiment was designed to have the robot first see one feature giving partial pose information and then later a second feature giving the exact pose. The consistency and accuracy was analyzed at the point before the first update, at the update, before the second feature update, at the second feature update, and then at selected times after the second feature was observed.
An example of one run is shown in fig. (3) . One can see how the AF is able to approximately model the crescent shaped distribution. Fig. (4) shows the root mean square xy error as it evolved after the first update. We see that the QAF and the TAF converged more rapidly than the other methods. Notice that the PF tends to gets stuck at a fixed error depending on the density of particles while the other methods improve the pose more rapidily. Fig. (4) also shows the number of runs with errors outside a region of ±1, ±1, ±0.1 in (x, y, θ) error 9 . This indicates the divergent estimates as the measurement of two features should bring the pose into that region. In order to evaluate (   Fig. 3 Here we show the posterior distribution for the PF top (here we show 5,000 particles, while we later decided to use 2,000 and 20,000 for the experiments) QAF center and the TAF bottom. The left is just before observing the first feature and the right is 5 steps after observing the second features. The QAF and TAF posterior are displayed by sampling from it. The estimate is the thick (red) line while the thin (black) track is the true path. We see that for this outlier simulation on the left the PF is more consistent in its shape and the QAF is the least consistent. The better ends of the crescent for the TAF help it to update more accurately than the QAF as seen by the slight error in the first updates of the second feature shown as dots in the right column figures. In the bottom right figure these dots all lie on top of the true feature location (displayed as the ring ofsmall circles) indicating that all the estimates explained the measurements. The QAF had the first of update with the second feature not quite line up the measurement of the feature with its true location. Both TAF and QAF could correct the pose accurately after seeing the second feature two times. The PF is hopelessly off as it had no particle near the correct pose. The same run for the 4 Gaussian estimators EKF, IEKF, UKF, and IUKF had the robot pose outside of the circle of features heading in. Clearly a Gaussian ellipse can not represent this situation.
consistency we computed a test statistic based on the mahalanobis distance
The cumulative χ 2 3 distribution of d 2 was recorded at each time. This would be uniformly distributed if the error were Gaussian and the estimates were consistent. The errors should become approximately Gaussian after sufficient updates are performed. By sorting these values and plotting them we can compare the empirical distribution to the ideal straight line in the top left of fig. (5) . It is not possible to show all these plots but we can summarize the consistency by plotting the Kolmogorov-Smirnov test statistic for all plots over time relative to the updates, fig. (5) . This statistic is the maximum vertical distance between the empirical and ideal curves. The effect of particle depletion is seen by the very poor PF consistency shown here. The TAF has lower values in general and reaches a 'consistent' Guassian posterior sooner than the others. Table ( 1) summarizes the average computation times for experiment 1. This is not very informative as it depends on the matlab implementation details and the difficulty of the simulation but one can get some idea of the time trade-offs. We can see that the TAF seemed to be 2 times faster than the QAF when the nonlinearities were large (up to 13 auxiliary dimensions for the largest Q). This is most likely due to more easily moving to the MLE for the TAF parametrization. We can see a time factor of about 2-5 for the AF with moderate nonlinearities over the Gaussian estimators.
We then looked at how the errors behave after a series of updates each with insufficient information to fully localize the robot. We did simulations with a square 4 feature map and a true path that observed each feature in turn.We can see in fig. (6) that the AF were less sensitive to the build up of errors around the square. Fig. 4 Left is the root mean square error in x-y distance for small, medium and big Q. On the right are the number of simulations with pose error outside a box ±1, ±1, ±0.1 for times: the first update, before second feature, the second feature update, then 1, 5, 10 and 20 after the second feature update. The AF are both seen to be more accurate than any of the other estimators.
Conclusion
We have investigated a completely new type of nonlinear filter the AF. The AF methods can be significantly more accurate than the other popular recursive nonlinear estimators. The TAF was in some ways slightly better than the QAF on this problem for which it was tailored. The QAF is a more general filter. We also showed the new estimators were significantly more consistent Fig. 5 The top left shows and example of the computation of the KolmogrovSmirnov, KS, statistic for the case of the big Q 20 updates after observing the second feature. The curves should lie on the straight line from 0 to 1 if the estimator was consistent. The KS-statistic is the maximum vertical distance between this line and the curve. In this case the AF estimators are much closer to consistent than the others. The evolution of the KS-statistic is shown in the other three plots for the three Q values. The TAF seems to generally be the least inconsistent estimator. The PF with 2,000 and 20,000 particles both become inconsistent. Fig. 6 The left shows and example from the 500 simulations in the second experiment. The TAF estimated path is shown as the thicker (red) curve while the true path is the thin black line. The four features are observed in turn starting and ending with the left bottom corner. We see that the estimate is able to mostly correct the angular error each time. Center we show the root mean square xy error 2 steps after each feature is used to correct the pose. The 2 steps is to let the estimate settle after the large change of first update. We see how the errors are amplified by all the estimators but the AF have much lower errors. The right shows the number of estimates outside a box ±10, ±10, ±1 for (x, y, θ) errors at these same times. The PF with 2,000 and 20,000 particles are especially poor at this test as the particle depletion gets worse each time. The IUKF was considerable better than any of the other Gaussian estimators. The QAF was the best, slightly better than the TAF. That is probably because the distance with no updates was half that of the experiment 1. This lead to smaller angular error and less difference in shape from parabolic.
than the EKF, IEKF, UKF, IUKF, and PF on a robot localization problem in 2D. In general the PF will be able to represent more shapes than the AF and so it is a more general solution. In particular it can estimate multimodal distributions. For problems that can be modeled approximatly by an AF, the AF has strengths making it a viable choice of estimator.
