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Abstract
When learning from positive and unlabelled data, it is a strong assumption that
the positive observations are randomly sampled from the distribution of X condi-
tional on Y = 1, where X stands for the feature and Y the label. Most existing
algorithms are optimally designed under the assumption. However, for many real-
world applications, the observed positive examples are dependent on the conditional
probability P (Y = 1|X) and should be sampled biasedly. In this paper, we assume
that a positive example with a higher P (Y = 1|X) is more likely to be labelled and
propose a probabilistic-gap based PU learning algorithms. Specically, by treating
the unlabelled data as noisy negative examples, we could automatically label a group
positive and negative examples whose labels are identical to the ones assigned by
a Bayesian optimal classier with a consistency guarantee. e relabelled examples
have a biased domain, which is remedied by the kernel mean matching technique.
e proposed algorithm is model-free and thus do not have any parameters to tune.
Experimental results demonstrate that our method works well on both generated and
real-world datasets.
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1 Introduction
Instances are required to be labelled as either positive or negative in traditional binary
classication tasks. However, a new data seing emerges out in recent decades and breaks
this convention. is is because for many situations, only positive labels are identiable
while negative ones are not. For example, a number of datasets in molecular biology [18,
17] contain proteins that are known to have particular functions. Under some restrictions,
instances can only be labelled when the functions are active and observed. is does not
mean that the unlabelled instances do not have the functions. Another example is to
recognize customers who are interested in one product from the customer proles. e
customers who have bought the product can be considered as positive examples. However,
the others still have varying potentials to be interested. ose situations are normal in
many areas where we can only label a group of positive examples and leave all others
without labels, such as in biology [45], online commerce [36], and cyber security [53].
us, we are facing a great amount of positive and unlabelled data (PU data) in real-world
applications. An important problem is raised that how to eciently learn a classier from
positive and unlabelled data (PU learning).
A basic question for PU learning is how to describe the phenomenon that some posi-
tive examples are labelled, but the others are not. To address this issue, we use a one-side
noise framework used in many previous works; see, for example, [17, 24, 33]. Specically,
we treat the unlabelled examples as negative ones. By this way, the PU datasets become
full-labelled datasets in which negative instances all have true labels while positive ones
may have wrong labels. Under the one-side noise framework, we could model the miss-
label phenomenon by mislabelled rates ρ+(X) and ρ−(X) which respectively express the
probability that a positive or negative instance is unlabelled:
ρ+(X) = P (Y˜ = +1|Y = −1, X) ,
ρ−(X) = P (Y˜ = −1|Y = +1, X) .
where X is the instance, Y ∈ {−1,+1} is the true label which is treated as a latent
variable due to its unavailability, and Y˜ ∈ {+1,−1} is the corresponding observed label.
Generally, we dene the following notation for all examples including both positive and
negative ones:
ρ(X, Y ) =
{
ρ+(X) , Y = +1 ,
ρ−(X) , Y = −1 ,
(1)
Straightly from the fact that the observed labels Y˜ of all negative instances (Y = −1) are
correct, we can get ρ−(X) = 0.
Many existing methods assume that the mislabelled rate is a constant for all positive
examples; see, for example, [17]. A more general and realistic PU learning model would
have its mislabelled rate being instance-dependent, which assumes that the mislabelled
rate depends on the instance. erefore, we propose a new hypothesis for the basic ques-
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tion: whether an example is labelled or not depends on its feature. Furthermore, the more
dicult to label an instance, the higher its mislabelled rate ρ(X, Y ) is.
To mathematically measure the diculty of labelling an observation, we denes the
probabilistic gap that equals to the dierence between the Bayesian posteriors P (Y =
1|X) and P (Y = −1|X) given data, i.e.,
∆P (X) = P (Y = 1|X)− P (Y = −1|X) . (2)
Intuitively, the probabilistic gap expresses the distance from a positive instance to the
classier. e smaller the probabilistic gap, the more dicult to label the instance. ere-
fore, we propose to model the mislabelled rate ρ(X, Y ) as a monotone decreasing func-
tion of its corresponding probabilistic gap ∆P (X). In this paper, we name this model as
probabilistic-gap PU model (PGPU).
However, P (Y |X) is not accessible due to the unavailability of the latent true label Y .
erefore, we cannot get ∆P (X) directly. To handle this problem, we develop a method
to estimate ∆P (X). Let
∆P˜ (X) = P (Y˜ = 1|X)− P (Y˜ = −1|X) . (3)
In contrast to ∆P (X), ∆P˜ (X) can be estimated by many well-developed probability den-
sity estimation methods. Based on the PGPU model, we could further construct a map-
ping from ∆P˜ (X) to ∆P (X) by exploiting ρ(X, Y ). With the information of ∆P (X),
a Bayesian optimal relabelling method is then designed to re-label a group of examples.
e new labels are identical to the ones assigned by the Bayesian optimal classier (de-
tails will be given in Section 5). By this method, we can automatically and largely extend
the labelled examples with theoretical guarantees. e extended labelled dataset contains
both negative and positive examples. A classier is then learned on this dataset. It should
be noted that the domain of the new labelled dataset is biased, because the observations in
a sub-domain of the feature domain could never be labelled. To remedy this bias, we use
a reweighting technique, kernel mean matching [19], when training the classier. Our
method is then evaluated on both generated and real-world datasets. Empirical results
prove our method’s feasibility.
e rest of this paper is structured as follows. In Section 2, the related work is in-
troduced. In Section 3, we formalize our research problem. In Section 4, 5, and 6, we
respectively present the PGPU model, the Bayesian optimal relabelling method, and the
reweighting classication method in detail. In Section 7, a theoretical analysis is provided.
In Section 8, we provide the experimental results. In Section 9, we conclude our paper and
discuss the future work.
2 Related Work
Many practical methods dealing with PU learning have been delivered in recent decades.
eir frameworks can be roughly divided into two classes: one is with the main focus
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being on exploiting how to extend the labelled datasets; the other handles the challenge
by constructing a probabilistic model and learning classiers on the positive and unla-
belled data. It should be noted that some articles in the second part are motivated by the
approaches for classication tasks with label noise [21, 7, 6]., and sometimes are called
one-side label noise model1.
To the rst end, a major thrust has been on developing methods that extract reliable
negative (or positive, equivalently) from the unlabelled data, e.g., through iterative 2-step
processes. In the rst step, standard classication methods, such as SVM [25, 48] and
logistic regression [23], are used to identify negative data points with signicant con-
dence from unlabelled examples by the classier learned in the given positive dataset. In
the next step, the extracted negative examples are used with the original positive exam-
ples to rene the previous classier. ese two steps run iteratively to select condent
labelled examples from unlabelled datasets. Similar to these iterative classication meth-
ods, EM-like algorithms are also proposed for the PU learning [26, 27]. One important
disadvantage of these methods is that the extraction of the reliable labels lacks theoretical
guarantees.
e second way to learn from the PU data is to treat the unlabelled examples as neg-
ative ones; therefore, the PU datasets are transferred into full-labelled datasets with label
noises. Elkan and Noto assume that all observed positive examples are randomly drawn
from the positive examples, and then use a reweighting technique to adapt traditional bi-
nary classication methods to be robust in learning with PU data [17]. Most models here
are based on a strong assumption that the mislabelled rate is a constant. In this paper, we
have a weaker assumption: the positive example closer to the latent optimal classier is
more dicult to be labelled. In the rest of this paper, we will introduce why it is feasi-
ble. Some other work avoids any assumption but introduces more labelling labour; see,
for example, Letouzey et al. use positive statistical queries to estimate the distribution of
positive instance space and instance statistical queries to estimate the distribution of the
whole instance space. Based those estimations, they further develop a binary classication
algorithm[24].
Furthermore, as the one-side label noise model suggests, PU data is a degenerate case
of the label noise problem, where both positive and unlabelled examples can be misla-
belled. However, for PU learning, the positive examples are always accurately labelled.
erefore, the PU data can also be solved directly by class-dependent label noise methods.
For example, Natarajan et al. assume that the noise rate depends on the class and provides
an unbiased estimator for the noise rate [33]. Based on the estimator, they further propose
a reweighting method to learn a classier from the noisy data. Liu and Tao also assume
the noise rate is a constant for each class, and nd a data-dependent upper bound for the
noise rate, which leads to an estimation method [28]. A reweighting classication method
is then employed to learn a classier from the noisy data. Label noise methods are also
1e unlabelled examples are treated as noisy negative ones. erefore, the label noises in the whole
dataset is only because of the false negative examples. Methods dealing with this seing is called the one-
side label noise model.
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applicable in many similar areas, such as transfer learning [51], and learning classier
from data with complementary labels [20, 50].
e practical methods of PU learning also yield many concerns about the consistency
and the class-prior estimation. As the unlabelled data contains both positive and neg-
ative examples, simply separating the positive and unlabelled data could lead to biased
solutions even when reweighting techniques are employed. Under a restriction that the
mislabelled rate is a constant, the consistency issue can be completely solved by using
the loss functions l(z) such that l(z) + l(−z) = constant. A common choice for such
loss functions is the ramp loss which leads to the robust support vector machine [12, 43].
However, the ramp loss is non-convex which could be computationally expensive. To ad-
dress this issue, Plessis et al. propose a convex framework, where the learned classiers
are proved to be asymptotically consistent to the optimal solution with a lower compu-
tational cost [14]. In addition, many existing methods rely on the estimation of the class
priors. However, the absence of observed negative examples can also bring biases into the
estimation. [39, 4] prove that the bias of the class-prior estimation can be remedied by the
Neyman-Pearson classication. Meanwhile, Liu and Tao proves that the class priors are
bounded by the conditional probabilities P (Y˜ |X) and then provide an estimator as the
bound can be easily reached [28]. Also, Plessis et al. hire the penalized L1-distance for the
estimation to avoid the bias [15]. Additionally, the class-prior estimation problem can be
solved under the framework of mixture proportion estimation (MPE) [42, 38, 35]. By seing
a restriction weaker than other works that the component distributions are independent
from each other, Yu et al. propose an MPE method with the state-of-art performance [49].
PU learning methods can also extended to the multi-class classication problem; see,
for example, Xu et al. propose an algorithm with strong theoretical guarantees that the
generalization bound is no worse than k
√
k times of the fully-supervised multi-class clas-
sication methods [44]. In the recent decade, PU learning methods have been applied to
many areas, such as web mining [47, 11], and health data mining[9]. Additionally, PU
learning is related with semi-supervised learning closely, which deals with the datasets
that contains many unlabelled instances. erefore, we could directly use supervised
learning methods to deal with PU data; see, for example, [29, 1, 52].
3 Problem Setup
Suppose S = {(x1, y˜1), . . . , (xn, sn)} is a positive and unlabelled dataset, where xi ∈ Rd
is the instance and si ∈ {1,NULL} is the corresponding observed label. Here, the label
1 means positive and the label NULL means unlabelled. In the same time, each example
has a latent true label which is not accessible. We denote the true labels as yi ∈ {±1}, i =
1, . . . , n. For simplicity, we rewrite the NULL as the negative (−1). erefore, in this
new dataset, all the positive labels are clean while the negative labels are corrupted. In
other words, we will solve the PU learning problem by employing the one-side label noise
model. Before this, we introduce some preliminary results.
Bayesian optimal classier assigns the labels with the highest posterior probabilities
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to instances [16, 5]. In binary classication circumstances, the Bayesian optimal classier
can be wrien as
Yˆ (x) =

+1, P+ − P− > 0 ,
randomly selection, P+ − P− = 0 ,
−1, P+ − P− < 0 .
(4)
where P+ = P (Y = +1|X) and P− = P (Y = −1|X). is result can also be wrien as
the following lemma. We will need it later.
Lemma 1. For any distribution D, suppose the examples satisfy (X, Y ) ∼ D. en the
classier satises
f(X) = sign(P (Y = 1|X)− 1/2) , (5)
is a Bayes optimal classier.
e observed label Y˜ could be dierent from the latent true label Y . We deal with this
phenomenon as a probabilistic problem and use the mislabelled rate ρ(X, Y ) to express it
(it is dened by Equation (1)). We thus have following formulations:
P (Y˜ = −1|X, Y = −1) = 1 , (6)
P (Y˜ = +1|X, Y = −1) = 0 , (7)
P (Y˜ = −1|X, Y = +1) = ρ+(X) > 0 , (8)
P (Y˜ = +1|X, Y = +1) = 1− ρ+(X) > 0 . (9)
When learning classiers from the data, a criterion to measure the performance of
the classier is necessary. Here, we dene the risk to play the role. Suppose all potential
classiers h constitute a hypothesis space H . Suppose the unknown distribution of data
isD. Additionally, we use a loss function l to measure the accuracy for a prediction. en
the risk of the classier h is dened as
R(h,D, l) = E(X,Y )∼D[l(h(X), Y )] , (10)
e classier with the highest performance is dened as
h∗ = arg min
h∈H
R(h,D, l) . (11)
However, as the distribution of the data is unknown, we cannot compute the risk
directly from the data. erefore, we dene the empirical risk on the dataset S to estimate
the risk R(h,D, l). e empirical risk is dened as
Rˆ(h, S, l) =
1
n
n∑
i=1
[l(f(xi), yi)] . (12)
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We can thus estimate h∗ by the minimization of the empirical risk:
hˆ = arg min
h∈H
Rˆ(h, S, l) . (13)
is process is named as the empirical risk minimization (ERM) [41]. Bartle et al. prove
that the consistency of R(hˆ, S, l) to R(h∗, D, l) is guaranteed, when the l is a surrogate
loss function [3].
4 Probabilistic-Gap PU Model
In this section, we dene a probabilistic gap to express the diculty of labelling a positive
instance and then propose a probabilistic-gap PU (PGPU) model for the mislabelled rate
based on the probabilistic gap. e probabilistic gap is dened as the following formula-
tion:
∆P (X) = P (Y = +1|X)− P (Y = −1|X) . (14)
An important property of the probabilistic gap is that the hyperplane expressed by the
equation ∆P (X) = 0 is the Bayesian optimal classier of the PU dataset. is property is
straight-forward from the denition of the Bayesian optimal classier (formulation (3)).
Intuitively, the smaller the probabilistic gap, the more dicult to label the instance.
erefore, we propose to model the mislabelled rate ρ(X, Y ) as a monotone decreasing
function of its corresponding probabilistic gap ∆P (X). We assume there exists a function
f such that
ρ(X, Y ) = f(∆P (X)) . (15)
Furthermore, we also assume that the function f has the following properties:
1. e mislabelled rate ρ(X, Y ) is higher than 0 when the probabilistic gap ∆P (X) <
0, while it vanishes where the probabilistic gap ∆P (X) < 0, i.e.,
f(x)|x>0 = ρ+(X) > 0 , (16)
f(x)|x<0 = ρ−(X) = 0 . (17)
2. e mislabelled rate ρ(X) should be monotone decreasing in the term of the prob-
abilistic gap ∆P (X), i.e.,
f ′(x)|x>0 = ρ′+(X) < 0 . (18)
ese properties are respectively due to the following two reasons:
1. All negative instances in PU datasets have correct labels, while some positive ones
are incorrectly labelled as negative. erefore, the observed positive examples are
free from corruptions, and the negative ones have label noise. Additionally, ∆P (X) =
0 is a threshold for Bayes optimal classier. erefore, we use ∆(X) > 0 and
∆(X) < 0 to respectively express the positive and negative examples.
7
2. It would be reasonable that there exists a latent optimal boundary that divides the
feature domain into two sub-domains respectively for positive and negative, al-
though we don’t know where the boundary is. e positive instances closer to the
boundary are more dicult to label compared with the ones further away. ere-
fore, the examples closer to the classier have higher mislabelled rates. us, it
would be reasonable to assume that the mislabelled rate should increase while the
probabilistic gap ∆P (X) decreases, as ∆P (X) can be used to express the distance
between the instance and the optimal boundary.
Our method is elegant because we do not assume any exact formulation of the function
f . We will discuss this later.
5 Bayesian Optimal Relabeling
In this section, we propose a Bayesian optimal relabelling method to label a group of unla-
belled examples. ese new labels are assigned according to the probabilistic gap ∆P (X).
We will prove that they are coincident with the ones that the Bayesian optimal classier
would assign.
5.1 Observed Probabilistic Gap
e probabilistic gap ∆P (X) cannot be computed directly from the data, as the true labels
are not accessible. erefore, we dene the observed probabilistic gap ∆P˜ (X) in order to
infer the probabilistic gap ∆P (X). en, we can label a group of unlabelled examples.
Similar with the probabilistic gap ∆P (X), the observed probabilistic gap ∆P˜ (X) is de-
ned as in the following formulation:
∆P˜ (X) = P (Y˜ = +1|X)− P (Y˜ = −1|X) . (19)
Applying Bayes theorem, Formulation (6), and formulation (8), we can divide the pos-
terior probability P (Y˜ = +1|X) as the following formulations
P (Y˜ = +1|X)
=P (Y˜ = +1, Y = +1|X) + P (Y˜ = +1, Y = −1|X)
=P (Y˜ = +1|Y = +1, X)P (Y = +1|X)
+ P (Y˜ = +1|Y = −1, X)P (Y = −1|X)
=(1− ρ+(X))P (Y = +1|X) . (20)
Similarly, applying the formulation (5) and (7), we can divide the posterior probability
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P (Y˜ = −1|X) as
P (Y˜ = −1|X)
=P (Y˜ = −1, Y = +1|X) + P (Y˜ = −1, Y = −1|X)
=P (Y˜ = −1|Y = +1, X)P (Y = +1|X)
+ P (Y˜ = −1|Y = −1, X)P (Y = −1|X)
=ρ+(X)P (Y = +1|X) + P (Y = −1|X)
=ρ+(X) + (1− ρ+(X))P (Y = −1|X) . (21)
erefore, we nally get the relation between ∆P˜ (X) and ∆P (X)
∆P˜ (X)
=P (Y˜ = +1|X)− P (Y˜ = −1|X)
=(1− ρ+(X))P (Y = +1|X)− ρ+(X)P (Y = +1|X)
− P (Y = −1|X)
=(1− 2ρ+(X))P (Y = +1|X)− P (Y = −1|X)
=(2− 2ρ+(X))P (Y = +1|X)− 1
=(2− 2ρ+(X))2P (Y = +1|X)
2
− 1
=(2− 2ρ+(X))P (Y = +1|X) + 1− P (Y = −1|X)
2
− 1
=(2− 2ρ+(X))∆P (X) + 1
2
− 1
=(1− ρ+(X))(∆P (X) + 1)− 1 . (22)
5.2 An Illustration of ∆P˜ (X) vs ∆P (X)
e relation between ∆P˜ (X) and ∆P (X) (formulation (21)) does not involve any exact
formulation of the function f . Here, for beer understanding, we provide an example that
the function f is an inverse function of the probabilistic gap ∆P (X) when ∆P (X) > 0.
is seing satises all assumptions of the function f (formulation (15-17)), i.e.,
f(x) =
α
(1 + β)(α + x)
, x > 0 , (23)
where α > 0 and β > 0 are parameters. erefore,
ρ(X) =
{
α
(1+β)(α+∆P (X))
,∆P (X) > 0 ,
0 ,∆P (X) ≤ 0 . (24)
We thus have that
∆P˜ (X) =
{
(1− α
(1+β)(α+∆P )
)(∆P + 1)− 1 ,∆P > 0 ,
∆P ,∆P ≤ 0 . (25)
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Finally, we get Figure 1.
Figure 1: Simple illustrations of the observed probabilistic gap ∆P˜ given the probabilistic
gap ∆P .
In the next subsection, we will show that the proposed method is independent with
any specic form of the function f .
5.3 A Bayesian Optimal Relabelling Method
Four important properties can be summarized from the above illustration.
1. e graph of the observed probabilistic gap ∆P˜ (X) given the probabilistic gap
∆P (X) has 2 branches: the le branch is where ∆P (X) < 0, and the right branch
is where ∆P (X) ≥ 0. Each branch is continuous, while the two branches are not
connected.
2. e le branch is a linear line that can be expressed by the equation ∆P (X) =
∆P˜ (X).
3. e right branch is a monotone increasing function from (0, l) to (1, h), where l ∈
(0,−1) and h ∈ (0, 1).
4. ere is a one-one map existence theorem. is theorem demonstrates that we can
extract the sign of ∆P (X) from ∆P˜ (X) in a sub-domain of PU data.
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eorem 1. (one-one map existence theorem) e domain [−1, 1] of the observed proba-
bilistic gap ∆P˜ (X) can be divided into three sub-domains, [−1, l], (l, 0], and (0, 1]. In the
sub-domains [−1, l] and (0, 1], there exist one-one maps from the observed probabilistic gap
∆P˜ (X) to the probabilistic gap ∆P (X). e boundary l of the sub-domain (l, 0] is a xed
point, and can be estimated without any assumption about the exact formulation of f :
l = inf
∆P (X)>0
∆P˜ (x) . (26)
Proof. e existence of the one-one maps is straight-forward from the denitions of the
PGPU model. Here we prove the second argument that the boundary l is a xed point.
e boundary l is on the right-branch of the ∆P˜ −∆P gure, so it satises the de-
nition of the right branch
∆P˜ (X) = (1− f(X)) (∆P (X) + 1)− 1 .
As the boundary l is the le end point of the right-branch curve, it is the right limitation
of the above formulation when ∆P (X) goes to 0:
l = lim
∆P (X)→0+
(1− f(∆P (X))) (∆P (X) + 1)− 1
= − lim
∆P (X)→0+
f(∆P (X))
= inf
∆P (X)>0
∆P˜ (X) . (27)
e proof is completed.
It is worthwhile to note that although the gure above is only for a specic form
of the function f , these properties still hold in general circumstances. Furthermore, we
can prove that in the sub-domains [−1, l] and (0, 1], the probabilistic gap ∆P (X) has a
consistent sign + and −, respectively.
eorem 2. e unlabelled instances in the area ∆P˜ (X) ∈ [−1, l] can be labelled as nega-
tive points. Meanwhile, e unlabelled instances in the area ∆P˜ (X) ∈ (0, 1] can be labelled
as positive. All new labels are identical to the ones that the Bayesian optimal classier assigns.
Proof. It is straight-forward from the property 2 that every instances in the area ∆P˜ (X) ∈
[−1, l] satisfy that
∆P (X) ≤∆P (X)|∆P˜ (X)=l
<∆P (X)|X in le branch and ∆P˜ (X)=0
=0 . (28)
erefore, the above inequality indicates that the Bayesian optimal classier should assign
negative labels to these instances.
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At the same time, for every instances in the area ∆P˜ (X) ∈ [0, 1], we have ∆P (X) >
0. Otherwise, if ∆P (X) ≤ 0, it leads to an impossible result ∆P˜ (X) ≤ 0. So for every
instances satisfying ∆P˜ (X) ∈ [0, 1], we have that
∆P (X) > 0 . (29)
e above inequality indicates that the Bayesian optimal classier should assign positive
labels to these instances.
e proof is completed.
Based on eorem 2, we can formally state a Bayesian optimal relabelling method to la-
bel a group of unlabelled examples. Firstly, we employ an SVM-based method to estimate
the conditional probability P (Y˜ |X). Pla et al. develop this technique based on the stan-
dard SVM to provide the calibrated posterior probabilities of the examples corresponding
to the potential classes [34]. is work hires a sigmoid function to map the outputs of
the standard SVM to the posterior probabilities. Existing main SVM tool libraries usually
have included this technique. In this paper, we use the LIBSVM toolkit [8] to estimate the
probabilities mentioned above. Secondly, we calculate the empirical probabilistic gap by
denition. Aerwards, the boundary l can be estimated by 2 estimators. e rst one is
as the following formulation
lˆ1 = inf
y=+1
∆P˜ (x) . (30)
is estimator is straight-forward from the eorem 1. However, this estimator relies on
the minimization of the ∆P˜ (x), which can be vulnerable to the potential outliers. To
deal with this problem, we calculate the mean of the n′ smallest ∆P˜ (x) to estimate the
l in practice. e second way to estimate the boundary l is by cross-validation. is
estimation method could be more robust. We search the optimal value of the boundary l
in a potential area according to the best performance of the whole classication algorithm
during the validation. Finally, we can label the instances in the areas ∆P (X) ∈ (−1, l)
and ∆P (X) ∈ (0, 1) respectively as positive and negative. e new full-labelled dataset
is denoted as Sˆ. Here, we suppose the dataset Sˆ = {(x′i, y˜′i), i = 1, . . . , N} satises a
distribution Dˆ. We will learn a classier on this dataset.
6 Learn a Classier from PU Data
Standard classication algorithms minimize empirical risk Rˆ(h, S, l) on training data S
trying to minimize the expected risk R(h,D, l) (a small expected risk implies a small test
error). is method is based on the fact that the expectation of the empirical risk equals
to the expected risk, i.e.,
ES∼D|S|Rˆ(h, S, l) = ES∼D|S|
1
|S|
∑
(x,y)∈S
l(h(x), y)
=E(X,Y )∈Dl(h(X), Y ) = R(h,D, l) , (31)
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where l is the loss function, and D is the distribution of (X, Y ). erefore, optimizing
the empirical risk is actually optimizing the expected risk when the sample size is large
enough.
e result mentioned above is based on an assumption that the probabilistic distribu-
tions of the training set and the test set are coincident, which however does not hold in
our case – even the supports are not the same. is is because that the unlabelled exam-
ples in a sub-domain of the data, which satisfy ∆P˜ ∈ [l, 0], can never be labelled by our
proposed algorithm.
To handle this issue, Huang et al. propose an importance reweighting technique to
modify the standard empirical risk to be asymptotically consistent to the risk [19]. e
following development is also mentioned by Cheng et al. [10].
Here, we make an important assumption that the conditional probability P (Y |X) re-
mains the same while the probabilityP (X) diers. In other words, the bias in data domain
may not aect the mapping from the instance to the label. We thus have the following
formulation
R(h,D, l) = E(X,Y )∼Dl(h(X), Y )
= E(X,Y )∼Dˆ
PD(x, y)
PDˆ(x, y)
l(h(X), Y )
= R(h, Dˆ,
PD(x, y)
PDˆ(x, y)
l)
= ESˆ∼Dˆ|Sˆ|Rˆ(h, Sˆ,
PD(x, y)
PDˆ(x, y)
l)
= ESˆ∼Dˆ|Sˆ|Rˆ(h, Sˆ,
PD(x)
PDˆ(x)
l)
, ESˆ∼Dˆ|Sˆ|Rˆ(h, Sˆ, β(x)l) , (32)
where β(x) = PD(x)
PDˆ(x)
.
However, the PD(x) is not accessible. us, obtaining the β(x) could be an issue.
Here, we employ the kernel mean matching (KMM) technique to obtain the β(x) via an
optimization process. For simplicity, we write the selected data as {Xselected} in the sample
domain X .
Suppose there is a feature mapping Φ : X → H, where H is a reproducing kernel
Hilbert space (RKHS) introduced by a universal kernel k(X,X ′) =< Φ(X),Φ(X ′) >.
Applying eorem 1 in [19], we can get the following result
EX∼DΦ(X) = EX∼Dˆβ(X)Φ(X)
⇔ PD(X) = β(X)PDˆ . (33)
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erefore, we can obtain the β(X) by solving the following optimization problem:
min
β(X)
‖EX∼PD(X)Φ(X)− EX∼Dˆβ(X)Φ(X)‖ ,
s.t. β(X) > 0 and EX∼Dˆβ(X) = 1 . (34)
However, both PD(x) and PDˆ(x) are not available. erefore, we use their empirical
counterparts to estimate them. en we get the nal optimization problem.
min
β
‖ 1
n
n∑
i=1
Φ(xi)− 1
n′
n′∑
i=1
βiΦ(x
′
i)‖ ,
s.t. βi ∈ [0, β] and | a
n′
n′∑
i=1
βi − 1| ≤  , (35)
where β = (β1, . . . , βn′) and  is a small real constant.
Now, we can nally summarize our algorithm in Algorithm 1.
Algorithm 1: Probabilistic-gap PU Classication algorithm
Input: PU sample D˜ = {(x1, s1), . . . , (xn, sn)}
Output: Classier hˆ
1 Step 1. conditional Bayesian optimal relabelling;
2 Estimate probabilities P˜+(x) and P˜−(x) of instances assigned in particular classes;
3 ∆P˜ (x) = P˜+(x)− P˜−(x);
4 Find the lower threshold ∆P˜ (x)L = infy=+1∆P˜ (x)L;
5 Select instances satisfy ∆P˜ (x) > 0 or ∆P˜ (x) < ∆P˜ (x)L;
6 Step 2. Learn a classier;
7 Estimate PD(X) and PD∗(X);
8 β(x) = PD(x)
PD∗ (x)
;
9 Run weighted SVM on selected data with weights β;
10 returne classier learned by the weighted SVM.
7 eoretical Analysis
In this section, we theoretically analyze our proposed method. In the beginning, we an-
alyze our method under two restrictions: (1) the examples relabelled by the Bayesian
optimal relabelling process lie in the same support with the original PU data; and (2) the
supports of the latent clean positive and negative data are non-overlapped. Furthermore,
we discuss the general circumstances without any restriction.
e main results of our method with the two restrictions are eorem 3 and 4.
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eorem 3. Assume the supports of the latent clean positive and negative data are non-
overlapped. Suppose the original PU data satises a distribution D while the data collected
by the proposed Bayesian optimal relabelling process satises another distribution Dˆ. Assume
the distributions D and Dˆ have the same support. en, the Bayesian optimal classier h∗D
on the distribution D coincides with h∗
Dˆ
on the distribution Dˆ.
Proof. Any instance Xi in the support supp(PD(X)) of the distribution D also lies in the
support of the distribution Dˆ, i.e., Xi ∈ supp(PDˆ(X)). Additionally, applying Lemma 1,
the theoretical optimal classier h∗
Dˆ
on the distribution Dˆ satises that
h∗
Dˆ
(Xi) =sign(PDˆ(Y = +1|Xi)− 1/2)
=sign(I[h∗D(Xi) = +1]− 1/2)
=h∗D(Xi) . (36)
e second equation is guaranteed by the assumption that the supports of the latent clean
positive and negative data are non-overlapped.
e proof is completed.
Based on eorem 3, we can obtain the following theorem.
eorem 4. Suppose l is a classication-calibrated loss function while the conditions in
eorem 3 still hold. Assume that l ∈ [0, b]. en for any δ ∈ (0, 1), with a probability at
least 1− δ, we have
|R(hˆDˆ, Dˆ, l)−R(h∗Dˆ, Dˆ, l)|
≤2R(l ◦ H) + 2b
√
log(1/δ)
2n
, (37)
Here, R is the Rademacher complexity which is dened as
R(H) = Eσ,X,Yˆ
[
sup
h∈H
2
n
n∑
i=1
σil(h(Xi), Y˜i)
]
, (38)
where σ = (σ1, . . . , σn) and σi, i = 1, . . . , n are Rademacher variables i.i.d. drawn from a
symmetric distribution on {−1, 1}. Additionally,
l ◦H = {l ◦ h|h ∈ H} . (39)
To obtain eorem 4, we need a theorem in [32] and a lemma proved by Anthony and
Bartle [2].
Lemma 2. (eorem 3.2 in [32]) Let H be a class of classiers h. Suppose that the data
satises a distribution D, the training sample is S, and the training sample size is m. en
for any h ∈ H , we have the following formulation for the expected risk R(h,D, l) and the
empirical risk Rˆ(h, S, l) under a loss function l
R(h,D, l) ≤ Rˆ(h, S, l) +R(l ◦H) +
√
log 1
δ
2m
. (40)
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Lemma 2 provides a generalization bound via Rademarcher complexity.
e lemma by Anthony and Bartle is as follows.
Lemma 3. Suppose the loss function l is classication-calibrated. Denote the learned classi-
er as hˆ. en we have
|R(h∗, D, l)−R(hˆ, D, l)|
≤2 sup
h∈H
|R(h,D, l)− Rˆ(h, S, l)| . (41)
Lemma 3 demonstrates that if the excess risk |R(h,D, l)− Rˆ(h, S, l)| is small enough,
which means that the algorithm generalizes well, the expected risk of the classier hˆ is
consistent to the one of the theoretical optimal classier h∗. Applying Lemma 2 and 3,
eorem 4 is straight-forward.
eorem 3 and 4 guarantee the feasibility of our method under two restrictions men-
tioned above. However, these two restrictions do not always hold in general circum-
stances: (1) the Bayesian optimal realbelling process leads to the domain bias that the
support of the relabelled data is dierent from the one of the original PU data; and (2)
the supports of the latent clean positive and negative data are probably overlapped. Our
method hires a reweighting technique, KMM, to address these issue. In the rest of this
section, we aim to analyze our method without any restriction. e analysis mainly fo-
cuses on the Bayesian optimal relabelling process and the reweighting technique. e
main result is eorem 5.
eorem 5. Suppose the conditional probability of observed noisy labels given features is
P (Y˜ |X) and the relabelled data size is N . Assume β(X, Y˜ )l(f(X), Y˜ ) is controlled by an
upper bound b. Suppose h∗D,l is the theoretical optimal classier under D with loss l, while
hˆDˆ,βl is the classier learned by ERM under Dˆ with loss βl. en, for any real-valued constant
δ ∈ (0, 1), with probability at least 1− δ, we have∣∣∣R(hˆDˆ,βl, Dˆ, βl)−R(h∗D,l, D, l)∣∣∣
≤2 max
(X,Yˆ )
β(X, Y˜ )R(l ◦H) + 2b
√
1− δ
2N
. (42)
To obtain eorem 5, we need a proposition originally proved by Liu and Tao (see
[28]). Here, we provide a more general proposition slightly extended from the original
version by Liu and Tao. is proposition guarantees the generalization of our algorithm.
Proposition 1. Suppose the conditional probability of observed noisy labels given features
is P (Y˜ |X). Assume β(X, Y˜ )l(f(X), Y˜ ) is controlled by an upper bound b. For any real-
valued constant δ ∈ (0, 1), with probability at least 1− δ, we have
sup
h∈H
∣∣∣R(h,D, l)− Rˆ(h, S, βl)∣∣∣
≤max
(X,Y˜ )
β(X, Y˜ )R(l ◦H) + b
√
1− δ
2n
. (43)
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eorem 5 is straightforward from the Proposition 1 and Lemma 3.
8 Empirical Results
We conduct experiments on generated synthetic datasets, UCI benchmark datasets 2, and
a real-world dataset TCDB 3.
In all experiments, we estimate the boundary l by two methods. e rst one is to cal-
culate the mean of n′ smallest ∆P˜ (x); the second way is to nd the l by cross-validation.
e value of n′ will be specied later. ese 2 methods are respectively denoted as PGPU
and PGPUcv. For cross-validation, we divide the training sets into 5 folds, and search for
boundary l from −0.9 to −0.6 with the step of 0.01.
We compare our algorithm’s performance with ve baselines: SVM on PU data (de-
noted as SVM), [17]’s method (denoted as Elkan), [33]’s second method (C-SVM) (denoted
as Natarajan), [28]’s method (denoted as Liu), and SVM on clean data (denoted as clean).
e results prove the feasibility of our method.
(a) Clean Data (b) PU Data (c) Labelled Data
Figure 2: Illustrations of clean data, PU data, and labelled data via Bayesian optimal rela-
belling process. Red points are positive while blue ones are negative.
8.1 Simulations on Synthetic Data
To start with, we generate 2-dimensional non-overlapping binary-class datasets to evalu-
ate our algorithm. Positive and negative examples are sampled uniformly from 2 triangles
whose vertices are respectively {(−1,−1), (−1, 1), (1, 1)} and {(−1,−1), (1, 1), (1,−1)}.
ere are 1000 positive points and 1000 negative points in the datasets. en the condi-
tional probabilities P (Y |X) are estimated by [34]’s method. Probabilistic gap ∆P (X)
is further obtained. To generate the PU data, we then randomly ip positive labels to
negative via 17 seings of mislabelled rate:
2e UCI benchmark datasets can be obtained from http://theoval.cmp.uea.ac.uk/
matlab/.
3e dataset TCDB can be obtained from http://cseweb.ucsd.edu/∼elkan/posonly/.
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• 9 inverse seings:
ρ(X) =
α
(α + ∆P (X)(1 + β)
,
α = 0.1, 0.2, 0.3, β = 0.5, 1.0, 1.5 . (44)
• 5 linear seings:
ρ(X) = α(1−∆P (X)) ,
α = 0.2, 0.4, 0.6, 0.8, 1.0 . (45)
• 3 constant seings:
ρ(X) = 0.1, 0.2, 0.3 . (46)
We further run all algorithm on the datasets. Each dataset was randomly split 10 times,
75% for training and 25% for test. To estimate the boundary l, we use the mean of n′ = 3
smallest ∆P˜ (x). e results are as Table 1-3.
Table 1: Mean and Standard Deviation of Classication Accuracies of all Methods on Non-
overlapping Generated Synthetic Dataset with Inverse mislabelled rate.
(α, β) SVM Elkan Natarajan Liu PGPU PGPUcv clean
(0.1, 0.5) 92.00± 0.42 91.72± 2.92 91.96± 0.35 92.00± 0.42 95.36± 1.48 92.60± 1.65 97.20
(0.1, 1.0) 93.60± 1.12 93.28± 7.37 93.12± 1.30 93.84± 1.45 95.12± 1.43 93.84± 1.27 97.60
(0.2, 0.5) 92.64± 0.78 91.44± 5.02 91.84± 0.89 93.24± 0.84 94.44± 1.45 92.88± 0.92 99.20
(0.2, 1.0) 94.28± 0.80 94.48± 1.01 93.04± 0.66 94.60± 0.63 96.64± 1.83 94.64± 1.04 98.40
(0.3, 0.5) 90.36± 1.07 90.08± 8.18 89.76± 0.85 90.04± 0.97 94.08± 2.62 91.04± 1.68 99.60
(0.3, 1.0) 91.36± 0.76 91.20± 5.67 90.04± 0.95 91.88± 0.84 92.68± 2.00 91.96± 2.36 98.40
Table 2: Mean and Standard Deviation of Classication Accuracies of all Methods on Non-
overlapping Generated Synthetic Dataset with Linear mislabelled rate.
α SVM Elkan Natarajan Liu PGPU PGPUcv clean
0.2 95.84± 0.84 96.40± 0.82 95.92± 1.05 96.32± 1.05 97.44± 1.27 96.16± 1.10 98.80
0.4 93.20± 0.60 93.88± 0.57 93.56± 0.58 94.00± 0.53 94.72± 4.86 93.36± 0.69 98.40
0.6 91.40± 1.58 91.52± 1.03 90.96± 1.15 91.32± 1.31 91.24± 0.95 91.64± 1.84 99.20
0.8 91.44± 0.39 91.88± 0.63 91.40± 0.28 91.80± 0.74 93.48± 1.70 91.80± 1.12 98.80
1.0 91.40± 1.58 91.44± 0.97 90.96± 1.15 91.48± 1.35 91.72± 1.31 91.56± 1.72 99.20
Table 3: Mean and Standard Deviation of Classication Accuracies of all Methods on Non-
overlapping Generated Synthetic Dataset with Constant mislabelled rate.
α SVM Elkan Natarajan Liu PGPU PGPUcv clean
0.1 93.88± 0.42 94.28± 6.40 93.48± 0.35 94.36± 0.57 93.56± 1.51 94.28± 1.40 97.20
0.2 94.52± 0.60 97.84± 0.74 94.16± 0.74 96.92± 1.02 95.27± 1.67 94.84± 1.01 98.80
0.3 92.12± 0.27 92.56± 0.57 91.92± 0.37 92.24± 0.39 93.04± 0.95 92.70± 1.99 98.80
en we evaluate our algorithms on overlapping synthetic datasets. We generated
the datasets in 2 steps. First, we uniformly sample 2000 examples in the square with the
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vertices (−1,−1), (−1, 1), (1, 1), (1,−1). Here, we use (X1, X2) to denote the instances.
en, we label the examples as positive by the probability of max{0, 0.5−10(X1−X2)}.
e percentage of examples that lie in the overlapping area ≥ 2.5%. Finally, we run all
algorithm on the datasets. Each dataset was randomly split 10 times, 75% for training and
25% for test. We still use the mean of n′ = 3 smallest ∆P˜ (x) to estimate the boundary l.
e quantitative results are as as Table 4-6.
Table 4: Mean and Standard Deviation of Classication Accuracies of all Methods on
Overlapping Generated Synthetic Dataset with Inverse mislabelled rate.
α β SVM Elkan Natarajan Liu PGPU PGPUcv clean
0.1 0.5 95.86± 0.90 95.62± 0.61 95.52± 0.78 95.90± 0.90 97.16± 0.36 95.86± 0.90 98.00
0.1 1.0 95.44± 0.23 95.08± 0.73 95.18± 0.41 95.38± 0.20 95.92± 0.48 95.60± 0.54 97.20
0.2 0.5 95.70± 0.60 94.44± 3.48 95.52± 0.53 95.82± 0.48 96.04± 0.74 95.60± 0.58 97.00
0.2 1.0 93.58± 0.52 94.22± 1.20 92.90± 0.34 93.74± 0.42 95.68± 0.84 93.98± 1.09 97.60
0.3 0.5 91.86± 0.84 92.74± 4.25 91.94± 0.88 93.40± 1.05 94.42± 0.49 92.02± 0.94 98.40
0.3 1.0 92.12± 0.30 93.16± 0.89 92.12± 0.33 92.78± 0.48 94.22± 1.09 92.32± 0.84 97.40
Table 5: Mean and Standard Deviation of Classication Accuracies of all Methods on
Overlapping Generated Synthetic Dataset with Linear mislabelled rate.
α SVM Elkan Natarajan Liu PGPU PGPUcv clean
0.2 97.38± 0.48 97.86± 0.31 97.50± 0.45 97.32± 0.52 97.98± 0.53 97.42± 0.57 98.40
0.4 95.88± 0.69 96.52± 0.56 95.18± 0.86 96.04± 0.74 97.34± 0.35 96.12± 0.95 98.00
0.6 92.66± 0.74 93.24± 0.36 92.76± 0.57 92.66± 0.60 94.28± 0.77 92.80± 0.95 96.60
0.8 91.26± 0.42 91.84± 0.66 91.02± 0.48 91.32± 0.40 92.60± 0.54 91.42± 0.58 97.60
1.0 88.94± 0.87 89.78± 0.92 88.68± 0.77 89.18± 0.68 92.14± 0.94 89.26± 1.40 96.40
Table 6: Mean and Standard Deviation of Classication Accuracies of all Methods on
Overlapping Generated Synthetic Dataset with Constant mislabelled rate.
α SVM Elkan Natarajan Liu PGPU PGPUcv clean
0.1 96.30± 0.24 94.36± 5.80 96.30± 0.22 96.42± 0.29 96.76± 0.53 96.30± 0.24 97.40
0.2 94.64± 0.63 93.70± 10.30 94.30± 0.71 96.80± 0.55 95.58± 0.80 95.00± 1.23 98.00
0.3 89.46± 0.61 96.08± 0.33 89.10± 0.80 93.58± 1.62 89.42± 1.06 89.94± 1.80 96.40
8.2 UCI Benchmark Dataset
We also evaluate our methods on generated datasets based on UCI benchmarks, i.e., splice,
banana, twonorm, image, and Heart. ey respectively have 2, 991, 5, 300, 7.400, 2, 086,
and 270 examples. We ip positive labels to negative via 9 seings of mislabelled rate:
• 9 inverse seings:
ρ(X) =
α
(α + ∆P (X)(1 + β)
,
α = 0.1, 0.2, 0.3, β = 0.5, 1.0, 1.5 . (47)
.
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We further run all algorithm on the datasets. Each dataset was randomly split 10 times,
75% for training and 25% for test. Here, we use the minimization of ∆P˜ (x) to estimate
the boundary l. e quantitative results are shown in Table 7. As the size of the Heart
dataset is too small (there are only 270 instances), the cross-validation is not suitable. So
we do not conduct experiments for the method PGPUcv for the Heart dataset.
We can see that the proposed PGPUcv mostly outperforms the baselines, empirically
showing the advantages of the proposed method. PGPU works worse than PGPUcv may
because the data in the UCI benchmarks is noisy or of small size, making it diculty to
estimate the conditional probabilities.
Table 7: Mean and Standard Deviation of Classication Accuracies of all Methods on UCI
Dataset with Inverse mislabelled rate (Whitenned).
Dataset (α, β) SVM Elkan Natarajan Liu PGPU PGPUcv clean
Splice (0.1, 0.5) 56.91± 1.69 55.09± 7.10 56.53± 1.66 58.11± 2.35 48.71± 3.28 59.15± 1.18 66.98
Splice (0.1, 1.0) 56.62± 1.39 53.11± 6.11 56.00± 1.31 57.65± 1.65 50.31± 6.31 58.80± 1.76 67.89
Splice (0.1, 1.5) 56.61± 0.97 50.64± 7.88 55.92± 1.22 57.80± 1.26 51.36± 4.72 57.84± 4.13 67.49
Splice (0.2, 0.5) 56.72± 1.22 50.40± 7.38 56.23± 1.43 57.49± 2.18 50.08± 5.40 59.46± 2.08 66.87
Splice (0.2, 1.0) 56.03± 1.46 47.28± 5.21 55.04± 0.73 57.32± 3.92 51.55± 7.17 57.15± 3.20 67.05
Splice (0.2, 1.5) 55.19± 0.65 47.61± 7.30 54.77± 0.71 54.42± 1.08 52.95± 5.17 59.20± 2.42 66.09
Splice (0.3, 0.5) 55.74± 1.38 52.19± 12.1 55.41± 1.45 56.33± 7.77 52.62± 6.12 56.98± 1.69 67.32
Splice (0.3, 1.0) 77.17± 2.78 69.80± 2.33 75.69± 3.11 79.91± 1.67 80.07± 2.41 80.21± 0.87 95.79
Splice (0.3, 1.5) 81.44± 2.18 68.77± 3.23 80.07± 2.32 78.42± 0.81 81.48± 3.07 83.64± 0.87 95.79
Banana (0.1, 0.5) 57.51± 1.26 55.34± 6.30 57.15± 1.50 58.16± 1.36 49.80± 3.73 58.05± 1.91 68.71
Banana (0.1, 1.0) 55.95± 1.48 47.11± 6.15 55.37± 1.32 57.07± 1.79 54.42± 6.49 57.06± 4.15 66.83
Banana (0.1, 1.5) 54.91± 1.24 52.97± 5.86 54.47± 1.00 56.23± 1.53 51.80± 7.97 55.92± 2.63 66.05
Banana (0.2, 0.5) 56.72± 1.38 51.55± 6.03 56.21± 1.43 57.19± 2.05 48.39± 5.62 58.50± 1.45 67.73
Banana (0.2, 1.0) 56.25± 2.57 48.04± 6.61 55.43± 2.60 56.70± 3.25 49.76± 5.41 57.38± 4.59 65.83
Banana (0.2, 1.5) 56.10± 3.14 47.05± 6.32 55.84± 3.12 52.78± 4.81 51.56± 4.42 58.26± 4.78 66.45
Banana (0.3, 0.5) 54.91± 1.40 47.34± 6.06 54.50± 1.10 54.20± 2.59 54.32± 4.18 57.66± 2.56 66.06
Banana (0.3, 1.0) 55.33± 1.49 62.31± 14.5 55.21± 1.32 60.22± 9.09 55.25± 1.64 56.13± 3.12 66.12
Twonorm (0.1, 0.5) 97.52± 0.35 97.47± 0.51 97.48± 0.33 97.64± 0.36 96.96± 0.50 97.65± 0.36 97.92
Twonorm (0.1, 1.0) 97.42± 0.23 97.53± 0.47 97.43± 0.23 97.48± 0.27 96.99± 0.25 97.56± 0.25 97.88
Twonorm (0.1, 1.5) 97.54± 0.27 96.88± 1.10 97.55± 0.27 97.56± 0.25 96.86± 0.34 97.59± 0.30 97.72
Twonorm (0.2, 0.5) 96.51± 0.46 96.23± 2.34 96.41± 0.49 96.70± 0.39 97.15± 0.37 97.11± 0.42 97.85
Twonorm (0.2, 1.0) 96.91± 0.38 96.26± 1.46 96.85± 0.37 97.10± 0.34 96.97± 0.49 97.24± 0.27 97.75
Twonorm (0.2, 1.5) 97.23± 0.27 96.86± 1.43 97.22± 0.31 97.28± 0.27 97.02± 0.39 97.28± 0.38 97.83
Twonorm (0.3, 0.5) 94.43± 0.51 95.40± 2.05 94.39± 0.53 95.77± 0.45 97.21± 0.37 96.05± 0.79 97.92
Twonorm (0.3, 1.0) 96.16± 0.64 96.98± 1.30 96.20± 0.63 96.61± 0.59 97.16± 0.25 96.85± 0.61 97.91
Twonorm (0.3, 1.5) 96.59± 0.36 96.74± 1.09 96.54± 0.46 96.86± 0.33 96.86± 0.33 97.11± 0.41 97.86
Image (0.1, 0.5) 75.57± 5.96 63.07± 6.15 74.33± 5.32 67.57± 5.14 68.45± 6.82 76.00± 6.66 88.31
Image (0.1, 1.0) 79.56± 6.98 68.60± 9.99 78.14± 6.46 64.92± 5.94 73.26± 6.72 78.43± 7.01 88.33
Image (0.1, 1.5) 80.42± 6.99 69.08± 6.93 78.89± 6.68 67.84± 1.65 72.49± 8.30 77.95± 7.61 88.24
Image (0.2, 0.5) 75.54± 5.84 64.44± 6.57 73.87± 5.24 66.23± 9.23 69.81± 8.31 76.72± 5.72 87.70
Image (0.2, 1.0) 71.92± 4.03 68.47± 4.90 70.90± 2.84 69.12± 2.03 64.44± 3.97 70.82± 2.17 88.03
Image (0.2, 1.5) 73.30± 6.81 67.30± 5.87 72.55± 6.03 72.15± 6.46 68.35± 5.87 71.46± 6.76 88.45
Image (0.3, 0.5) 64.75± 4.55 65.90± 4.02 63.26± 4.89 68.08± 3.31 65.24± 3.58 67.49± 2.81 87.57
Image (0.3, 1.0) 71.74± 5.67 68.16± 8.01 70.79± 4.46 71.53± 5.95 65.98± 6.20 71.84± 4.91 88.58
Image (0.3, 1.5) 72.72± 2.73 66.17± 6.15 71.69± 2.60 70.42± 2.43 67.57± 1.94 72.76± 2.55 87.99
Heart (0.1, 0.5) 79.90± 0.35 75.98± 0.51 79.41± 0.33 79.90± 0.36 77.94± 0.50 NA 81.37
Heart (0.1, 1.0) 83.82± 0.23 81.86± 0.47 83.33± 0.23 81.37± 0.27 76.96± 0.25 NA 86.27
Heart (0.1, 1.5) 83.33± 0.27 78.43± 1.10 83.33± 0.27 83.82± 0.25 80.88± 0.34 NA 82.35
Heart (0.2, 0.5) 78.92± 0.46 76.96± 2.34 79.90± 0.49 80.88± 0.39 78.92± 0.37 NA 81.86
Heart (0.2, 1.0) 76.47± 0.38 75.49± 1.46 76.96± 0.37 79.41± 0.34 78.92± 0.49 NA 82.84
Heart (0.2, 1.5) 76.96± 0.27 82.35± 1.43 77.45± 0.31 80.88± 0.27 76.92± 0.39 NA 80.88
Heart (0.3, 0.5) 70.59± 0.51 81.37± 2.05 64.71± 0.53 81.86± 0.45 69.12± 0.37 NA 83.33
Heart (0.3, 1.0) 77.45± 0.64 83.82± 1.30 77.94± 0.63 83.33± 0.59 79.41± 0.25 NA 83.33
Heart (0.3, 1.5) 78.43± 0.36 80.88± 1.09 78.43± 0.46 79.41± 0.33 80.88± 0.33 NA 82.84
8.3 Experiment on Real-world Data
Elkan and Noto release a real-world document dataset4 [17] based on a biological database
SwissProt. e positive dataset P contains 2453 examples which are obtained from a
4is dataset can be obtained from the website hp://www.cs.ucsd.edu/users/elkan/posonly.
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dataset TCDB [37]. Meanwhile, there are 4906 records in the unlabelled dataset U , which
are randomly selected from SwissProt excluding those in the TCDB. In other words, those
2 datasets P and U are disjoint. Furthermore, Das et al. also manually label the unlabelled
dataset [13]. ey identify 348 positive members from the whole datasetN , and name the
new positive examples as Q and the leover is N = U −Q.
Here is an example in the TCDB. It is labeled as positive.
AC Q57JA3;
p-hydroxybenzoic acid eux pump subunit aaeA (pHBA eux pump protein
A).
”e genome sequence of Salmonella enterica serovar Choleraesuis, a highly
invasive and resistant zoonotic pathogen.”;
-!- SUBCELLULAR LOCATION: Cell inner membrane; single-pass membrane
protein (Potential).
-!- MISCELLANEOUS: Both aaeA and aaeB are required for the function of
the eux system (By similarity).
-!- SIMILARITY: Belongs to the membrane fusion protein (MFP)
(TC 8.A.1) family.
GO:0006810; P:transport; IEA:HAMAP.
Complete proteome; Inner membrane; Membrane; Transmembrane; Trans-
port.
TMONE
An important challenge is that all examples in this real-world dataset are documents, and
therefore, can not be processed directly. A series of work has presented on the topic of
extracting vector representations for documents. In this paper, we employ Doc2Vec to
represent all examples in our real-world dataset as vetors [30, 31, 22]. We represent each
document as a 32-dimensional real-value vector.
Comparison experiments are conducted on this real-world dataset. Empirical results,
as shown in Table 7, are in agreement with our method.
Table 8: Mean and Standard Deviation of Classication Accuracies of all Methods on
Generated Synthetic Dataset with Linear mislabelled rate.
Method
SVM Elkan Natarajan Liu PGPU PGPUcv clean
83.32 84.14 83.27 80.66 84.30 84.36 83.98
In the experiments, our algorithms PGPU and PGPUcv outperform all others in most
situations, though sometimes neither of them is the best. In our opinion, there are two
reasons that make our algorithms not so good. Firstly, the Bayesian optimal relabelling
21
process can not label all instances, which leads to a smaller labelled sample for training a
classier on. erefore, when the original sample size is small, our algorithms do not out
perform others. Secondly, our algorithms rely on an assumption that the mislabelled rate
is monotone decreasing with the probabilistic gap ∆P (X). erefore, when this assump-
tion does not hold (for example, when the mislabelled rate is a constant), our algorithms
could have a bad performance.
In addition, the performance of Elkan and Noto’s method and our algorithms PGPU
and PGPUcv on PU data sometimes overcomes the one of SVM on the clean data. In
our opinion, this phenomenon is because of the reweighting techniques used in these
methods. Reweighting techniques can improve the performance of the based classication
methods in many situations [46]. When the mislabelled rate is not too high, it is possible
for reweighting methods on PU data to outperform the SVM on the clean data.
9 Conclusion and Future Work
Learning classier from positive and unlabelled data has many real-world applications.
To solve this problem, in this paper, we focus on the measure of the diculty of labelling
examples, and develop a model based on an innovative conception, probabilistic gap. With
help of the probabilistic-gap model, we propose a novel relabelling algorithm. is method
can provide labels to a group of unlabelled examples, which are identical to the ones
assigned by the Bayesian optimal classier. At the end of this paper, the empirical results
of experiments illustrate our method’s eciency and support the theoretical analysis.
In the future work, we are interested in developing models more sophisticated and
applicable for mislabelled rates. ese models could reveal the nature of PU learning and
help to boost classication algorithms’ performance.
In addition, our proposed method does not use the examples in the sub-domain ∆P (X) ∈
(l, 0). We call this phenomenon as domain bias. e domain bias could undermine the per-
formance of the classication, which cannot be completely solved by the KMM technique.
To address this issue, two methods are probably applicable:
1. Active learning. Using active learning methods[40], we can select a group of unla-
belled instances in the sub-domain ∆P (X) ∈ (l, 0) and hire human experts to label
them.
2. Semi-supervised learning. In our method, aer the Bayesian optimal relabelling
process, all examples have their labels except a group that lie in the sub-domain
∆P (X) ∈ (l, 0). In our methods, these data is discarded. Meanwhile, semi-supervised
learning exactly focuses on the problem where the dataset contains both labelled
and unlabelled data [29, 1, 52]. erefore, the methods of semi-supervised learning
could be helpful.
22
References
[1] Amirhossein Hosseini Akbarnejad and Mahdieh Soleymani Baghshah. An ecient
semi-supervised multi-label classier capable of handling missing labels. IEEE Trans-
actions on Knowledge and Data Engineering, 2018.
[2] Martin Anthony and Peter L Bartle. Neural Network Learning: eoretical Founda-
tions. Cambridge University Press, 2009.
[3] Peter L Bartle, Michael I Jordan, and Jon D McAulie. Convexity, classication,
and risk bounds. Journal of the American Statistical Association, 101(473):138–156,
2006.
[4] Gilles Blanchard, Gyemin Lee, and Clayton Sco. Semi-supervised novelty detection.
Journal of Machine Learning Research, 11(Nov):2973–3009, 2010.
[5] Olivier Bousquet, Ste´phane Boucheron, and Ga´bor Lugosi. Introduction to statistical
learning theory. In Advanced lectures on machine learning, pages 169–207. Springer,
2004.
[6] Nader H Bshouty, Nadav Eiron, and Eyal Kushilevitz. Pac learning with nasty noise.
eoretical Computer Science, 288(2):255–275, 2002.
[7] Nicolo Cesa-Bianchi, Eli Dichterman, Paul Fischer, Eli Shamir, and Hans Ulrich Si-
mon. Sample-ecient strategies for learning in the presence of noise. Journal of the
ACM, 46(5):684–719, 1999.
[8] Chih-Chung Chang and Chih-Jen Lin. Libsvm: a library for support vector machines.
ACM Transactions on Intelligent Systems and Technology, 2(3):27, 2011.
[9] Ling Chen, Xue Li, an Z Sheng, Wen-Chih Peng, John Benne, Hsiao-Yun Hu, and
Nicole Huang. Mining health examination records—a graph-based approach. IEEE
Transactions on Knowledge and Data Engineering, 28(9):2423–2437, 2016.
[10] Jiacheng Cheng, Tongliang Liu, Kotagiri Ramamohanarao, and Dacheng Tao.
Learning with bounded instance-and label-dependent label noise. arXiv preprint
arXiv:1709.03768, 2017.
[11] Chung-Kuang Chou and Ming-Syan Chen. Learning multiple factors-aware diusion
models in social networks. IEEE Transactions on Knowledge and Data Engineering,
30(7):1268–1281, 2018.
[12] Ronan Collobert, Fabian Sinz, Jason Weston, and Le´on Boou. Trading convexity for
scalability. In Proceedings of the 23rd international conference on Machine learning,
pages 201–208. ACM, 2006.
23
[13] Sanmay Das, Milton H Saier, and Charles Elkan. Finding transport proteins in a
general protein database. In Proceedings of the Knowledge Discovery in Databases,
pages 54–66, 2007.
[14] Marthinus Du Plessis, Gang Niu, and Masashi Sugiyama. Convex formulation for
learning from positive and unlabeled data. In Proceedings of the International Con-
ference on Machine Learning, pages 1386–1394, 2015.
[15] Marthinus Christoel du Plessis, Gang Niu, and Masashi Sugiyama. Class-prior es-
timation for learning from positive and unlabeled data. In Proceedings of the Asian
Conference on Machine Learning, pages 221–236, 2015.
[16] Richard O Duda, Peter E Hart, David G Stork, et al. Paern classication, volume 2.
Wiley New York, 1973.
[17] Charles Elkan and Keith Noto. Learning classiers from only positive and unlabeled
data. In Proceedings of the ACM SIGKDD Conference on Knowledge Discovery and
Data Mining, pages 213–220, 2008.
[18] Michael Y Galperin. e molecular biology database collection: 2008 update. 2007.
[19] Jiayuan Huang, Arthur Greon, Karsten M Borgwardt, Bernhard Scho¨lkopf, and
Alex J Smola. Correcting sample selection bias by unlabeled data. In Proceedings
of the Advances in neural information processing systems, pages 601–608, 2007.
[20] Takashi Ishida, Gang Niu, Weihua Hu, and Masashi Sugiyama. Learning from com-
plementary labels. In Proceedings of the Advances in Neural Information Processing
Systems, pages 5644–5654, 2017.
[21] Michael Kearns and Ming Li. Learning in the presence of malicious errors. SIAM
Journal on Computing, 22(4):807–837, 1993.
[22] oc Le and Tomas Mikolov. Distributed representations of sentences and docu-
ments. In Proceedings of the International Conference on Machine Learning, pages
1188–1196, 2014.
[23] Wee Sun Lee and Bing Liu. Learning with positive and unlabeled examples using
weighted logistic regression. In Proceedings of the International Conference on Ma-
chine Learning, volume 3, pages 448–455, 2003.
[24] Fabien Letouzey, Franc¸ois Denis, and Re´mi Gilleron. Learning from positive and
unlabeled examples. In Proceedings of the ALT Annual Conference, pages 71–85, 2000.
[25] Xiaoli Li and Bing Liu. Learning to classify texts using positive and unlabeled data.
In Proceedings of the International Joint Conference on Articial Intelligence, volume 3,
pages 587–592, 2003.
24
[26] Bing Liu, Yang Dai, Xiaoli Li, Wee Sun Lee, and Philip S Yu. Building text classiers
using positive and unlabeled examples. In Proceedings of the e IEEE International
Conference on Data Mining, pages 179–186, 2003.
[27] Bing Liu, Wee Sun Lee, Philip S Yu, and Xiaoli Li. Partially supervised classication of
text documents. In Proceedings of the International Conference on Machine Learning,
volume 2, pages 387–394, 2002.
[28] Tongliang Liu and Dacheng Tao. Classication with noisy labels by impor-
tance reweighting. IEEE Transactions on Paern Analysis and Machine Intelligence,
38(3):447–461, March 2016.
[29] Tingjin Luo, Chenping Hou, Feiping Nie, Hong Tao, and Dongyun Yi. Semi-
supervised feature selection via insensitive sparse regression with application to
video semantic recognition. IEEE Transactions on Knowledge and Data Engineering,
2018.
[30] Tomas Mikolov, Kai Chen, Greg Corrado, and Jerey Dean. Ecient estimation of
word representations in vector space. arXiv preprint arXiv:1301.3781, 2013.
[31] Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Corrado, and Je Dean. Distributed
representations of words and phrases and their compositionality. In Proceedings of
the Annual Conference on Neural Information Processing Systems, pages 3111–3119,
2013.
[32] Mehryar Mohri, Afshin Rostamizadeh, and Ameet Talwalkar. Foundations of machine
learning. MIT press, 2012.
[33] Nagarajan Natarajan, Inderjit S Dhillon, Pradeep K Ravikumar, and Ambuj Tewari.
Learning with noisy labels. In Annual Conference on Neural Information Processing
Systems, pages 1196–1204, 2013.
[34] John Pla et al. Probabilistic outputs for support vector machines and comparisons
to regularized likelihood methods. Advances in large margin classiers, 10(3):61–74,
1999.
[35] Richard A Redner and Homer F Walker. Mixture densities, maximum likelihood and
the em algorithm. SIAM review, 26(2):195–239, 1984.
[36] Yafeng Ren, Donghong Ji, and Hongbin Zhang. Positive unlabeled learning for de-
ceptive reviews detection. In Proceedings of the Empirical Methods in Natural Lan-
guage Processing, pages 488–498, 2014.
[37] Milton H Saier Jr, Can V Tran, and Ravi D Barabote. Tcdb: the transporter classi-
cation database for membrane transport protein analyses and information. NAS,
34(suppl 1):D181–D186, 2006.
25
[38] Clayton Sco. A rate of convergence for mixture proportion estimation, with appli-
cation to learning from noisy labels. In Proceedings of the Articial Intelligence and
Statistics, pages 838–846, 2015.
[39] Clayton Sco and Gilles Blanchard. Novelty detection: Unlabeled data denitely
help. In Proceedings of the Articial Intelligence and Statistics, pages 464–471, 2009.
[40] Simon Tong. Active learning: theory and applications, volume 1. Stanford University
USA, 2001.
[41] Vladimir Vapnik. e Nature of Statistical Learning eory. Springer Science & Busi-
ness Media, 2013.
[42] Wayne A Woodward, William C Parr, William R Schucany, and Hildegard Lindsey. A
comparison of minimum distance and maximum likelihood estimation of a mixture
proportion. Journal of the American Statistical Association, 79(387):590–598, 1984.
[43] Yichao Wu and Yufeng Liu. Robust truncated hinge loss support vector machines.
Journal of the American Statistical Association, 102(479):974–983, 2007.
[44] Yixing Xu, Chang Xu, Chao Xu, and Dacheng Tao. Multi-positive and unlabeled
learning. In Proceedings of the 26th International Joint Conference on Articial Intel-
ligence, pages 3182–3188. AAAI Press, 2017.
[45] Peng Yang, Xiaoli Li, Hon-Nian Chua, Chee-Keong Kwoh, and See-Kiong Ng. Ensem-
ble positive unlabeled learning for disease gene identication. PloS one, 9(5):e97079,
2014.
[46] Xulei Yang, Qing Song, and Yue Wang. A weighted support vector machine for data
classication. International Journal of Paern Recognition and Articial Intelligence,
21(05):961–976, 2007.
[47] Hwanjo Yu, Jiawei Han, and KC-C Chang. Pebl: Web page classication without
negative examples. IEEE Transactions on Knowledge and Data Engineering, 16(1):70–
81, 2004.
[48] Hwanjo Yu, Jiawei Han, and Kevin Chen-Chuan Chang. Pebl: positive example based
learning for web page classication using svm. In Proceedings of the ACM SIGKDD
Conference on Knowledge Discovery and Data Mining, pages 239–248, 2002.
[49] Xiyu Yu, Tongliang Liu, Mingming Gong, Kayhan Batmanghelich, and Dacheng Tao.
An ecient and provable approach for mixture proportion estimation using linear
independence assumption. In Proceedings of the IEEE Conference on Computer Vision
and Paern Recognition, pages 4480–4489, 2018.
[50] Xiyu Yu, Tongliang Liu, Mingming Gong, and Dacheng Tao. Learning with biased
complementary labels. arXiv preprint arXiv:1711.09535, 2017.
26
[51] Xiyu Yu, Tongliang Liu, Mingming Gong, Kun Zhang, and Dacheng Tao. Transfer
learning with label noise. arXiv preprint arXiv:1707.09724, 2017.
[52] Zhiwen Yu, Peinan Luo, Jiming Liu, Jane J You, Hau San Wong, Guoqiang Han, and
Jun Zhang. Semi-supervised ensemble clustering based on selected constraint pro-
jection. IEEE Transactions on Knowledge and Data Engineering, 2018.
[53] Ya-Lin Zhang, Longfei Li, Jun Zhou, Xiaolong Li, Yujiang Liu, Yuanchao Zhang, and
Zhi-Hua Zhou. Poster: A pu learning based system for potential malicious url de-
tection. In Proceedings of the ACM Conference on Computer and Communications
Security, pages 2599–2601, 2017.
27
