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ABSTRACT
In this paper, we propose a new approach for retrieval of video
segments using natural language queries. Unlike most previous
approaches such as concept-based methods or rule-based struc-
tured models, the proposed method uses image captioning model
to construct sentential queries for visual information. In detail,
our approach exploits multiple captions generated by visual fea-
tures in each image with ‘Densecap’. en, the similarities between
captions of adjacent images are calculated, which is used to track
semantically similar captions over multiple frames. Besides intro-
ducing this novel idea of ’tracking by captioning’, the proposed
method is one of the rst approaches that uses a language genera-
tion model learned by neural networks to construct semantic query
describing the relations and properties of visual information. To
evaluate the eectiveness of our approach, we have created a new
evaluation dataset, which contains about 348 segments of scenes in
20 movie-trailers. rough quantitative and qualitative evaluation,
we show that our method is eective for retrieval of video segments
using natural language queries.
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Figure 1: An example of retrieving video segments using
natural-language queries.
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1 INTRODUCTION
As various video-related services such as YouTuber , Facebookr
and Snapchatr have been launched, there has been a rapidly grow-
ing interest in technologies of video searches.
One of the challenges within the eld of video searches is to
nd the time segments of interest given a natural-language query
in the form of a sentence or phrase. For example, imagine the
following case. One day, you watched the movie ‘Titanic’ in your
smart-phone app. A few days later, you wanted to nd a scene
in the lm that you saw impressively. So you open your app and
write down on the search box, like this. “e woman is standing
on the boat with her arms wide open.” When you hit the buon,
a few thumbnails of clips appear. en, you click on the clip you
are looking for, and play it again. is process is described in Fig 1.
Although most people would sympathize with such simple motif,
the problem has actually been technologically challenging to be
solved.
ar
X
iv
:1
70
7.
00
25
1v
1 
 [c
s.C
V]
  2
 Ju
l 2
01
7
UNDER REVIEW IN ACM MM, April, 2017 S. Lee et al.
Recent researches related to this are concept-based methods that
performs tracking by making use of concepts which are objects
detected by object detectors. Aer nding individual concepts on
the tracks, they just took an intersection of them to search scenes
corresponding to a specic query [2, 4, 15, 16, 18].
Since it is dicult to nd semantic relations between concepts,
new approaches based on semantic graphs and structured models
have been proposed [3, 12]. To solve the aforementioned prob-
lem, they proposed methods of combining models for individual
words into a model for an entire sentence. However, because these
methods use rule-based structured models or graphs to construct
the meaning of a sentence from the meaning of the words in the
sentence, it can only deal with queries that t to the already dened
rules.
It is important to note that most works mentioned above focus
on mining characteristic concepts or objects and constructing a
sentential query through a rule-based connection between them.
On the other hand, in this paper, we propose a new approach which,
unlike most previous approaches, uses neural language generation
model to construct sentential queries and applies caption-based
tracking to search for the scenes corresponding to the queries.
is novel idea of ‘tracking by captioning’ will be introduced and
highlighted in more detail in later sections. e contributions of
this work can be summarized as the following three aspects.
1) Rather than constructing the meaning of a sentence from indi-
vidual information extracted by object or concept detected in an
image, we extract sentential queries from visual features in a still
image based on a language generation model. is idea of obtaining
sentence from visual features is commonly called as ‘captioning’.
However, since general image captioning generates only one cap-
tion for a single image, there is a lack of information for video
retrieval. us, we use ‘Densecap’ [9] here to extract as much cap-
tions as possible from a single image. is paper is one of the rst
approaches that uses the language generation model to construct
semantic query describing the relations and properties of visual
information in videos.
2) Aer extracting the captions from all the images in a video with
Denscap, tracking is performed by connecting semantically similar
captions, rather than connecting objects or concepts. It is a new
aempt to nd semantically linked segments within a video. We
name it as ’tracking by captioning’.
3) To evaluate performance of our approach, we newly created an
evaluation dataset using Trailers-Dataset. rough quantitative and
qualitative evaluation, we show that our method is eective for
retrieval of video segments using natural language queries.
2 RELATEDWORKS
Our proposed approach draws on recent works in semantic search
of video segments and image captioning.
2.1 Semantic Search of Video Segments
Most of the recent studies related to this area of semantic search of
video segments can be divided into two categories as follows. First,
there are concept-based methods that mainly perform tracking by
detected objects or concepts. e aim of this line of researches is to
match the concepts on the visual tracks. ey separately nd the
video segments related to nouns and verbs, and take the intersection
of these set of segments as a visual track [2, 4, 15, 16, 18]. Hu et al.
[8] surveyed recent works on semantic video search. ey note that
recent works has focused on detecting nouns and verbs, or using
language to search already-existing video annotation. However, the
spatial and semantic relations between concepts have rarely been
explored. us, these approaches cannot distinguish two sentences
having dierent meanings consisting of the same words1.
Second, there are methods that utilize graphs, or structures to
construct complex textual queries [3], [12]. To solve this problem,
they applied the ‘syntactic trees’ describing spatial and semantic
relations between concepts. However, because these methods use
rule-based structures or graphs to construct the meaning of a sen-
tence from the meaning of the consisting words, it can only deal
with queries that t to the already dened rules.
It is important to note that most works mentioned above focus
on mining characteristic concepts or objects, and constructing a
sentential query through a structured connection between them.
Unlike these approaches, our approach which uses the neural lan-
guage generation model can generate sentential queries for videos
without the use of graphs, structures, or syntactic trees.
2.2 Image Captioning
Describing images with natural language is one of the primary
goals of computer vision. To enable this, not only a visual under-
standing of an image but also an appropriate language model to
express the scene in a natural language is needed, which makes
the problem more dicult to solve. With the tremendous progress
in deep neural networks, several methods are proposed for this
purpose of image captioning. Among them, one of the successful
approaches is the encoder-decoder image captioning framework
[17]. It encodes an image into a latent representation using a deep
convolutional network and decodes the captions through a recur-
rent neural network. Upon this work, Xu et al. [19] and Karpathy
et al. [10] developed aention-based neural encoder-decoder net-
works, respectively. ey generate each word relevant to spatial
images using aention mechanism. Along with images, Donahue
et al. [5] applied long-short term memory (LSTM) to a video to
generate the caption of the whole video.
Despite the challenging nature of this task, there has been a
recent line of researches aacking the problem of retrieving image
and video using natural language queries. Hu et al. [7] addressed
the task of natural language object retrieval, to localize a target
object within a given image based on a natural language query using
Spatial Context Recurrent ConvNet. Johnson et al. [9] tackled the
problem of generating multiple captions corresponding to a specic
region of interest in the name of Densecap. ey also retrieved the
images in the query by multiple captions. Podlesnaya et al. [14]
adopted deep features extracted by a convolutional neural network
to develop a video retrieval system. However, none of the above
approaches has tackled the problem of retrieving segments of a
video sequence by natural language. Our work is deeply based on
Densecap [9].
1For example, it could not distinguish ‘the person rode the horse’ versus ‘the horse rode
the person’ as exemplied in [3]. We will discuss this issue in section 4.3
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Figure 2: Overall structure. (a)extract several boxes with captions using Densecap [9] (b)create the tracks that are semantically
relevant. (tracking by caption) (c)retrieval of video segments corresponding to the query.
3 METHOD AND ARCHITECTURE
3.1 Overview
e overall structure of our proposed model is illustrated in Fig 2.
e model consists of three parts, which work sequentially. We em-
ploy a Densecap model [9] as the rst part of our system. Densecap
was developed with both captioning and object detection methods
that could generate captions of detected bounding boxes for ex-
plaining the meanings of regions. For each frame, the Densecap
model extracts several boxes with captions that explain the circum-
stances properly. en, both the box information and the captions
generated by a language model are collected.
Second, we propose ‘tracking by caption’ method to obtain track-
lets which consist of reliable box sequences. In contrast to the
conventional ‘tracking by detection’ methods, it focuses not only
on positions of boxes but also on semantic meanings of regions
derived from the previous parts. As frame sequences pass, we rst
match positions of boxes with previous frames. en, for matched
boxes, we obtain the similarity between captions and compare the
meanings of the regions. is part can be modelled by several
methods that can calculate similarities in natural language. Details
are given in section 3.3. As a result, these similarities are used to
connect the boxes in consecutive images to create the tracks that
are semantically relevant.
e last part of our model is developed for retrieval of video
segments based on the information generated in the previous two
parts. Aer the second part operates, we can get several ‘semantic
tracks’, each of which contains frame information and represen-
tative caption as the meaning of the track. When a user asks to
nd segments of a video with a natural language query, the model
calculate the similarity between the input query and the represen-
tative captions of all the tracks in the video, and propose the tracks
that are semantically relevant.
3.2 Tracking by caption
Tracking by caption is a novel idea of our model. It is a methodol-
ogy that uses semantic relevance of captions in a way of tracking
captions, rather than tracking objects or concepts. e overview
is illustrated in Fig 3. is methodology consists of the following
three steps.
Initiation. Suppose that Densecap generates N boxes with cap-
tions for each images. When the rst image comes into the model,
N boxes are generated, each of which is registered as a new track
immediately. When the next image comes up, we nd and match
the boxes with captions that are semantically similar to the existing
tracks. IfM boxes are matched, the remaining N −M new boxes are
again registered as new tracks. If there are no deleted tracks in this
frame, the total number of tracks currently is 2N −M . e caption
representing each track is the caption of the rst box registered as
the track. While the frame sequences pass, this rule applies to all
the frames.
Matching and Maintenance. When the similarity between the
caption of the track up to the previous frame and the caption of the
new box of the current frame is calculated, they are matched only
when the similarity is above a certain threshold value. We name
this threshold as a ‘track similarity threshold’. Based on this ‘track
similarity threshold’, boxes with semantic relevance are linked to
form one track. We call these tracks as ‘semantic tracks’. If there
is no appropriate box to match near a track, the track retains the
previous information. All of this is illustrated in Fig 3.
Cutting and Storing. Basically, when the scene ends or the seman-
tic similarity drops signicantly, the update of the corresponding
Figure 3: Tracking by caption
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semantic track is stopped. is is named as ‘cuing’. More specif-
ically, if the number of frames a similar box does not come out
exceeds a predetermined threshold, the corresponding track is cut
o. In this work, we set the ‘cuing threshold’ to 5. ese tracks,
by themselves, contain information on the corresponding video
segments that started and ended within a certain time span, and
are collected and stored in memory or a le.
3.3 Calculating Similarity
In both processes of tracking by captions and searching by queries,
one of the important things is comparing corresponding captions to
decide whether they are matched or not. In this work, we employ a
couple of popular methods for embedding queries and captions to
sentence vectors, i.e. ,Word2Vec (w2v) [13] and Skip-thoughts vector
(stv) [11].
e rst approach in ourworkmakes use of theWord2Vec, which
is one of the popular methods to embed words to vector representa-
tions. ByWord2Vec, it is possible to convert each word in a sentence
to a word vector from a pretrained embedding matrix. en we
average the corresponding word vectors for each sentence along
the word dimension to obtain one vector per sentence. However,
an average of word vectors is not likely to represent the meaning
of a sentence. erefore, as a second approach, we incorporate the
skip-thought model to get a vector from a sentence at once. e
skip-thought model is similar to word2vec model, but it handles
sentence-level representations. erefore, a skip-thought encoder
can be used as a generic sentence vector extractor.
Since bothmethods have their own characteristics, we conducted
experiments to compare the two methods on several conditions.
Aer extracting sentence vector using Word2Vec or Skip-thought,
we use the cosine similarity metric between sentence vectors as a
similarity measure.
4 EXPERIMENTS
4.1 A New Dataset for Evaluation
ere are publicly available datasets for the task of video segments
search in current challenges, such as ActivityNet [6] and TRECVID
[1]. Especially, these are the ‘activity detection’ task in ActivityNet
(2016), and the ‘Ad-Voc Search (AVS)’ task in TRECVID (2016).
However, the ‘activity detection’ task in ActivityNet (2016) is in
fact a classication problem about pre-determined textual queries.
ese queries are in the form of a sentence, but it is no dierent than
the class numbers. Since it needs only to nd the segments that
match the pre-determined query, this task is not appropriate for
evaluating our method of natural-language-based video segment
search.
e ‘Ad-Voc Search (AVS)’ task in TRECVID (2016) is to nd
segments of a video containing persons, objects, activities, locations,
etc., and the combinations of the former. Also, the task is performed
in the ‘no annotation’ condition. at is, there is no annotations
in the form of a natural-language describing the video segment.
In this task, the concept information, such as persons, objects,
activities, locations, etc., is given rst, and then the nal evaluation
is performed with a sentential query in which the given concept
information is randomly combined. is task is similar to our work
in that it searches for unspecied queries. However, it is dierent
from our work because it only deals with sentences in the form of
a combination of given concepts.
To evaluate performance of our approach, we newly created an
evaluation set using the Trailers-Dataset.2 For the randomly chosen
20 clips from the Trailers-Dataset, we labeled the ground-truth
time-stamp (start-frame and end-frame) about a particular scene.
Since movie trailers are all dierent and we cannot apply the same
queries to dierent movie trailers, we have chosen a set of queries
for each trailer through the following process:
i) We rst extracted ve bounding boxes and their captions from
randomly selected 200 images in the video through Densecap.
ii) Next, we ranked the frequency of the extracted captions, and
then the top 100 are selected.
iii) e annotator then freely selects 5 captions out of the 100
selected frequent captions to use as the queries.
iv) Finally, the annotators nd the corresponding segments in each
video for the selected queries, and then record the beginning and
the ending frames of the segments found.
is is used as the ground truth of the evaluation. In this way,
we collected the dataset for evaluation, which includes about 348
segments of scenes for 100 queries in 20 movie-trailers.
It is important to note that this is not the ‘video-annotation’
such as objects, concepts, or, other spatial information, and the
combinations of the former. is set is only for evaluation, not for
learning. It should also be noted that our work ultimately assumes a
searchable problem for any query, but it cannot nd queries that the
language model has not learned. us, through the above process
of query generation, we provide queries that are searchable in the
video.
In our evaluation process, there was not any pre-determined
queries and learnable information about the video segments. is
is the ‘no annotation’ condition for video like the AVS task in
TRECVID (2016). In our method, annotation is only needed for the
language model in Densecap to learn captions about still images.
4.2 antitative evaluation
In this part, we consider the application that retrieves the rele-
vant video segments given a natural-language query using the new
dataset described in section 4.1. First, we performed tracking for all
the videos and created semantic tracks. e cosine similarity was
used throughout the paper. e similarity threshold in constructing
semantic tracks (track similarity threshold) was varied from 0.6 to
0.8. e cuing threshold was set to 5 frames, and the minimum
track size was also set to 5 frames, i.e. only tracks with length
greater than or equal to 5 frames were retained as valid semantic
tracks. en, we searched for the semantic tracks corresponding to
a given query as the following:
i) For each input query, a set of tracks with similarity higher than
the predetermined threshold value is proposed by the algorithm.
We name this threshold as the ‘search similarity threshold’, which
is used to nd tracks similar to the query entered in the search
phase. Note that it is dierent from the ‘track similarity threshold’
described in section 3.2 which is used in constructing semantic
tracks.
2It consists of 474 YouTube ocial trailers of American movies released in 2010-2014.
hps://github.com/tadarsh/movie-trailers-dataset
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Figure 4: e concept of IoU, Recall, and Precision in frames
of video segments. If the IoU threshold is set to 0.3, P1 and
P4 which have IoU of 0.4 and 0.5 withG1 andG3 respectively
are considered as correct detection, while P2 and P3 are con-
sidered as false alarms because IoU of P2 withG2 is less than
0.3 and P3 has no overlapping ground truth. erefore, for
this example, the recall and the precision are 66% and 50%,
respectively.
ii) e IoU (intersection over union) between the proposed set of
tracks and the ground truth is calculated by comparing the begin-
ning and ending frames between the proposals and the ground
truth.
iii) e performance of the proposed method is measured with
recall, precision, and mAP.
Note that, unlike the general denition of IoU used in object
detection, here we have dened IoU based on the frames of ground
truth segments and proposed tracks. Also, recall and precision
are slightly dierent from the general ones. Consider there are
Nt ground truth segments {Gi |i ∈ {1, · · · ,Nt }} in a video for a
specic query. (ese are annotated by humans.) For this query,
assume that the proposed method outputs Np proposal semantic
tracks {Pi |i ∈ {1, · · · ,Np }}. For each pair of ground truth and
proposal (Gi , Pj ), we compute the IoU value and if it is greater than
the IoU threshold,Gi is considered to be detected and Pj is marked
as a good proposal. Aer computing IoU values for all the pairs,
we can count the number of detected tracks Nd and the number
of good proposals Nд3. en, the precision is computed as Nд/Np ,
while the recall is calculated as Nd/Nt . See the illustration in Fig 4.
We calculated the recall and precision by varying the IoU thresh-
old from 0.1 to 0.9. Note that the ‘search similarity threshold’ Ssim
can be used to adjust the recall for a given IoU threshold, i.e. if Ssim
is low, many semantic tracks are proposed and the recall tends to
increase. is way, the average precision (AP) can be calculated
by taking the average of precisions at dierent recall values in
{0.0, 0.1, · · · , 1.0}. e mean AP (mAP) is obtained by taking the
mean of AP for all the input queries.
For all the experiments, we compared the performance ofword2vec
and skip-thought vector as a model for embedding a sentence into
a vector and measuring the similarity.
Table 1 shows the performance (precision and recall) compari-
son of the sentence embedding schemes with dierent track and
search similarity thresholds, which are abbreviated as Tsim and
Ssim , respectively, in the table. e recall and the precision are
computed based on the number of proposed tracks that have IoU
with ground truth exceeding the IoU threshold of 0.3.
3Note that Nd and Nд can be dierent for a small IoU threshold.
Table 1: Recalls and precisions for dierent track similar-
ity thresholds (Tsim ) and search similarity thresholds (Ssim ).
IoU threshold is xed to 0.3
stv w2v
Ssim
Tsim 0.6 0.7 0.8 0.6 0.7 0.8
Recall
0.6 0.783 0.606 0.422 0.691 0.542 0.428
0.7 0.711 0.527 0.356 0.598 0.477 0.37
0.8 0.659 0.471 0.336 0.561 0.444 0.376
Precision
0.6 0.092 0.156 0.194 0.171 0.211 0.273
0.7 0.087 0.146 0.168 0.161 0.191 0.23
0.8 0.079 0.138 0.15 0.144 0.175 0.228
Track similarity threshold is used to construct semantic tracks
in the tracking phase. As this value increases, the connection
between consecutive image captions tends to decrease and the
number of tracks could be reduced. In general, this reduces recall,
since it essentially reduces the number of tracks that can be oered,
regardless of the IoU threshold. On the contrary, as this value
decreases, false positive tracks could be increased, because many
tracks having relatively weak semantic similarity are generated.
is reduces the precision in general. Table 1 shows this trend
without exception.
On the other hand, search similarity threshold is used to nd
tracks similar to the query entered in the search phase. As this value
increases, the proposal for tracks that are semantically similar to the
input query is reduced. us, the recall tends to be reduced although
there is an exception for word2vec at Tsim = 0.8. In this case, as
Ssim is increased from 0.7 to 0.8, the recall increases slightly from
0.37 to 0.376. It is noted that increasing search similarity threshold
does not increase precision, since the search similarity threshold
only controls the selection among the existing semantic tracks,
not aects the creation of new tracks. On the contrary, in our
experiment, as search similarity threshold increases, the precision
decreases slightly for all the cases.
Overall, model with skip-thought vector shows beer perfor-
mance in recall and word2vec has beer performance in precision.
As described in Section 3.3, word2vec is basically a word vector
extractor. erefore, average of word vectors does not fully express
the meaning of the sentence. On the other hand, skip-thought
vector has a sentence-level representation that converts a sentence
directly into a vector. Since it is likely to robust to order of word
and grammar, more tracks could be connected at tracking phase,
and more similar tracks could be proposed at search phase. As a
result, the performance of recall increases, and the performance of
precision decreases.
Fig 5 shows the change in recall and precision as the IoU thresh-
old changes. Tsim is x at 0.7 and Ssim is xed at 0.6. As in Table 1,
skip-thought vector has beer performance in recall and word2vec
has beer performance in precision.
Table 2 shows the mAP of skip-thought vector and word2vec.
In order to prevent the high precision values at recall less than
0.5 from predominantly aecting the performance of the mAP, we
further calculated the mAP for a case where recall is 0.5 or more. In
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Figure 5: Recall and precision according to changes in IoU
threshold. Tsim and Ssim are xed to 0.7 and 0.6, respectively.
Table 2: Performance (mAP) comparison of skip-thought
vector (stv) and word2vec (w2v)
w2v stv
mAP 0.549 0.654
mAP (Recall ≥ 0.5) 0.259 0.323
the table, we can see that the mAP of skip-thought vector is beer
than word2vec.
4.3 alitative Evaluation
For qualitative performance evaluation, we have created a simple
demo for retrieval of video segments that can be found in the
supplementary video. In this section, we will cover some interesting
issues and we show some proposal examples for segments that are
semantically similar to the input queries.
Distinguishing two sentenceswith dierentmeanings con-
sisting of the same words. is problem was raised in [3]. Since
conventional methods basically take an object or concept-based
approach, inevitably they have to use graphs, structures, or syntac-
tic trees. On the other hand, since our method is a sentence-based
approach, we can solve this problem using semantic similarity, with-
out the use of graphs, structures, or syntactic trees. For the two
sentences ‘the person rode the horse’ and ‘the horse rode the person’,
the cosine similarity calculated using skip-thought vector is 0.68
which is smaller than 1. erefore, the application can prevent
the two sentences from being connected or retrieved through the
threshold seing.
Searching dierent states and behaviors of the same ob-
ject. Our task is not just to nd simple objects, but to be able to
understand complex states and behaviors. For example, two sen-
tences such as ‘e bird is ying’ and ‘a bird on the branches’ could
be searchable separately for each query. ese are shown in Figure
6.
Searching and localization. Ourmethod is based on theDense-
cap, which combines image captioning and object detection. Basi-
cally, the Denscap looks for an area with objects or visual informa-
tion, and generates a description that contains semantic information
about the area. In our method, even when performing ‘tracking
by caption’, tracking is performed based on area information with
objects or visual information. erefore, our application not only
nds the video segments corresponding to the input query, but also
knows where the information is located in the image within the
video. Specically, it is represented as a boxes in the image of each
frame. ese are shown in Figure 7.
Finally, Figure 8 shows the result of the proposed method on
a movie trailer. Note that skip-thought vector proposed many
proposals such that more than 2 proposal tracks hit one ground
truth and the number of detected tracks (Nd = 2) and the number
of good proposals (Nд = 5) are dierent.
5 CONCLUSION
In this paper, we proposed a novel approach for searching segments
of videos from natural-language queries. We build a pipeline which
exploits the Densecap model and the proposed tracking method.
Most of all, we developed the ‘tracking by caption’ method which
uses semantic relevance of captions in a way of tracking captions,
rather than tracking objects or concepts. Aer tracking is com-
pleted, the model extracts several semantic tracks which represent
spatio-temporal segments in a video. en the model is able to
oer matched semantic tracks which users need to search. Our
proposed method also shows signicant exibilities when a user
try to nd scenes in a movie. It only necessitate describing a scene
with natural language queries that are used in real life.
Moreover, we created a new evaluation dataset to evaluate the
performances of the proposed video segment search method quan-
titatively. With the dataset, experimental results show that our
proposed model could be applied in practice meaningfully. In the
future, we plan to develop our model as an end-to-end model to
avoid accumulated errors that oen occur in a pipeline.
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Figure 8: Performance of the proposed method on a real movie trailer.
