Abstract. In this paper, we study the John-Nirenberg inequality for BMO and the atomic decomposition for H1 of noncommutative martingales. We first establish a crude version of the column (resp. row) John-Nirenberg inequality for all 0 < p < ∞. By an extreme point property of Lp-space for 0 < p ≤ 1, we then obtain a fine version of this inequality. The latter corresponds exactly to the classical John-Nirenberg inequality and enables us to obtain an exponential integrability inequality like in the classical case. These results extend and improve Junge and Musat's John-Nirenberg inequality. By duality, we obtain the corresponding q-atomic decomposition for different Hardy spaces H1 for all 1 < q ≤ ∞, which extends the 2-atomic decomposition previously obtained by Bekjan et al. Finally, we give a negative answer to a question posed by Junge and Musat about BMO.
Introduction
This paper deals with BMO spaces and atomic decomposition for noncommutative martingales. The modern period of development of noncommutative martingale inequalities began with Pisier and Xu's seminal paper [18] in which they established the noncommutative Burkholder-Gundy inequalities and Fefferman duality theorem between H 1 and BMO. Since then remarkable progress has been made in the field. We refer, for instance, to [6] , [9] , [11] , [20] for other noncommutative martingales inequalities, to [14] , [1] for interpolation of noncommutative Hardy spaces and to [16] , [17] for the noncommutative Gundy and Davis decompositions. Let us also mention two other works that motivate the present paper. The first one is Junge and Musat's noncommutative John-Nirenberg theorem [8] and the second the 2-atomic decomposition of the Hardy spaces H 1 by Bekjan, Chen, Perrin and Yin [1] .
Before describing our main results, we recall the classical John-Nirenberg inequalities in the martingale theory. Let (Ω, F, P) be a probability space and (F n ) n≥0 an increasing sequence of sub-σ-algebras of F with the associated conditional expectations (E n ) n≥0 . The BM O(Ω) space is defined as the set of all x ∈ L 1 (Ω) with the norm
The classical John-Nirenberg theorem says that there exist two universal constants c 1 , c 2 > 0 such that if x BM O < c 2 , then sup n E n (e c 1 |x−x n−1 | ) ∞ < 1. (1.2) This statement is equivalent to the following one: There exists an absolute constant c such that for all 1 ≤ p < ∞,
A duality argument yields E n |x − x n−1 | Accordingly, (1.2) can be reformulated as: For any n ≥ 1, E ∈ F n and λ > 0 1 P(E) P ω ∈ E : |x(ω) − x n−1 (ω)| > λ ≤ c 2 exp(−c 1 λ/ x BM O ). (1.7)
Junge and Musat [8] proved a noncommutative version of John-Nirenberg theorem corresponding to (1.5) . To state their result we need fix some notation. Let M be a von Neumann algebra with a normal faithful tracial state τ . Let (M n ) n≥1 be an increasing sequence of von Neumann subalgebras of M such that the union of M n 's is w * -dense in M. Let E n be the conditional expectation of M with respect to M n . Define
E n |x − x n−1 | However, this theorem does not correspond to the commonly used form of the classical John-Nirenberg inequality. On the other hand, it does not hold (see Remark 3.14 for a counterexample) when considering BMO c (M) or BMO r (M) separately. The first purpose of this paper is to remedy these aspects of Junge and Musat's theorem. The following is one of our main results. We refer to the next section for all spaces and notations used below. P(M) denotes the set of all projections of M. The two constants α p and β p have the following properties (i) α p = 1 for 2 ≤ p < ∞;
(ii) α p ≤ C 1/p−1/2 for 0 < p < 2; (iii) β p ≤ cp for 2 ≤ p < ∞; (iv) β p = 1 for 0 < p < 2.
This result goes beyond Junge/Musat's result in two aspects. First we extend their result to all 0 < p < ∞. Second, the b's in the definition of B p (·) are reduced to projections e's in PB p (·), which corresponds exactly to the form (1.6) in the classical case. Furthermore, the optimal constants β p in Theorem A enable us to formulate John-Nirenberg inequality that corresponds to the form (1.7). That is, let x ∈ BMO(M), then for all natural numbers n ≥ 1, all e ∈ P(M n ) and for all λ > 0, we have
with c an absolute constant. By the essentially same idea, we establish similar results for BMO c (M) and BMO r (M) separately, but only with 2 ≤ p < ∞ (see Remark 3.9). We now turn to the second objective of this paper: the atomic decomposition of different noncommutative Hardy spaces. Let us recall the 2-atomic decomposition obtained in [1] . An element a ∈ L 1 (M) is said to be a (1, 2) catom with respect to (M n ) n≥1 , if there exist n ≥ 1 and e ∈ P(M n ) such that (i) E n (a) = 0; (ii)ae = a; (iii) a 2 ≤ (τ (e)) −1/2 . The atomic Hardy space h c 1,at (M) is defined as the space of all x ∈ L 1 (M), such that the following · h c 1,at norm is finite,
Here the infimum is taken for possible decompositions x − E 1 x = j λ j a j with λ j ∈ C, a j being (1, 2) c -atom. It is proved in [1] that x ∈ h c 1 (M) if and only if x ∈ h c 1,at (M) and
Together with the equivalence H c
, the authors of [1] also obtained a 2-atomic decomposition for H c 1 (M). Let us briefly recall the argument used in [1] . The dual space of h c 1,at (M) can be described as
Actually, the supremum in the definition above can be taken for all b ∈ L 1 (M n ) since the extreme points of the unit ball of L 1 (M n ) are all multiples of projections. Therefore,
Then the duality h c
. It is well known in the classical theory that 2-atoms in the previous atomic decomposition can be replaced by q-atoms for any 1 < q ≤ ∞. Let us recall these atoms in the commutative case. A function a ∈ L 1 (Ω) is said to be a q-atom if there exist n ≥ 1 and E ∈ F n such that
q . We refer to [22] for more information.
The main difficulty to obtain q-atomic decompositions in the noncommutative case is that the key equivalence (1.8) no longer holds if one replaces the power indices 2 by q ′ = 2, 1 ≤ q ′ < ∞. We overcome this obstacle by Theorem A.
Theorem B. For all 1 < q ≤ ∞,
with equivalent norms. Here h at 1,q (M) is the q-atomic Hardy spaces with its atoms defined as: a ∈ L 1 (M) is said to be a (1, q)-atom with respect to (M n ) n≥1 , if there exist n ≥ 1 and a projection e ∈ P(M n ) such that
This is exactly the noncommutative analogue of the classical atomic decomposition. Moreover, applying the conditional version of John-Nirenberg inequality for BMO c (M) (resp. BMO r (M)), we get a q-atomic decomposition for h c 1 (M) (resp. h r 1 (M)) with 1 < q ≤ ∞ (see Theorem 4.12), hence recover the 2-atomic decomposition of [1] mentioned above.
As in the classical case (see e.g. [3] ), we also find some applications of our results. Indeed, the John-Nirenberg inequality and atomic decomposition built in this paper have been used in [5] to establish H 1 → L 1 boundedness of noncommutative paraproducts or martingale transforms with noncommuting symbols or coefficients.
Our paper is organized as follows. Section 2 is on preliminaries and notation. All the results on John-Nirenberg inequality will be presented in section 3. Section 4 is devoted to the atomic decomposition of Hardy spaces. In section 5, we answer Junge/Musat's question in [8] which implies that the John-Nirenberg inequality in the classical sense does not hold any more in the noncommutative setting.
In this article, the letter c always denotes an absolute positive constant, while C an absolute constant bigger than 1. They may vary from lines to lines.
Preliminaries and notations
Throughout this paper, we will work on a von Neumann algebra M with a normal faithful normalized trace τ . For all 0
we denote the right and left supports of x by r(x) and l(x) respectively. r(x) (resp. l(x)) is also the least projection e such that xe = x (resp. ex = x). If x is selfadjoint, r(x) = l(x), denoted by s(x). We mainly refer the reader to [19] for more information on noncommutative L p spaces.
Let us recall some basic notions on noncommutative martingales. Let (M n ) n≥1 be an increasing sequence of von Neumann subalgebras of M such that the union of the M n 's is w * -dense in M. Let E n be the conditional expectation of M with respect to M n . A sequence x = (x n ) in L 1 (M) is called a noncommutative martingale with respect to (M n ) n≥1 if E n (x n+1 ) = x n for every n ≥ 1. If in addition, all the x n 's are in L p (M) for some 1 ≤ p ≤ ∞, x is called an L p -martingale. In this case we set
Let x = (x n ) be a noncommutative martingale with respect to (M n ) n≥1 . Define dx n = x n − x n−1 for n ≥ 1 with the convention that x 0 = 0 and E 0 = E 1 . The sequence dx = (dx n ) n is called the martingale difference sequence of x. In the sequel, for any operator x ∈ L 1 (M) we denote x n = E n (x) for n ≥ 1.
The sequence (M n ) n≥1 will be fixed throughout the paper. All martingales will be with respect to (M n ) n≥1 . Let 1 ≤ p < ∞. Define H c p (resp. H r p ) as the completion of all finite L p -martingales under the norm
The noncommutative martingale Hardy spaces H p (M) are defined as fol-
The space BMO c is defined as
and
equipped with the norm
Pisier and Xu [18] proved the two fundamental results:
and (H 1 (M)) * = BMO(M). Their work triggered a rapid development of the noncommutative martingale theory.
We will also work on the conditional version of Hardy and BMO spaces developed in [9] . Let x = (x n ) n≥1 be a finite martingale in L 2 (M). We set
with the usual modification for p = ∞. The noncommutative conditional martingale Hardy spaces are defined as follows: if 0 < p < 2,
equipped with the (quasi-)norm
The space bmo c is defined as
We refer to [9] , [12] , [20] , [21] , [7] , [17] for more information on these spaces.
3. John-Nirenberg inequality
Below is our first version of the column (resp. row) John-Nirenberg inequality.
Theorem 3.3. For all 0 < p < ∞, there exist two constants α p and β p such that α
The similar inequalities hold for · bmo r p and · bmo r .
Proof. We only need to prove the column case, since the row case can be done by replacing x with x * . First consider the case 2 < p < ∞. We will show the following inequalities:
The left inequality is obtained directly by Hölder's inequality. In fact, taking a ∈ M n with a 2 ≤ 1, there exists a factorization a = a 0 a 1 such that
We invoke complex interpolation to prove the right inequality.
there exists an operatorvalued function B which is continuous on S and analytic in the interior of S such that B(θ) = b and
On the other hand, by a simple calculation, we have
Therefore, by interpolation,
with relevant constant majorized by cp. We then deduce that
hence the desired inequality holds.
For the case 0 < p < 2. We show the following inequalities:
Again, the left inequality is obtained by Hölder's inequality. It remains to prove the right one. We choose 2 < p 1 < ∞ and 0 < θ < 1 such that
Then we have the following two inequalities:
Then by interpolation, we get
.
Now by the trivial contractive inclusion (h
, and the right inequality in the case 2 < p 1 < ∞, we get
Remark 3.4. The constant in (3.1) is optimal. This can be seen as follows.
* with constant independent of p by duality. Finally, by the optimal embedding (h c p ′ (M)) * ⊂ h c p (M) with constant cp in [9] and bmo
with optimal constant cp. It is natural to ask whether there is a result similar to Theorem 3.3 for BMO c by replacing h c p and x − x n in the definition of bmo c p by H c p and x − x n−1 respectively. Using the identity
proved in [17] , we are reduced to deal with the diagonal space bmo d (M). Surprisingly, the result is true only for 2 ≤ p < ∞ (see Remark 3.9).
Remark 3.6. For p = 2, we recover the spaces BMO c (M), BMO r (M) and BMO(M).
The following lemma will alow us to handle with the diagonal space
Lemma 3.7. For 2 ≤ p < ∞, we have [20] , Remark 5.4 as a reference for the constant we use here), we have
For the first inequality, without loss of generality assume b ∞ = 1. Note that for selfadjoint x ∈ M, x p ≤ cp x H c p (see [20] , Remark 5.4). Then
And then
with equivalent norms. More precisely,
Using the previous lemma and the identity
, we can easily deduce Theorem 3.8 from Theorem 3.3. We will however present a direct proof.
Proof. We only prove the inequalities for the column case, the row case can be dealt with similarly. By the previous lemma and Hölder's inequality, we have
Conversely, by the previous lemma,
Note that, by the Hahn-Banach theorem and the duality between H c 1 (M) and
Thus by the noncommutative Stein inequality (see [20] for the constant used below) and Hölder's inequality,
Combining this with (3.2) we finish the proof.
Remark 3.9. It is a bit surprising that Theorem 3.8 is actually wrong for any p < 2. Indeed, choose a filtration M 1 , M 2 , M 3 ,...,M n−1 and y ∈ M n−1 such that y p = 1 and
with Ω = {0, 1} with µ{1} = µ{0} = 1/2. We certainly can view M k , k < n as the space of constant functions on Ω, so M k ⊂ M n . Let x = 1 on {0} and x = −1 on {1} then x n−1 = 0. Let a = y on {0} and a = −y on {1}. Then (x − x n−1 )a = y whose H c p norm equals c n and
In the rest of this subsection, we turn to Junge/Musat's type of JohnNirenberg inequality. In [8] , Junge and Musat established the inequality for 2 < p < ∞ in the state case. Later the second author of the present paper gave a simple proof for all 1 ≤ p < ∞ in the tracial setting (see [13] ). The idea of the proof of Theorem 3.3 can be applied to obtain this inequality for all 0 < p < ∞ (see Corollary 3.13). We start again with bmo(M).
Theorem 3.10. For all 0 < p < ∞, we have
The constant α p and β p have the same orders as those in Theorem 3.3.
Proof. We first treat the case 2 ≤ p < ∞. For p = 2, it is trivial. So we can assume 2 < p < ∞. The inequality
follows from Hölder's inequality. We will prove the reverse inequality by interpolation. By a simple calculation, we have the following estimates
On the other hand, it is clear that
Then by the interpolation result of [1] , we have
In the same way, we obtain
Thus we prove the assertion. Now we turn to the case 0 < p < 2, by Hölder's inequality, we obtain the trivial part
Let us prove the inverse one, let 2 < p 1 < ∞ and θ be such that
We view x − x n and (x − x n ) * as two operators. By interpolation,
and similarly for (x − x n ) * . By the estimate for p 1 > 2, we have
. Therefore, we obtain
Remark 3.11. The constant in (3.3) is optimal. This can be seen as follows.
Remark 3.12. We can directly compare the norms · bmop and b p (·) directly for 1 < p < ∞ by using Theorem 3.3.
Let us justify this remark. We first deal with the case 2 < p < ∞. Fix n, for any b ∈ M n with b p ≤ 1, by the noncommutative Burkholder inequality [9] , we have
Another direction can be done by the way in Theorem 3.10,
For the case 1 < p < 2. The trivial part
follows from the noncommutative Burkholder inequality in [9] . Now let us prove the inverse one. Take b ∈ M n with b 2 ≤ 1. By Hölder's inequality, we have
So by the result in Theorem 3.3 for 2 < p ′ < ∞, we have
Then by the definition of bmo 2 (M), we finish the proof by Theorem 3.3
The following corollary extends Junge/Musat's theorem to all 0 < p < ∞. It can be proved similarly as Theorem 3.3. However, using the identity BMO(M) ≃ bmo(M) proved in [17] , we give a simpler proof. Corollary 3.13. For 0 < p < ∞, we have
Proof. For 2 ≤ p < ∞, it is very easy to get
with b ∈ M n and b p ≤ 1. And the rest of the proof is the same to Theorem 3.10.
Remark 3.14. The following example shows that Junge/Musat's JohnNirenberg inequality does not hold for bmo c or BMO c . The example is the same as the one given in Remark 3.20 of [8] . Let n be a positive integer and consider the von Neumann algebra
where M n is the algebra of n × n matrices with normalized trace. For k ≥ 1 let F k be the σ-algebra generated by dyadic intervals in T of length 2 −k . Denote by M k the subalgebra L ∞ (T, F k )⊗M n of M and let E k = E k ⊗ id Mn be the conditional expectation onto M k . Let r k be the k-th Rademacher function on T and consider
Then x is a martingale relative to the filtration (M k ) k≥1 and the martingale differences are given by dx k = r k ⊗ e 1k . A simple calculation shows that 
3.2.
A fine version. Now we can formulate the fine version of the column (resp. row) John-Nirenberg inequality. Finally,
equipped with
The fine version of the column (resp. row) John-Nirenberg inequality is stated as follows. 
follows from the fact that e/(τ (e)) 1/p ∈ M n and its L p -norm equals 1. Now we turn to the proof of the inverse inequality. Since any a ∈ M n with a p ≤ 1 can be approximated by sums k λ k e k /(τ (e k )) 1/p with e k 's in M n and k |λ k | p ≤ 1. Thus we can assume that a itself is such a sum. Then
Therefore by Theorem 3.3,
. Now let 1 < p < ∞. Again, because of the fact that e/(τ (e)) 1/p ∈ M n and its L p -norm equals 1, by Theorem 3.3,
We exploit the result for p = 1 to prove the inverse inequality. By Hölder's inequality, we have
We end the proof by Theorem 3.3 and the result for p = 1,
Now we give the distributional form of the John-Nirenberg inequality for bmo c (M) and bmo r (M).
Theorem 3.17. Let x ∈ bmo c (M). Then for all natural numbers n ≥ 1, all e ∈ P(M n ) and for all λ > 0, we have
with c an absolute constant. Here 1 (λ,∞) (a) denotes the spectral projection of a positive operator a corresponding to the interval (λ, ∞).
Proof. By homogeneity, we can assume x bmo c = 1. We first deal with the case λ ≥ 2c 1 , where c 1 is the constant in inequality (3.4) . Let p = λ/(2c 1 ) ≥ 1, by Chebychev's inequality and Theorem 3.16,
Therefore, we obtain the desired result by letting c = ln 2/(2c 1 ).
Based on the crude version of Junge/Musat's John-Nirenberg inequality in Theorem 3.10 (resp. Corollary 3.8) for bmo(M) (resp. BMO(M)), the argument in the proof of Theorem 3.16 can be adapted to get the fine version of Junge/Musat's John-Nirenberg inequality.
Corollary 3.18. For all 0 < p < ∞, we have
where
The constants α p and β p have the same orders as those in Theorem 3.3.
The constant α p and β p have the same orders as those in Theorem 3.3.
Again, based on Corollary 3.19, by arguments similar to the proof of Thoerem 3.17, we obtain the exponential integrability form of the JohnNirenberg inequality for BMO(M).
Theorem 3.20. Let x ∈ BMO(M).
Then for all natural numbers n ≥ 1, all e ∈ P(M n ) and for all λ > 0, we have
with c an absolute constant.
atomic decomposition
4.1. A crude version of atoms. According to the crude version of the noncommutative John-Nirenberg inequality, we introduce the following Definition 4.1. For 1 < q ≤ ∞, a ∈ L 1 (M) is said to be a (1, q, c)-atom with respect to (M n ) n≥1 , if there exist n ≥ 1 and a factorization a = yb such that
Similarly, we define the notion of a (1, q, r)-atom with a = yb replaced by a = by.
The analogous inequality holds for (1, q, r)-atoms.
Proof. We first deal with the case 1 < q < ∞. By definition, there exists an n such that the (1, q, c)-atom a admits a factorization a = yb as in Definition
Thus by Hölder's inequality,
For the case q = ∞, the calculation is a bit different,
We have used the trace preserving property of conditional expectations in the fourth equality and the operator Jensen inequality in the first inequality. For the second inequality, we have used the property that E n · E k−1 = E n for all k > n and Hölder's inequality. Definition 4.3. We define h c 1,atq (M) as the Banach space of all x ∈ L 1 (M) which admit a decomposition x = k λ k a k , where for each k, a k a (1, q, c) atom or an element in the unit ball of L 1 (M 1 ), and λ k ∈ C satisfying k |λ k | < ∞. We equip this space with the norm
where the infimum is taken over all decompositions of x described above. Similarly, we define h r 1,atq (M). Now, by Lemma 4.2, we have the obvious inclusion h c 1,atq (M) ⊂ h c 1 (M). In fact, the two spaces coincide thanks to the following theorem. 
Proof. (i).
For any x ∈ L 2 (M), we decompose it as a linear combination of two atoms:
Indeed, on the one hand,
On the other hand,
Clearly, E 1 (y) = 0, b q ′ ≤ 1 and
Thus x is a sum of two atoms and
The density is trivial.
(ii). This case is similar to the previous one. We first deal with the case 2 < q < ∞. Given x ∈ L q (M), we write again:
where c q is fixed below. Indeed,
and the noncommutative Burkholder inequality in [9] yields
Therefore,
The case q = ∞ is proved in the same way just by replacing the noncommutative Burkholder inequality by the trivial fact that · bmo c ≤ · ∞ . The density is trivial.
with equivalent norms. More precisely, 
Thus, by the duality identity h c q (M) = (h c q ′ (M)) * (see [9] for the relevant constants),
(ii). Let ϕ be any linear functional on h c 1,atq (M). When 1 < q ≤ 2, by Lemma 4.5 we can find x ∈ L 2 (M) such that |τ (x * y)|.
When 2 < q < ∞, by the same Lemma 4.5, we get the same representation of ϕ with an x ∈ L q ′ (M). Then fix n and take any b ∈ M n with b q ′ ≤ 1. Again, by the duality h c q (M) = (h c q ′ (M)) * , we do the following calculation:
Here, we have used the fact that τ (x − x n ) = τ (y − y n ) = 0 in the second and third equality respectively. The second inequality is due to the fact that (y − y n )b * is a (1, q, c)-atom.
Now we are at a position to prove Theorem 4.4.
Proof. We consider here only the case 1 < q < ∞ and postpone the case q = ∞ to the end of the proof of Theorem 4.12 below. We only need to show the inclusion h |τ (x * y)| ≤ sup
Then we end the proof with the density of h c 1,atq (M) in h c 1 (M). Definition 4.7. We define
equipped with the sum norm
Then by Theorem 4.4, we obtain the atomic decomposition of h 1 (M).
Corollary 4.8. We have
with equivalent norms.
Combined with Davis' decomposition presented in [17] , the above theorem yields H 1 (M) = h 1,atq (M) with equivalent norms. In other words, we obtain an atomic decomposition for H 1 (M) too.
4.2.
A fine version of atoms. Definition 4.9. For 1 < q ≤ ∞, a ∈ L 1 (M) is said to be a (1, q, c) pr -atom with respect to (M n ) n≥1 , if there exist n ≥ 1 and a projection e ∈ P(M n ) such that
Similarly, we define (1, q, r) pr -atoms with r(a) replaced by l(a).
Remark 4.10. A (1, q, c) pr -atom a is necessarily a (1, q, c)-atom. Indeed, we can factorize a as a = yb with y = a(τ (e)) 1/q ′ and b = e(τ (e)) −1/q ′ .
Definition 4.11. We define h c 1,atq,pr (M) to be the Banach space of all x ∈ L 1 (M) which admit a decomposition x = k λ k a k , where for each k, a k is a (1, q, c) pr -atom or an element in the unit ball of L 1 (M 1 ), and λ k ∈ C satisfying k |λ k | < ∞. We equip this space with the norm
where the infimum is taken over all decompositions of x described above. Similarly, we define h r 1,atq,pr (M). Now, by Remark 4.10 and Lemma 4.4, we have the obvious inclusion h c 1,atq,pr (M) ⊂ h c 1 (M). In fact, the two spaces coincide thanks to the following theorem. Again, we prove this theorem for 1 < q < ∞ by showing (h c 1,atq,pr (M)) * = bmo c q ′ ,pr (M). The latter duality equality is proved in the same way as Theorem 4.6. We leave the details to the reader. However by the argument in Theorem 4.6, we can not prove the theorem in the case q = ∞, due to the lack of Riesz representation. Here we provide another way to do it, which seems new, even in the commutative case.
Let P be the set of projections of M. Given e ∈ P let n e = min{k : e ∈ P(M k )}.
Note that n e = ∞ if the set on the right hand side is empty. This case is of no interest in the discussion below. For a family (g e ) e∈P ⊂ bmo
We will consider the Banach space:
: g e e = g e , E ne g e = 0, (g e ) e L P 1 (bmo c ) < ∞}.
We will also need the following space consisting of families in
f e h c
1
For convenience, we denote L P 1 (bmo c ) by X and L P ∞ (h c 1 ) by Z. We embed bmo Proof. (i). Let (f e ) e ∈ Z, for any (g e ) e ∈ X, we have
Thus we get (f e ) e X * ≤ √ 2 (f e ) e Z . We turn to the proof of the inverse inequality. For any (f e ) e ∈ Z, fix e 0 ∈ P, we have
Then we define (g e ) e as g e = (g − g ne 0 e 0 )/τ (e 0 ) if e = e 0 , otherwise g e = 0.
f e 0 h c 1 ≤ (f e ) e X * (g e ) e X ≤ (f e ) e X * , which implies (f e ) e Z ≤ (f e ) e X * .
(ii). Since Y is a subspace of X * , by Krein and Smulian's theorem, we only need to prove that for all t > 0, Y ∩ B t (X * ) is w*-closed in X * , where B t (X * ) is the closed ball of X * centered at the origin and with radius t.
for some ξ ∈ B t (X * ). We will show that ξ ∈ Y , which will complete the proof. We need two facts. The first one is that bmo c 1,pr (M) is a dual space by Theorem 3.16, so its unit ball is w*-compact. Therefore, the bounded net (y α ) α in bmo c 1,pr (M) admits a w * -cluster point y. Without loss of generality, we assume that (y α ) α converges to y in the w * -topology:
The second fact is that for any (g e ) e ∈ X, the sum e g e is absolutely summable in h c 1 (M We can now prove Theorem 4.12 in the case of q = ∞.
Proof. Let Y ⊥ be the preannihilator of Y in X * :
Y ⊥ = {(g e ) e ∈ X : π(y), (g e ) e = 0, ∀y ∈ bmo Using the second fact in the proof of the previous lemma, we get Y ⊥ = {(g e ) e ∈ X : τ (y * e g e ) = 0, ∀y ∈ bmo 
Then by Theorem 4.12 and Perrin's noncommutative Davis decomposition (see [17] ), we get the atomic decomposition of h 1 (M) and H 1 (M). However, using Corollary 3.18, we can obtain another kind of atomic decomposition for h 1 (M) or H 1 (M), which is exactly the noncommutative analogue of the classical case. Definition 4.17. We define h at 1,q (M) as the Banach space of all x ∈ L 1 (M) which admit a decomposition x = y + k λ k a k , where for each k, a k is a (1, q)-atom or an element in the unit ball of L 1 (M 1 ), λ k ∈ C satisfying k |λ k | < ∞, and where the martingale differences of y satisfy j≥1 dy j 1 < ∞. We equip this space with the norm
where the infimum is taken over all decompositions of x as above. a is a (1, q) -atom, then
Lemma 4.18. If
Proof. Without loss of generality, suppose a is a (1, q)-atom with r(a) ≤ e. We apply Corollary 3.18 and the duality (h 1 (M)) * = bmo(M).
a h 1 ≤ c sup By Lemma 4.18, Corollary 3.18 and using arguments similar to those in the proof of Theorem 4.4, we can prove the theorem for the case 1 < q < ∞. For the case q = ∞, we use the argument in Theorem 4.12. Instead of L P 1 (bmo c ) and L P ∞ (h c 1 ), we consider the following two spaces: L P 1 (L ∞ ) = (g e ) e : g e e = g e or eg e = g e , E ne g e = 0, (g e ) e L P 1 (L∞) < ∞ , L P ∞ (L 1 ) = (f e ) e : f e e = f e or ef e = f e , E ne f e = 0, (f e ) e L P ∞ (L 1 ) < ∞ ,
