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INTRODUÇÃO 
A maioria das comunidades ecológicas compõe-se de muitos 
organismos vivos das mais variadas espécies. Cada individuo é um 
organismo complexo que varia continuamente; em qualquer momento seu 
comportamento depende de sua constituição genética, sua idade, as 
vicissitudes de sua vida até o momento e de condições que predominem no 
ambiente em que vive. 
Apesar de toda mudança continua pela qual passa uma população 
(nascimentos, mortes, imigração, entre outros), alguns experimentos 
comprovam que, na ausência de distúrbios externos, a maioria das 
comunidades ou permanecem em equilíbrio por longos períodos ou passam 
por estágios sucessivos até chegar ao equilíbrio. 
As populações em geral variam em tamanho, e a investigação do 
crescimento e do declínio de populações é, historicamente, o ramo mais 
antigo da Ecologia Matemática. Tem-se demonstrado que uma maneira quase 
sempre bem sucedida de se proceder é postular um modelo simples para o 
cálculo das mudanças populacionais e então examinar as consequências 
das hipóteses utilizadas no modelo matemático. 
Porém a grande maioria dos modelos matemáticos usados em 
ecologia teórica para estudar a dinâmica de crescimentos populacionais 
utiliza parâmetros constantes (taxas de natalidade, mortalidade, 
condições ambientais, etc), ou seja, são autônomos. Isto acontece, por 
exemplo, nos modelos presa-predador e competição entre espécies 
propostos por Lotka-Volterra. No entanto, tem-se observado que a 
maioria dos ecossistemas existem em ambientes que variam com o tempo, 
geralmente de modo periódico ou quase periódico. Dessa maneira, um 
modelo mais realista certamente utilizaria uma variação temporal destes 
parâmetros. 
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Variações periódicas em condições ambientais, por exemplo, 
podem ter um efeito significativo em taxas de natalidade e mortalidade, 
disponibilidade de recursos e outros fatores. Apesar disso, a 
influência dessas variações tem recebido pouca atenção, comparada à 
grande literatura que trata de sistemas em ambientes "constantes" e aos 
estudos de ecossistemas em ambientes que oscilam aleatoriamente. 
Poderlamos considerar que, quando essas variações são de 
amplitude suficientemente pequena, elas podem ser negligenciadas e o 
ambiente é considerado constante. No entanto, como veremos 
posteriormente, oscilações ambientais 
qualitativo, que em determinadas 
importantes. 
sempre provocam 
aplicações podem 
um 
ser 
efeito 
muito 
Mais significativamente, sempre existe um efeito 
quantitativo. Em geral, uma oscilação ambiental não pode suportar um 
equillbrio fixo; encontramos em seu lugar equilíbrios oscilatórios de 
pequena amplitude em relação a um valor médio. 
Periodicidade e comportamentos oscilatórios também têm sido 
bastante observados na incidência de doenças infecciosas como sarampo, 
rubéola, varicela e outras. Por exemplo, de 1929 a 1970 houve surtos 
anuais de varicela em Nova York (London e Yorke, 1973). Esse perlodo de 
um ano aparece devido à sazonalidade de alguns fatores, como por 
exemplo a taxa de contato, que oscilava devido a mudanças ambientais e 
até mesmo a agregações periódicas das crianças nas escolas. 
Frente à observação de periodicidade na incidência de 
diversas doenças infecciosas, é grande o interesse no conhecimento de 
como soluções periódicas podem surgir em modelos epidemiológicos. 
Sabe-se que a periodicidade pode surgir de causas relacionadas à 
própria estrutura do modelo epidemiológico (incluindo retardamentos ou 
periodicidades nos parâmetros) assim como em modelos que consideram o 
tamanho da população variável ou com estrutura de idade. 
Matematicamente, o estudo de modelos populacionais onde os 
parâmetros envolvidos variam periodicamente nos leva ao estudo de 
sistemas de equações diferenciais ordinárias com coeficientes 
periódicos ou com termos forçantes periódicos. Embora as propriedades 
de tais sistemas sejam bem conhecidas, os resultados gerais disponlveis 
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não são tão completos quanto para sistemas autônomos, como por exemplo 
na análise de estabilidade de soluções. Apesar disso, quando as 
oscilações são relativamente pequenas, existem métodos de perturbação 
que permitem a obtenção de resultados bastante satisfatórios com 
relação a existência e estabilidade de soluções periódicas (capitulo 
1). 
Motivados pela utilização de um modelo logistico com 
coeficientes periódicos no estudo da dinâmica populacional da espécie 
Donax gemmula em [24) e por um modelo tipo presa-predador no estudo 
da Dengue Hemorrágica em [18), procuramos neste trabalho analisar os 
efeitos provocados pela utilização de parâmetros periódicos em alguns 
modelos clássicos de dinâmica populacional : o logistico (capitulo 2), 
a competição entre duas espécies (capitulo 3) e o presa-predador 
(capitulo 4). 
Essa análise inclui um estudo da existência, da unicidade e 
da estabilidade de soluções periódicas positivas para tais modelos 
assim como algumas aplicações e simulações envolvendo os resultados 
obtidos, utilizando pacotes computacionais como Mathematica (em versão 
disponivel no LABMA do IMECC/UNICAMP para ambiente UNIX) e Solver (para 
ambiente PC do LABMA). 
Os resultados apresentados assim como algumas técnicas 
utilizadas no estudo da estabilidade de soluções periódicas visam 
facilitar a análise de outros modelos que utilizam coeficientes 
periódicos, principalmente na área de epidemiologia. 
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CAPrTULO 1 
RESULTADOS PRELIMINARES 
Apresentamos neste capitulo alguns conceitos matemáticos 
assim como suas respectivas notações, que serão frequentemente 
utilizados no decorrer do texto e são indispensáveis para a compreen-
são. 
1 - Soluções Fundamentais [19) 
Consideremos o sistema homogêneo 
dx/dt = A(t)x(t) (1.1.1) 
Se os elementos da matriz A são funções continuas em t, o 
sistema (1.1.1) possui solução única correspondendo a cada valor 
inicial dado. Ao contrário do caso discreto, não temos uma expressão 
geral para a solução de (1.1.1). Mesmo assim, os conceitos de matriz 
transicão de estado e conjunto fundamental de soluções são bastante 
úteis e determinam a base de toda teoria envolvida. 
Definição 1: 
Dizemos que um conjunto de funções vetoriais a valores reais 
X (t), 
1 
... , X (t) 
m 
são linearmente independentes se não existe 
nenhuma combinação linear não-trivial das mesmas que seja identicamente 
nula. Não entrando no mérito de como obter tais soluções, suponhamos 
que { x (t), x (t), 
1 2 
... , x (t) } seja um conjunto linearmente indepen-
n 
dente de soluções para o sistema (1.1.1). Estas soluções são chamadas 
conjunto fundamental de soluções e se as arrumarmos como colunas de uma 
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matriz n x n, esta matriz resultante X(t) é chamada matriz fundamental 
~ solucões e satisfaz 
dX/dt = A(t)X(t) 
Definição 2: 
Uma matriz transição de estado ~( t, T) correspondente a 
(1.1.1) é uma matriz n x n satisfazendo 
{ 
_.!.__ ~(t,T) = A(t)~(t,T) 
dt 
~(T,T) =I . 
• e 
Da definição acima podemos observar que cada coluna da matriz 
~( t, T) deve ser solução de (1.1.1) além de , em t = T, cada vetor 
solução ser igual a um dos vetores unitários da base canônica usual. 
Assim, encontrando n soluções linearmente independentes de (1.1.1), a 
matriz ~( t, T} pode ser construi da. 
A matriz transição de estado definida acima possui a seguinte 
propriedade: para qualquer solução x(t) de (1.1.1) e T fixo, 
verifica-se que, para qualquer t, 
X(t} = ~(t,T}X(T) . 
Proposição: 
Se X(t) é uma matriz fundamental de soluções correspondente 
ao sistema (1.1.1), então a matriz transição de estado é dada por 
~(t,T) = X(t)X(-rf1 
e consequentemente 
-1 
x(t) = X(t}X(-r) x(-r) 
Dem: ver Luenberger [19]. 
Para o caso não-homogêneo 
dx/dt = A(t}x(t} + B(t)u(t), 
verifica-se que em termos da condição inicial x(t ) a solução é dada 
o 
por 
5 
x(t) 
t 
= ~(t,t )x(t ) + J ~(t,'t")B('t")u(·t) d't" 
o o 
t 
o 
Se A for uma matriz constante em (1.1.1) temos que se X(t) é 
uma matriz fundamental correspondente a este sistema, então 
com 
X( t) tA = e 
tA 
e = I + At + 
Exemplo: [19) 
(ltl < Q) ). 
+ ..... + 
Considere o sistema y' = Ay descrito por: 
0: > o 
+ ..• 
(1.1.2) 
que é equivalente à equação de segunda ordem homogênea para o movimento 
harmônico. 
A matriz fundamental para o sistema (1.1.2) é 
Y(t) = eAt 
onde A é a matriz dos coeficientes em (1.1.2). 
Cal cu 1 ando A 2 tem os: 
[ -o:
2 
o 2] 
o -o: 
2 
=-o: I, 
e podemos concluir que, se k é par, então teremos 
Ak = (-l)k/2 o:k I , e 
Ak+l = (-l)k/2 o:k A . 
(1.1.3) 
Isto torna possivel a construção da matriz Y(t) que é dada 
por: 
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Y(t) At = e = [ cos at 
- a sin at 
(si ncxt )/a] 
cos at 
Consequentemente, qualquer solução de (1.1.2) será combinação 
de sin(at) e cos(cxt). 
No entanto, se A(t) for w-periódica, ou seja, se 
A(t+w) = A(t) para todo t, temos o seguinte teorema: 
Teorema (Floquet): 
Se X(t) é uma matriz fundamental para x' = A(t)x com 
A(t) w-periódica (1.1.4) 
então existe uma matriz P w-periódica não-singular e uma matriz 
constante R tal que 
X(t) = P(t)etR 
Dem: ver Hale [16]. 
O conjunto de todas as matrizes fundamentais de (1.1.1) e 
(1.1.4) determina um conjunto único de raizes caracteristicas para 
wR C = e . Essas raizes são chamadas multiplicadores associados ª matriz 
A. As raizes caracteristicas de R são chamadas de expoentes 
caracteristicos. 
Portanto, se A for uma matriz constante, expoentes 
característicos são o mesmo que raizes características. 
2 - O conceito de estabilidade 
Seja x(t) uma solução do sistema de equações 
dx/dt = F(t,x) (1.2.1) 
definida para ti!:: t Esta solução é chamada estável, segundo Lyapunov, 
o 
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sobre o intervalo [O.~) se 
a) para cada c > O existe 45 = 45(c; t ) > O tal que qualquer 
o 
soluçãox(t)de (1.2.1) que satisfaz a desigualdade lx(t)- x(t >I< 45 
o o 
I x( t) - x( t) I < c , para t i!: t
0 
t chamada assintoticamente estável se, além de ser estável, 
valer também 
b) lx(t) - x(t) 1~ O quando t tende ao infinito. 
A solução que não é estável é dita instável. 
A noção de estabilidade acima tem a desvantagem de depender 
do momento inicial t 
o 
O valor õ não depende somente do desvio 
permitido para a solução, mas também do momento inicial. Se olharmos 
para o problema de perturbações como uma ação de curta duração, vemos 
que tais perturbações podem ocorrer em momentos diferentes do fenômeno, 
e estes momentos são aqueles considerados como momentos iniciais. Dessa 
forma, para que a noção de estabilidade introduzida tenha um caráter 
físico, deseja-se que as posslveis perturbações iniciais não tenham 
efeito prejudicial na dependência do momento inicial. Chegamos assim à 
noção de estabilidade uniforme. 
A solução x(t) é uniformemente estável se 
c) para cada c > O existe õ = õ(c) > O tal que qualquer so-
lução x(t) de (1.2.1) que satisfaz lx(t ) - x(t )I< õ para algum ti!: t 
- 1 1 1 o 
~ lx(t) - x(t) I < c para t i!: t . 
1 
t chamada uniformemente assintoticamente estável se também 
d) existe õ > O tal que para todo c > O existe T = T(c) de 
o 
modo que se 
I x(t ) - x(t ) I < õ para algum t i!: t 
1 1 o 1 o 
~ I x(t) - x(t) I < c para todo t i!: t + T . 
1 
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OBS: Estabilidade assintótica uni forme significa estabilidade 
uniforme e li m x(t) = x(t;t ,x ) uniformemente com respeito a t e x 
o o o o 
woo 
(para t i!: O , I x I < ~ ). 
o o o 
3 - Perturbação de sistemas que possuem solução periódica [4] 
Considere o sistema 
x' = f(t,x,f.L) (1.3.1) 
para lf.LI suficientemente pequeno, sendo que ll é um vetor real. O caso a 
• 
ser estudado é quando (1.3.1) possui uma solução w-periódica x (t) para 
ll = o. 
Vamos supor que f seja real, w-periódica em t, continua em 
(t,X,f.L) quando (t,x) pertence a algum dominio V do espaço (t,x) 
• 
contendo a curva (t,x (t)) e quando lf.LI é pequeno. Supomos também que f 
tem derivadas parciais de primeira ordem com respeito às componentes x 
I 
(i = 1.. .n) de x que são continuas em (t,x,f.L}. 
Teorema 1.3.1: (Função implicita) 
Se a equação 
F(a,fl) = O , n a, ll E IR (1.3.2) 
é satisfeita para a = a 
o 
e fl = fl e se F tem derivadas parciais 
o 
2n IR contendo o ponto P = (a ,fl ) com 
o o o 
conHnuas num domínio aberto de 
F "* O nesse ponto, então 
a 
(1.3.2) determina a em função de fl, 
a = g(fl). 
As derivadas parciais de g podem ser calculadas da identidade 
F( g( fl) ,fl) = O 
válida numa vizinhança do ponto Q = a E IR0 onde F "* O. 
o o ' a 
Dem.: ver Ávila [1]. 
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Teorema 1.3.2: 
Se f satisfaz as condições citadas anteriormente e se a 
• primeira variação de (1.3.1) para ll = O, com respeito à solução x (t), 
n 
• 
y· = I 
j =1 
8 f (t,x (t),O) y 
8X j 
j 
• 
= f (t,x (t),O) y 
X 
(1.3.3) 
não possui solução w-periódica, então para llll suficientemente pequeno 
a equação (1.3.1) possui uma solução q = q(t,f.L), w-periódica, contínua 
* em (t,f.L) e com q(t,O) = x (t). Essa solução é única para cada ll· 
Dem.: 
Seja cp(t,o:,f.L) a solução de (1.3.1) que em t=O assume o valor 
• 
x (O) + o: para I o: I pequeno. 
Da unicidade de cp temos que ela será w-periódica, se e 
somente se, 
• 
cp(w,o:,f.L) = cp(O,o:,f.L) ~ cp(w,o:,f.L) - x (O) - o: = O (1.3.4) 
Para ll = O temos que o: = O. No entanto, se o jacobiano de 
(1.3.4) com respeito às componentes de o: é não-nulo em o: = O e ll = O, 
ou seja, se det [cp (w,O,O) - I] ~ O, segue que o sistema (1.3.4) tem 
0: 
uma única solução o: = o:(f.L) na vizinhança de ll = O, o: = O, onde o: é 
continua em ll e o:(O) = O (cf. Teorema da função implícita). 
Se o jacobiano não se anula, a existência de uma solução 
periódica de (1.1.1) é estabelecida para llll pequeno fazendo 
• 
cp(t,o:(f.L),f.L) = q(t,f.L). Ainda, na vizinhança de x = x (t) esta solução é 
unicamente determinada pois o:(f.L) é único. 
Teorema 1.3.3: 
Se as partes reais dos expoentes característicos de (1.3.3) 
são todas negativas, então (1.3.3) não possui solução periódica e 
portanto a conclusão do teorema 1.3.2 é válida. Neste caso, a solução 
periódica q = q(t,f.L) de (1.3.1) é assintoticamente estável, desde que 
llll seja pequeno. 
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Dem: ver Coddington ( 4 ]. 
Suponhamos ainda que para cada t, a função f satisfaça a 
condição de ser analltica em (X,J.t) para cada (t,x) e V e I JL I pequeno. 
Então, segue que uma solução rp = rp(t,cx,IJ) é analitica em ex e JL para I JL I 
e lcxl pequenos em O ::s t ::s w. 
Por simplicidade, consideraremos agora que JL possui somente 
uma componente. Devido ao fato de f ser analltica, q também será 
analltica e portanto possuirá, para cada t, uma representação em série 
de potências em IJ, com coeficientes que são continuos em t desde que q 
seja continua em (t,J.t): 
Q) 
q(t,J.t) = L JLJ x 0 l(t) = 
j=O 
• 
= x (t) e, 
periodicidade de q(t,j.l). 
(0) (1) 2 (2) X (t) + JLX (t) + JL X (t) + ... , (1.3.5) 
( j) 
X é periódica para cada j devido à 
Substituindo (1.3.5) no sistema (1.3.1) e comparando os 
coeficientes das potências de JL obtemos um sistema de equações 
d .f · · m <2> d d x<k> é b ·d d 1 erenc1a1s para x , x , ... e mo o que o t1 o em termos e 
(j) 
x , j < k , resolvendo um sistema linear de equações diferenciais. 
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CAPrTULO 2 
o MODELO LOG[STICO 
1. INTRODUÇÃO: 
A idéia de que populações são sistemas auto-reguladores, ou 
seja, regulam a própria densidade de acordo com suas características e 
também as do meio ambiente, tem estado em muitos textos sobre Ecologia. 
Essa idéia foi impulsionada por Nicholson [22] , assim como Woodwoth, 
Clark e Huges [5]. Estes desenvolveram estudos de populações de insetos 
cuja densidade é regulada pela própria habilidade tanto na utilização 
de características particulares para o alcance de um limiar de 
favorabilidade quanto na manutenção de influências adversas (por 
exemplo, predadores) em um limite tolerável. 
De uma população que seja fortemente auto-reguladora, no 
sentido de rapidamente atingir um equilíbrio se colocada num ambiente 
constante, não podemos esperar que ela apresente o mesmo comportamento 
num ambiente com variação temporal. Espera-se que, em cada instante t, 
não somente a taxa de variação mas também o nível atual de densidade 
seja determinado pela "história até o tempo t" das variáveis que 
descrevem as influências do meio ambiente e, pelo menos para uma 
população de uma certa idade (isto é, uma em que várias gerações se 
passaram desde a colonização inicial), a densidade limite não seja 
sensível à densidade inicial. 
Denotando por x(t) a densidade populacional no instante t e 
z = (z ,z ,z , ... ) uma lista de variáveis que descrevem as influências 
1 2 3 
externas ou do meio ambiente sobre a população, expressamos o fato 
acima descrito por 
x(t) = F(z1t >) (2.1.1) 
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onde z(t > = z(t-s) = (z (t-s),z (t-s), ... ) 
1 2 
para O::s s< CXI • 
• 
(2.1.2) 
e F é um funcional a valores reais definido no conjunto de funções, ou 
"histórias", z ( t >. 
Embora a densidade populacional de muitos sistemas possa ser 
determinada através de (2.1.1), levando em consideração a história de 
z, isso não vale por exemplo para culturas de laboratório de Lucilia 
cuprina, realizadas por Nicholson [22] . Apesar de uma taxa constante 
de fornecimento de água e comida estas culturas apresentaram violentas 
mas regulares oscilações na densidade de adulto. Nicholson observou em 
seus experimentos que tais oscilações estavam relacionadas ao fato da 
fecundidade e mortalidade serem afetadas pela densidade populacional em 
diferentes etapas dos experimentos. 
Exemplos elementares de casos em que a equação (2.1.1) é 
válida são fornecidos, por exemplo pela equação logistica 
[ 
x(t) ] x'(t) = r(t)x(t) 1 - k(t) . (2.1.3) 
Quando r e k são constantes, (2.1.3) se reduz à conhecida 
equação de Verhulst (1837), que modela a população de alguma espécie 
que tende a um limite máximo sustentável, chamado capacidade suporte do 
meio. Tal fato é expresso pela estabilidade assintótica da solução 
X= k. 
Em (2.1.3) a taxa de crescimento intrinseco r e a capacidade 
suporte do meio k são consideradas como funções do tempo, resultando 
assim uma equação tipo Bernoulli. 
Utilizando o modelo logistico (2.1.3) com parâmetros 
periódicos, encontramos em [24] um estudo populacional da espécie Donax 
gemmula, onde fatores abióticos são considerados responsáveis pela 
inibição da espécie (no caso desta espécie, tempestades sazonais). 
Assim, devido à sua grande importância como modelo de 
crescimento populacional e com o objetivo de investigar existência, 
unicidade e estabilidade de soluções periódicas para o modelo do Donax 
gemmula, faremos primeiramente um estudo da equação logistica (2.1.3) 
sujeita a pequenas oscilações periódicas no meio ambiente envolvido, 
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(relativamente a algum valor médio), analisando o nivel médio 
populacional atingido. A seguir, trataremos a equação logistica dentro 
de um contexto mais geral, apresentanto o conceito de solução canônica 
e obtendo resultados importantes no caso da equação com coeficientes 
periódicos. 
2. O MODELO LOGÍSTICO - PEQUENAS OSCILAÇÕES 
Consideraremos, então, na equação logistica (2.1.3), apenas a 
capacidade suporte do meio sujeita a pequenas oscilações periódicas 
(k = k(t)), enquanto a taxa de crescimento intrinseco (r) permanecerá 
constante. 
Então, no lugar de (2.1.3), temos 
x'(t) = [rx(t)/k(t)] [k(t) - x(t)] (2.2.1) 
onde 
{
k(t)=k [l+f.L<f>(t)] e 
<f>(t) é uma função periódica em t com periodo w > O. 
(2.2.2) 
Dessa forma, poderemos observar o comportamento de x(t) ao 
longo do tempo além das modificações no nivel médio populacional 
atingido. 
Define-se a média de <f>(t) por 
w 
med(4>) = -t, J 
0 
4>(t) dt (2.2.3) 
e consideraremos aqui med(</>) = O 
14 
A magnitude de J.L está ligada à condição k(t) > O para todo 
t > O, para que o modelo seja coerente. Consideraremos também IJ.LI 
suficientemente pequeno para que métodos de perturbação possam ser 
utilizados. 
Dos resultados apresentados no Item 3 do capitulo 1, 
envolvendo sistemas de equações diferenciais que possuem urna solução 
periódica, sabemos que para IJ.LI suficientemente pequeno existe urna 
solução de (2.2.1) que é w-periódica e que difere da solução x = k 
(assintoticamente estável) por um valor que tende a zero com ll· Esta 
solução é única e, desde que os coeficientes sejam anallticos, pode ser 
obtida por meio de séries convergentes 
CIO 
x(t,J.L) = k + L J.Ln xn (t) (2.2.4) 
n=1 
Substituindo (2.2.2) e (2.2.4) na equação (2.2.1) e comparan-
do os coeficientes das potências de J.L, obtemos uma sequência de 
equações diferenciais para x
1
, x
2
, . . . • Usaremos apenas os termos até 
2 
a ordem de J.L , pois estamos considerando IJ.LI suficientemente pequeno, 
ou seja, 1 irn J.Ln = O. São eles: 
n~ 
x' + r x = r k ~ 
1 1 
(2.2.5) 
x' + r x = r(2~ x - k~2 - x2/k) 
2 2 1 1 
(2.2.6) 
A equação (2.2.5) tem uma solução w-periódica x (t) que pode 
1 
ser obtida através de cálculos elementares utilizando as técnicas de 
resolução de equações diferenciais ordinárias lineares; esta solução 
tem média nula pois 
onde x é w-periódica. 
1 
x'(t) dt = X (w) - X (0) = 0 
1 1 1 
No entanto, para a solução de (2.2.6) obtemos, como expressão para a 
média (em geral não nula), o seguinte: 
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med(x ) = med(2t/> x - k 4>2- x 2 /k 
2 1 1 
= - 1 med[(kt/> - x )2 ) 
k 1 
(2.2.7) 
A expressão aproximada (com erro da ordem de 1l> para x(t) é 
dada por: 
x(t) = k + ll X (t) + IJ.2 X (t) 
1 2 
e, consequentemente, 
med [x(t)) = k } (2.2.8) 
Exemplo 1: 
Se tomarmos, em (2.2.5) t/>(t) = cos(at), a = 2n/w, teremos: 
X (t) = rk 
1 ---
[r cos(at) + a sin(at)) 
2 2 
r + a 
e de (2.2.8), que 
med (x(t)J = k { I -
Nas figuras a seguir podemos observar o comportamento de x(t) 
para k(t) constante ou periódica, onde r = 0.3, a = n e x(O) = 500. 
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M! 
OBS: De (2.2.8) podemos concluir que, no caso da equação 
loglstica, a presença de componentes oscilatórias do tipo (2.2.2), onde 
a média de (/>(t) é nula, sempre reduz o valor médio da população abaixo 
da capacidade suporte alcançada em meio constante, pois a média de 
x(t), 
med (x(t)) 
é sempre menor que k. 
Um outro exemplo para a análise da presença de pequenas 
componentes oscilatórias pode ser dado por uma forma generalizada da 
equação loglstica, onde os parâmetros envolvidos são constantes: 
Exemplo 2: 
Seja 
x' = (r x/k) (k - x - F(x)) (2.2.9) 
e F é uma função de classe C2 • Suponhamos que (2.2.9) admite um ponto 
de equillbrio x > O , assintoticamente estável. 
o 
A condição de estabilidade assintótica do ponto de equillbrio 
x > O, para (2.2. 9), é dada pelo sinal negativo do autovalor da 
o 
equação linear associada, isto é: 
temos 
i\ = 
Assim, 
~~ <o a x 
x=x 
o 
onde f(x) = rx - rx2/k - rxF(x)lk 
ar 1 ax 
x=x 
o 
= [r - 2rx - rF(x) 
k k 
= (r/k)(k -2x - F(x ) -x F0 
0 0 0 X 
x=x 
o 
Como k - x - F(x ) = O visto que x é ponto de equilíbrio, 
o o o 
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ar I < o r (-x o ) < o 
ax 
~ k -X F o 0 X 
x=x 
o 
~ ( 1 + Fo > o (2.2.10) 
X 
onde F~ denota a derivada de F em relação a x no ponto x
0
• 
Um caso particular da equação (2.2.1), análogo ao modelo do 
exemplo 2, consiste em se considerar somente a capacidade suporte como 
um parâmetro periódico, isto é, 
dx/dt = [rx /k(t)] [k(t) - x - F(x)] 
onde k(t) = k [1 + J.ttf>(t)]. 
(2.2.11) 
Para analisar as condições de estabilidade de (2.2.11) 
consideremos a solução x(t,J.t) na forma de série de potências: 
x( t,J.t) = 
onde cada x é w - periódica. 
n 
X + 
o 
(2.2.12) 
Quando I J.tl é suficientemente pequeno, (2. 2.12) pode ser 
considerada uma perturbação do ponto de equilibrio de (2.2. 9). 
Substituindo (2.2.12) em (2.2.11), após a expansão de F(x) em 
série de Taylor, obtemos as seguintes equações: 
x' + mx = r x 1/> 
1 o 
(2.2.13) 
(2.2.14) 
onde m = r x (1 + F0 )/k e F0 denota a segunda derivada de F no ponto 
0 X XX 
x. 
o 
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A equação (2.2.13) tem uma solução que é w-periódica x (t),l 
1 
cuja média é zero. Queremos obter a média para x
2
(t). 
Multiplicando a equação (2.2.13) por x (t), e tomando a média 
1 
de ambos os lados temos 
m med(x2 ) = rx med(x f/J) 
1 o 1 
A seguir, elevando ambos os lados de (2.2.13) ao quadrado e: 
tomando a média, obtemos: 
Substituindo as duas equações anteriores em (2.2.14), temos a 
seguinte expressão para a média de x (t): 
2 
med(x ) = 
2 r m x 
o 
o 
r x F 
0 XX 
2 k m 
2 
med(x ) 
1 
(2.2.15): 
O valor médio de x(t) 3 (erro da ordem de fl ) pode ser. 
analisado através de (2.2.15), pois a expressão final para o valor de:· 
med[x(t)] é dado por: 
med [x(t)] = x + f.!2med[x (t)] . 
o 2 
Se F0 > O , como no caso em que 
XX 
2 F(x) = f3 x com f3 > O 
o nivel populacional assintótico sofre um decréscimo, se o compararmos 
com o nivel limite em ambiente constante. 
Por outro lado, pode ocorrer um aumento do nivel populacional 
assintótico na presença de oscilações periódicas quando F0 < O , desde 
XX 
que no lado direito de (2.2.15) o segundo termo domine o primeiro. 
Por exemplo, seja 
20 
F(x) = f3 (1 - e -rx ) com f3 > o. r > o. (2.2.16) 
o 2 -r x Neste caso. F = - f3r e o < O. 
XX 
Utilizando (/>(t) dada por (/>(t) = cos(cxt) • a = 2nlw, obtemos: 
2 2 { 2 -7 X r x rxf3r e o 
2(m2 + 
0 
cx2 ) ___ o_2_k_m ___ _ (2.2.17) 
que será positiva ou negativa dependendo dos parâmetros. 
Observamos ainda que se as soluções não-perturbadas forem 
assintoticamente estáveis então as soluções (2.2.4) e (2.2.12) também 
serão assintoticamente estáveis para IIJ.I suficientemente pequeno. Este 
resultado segue do Teorema 1.3.3 sobre perturbações de sistemas. 
apresentado no capitulo 1. 
Portanto. tanto para a equação (2.2.1) como para (2.2.9) a 
presença de componentes com pequenas oscilações faz com que pontos de 
equilibrio constantes sejam transformados em soluções de equilibrio que 
oscilam periodicamente, cujo valor médio em geral não é o mesmo dado 
pelas equações não-perturbadas. podendo ser maior ou menor. dependendo 
do modelo e dos parâmetros. 
3 - O MODELO LOGÍSTICO COM COEFICIENTES PERIÓDICOS 
Nosso objetivo agora é mostrar que para cada escolha de r e 
k, funções mensuráveis em IR com 
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inf r(t) > O 
tE R 
inf k(t) > O 
t E IR 
sup r(t) > O , 
tE R 
sup k(t) > O , 
t E IR 
a equação logistica 
dx 
---a-t = r(thdt) [ 1 
_ x(t)l 
"k(t) 
(2.3.1) 
(2.3.2) 
possui uma solução chamada canônica, que é um atrator global (para x 
positivo) e que é determinada pelas funções r e k através de uma 
relação da forma (2.1.1) com z = (r,k). No caso em que r e k são 
periódicas, a solução canônica também o será. 
SOLUÇÕES CANÔNICAS 
Toda equação da forma (2.3.2), do tipo Bernoulli, pode ser 
resolvida fazendo y = 1/x (y
0 
= 1/x
0
), com x > O. 
Obtemos dessa maneira uma equação diferencial linear de 
primeira ordem 
dy = -r(t)y + r(t) 
dt kTt) 
cuja solução é dada por 
y(t) = ex+(r(T) dTJ [ y0 + (•xp( (r(T)dTJ r( s) 1{(5) dsl 
Fazendo x = 1/y obtemos como única solução para (2.3.2) 
satisfazendo a condição inicial x(t ) = x > O, a seguinte: 
o o 
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[ t l x 0exp Lr(·J d< 
x(t) o = 
t [(r(~) d~ ] 1 + x 0 L exp f3(T) dT 
o 
(2.3.3) 
onde f3(t) r(t) = k(t) 
A expressão (2.3.3), colocada na forma: 
é transformada, através das mudanças de variáveis 
~=t-er ~ d~ = - der e "[' = t- s ~ dT = - ds 
em 
(2.3.4) 
Das propriedades de r e k, ou seja, existência de ínfimo e 
supremo de cada função segue: 
i) a existência das integrais impróprias; 
ii) o primeiro e o terceiro termos da expressão (2.3.4) se 
aproximam de zero quando t _,. co, enquanto que o termo médio é limitado 
inferiormente, ou seja, 
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00 Js 
- r(t-cr)do' J e 0 lllt-s) ds ~ 
o 
inf r 
sup k J
oo -(sup r) s 
e ds 
o 
J
oo - Js r( t-er) do' 
.. e 
0 ~(t-s) ds 2:: inf r > 0 ( sup r) ( sup k) 
o 
Dessa forma, 
• lim lx(t)- x (t)l =O, (2.3.5) 
4CXI 
onde x é dada por (2.3.3) e 
X • (t) = [ f e-(or(t-.r) d<r #I( t-s) ds ri , o~ s< Cl) • (2.3.6) 
• 
x é chamada solução canónica de (2.3.2) para o par de 
funções r e k e satisfaz (2.3.2) para todo t. 
Assim, até agora podemos concluir que (2.3.6) nos fornece uma 
solução assintótica para (2.3.2) e que a expressão (2.3.3) é válida 
desde que dada uma condição inicial (na verdade x > O) 
o 
Assumiremos, sem perder a generalidade que a função k 
(i) é continua em cada subintervalo finito de ~ ; 
(i i) é sempre continua à esquerda, isto é, 1 i m k( 't') 
+ 
= k(t), 
para todot e IR. 't'-+t 
Analisaremos a partir de agora o caso em que r e k são 
funções w-periódicas, com w > O, isto é : 
r(t+W) = r(t) e k(t+w) = k(t) (2.3.7) 
• Com essa caracteristica das funções r e k, obtemos que x 
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também é w-periódica. 
De fato, 
• -- [ Jcooe- fo r( t +c.HT ) x (t+w) do- #l(t ... -s) ds r' = 
co Js -1 
= [ L.- o r(t-.r) do- #l(t-s) ds l • =X (t) 
• A fim de obter uma expressão mais simples para x indicamos o 
valor médio de r por 
e 
med[r) = ! r r(t) dt 
o 
t t 
r (s) = r(t-s) - med[r) = r (s) - med[r) 
d 
t k (s) = k(t-s) 
Verifica-se facilmente que r t tem média nula e a função 
d 
1-------+ [r~(v) da 
o 
s 
é periódica de periodo w. 
• 
(2.3.8) 
(2.3.9) 
(2.3.10) 
Utilizando a expressão (2.3.6) que define x (t), as defini-
ções anteriores e a periodicidade das funções r e k temos 
• -1 __ Jcoe-med [r) s 
X (t) 
o 
= t.. r: [0 -med[r)(unw)] [.-J: 
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t 
r (cr) 
d der ] t t -1 
r ( s) k (s) ds 
• -1 
X (t) 
(2.3.5). 
3 
Através de mudanças de variáveis obtemos 
Se r = r = constante, então 
o 
Exemplo 
Sejam 
{ ~(;)1~5 3 + 2 sin(nt) 
x(O) = 1 
r( t -<r ) der 
-1 
r k(t-s) 
o 
ds 
t t -1 
r (s)k ( s) ds 
] 
-1 
(2.3.12) 
Na figura a seguir, observa-se a rapidez de convergência de 
' t 
11 12 
* Figura 2.4- Solução can6ni.ca x (t) e a solução x(t) com x(O) = 1 
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Portanto, se os parâmetros envolvidos são funções 
w-perlódicas obtemos uma expressão "analltica" para a solução periódica 
do modelo log1stico (2.3.2) e temos ainda que qualquer solução de 
(2.3.2) satisfazendo uma condição inicial x(t ) = x se aproxima da 
o o 
• solução periódica x (t). 
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4 - EXISTtNCIA. UNICIDADE E ESTABILIDADE DE SOLUÇÕES 
PERIÓDICAS 
Até aqui estivemos preocupados em obter uma solução periódica 
positiva para (2.3.2). Porém no texto precedente a solução procurada -
e obtida - se caracterizava por ser periódica e positiva. Ficaram de 
lado, até aqui, as questões de unicidade e de estabilidade. Para que 
estas questões sejam discutidas são necessárias algumas considerações 
preliminares. 
Por simples conveniência, passaremos a considerar a equação 
logistica na forma 
dx/dt = x [b(t) - c(t)x] (2.4.1) 
Seja B o espaço de Banach das funções continuas w-periódicas 
com a norma do máximo: lxl
0 
= máx lx<t>l. Esta notação será utilizada 
O::St<co 
no decorrer de todo o trabalho. 
Por uma solução positiva em B de (2.4.1) entendemos uma 
solução x(t) > O, V t, continuamente diferenciável. Uma função positiva 
x e B é necessariamente limitada inferiormente fora da origem, ou seja, 
x(t) ~ r > O para todo t e uma constante r positiva. 
Para qualquer f e B utilizaremos a definição de valor médio 
de f dada em (2.2.3) 
w 
med[f(t)J =-i, J 
0 
f(t) dt 
EXISITNCIA :E UNICIDADE DE SOLUCÕES PERIÓDICAS 
No item anterior mostramos a existência de uma solução 
periódica (canônica) para a equação logistica (2.3.2), onde os 
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coeficientes são funções periódicas positivas. O teorema a seguir 
garante não só a existência mas a unicidade de solução periódica para 
(2.4.1) considerando quaisquer funções ]2 e ~ em B. 
Teorema 2.4.1 : [8) 
Se med[b(t)J > O, e c(t) > O para todo t, então exlste uma 
únlca solução periódica de (2.4.1) para cada b e c em B. 
Dem: 
existência: segue de um teorema geral apresentado por Cushing 
[8) envolvendo a equação logistica com influências hereditárias. 
unicidade: Cushing [8) 
Dividindo (2.4.1) por x e integrando os dois membros de O a w 
temos 
x' b( t) - c(t) x 
- = X 
r: dx [(b(t) - c(t) x] dt = X 
ln x(w) - ln x(O) = f.b(t) dt - f.c(t) x dt = w med [b(t) - c(t) x) . 
Portanto, se x e B é solução de (2.4.1), temos 
w med [b(t) - c(t) x ) = O ~ med [b(t) - c(t) x ) = O 
Suponhamos que existam x
1
, x
2 
e B soluções distintas de 
(2.4.1). Assim 
med [b(t) - c(t) x ) = O e med [b(t) - c(t) x ) = O 
1 2 
(2.4.2) 
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Fazendo y = x - x temos 
1 2 
dx dx dy 1 2 dt =dt- ~ = x1 [b(t) - c(t)x ) - x b(t) + c(t)x2 1 2 2 
= b ( t)(x - x ) - c(t) (x2 - x 2 ) 
1 2 1 2 
= b ( t) y - c( t) y (x + x ) 
1 2 
dy/dt = y[b(t) - c(t)x - c(t)x ) 
1 2 
(2.4.3) 
Dividindo (2.4.3) por y e calculando a média de ambos os 
lados temos 
O = med[b(t)) - med[c(t)x J - med[c(t)x 1 
1 2 
De (2.4.2) concluimos que med[b(t)) = O, o que contraria as 
hipóteses do Teorema, garantindo assim a unicidade da solução. 
ESTABILIDADE 
O estudo da estabilidade da solução periódica positiva de 
(2.3.2) segue dos teoremas que apresentaremos a seguir. 
Teorema 2.4.2 : 
Seja X(t) uma matriz solução fundamental para 
dx/dt = A(t) X (2.4.4) 
O sistema acima é uniformemente assintoticamente estável para 
t
0
'l::. {3 ({3 e R) se e somente se é exponencialmente assintoticamente 
estável, i.sto é, se existem k = k(/3) > O , a = a({3) > O tais que 
{3~ s :s t < 00 
Dem: ver Hale [16). 
30 
Teorema 2.4.3 : 
Suponha que f3 e ~ e que o sLstema dx/dt = A(t)x seja 
unLformemente assLntotLcamente estável para t
0 
2:: f3. Se f(t,x) é 
contLnua para (t,x) e R x IRn e se para V E > O, exLste v > O tal que 
lf(t,x)l <E lxl paralxl< v e t e R , 
então a solução x = O de 
dx/dt = A(i;)x + f(t,x) 
é unLformemente assintoticamente estável para t 2:: f3. 
o 
Dem: 
(2.4.5) 
A hipótese da estabilidade assintótica uniforme para t 2:: f3 do 
. o 
sistema (2.4.4) implica na existência de constantes k = k(f3) > O, 
ex = ex(f3) > O com as quais podemos utilizar o teorema anterior. 
Como toda solução x do sistema (2.4.5) satisfaz 
x(t) = X(t)X(t f 1x(t ) 
o o 
t 
+ L X(t)X-1(s)f(s,x(s)) ds 
o 
escolhemos E tal que Ek < ex e que v seja tal que I f( t, x )I < E I x I para 
I X I < (1'. Assim, para t 2:: t tal que I x(t) I < v, temos 
o 
t 
-ex( t-t ) I -ex(t-t ) lx(t)l !5 k e o lx(t
0
)1 + tE ke o lx(s)l ds 
o 
Como ex - Ek > O, esta desigualdade implica que I x(t) I < v para ti!: t 
o 
desde que I x(t ) I < vlk, implicando assim na estabilidade assintótica 
o 
uniforme de x = O. 
Teorema 2.4.4.: 
Sejam b(t) e c(t) e B em (2.4.1) e c(t) > O , V t. Então 
qualquer solução positiva z que é limitada fora da origem é localmente 
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unLformemente assLntotLcamente estável. ALnda, para todo t corresponde 
o 
uma constante cS = Mt ,b,c) tal que se z(t;t ,z ) é solução de (2.4.1) 
o o o 
onde z(t ) = z e se z > (Z(t ) - cS) então, z(t;t ,z ) está defLnLda 
o o o o o o 
para todo t e 
z(t;t ,z ) - z(t) --t o 
o o 
par a t --. co. 
Dem: 
Seja z uma solução de (2.4.1) satisfazendo z(t) ii!: 1' > O, V t 
e 1' > O. Seja z = z(t;t ,z ) solução de (2.4.1) com z(t ) = z
0
, e 
o o o 
x =z-z. 
Usando o fato de z ser solução de (2.4.1) verifica-se que x 
satisfaz 
- - 2 
x'= (z' /z - cz)x - ex (2.4.6) 
A equação linear associada é dada por 
y' = (z'/z - cz) y (2.4.7) 
cuja solução fundamental é dada por 
y(t) = Z!tl exp [ - r:cz du] e 
-1 ly(t)y (s)l = iN!tlN-'!sll exp [ r:cN du • r:cN du l 
ly!tly- 1 (sll= IZ!tlZ-1!sll exp [-J:cZ du] • 
para t ii!: s e c limitante superior de c(t). 
o o 
Segue então do Teorema (2.4.2), tomando 
a=-c1' 
o 
e do Teorema (2.4.3) com 
k = lzl /1' 
o 
I; I 1 exp (-c 1'( t-s>) o-- o 
1' 
2 f(t,x) =- c(t) x e a-= c/c , 
o 
que x = O (isto é, z = z ) é (localmente) uniformemente assintoticamen-
te estável. Portanto, 
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lz(t ) - z I < c5 .. z(t;t ,N ) - z(t)~ O para t-+oo 
o o o o 
A solução geral de (2.4.5) é dada por 
x( t) = y( t )y -1( to )x( 'o) - r:y ( t)y -1( s )c( s lx 2(s) ds 
o 
(2.4.8) 
Suponhamos agora que z ~ z(t ) para que x(t ) ~ O. A 
o o o 
unicidadede soluções para (2.4.6) implica que x(t) ~O V t. De (2.4.8) 
obtemos 
-1 O :s x(t) :s y(t)y (t )x(t ) 
o o 
que, juntamente com (2.4.6) nos mostra que x está definida para todo 
t e R e vale: 
lim x(t) = O . 
t-+00 
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5 - APLICAÇÃO 
Utilizaremos os resultados anteriores no estudo de um modelo 
proposto para a dinâmica populacional da espécie Donax gemmula. 
O modelo ( 1 >apresentado para o estudo populacional de Donax 
gemmula é deterministico e considera fatores abióticos (neste caso, 
tempestades sazonais) como responsáveis pelo fator de inibição ao 
crescimento populacional da espécie. Os parâmetros utilizados foram 
obtidos através de simulações numéricas usando dados experimentais 
colhidos por Paes no litoral do Rio Grande do Sul em 1989. 
MODELO 
Considerando P = P(t) a densidade populacional do Donax 
gemmula, temos: 
[ 
~~ = R(t} [1- ~ ]p - [d(t) + IJf(t)]P 
P(t)=P>O 
o o 
, com (2.5.1) 
onde R(t), f(t}, d(t) são funções periódicas, de mesmo perlodo w > O; 
R(t) = taxa de recrutamento; 
f(t) = medida da intensidade da tempestade; 
d(t) = taxa de mortalidade fisiológica; 
k = capacidade suporte do meio; 
tJ = constante de proporcionalidade da mortalidade abiótica. 
Uma simplificação de (2.5.1) pode ser obtida fazendo 
o:(t) = R(t) - d(t} - IJf(t) e 7(t) = R~t) 
{ 
~~ = o:(t )P - 'J(t)P2 , com 
P( t )= P > O . 
o o 
(2.5.2) 
(2.5.3) 
(1) Maiores detalhes para. o estudo dessa. população podem ser 
encontrados na. Revista. Bioma.temátlca. 11 (24). 
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Para a solução canônica da equação (2.5.3) temos (ver item 
3): 
• - ex(t-o') der [ [ I w ]-1 P (t) = [1 - e -medi o.]"' ] 
0 
e 0 7(t-s) ds (2. 5.4 l 
Dada a condição inicial P(t ) = P , temos que a solução de 
o o 
(2.5.3) é dada por 
P(t) = 
P0exp (r: ex(s) ds) 
o 
• e P(t)-+ P (t) (independentemente de P ), (cf. Teorema 2.4.4). 
o 
Devido à simplicidade das funções ex e 'l para a população de 
Donax gemmula a expressão da solução periódica pode ser obtida mais 
facilmente em [23] : 
Fazendo a mudança de variável u = 1/P em (2.5.3) obtemos 
{ 
:~ = -r(t) - ex(t)u 
u( t ) = u > O 
o o 
(2.5.5) 
que é uma equação linear em u, cuja solução tem expressão analltica 
dada por: 
t t Jt ex(Ç) dÇ 
• • -Jt ex(s)ds 
u (t) = u e o [ 
t r ] 
-Jt ex(s)ds J e to -r(s) ds 
+ e o t 
o 
Supondo que 
i) ex(t) = ex + ex (t) 
o 1 
ii) -r(t) = 'l + 'l (t) 
o 1 
o 
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com« (t) e r (t) w-peri6dicas. Temos que 
1 1 
t 
A(t) =J a(s) ds =« (t- t) + 
t 0 o o 
• • [« (t)- « (t )) • 
1 1 o 
• • • onde a (t) é w-peri6dica e portanto « (O)= « (w) = O. 
1 1 1 
Consequentemente, 
A(t ) = O e A(t + w) = « w . 
o o o 
• Para que (2.5.5) admita uma solução w-peri6dica u (t) devemos 
• ter u (t) • • • • = u (t+w) com u = u (t ) = u (t + w). Portanto, 
o o o 
• • -A(t +c.>) 
u (t + w) = u e o 
[ 
t +W l 
-A(t +W) J 0 A(s) ( ) d · +e o e 'lS s 
o o 
• u 
o = 
t 
o 
t +W 
-« W J O A(s) e o e 'l(s) ds 
to 
Assim, a solução periódica de (2.5.5) é dada por 
• 
com u dado por (2.5.6). 
o 
• 
= u o 
(2.5.6) 
Da linearidade da equação (2.5.5) temos como solução geral 
u(t) = u e-A(t) + u•(t) 
o 
e, consequentemente, a solução para (2.5.3) é dada por 
P(t) = 1 
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1 
com u = 
o p o 
• • • Como u (t) é w-periódica e exp(-A(t)) = exp[-ex (t-t) -ex (t) +ex (t )) 
o o 1 1 o 
segue 
e assim, 
lime-A(t) =O 
t...co 
lim P(t) = 
t1«10 
1 
• u ( t) 
pois ex
0 
> O , 
• • Conclulmos dessa 
w-periódica assintoticamente 
maneira que 
estável de 
p (t) 
1 
= 1/u (t) é solução 
(2.5.3) independentemente da 
condição inicial P > O e, usando o teorema da unicidade de soluções 
o • • 
periódicas apresentado no item 4, obtemos que P (t) = P (t) para todo 
1 
te IR. 
PARÂMETROS & SIMULAÇÕES: 
R(t) = r + r 
1 2 
d(t) = 1-LH(t) com 
(1 - cos ~ ) 
2 
ll = 0.2 
H(t)= 0.3025 + 0.1225 sin(u(t~3 )) ; 
f(t) = 1.308333 + 3.5279917 cos~ + 1~ ) 
{ 
r
1 
= 0.3 
r = 0.2 
2 
f3 = 0.03 
k = 650 
p = 122 
obtido empiricamente 
obtido do ajuste dos dados 
observado (Paes 1989). 
o 
OBS: t é considerado em meses. 
Assim, simplificando as expressões acima temos: 
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a:(t)= 0.261 -(0.0755+0.2116795 cos ~2)cos n! +0.2116795sin ~2 sin n! 
)'(t) = ( 0.4 - O.lcos n! ) I 650 
Utilizando o pacote "Mathematica", podemos ver na figura 2.5 
como 
• 1 i m I P(t) - P (t) I = O 
t-+ co 
conforme estabelece o Teorema 2.4.4 : 
JIO 
JO 1S 
u.,..esu) 
* Figura 2.5 - Solução canônica P (t) e a solução P(t) com P(0.6) = 122 
Finalmente, podemos comparar as expressões obtidas juntamente 
com os dados experimentais na figura 2.6. 
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.. 
JG 15 
-l:('l'neses) 
21 
li 
Figura 2.6 - Solução canônica P (t) e dados experimentais 
Observamos que a população de Donax gemmula deve estar 
próxima do equillbrio periódico, na região estudada. 
Estes modelos são ditos uniespeclficos, por motivo óbvio. No 
capitulo seguinte iremos abordar casos de mais de uma espécie. 
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CAPfTULO 3 
MODELOS DE COMPETIÇÃO PARA 
DUAS ESP~CIES 
I - INTRODUÇÃO: 
Em qualquer estudo de Ecologia evolutiva as interações entre 
os organismos aparecem sempre como um dos principais aspectos que 
determinam os diferentes padrões de diversidade existentes. Essa idéia 
tem provocado avanços em experimentos e teoria. 
O estudo de interações entre populações visa conhecer o 
comportamento dessas populações de modo a ajudar a prever quais 
espécies irão predominar numa comunidade, quais serão extintas e ainda 
quais as condições para que as espécies coexistam. 
Neste capitulo, ao invés de considerarmos o número de 
individuos de uma única população, como fizemos no capitulo anterior, 
tomaremos duas populações - N e N - que interagem entre si de maneira 
1 2 
negativa, ou seja, competem entre si pelos mesmos recursos. 
onde 
Uma representação geral para este fato pode ser dada por 
dN 
1 
-dt = N f (N ,N ,t) 
1 1 1 2 
= N f (N , N ,t) 
2 2 1 2 
ar c N , N , t > / aN < o 
1 1 2 1 
ar (N ,N ,t)/aN <O 
1 1 2 2 
ar (N ,N ,t)/aN <O 
2 1 2 1 
ar (N ,N ,t)/aN < O 
2 1 2 2 
(3.1.1) 
f (N , N , t) = f (N , N , t + w) 
1 1 2 1 1 2 
= 1 , 2, sendo w o per iodo. 
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As equações que deram origem aos modelos de competição entre 
duas espécies foram apresentadas inicialmente por A.J. Lotka (1925), V. 
Volterra (1926) e amplamente discutidas por G. F. Gause (1934). 
O modelo de Lotka-Volterra consiste de modificações da 
equação loglstica com inclusões de termos que descrevem os efeitos 
inibidores de cada espécie sobre seus competidores, e é dado pelas 
equações autônomas: 
N [b - a N - a N ) 
2 2 21 1 22 2 
onde, b
1 
e a (i,j = 1,2) são constantes positivas. 
1j 
(3.1.2) 
O modelo (3.1.2) é bastante simples para descrever processos 
ecológicos de modo realista, por não considerar explicitamente o meca-
nismo de interação entre espécies. Uma slntese dessas interações estão 
embutidas nos parâmetros a - os coeficientes de interação - que são 
lj 
bastante dif1ceis de serem calculados. As equações (3.1.2) assumem que 
a taxa de crescimento de cada população é inibida de maneira linear 
pelas duas populações [3). 
Inúmeros modelos podem representar o processo de competição 
entre espécies, como pode ser visto em Gopalsamy [14), Cushing [11) e 
outros. Consideraremos equações do tipo (3.1.2) supondo que os 
parâmetros envolvidos no modelo são funções periódicas do tempo. 
Teremos no lugar de (3.1.2} o sistema: 
b (t} = b (t+w} 
1 1 
a (t} = a (t+w}, 
1j 1 J 
i = 1,2 ; 
i,j = 1,2; 
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(3.1.3} 
, com 
e w é o perlodo. 
A aná.lise desse modelo consiste em uma importante ferramenta 
heurlstica para o entendimento da natureza qualitativa da competição 
interespeclf ica. 
Analisaremos primeiramente os efeitos provocados nas 
populações ao considerarmos pequenas oscilações na capacidade suporte 
do meio em que vivem as populações, utilizando resultados apresentados 
no Item 3 do capitulo 1. A seguir, estudamos o comportamento 
assintótico assim como existência e unicidade de soluções periódicas 
positivas para o sistema geral (3.1.3). 
2 - MODELO DE COMPETIÇÃO SUJEITO A PEQUENAS OSCILAÇÕES 
(CASO SIMÉTRICO) [26) 
Alguns modelos que tratam de competição entre duas espécies 
onde alguns parâmetros são funções periódicas do tempo têm sido 
estudados por Cushing [11), Gopalsamy [14) e outros. Num primeiro 
momento consideraremos o modelo clá.ssico de Lotka-Volterra (simétrico), 
embora seja um dos mais simples, com o objetivo de analisar seu 
comportamento quando pequenas oscilações são consideradas na capacidade 
suporte do meio envolvido. 
Modelos mais complexos podem ser tratados de modo semelhante. 
Consideremos inicialmente, o sistema de competição com parâ-
metros constantes: 
onde: 
[ 
dx/dt = (rx/k)(k - x - a.y) 
dy/dt = (rylk) (k - y - cx.x) 
(3.2.1) 
r = taxa de crescimento intrlnseco das populações x e y, r > O; 
k = capacidade suporte do meio, k > O ; 
ex. = coeficiente de competição entre as espécies, ex. > O. 
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O sistema (3.2.1) temcomopontos de equillbrio: 
p1 = (X1,Y1) = (0,0) • P2= (X2,Y2) .. h~a • l~a) 
(X ,Y) = (O,k). 
4 4 
Analisando a estabilidade para cada um desses pontos, através 
do cá.lculo da matriz jacobiana do sistema (3.2.1) 
2rx 
-k-
-ray 
k 
ray 
-k-
r -
-rax ] 
2ry k rax 
-k-- -k-
(3.2.2) 
em cada ponto de equiHbrio, temos: 
a) Se os autovalores ~ de J I P , i= 1, .. 4, tiverem parte real 
1 
negativa, o ponto P será. assintoticamente está.vel; 
1 
b) Se um dos autovalores de J I P tiver parte real positiva, 
1 
então P será. instável; 
1 
c) Se todos os autovalores de J I P tiverem parte real 
1 
positiva, P será. um repulsor (cf. Teorema de Linearização de Liapunov-
1 
Poincaré). 
Os autovalores de J I P são dados por: 
1 
i) P ,.. ~ = ~ = r > O; 
1 1 2 
ii) P ,.. ~ = -r e 
2 1 
iii )P ,. ~ = -r e 
3 1 
iv) P ,.. ~ = -r e 
4 1 
~ = r(a - 1)/(a + 1); 
2 
~ = r(l - a); 
2 
~ = r(1 - a); 
2 
(3.2.3) 
Consequentemente, 
P = (0,0) é instável para todo a > O ; 
1 
P2 = ((l~a)' (l~a)) é assintoticamente está.vel quando a< 1 e 
( k. 0) 
(o, k) 
instável se a > 1; 
são instáveis se a < 1 e assintoticamente es-
táveis se a> 1. 
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A coexistência das duas populações (estabilidade do ponto P ) 
2 
depende da fraca competitividade entre elas, isto é, O < o: < 1. Se o:>l, 
uma das espécies vai para a extinção dependendo da condição inicial, ou 
seja, os pontos de equillbrio (O,k) e (k,O) passam a ser estâveis 
enquanto que P 
2 
se torna instâvel. 
Desta forma, para o: = 1 temos uma bifurcação. 
Considerando agora a capacidade suporte do meio sujeita à 
pequenas oscilações periódicas, temos o seguinte sistema: 
[ 
dx/dt=[rxlk(t)] [k(t) - x - a.y] 
dy/dt=[rylk(t)] [k(t) - y - a.x] 
(3.2.4) 
onde k(t), r > O e o: > O têm os mesmos significados dados anteriormente 
e 
k(t) = k[l + Jl.</>(t)] > o. 'V t; 
<j>(t) = função periódica em t de periodo w > O, cujo valor médio é O. 
Utilizando o método de perturbação para sistemas que possuem 
solução periódica, apresentado no capitulo 1, consideraremos agora as 
soluções para este novo sistema analisando o efeito das oscilações 
sobre cada ponto de equillbrio. 
1) (X
3
,Y
3
) = (k,O) 
Vamos denotar por 
co 
ict,Jl.) = k + [ Jl.n in ct> 
n=l 
, x w-periódica 
n 
(3.2.5) 
a solução periódica existente para (3.2.4) que difere de (k,O) por uma 
quantia que tende a zero com Jl.. (cf. Teorema 1.3.2). 
A solução (3.2.5) jâ foi analisada no capitulo 2 onde 
3 
obtivemos, com erro da ordem de fl , a seguinte expressão para a média 
de iCt, Jl.): 
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A expressão (3.2.6) nos mostra que a introdução de 
componentes oscilatórias provoca uma redução do valor médio da 
população abaixo da capacidade suporte alcançada em meio constante 
(conforme já mencionamos no capitulo 2). 
A análise do efeito das oscilações sobre o ponto (O,k) é 
análogo devido à simetria do modelo. 
2) (X
2
, Y
2
) = (k/(l+cx), k/{l+cx)) 
Seja 
(3.2.7) 
a solução periódica existente para (3.2.4) e que difere de (X ,Y ) por 
2 2 
uma quantia que tende a zero com f.l. 
Substituindo (3.2.7) em (3.2.4) e comparando os coeficientes 
das potências de f.l, obtemos as seguintes equações para x (t) e y (t): 
1 1 
{ 
dx /dt + (rX lk) (x + cxy ) = rX ~ 
1 2 1 1 2 
dy /dt + (rY lk) (cxx + y ) = rY ~ 
1 2 1 1 2 
(3.2.8) 
O sistema acima tem solução c.>-periódica, encontrada 
explicitamente dada a função ~(t). Como X = Y , para qualquer ~(t) 
2 2 
temos 
X (t) = y (t) 
1 1 
(3.2.9) 
e levando em (3. 2. 8) chegamos a uma única equação 
dx /dt + rx = rX ~ 
1 1 2 
(3.2.10) 
Como consequência da simetria, verifica-se que x (t) = y (t) 
• • 1 1 
para i = 1,2, ..... e portanto x (t,f.l) = y (t,f.l). 
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As equações obtidas para x (t) e y (t) são: 
2 2 
dx 
2 
dt + rx = 2 
-r 2 
--(x- ~X ) x
2 
1 2 
= ...:!_ (X ~ - X )2 X 2 1 
2 
sendo reduzidas a 
Das 
dx 
2 
(ft - -r (X"' + rx = ., 2 X 2 
2 
med[x ] = med[y ] = .:..!_ med[(X ~ - x )2 ] 
z z x
2 
z 1 
• 
expressões gerais para as médias de x ( t,J.L) 
• 2 
med[x (t,J.L)] = X + ll med [ x ] + ll med [ x ] 2 1 z 
• 2 med[y (t,J.L)] = y + f.l med [ y ] + f.l med [ y ] z 1 2 
(3.2.11) 
(3.2.12) 
• e y (t,J.L) 
e 
observamos novamente que existe um decréscimo nos nlveis populacionais 
para que ambas as espécies coexistam, comparando-se com os nlveis 
atingidos em meio constante. 
ESTABILIDADE 
• A estabilidade de x(t,f.l) e X (t,f.l) decorre do teorema 1.3.3 e 
depende dos autovalores da matriz jacobiana (3.2.2) quando aplicada em 
P 
3 
e P 
2 
respectivamente, para f.l = O. Assim, dados estes autovalores por 
(3.2.3), temos as seguintes condições de estabilidade: 
- x(t,f.l) será assintoticamente estável se a > 1 e instável se 
a < 1; 
• 
- x (t,f.l) será assintoticamente estável se a < 1 e instável 
se a > 1. (cf. Teorema 1.3.3). 
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Em resumo, mostramos até aqui que o equillbrio constante é 
modificado em equilibrio oscilando periodicamente quando pequenas 
oscilações são consideradas na capacidade suporte do meio. Ainda, 
pudemos constatar que o valor médio de cada componente não-nula em 
geral é menor que o de equillbrio constante correspondente e o valor do 
parâmetro que determina a estabilidade ou não das soluções permanece 
inalterado pelas oscilações. 
Um caso mais geral, onde a ausência de simetria do modelo faz 
com que alguns resultados obtidos neste capitulo percam a validade pode 
ser encontrado em Rosenblat [26]. 
3 - MODELO DE COMPETIÇÃO ENTRE DUAS ESPÉCIES COM PARÁMETROS 
PERIÓDICOS 
Consideraremos aqui o modelo de competição entre duas 
espécies a fim de obter condições suficientes para a existência de uma 
única solução periódica, onde apenas as taxas de crescimento intrinseco 
de cada população são funções periódicas do tempo. Os coeficientes de 
interação interespeclfica e intraespeclfica serão considerados como 
constantes positivas, embora a análise que será feita possa ser 
adaptada no caso em que estes coeficientes sejam também funções 
continuas periódicas. A periodicidade de certos parâmetros é indicada 
quando consideramos variações ambientais, ou seja, efeitos abióticos 
sazonais, hábitos alimentares, etc. 
O modelo autônomo de competição entre espécies por recursos 
comuns, proposto por Lotka-Volterra, é descrito pelo sistema: 
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{ 
dx/dt = x(b
1 
- a x - a y) 
11 12 
dy/dt = y(b - a x - a y) 
2 21 22 
(3.3.1) 
onde x e y são as duas espécies que estão lnteragindo e b • a 
l 1j 
(i,j =1,2) são constantes positivas. 
Os pontos de equillbrio do sistema (3.3.1) são dados por: 
onde 
X = o 
(O. b /a ) 
2 22 
a b - a b 
22 1 12 2 
a a - a a 
1 1 22 12 21 
P = ( b /a ,0) 
3 1 11 
e P = (x ,y ) 
4 o o 
e 
a b - a b 
11 2 21 1 
a a - a a 
11 22 12 21 
A estabilidade de P quando x ,y > O (caso em que ambas as 
4 o o 
espécies coexistem). é obtida se 
a /a > b /b > a /a 
11 21 1 2 12 22 
E, neste caso, temos que se x(O) > O e y(O) > O, então 
lim (x(t),y(t)) = (x
0
,y
0
) 
t-co 
(3.3.2) 
Consideremos agora as taxas de crescimento intrinseco em 
(3.3.1) como funções periódicas de mesmo periodo w > o. ou seja, 
b (t+w) = b (t) e b (t+w) = b (t), -o:~ < t < CXI e w > O; 
1 1 2 2 
e os coeficientes de interação a (j = 1,2) constantes positivas. 
lj 
Então, 
{ 
dx/dt = x[b (t) - a x - a y] 
1 11 12 
dy/dt = y[b (t) - a x - a y] 
2 21 22 
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(3.3.3) 
(3.3.4) 
Devido à periodicidade de b e b definimos: 
1 2 
rnax b (t) = b"' > O 
-GCI < t <CO 1 1 
M 
rnax b (t) = b > O 
2 2 
-GCI < t <CO 
min b (t) = b > O 
1 1m 
-GCI < t<co 
rnin b
2
(t) = b > o. 2m 
- co<t <co 
(3.3.5) 
A solução de equiHbrio (em que ambas as espécies coexistem) 
para (3.3.4) é dada por: 
• X (t) = 
b (t)a - b (t)a 
1 22 2 12 
a a - a a 
11 22 12 21 
• e y (t) = 
a b (t) - a b (t) 
11 2 21 1 
a a - a a 
11 22 12 21 
Tal solução será sempre positiva se 
a a 
o ____.!.!...> 
a 
21 
a 
12 
a 22 
; ii) 
b (t) 
1 > 
a 
12 
a 
22 
e i ii.) ___!.!.... > 
a 
b (t) 
1 
b (t) 
2 
V t> O; 
e consequentemente, 
a 
11 
a 
21 
b"' 
1 
> -b-
2m 
e > 
21 
a 
12 
a 22 
(3.3.6) 
Assim, observando que o sistema (3.3.4) deixa o quadrante 
{(x,y) e IR2 I x~ O, y~ O} invariante, temos: 
dx Cft >o ~ b (t) -a x(t) - a y(t) >O 1 11 12 
~ x(t) < 
b(t)-a y(t) 
1 1 2 
a 
1 1 
~lx(t) < b~ /a 11 = X max 
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< 
b"' - a y(t) 
1 12 
a 
11 
(3.3.7) 
dy 
dt >o .... b (t) - a x(t) - a y(t) > O 2 21 22 
b(t)-a x(t) 
y(t) ( 2 21 
a22 
( 
b M_ a x(t) 
2 21 
a 
22 
dx dt (o b(t)-a x(t)-a y(t)<O 1 11 12 
b ( t) - a y(t) b - a y(t) 
~ x(t) > 1 12 > 1m 12 a a 
1 1 11 
b a - a bM 
x(t) > 1m 22 12 2 ~ = X a a mln 
11 22 
dy < O ~ b (t) - a x(t) - a y(t) < O dt 2 21 22 
b ( t) - a x(t) b - a x(t) 
~ y(t) > 2 21 > 2m 21 a a 
22 22 
b a -a bM 
y(t} > 2m 11 21 1 ~ = y mln a a 
11 22 
(3.3.8) 
(3.3.9) 
(3.3.10) 
Logo, x(t) pode crescer até x e decrescer até x , o 
mu m~ 
mesmo ocorrendo para y(t) com y e y respectivamente. 
mu mln 
Portanto, se x(O) > x e y(O) > y concluimos que o 
mln mln 
retângulo delimitado pelos pontos: 
A = (x ,y ); B = (x ,y ); C = (x ,y ) e D = (x ,y ). 
mln mln mu mln mu max mln max 
é invariante pelo sistema (3.3.4), ou seja, dada uma condição inicial 
pertencente ao interior do retângulo ABCD, a solução (x(t),y(t)) 
permanece no seu interior para qualquer t. 
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Mais precisamente, com o passar do tempo a soluçâ.o 
(x(t),y(t)) estará. contida inteiramente na região delimitada pelos 
pontos de intersecção das quatro retas descritas em (3.3. 7), (3.3.8), 
(3.3.9) e (3.3.10). São elas: 
bM 
-a 12y 1 
r x= 
1 a 
11 
bM 
- a X 2 21 
r y = 2 a 22 
b -a 12y 1m b -a X 2m 21 
r X= 
3 a 
11 
r y = 4 a 22 
Exemplo 1: 
[ 
dx dt = x[3 + cos(nt) - 3x - 2y] 
~~ = y[4 + l.Ssin(nt) - l.Sx- 6y] 
(3.3.11) 
b ( t) = 3 + cos ( nt) * b = 2 · 
1 lm ' 
b (t) = 4 + l.Ssin(nt) • b = 2.5 
2 ~ 
bM = 4 · a = 3 ; a = 2. 
1 I 11 12 
bM = 5.5; a = 1.5 a = 6. 2 21 22 
r X= 4- 2y r X= 2 - 2y 1 3 3 3 
5.5 - l.Sx 2.5 - l.Sx r y = r 2 6 4 y = 6 
A = (1/18,0.5/6); B = (4/3,0.5/6); C = (4/3,5.5/6) e D = (1/18,5.5/6) 
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2~-------r-------.r-------~--~----
'J 1 
1.1 
1.6 
1.4 
I.Z 
Figura 3.1 - Retas r, r , r e r , o retângulo de vértices ABCD 
1 2 3 4 
e os sinais de dx/dt e dy/dt em cada região delf.mi.tada por r , r , 1 2 
r e r. 
3 4 
Observamos ainda na figura 3.1, que em algumas regiões dx/dt 
pode ser positiva ou negativa, o mesmo ocorrendo para dy/dt. Isso 
ocorre devido às possfveis oscilações de uma solução (x(t),y(t)) antes 
de entrar na região de convergência da solução periódica (ver figura 
3.2). 
Assim, na figura a seguir, podemos observar que a solução de 
equillbrio estará na região delimitada pelos pontos de intersecção 
entre as retas r 
1
, r 
2
, r 
3 
e r 
4 
- PQRS - independentemente da condição 
inicial. 
Exemplos: 
1) x(O) = 1.5 y(O) = O. 9; 
2) x(O) = 0.3 y(O) = 0.3; 
3) x(O) = 0.3 y(O) = 0.5; 
4) x(O) = 0.5 y(O) = 1.2; 
5) x(O) = 1.5 y(O) = 0.4. 
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~00~--------------~---------------T--------------~~--------------~ 
uo 
lOO 1 
J.So 
Figura 3.2 - Plano de Fase para as soluções dadas as condições 
iniciais 1, 2, 3, 4 e 5. 
Nas simulações que se seguem podemos observar o comportamento 
de x e y em função do tempo, dadas as condições iniciais 1), 2), 3), 4) 
e 5). 
t.Hr---------~-----------r----------,-----------, 
1.10 X.. 
0'00o L.•_o _____ o .... s_o-----~l . L.OO------:,..a.s:':'o------~t ... 
. t 1~1 
Figura 3.3 - Solução do sistema (3.3.11) dada a condição inicial 
x(O) = 1.5 e y(O) = O. 9 
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uo r-----...,..-----~------,r-------
l.IO 
i.OO 
0.10 
o.oo ";-----~;;------:~----~~----.J ~-·-·•_o _________ o_._so ________ ~stLM __________ s_.so ________ ~~~ 
Figura 3.4 - Solução do sLstema (3.3.11) dada a condLção LnicLal 
x(O) = 0.3 e y(O) = 0.3. 
I.H ~----~-----..,...------.,------
1.10 
uo 
0.00 ';:-----~=-----~-=------~----___J 1.00 0.50 LOO J.SO 
t 
Figura 3.5 - SoLução do sistema (3.3.11) dada a condição tni.ci.aL 
x(O) = 0.3 e y(O) = 0.5 
1.00 r--------T-------r-----.....--------, 
1.50 
o.oo ":-:-------::--~~------'------~-----_, 
0.00 o.so 1.00 1.10 1.00 EtOl t 
Figura 3.6 - SoLução do sistema (3.3.11) dada a condição inicial 
x(O) = 0.5 e y(O) = 1.2 
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1.00 ·-----.,.------....,------~------
uo "toa 
0.00 "::-------::"'":':'-----~--------'------__J 
0.00 0.50 1.00 
t 
s.so l.OO 
Et01 
Figura 3.7 - Solução do sistema (3.3.11) dada a condição inicial 
x(O) = 1.5 e y(O) = 0.4 
EXISTtNCIA DE SOLUÇÃO PERIÓDICA 
Dado o sistema de equações diferenciais 
dx dt= f(t,x) (3.3.12) 
onde x = (Ç ,ç; , ... ,ç; ) 
1 2 m 
... ' f ), 
m 
suponhamos que f está definida para -oo < t, ç; , ... ,ç; < oo e que é con-1 m 
tlnua em relação a todas as variáveis. Além disso, cada condição 
inicial na forma x(t ) = x determina uma única solução x(t;t ,x ), 
o o o o 
t E (-oo,oo). 
m Um ponto x E IR se movendo ao longo das trajetórias do 
o 
sistema durante o intervalo de tempo de t
0 
até t chega a um novo ponto 
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x . O operador U(t, t ) definido pela passagem de x a x é chamado de 
1 o o 1 
operador de translação ao longo das trajetórias do sistema ou 
simplesmente operador de translação do sistema, definido por 
U(t, t )x = x(t;t ,x ) 
o o o o 
Se f(t,x) é w-periódica em t, a existência de soluções 
periódicas para (3.3.12) está. ligada às caracteristicas do operador 
translação deste sistema. 
Definindo 
Ux = U(w,O)x (3.3.13) 
temos que uma condição . necessá.ria e suficiente para que uma solução de 
(3.3.12) seja w-periódica é que x(O) = x seja um ponto fixo de 
o 
(3.3.13), ou seja, que Ux = x . 
o o 
por: 
2 Consideraremos agora o sistema (3.3.4) com a norma em IR dada 
ll(x,y)JI = má.x (Jxl, lyl), 2 (x,y) E R . 
Sabemos que se as de s igualdades ( 3. 3. 6) 
a 
_1_1_ > 
a 
21 
bM 
1 
-b-
2m 
e 
são satisfeitas, existe uma umca solução para cada valor inicial 
X =(x ,y ) E IR2 • Denotamos esta solução por 
o o o 
onde X( t ,X ) = X 
o o o 
Sendo A(t,t ) o operador translação do sistema (3.3.4), 
o 
definimos um operador, conhecido como aplicação periódica de Poincaré, 
por: 
A : IR2 -> IR2 
AX = A(w,O)X = X(w,X ) 
o o o 
(3.3.14) 
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onde w é o perlodo das funções b
1 
e b
2 
em (3.3.4). 
• • • Mostraremos que o operador A tem um ponto fixo X =(x , y
0 
), 
• o o 
ou seja, existe uma solução de X (t) de (3.3.4) definida para t E [O,w) 
tal que 
• • • X (w) = X (0) = X o 
ou ainda 
• • • • • • • • x (w, xo' Yo = X y (w, xo' Yo =y o o 
• Como o lado direito de (3.3.4) é periódico em t, X (t) poderá 
ser estendida para t > w por periodicidade, no sentido que 
• • X (nw + t) = X (t) para n = 0,1,3 ..... 
e como extensão, será solução de (3.3.4). 
Portanto, como já mencionamos, a existência de soluções 
periódicas para o sistema (3.3.4) depende da existência de pontos fixos 
do operador A definido anteriormente. Geralmente, o domlnio de 
definição desse operador é restrito ao subconjunto: 
2 K
0 
= { (x,y) E IR , X i!: 0, y i!: 0 } 
pois somente as soluções positivas são de nosso interesse. 
Diante da análise feita anteriormente consideraremos nos 
teoremas e definições que se seguem, ao invés de K , o seguinte sub-
o 
conjunto de K 
o 
K = { (x,y) E IR2 I (x,y) = :;\ (u,v), (u,v) E retângulo ABCD, :;\ i!: O } 
De nossos resultados anteriores observamos que o operador A é 
positivo em relação a este conjunto K, ou seja, AK c K. 
Teorema 3.3.1: (Ponto Fixo) 
Suponha que T seja um operador contínuo que leva um conjunto 
limLtado convexo O c IR0 nele próprio. Então, O contém pelo menos um 
ponto fixo de T, ou seja, existe pelo menos um u e O tal que Tu = u. 
Dem: ver Hale (16]. 
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sejam 
Teorema 3.3.2: (EXISttNCIA) 
Suponha que as condições (3. 3. 6) 
a bM b 
_1_1_> 1 ~> 
-b- e a bM 21 2m 
2 
válidas para o sistema (3.3.4). Então, 
solução periódica positiva para (3.3.4). 
Dem: 
a 
12 
a 
22 
existe pelo menos uma 
Seja O = { (x,y) E IR2 ; (x,y) E retângulo ABCD }. O é um 
conjunto convexo e limitado em IR2 e o operador A definido em (3.3.14) 
leva O nele próprio desde que C seja invariante em relação a (3.3.4), 
ou seja, 
t i!: o 
Assim, (xcw,x ,y ),y(w,x ,y >) E C 
o o o o '* AO c O 
Da continuidade da solução de (3.3.4) para todo t, dada uma 
condição inicial, segue a continuidade do operador A e, usando o 
teorema 1, garantimos a existência de pelo menos um ponto fixo em O. 
Como este ponto fixo tem coordenadas positivas, a solução 
periódica correspondente é estritamente positiva por invariância de O. 
UNICIDADE E ESTABILIDADE DA SOLUÇÃO PERIÓDICA 
Antes de tratarmos deste tema, apresentaremos algumas 
definiçoes básicas e consideraremos K o seguinte conjunto: 
K = { (x,y) E IR2 I (x,y) = Ã(u,v), (u,v) E retângulo ABCD, À i!: O }, 
embora os resultados que se seguem valham para um cone [17] em geral. 
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Definição 1: 
Um operador T : D c R2 - R2 é dito monotônico se 
X
1
= (x
1
,y
1
) E D, X2 = (x2,y2) E D e X1 < X2 no sentido que x 1< x 2, 
y<y .. TX <TX. 
1 2 1 2 
Definição 2: 
Um operador T: D c IR2- R2 é dito positivo em relação a 
K c R2 se TK s;; K ; é dito estritamente positivo se TK c K. 
Definição 3: 
Um operador T definido em K c R2 é dito fortemente côncavo se 
para cada elemento X E K e qualquer número T e (0,1) existe um número 
positivo 1') tal que 
T(TX) i!:: (1 + T))TTX 
Verificaremos agora que o operador A definido em (3.3.14) é 
monotônico, estritamente positivo e fortemente côncavo com respeito ao 
cone K. 
Como o cone K é mais restrito que K , positividade de A e 
o 
positividade estrita de A são equivalentes em K. Se X e K, X ~ (0,0), 
o o 
as componentes de X são positivas e portanto X(w,X ) = AX pertence ao 
o o o 
interior de K. 
Se reescrevermos o sistema (3.3.4) na forma 
dy dt = f 2(t,x,y) (3.3.15) 
uma condição suficiente para monotonicidade e concavidade estrita de A 
é que as funções F e F definidas por 
1 2 
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+ TI 2 
8 f 2 ( t. Til. 712 )] 
8 TI 
2 
(3.3.16) 
sejam estritamente positivas. ou seja 
F (t. TI • TI ) > O 
1 1 2 
F (t. TI • TI ) > O para 71 > O e 71 > O com ti!:: O 1 2 
2 1 2 
Tais condições são encontradas em Krasnoselski [171. 
OBS: Para o sistema (3.3.4) temos 
{ 
dx dt = x(t)[b
1
(t) - a
11
x(t) - a
12
y(t)1 = 
ddyt = y(t)[b
2
(t) - a x(t) - a y(t)1 = 
21 22 
f (t.x.y) 
1 
f
2
(t.x.y) 
F (t.TI .TI ) = f (t.TI .TI ) - TI [b (t) - 2a TI - a TI 1 - TI [-a TI 1 
1 1 2 1 1 2 1 1 11 1 12 2 2 12 1 
(3.3.17) 
F (t.TI .TI ) = f (t.TI .TI ) - .... (-a TI ) - TI [b (t) - a .... - 2a .... ] 2 1 2 2 1 2 ., 1 21 2 2 2 21 ., 1 2 2 ., 2 
F (t.TI .TI ) 
1 1 2 
F (t.TI .TI ) 
2 1 2 
para O < 71 • 71 < oo • ti!:: O. 
1 2 
Portanto. o operador A é monotônico. estritamente positivo e 
fortemente côncavo. 
Teorema 3.3.3: (UNICIDADE) 
Um operador T monot6nico, estritamente positivo e fortemente 
c6ncavo definido num cone K não pode ter mais que um ponto fixo em K. 
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~: Este resultado é equivalente à existência de uma (mica 
solução periódica para Au = u e, conforme resultado anterior (Teorema 
3.3.2), o sistema (3.3.4) admite uma única solução periódica. 
Dem: 
Suponha que 
Ux = x 
o o 
e Uy = y 
o o 
onde x
0 
e y 
0 
são elementos não-nulos do cone. A positividade forte do 
operador U implica que x e y pertencem ao interior do cone. Se x ~ y 
o o o o 
então x
0
> y 
0 
ou x
0 
< y 
0 
• Suponhamos x
0
> y 
0 
• Para pequenos valores po-
sitivos de 't temos x li!: TY desde que x pertença ao interior do cone. 
o o o 
Seja 't > O o maior número positivo tal que x > 't y . Como 
o o o o 
x > y segue que 't < 1. 
o o o 
Suponha lJ > O e 
U('t y ) li!: U+lJ h Uy 
o o o o o 
Então 
X = Ux li!: U('t y ) li!: (1 + l) h y ~ X li!: (1 + l) h y 
o o 00 o 00 o o 00 
Como 0+1) )'t > 't temos uma contradição com relação à 
o o o 
maximalidade de 't . Portanto, temos que x = y (o caso x
0
< y
0 
é 
o o o 
análogo). 
Teorema 3.3.4: (ESTABILIDADE) 
Se o operador translação A(w) do sistema (3.3.4) definido em 
(3.3.14) é fortemente positivo, monot6nico e fortemente c6ncavo num 
11 
cone K, então a solução w-periódica não-nula x (t) para o sistema 
(3.3.4) com domínio em K é uniformemente assintoticamente estável. 
Dem: Krasnoselski [17]. 
Estabelecemos portanto, condições suficientes para existência 
de uma única solução periódica para o modelo de competição entre duas 
espécies (3.3.4) com coeficientes periódicos, assim como um estudo da 
estabilidade dessa solução periódica. 
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Os resultados obtidos podem ser extendidos para um sistema 
Lotka-Vol terra generalizado 
t> O, n2: 1, = 1,2, ... n 
onde a
1
J b
1 
(i,j = 1,2, ... ,n) são funções continuas periódicas e 
positivas com perlodo comum (Gopalsamy [13]). 
A demonstração da existência de solução periódica para o 
sistema acima é análoga ao caso n=2 e a estabilidade assintótica dessa 
solução é demonstrada supondo que os coeficientes do sistema em questão 
satisfaçam : 
b >O ea >O lm ll,m i = 1,2, ... ,n 
min a (t) > {r max a } + 0: 
tE ( O, W] JJ /~ 1 lj j = 1,2, ... ,n 
para algum número positivo o:. 
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4 - APLICAÇÃO: O PROBLEMA DA RESISTtNCIA 
Um modelo matemático determinlstico, sujeito a impulsos a 
tempo fixo, é apresentado em [30] para a verificação do efeito de 
subdosagens na dinâmica de fungos resistentes. Estudos deste tipo são 
de grande importância na determinação de estratégias para o controle da 
resistência, com o objetivo de minimizar perdas tanto para agricultores 
quanto para a indústria qufmica em geral. 
Um modelo matemático geral proposto para o estudo da 
resistência de fungos em [29], sem a utilização de fungicidas, é dado 
por: 
onde: 
dS 
-d t = S [r - k S - r R] - aS [r - k S - r R ] s s s s s s 
dR 
-d t - R [ rR - k R - r S] + aS [r - k s - r R] 
R R S S S 
R(O) = R 
o 
S( O) = S 
o 
(3.4.1) 
S = tamanho da população de fungos senslveis no instante t; 
R = tamanho da população de fungos resistentes no instante t; 
a = taxa de mutação da população sensfvel para resistente; 
r = taxa de crescimento da população de senslveis; 
s 
r = taxa de crescimento da população de resistentes; 
R 
rs e rR = taxa de competição entre as populações senslveis 
e resistentes; 
k = fator de inibição para a população senslvel; 
s 
k = fator de inibição para a população resistente; 
R 
N = população total, N = S + R. 
Um caso particular do modelo (3.4.1) não considera a 
competição entre as populações no inicio do crescimento do fungo, ou 
seja, 
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-ar S 
s 
+ar S 
s 
(3.4.2) 
Utilizando N = S + R e r = r = r, temos o seguinte 
R S 
sistema: 
donde 
[~ dt dR 
dt 
= rN 
= ( 1-a)rR + o:rN 
R= N [1- ~] , ou seja, S 
tomando N(O) = 1 e R(O) = O. 
No inicio do crescimento (N = 1), podemos tomar 
1 - 1 
No: 
~ o: In N 
1-0: 
= N , 
pois os termos coincidem para N = 1 e também em sua derivada para 
N = 1. Obtemos assim, a relação 
R ~ o: N In N 
que determina aproximadamente o tamanho da população resistente no 
inicio do crescimento da população de fungos , sabendo-se o tamanho da 
população total (N) e a taxa de mutação da população senslvel para a 
resistente (o:). Esse resultado propicia a adoção de medidas corretas 
num programa de controle. 
Um caso importante, particular do sistema (3.4.1), a ser 
estudado é quando consideramos 
64 
e 
Obtemos assim o seguinte sistema: 
[ 
~= dt 
dS 
"'d't = 
N [r- kN] 
(1-a)S [r - kN] 
(3.4.4) 
(3.4.5) 
Até agora, os parâmetros presentes no modelo (3.4.5) têm sido 
considerados constantes, o que é bastante razoável em termos de 
laboratório, pois existe um controle da temperatura ambiente. Porém, na 
prática, o crescimento de fungos varia com a temperatura, sendo que 
para cada tipo de fungo existe um intervalo onde esse crescimento é 
máximo [31]. 
Diante disso, temos por objetivo observar o comportamento do 
sistema (3.4.5) assim como da população de resistentes (R = N - S), 
considerando a taxa de crescimento intrlnseco das populações senslveis 
e resistente - r - uma função periódica do tempo. A análise do 
comportamento dessas populações terá influência na escolha de um 
programa adequado de aplicação de fungicidas. 
No lugar de (3.4.5), teremos o seguinte sistema: 
[ dN N [r(t)- kN] dt-dS (1-a)S [r(t) - kN] dt- (3.4.6) 
onde a, k são constantes positivas e r(t) é w-periódica, ou seja, 
r(t) = r(t+w) V t. 
Tanto para o sistema (3.4.5) quanto para (3.4.6), 
obtemos a mesma relação 
Re:aNlnN, 
considerando as hipóteses (3.4.4) e as restrições necessárias. Esta 
relação será utilizada no cálculo de R inicial na realização das 
simulações. 
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Parâmetros ~ Simulacões: 
Para observar o comportamento qualitativo do sistema (3.4.6), 
e na ausência de dados experimentais, iremos considerar uma função da 
temperatura do tipo 
I r(temp) = a exp [-b (temp - 17)2 ] 
onde aos l7°C a taxa de crescimento é máxima, ou seja, ª e .2 serão 
obtidos considerando que: 
(i) temp = 17 ~ r = 0.04 (taxa equivalente à duplicação da 
população em 18 dias no modelo (3.4.2)); 
(H) temp = 25 ~ r = 0.002, ou seja, para temperaturas su-
periores a 25°C, r é muito pequeno. Obtemos assim: 
r(temp) = 0.04 exp[-0.04681(temp - 17) 2 ] (3.4. 7) 
Iremos supor também que a temperatura oscila de 8°C durante o 
dia e periodicamente durante o ano, de modo que a temperatura máxima 
atingida durante o ano seja de 39°C, a mlnima de 3°C e a temperatura 
média anual de 20°C, ou seja, 
temp(t) = 20 + 15 cos(llt/180) + 4 cos(2llt) 
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Figura 3. 8 - Variação da temperatura durante o ano 
temp(t) = 20 + 15 cos(nt/180) + 4 cos(2nt) 
•• 
Fazendo uma composição das funções (3.4. 7) e (3.4.8) obtemos 
r. em função de t: 
2 
r(t)= 0.04 exp [-0.04681(3 + 15 cos{nt/180) + 4 cos(2nt)) 1 
Os demais parâmetros são dados por: 
k = 10-13 ; 
ex = 10-5 ( na literatura 10-4< ex < 10- 9 
N(O) = 1010 ; 
S(O) = 9. 9977*10 9 
R(O) = 2.3*106 ( R(O)~ ex N(O) In N(O) ). 
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N 
Nas simulações que se seguem podemos observar o comportamento 
de N, R e também S ao considerarmos 1: uma função periódica do tempo. 
~~r-------~------~------~----------------r-------T-------T-----~ 
t ( c:lio.s) 
Figura 3.9.a - População total de fungos com taxa de crescimento 
periódica 
~~ -------~------~------~----------------~------~------~------, ltOl,..... 
R uo 
ltOJ 
Figura 3. 9. b - População de fungos resistentes (r periódica) 
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uo r---~---~---.......... --------.---------.......... ---..., ltll
uo 
s •. '10 
0.'-C) •.to J.Oo J.ZO 
Figura 3. 9.c - População de· fungos sensíveis (r periódica) 
Notamos que o crescimento de sensíveis, resistentes e 
consequentemente da população total é maior nos meses em que a 
temperatura atingida pertence ao intervalo onde a taxa de crescimento 
atinge seu máximo, decrescendo nos meses onde a temperatura está abaixo 
ou acima desse intervalo máximo de crescimento. Inicialmente ocorrem 
oscilações que , com o passar do tempo, tendem a uma solução periódica; 
a rapidez dessa convergência para a solução periódica depende também da 
condição inicial considerada. 
Tomando agora r = 0.026248 (cf. (3.4. 7)) - valor atingido 
quando temos a temperatura média igual a 20° - e os mesmos parâmetros 
citados anteriormente, observamos que o crescimento de R é 
aproximadamente 2.3 vezes maior quando comparado com r periódica. 
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,. .. 
•U 
t.SO 
z.oo 
• uo 
uo 
O.JO 
1.00 
0.00 2.00 uo uo Ml t. tdia..) 
Figura 3.10.a - População total de fungos com taxa de crescimento 
constante 
uo 
I •• 00 
2.00 
o .00 ~;-. ____ __,_ _____ ..._ ____ ~:------.~.0 
0.00 t.OO •• 00 '.00 • 
t (<l.ia.~) E•OI 
Figura 3.10. b - População de fungos resistentes (r constante) 
uo 
t.OO 
s uo 
1.00 
uo 
0.00 t,_ ____ ........_ ___ ___.~...... ____ ........_ ___ __,~ 
0.00 t.H UO '·" 1.00 E•OI t (d.io.S) 
Figura 3.10.c - População de fungos sensíveis (r constante) 
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Outros ajustes podem ser utilizados para r = f(temp) - a me-
lhor escolha depende de dados experimentais. Entretanto, se r for 
periódica a mesma aná.lise qualitativa pode ser empregada. 
Existência. Unicidade e Estabilidade de Soluções Periódicas 
Os resultados sobre existência, unicidade e estabilidade de 
soluções periódicas para o sistema (3.4.6) decorrem dos teoremas 
utilizados no estudo do sistema de competição entre duas espécies com 
parâmetros periódicos. 
Denotando por A(t,t ) 
o 
o operador translação do sistema 
(3.4.6), a existência de solução periódica positiva para (3.4.6) 
depende da existência de pontos fixos do operador 
A : IR2 --.IR2 
AX = A(w,O)X = X(w,X ) 
o o o 
Consideraremos o dominio de definição 
conjunto limitado O = {(x,y) E IR2, rM /k > x ~ O e 
rM é o valor má.ximo atingido por r(t). 
(3.4. 9) 
do operador A o 
rM/k > y ~ 0}, onde 
Observamos que o sistema (3.4.6) é invariante sobre O, ou 
seja, se (N
0
,S
0
) E O 9 ( N(t;t
0
,N
0
),S(t;t
0
,S
0
) ) c O. Portanto, basta 
utilizarmos o Teorema do Ponto Fixo para demonstrarmos a existência de 
solução periódica positiva para o sistema em questão. 
A unicidade e a estabilidade da solução periódica requerem 
que o operador translação associado a (3.4.6) seja monotônico, 
estritamente positivo ~ fortemente côncavo em O. Colocando o sistema 
(3.4.6) na forma 
e 
dS dt = f 2(t,N,S) I 
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temos que uma condição suficiente para que o operador translação tenha 
as caracterfsticas citadas acima é que as funções 
F (t,l) ,lJ ) = f (t,l) ,l) ) -r~. 8 f (t,l) ,l)) + a f (t.~ .~ J ] 1 1 2 l) 1 1 2 1 1 2 1 1 2 a lJ 2 a 
1 1)2 
F2(t,l)1,1J2) = f (t ~ n) -r~ a f2(t.~,.~.) + l) a f 2 ( t. ~ 1• ~. J] 2 • 11 2 1 2 a lJ a lJ 1 2 
sejam estritamente positivas para O < 1)1, 1)2 e t ii!:: O. 
Para o sistema (3.4.6) temos 
F (t,lJ ,lJ ) 
1 1 2 
F (t,lJ ,lJ ) 
2 1 2 
2 
= klJ > O; 
1 
= (1 - O:)l) l) k > o 
1 2 
pois o: < 1. 
Portanto, o operador A definido em (3.4. 9), é monotõnico, 
estritamente positivo e fortemente côncavo em n e, utilizando o Teorema 
3.3.4 (item 3 desse capitulo), temos que a única solução periódica 
existente para (3.4.6) é uniformemente assintoticamente estável. 
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CAPrTULO 4 
o MODELO PRESA-PREDADOR 
1 - INTRODUÇÃO: 
No capitulo anterior tratamos de um tipo de interação entre 
populações - a competição entre espécies - que ocorre de maneira 
negativa para ambas as populações. Nos preocuparemos aqui com um outro 
tipo de interação entre populações - a predação. Diremos que uma 
população é predadora quando utiliza a outra população, a presa, como 
fonte de alimentação. Dessa forma este tipo de relação é vista 
tradicionalmente como benéfica para o predador e prejudicial para a 
presa. 
O modelo clássico e certamente o mais simples de ser tratado 
analiticamente, proposto por Lotka-Volterra (1926) para a interação 
presa-predador, é dado por 
{ 
~~ = 
dy 
dt = 
x(cx - f3y) 
y(-r + ~x) 
ex, f3 > O (4.1.1) 
r.~> o 
onde x e y são as populações de presa e predador, respectivamente, 
consideradas em alguma unidade adequada (número de individuas, 
biomassa, densidade etc) e os coeficientes são constantes. 
O modelo (4.1.1) assume que na ausência de predadores as 
presas crescem exponencialmente e que a taxa de crescimento dessa 
população diminui proporcionalmente à densidade de predadores. Estes 
últimos tendem à extinção na ausência das presas mas crescem 
proporcionalmente à densidade das mesmas. 
Analogamente ao modelo de competição entre espécies, o modelo 
(4.1.1), assim como sua generalização (considerando também competição 
intraespeclfica), já foram bastante estudados, embora muito criticados 
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em Ecologia devido à grande dificuldade no cálculo dos coeficientes de 
interação envolvidos e à simplificação exagerada da interação. 
Dessa maneira, na tentativa de construir modelos mais 
adequados para a modelagem de certas comunidades, inúmeros estudos têm 
sido realizados considerando-se os coeficientes de interação da 
dinâmica presa-predador como funções do tempo, incorporando às vezes 
efeitos hereditários ou mesmo efeitos abióticos (temperatura, clima, 
tempestade etc). 
Trataremos a seguir do modelo clássico de Lotka-Volterra com 
competição intraespeclfica onde os parâmetros envolvidos são funções 
periódicas do tempo. Os resultados relativos a existência, unicidade e 
estabilidade de soluções periódicas positivas para este modelo são 
fundamentais para o estudo de sistemas envolvendo dois predadores e uma 
presa, como por exemplo o apresentado por Cushing (lO] 
rs( 1 ~ )- m xS m X S S' 1 1 2 2 = - ---y1 a+ s y2 a + s 1 2 
mxS 
x' 
1 1 d X = -1 a + s 1 1 
1 
m x S 
x' 
2 2 d X = -
2 a + s 2 2 
2 
onde S é a população de presas e x e x são os predadores. 
1 2 
Em nosso trabalho trataremos apenas do modelo presa-predador 
simples com parâmetros periódicos. 
2 - O MODELO PRESA-PREDADOR 
O modelo presa-predador com competição intraespeclfica onde 
os parâmetros envolvidos são funções periódicas do tempo é dado por: 
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[ 
dx 
dt = x (b (t) - c (t)x - c (t)y) 1 11 12 
ddyt = y (-b (t) +c (t)x -c (t)y) 
2 21 22 
(4.2.1) 
onde c e b
1 
são funções positivas periódicas 
lj de mesmo perlodo w 
(c , b E B) e c > O. 
lj l ll 
Quando y = O em (4.2.1) obtemos a equação loglstica 
dx 
-= x (b -c x) dt 1 11 (4.2.2) 
estudada no capitulo 1 e cuja existência de solução periódica é 
• garantida pelo teorema (2.2.1). Denotemos por x a solução periódica da 
equação loglstica (4.2.2), e se a E B, definimos 
med[a) = ! r a(t)dt 
o 
Teorema 4.2.1: (Existência) 
Suponha que b , c E B, tais que med[b 1 > O, c (t) i!! O 
l lj 1 lj 
para todo t e ainda que c (t), c (t) > O e c (t) ':1: O para todo t. 
11 12 ~ 
Então, existe uma constante b , o~ b ~ med[c x ], tal que para cada 
o o * 21 
b E B satisfazendo b ~ med[b 1 < med[c x 1 existe uma solução (x,y) E 
2 o 2 * 21 
BxB de (4.2.1) satisfazendo O< x < x e y > O para todo t. 
Dem: a demonstração deste resultado utiliza conceitos 
pertencentes à teoria da bifurcação e pode ser encontrada em 
Cushing [ 91. 
Para o estudo da estabilidade, suponhamos que (x, y) E B x B 
seja a solução periódica descrita no Teorema 4.2. 1. Através da mudança 
de variáveis: 
x(t) = x(t) + x (t) 
1 
y(t) = y(t) + y (t) 
1 
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(4.2.3) 
e da substituição das mesmas em (4. 2.1), obtemos como sistema lineari-
zado em torno da solução ( x,y) o seguinte: 
r dx 
l 1 [b - 2c x - c y ) X + [-c x J y 1 dt- 1 11 12 1 12 dy 1 ) X + [-b + -2c y]y dt = c 21y c X 1 2 21 22 1 (4.2.4) 
Se fizermos x 2 =X/ x e y2 = Y/ y, temos no lugar de 
(4.2.4) o seguinte sistema: 
(4.2.5) 
Se o sistema (4.2.5) é uniformemente assintoticamente estável 
então o mesmo é verdade (localmente) para (x,y) em (4.2. 1). 
Determinar a estabilidade de um sistema não-autônomo como 
(4.2.5) não é tarefa fácil, mesmo quando os coeficientes envolvidos são 
funções periódicas. Uma técnica conhecida apresentada por Coppel [7] 
nos fornece alguns critérios de estabilidade para (4.2.5) utilizando 
uma certa medida f.L(A(t)) dos coeficientes da matriz A(t) = (a (t)) do 
lj 
sistema: 
f.L(A(t)) = l im 
+ 
h-tO 
I I - hA I - I 
h 
Essa "medida" depende da norma que é utilizada e satisfaz 
algumas propriedades: 
a) f.L(aA) = a f.L(A) se a ~ O 
b) IJ.L(A) I ~ IAI ; 
c) f.L(A + B) ~ f.L(A) + J.L(B) 
d) cada autovalor de A tem parte real menor ou igual a f.L(A). 
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Se a norma vetorial utilizada é I (v ,v ) I = I v l+lv I, então 
1 2 1 2 
fl(A(t))=max(a
11
+1a
21
1, a
22
+1a
12
1 )= 
max ( (c - c )x , (c - c )y ) 
21 11 12 2 2 
e se Y(t) é uma matriz fundamental para (4.2.5) temos: 
I Y( t lY- 1(s)l s exp [ r: fl(A(u)) du] (4.2.6) 
(cf. Teor. 3, pag. 58, Coppel [7] ). 
Portanto, (4.2.5) será. uniformemente assintoticamente está.vel 
se a expressão (4.2.6) decai exponencialmente a zero, ou seja, 
c - c < o e 
21 11 
c - c < o 
12 22 
v t (4.2.7) 
Se utilizarmos a norma vetorial I (v , v ) I = max I v I 
1 2 I 
fl(A(t)) = max ( a + I a I. a + I a I } 
11 12 22 21 
obtemos o seguinte critério para estabilidade assintótica: 
cx-cy <O 
12 11 
e v t (4.2.8) 
Desta forma, se a existência de solução periódica estiver 
garantida, ou seja, se as hipóteses do teorema 4.2.1 são satisfeitas, 
temos que esta solução será. uniformemente assintoticamente está.vel se 
(4.2.7) ou (4.2.8) forem satisfeitas. No entanto, veremos no exemplo a 
seguir que embora este seja um critério para determinar a estabilidade 
de um sistema não autônomo, nem sempre é possivel de ser verificado. 
Consequentemente, nem sempre a estabilidade pode ser demonstrada usando 
tal critério. 
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3- APLICAÇÃO: MODELO DA DENGUE HEMORRÁGICA [18) 
Um modelo do tipo presa-predador com coeficientes periódicos 
foi proposto em [18] na tentativa de obter previsões para uma possfvel 
epidemia da dengue hemorrágica, doença transmitida por vetores -
mosquitos do gênero Aedes - que pode ser causada por 4 tipos de vfrus. 
Definindo 
S(or) indivfduos suscetfveis à dengue 
(recuperados da dengue clássica) no instante or; 
l(or) : indivfduos infectados no instante or; 
R(or) : indivfduos recuperados no instante or; 
hemorrágica 
{3 : taxa de infecção (representando a dinâmica de infecção 
o 
entre mosquitos e humanos); 
7 
0 
: taxa de remoção (por cura ou morte); 
o modelo proposto em [18] é dado por: 
dS 
rS (1 - ~ ) - {3 SI dor= o 
di {3 SI - 7 I dor = o o (4.3.1) 
dR 
'l I dor - o 
S(or ) = s l(or ) = I e R(or ) = R 
o o o o o o 
Considerando {3 
0 
uma função w-periódica (depende da intensida-
de de mosquitos infectados e da época do ano) o sistema (4.3.1), 
t é d d. . 1" ã ( 2 ) d "t a rav s e uma a 1mens10na 1zaç o , po e ser escn o por: 
(2) or = t/r 
{3 = {3 k/r 
o 
z = S/k 
y = 1/k 
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{ 
~~ = z( 1 - z) - {3zy 
dy = {3zy - 'lY dt 
(4.3.2) 
onde {3(t) = a(l - ccos(cxt)) , ex > O , O < c < 1 e ex = 2n/w 
é uma perturbação por uma função de média nula - cos(cxt) - do parâmetro 
a. 
Dessa maneira, as hipóteses do teorema 2.2.1 - que garantem a 
existência de solução periódica para a equação logistica (4.2.2) - e as 
hipóteses do teorema 4.2.1 são satisfeitas pelo sistema (4.3.2) pois: 
med[b (t)] = 1 > O , 
1 
c (t) = 1 > O para todo t e 
11 
c = c = {3(t) > O para todo t. 
12 21 
Temos também: 
w 
med[pj = ~ J. a(! - ecos(«tll dt E a 
• Como z = 1 é a solução estável da equação logistica (4.2.2) 
1 
associada ao sistema (4.3.2), a existência de uma solução periódica 
para (4.3.2) depende somente da condição 
• 
med[c z ] > med['ll ~ a > 1 . 
21 1 
(4.3.3) 
Supondo então que a condição (4.3.3) seja satisfeita 
• • denotamos por (z ,y ) a solução periódica existente para o sistema 
(4.3.2). 
Analogamente aos resultados obtidos para o sistema geral 
• • (4.2.1), o sistema linearizado em torno da solução (z ,y ) é dado por: 
{ 
dz 
dt
1 
= 
dy 
1 
dt = 
• • [1 -2z - {3y ] z 
1 
• + [ -{3z ] y 
1 
• • [{3y ] z1 + [ -'l + {3z ] y 1 
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(4.3.4) 
onde z(t) • = z (t) + z (t) 
1 
e y(t) 
Efetuando novamente uma mudança de variáveis 
• • 
z2 = Z/Z e y2 = Y/Y 
o sistema (4.3.4) torna-se mais simples: 
I :: 2 = [- z• J z 2 - a[1- c</>(t)) z• y2 dy2 • crt= [a(l - c<J>(t))z z 2 
com <J>(t) = cos(cxt). 
(4.3.5) 
Se o sistema (4.3.5) for uniformemente assintoticamente 
• • estável, então o mesmo é verdade (localmente) para (z ,y ). 
No entanto, nenhum dos critérios (4.2.7) ou (4.2.8) são 
satisfeitos para o sistema (4.3. 2): 
c - c = f3(t) > o v t 
12 22 
(falha (4.2. 7)) 
cx-cy=c x>OVt 
21 22 2 1 
(falha (4.2.8)) 
• • Entretanto, a estabilidade da solução periódica (z ,y ) foi verificada 
através de simulações, tomando como parâmetros c = 0.99, w = 2.1, 
r = 1, com ª variável e satisfazendo a > r ' 3 > • Este fato nos levou à 
procura de outros critérios para justificar tal estabilidade (cf. cor. 
1 e cor. 2 a seguir). 
(3) Os parâmetros utilizados são baseados em dados referentes 
à epidemia de dengue clássica no Rio de Janeiro em 1986 e no 
aparecimento de casos de dengue hemorrágica a partir de 1990. 
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•.oor---------r-------~~-------,--------~----------E-01 
3.00 
2.00 
1.00 
0.00~------~~------~~------~--------~--------~ 
o.oo 0.20 o.•o o.to 1.00 
Figura 4.1 - Plano de fase para o sistema (4.3.5) quando 
a = 1.5 z(O) = O. 99, y(O) = 0.01 
3.00 
2.00 
1.00 
1.00 
0.00~--------~------~~---===~====~==~==~==~~ 
0.00 0.20 0.60 
Figura 4.2 - Plano de fase para o sistema (4.3.5) quando 
a = 1.5 z(O) = 0.5 , y(O) = 0.01 
A demonstração da estabilidade da solução periódica existente 
para a > r será feita utilizando técnicas de perturbação para o sistema 
(4.3.2). 
OBS: o modelo (4.3.1) assim como alguns cálculos envolvidos e 
simulações são encontrados em [18]. 
81 
Como os coeficientes do sistema (4.3.2) pertencem a B (são 
funções continuas e w-periódicas) mas estão próximos de valores 
constantes, faremos uso de técnicas de perturbação para demonstrar a 
existência, unicidade e estabilidade de solução periódica para este 
sistema. 
O sistema não-perturbado (com coeficientes constantes) 
associado a (4.3.2) é dado por 
Então 
[ 
dz 
- = z[ 1 - z - ay 1 dt 
dy = y[-r + az] dt 
A = (z ,y ) = (1,0) e 
1 o o 
A = (z ,y ) = (r/a,(a-r)/a2 ) 
2 1 1 
(4.3.6) 
são os pontos de equilibrio do sistema (4.3.6), considerando a > r para 
que A tenha coordenadas positivas; são também soluções para o mesmo 
2 
sistema. 
Estabilidade de (z ,y ) 
- o o 
A matriz jacobiana associada ao sistema (4.3.6) é dada por: 
J = - 2z -ay 
ay 
Aplicando J no ponto A= 0.0) obtemos: 
1 
= [ 
-1 -a 
7] A o a -
(4.3.7) 
cujos autovalores são ~ = -1 e ~ = a- r. 1 2 
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Portanto, A = (1,0) será assintoticamente estável se a < r. 
1 
pois i\ < O e i\ < O, e será instável se a > r. 
1 2 
A matriz jacobiana (4.3. 7) aplicada no ponto A
2 
é dada por: 
B= 
[
1 -
e os autovalores de B são: 
-i\ a 
1,2 = 
a - 7 
--
a 
(a - 7) 
a 
--
a 
2 
(4.3.8) 
2 Como a > 7, temos que 47 /a - 47 < O e dessa maneira temos 
duas possibilidades: 
a) i\ < O ou 
1,2 
b) i\ e C e tem parte real negativa. 
1,2 
Em ambos os casos A
2 
será assintoticamente estável para a > 7. 
Considerando agora o sistema (4.3.2) com coeficientes 
periódicos onde ~(t) = a(l - ccos(cxt)) é uma perturbação do valor ª por 
uma função de média nula - cos(cxt) - passaremos representá-lo na forma 
onde u' 
u' = f(t,u,c) (4.3.9) 
-- [ yz'. ] [ 
z - z
2 
-a (I - ecos ( cxt) )zy] 
e f = 
a(l - ccos(cxt))zy - 7Y 
Denotando por 
v(t) = [ ;: ] = [ ~~~)/az ] 
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a solução periódica do sistema não-perturbado (4.3.6) se a > r , utili-
zaremos a técnica de perturbação de um sistema que possui solução 
periódica (cap. 1) .O teorema que garante a existência de solução 
periódica pode ser obtido como um corolârio do teorema 1.3.3. 
OBS: o caso a < r jâ foi considerado ao mostrarmos a estabi-
lidade do ponto A = (1,0), que é solução da equação logistica 
1 
dz/dt = z ( 1 - z) 
Corolârio 1: 
Se a primeira variação de (4.3.2) para c = O com respeito à 
solução v(t), 
2 
x' = I ôf (t,v(t),O) x = f (t,v(t),O)x ÔX J J (4.3.10) 1 =1 
não possui solução periódica para I c I suficientemente pequeno, o 
* * sistema (4.3.2) possui uma solução z = z (t,e) e y = y (t,c), de 
* * perlodo w, contlnua em (t,e) e com z (t,O) = z e y (t,O) = y . Essa 
1 1 
solução é única para c dado. 
Como a solução periódica obtida para o sistema 
não-perturbado (4.3.6) é constante, a matriz da primeira variação 
(4.3. 9) para c = O com respeito à esta solução também é constante. 
[1 - 2r (a-r) -r 
] X 
--
x' a a (4.3.11) = 
a - 7 o 
a 
A matriz acima nada mais é do que a matriz jacobiana aplicada 
no ponto A , cujos autovalores (4.3.8) são todos negativos ou possuem 
2 
parte real negativa. Logo, o sistema (4.3.11) não possui solução 
periódica e consequentemente fica estabelecida a existência de solução 
• • periódica (z ,y ) para o sistema (4.3.9). 
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• • Finalmente, a estabilidade assintótica da solução (z ,y ) 
decorre do seguinte resultado: 
Corolário 2: 
Se as partes reais dos autovalores associados a (4.3.11) são 
todas negativas, então (4.3.11) não possui solução periódica e portanto 
satisfaz as hipóteses do corolário 1. Neste caso, a solução periódica 
* * z = z (t,c) e y = y (t,c) é assintoticamente estável para I c I pequeno. 
Nas figuras que se seguem podemos observar os dois casos 
possíveis para o modelo da dengue hemorrágica: 
i) se a < 7, a solução z = 1 e y = O para o sistema (4.3.2) é 
assintoticamente estável; 
ii) se a > 7, existe uma solução periódica para (4.3.2) que é 
assintoticamente estável. 
Figura 4.3 - Plano de fase para o sistema (4.3.5) quando a < 7 
a = 0.8 z(O) = 0.99 y(O) = 0.01 
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Figura 4.4 - Plano de fase para o sistema (4.3.5) quando a > '1 
a = 1.3 z(O) = 0.5 y(O) = 0.01 
Neste caso em particular, a verificação de existência e 
estabilidade da solução periódica para o sistema (4.3.2) se torna 
bastante simplificada devido ao fato de apenas um coeficiente ser 
função periódica do tempo e os demais constantes, além da solução 
periódica existente para o sistema não-perturbado ser constante. 
Quando isso não acontece, é necessário o cálculo dos expoen-
tes caracterlsticos para a primeira variação do sistema calculada em 
c = O e com respeito à solução periódica existente para o sistema 
(4.3.6). Porém na prática é quase sempre muito diflcil de efetuarmos 
estes cálculos. 
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