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Глава I.  
Многочлены над конечными полями
§ 1. Обзор общей теории многочленов
Напомним, что многочленом степени n над полем F  назы-
вается выражение f x( ) вида a x a x an n n0 1 1+ + +-  , где все aj лежат 
в F , причем a0 0№ . В частности, многочлен степени 0 над F  — 
это элемент F , причем степень нулевого многочлена считается 
равной ( ).-Ґ  При этом a0 называется старшим коэффициентом, 
а a xn0  называется старшим членом f x( ). Будем обозначать 
deg ( )f x  как степень f x( ).
Складываются и умножаются многочлены по обычным 
школьным правилам, из чего следует, что deg ( ) ( ) deg ( ) deg ( ).f x g x f x g x( ) = + 
deg ( ) ( ) deg ( ) deg ( ).f x g x f x g x( ) = +
Теорема 1. Множество всех многочленов над полем F  явля-
ется ассоциативным коммутативным кольцом с единицей, при-
чем это целостное кольцо главных идеалов.
Эта теорема была доказана в части I данного пособия. На-
помним, что коммутативное кольцо R  называется целостным, 
если из того, что a b R, О  и ab = 0 всегда следует, что a или b рав-
ны нулю. Заметим, что в данном пособии понятие идеала не ис-
пользуется, хотя в литературе встречается изложение основ те-
ории алгебраического кодирования с широким применением 
этого понятия.
Кольцо всех многочленов над полем F  обозначается F x[ ].
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Теорема 2. Для любых многочленов f x( ) и g x( ) из F x[ ] при 
g x( ) № 0 существует единственный многочлен r x( ) из F x[ ] такой, 
что f x g x q x r x( ) ( ) ( ) ( )= Ч +  для некоторого q x( ) из F x[ ], причем 
deg ( ) deg ( ).r x g x<
Заметим, что r x( ) называется остатком при делении f x( ) на 
g x( ), а q x( ) — частным.
Определение. Пусть f x( ) и g x( ) — многочлены из F x[ ] 
и хотя бы один из них не равен 0. Тогда наибольшим общим де-
лителем называется нормированный многочлен из F x[ ] наи-
большей степени, который без остатка делит f x( ) и g x( ).
Практически наибольший общий делитель f x( ) и g x( ), ко-
торый будем в дальнейшем обозначать � f x g x( ), ( ) ,( )  находится 
с помощью алгоритма Евклида, описанного в части I данного 
пособия.
Очень важной является следующая теорема.
Теорема 3. Пусть f x( ) и g x( ) — многочлены из F x[ ] и d x( ) их 
наибольший общий делитель. Тогда найдутся такие многочле-
ны u x( ) и v x( ) из F x[ ], что f x u x g x v x d x( ) ( ) ( ) ( ) ( ).+ =
Нахождение многочленов u x( ) и v x( ) осуществляется с по-
мощью модифицированного алгоритма Евклида, описанного 
также в части I пособия.
Определение. Многочлены f x( ) и g x( ) из F x[ ] называются 
взаимно простыми, если их наибольший общий делитель ра-
вен 1.
Теорема 4. Пусть f x g x h x F x( ), ( ), ( ) [ ].О  тогда имеют место 
следующие утверждения:
1) f x( ) и g x( ) взаимно простые тогда и только тогда, когда 
существуют такие многочлены u x( ) и v x( ) над F , что f x u x g x v x( ) ( ) ( ) ( ) ;+ =1 
f x u x g x v x( ) ( ) ( ) ( ) ;+ =1
2) f x h x g x h x f x g x h x( ), ( ) , ( ), ( ) ( ) ( ), ( ) ;( ) = =( )Ю ( ) =1 1 1
7§ 1. Обзор общей теории многочленов
3) f x g x h x g x h x f x h x( ) ( ) ( ), ( ), ( ) ( ) ( ); ( ) = Ю1
4) f x g x f x h x g x h x f x g x h x( ) ( ), ( ) ( ), ( ), ( ) ( ) ( ) ( ).  ( ) = Ю1
Здесь запись f x g x( ) ( )  означает, что f x( ) делится на g x( ) без 
остатка. В дальнейшем этот факт мы часто будем обозначать 
так: g x f x g x f x( ) | ( ) ( )делит ( ) .( )
Определение. Элемент α из F  называется корнем многочле-
на f x( ) из F x[ ], если f ( ) ,a = 0  т. е. при подстановке в выражение 
для f x( ) элемента α вместо x в итоге получается 0.
Теорема 5 (Безу). Если α — корень многочлена f x( ), то f x( ) 
делится на ( )x -a  без остатка.
Следствие 1. Любой многочлен f x( ) степени n і1 над полем 
F  имеет не более n различных корней.
Определение. Поле F  называется алгебраически замкнутым, 
если любой многочлен над F  степени і1 имеет корень в F .
Пример. Поля  и  не являются алгебраически замкнуты-
ми, так как, например, x 2 1+  не имеет корней в , зато поле  
алгебраически замкнуто (это утверждение называется основ-
ной теоремой алгебры).
Теорема 6. Пусть F  — алгебраически замкнутое поле 
и f x F x f x( ) [ ], deg ( ) .О і1  Тогда f x a x x n( ) ( ) ( ),= - ј -0 1a a  где a0 — 
старший коэффициент f x( ), n f x= deg ( ).
Определение. Элемент α из F  называется корнем кратности k  
многочлена f x( ) из F , если f x x g xk( ) ( ) ( )= -a  и g( ) .a № 0
С учетом этого определения получаем следствие к теореме 6.
Следствие 2. Любой многочлен f x( ) степени і1 над алгебра-
ически замкнутым полем F  представим в виде f(x) = 
f x a x xk r
kr( ) ( ) ( ) ,= - ј -0 1 1b b  где элементы bi — попарно различные 
корни f x( ) кратностей ki соответственно.
Определение. Пусть f x F x( ) [ ].О  Тогда f x( ) неприводим над 
F , если f x( ) нельзя представить в виде f x g x h x( ) ( ) ( ),=  где g x( ) 
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и h x( ) — многочлены степеней і1 над F . В противном случае 
f x( ) называется приводимым над F .
Примеры. Ясно, что любой многочлен первой степени непри-
водим, но существуют неприводимые многочлены степени >1. 
Например, квадратный вещественный трехчлен неприводим 
над  тогда и только тогда, когда его дискриминант меньше 
нуля. Однако над алгебраически замкнутым полем все непри-
водимые многочлены имеют степени 1.
Теорема 7. Любой многочлен f x( ) степени і1 над полем F  
представим в виде f x g x g xr( ) ( ) ( ),= ј1  где все g xi ( ) неприводи-
мы над F  и данное представление однозначно с точностью 
до перестановки сомножителей и их умножения на ненулевые 
элементы из F .
Формула для f x( ) в теореме 7 называется неприводимым раз-
ложением f x( ) над полем F .
Пример. ( )( ) ( )( )2 2 3 6 3 3 2 4x x x x+ + = + +  — неприводимые раз-
ложения многочлена f x x x( ) = + +6 18 122  над .
Теорема 8. Пусть f x( ) — многочлен над полем F  степени 2 
или 3. Тогда f x( ) неприводим над F  тогда и только тогда, ког-
да f x( ) имеет корень в F .
С помощью этой теоремы можно получить все неприводи-
мые многочлены над F2 степеней 2, 3 и 4. А именно, существу-
ет единственный неприводимый многочлен степени 2: x x2 1+ + , 
два неприводимых многочлена степени 3: x x3 1+ +  и x x3 2 1+ +  
и три неприводимых многочлена степени 4: x x4 1+ + , x x4 3 1+ + , 
x x x x4 3 2 1+ + + + . Доказательство имеется в части I данного по-
собия.
В качестве еще одного примера использования теоремы 
8 найдем все нормированные неприводимые многочлены сте-
пени 2 над F3.
Пусть многочлен f x x x( ) = + +2 a b неприводим над F3. Тогда 
b =1 или b = 2.
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Пусть сначала f x x x( ) .= + +2 1a
Имеем: f ( )1 2 0 1= + = Ю =a a  и f ( ) .2 2 2 0 2= + = Ю =a a  Таким 
образом, по теореме 8, x x2 1+ +a  неприводим тогда и только 
тогда, когда a = 0.
Теперь f x x x( ) .= + +2 2a
Имеем: f f x x( ) ( )1 0 22= = Ю = +a  и f f x x( ) ( ) .2 2 0 22= = Ю = +a  
f f x x( ) ( ) .2 2 0 22= = Ю = +a  Снова из теоремы 8 следует, что x x2 2+ +a  неприводим 
тогда и только тогда, когда a =1 или a = 2.
Таким образом, существует ровно 3 неприводимых многоч-
лена над F3 :
 x x x2 21 2+ + +,  и x x2 2 2+ + .
§ 2. Теория сравнений для многочленов  
и примеры построения полей небольшого составного порядка
Всюду ниже F * — мультипликативная группа поля F , т. е. 
F F* \ { }.= 0  Выпишем сначала основные определения и тео-
ремы. Считаем, что все многочлены лежат в F [x].
Определение 1. g x h x f x( ) ( )mod ( )є  (читается: g x( ) сравнимо 
с h x( ) по модулю f x( )), если g x h x( ) ( )-  делится на f x( ).
Определение 2. g x h x h x g x f x( ) ( ) | ( ) ( )mod ( ) .= є{ }  Классом вы-
четов по модулю f x( ) называется g x( ).
Множество всех классов вычетов F x[ ] по модулю f x( ) из F x[ ] 
обозначается F x f x[ ] ( ) .( )
Теорема 1. Отношение сравнения в F x[ ] по модулю f x( ) из 
F x[ ] является эквивалентностью в F x[ ].
Теорема 2 (о свойствах классов вычетов по модулю f x( )). Пусть 
f x F x( ) [ ].О�  Тогда имеют место следующие утверждения:
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1) " Оg x F x( ) [ ] g x g x( ) ( );О
2) g x h x g x h x( ) ( ) ( ) ( );О Ю =
3) g x h x g x h x( ) ( ) ( ) ( );З №ЖЮ =
4) g x r x( ) ( ),=  где r x( ) — остаток от деления многочлена g x( ) 
на многочлен f x( ).
Теорема 3. Пусть f x F x( ) [ ].О�  Тогда F x f x[ ] ( )( ) — поле тогда 
и только тогда, когда f x( ) неприводим над F x[ ].
Теорема 4. В общем случае, если f x F x( ) [ ],О�  то F x f x[ ] ( )( ) — 
ассоциативное коммутативное кольцо с единицей. Это кольцо 
называется кольцом вычетов по модулю f x( ).
Теорема 5. Пусть F  — конечное поле порядка q, f x F x( ) [ ].О�  
Тогда
 F x f x qn[ ] ( ) ,( ) =
где n f x= іdeg ( ) ,1  причем F x f x[ ] ( )( ) = + +ј+ - -{ },a a an n0 1 1 1a a  
где все a Fi О , а a = x.
Доказательство. Пусть g x( ) — произвольный многочлен из F x[ ], 
r x a a x a xn
n( ) = + +ј+ -
-
0 1 1
1 — его остаток при делении на f x( ). 
Тогда g x r x a a x a x a a an n n n( ) ( ) { } ,= = + +ј+ = + +ј+- - - -0 1 1 1 0 1 1 1a a  
и вторая часть теоремы доказана. Предположим, что a b F, О  
и a b= . Тогда a b-  делится на f x( ), откуда a b= . Таким образом, 
число различных классов вычетов по модулю f x( ) вида a, где 
a FО , равно q и теорема доказана полностью.
Замечание. Отождествив для любого a из F  класс a  с a, полу-
чим F x f x a a an n[ ] ( ) { },( ) = + +ј+ - -0 1 1 1a a  где все a Fi О .
Следствие 1. Если F  — конечное поле порядка q и f x( ) — 
неприводимый над F  многочлен степени n і1, то F x f x[ ] ( )( ) — 
поле порядка qn .
Пример 1. Пусть F F= 2, f x x x( ) = + +2 1 — неприводимый над 
F2 многочлен. Тогда по теореме 5, F x f x[ ] ( )( ) — поле порядка 4 
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и F x f x a a[ ] ( ) { },( ) = +0 1a  где a = x  и a a F0 1 2 0 1, { , }.О =  Найдем все 
степени элемента α. Так как a a2 2 21 1 1 0+ + = + + = + + =x x x x , 
то a a2 1= + , a a a a3 2 1 2 1= + = + = . Таким образом <a> = 
< >= ( )( )a F x f x[ ] ( ) ,*  т. е. α — порождающий элемент мультиплика-
тивной группы рассматриваемого поля порядка 4.
Пример 2. Пусть F F= 2, f x x x( ) = + +4 1 — неприводимый над 
F2 многочлен. Тогда по теореме 5, E F x f x= ( )[ ] ( )  — поле поряд-
ка 16, причем E a a a a= + + +{ },0 1 2 2 3 3a a a  где все ai О{ , }0 1  и a = x. 
Найдем все степени α. Имеем, a a4 1 0+ + = , откуда a a4 1= + , 
a a a5 2= + , a a a6 2 3= + , a a a a a7 3 31 1= + + = + + , α8 = α + α2 + α4 = 
a a a a a a a a8 2 4 2 21 1= + + = + + + = +( ) , a a a9 3= + , a a a a a10 2 4 21= + = + + , α11 = 
a a a a11 2 3= + + , a a a a a a a12 2 3 4 2 31= + + = + + +  , α13 = α + α2 + α3 + 
a a a a a a a13 2 3 4 2 31= + + + = + + , a a a a a14 3 4 31= + + = + , a a a15 4 1= + = . Таким об-
разом, как и в примере 1, < >=a E *.
Пример 3. Пусть F F= 2, f x x x x x( ) = + + + +4 3 2 1 — другой 
неприводимый многочлен степени 4 над F2. Тогда снова 
E F x f x= ( )[ ] ( )  — поле порядка 16. Найдем все степени a = x. 
Имеем: 1 02 3 4+ + + + =   a a a a . Так как по хорошо известной 
формуле a a a a a a5 4 3 21 1 1- = - + + + +( )( ),   то a5 1= . Таким обра-
зом, | |a = 5 в E * и в этом случае α уже не является порождающим 
элементом группы E *.
Пример 4. Пусть F F= 3, f x x x( ) = + +2 1 — неприводимый мно-
гочлен над F3. Тогда E F x f x= ( )[ ] ( )  — поле порядка 9, причем 
E a a= +{ },0 1a  где ai О{ , , },0 1 2  а a = x. найдем снова все степени α. 
Имеем a a2 2 0+ + = , откуда a a a2 2 1 2= - - = + , a3 = a + 2a2 = 
a a a a a a3 22 2 1 2 2 2= + = + + = +( ) ,  a a a a a4 22 2 2 2 1 2 2= + = + + =( ) ,  a a5 2= , 
a a a a6 22 2 1 2 2= = + = +( ) , a a a a7 22 1= + = + , a8 = a + a2 = a + 1 + 
a a a a a8 2 1 2 1= + = + + = . Таким образом, < >=a E *.
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Пример 5. Пусть F F= 3, f x x( ) = +2 1 — другой неприводимый 
многочлен F3. Тогда снова E F x f x= ( )[ ] ( )  — поле порядка 9, 
и если a = x, то a2 1 0+ = . Так как a a a4 2 21 1 1- = + -( )( ), то a4 1= , 
откуда | |a = 4 в E *, т. е. в отличие от предыдущего примера, α 
не порождает E *.
Определение. Пусть E  — конечное поле порядка q. Элемент 
α из E *называется примитивным, если | |a  в E * равен q -1, т. е. 
любой элемент из E * является некоторой степенью α.
§ 3. Основные теоремы о многочленах  
над конечными полями
Заметим, что в примерах 1, 2, 4 элемент α был примитивным 
элементом, а в примерах 3 и 5 элемент α не примитивен. Од-
нако в любом конечном поле всегда существует примитивный 
элемент. Для доказательства этого факта рассмотрим следую-
щий вспомогательный результат.
Лемма 1. Пусть G  — группа, a b G, ,О  ab ba= ,| | ,a m= | | .b n=  Тог-
да в G  существует элемент c  порядка НОК( , )
( , )
.m n
mn
m n
=
Доказательство. Предположим, что n m| . Тогда НОК( , ) ,m n m=  
и в роли c  годится a. Аналогично, если m n| , то в роли c  годится 
b. Пусть теперь m n| ,n m| .
Рассмотрим сначала случай, когда ( , ) .m n =1  Докажем, что 
тогда в роли c  можно взять элемент ab.
Во-первых, ( ) .ab a bmn mn mn= =1  Во-вторых, пусть | | .ab l=  Тогда 
l mn| . Далее, 1= = Ю Ю( ) | |ab a m m lln ln ln  и 1= = Ю Ю( ) | | ,ab b n lm n llm lm  
1= = Ю Ю( ) | | ,ab b n lm n llm lm  а так как ( , ) ,m n =1  то mn l| . Таким образом, при ус-
ловии ( , )m n =1 лемма доказана.
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Пусть теперь ( , ) .m n №1  Тогда a и b можно записать в виде 
a p p p pe s
e
s
e
r
es s r= ++1 11 1 … , b p p p pf sf sf rfs s r= ++1 11 1 … , где все pi  — попарно 
различные простые числа, e f e fs s1 1і і, , ,  e es1 1, , , і e fs j s j+ +<  
при j r s= -1, . Ясно, что s і1, т. к. иначе m n|  и s r< , т. к. иначе 
n m| . Обозначим m p pe ses= 11 , n p psf rfs r= ++11 , a a
m
m= , b b
n
n= . Ясно, 
что | | ,a m=  | | .b n=  Тогда по первой части доказательства леммы 
имеем | | ( , ).ab mn m n= =НОК  Лемма доказана.
Пример к лемме. Пусть ab ba= , | | ,a = Ч Ч Ч2 3 5 73 2 3  | | .b = Ч Ч Ч2 3 5 114 2  
Найдем элемент порядка НОК( , ),m n  где m a=| |, n b=| | . Запишем 
m и n, как в доказательстве леммы: m = Ч Ч Ч3 5 7 22 3 3, n = Ч Ч Ч Ч3 5 7 2 112 0 4 . 
Тогда m = Ч Ч3 5 72 3 , n = Ч2 114 , a a= 8, b b= 75 и | | ( , ) .a b m n8 75 2 3 43 5 7 2 11= = Ч Ч Ч ЧНОК  
| | ( , ) .a b m n8 75 2 3 43 5 7 2 11= = Ч Ч Ч ЧНОК
Теорема 6. Пусть Е — конечное поле. Тогда Е* — цикличе-
ская группа.
Доказательство. Пусть a — элемент группы Е* наибольшего 
порядка m и a E№ *. Так как число корней многочлена xm -1 
в Е* не больше m, а любой элемент из a  является корнем это-
го многочлена, то корни xm -1 — это в точности элементы под-
группы a . Предположим, что существует элемент b в E a* \ . 
Тогда b n= , причем n не делит m. По лемме в Е* существует эле-
мент с порядка НОК (m, n). В силу того, что n не делит m, име-
ем НОК (m, n) > m. Получили противоречие с выбором элемен-
та a, которое доказывает теорему.
Пример 6. В примере 3 выше элемент α не примитивен. Од-
нако по теореме 6 в Е* должен быть примитивный элемент. 
Найдем его. Во-первых, не годятся элементы a a a a a a, , , , 2 3 2 31+ + +  
так как они образуют в Е* множество элементов порядка 5. По-
пробуем в роли примитивного элемента взять 1+a. Имеем 
( ) ,( ) ( ) ( ) .1 1 2 1 1 1 1 12 2 3 2 2 3+ = + + + = + + = + + + №a a a a a a a a a  Так 
как в Е* порядки неединичных элементов — 3, 5, 15, то 1 15+ =a  
и 1+a — примитивный элемент Е.
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Аналогично в примере 5 элемент α не примитивен. Имеем 
a2 1 2= - = , a a3 2= , a4 1= . Попробуем в роли примитивного эле-
мента взять 1+a. Имеем ( ) .1 1 4 6 4 1 1 2 1 2 14 2 3 4 2 3 4+ = + + + + = + + + + = + + + = №a a a a a a a a a a a 
( ) .1 1 4 6 4 1 1 2 1 2 14 2 3 4 2 3 4+ = + + + + = + + + + = + + + = №a a a a a a a a a a a  Тогда 1 8+ =a  и 1+a  — 
примитивный элемент Е.
Замечание. Как следует из части I пособия, число примитив-
ных элементов в поле Е порядка q равно j( ),q -1  где φ — функ-
ция Эйлера.
Рассмотрим сейчас очень важную теорему о минимальном 
многочлене.
Определение. Пусть Е — расширение поля F, aОE . Мини-
мальным многочленом элемента α над F называется нормирован-
ный многочлен наименьшей степени, корнем которого явля-
ется α. Он обозначается Irr( , , ).a F x
Определение. Пусть aОE, где Е — расширение поля F. Тог-
да F a a am m[ ] { },a a a= + +ј+0 1  где m — любое целое неотрицатель-
ное, все a Fi О .
Теорема 7. Пусть Е — расширение поля F, aОE, f x F x( ) Irr( , , ),= a 
f x F x( ) Irr( , , ),= a  g x F x( ) [ ].О  Тогда имеют место следующие утверж-
дения:
1) g f x g x( ) ( ) | ( )a = Ы0 ;
2) g r( ) ( ),a a=  где r x( ) — остаток от деления g x( ) на f x( );
3) f x( ) неприводим над F;
4) g x( ) неприводим над F, g x( ) — нормированный и g g x f x( ) ( ) ( ),a = Ю =0 
g g x f x( ) ( ) ( ),a = Ю =0  в частности Irr( , , )a F x , определяется однознач-
но;
5) F a a an n[ ] { },a a a= + +ј+ - -0 1 1 1  где все a Fi О , n f x= deg ( );
6) F [ ]a  — поле, изоморфное полю F x f x[ ] ( ) .( )
Доказательство. Поделим g x( ) на f x( ) с остатком: 
g x f x q x r x( ) ( ) ( ) ( ),= +  deg ( ) deg ( ).r x f x<  Тогда g r( ) ( )a a= , и если 
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g(a) = 0, то в силу определения f x( ) имеем r x( ) .= 0  Тем самым 
доказаны пункты 1) и 2) теоремы. Если f x( ) — приводим над F, 
то существуют многочлены u x( ) и v x( ) над F степеней і1, такие, 
что f x u x v x( ) ( ) ( ).=  Тогда либо u( ) ,a = 0  либо v( ) ,a = 0  что проти-
воречит определению f x( ). Так что пункт 3) тоже доказан.
Пусть теперь g x( ) нормирован, неприводим и g( ) .a = 0  Тог-
да по пункту 1) g x( ) делится на f x( ) и поскольку g x( ) неприво-
дим над F, то g x cf x c F( ) ( ), .= О  Но раз g x( ) и f x( ) нормирова-
ны, то g x f x( ) ( )=  и пункт 4) доказан. Пункт 5) сразу следует 
из пункта 2).
Докажем теперь, что F [ ]a  — поле, изоморфное полю 
F x f x[ ] ( ) .( )  Очевидно, что F [ ]a  — подкольцо в Е. Осталось до-
казать, что любой ненулевой элемент из F [ ]a  обратим в F [ ]a . 
Пусть g F( ) [ ]a aО  и g( ) .a № 0  Тогда по пункту 1) g x( ) не делится 
на f x( ) и, стало быть, ввиду неприводимости f x( ) над F, g x( ) и 
f x( ) взаимно просты. Тогда по теореме 3 § 1 найдутся многоч-
лены u x( ) и v x( ) над F такие, что f x u x g x v x( ) ( ) ( ) ( ) ,+ =1  откуда 
g v( ) ( ) .a a =1  Следовательно, F [ ]a  — поле.
Определим отображение j a: [ ] [ ]/ ( ( ))F F x f x®  следующим 
образом: j a( ( )) ( )g g x=  для любого g x F x( ) [ ].О  Если g h( ) ( ),a a=  
то g x h x( ) ( )-  по пункту 1) делится на f x( ) и, стало быть, 
g x h x( ) ( )= . Этим доказана корректность определения φ. Пусть 
теперь g x h x( ) ( ).=  Тогда g x h x( ) ( )-  делится на f x( ), откуда 
g h( ) ( ).a a=  Этим доказана инъективность φ. Сюръективность 
φ очевидна, т. е. φ — биекция. Гомоморфность φ проверяется 
автоматически. Теорема 7 доказана.
Следствие 2.  Пусть Е  — расширение поля F, 
a aО =E f x F x, ( ) Irr( , , ), F q= ,deg ( ) .f x n=  Тогда F [ ]a  — поле по-
рядка qn .
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Пример 7. Пусть E F x f x= ( )[ ] ( )  — поле порядка 16, где f x x x( ) ,= + +4 1 
f x x x( ) ,= + +4 1  F F= 2, a = x. Найдем Irr( , , )1+a F x  и Irr F x( , , ).1 2+ +a a
Пусть Irr( , , ) .1 4 3 2+ = + + + +a F x ax bx cx dx e  Так как 1 4+ =a a , 
то имеемa b c d ea a a a16 12 8 4 0+ + + + = , т. е. a b c d ea a a a a a+ + + + + + + + + =( ) ( ) ( ) .1 1 1 02 3 2 
a b c d ea a a a a a+ + + + + + + + + =( ) ( ) ( ) .1 1 1 02 3 2
Получим систему уравнений:
 
b c d e
a b d
b c
b
+ + + =
+ + =
+ =
=
м
н
п
п
о
п
п
0
0
0
0
,
,
,
,
откуда c d e c d= + = + =0 0 0, , . Если a = 0, то d e= = 0, что невоз-
можно. Стало быть, a =1, d e= =1 и Irr( , , ) .1 14+ = + +a F x x x
Пусть теперь Irr( , , ) .1 2 4 3 2+ + = + + + +a a F x ax bx cx dx e  Так как 
1 2 10+ + =a a a , то a b c d ea a a a40 30 20 10 0+ + + + = , т е. a b c d ea a a10 5 10 0+ + + + = , 
a b c d ea a a10 5 10 0+ + + + = , откуда a b c d e( ) ( ) ( ) ,1 1 02 2 2+ + + + + + + + + =a a a a a a  
что равносильно системе уравнений a b d e a c d+ + + = + + =0 0, . 
Поскольку мы ищем минимальный многочлен для 1 2+ +a a , 
то предположим a = 0. Тогда получим систему b d e c d+ + = + =0 0, , 
которая, очевидно, совместна. Предположив, что b = 0, полу-
чим d e c d+ = + =0 0, , откуда с d e= = =1 и, стало быть, 
Irr F x x x( , , ) .1 12 2+ + = + +a a
Рассмотрим теперь две основные теоремы о характеристи-
ке поля.
Определение. Пусть n x FО О, , F  — поле. Тогда 
nx x x x n x nx
n
= + + - = -…   ,( ) ( ) и 0 0x = , где 0 в левой части послед-
него равенства — это число 0, а не элемент поля.
Лемма 2. В любом поле F для любых целых чисел m, n и лю-
бых x y F, О  верны следующие равенства:
1) ( ) ,m n x mx nx+ = +
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2) m x y mx ny( ) ,+ = +
3) ( ) ( ),mn x m nx=
4) ( )( ) ( )( ).mx ny mn xy=
Доказательство этой леммы чисто формальное с разбором 
нескольких случаев.
Определение. Пусть 1 — единица поля F. Наименьшее нату-
ральное n такое, что n1 0= , называется характеристикой поля 
F. Если натурального числа с условием n1 0=  не существует, 
то характеристика поля считается равной нулю.
Обозначение характеристики поля — char .F
Например, char char char ,Q R C= = = 0  а характеристика поля 
F pp =  / , где p — простое число, равна p.
Теорема 8. Пусть F — произвольное поле, char .F > 0  Тогда 
имеют место следующие утверждения:
1) charF p=  — простое число;
2) для любого x F pxО = 0;
3) для любого x FО  и для любого целого m mx rx= , где r — 
остаток от деления m на p.
Доказательство. 1) Докажем от противного. Предположим, 
что char , , .F st s t= >1  Тогда st1 0= , откуда по пункту 4 леммы 2 
( )( )s t1 1 0=  и либо s1 0= , либо t1 0= , что противоречит определе-
нию характеристики поля. Для доказательства пункта 2) при-
меним пункт 4 леммы 2: px p x p x xF F= Ч Ч = = =( )( ) ( )( ) ,1 1 1 1 0 0  где 
1F– единица поля F. И, наконец, для любого целого m имеем 
m pq r= + , где r  — остаток от деления m  на p. Тогда 
mx pq r x q px rx rx= + = + =( ) ( )  в силу пунктов 1) и 3) леммы 2 и до-
казанного пункта 2 теоремы 8.
Теорема 8 доказана полностью.
Определение. F n n0 1= О{ | },  где 1 — единица поля F.
Теорема 9. Пусть F — поле, char ,F p= > 0  тогда F0 — подполе 
в F , изоморфное F pp =  .
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Доказательство. Определим отображение F0 в F np :" О 
j( ) .n n n p1 = = +   Если n m1 1= , то по теореме 8 имеем n m pє mod , 
откуда j j( ) ( ).n m1 1=  Этим доказана корректность определения 
φ. А если n m= , то опять по теореме 8, n m1 1= . Этим доказана 
инъективность φ. Поскольку сюръективность φ очевидна, 
то φ — биекция. Гомоморфность φ проверяется автоматически. 
Теорема доказана.
Определение. Поле F0, содержащееся в поле F  характеристи-
ки p > 0, называется элементарным подполем поля F . Ввиду тео-
ремы 9 его отождествляют с Fp . Таким образом, любое поле ха-
рактеристики p > 0 содержит поле Галуа Fp .
Заметим, что если char ,F = 0  то {( )( ) | , , }p q p q q1 1 01- О №  явля-
ется подполем в F , изоморфным . Оно тоже называется эле-
ментарным подполем в F .
Теорема 10. Если F  — конечное поле, char ,F p= > 0  то | |F pn=  
для некоторого натурального n.
Доказательство. По теореме 9 поле F  содержит элементарное 
подполе F0 порядка p. Ясно, что F  — линейное пространство над 
F0 относительно сложения в F  и умножения элементов из F  
на скаляры из F0 . Так как F <Ґ, то в линейном пространстве F  
над F0 существует базис ( , , ),x xn1 ј  где n — некоторое натураль-
ное число. Тогда F x x F i nn n i= +ј+ О ={ | , }.l l l1 1 0 1для всех  Те-
перь ясно, что | | | | .F F pn n= =0  Теорема доказана.
Теорема 11. Пусть E  — расширение поля F , | | ,E qn=  | | ,F qm=  
где q — степень простого числа p. Тогда m n| .
Доказательство. Снова считаем E  линейным пространством 
над F . Тогда E x x F i kk k i= +ј+ О ={ | , },l l l1 1 1для всех  где 
( , , )x xk1 ј  — базис данного линейного пространства. Тогда 
| | | | ,E F k=  т. е. q qn mk= , откуда m n| . Теорема доказана.
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Следствие 3. Пусть | | ,F q= | | ,E qn=  aОE, q — степень просто-
го числа. Тогда deg Irr( , , ) | .a F x n
Доказательство. Пусть m F x= deg Irr( , , ).a  Тогда по теореме 7 
F [ ]a  — подполе в E  порядка qm, и по теореме 11 — m n| . След-
ствие доказано.
Так, например, если E  — поле порядка 26, ,aОE  то Irr( , , )a F x0  
может иметь степень лишь 1, 2, 3 или 6, а если E  — поле поряд-
ка 25, то Irr( , , )a F x0  может иметь степень лишь 1 (когда aОF0) 
или 5. Здесь F0 — элементарное подполе в соответствующем 
поле.
Теорема 12. Пусть F  — поле характеристики p > 0, q — сте-
пень p. Тогда для любых x y,  из F  ( ) ,x y x yq q q+ = +  ( ) .xy x yq q q=
Доказательство. Второе равенство очевидно, а первое равен-
ство достаточно доказать при q p= . Имеем ( ) ,x y x C x y C x y yp p p p pi p i i p+ = + + + + +- -1 1   
( ) ,x y x C x y C x y yp p p
p
p
i p i i p+ = + + + + +- -1 1    где C p p p i
i
i pp
i =
- ј - +
Ј Ј -
( ) ( )
!
, .
1 1
1 1 
C
p p p i
i
i pp
i =
- ј - +
Ј Ј -
( ) ( )
!
, .
1 1
1 1  Ввиду простоты p Cpi  делится на p при всех указанных 
значениях i, откуда по теореме 8, ( ) ,x y x yp p p+ = +  что и требо-
валось доказать.
Теорема 13. Пусть | | ,E qn=  где q — степень простого числа p 
и m n| . Тогда в E  существует единственное подполе H  порядка 
qm, причем H E q
m
= О ={ | }.a a a
Доказательство. Так как m n| , то ( ) | ( )q qm n- -1 1  и ввиду ци-
кличности E * в E * существует ровно ( )qm -1  элементов, удовлет-
воряющих условию x xq
m
= . Таким образом, H E q
m
= О ={ | }a a a  
состоит из qm  элементов. То, что H  — подполе в E, сразу следу-
ет из теоремы 12. Единственность очевидна. Теорема доказана.
Теорема 14. Пусть E  — расширение поля F , aОE, | |F q=  — 
степень простого числа p, | | ,a = k  m F x= deg(Irr( , , )).a  Тогда m — 
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наименьшее натуральное число такое, что k qm| ( ).-1
Доказательство. По условию, F qm[ ]a =  и, стало быть, 
k qm| ( ).-1  Пусть t  — наименьшее натуральное число такое, что 
k qt| ( ).-1  Тогда | |q t=  в  k , откуда t m| . Далее, из того, что | | ,a = k  
следует, что a aq
t
= . Тогда по теореме 13, H E q
t
= О ={ | }b b b  — под-
поле в E, содержащее a, откуда F H[ ] .a Н  Теперь из того, что 
F qm[ ] ,a =  | |H qt=  и t mЈ , следует, что F H[ ]a =  и m t= . Теорема 
доказана.
Теорема 15 (о корнях минимального многочлена). Пусть 
F q=  — степень простого числа p, E  — расширение поля F , 
aОE, f x F x( ) deg(Irr( , , )),= a deg ( ) .f x m=  Тогда корни f x( ) — это 
в точности a a a, , , .q q
m

-1
Доказательство. Пусть f x x a x a x am m m m( ) ,= + +ј+ +- -1 1 1  где все 
ai  лежат в F . Тогда для любого i  a a a a a a aiq i iq iq i iq i
s
= = = =, , ,
2
  для 
любого натурального s.
Теперь
f a a a aq mq q m
q
m
mq q q qs s s s s s s s( ) (m ) (m )a a a a a a= + + + + = + +- -
-
1
1
1 1
1

+ + + = + + + + = =-
-
- a a a a a fm
q q
m
q m m
m m
q qs s s s s
1 1
1
1 0a a a a a( ) ( ) ,
где s  — любое натуральное число. Предположим теперь, что 
a aq q
i j
= , 0 1Ј < Ј -i j m . Тогда aq q
i j i( ) ,
- - =1 1  откуда aq
j i- - =1 1, и, ста-
ло быть, k q j i| ,- -1  где k =| | .a  Получили противоречие с теоре-
мой 14. Теорема 15 доказана.
Теорема 16. Пусть F q= , F– поле, n — натуральное число, 
q — степень простого числа p. Тогда x x g xq
n
- =Х ( ), где g x( ) 
справа пробегает множество всех нормированных многочленов 
степеней m, делящих n, неприводимых над полем F .
Доказательство. Пусть g x( ) — неприводим над F , 
deg ( ) | ,g x m n=  g x x( ) .№  Тогда по следствию 2 к теореме 7, 
g x x xq
m
( ) | ,-  а с учетом того, что g x x( ) ,№  g x xq
m
( ) | .- -1 1  Далее, 
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§ 3. Основные теоремы о многочленах над конечными полями 
m n q q x xm n q q
m n
| | | ,Ю -( ) -( )Ю -( ) -( )- -1 1 1 11 1  т. е. g x x xqn( ) | .-
Обратно, пусть h x( )  неприводим над F ,deg ( )h x m=  
и h x x xq
n
( ) | ,-  h x x( ) .№  Тогда F x h x qm[ ] ( )( ) =  и m — наименьшее 
такое, что k x= =| | | |a  делит qm -1. Но aq n
n
k q- = Ю -1 1 1| ( ). Те-
перь m q=| | в  k m nЮ | . Теорема 16 доказана.
Пример 8. deg ( ) ,x x2
6
64- =  натуральные делители числа 6 — 
это 1, 2, 3, 6, причем число неприводимых многочленов над F2 
степеней 1, 2, 3 равно 2, 1, 2 соответственно. Более того, все эти 
многочлены нам известны.
Тогда 
 x x x x x x x x x x x64 2 3 3 21 1 1 1- = + + + + + + +( )( )( )( ) ( ),j
где j( )x  — произведение всех нормированных неприводимых 
над F2 многочленов степени 6. Следовательно, deg ( )j x = - - - = Ю64 2 2 6 54 
deg ( )j x = - - - = Ю64 2 2 6 54  число нормированных неприводимых над 
F2 многочленов степени 6 равно 9.
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Глава II.  
Коды, исправляющие ошибки
§ 1. Линейные коды
Всюду ниже считаем, что q — степень простого числа, Fq — 
поле порядка q. Напомним, что при любом натуральном n ариф-
метическое линейное пространство Fqn состоит из всех векто-
ров x  вида (x xn1, ..., ), где все компоненты xi  — элементы из Fq. 
Эти векторы складываются и умножаются на скаляры из Fq по-
компонентно. Например, в пространстве F34 имеем: (2,1,1,1) + 
+ (2,1,2,2) = (2+2, 1+1, 1+2, 1+2) = (1,2,0,0), а 2 2 1 1 1 2 2 2 1 2 1 2 1 1 2 2 2( , , , ) ( , , , ) ( , , , )= Ч Ч Ч Ч = 
2 2 1 1 1 2 2 2 1 2 1 2 1 1 2 2 2( , , , ) ( , , , ) ( , , , )= Ч Ч Ч Ч = .
Будем называть Fqnосновным линейным пространством.
Определение. Пусть n, k — неотрицательные целые числа, при-
чем n і1, 0 Ј Јk n. Тогда линейным ( )n,k -кодом над Fqназывается 
любое k-мерное подпространство C в Fqn. Это означает, что
1) для любых x y C, О  сумма x y+  снова лежит в C;
2) для любого lОFq, для любого x CО  произведение lx  сно-
ва вектор из C;
3) C само является линейным пространством над Fq и его раз-
мерность равна k. Параметр n называется длиной кода C.
Ясно, что если С1, С2 — коды длины n над Fq, то их пересе-
чение С С1 2  и их сумма С С С Сx y x y1 2 1 2+ = О О{ }+ | ,  тоже явля-
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ются кодами длины n. Их размерности связаны известной фор-
мулой
 dim( ) dim dim dim( )С С С С С С1 2 1 2 1 2+ = + -  .
Определение. Порождающей матрицей (n, k)-кода C над Fq 
называется любая матрица G размера k nґ , строки которой об-
разуют базис C. Ясно, что порождающая матрица определяет-
ся неоднозначно. Например, если G — порождающая матрица, 
и мы переставим в ней строки в любом порядке, то снова полу-
чим какую-то порождающую матрицу данного кода.
Таким образом, G
g
gk
=
ж
и
з
з
з
ц
ш
ч
ч
ч
1
 , где g gk1, ,ј  — базис C.
Определение. Информационным вектором (n, k)-кода C над Fq 
называется любой вектор a  вида a ak1, ,ј( ), где все компоненты 
ai  — элементы Fq.
Ясно, что множество всех информационных векторов обра-
зует арифметическое линейное пространство Fqk.
Определение. При конкретном выборе порождающей матри-
цы G кодовым вектором информационного вектора a aa k= ј( )1, ,  
называется вектор aG, т. е. a g a gk k1 1 +ј+ .
Пример. Пусть G =
ж
и
з
з
з
ц
ш
ч
ч
ч
1 0 1
0 1 1
1 0 0
0
1
0
1
1
1
 — порождающая матри-
ца (5,3)-кода над F2, a = ( )1 1 1, ,  — информационный вектор. Тог-
да его кодовый вектор c  равен aG,т. е. сумме всех трех строк ма-
трицы G. Имеем в итоге c = ( )0 1 0 1 1, , , , .
Если, например, информационный вектор b = ( )1 1 0, , , то его 
кодовый вектор bG  равен сумме двух первых строк G, т. е. век-
тору (1,1,0,1,0).
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В дальнейшем коды над F2 и F3 будем называть бинарными 
и тернарными соответственно.
Определение. Проверочной матрицей линейного ( )n,k -кода C 
над Fq при всех k n<  называется матрица H размера ( ) ,n k n- ґ  
такая, что при x FqnО  условие x СО  равносильно условию Hxt = 0, 
где x t — столбец, полученный транспонированием вектора x .
Теорема 1.
1. Если H — проверочная матрица ( )n,k -кода C, то 
rankH n k= - .
2. Пусть M  — матрица размера ( ) ,n k n- ґ  rankM n k= -  и G  — 
порождающая матрица ( )n,k -кода C. Тогда M  — проверочная 
матрица в том и только том случае, когда MG Ot = , где О — ну-
левая матрица.
Доказательство. 1. По условию C — подпространство вектор-
ных решений однородной линейной системы уравнений 
(ОЛСУ) с матрицей H. Тогда по известной теореме линейной 
алгебры k C n H= = -dim ,rank  откуда rank .H n k= -
2. Ввиду того, что строки G образуют базис C, заключаем, что 
условие MG Ot =  равносильно условию
 " О =c Mc t 0.   (1)
С другой стороны, пространство решений ОЛСУ с матрицей 
М имеет размерность n n k k C(  ) dim .= =  Поэтому условие (1) 
равносильно тому, что это пространство совпадает с C, что рав-
носильно, в свою очередь, тому, что М — проверочная матри-
ца кода С.
1.2. Вычисление проверочной матрицы  
с помощью систематической порождающей матрицы
Сделаем сначала ряд определений и замечаний.
Определение. Порождающая матрица ( )n,k -кода называется 
систематической, если она имеет вид E Bk | ,( )  где Ek — единич-
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ная матрица порядка k, а B — некоторая матрица размера 
k n kґ -( ).
Определение. Код ўC  называется эквивалентным коду C, если 
все его векторы получены из соответствующих векторов кода 
С одной и той же перестановкой местами компонент (напри-
мер, переменой местами первой и последней компонент).
Ясно, что при этом порождающая матрица ўG  кода ўC  полу-
чается из порождающей матрицы G  кода С точно такой же пе-
рестановкой местами столбцов матрицы G. Аналогично, про-
верочная матрица ўH  кода ўC  получается из проверочной 
матрицы H кода C этой же перестановкой местами столбцов 
матрицы H.
Заметим далее, что при элементарных преобразованиях строк 
порождающей матрицы G кода C каждый раз снова получается 
порождающая матрица этого кода.
Таким образом, мы получили следующее утверждение.
Лемма 1. Если G — порождающая матрица (n, k)-кода C, 
то с помощью элементарных преобразований строк этой ма-
трицы и, при необходимости, с помощью перестановки места-
ми столбцов G, можно получить систематическую матрицу G ' 
кода, эквивалентного коду C.
Теорема 2. Если G E Bk= ( )|  — систематическая порождаю-
щая матрица кода С, то матрица H B Et n k= -( )-|  является про-
верочной матрицей этого кода.
Доказательство. Ясно, что rank .H n k= -  Следовательно, 
по теореме 1, осталось проверить, что HG Ot = . Перемножим 
матрицы H и Gt в блочном виде. Имеем
 HG B E
E
B
B E E B B B Ot t n k
k
t
t
k n k
t t t= -( )ж
и
з
ц
ш
ч = - + = - + =- -| ,
что и требовалось доказать.
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Пример 1. Пусть G =
ж
и
з
з
з
ц
ш
ч
ч
ч
1 1 0 1 0
1 1 0 0 1
0 1 1 1 1
 — порождающая матри-
ца бинарного (5,3)-кода. Найти его проверочную матрицу.
Решение. Поскольку первые три столбца G линейно зависи-
мы, то на их месте нельзя получить единичную матрицу, поль-
зуясь только элементарными преобразованиями строк. Поме-
няем местами 1-й столбец с 4-м, в результате чего получим 
порождающую матрицу G ʹ  эквивалентного кода ўC :
 G ' =
ж
и
з
з
з
ц
ш
ч
ч
ч
1 0
1 1
1 0 1
0 1 0 1 1
1 1 0
Далее используем только элементарные преобразования 
строк
 G ' ~=
ж
и
з
з
з
ц
ш
ч
ч
ч
ж
и
з
з
з
ц
ш
ч
ч
ч
1 0
0 1
1 1
0 1
1 0 1
0 1 0 1 1
0 1 1
0 0 0
0 1 0 1 1
0 1 1
Теперь по теореме 2 имеем
 ў = ж
и
з
ц
ш
чH
0 1 1 1 0
1 1 1 0 1
 — проверочная матрица кода C '.
Меняя снова 1-й столбец и 4-й местами, получим провероч-
ную матрицу кода C
 H = ж
и
з
ц
ш
ч
1 1 1 0 0
0 1 1 1 1
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1.3. Дуальные коды
В основном пространстве Fqn обычным образом можно вве-
сти скалярное умножение
 ( , , )( , , ) .x x y y x y x yn n n n1 1 1 1  = + +
Если С — код в Fqn, то как и в курсе линейной алгебры опре-
деляется ортогональное дополнение C ^ . Это тоже код над Fq 
длины n и его размерность равна n k- , где k C= dim , откуда 
C C^
^( ) = . Заметим, однако, что в отличие от ситуации над по-
лем  пространство Fqn не обязано быть прямой суммой C CЕ ^ !
Код C ^ называется дуальным к С кодом.
Из определений легко следует:
Лемма 2. Если G, H — порождающая и проверочная матри-
цы соответственно кода С, то G и H — проверочная и порожда-
ющая матрицы соответственно кода C ^ .
Пример 2. Пусть G = ж
и
з
ц
ш
ч
2 0 1 1
1 2 1 0
 — порождающая матрица 
тернарного (4,2)-кода С. Выписать все кодовые векторы, най-
ти проверочную матрицу кода С и выписать все кодовые век-
торы дуального кода C ^ .
Решение. Применим элементарные преобразования к G, что-
бы в первых двух ее столбцах получить единичную матрицу
G ~ ~ ~
1 2 1 0
0 1 1
1 2 1 0
2 2 1
1 0 2 2
1 1 22 0 0
ж
и
з
ц
ш
ч
ж
и
з
ц
ш
ч
ж
и
з
ц
ш
ч
Теперь по теореме 2
H =
-
-
ж
и
з
ц
ш
ч =
ж
и
з
ц
ш
ч
-
-
2 1 0
2 0 1
1 1 0
1 0 1
1
2
2
1
 — проверочная матрица 
кода C, а значит, порождающая матрица кода C ^ .
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Теперь по матрице G, составляя всевозможные линейные 
комбинации ее строк g g1 2,  с коэффициентами из F3 0 1 2={ }, , , 
найдем все кодовые векторы кода С. В результате получим
C g g g g g g g g g g g g= + + + +{ }=0 2 2 2 2 2 2 0 0 0 01 2 1 2 1 2 1 2 1 2 1 2, , , , , , , , ( , , , ),( , , , ),2 0 1 1{
C g g g g g g g g g g g g= + + + +{ }=0 2 2 2 2 2 2 0 0 0 01 2 1 2 1 2 1 2 1 2 1 2, , , , , , , , ( , , , ),( , , , ),2 0 1 1{
( , , , ),( , , , ),( , , , ),( , , , ),( , , , ),( , , ,1 2 1 0 1 0 2 2 2 1 2 0 0 2 2 1 2 2 0 2 1 1 0 1),( , , , ) .0 1 1 2 }
Аналогично, по матрице H, составляя всевозможные ком-
бинации её строк h h1 2,  с коэффициентами из F3 0 1 2={ }, , , най-
дем все кодовые векторы кода C ^ . В итоге получим
C h h h h h h h h h h h h^ = + + + +{ }=0 2 2 2 2 2 2 0 0 0 01 2 1 2 1 2 1 2 1 2 1 2, , , , , , , , ( , , , ),( , , , ),1 2 1 0{
C h h h h h h h h h h h h^ = + + + +{ }=0 2 2 2 2 2 2 0 0 0 01 2 1 2 1 2 1 2 1 2 1 2, , , , , , , , ( , , , ),( , , , ),1 2 1 0{
( , , , ),( , , , ),( , , , ),( , , , ),( , , , ),( , , ,1 1 0 1 2 1 2 0 2 2 0 2 2 0 1 1 0 2 2 1 0 1 1 2),( , , , ) .1 0 2 2 }
Определение. Линейный код С называется самодуальным, 
если C С^ = .
Заметим, что в предыдущем примере как раз получилось 
C С^ = , отсюда код в этом примере самодуален.
1.4. Примеры специальных кодов
а) Код с проверкой на чётность рассматривается над полем 
F2. Информационный вектор a a an= -( , , )1 1  кодируется при этом 
в вектор c a a a a Fn n n= + + О- -( , , , ) .1 1 1 1 2   Следовательно, в каче-
стве порождающей матрицы можно взять матрицу
 G =
ј
ј
ј ј ј ј ј
ј
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
1 0 0 1
0 1 0 1
0 0 1 1
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По теореме 2 H = ј( )1 1 1  — проверочная матрица это-
го кода.
б) Код с n-кратным повторением в бинарном случае — это 
код, дуальный к бинарному коду длины n с проверкой на чёт-
ность, т. е. его порождающей матрицей является матрица 
1 1 1ј( ) размера 1ґn и информационный вектор ( )a1  коди-
руется в a a a a
n
= ( , , , ).1 1 1…    Понятно, что его проверочной матри-
цей является матрица G, указанная выше.
Понятно также, что код с n-кратным повторением можно 
рассматривать над любым полем Fq . Его порождающая матри-
ца остаётся 1 1 1ј( ), как и выше, но проверочная матрица 
имеет вид
 
1 0 0 1
0 1 0 1
0 0 1 1
ј -
ј -
ј ј ј ј ј
ј -
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
в соответствии с теоремой 2.
Упражнения для самостоятельной подготовки
1. Пусть H =
ж
и
з
з
з
ц
ш
ч
ч
ч
1 1 1 0
1 1 0 1
1 0 1 0
0
0
1
 — проверочная матрица бинар-
ного кода С. Найти его порождающую матрицу, выписать все 
векторы из С и C ^ .
2. Пусть H =
ж
и
з
з
з
ц
ш
ч
ч
ч
1 0 0 2 1
2 0 2 2 1
1 1 1 1 1
 — проверочная матрица тернар-
ного кода С. Найти его порождающую матрицу, выписать все 
векторы из С и C ^ .
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3. Пусть G = ж
и
з
ц
ш
ч
1 0 1 0
0 1 0 1
 — порождающая матрица бинар-
ного кода С. Сколько существует различных кодов, эквивалент-
ных коду С?
§ 2. Линейные коды, исправляющие ошибки
Определение. Пусть векторы x y Fqn, О . Тогда расстоянием 
Хэмминга между ними называется число позиций, в которых 
эти векторы отличаются друг от друга.
Расстояние Хэмминга будем обозначать как d x y( , ). Напри-
мер, d(( , , ),( , , , )) ,0 10 1 1 1 0 0 2=  d(( , , , ),( , , , )) .1 2 1 2 1 1 1 2 1=
Предложение 1. d x y( , ) удовлетворяет аксиомам метрики, т. е.
1) d x y d y x( , ) ( , ),=
2) d x y x y( , ) ,= Ы =0
3) d x z d x y d y z( , ) ( , ) ( , )Ј +  (аксиома треугольника).
Определение. Пусть x FqnО , t — натуральное число. Тогда 
окрестностью вектора x  в Fqn радиуса t называется множество 
U x y F d x y tt q
n( ) | ( , ) .= О Ј{ }
Определение. Вес Хэмминга вектора x  из Fqn обозначается 
wt x( ) и равен числу его ненулевых компонент.
Очевидно, что d x y wt x y wt y x( , ) ( ) ( ),= - = -  wt x x( ) ,= Ы =0 0  
wt x y wt x wt y( ) ( ) ( ).+ Ј +
Определение. Минимальным расстоянием линейного кода 
С МР (С) называется наименьшее значение величины d x y( , ), 
когда x y,  независимо друг от друга пробегают все векторы 
из С и при этом x y№ .
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Предложение 2. МР (С) равно min ( ).
x C
x
wt x
О
№0
Доказательство. Рассмотрим два числовых множества 
A d x y x y C x y= О №{ }( , ) | , ,  и B wt x x C x= О №{ }( ) | , .0  Любой эле-
мент d x y( , ) из А равен wt y x( )-  и y x- № 0, т. е. A BН . С другой 
стороны, любой элемент wt x( ) из В равен d x( , )0  и x № 0. Следо-
вательно, B AН . Мы доказали, что A B= , откуда справедливость 
леммы очевидна.
Так, в примере 2 МР МР  С C( ) = =^( ) .3  МР кода с проверкой 
на четность равно 2, т. к. в нем имеется, например вектор 
( , , , , ),1 0 0 1  но не может быть вектора веса 1, т. к. никакой век-
тор веса 1 не может аннулироваться матрицей H
n
= ( )1 1 1…   . 
Ясно, что МР кода с n-кратным повторением равно n.
2.1. Декодирование линейных кодов с помощью смежных классов
Сначала рассмотрим общую схему передачи информации 
по каналу связи с помехами, например через космическое про-
странство. Если при такой передаче используется линейный 
(n, k)-код, то происходит следующее. Информационный век-
тор a a ak= ( , , )1   кодируется с помощью порождающей матри-
цы G или каким-либо иным способом в кодовый вектор 
c c cn= ( , , )1  , который передается отправителем по каналу свя-
зи. Получатель на другом конце канала связи получает вектор 
c *, который ввиду помех не обязательно совпадает с посланным 
вектором c . Восстановление вектора c  или сразу нахождение 
вектора a  называется декодированием.
Лемма 1. Пусть вероятность ошибки при передаче отдель-
ной позиции кодового вектора (n, k)-кода равна q < 1
2
, и l, m — 
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неотрицательные числа, причем l m> . Тогда вероятность того, 
что при передаче кодового вектора c  произойдет ровно l оши-
бок в конкретных l позициях, меньше вероятности того, что 
произойдет ровно m ошибок в конкретных позициях.
Доказательство. Первая вероятность P q pl l n l= - , где p q= -1 , 
а вторая вероятность P q pm m n m= - . Тогда P P q p q p q pl m l n l m n m l m l m< Ы < Ы <- - - - 
P P q p q p q pl m
l n l m n m l m l m< Ы < Ы <- - - - , где последнее неравенство является оче-
видно верным. Лемма доказана.
Из леммы 1 вытекает основной принцип декодирования при 
условии, что все кодовые векторы равновероятны: полученный 
вектор c * декодируем в ближайший кодовый вектор к вектору c *.
Рассмотрим теперь конкретную процедуру декодирования 
с помощью смежных классов Fqn по C.
Определение. Если c  — посланный кодовый вектор, а c * — 
полученный, то вектор e c c= -*  называется вектором ошибок.
Лемма 2. Вектор c * и вектор e  находятся в одном смежном 
классе Fqn по C.
Доказательство сразу следует из равенства e c c= -*  и того, 
что c СО .
Определение. Лидером смежного класса Fqn по C называется 
вектор наименьшего веса в этом классе.
Таким образом, для организации декодирования выписыва-
ем все смежные классы Fqn по C, отмечая слева в каждом смеж-
ном классе лидера этого класса как его представителя. По прин-
ципу декодирования в ближайший кодовый вектор и в силу 
леммы 2 при получении вектора c * по каналу связи находим его 
в таблице смежных классов и в качестве вектора ошибки берем 
отмеченного лидера этого класса.
Пример. Пусть G = ж
и
з
ц
ш
ч
1 1 0 1 1
1 0 1 1 0
 — порождающая матрица 
бинарного (5,2)-кода С. Декодируем с помощью таблицы смеж-
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ных классов F25 по С векторы: а) 1 0 1 0 0( ), б) 0 1 0 0 1( ), 
в) 1 0 0 1 1( ).
Таблица смежных классов
С 0 0 0 0 0( ) 1 1 0 1 1( ) 1 0 1 1 0( ) 0 1 1 0 1( )
0 0 0 0 1( )+С 0 0 0 0 1( ) 1 1 0 1 0( ) 1 0 1 1 1( ) 0 1 1 0 0( )
0 0 0 1 0( )+С 0 0 0 1 0( ) 1 1 0 0 1( ) 1 0 1 0 0( ) 0 1 1 1 1( )
0 0 1 0 0( )+С 0 0 1 0 0( ) 1 1 1 1 1( ) 1 0 0 1 0( ) 0 1 0 0 1( )
0 1 0 0 0( )+С 0 1 0 0 0( ) 1 0 0 1 1( ) 1 1 1 1 0( ) 0 0 1 0 1( )
1 0 0 0 0( )+С 1 0 0 0 0( ) 0 1 0 1 1( ) 0 0 1 1 0( ) 1 1 1 0 1( )
1 0 0 0 1( )+С 1 0 0 0 1( ) 0 1 0 1 0( ) 0 0 1 1 1( ) 1 1 1 0 0( )
1 1 0 0 0( )+С 1 1 0 0 0( ) 0 0 0 1 1( ) 0 1 1 1 0( ) 1 0 1 0 1( )
Заметим, что в этой таблице слева стоят лидеры соответству-
ющих смежных классов, а остальные векторы этих классов рас-
положены с лидерами в одной строке.
Вектор 1 0 1 0 0( ) из а) находится в третьем смежном 
классе с лидером 0 0 0 1 0( ). Следовательно, вектор оши-
бок e равен 0 0 0 1 0( ) и 1 0 1 0 0( ) декодируется в век-
тор 1 0 1 0 0 0 0 0 1 0( ) - ( ) = ( )1 0 1 1 0  — кодовый 
вектор, который в таблице стоит как раз над декодируемым.
Аналогично, вектор 0 1 0 0 1( ) находится в 4-й строке. 
Следовательно, вектор ошибок равен 0 0 1 0 0( ) 
и 0 1 0 0 1( )  декодируется в вектор 0 1 0 0 1 0 0 1 0 0 0 1 1 0 1( ) - ( ) = ( ) 
0 1 0 0 1 0 0 1 0 0 0 1 1 0 1( ) - ( ) = ( ).
И, наконец, вектор 1 0 0 1 1( ) находится в 5-й строке 
и декодируется в вектор 1 0 0 1 1 0 1 0 0 0 1 1 0 1 1( ) - ( ) = ( ) 
1 0 0 1 1 0 1 0 0 0 1 1 0 1 1( ) - ( ) = ( ).
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2.2. Декодирование с помощью синдромов
Определение. Для любого x  из Fqn его синдром S x( ) равен Hxt, 
где H — проверочная матрица кода С.
Лемма 3. 1) S x x С( ) ,= Ы О0
2) S x S y x y( ) ( ) ,= Ы  лежат в одном смежном классе Fqn по С.
Доказательство. Пункт 1) следует из определения провероч-
ной матрицы. Далее S x S y Hx Hy H x y x y C x yt t t( ) ( ) ( ) ,= Ы = Ы - = Ы - О Ы0  
S x S y Hx Hy H x y x y C x yt t t( ) ( ) ( ) ,= Ы = Ы - = Ы - О Ы0  лежат в одном смежном классе Fqn по С. Этим 
доказан пункт 2).
Для синдромного декодирования находим синдромы 
всех векторов x  из Fqn достаточно большого веса. Часто хватает 
таблицы синдромов всех векторов веса Ј 2 или даже всех векто-
ров веса Ј1. Затем при получении вектора c * по каналу связи на-
ходим его синдром S c( )*  и сравниваем с синдромами в табли-
це синдромов. Если S c S e( ) ( )* = , где e  — вектор ошибки 
и c c e= -* .
Пример. Пусть G = ж
и
з
ц
ш
ч
2 1 0 1
1 1 2 0
 — порождающая матрица тер-
нарного (4,2)-кода. Декодируем векторы: 
a) c * = ( )1 2 2 0 , б) c * = ( )1 1 1 2 , в) c * = ( )0 1 0 2 .
Составляем таблицу синдромов всех векторов из F34 веса Ј1. 
Эти векторы имеют вид a, , ,0 0 0( ), 0 0 0, , ,a( ), 0 0 0, , ,a( ), 0 0 0, , ,a( ), 
где aО{ , }1 2 и 0 0 0 0, , ,( ). Поэтому все синдромы этих векторов — 
это a a a ah h h h1 2 3 4, , ,  и 0, где hi  — i-й столбец порождающей ма-
трицы H. Поскольку скалярные произведения строк матрицы 
G друг на друга и самих на себя равны 0, то код самодуальный, 
и в роли H берем саму G. Тогда синдромы векторов веса Ј1 рав-
ны 
2
1
1
2
1
1
2
2
0
2
0
1
1
0
ж
и
з
ц
ш
ч
ж
и
з
ц
ш
ч
ж
и
з
ц
ш
ч
ж
и
з
ц
ш
ч
ж
и
з
ц
ш
ч
ж
и
з
ц
ш
ч
ж
и
, , , , , ,з
ц
ш
ч
ж
и
з
ц
ш
ч
ж
и
з
ц
ш
ч, , ,
2
0
0
0
 т. е. в таблице синдро-
мов оказались все векторы над F3 длины Ј 2.
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а) Находим S c( )* : 
2 1 0 1
1 1 2 0
1
2
2
0
2 2
1
1
01 2 3 2
ж
и
з
ц
ш
ч
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
= + + =
ж
и
з
ц
ш
ч = =h h h h S( ,1 0 0, , ), 
откуда e = ( , , , )0 1 0 0  и с = - =( , , , ) ( , , , ) ( , , , )1 2 2 0 0 1 0 0 1 1 2 0 ;
б) S c h h h h( )* = ж
и
з
ц
ш
ч
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
= + + + =
ж
и
з
ц
ш
ч
2 1 0 1
1 1 2 0
1
1
1
2
2
2
11 2 3 4
= =h S1 1 0 0 0( , , , ), 
     S c h h h h( )* = ж
и
з
ц
ш
ч
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
= + + + =
ж
и
з
ц
ш
ч
2 1 0 1
1 1 2 0
1
1
1
2
2
2
11 2 3 4
= =h S1 1 0 0 0( , , , ),
откуда с = - =( , , , ) ( , , , ) ( , , , )1 1 1 2 1 0 0 0 0 1 1 2 ;
в) S c h h h( ) ,* = ж
и
з
ц
ш
ч
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
= + =
ж
и
з
ц
ш
ч =
2 1 0 1
1 1 2 0
0
1
0
2
2
0
1
22 4 3
откуда с = - =( , , , ) ( , , , ) ( , , , ),0 1 0 2 0 0 2 0 0 1 1 2  как и в пункте б).
Теперь непосредственно переходим к кодам, исправляю-
щим ошибки.
Определение. Линейный (n, k)-код C над Fq исправляет t оши-
бок, если для любого вектора y FqnО  в окрестности U yt ( ) найдет-
ся не более одного кодового вектора.
Предложение 1. Если (n, k)-код C исправляет t ошибок и при 
передаче кодового вектора с  по каналу связи произошло не бо-
лее t ошибок, то полученный вектор c *по принципу декодирова-
ния в ближайший вектор декодируется обязательно в вектор с .
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Доказательство. По условию в окрестности U сt ( )*  находит-
ся не более одного вектора, а по другому условию с U сtО ( )* , сле-
довательно, с  — ближайший к c *кодовый вектор, что и требо-
валось доказать.
Теорема 1. Пусть МР (С) = d. Код C исправляет t ошибок тог-
да и только тогда, когда d tі +2 1.
Доказательство. Сначала докажем достаточность методом 
от противного. Предположим, что d tі +2 1 и C не исправляет t 
ошибок. Тогда найдется вектор y  в основном пространстве та-
кой, что в окрестности U yt ( ) имеются два кодовых вектора с  
и d с d, .№  Тогда по неравенству треугольника d с d d с y d y d t( , ) ( , ) ( , ) .Ј + Ј 2 
d с d d с y d y d t( , ) ( , ) ( , ) .Ј + Ј 2  Получили противоречие с тем, что МР(С) і +2 1t .
Теперь докажем необходимость (методом от противного). 
Пусть C исправляет t ошибок, но d tЈ 2 . Тогда найдется вектор 
с  из C с wt c t( ) .Ј 2  Вектор с  можно записать в виде с c ci i t= ( )  1 2 , 
где { , , }c ci i t1 2  включает в себя все ненулевые компоненты век-
тора с , а все остальные компоненты в записи с  равны нулю. 
Рассмотрим вектор y c ci it= ( )  1 , где все компоненты, отлич-
ные от   c ci it1 , равны нулю. Тогда в U yt ( ) имеются два ко-
довых вектора — нулевой и с . Получили противоречие, кото-
рое доказывает теорему.
Следствие. Если d = МР(С), то максимальное число t исправ-
ляемых ошибок кода C равно d -й
лк
щ
ыъ
1
2
.
Теорема 2. Пусть H — проверочная матрица (n, k)-кода C, d = 
= МР(С), l — натуральное число, l nЈ . Тогда d lі + Ы1  любые l 
столбцов матрицы H линейно независимы.
Доказательство. Докажем равносильное утверждение: d lЈ Ы 
найдутся l линейно зависимых столбцов матрицы H.
Пусть d lЈ . Тогда найдется кодовый вектор с c ci id= ( )  1 , 
где все сi j № 0, а остальные компоненты — нули и Hc
t = 0, т. е. 
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c h c hi i i id d1 1 0+ =  (ha означает столбец матрицы H с номером a). 
Таким образом, мы получили линейно зависимую систему d 
столбцов матрицы H. Дополнив ее в случае d l<  любыми дру-
гими столбцами матрицы H, получим линейно зависимую си-
стему l столбцов матрицы H. Обратное утверждение доказыва-
ется обратным рассуждением.
Следствие. Пусть l — максимальное число, такое, что любые 
l столбцов проверочной матрицы кода C линейно независимы. 
Тогда МР (С) = l+1.
Теорема 3 (неравенство Синглтона). Если d = МР (С), где C — 
(n, k)-код, то d n kЈ - +1.
Доказательство. Поскольку в порождающей матрице H точно 
n-k строк, то максимальное значение параметра l в предыдущем 
следствии равно n-k, откуда вытекает справедливость теоремы.
Определение. Код C обнаруживает t ошибок, если для любо-
го кодового вектора с  в U ct ( ) нет других кодовых векторов.
Предложение 2. Пусть код C обнаруживает t ошибок и при 
передаче кодового вектора с  произошло не больше t ошибок. 
Тогда ошибочность принятого вектора c * будет обнаружена 
с помощью проверочной матрицы.
Доказательство. По условию c U ct* ( )О  и по другому условию 
c * — не кодовый, т. е. H c t* .№ 0  Предложение доказано.
Теорема 4. Пусть d = МР (С). Тогда C обнаруживает t оши-
бок Ы і +d t 1.
Доказательство. C обнаруживает t ошибок Ы для любого ко-
дового вектора с  в окрестности U ct ( ) нет других кодовых Ы 
МР(С) і +t 1.
Следствие. Максимальное число обнаруживаемых ошибок 
равно d -1.
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2.3. Код Хэмминга и расширенный код Хэмминга
Определение. Бинарным кодом Хэмминга длины 2 1n -  называ-
ется код над F2 с проверочной матрицей H =
ј
ј ј ј ј ј
ј
ј
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
0 0 0 1
0 1 1 1
1 0 1 1
, 
j-м столбцом которой является двоичная запись числа j.
Понятно, что в H точно n строк и, стало быть, размерность 
k кода равна 2 1n n- - . Поскольку в H нет пропорциональных 
столбцов и, например, третий столбец равен сумме первых двух 
столбцов, то по следствию к теореме 2 код Хэмминга исправ-
ляет 1 ошибку.
Рассмотрим сначала декодирование кода Хэмминга. Пусть 
c *– полученный по каналу связи вектор длины 2 1n - . Синдром 
S c( )*  — столбец длины n. Если он не равен нулю, то он совпа-
дает с одним из столбцов H, поскольку в H записаны все столб-
цы над F2 длины n, не равные 0 . Таким образом, 
S c h Sj( ) ( , , , , )
* = = 0 1 0   для некоторого j от 1 до 2 1n - , причем 
единица в последнем векторе под знаком S стоит на j-м месте, 
а все остальные элементы этого вектора равны 0. Поэтому век-
тор ошибок e = ( , , , , )0 1 0  , где 1 стоит на j-м месте, т. е. в c * 
неверной является j-я позиция. С другой стороны, hj  — двоич-
ная запись j, т. е., найдя синдром h S c= ( )* , не нужно искать, 
на каком месте стоит h  в матрице H, а надо просто двоичную 
запись, представляемую вектором h , перевести в j. Это и будет 
номер ошибочной позиции.
Теперь рассмотрим кодирование кода Хэмминга. Для опре-
деленности возьмем n = 4. Пусть информационный вектор 
a a a a an n= =- -( , , ) ( , , )1 2 1 1 11  . 
Определим для него кодовый вектор 
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 c c c c c c c c c c c c c c c c= =( , , , , , , , , , , , , , , )1 2 3 4 5 6 7 8 9 10 11 12 13 14 15  
 = ( , , , , , , , , , , , , , , )p p a p a a a p a a a a a a a0 1 1 2 2 3 4 3 5 6 7 8 9 10 11 , 
где pi  стоят на местах с номерами 2i , i = 0, 1, 2, 3 и их значения 
удовлетворяют равенствам
 
p c c c c c c c
p c c c c c c c
p
0 3 5 7 9 11 13 15
1 3 6 7 9 10 14 15
2
0
0
+ + + + + + + =
+ + + + + + + =
+ + + + + + + =
+ + + + + + + =
c c c c c c c
p c c c c c c c
5 6 7 12 13 14 15
3 9 10 11 12 13 14 15
0
0
м
н
п
п
о
п
п
,
где в j-м уравнении индексы у элементов c имеют единицу на j-м 
месте справа в их двоичной записи. Поскольку проверочная 
матрица
 H =
0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
,
то Hc t = 0, т. е. c  действительно кодовый вектор.
Пример. Рассмотрим снова код Хэмминга С (4) длины 15. 
Декодируем векторы
а) c * ( )= 010110001001110 ; б) c * ( )= 100000011111000  и коди-
руем векторы; в) a = ( )10001010111 ; г) a = ( )00100111010 .
а) Hc h h h h h h ht* = + + + + + + =
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
2 4 5 9 12 13 14
0
1
1
0
 — двоичная запись 
числа 6. Следовательно, ошибка в 6-й позиции и c = ( )010111001001110 
c = ( )010111001001110 ;
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б) Hc h h h h h ht* = + + + + + =
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
1 8 11 129 10
1
1
0
1
 — двоичная запись чис-
ла 13. Значит, ошибка в 13-й позиции и c = ( )100000011111100 ;
в) a c c c c c c c c c c c c c c c p p p p= =( ) (1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 0 1 2 31 000 1010111), 
где pi  определяются из равенств:
 
p
p
p
p
0
1
2
3
1 0 0 1 1 1 1 0
1 0 0 0 1 1 1 0
0 0 0 0 1 1 1 0
1
+ + + + + + + =
+ + + + + + + =
+ + + + + + + =
+ + + + + + + =
м
н
п
п
о
п
п 0 1 0 1 1 1 0
,
откуда p p p p0 1 2 31 0 1 1= = = =, , , , т. е. кодовый вектор c  для a  ра-
вен ( ).101000011010111
Случай г) оставим читателю в качестве упражнения.
Определение. Расширенным кодом Хэмминга C n( ) длины 2n 
называется бинарный код над F2 с проверочной матрицей 
H
H
=
ж
и
з
з
з
зз
ц
ш
ч
ч
ч
чч
1 1 1
0
0


 размера ( ) ,n n+ ґ1 2  где H — проверочная ма-
трица кода Хэмминга C (n) длины 2 1n - .
Очевидно, что любые три столбца H  линейно независимы, 
т. к. при сложении любых трех столбцов H  в верхней позиции 
остается единица. С другой стороны, h h h h1 2 3 4+ + = , т. е. столб-
цы h h h h1 2 3 4, , ,( ) линейно зависимы. Таким образом, МР C n( ) = 4 
и C n( ) исправляет одну ошибку.
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Легко проверить, что при n = 3 порождающая матрица рас-
ш и р е н н о г о  к о д а  Х э м м и н г а  с о в п а д а е т  с 
H =
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
.
Это следует, например, из того, что HH t = 0 — нулевая ма-
трица, так что код C( )3  самодуален.
Пример. Закодируем в C( )3  информационные векторы: 
а) (1011), б) (1110); декодируем в C( )3  векторы: в) (10110100), 
г) (10110110).
В пунктах а) и б) имеем
( ) ( ) ( ),1011 1011 100110011 3 4 H g g g= + + =
( ) ( ) ( ),1110 1110 110000111 2 3 H g g g= + + =  где H  — 4 8ґ  — ма-
трица выше, а gi  – i-я строка H .
В пунктах в) и г) находим синдромы данных векторов:
S h h h h h h( ) .10110100
0
1
0
0
1 3 4 6 1 5= + + + =
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
= +
По принципу декодирования в ближайшего соседа можно 
считать, что вектор ошибок e = ( ),10001000  т. е. данный вектор 
(10110100) декодируется в (00111100).
Далее, S h( )10110110
0
1
0
0
0
1
0
0
1
1
0
1
6=
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
+ =
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
+
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
=
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
=
1
0
0
1
2h .
Следовательно, e = ( )01000000  и вектор (10110110) декоди-
руется в вектор (11110110).
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Заметим, что декодирование в пункте в) неоднозначно. На-
пример, вместо S h h( )10110110 1 5= +  можно написать h h2 6+  
и, в соответствии с этим, выбрать в качестве лидера смежного 
класса с данным синдромом 
0
1
0
0
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
 вектор f = ( ).01000100  Тогда де-
кодирование данного вектора будет совсем другое: (10110100) 
декодируется в (11110000). Эта неоднозначность объясняется 
тем, что расширенный код Хэмминга гарантированно исправ-
ляет лишь одну ошибку.
Определение. Линейный код называется совершенным, если 
существует натуральное t такое, что окрестности U ct ( ) с цен-
трами в кодовых векторах образуют разбиение основного про-
странства Fqn.
Теорема. Код Хэмминга C(n) является совершенным для t = 1.
Доказательство. Поскольку C(n) исправляет одну ошибку, 
то окрестности U ct ( ) попарно не пересекаются при t = 1 
(с C nО ( )). Далее, в каждой окрестности U ct ( ) содержится 2n век-
торов, поскольку длина данного кода 2 1n - .
Так как dim ( ) ,C n nn= - -2 1  то C n
n n( ) .= - -22 1  Таким образом, 
C n U c Ft
n n
( ) ( ) ,Ч = =- -22 1 2
2 1  что и требовалось доказать.
Определение. Обобщенный код Хэмминга над Fq, где q — сте-
пень простого числа, имеет длину q
q
n -
-
1
1
 и его проверочная ма-
трица имеет n строк и состоит из попарно непропорциональ-
ных векторов над Fq.
Легко доказать, что этот код имеет минимальное расстоя-
ние 3 и, следовательно, он исправляет 1 ошибку. Так же, как 
в теореме выше, доказывается, что этот код совершенный.
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Известно, что совершенные линейные коды исчерпываются 
следующим: бинарный код Хэмминга, обобщенный код Хэм-
минга, код с повторением нечетной длины и два кода Голея — 
бинарный и тернарный, которые будут рассмотрены в главе 
о циклических кодах.
2.5. Циклические коды
Определение. Линейный код C называется циклическим, если 
любой кодовый вектор при циклической перестановке его ком-
понент остается кодовым вектором, т. е. для любого 
c c c Cn= ј О( , , )1  вектор ў = ј -c c c cn n( , , , )1 1  снова лежит в C.
Циклические коды естественным образом появляются в кон-
тексте так называемых многочленных кодов.
Сначала договоримся об отождествлении любого многочле-
на c c x c xn n0 1 1 1+ + + - -  с вектором c c cn0 1 1, , , -( ) при любом фик-
сированном натуральном n. Это можно сделать ввиду изомор-
физма соответствующих линейных пространств: пространства 
многочленов над F степени Ј -n 1 и арифметического линейно-
го пространства F n. Если дан многочлен c(x), то соответствую-
щий ему вектор естественно обозначить как c . Мы будем пи-
сать c(x) или c  в зависимости от конкретной ситуации.
Определение. Пусть n k k n, ,О <N  . Линейным (n, k)-кодом над 
Fq с порождающим многочленом g g g x g xn k n k(x) = + + + - -0 1   сте-
пени n-k над Fq называется C f x g x f x a a x a x a Fk k i q= = + +ј+ О{ }- -( ) ( ) | ( ) ,0 1 1 1 где все 
C f x g x f x a a x a x a Fk
k
i q= = + +ј+ О{ }- -( ) ( ) | ( ) ,0 1 1 1 где все . При этом f (x) называется информаци-
онным многочленом, вектор f a a ak= ( )-0 1 1, , ,  — информационным 
вектором, c (x) = f (x)g (x) называется его кодовым многочленом, 
а вектор c , соответствующий c (x) — кодовым вектором f (x) или 
вектора f .
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Ясно, что C — подпространство размерности k в линейном 
пространстве F xq n( ) [ ]-1  — пространстве многочленов над Fq сте-
пени Ј -n 1, и поэтому действительно является линейным (n, 
k)-кодом над Fq.
Пример. Пусть F F g x x x nq = = + + =3 21 2 4, ( ) , .
Закодируем информационный вектор 2+x.
( ) ( )( ) ( , , , )2 2 1 2 2 2 2 2 1 12 2 3+ + + + = + + + =x x x x x x x . Так что 
кодовым вектором 2+x и соответствующего ему вектора (2,1) 
является вектор (2,2,1,1).
Поскольку 
1 0 00 1 g x g g gn k( ) ( , , , , , , ),= ј ј-
x xg x g g gn k …( ) ( , , , , , , , ),= ј ј-0 0 00 1 ,
x x g x g gk k n k
- -
-= ј
1 1
00 0 …( ) ( , , , , , ), 
то ясно, что порождающей матрицей кода длины n с порождаю-
щим многочленом g x g g x g xn k n k( ) = + +ј+ - -0 1  является матрица
G
g g g
g g
g g
n k
n k
n k
=
ж
и
з
з
з
зз
ц
ш
ч
ч
ч
чч
-
-
-
0 1
0
0

 
 
 
 размера k nґ ,
где все неотмеченные элементы равны 0.
Например, порождающая матрица кода длины 4 над F3, рас-
смотренного выше, имеет вид
G =
ж
и
з
ц
ш
ч
1 2 1 0
0 1 2 1
.
Теорема 1. (n, k)-код C, порожденный многочленом 
g x g g x g xn k
n k( ) ,= + +ј+ -
-
0 1  цикличен тогда и только тогда, ког-
да g x xn( ) | ( ).-1
Доказательство. Достаточность. Пусть g x xn( ) | ( )-1  и 
c x c c x c xn
n( ) = + +ј+ -
-
0 1 1
1 — кодовый многочлен, т. е. существу-
ет f (x) степени Ј -k 1 такой, что c x f x g x( ) ( ) ( ).=  Рассмотрим мно-
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гочлен xc x xf x g x( ) ( ) ( ).=  Он равен c0x1 + c1x2 + ... + cn–2xn–1 + 
c x c x c x c xn
n
n
n
0 1
2
2
1
1 1+ +ј+ + - +-
-
- ( )  + = + + +ј+ +- - - - -c c c x c x c x c g x h xn n n n n1 1 0 1 2 2 1 1( ) ( ) ( ) для 
некоторого многочлена h x( ). Тогда cn–1 + c0x +c1x2 + ... + cn–2xn–1 = 
c c x c x c x xc x c x xf x g xn n
n
n
n
- -
-
-+ + +ј+ = - - = -1 0 1
2
2
1
1 1( ) ( ) ( ) ( )  cn–1g(x)h(x) = g(x)(xf(x) – cn–1h(x)),
т. е. ( , , , )c c cn n- -ј1 0 2  — тоже кодовый вектор. Достаточность до-
казана.
Необходимость. Пусть дано, что C  — циклический код. Ясно, 
что xg x x g x Ck( ), , ( ) ,ј О-1  причем x g x g x g x g gk k n k n n k- - - - -= +ј+ = ј1 0 1 1 00 0( ) ( , , , , , ). 
x g x g x g x g gk k n k
n
n k
- -
-
-
-= +ј+ = ј
1
0
1 1
00 0( ) ( , , , , , ).
Так как C цикличен, то ( , , , , , , ) ,g g g Cn k n k- - -ј О0 0 0 1 т. е. в по-
линоминальном виде многочлен c x g g x g x Cn k k n k n( ) .= + +ј+ О- - - -0 1 1 
c x g g x g x Cn k
k
n k
n
( ) .= + +ј+ О- - -
-
0 1
1  Далее,  x g x g x g x g x g x g x gk k n k n k n k n n k n n k( ) ( )= +ј+ = +ј+ + - + =- - - - - -0 0 1 1 1 
x g x g x g x g x g x g x gk k n k
n k
n k
n
n k
n
n k( ) ( )= +ј+ = +ј+ + - + =- - -
-
- -0 0 1
1 1  + --c x g xn k n( ) ( ).1
Следовательно, g x x g x c xn k n k- - = -( ) ( ) ( )1   делится на g x( ), т. к. 
c x( ) — кодовый. Теорема доказана.
Пример. Известно, что x x x x x x7 3 3 21 1 1 1- = + + + + +( )( )( ) над 
F2 (см. теорему 16, с. 20). Поэтому в роли порождающего мно-
гочлена g x( ) циклического кода над F2 длины 7 мы можем взять 
x x x x x+ + + + +1 1 13 3 2, , , ( )( ) ,x x x x x x+ + + = + + +1 1 13 4 3 2  (x+1) × 
× (x 3+x 2+1)  = x 4+x 2+x+1, (x 3+x+1)(x 3+x 2+1)  = 
x x x x x x x x x x3 3 2 6 5 4 3 21 1 1+ +( ) + +( ) = + + + + + + . Соответствующие коды имеют раз-
мерности 6, 4, 4, 3, 3, 1 соответственно.
Определение. Если g (x) — порождающий многочлен цикли-
ческого кода длины n, то многочлен h x x
g x
n
( )
( )
=
-1 называется про-
верочным многочленом этого кода.
Теорема 2. Пусть h x( ) — проверочный многочлен цикличе-
ского кода C длины n, deg ( )c x nЈ -1. Тогда c x C c x h x xn( ) ( ) ( ) mod( ).О Ы є -0 1 
c x C c x h x xn( ) ( ) ( ) mod( ).О Ы є -0 1
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Доказательство. Пусть c x C( ) .О  Тогда c x( ) имеет вид f x g x( ) ( ), 
где g x( ) — порождающий многочлен кода C, и c(x)h(x) =
c x h x f x g x h x f x x xn n( ) ( ) ( ) ( ) ( ) ( )( ) mod( ).= = - є -1 0 1
Обратно, пусть c x h x( ) ( )  делится на ( )xn -1 . Тогда 
c x h x p x xn( ) ( ) ( )( )= -1  степени Ј - +n k1 , откуда c(x)h(x) = 
c x h x p x g x h x( ) ( ) ( ) ( ) ( )= и по закону сокращения в кольце многочленов 
c x p x g x( ) ( ) ( ),=  причем deg ( ) .p x kЈ -1  Таким образом, c x( ) — 
кодовый многочлен и теорема доказана.
Замечание. Принадлежность c x( ) циклическому коду легче 
проверять по проверочному многочлену, используя теорему 2, 
чем делением на порождающий многочлен g (x).
Теорема 3. Если h x h h x h xk k( ) = + +ј+0 1  — проверочный мно-
гочлен циклического (n, k)-кода С, то его проверочная матри-
ца имеет вид
 H
h h h
h h
h h
k k
k
k
=
ж
и
з
з
з
зз
ц
ш
ч
ч
ч
чч
-1 0
0
0

 
 
 
,
где все не отмеченные элементы равны 0.
Доказательство. Лемма. Пусть в суммах g xi i
-Ґ
+Ґ
е  и h xj j
-Ґ
+Ґ
е  лишь 
конечное число слагаемых, отличных от нуля, тогда 
g x h x b xi
i
j
j
s
s
-Ґ
+Ґ
-Ґ
+Ґ
-Ґ
+Ґ
е е еЧ = , где "s  b g h xs i j i j
i j s
= +
+ =
е . Доказательство 
леммы очевидно.
Пусть G
g g g
g g
g g
n k
n k
n k
=
ж
и
з
з
з
зз
ц
ш
ч
ч
ч
чч
-
-
-
0 1
0
0
0 0
0 0
0 0
 
  
      
  
 — порождающая 
матрица кода C. Надо доказать, что HG Ot =  — нулевая матри-
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ца. Заметим, что для любых i, j, где 1 1Ј Ј - Ј Јi n k j k,  имеем: i-я 
строка hi  матрицы H
( , , , , , , , , ) ( , , , , , , , ,0 0 0 0
1
0 1 1 0 1ј ј ј =
-
+ - + -
i
k k i k kh h h h h h h h … … … ( ) (n ) ),k i+ - - -1 1
а j-я строка g jматрицы G
( , , , , , , , , ) ( , , , , , ,( )0 0 0 0
1
0 1 1 0ј ј ј = ј ј
-
- - - - - -
j
n k j n k ng g g g g g g k j ng+ - - + -ј1 1 1, ),( )
где все hi  равны 0 при i k>  или i < 0 и все g j  равны 0 при j n k> -  
или j < 0.
Скалярное произведение h gi j равно h gk i s
s
n
+ - - - - +
=
-
е 1 1
0
1
(j ) s, а получен-
ная сумма по лемме равна bk i j+ - , где b b x b x g x h x g g x g x h h x h xn n n k n k k k0 1 0 1 0 1+ +ј+ = = + +ј+ + +ј+ =- -( ) ( ) ( )( ) xn -1. 
b b x b x g x h x g g x g x h h x h xn
n
n k
n k
k
k
0 1 0 1 0 1+ +ј+ = = + +ј+ + +ј+ =-
-( ) ( ) ( )( ) xn -1.
При 1 1Ј Ј - Ј Јi n k j k,  имеем k k i n+ Ј + Ј1  и затем 
1 1Ј + - Ј -k i j n .
Таким образом, h g bi j k i j= =+ - 0, так как коэффициенты в мно-
гочлене xn -1 при степенях x от 1-й до (n-1)-й равны 0. Теоре-
ма доказана.
Пример. Пусть g x x x x x x( ) ( )( )= + + + = + +1 2 2 22 3  — порож-
дающий многочлен тернарного кода C  длины 8. Выпишем по-
рождающие и проверочные матрицы кодов Cи C ^, а также их 
проверочные многочлены.
Так (по теореме 16, с. 20): 
 x
x x x
x x x x
8
2
2 21
1 2 2
2 1 2
-
+ + +
= + + + + =
( )( )
( )( )( )
 = + + + + + = + + + +( )( )x x x x x x x x x3 2 2 5 3 22 2 2 2 1.
Поэтому проверочный многочлен h x( ) кода C равен 
x x x x5 3 22 1+ + + +  и порождающая и проверочная матрицы кода 
C  имеют вид
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G =
ж
и
з
з
з
з
з
з
ц
ш
ч
ч
ч
ч
ч
ч
2 1 0 1 0 0 0 0
0 2 1 0 1 0 0 0
0 0 2 1 0 1 0 0
0 0 0 2 1 0 1 0
0 0 0 0 2 1 0 1
, H =
ж
и
з
з
з
ц
ш
ч
ч
ч
1 0 2 1 1 1 0 0
0 1 0 2 1 1 1 0
0 0 1 0 2 1 1 1
Поскольку H  — порождающая матрица для C ^, то порожда-
ющий многочлен C ^ равен x x x x5 4 3 22 1+ + + + , а проверочный 
многочлен C ^ x
x x x x
x x
8
5 4 3 2
3 21
2 1
2 2
-
+ + + +
= + + .
2.6. Нахождение систематической  
порождающей матрицы циклического кода
Пусть C  — ( , )n k -код, порожденный многочленом 
g x g g x g xn k
n k( ) = + +ј+ -
-
0 1 , gn k- № 0. При j n k n= - ј -, , 1 поде-
лим x j  на g x( ) с остатком, т. е. получим равенство: 
x a x g x r xj j j= +( ) ( ) ( ), deg ( ) .r x n ki < -  Ясно, что x r xj j- ( ) — кодо-
вый многочлен.
Рассмотрим многочлен j j k j jx x x r x( ) ( ( ))= - , n k j n- Ј Ј -1. 
Имеем:
j j
k j k
jx x x r x( ) ( ),= -
+  где deg ( ) .x r x nk j <  Далее, получим 
j j
k n n j k
j
k j n n k j n k
jx x x r x x x x x r x( ) ( ) ( ) ( ),
( )= - = - + -+ - - + - + -1  откуда 
следует, что многочлены с x x x r xj k j n k j( ) ( )= -+ -  — кодовые. Рас-
пишем их подробнее:
 
c x x r x
c x x x r x
c
n k
k
n k
n k
k
n k
n
- -
- + - +
-
= -
= -
( ) ( ),
( ) ( ),
(
1
1 1
1

x x x r xk k n) ( ).= -
м
н
п
п
о
п
п -
-
1
1
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Таким образом, коэффициенты этих многочленов образуют 
порождающую матрицу G  кода C  систематического вида 
G E Bk= ( )| .
Пример. Найдем систематическую порождающую матрицу 
тернарного циклического кода длины 8, порожденного мно-
гочленом g x x x x x x x( ) ( )( ) .= + + + = + + +2 2 4 32 1 2
Имеем n k n k n= = - ј - =8 4 1 4 5 6 7, ,(( ), ,( )) ( , , , ).
Ясно, что r x x x4 3 2( ) = - - - ,  x g x r x4 41= Ч +( ) ( ). Тогда 
x g x x x r x5 4= + Ч( ) ( ) и, чтобы найти r x5( ), надо поделить x r xЧ 4( ) 
на g x( ):
 - - - = - + + + + - - +x x x x x x x x x4 2 4 3 3 22 2 2( ) .
Таким образом, r x x x x5 3 2 2( ) .= - - +  Аналогично, чтобы най-
ти r x6( ), делим x r xЧ 5( ) на g x( ):
 x x x x x x x x x x4 3 2 4 3 3 22 2 2- - + = + + + + - + -( ) ,
откуда r x x x x6 3 2 2( ) .= - + -
И, наконец, 
 x r x x x x x x x x x xЧ = - + - = + + + + + -6 4 3 4 3 3 2
2
2 2 2( ) ( ) ,
откуда r x x x7 3 2 2( ) .= + -
Следовательно, 
c x x r x x x x x x x4
4
4
4 3 4 5 71 1 2 1 2( ) ( ) ( ) ,= - = - - - - = + + +
c x x x r x x x x x x x x x x x5
4
5
4 3 2 4 5 6 72 2( ) ( ) ( ) ,= - = - - - + = - + + -
c x x x r x x x x x x x x x x x6
2 4
6
2 4 3 2 2 4 5 6 72 2( ) ( ) ( ) ,= - = - - + - = + - + -
c x x x r x x x x x x x x x7
3 4
7
3 4 3 2 3 4 6 72 2( ) ( ) ( ) .= - = - + - = + - -
Значит, систематическая порождающая матрица кода C  име-
ет вид
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 G =
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
1 0 0 0 2 1 0 1
0 1 0 0 1 1 1 2
0 0 1 0 2 2 1 2
0 0 0 1 2 0 2 2
Для проверки находим h x x
g x
x x x x x x x( )
( )
( )( )=
-
= + + + = + + + +
8
2 2 4 3 21 2 2 2 2 1 
h x
x
g x
x x x x x x x( )
( )
( )( )=
-
= + + + = + + + +
8
2 2 4 3 21 2 2 2 2 1 и строим проверочную матрицу 
 H =
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
1 2 1 1 1 0 0 0
0 1 2 1 1 1 0 0
0 0 1 2 1 1 1 0
0 0 0 1 2 1 1 1
.
Затем проверяем равенство HG Ot = .
2.7. Специальный вид  
проверочной матрицы циклического кода
Теорема 4. Пусть g x( ) — порождающий многочлен цикличе-
ского ( , )n k -кода, r xi ( ) — остатки при делении xi  на g x( ), где 
i n= -0 1, , ri  — вектор-столбцы, соответствующие этим остаткам. 
Тогда матрица H r r rn= ј -( )0 1 1  — проверочная матрица кода C .
Доказательство .  Пусть c x c c x c xn n( ) ,= + +ј+ - -0 1 1 1  c c c cn= ј -( , , , )0 1 1 
c c c cn= ј -( , , , )0 1 1  и Hc t = 0. Тогда имеем c r c r c rn n0 0 1 1 1 1 0+ + + =- - , от-
куда c r x c r x c r xn n0 0 1 1 1 1 0( ) ( ) ( ) ,+ +ј+ =- -  т. е. c c x c x g xn n0 1 1 1 0+ +ј+ є- - mod ( ). 
c c x c x g xn
n
0 1 1
1 0+ +ј+ є-
- mod ( ). Таким образом, H  аннулирует только кодовые век-
торы. С другой стороны, первые ( , )n k  столбцов матрицы H  об-
разуют единичную матрицу, откуда rank H n k= - . Следователь-
но, H  — проверочная матрица C .
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2.8. Коды, порожденные элементами  из расширения основного поля
Пример. Найдем проверочную матрицу кода, рассмотренно-
го в предыдущем примере, используя теорему 4. С учетом про-
деланных вычислений имеем
 r r r4 5 6
1
2
0
2
2
2
2
1
1
1
2
1
=
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
=
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
=
ж
и
з
з
з
з
ц
ш
ч
ч
ч
, ,
ч
=
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
,r7
1
0
1
1
Тогда по теореме 4 H =
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
1 0 0 0 1 2 1 1
0 1 0 0 2 2 1 0
0 0 1 0 0 2 2 1
0 0 0 1 2 1 1 1
 — прове-
рочная матрица данного кода.
2.8. Коды, порожденные элементами  
из расширения основного поля
Определение. Пусть E  — расширение поля F , a a1, ,ј Оs E , 
nО и a a1 1n sn=ј= = . Тогда код C  длины n над F , порожденный 
элементами a a1, , ,ј s  состоит из всех многочленов c x F x( ) [ ]О  
степени Ј -n 1 таких, что с с s( ) ( ) .a a1 0=ј= =
Теорема 5. В предыдущих обозначениях c x C( )О  тогда и толь-
ко тогда, когда c x( ) делится на g x g x g xs( ) ( ( ), , ( )),= јНОК 1  где 
g x F xi i( ) ( , , )= Irr a  — минимальный многочлен элемента ai  над 
F , i s=1, .
Доказательство. Докажем необходимость. Пусть c x C( )О . Тог-
да для любого i s=1,  имеем c i( ) .a = 0
По теореме о минимальном многочлене c x( ) делится на каж-
дый g xi ( ). Ясно, что на самом деле НОК( ( ), , ( )) ( ) ( ),g x g x g x g xs i ir1 1ј =  
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НОК( ( ), , ( )) ( ) ( ),g x g x g x g xs i ir1 1ј =   где все многочлены различны и попарно взаим-
но просты. Тогда по теореме о взаимно простых многочленах 
c x( ) делится на g x g xi ir1 ( ) ( ),  т. е. c x( ) делится на g x( ). Обратное 
утверждение очевидно.
Следствие. C  — циклический код над F  с порождающим мно-
гочленом g x( ).
Доказательство. По условию для любого i s=1,  имеем ain - =1 0. 
Тогда по теореме о минимальном многочлене для любого i s=1,  
g x xi
n( ) | -1 и опять, по теореме о взаимно простых многочле-
нах g x xn( ) | ( ).-1
Следствие доказано.
Для рассмотренного выше кода C  обозначим 
 H
n
s s s
n
=
ж
и
з
з
з
ц
ш
ч
ч
ч
ј
ј ј ј ј ј
ј
-
-
1
1
1 1
2
1
1
2 1
a a a
a a a
Определение. Матрицу H  назовем обобщенной проверочной 
матрицей кода C .
Лемма. В предыдущих обозначениях, если c(x) = c0 + c1x + 
c x c c x c xn
n( ) ,= + +ј+ -
-
0 1 1
1  то c x C H
c
c
cn
( ) .О Ю
ж
и
з
з
з
зз
ц
ш
ч
ч
ч
чч
=
-
0
1
1
0

Доказательство сразу получается из определения кода C .
Из леммы следует, что обобщенная проверочная матрица 
играет такую же роль в рассматриваемых кодах, что и обычная 
проверочная матрица для линейных кодов.
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2.9. Коды БЧХ
Определение. Пусть F F E F F E nq qm= = Н, , ,  натуральное, при-
чем m — наименьшее такое, что n q d n bm| ( ), , .- Ј Ј >1 2 0  Тогда 
кодом БЧХ с конструктивным расстоянием d  длины n над F  на-
зывается код C, порожденный элементами a a ab b b d, , , ,+ + -ј1 2  где 
α — произвольный примитивный корень n-й степени из E, т. е. 
aОE  и | |a = n в E *.
При b =1 код БЧХ называется кодом БЧХ в узком смысле, 
при n qm= -1 код БЧХ называется примитивным, при b =1 
и n q= -1 код БЧХ называется кодом Рида — Соломона.
Теорема 6. Минимальное расстояние кода БЧХ с конструк-
тивным расстоянием d  не меньше d.
Доказательство. Пусть C  порождается элементами 
a a ab b b d, , , .+ + -ј1 2  Рассмотрим обобщенную проверочную матри-
цу кода C :
 H
b b n b
b b n b
b d b d
=
ј
ј
ј ј ј ј ј
-
+ + - +
+ - +
1
1
1
2 1
1 2 1 1 1
2 2
a a a
a a a
a a
( )
( ) ( )( )
( - - + -ј
ж
и
з
з
з
зз
ц
ш
ч
ч
ч
чч2 1 2) ( )( )a n b d
Докажем, что любой минор M  матрицы H( )d -1 -го порядка 
не равен 0. Имеем
 
M
bi bi bi
b i b i b i
b d i
d
d
=
ј
ј
ј ј ј ј
-
-+ + +
+ -
a a a
a a a
a
1 2 1
1 2 1
1
1 1 1
2
( ) ( ) ( )
( ) a a
a
a a a
( ) ( )
( )
b d i b d i
b i i i
i i i
d
d
d
+ - + -
+ +ј+
ј
=
=
ј
ј
-
-
-
2 22 1
1 2 1
1 2 1
1 1 1
ј ј ј ј
ј- - - -a a a( ) ( ) ( )
,
d i d i d id2 2 21 2 1
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где получившийся определитель является определителем Ван-
дермонда. Тогда по известной формуле для такого определи-
теля имеем
М b i i i i
s t d
d s t= - №+ј+
Ј < Ј -
- Хa a a( ) ( ) ,1 1
1 2
0  т. к. a = n и 0 1Ј Ј -i i ns t, . 
Теорема доказана.
Заметим, что не всегда минимальное расстояние кода БЧХ 
совпадает с конструктивным. Например, бинарный код Голея 
длины 23, который мы рассмотрим ниже, имеет минимальное 
расстояние 3, а параметр d  для него равен 2.
2.10. Примеры кодов БЧХ
1. F F2 =  как элементарное подполе содержится в поле 
E F x x x= + +[ ]/ ( )4 1  порядка 16.  E a a a a ai= + + + О{ | { , }},0 1 2 2 3 3 0 1a a a все 
E a a a a ai= + + + О{ | { , }},0 1 2
2
3
3 0 1a a a все  причем a a4 1 0+ + = , т. е. a a4 1= +  и | | .a =15  Рас-
смотрим примитивный код БЧХ длины 15, порожденный эле-
ментами a a a a, , , . 2 3 4  Irr Irr , Irr ,( , , ) ( , ) ( , )a a aF x F x F x2 2 2 4 2= =  — 
по теореме из 1-й части пособия. Далее, ( ) ,a3 5 1= т. е.a3 
удовлетворяет уравнению x5 1 0- = , откуда Irr( , , ) .a3 2 4 3 2 1F x x x x x= + + + + 
Irr( , , ) .a3 2
4 3 2 1F x x x x x= + + + +  Поэтому — по теореме 5 порождающий мно-
гочлен g x( ) данного кода ( )( ) .x x x x x x x x x x4 4 3 2 8 7 6 41 1 1+ + + + + + = + + + + 
( )( ) .x x x x x x x x x x4 4 3 2 8 7 6 41 1 1+ + + + + + = + + + +  По проверочной матрице кода можно до-
казать, что его минимальное расстояние равно конструктивно-
му, т. е. 5, и он исправляет 2 ошибки.
2. Снова рассмотрим поле E F= 16 из примера 1. Так как | |a =15 
в E *, то можно рассмотреть код Рида — Соломона над E  дины 
15, порожденный a a a a a a a a a, , , ( , , , , ). или  2 3 4 2 3 4 6  Ясно, что 
Irr( , , ) ( ),a ai iE x x= -  поэтому порождающие многочлены этих 
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кодов ( )x i
i
-
=
Х a
1
4
 и ( )x i
i
-
=
Х a
1
6
 соответственно. Для кодов Рида-
Соломона конструктивное расстояние d  всегда совпадает с ми-
нимальным расстоянием, т. е. эти коды исправляют 2 и 3 ошиб-
ки соответственно.
3. Рассмотрим поле F5 0 1 2 3 4= { , , , , }. | |2 = 4 в F5*, поэтому мож-
но рассмотреть код Рида — Соломона над F5 длины 4, порож-
денный элементами a a, ,2  где a = 2. В частности, порождающий 
многочлен этого кода ( )( ) ( )( )x x x x x x- - = - - = - +a a2 22 4 3 и он 
исправляет одиночные ошибки. Можно проверить, что этот код 
эквивалентен обобщенному коду Хэмминга длины 4 над F5, рас-
смотренному ранее.
4. Из таблиц неприводимых многочленов: х23 – 1 = (х – 1) × 
× x x x x x x x x23 11 9 7 6 51 1 1- = - + + + + + + Ч( )( )  Ч + + + + + +( )x x x x x x11 10 6 5 4 2 1  — 
неприводимое разложение над F2, и 23 2 111| ,-  причем | |2  в Z / 23 
равен 11. Поэтому можно рассмотреть код БЧХ над F2, порож-
денный элементами a a a a, , , ,2 3 4  где aО =E F211 . Irr(a, F2, x) = 
= Irr(a2, F2, x) = Irr(a4, F2, x) = x11 + x9 + x7 + x5 + x + 1 = g(x).
Легко проверить, что a3 тоже корень g x( ), поэтому порож-
дающий многочлен этого кода в точности g x( ). Этот бинарный 
(23,12)-код называется кодом Голея. Его конструктивное рас-
стояние равно 2, но можно доказать, что его МР равно 3. Так-
же можно доказать, что это код совершенный.
Стоит, правда, заметить, что оригинальный код, определен-
ный самим Голеем, не совпадает с определенным выше, но эк-
вивалентен ему.
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2.11. Декодирование кодов БЧХ
Для декодирования кодов БЧХ существует специальный ал-
горитм Питерсона, Горенстейна и Цирлера, который для кра-
ткости будем называть алгоритмом ПГЦ.
Пусть при передаче информационных векторов использует-
ся ( , )n k -код БЧХ над Fq , порожденный элементами 
a a ab b b d, , , ,+ + -ј1 2  в частности конструктивное расстояние этого 
кода C равно d и он исправляет t ошибок при 2 1t d+ Ј . Несмо-
тря на то, что МР (C) может быть больше d и C может исправ-
лять большее число ошибок, чем d -й
лк
щ
ыъ
1
2
, в алгоритме ПГЦ пред-
полагается, что при передаче кодового вектора c x( ) по каналу 
связи число ошибок t удовлетворяет указанному выше неравен-
ству 2 1t d+ Ј .
Определение. Синдромом многочлена c x( ) степени Ј -n 1 на-
зовем вектор S c
S
S
S
c
c
c
b
b
b d
b
b
b d
( )
( )
( )
( )
=
ж
и
з
з
з
зз
ц
ш
ч
ч
ч
чч
=
ж
+
+ -
+
+ -
1
2
1
2


a
a
aи
з
з
з
з
з
ц
ш
ч
ч
ч
ч
ч
Ясно, что S c c x C( ) ( ) .= Ы О0
Пусть c x( ) — кодовый многочлен, посланный по каналу свя-
зи, а c x*( ) — полученный многочлен. Тогда c x c x e x*( ) ( ) ( ),= + где 
e x( ) — многочлен ошибок, и ясно, что S c S e( ) ( ).* =  По условию 
e x e xi
i
i I
( ) ,=
О
е  где e F I ni qО Н ј -*, { , , , }0 1 1  и | | ,I t=  где 2 1t d+ Ј . Тог-
да, если S
S
S
S
b
b
b d
(c ) ,* =
ж
и
з
з
з
зз
ц
ш
ч
ч
ч
чч
+
+ -
1
2

 то получим систему уравнений: 
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S e
S e
S e
b i
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i I
b i
b i
i I
b d i
b d i
i
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+ -
О
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a
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1
1
2
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н
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Лемма. Система уравнений 
S e
S e
b i
bi
i I
b t i
b t i
i I
=
јјјјјј
=
м
н
п
п
о
п
п
О
+ -
+ -
О
е
е
a
a1
1( )
 имеет един-
ственное решение для неизвестных ei .
Доказательство. Пусть I i it= ј{ , , }.1  Тогда нашу систему мож-
но переписать следующим образом:
 
S e e e
S e e e
b
bi bi
t
bi
b
b i b i
t
t= + +ј+
= + +ј++
+ +
1 2
1 1
1
2
1
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1 2
a a a
a a a
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b t
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S e e e
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+ -
+ - + - + -
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1
1 1
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2
11 2a a a 1) .it
м
н
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Ее определитель 
D = + +ј+
- - -
eb i i i
i i i
i t i t i t
t
t
t
( )
( ) ( ) (
1 2
1 2
1 2
1 1 1
1 1 1


   

a a a
a a a )
( ) ( ) ,= - №+ +ј+
Ј < Ј
Хeb i i i i i
s l t
t s l1 2
1
0a a  
как в доказательстве теоремы 6. Значит, по теореме Крамера, 
данная система имеет единственное решение. Лемма доказана.
Таким образом, если мы знаем множество I , то значения 
ошибок ei мы найдем из системы уравнений в лемме.
Рассмотрим для нахождения I  многочлен s x( ) локаторов 
ошибок:
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 s x x s s x s x xi
i I
t
t t( ) ( ) ,= - = + +ј+ +
О
-
-Х a 0 1 1 1  
где элементы ai  называются локаторами ошибок.
Имеем t  равенств s s s i Ii t i t i t0 1 1 1 0+ +ј+ + = О- -a a a( ) , .
Зафиксируем j J b b b tО = + ј + -{ , , , }1 1  и умножим каждое 
из предыдущих равенств на ei ija . Получим t  равенств
 s e s s i Ii ij i j t i j t i t j0 1 1 1 1 0a a a a+ +ј+ + = О+ - + - +( ) ( ) ( ) , .
После сложения полученных равенств (при данном j) получим
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Заставив пробегать j  все множество J , получим t  уравнений
 s S s S s S Sj j t j t j t0 1 1 1 1 0+ + + + =+ - + - + , 
где j b b b tО + ј + -{ , , , }.1 1
Распишем подробнее полученную систему равенств
 
s S s S s S S
s S s S s S S
b b t b t b t
b b t b t
0 1 1 1 1
0 1 1 2 1
+ + + = -
+ + + = -
+ - + - +
+ + - +
…
…
,
b t
b t b t t b t b ts S s S s S S
+ +
+ - + - + - + -+ + + = -
1
0 1 1 1 2 2 2 1
,

… .
м
н
п
п
о
п
п
 (1)
Теперь опишем алгоритм ПГЦ пошагово.
Во-первых, находим S S Sb b b d, , ,+ + -1 2  для полученного векто-
ра c * по каналу связи. Во-вторых, находим наибольшее t с усло-
вием 2 1t d+ Ј  такое, что система (1) имеет единственное реше-
ние. В-третьих, при этом t  находим значения s st t0 1, , ,s -  
и составляем многочлен s x( )локаторов ошибок. В-четвертых, пе-
ребором находим корни s x( ), т. е. локаторы ошибок. И в-пятых, 
решая систему уравнений из леммы, находим значения ошибок 
ei , а значит, и многочлен ошибок e x( ). Заметим, что при F F= 2 
последняя процедура отсутствует, т. к. все ei равны 1.
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Пример. Пусть C  — бинарный код БЧХ длины 15, порожден-
ный элементами a a a a, , , ,2 3 4   где α — примитивный элемент поля 
E  порядка 16 с минимальным многочленом над F2  x x4 1+ + . Мы 
считаем при этом, что F2 0 1= { , } вложено в E  как элементарное 
подполе.
Из теории конечных полей известно, что 
 Irr , Irr ,( , ) ( , )a aF x F x2 2 2= =
 =Irr ,( , ) .a4 2 4 1F x x x= + +
Кроме того, a3  удовлетворяет уравнению x5 1 0- = , 
а x x x x x x5 4 3 21 1 1- = - + + + +( )( ), где второй сомножитель непри-
водим над F2. Стало быть, Irr( , , ) ,a3 2 4 3 2 1F x x x x x= + + + +  отку-
да по теореме 5 порождающий многочлен g x( ) кода C  
( )( ) .x x x x x x x x x x4 4 3 2 8 7 6 41 1 1+ + + + + + = + + + +  Следовательно, 
размерность k  кода C  15–8=7, т. е. C  — бинарный (15,7)-код 
БЧХ с конструктивным расстоянием d = 5.
Для составления вектора с x*( ), пригодного для декодирова-
ния методом ПГЦ, возьмем в качестве информационного мно-
гочлена f x x x( ) .= + +1 6  С помощью g x( ) он шифруется кодо-
вым многочленом c x x x x x x x x( ) ( )( )= + + + + + + = + +1 1 16 4 6 7 8
+ = + + + + + + + +x x x x x x x x x8 4 5 9 10 12 13 141) . Изменим коэффициенты 
с x( ) при степенях x 4  и x11, получим в результате вектор 
c x x x x x x x x x*( ) ,= + + + + + + + +1 5 9 10 11 12 13 14  который и будем де-
кодировать методом ПГЦ.
Заметим, что если бы мы испортили более двух позиций в 
c x( ), то полученный вектор уже не годился бы для декодирова-
ния методом ПГЦ.
В вычислениях ниже используем пример 2 из первой гла-
вы пособия.
Считаем компоненты синдрома многочлена c x*( ).
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Составляем систему уравнений для коэффициентов многоч-
лена локаторов ошибок s x s s x x( ) ,= + +0 1 2  предполагая, что про-
изошло максимально возможное число ошибок 2 для декоди-
рования методом ПГЦ.
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Определитель D  этой системы a a
a a
a a a a
13 11
11 10
23 22 8 7= - = - =
= + + + + = + + = №( ) ( ) .1 1 02 3 2 3 11a a a a a a a  Заметим, что если бы D 
оказался равным 0, то мы бы решали систему уравнений, со-
стоящую из одного уравнения S s S1 0 2= , полагая, что многочлен 
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локаторов ошибок равен s x0 + . Продолжая решение системы 
выше, получим 
 D1
10 11
7 10
5 3 2 3 11= = + = + + =
a a
a a
a a a a a a ,
 D2
13 10
11 7
5 6 2 2 3 3 9= = + = + + + = + =
a a
a a
a a a a a a a a a .
Тогда s s0 1
9
11
2 131= = = =-, ,
a
a
a a  т. е. s x x x( ) .= + +1 13 2a  Теперь 
считаем значения s x( ) при x ii= =a , , .0 14  Легко убедиться, что 
s i( )a № 0 при i = 0 3, , зато s( ) .a a a a a4 17 8 2 81 1 0= + + = + + =  Далее 
получим s i( )a № 0 при i = 5 10, , и только при i =11 s i( ) ( ) ( ) .a a a a a a a a a= + + = + + = + + + + + =1 1 1 1 024 22 9 7 3 3 
s i( ) ( ) ( ) .a a a a a a a a a= + + = + + = + + + + + =1 1 1 1 024 22 9 7 3 3
Если мы уверены, что при передаче кодового многочлена 
по каналу связи число ошибок не более двух, то s i( )a  можно 
не считать при i >11.
Таким образом, в многочлене c x*( )ошибочны коэффициен-
ты при x 4 и x11, значит, c x*( ) декодируется в c x c x x x x x x( ) ( )*= - - = + + + +4 11 4 51 
c x c x x x x x x( ) ( )*= - - = + + + +4 11 4 51  + + + + +x x x x x9 10 12 13 14, т. е. в тот кодовый 
многочлен, с которого мы начинали наш пример.
Чтобы получить информационный многочлен, разделим c x( ) 
на g x( ) и получим f x x x( ) .= + +1 6  
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Глава III.  
Элементы теории графов
§ 1. Основные понятия теории графов
Определение. Графом G на плоскости или в пространстве на-
зывается множество точек V( ),G  называемых вершинами гра-
фа, причем некоторые из них соединены одной или несколь-
кими дугами и допускается одна или несколько петель у вершин 
графа.
Дуги, соединяющее вершины графа называются ребрами 
и если между двумя вершинами имеется несколько дуг, то эти 
дуги называются кратными.
Определение. Граф без петель и кратных дуг называется обык-
новенным графом.
Часто граф с кратными ребрами называется мультигра-
фом, а граф с кратными ребрами и петлями называется псев-
дографом. Кроме того, множество всех ребер графа G обозна-
чается E( ).G
Определение. Граф G называется ориентированным, если 
на каждой его дуге, отличной от петли, указано направление.
Определение. Граф G, для которого E( )G =Ж, называется 
вполне несвязным.
Примеры. 1) Kn — обыкновенный граф с n вершинами, каж-
дая пара которых соединена ребром. Так, K K K2 3 4, ,  изобража-
ются следующим образом:
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Kn  называется полным графом. Ясно, что | ( ) |
( )
.E K
n n n
n =
ж
и
з
ц
ш
ч =
-
2
1
2
1) Пусть V( ) ,G = ИV V1 2  причем V V1 2, №Ж и каждое ребро из G
соединяет вершины из V1 и V2. Такой граф называется двудоль-
ным. Ясно также, как определить k-дольный граф для любого 
k і3. Кроме того, V1 и V2называются долями графа G.
2) Пусть m n,  — натуральные числа. Тогда Km n,  — обыкновен-
ный двудольный граф с долями порядков m и n соответствен-
но, причем каждая вершина из одной доли соединена ребром 
с каждой вершиной второй доли. Kmn называется полным дву-
дольным графом. Ясно, что | E( ) | .,K mnm n =
При условии, если вершина v графа G является концом его 
дуги e, то говорят, что v инцидента e  или e  инцидента v. Если 
два ребра графа имеют общую вершину, то они называются 
смежными. Ребро с концами v и w обозначается vw. Кроме 
того, вершины называются смежными, если они соединены 
ребром.
Определение. Если vОV( ),G  то степень degv  вершины v — это 
число ребер в G, инцидентных v. При этом считается, что каж-
дая петля у вершины v вносит вклад 2 в deg .v
Теорема 1 (лемма Эйлера о рукопожатиях). Сумма степеней 
всех вершин графа G равна удвоенному числу его ребер.
Доказательство следует сразу из того замечания, что каж-
дое ребро графа вносит вклад 2 в сумму степеней его вершин.
   
Рис. 3.1 Рис. 3.2 Рис. 3.3
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Следствие 1. Число вершин в графе с нечетными степеня-
ми всегда четно.
Доказательство. Из теоремы 1 следует, что сумма степеней 
вершин графа с нечетными степенями четна, откуда и следует 
справедливость следствия.
Определение. Граф G ' называется подграфом графа G, если 
V V( ') ( )G GН  и E( ') ( ),G GНE  причем если V V( ') ( ),G G=  то G ' на-
зывается óстовным подграфом. А если любое ребро uv  из E( ),G  
где u v, ( '),ОV G  лежит в E( '),G  то G ' называется порожденным 
подграфом.
Пример. В графе G =K 4 подграф на рис. 3.5 является остов-
ным, но не порожденным.
 
2v   1v   
4v   3v      
 
2v   1v   
4v   3v   
Рис. 3.4                                             Рис. 3.5
Определение. Пусть G — граф, vОV( ).G  Граф G \ v — это граф, 
полученный из G удалением вершины v и всех ребер, инцидент-
ных ей. Совершенно ясно, как определяется граф G \ ,e  где 
eОE( ).G
Определение. Отображение j : V( ) V( ')G G®  называется изо-
морфизмом графа G на G ', если φ — биекция, для любых u v, ОG 
при u v№  число ребер, соединяющих u и v, равно числу ребер, 
соединяющих j( )u  и j( ),v  и число петель у любой вершины 
uОV( )G  равно числу петель у вершины j( ).u  Тогда говорят, что 
графы G и G ' изоморфны: G G '.
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Пример. Следующие графы изоморфны:
 u
  
w
  
v   
x
  
y   z    
 b   a   
f   
e   d   
c   
Рис. 3.6                                                        Рис. 3.7
Изоморфизмом здесь является отображение j : , , , , , .u a x f y b z d v c w e      
j : , , , , , .u a x f y b z d v c w e     
Определение. Пусть G — обыкновенный граф. Дополнитель-
ный граф G к G — это граф, имеющий то же множество вершин, 
что и G, причем для любых двух различных вершин u и v имеем 
{u смежна с v в G}Ы {u несмежна с v в G}.
Очевидно, что G G=  и G G G G1 2 1 2 Ы .
Пример. Найдем число неизоморфных обыкновенных гра-
фов с числом вершин 7 и числом ребер 18. По предыдущему 
замечанию это число равно числу неизоморфных обыкновен-
ных графов с 7 вершинами и 3 ребрами. Все эти графы легко 
перечисляются:
1) 
 
2)  
3)  
4)  
5) 
 
Ответ: 5.
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Определение. Маршрутом в графе G называется чередующа-
яся последовательность вершин и ребер: P = +v e v e v e vn1 1 2 2 3 3 1 , где 
вершина v1 — начало маршрута, vn+1- конец маршрута. Число 
ребер ei в маршруте называется его длиной. Сокращенное обо-
значение маршрута — P = +v vn1 1.
Определение. Маршрут называется цепью, если все его ребра 
различны. Цепь называется простой, если все ее вершины раз-
личны, кроме, быть может, первой и последней. Замкнутая цепь 
называется также циклом, а замкнутая простая цепь — простым 
циклом. Простой цикл длины n называется также n-угольником.
Замечание. Маршруты, цепи и простые цепи в ориентиро-
ванных графах определяются аналогично, но с учетом направ-
лений на ребрах.
Определение. Определим бинарное отношение r на множе-
стве V( )G  вершин графа G : v w vr Ы  и w можно соединить марш-
рутом в G.
Очевидно, что r — отношение эквивалентности на V( ).G
Определение. Подграф графа G, порожденный вершинами, 
составляющими класс эквивалентности r, называется компо-
нентой (или связной компонентной) G. Если у графа G одна ком-
понента, то он называется связным.
Определение. Обыкновенный граф с n вершинами, m ребра-
ми и k  компонентами называется ( , , )n m k -графом.
В качестве примера доказательства в теории графов докажем 
следующую теорему.
Теорема 1. Для любого ( , , )n m k -графа справедливо двойное 
неравенство: n k m n k n k- Ј Ј - - +( )( ),1
2
 причем обе оценки для 
m достижимы.
Доказательство. Пусть m — максимально возможное число 
ребер в ( , , )n m k -графе при фиксированных n и k. Пусть G — обык-
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новенный граф с этими параметрами: n m k, , . Ясно, что каждая 
компонента G — полный граф.
Предположим, что в G имеется две компоненты K p и Kq , 
p qі >1. Тогда можно взять вершину v из второй компоненты, 
убрать из G все ребра, инцидентные ей, и соединить v со всеми 
вершинами первой компоненты. Тогда получим граф G ' с ком-
понентами K Kp q+ -1 1,  вместо указанных выше. Ясно, что в G ' ре-
бер больше, чем в G, хотя бы на единицу, что противоречит вы-
бору G. Значит, в G имеется не более одной компоненты 
порядка >1. Тогда в G ребер n k n k n k- +ж
и
з
ц
ш
ч =
- + -1
2
1
2
( )( )
, и, ста-
ло быть, второе неравенство в формулировке теоремы доказа-
но и достижимость равенства в нем тоже.
Первое равенство докажем индукцией по m. Ясно, что при 
m = 0 оно верно, т. к. в этом случае n k= . Пусть m і1 и неравен-
ство доказано для всех графов с числом ребер, меньшим m. Уда-
лим из G с данным числом ребер m одно ребро e. В графе G \ e
число компонент сохранится (если e  лежит в цикле G) или уве-
личится на 1 (если e  не лежит ни в каком цикле). По предполо-
жению индукции m n k- і - -1 1, и, стало быть, m n kі - , что 
и требовалось доказать.
1.1. Матрицы графов
Определение. Пусть V( ) { , , }.G = јv vn1  Тогда матрицей смеж-
ности графа G называется квадратная матрица n-го порядка 
A aij= ( ), где aij  равно числу ребер, соединяющих вершины vi  и v j . 
При этом каждая петля учитывается один раз (в некоторых кни-
гах — два раза).
Если G — обыкновенный, то его матрица смежности состоит 
из нулей и единиц, причем на ее главной диагонали стоят нули.
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Теорема 2. Пусть V( ) { , , }G = јv vn1  и A aij= ( ) — матрица смеж-
ности графа G. Тогда, если k  — произвольное натуральное чис-
ло и A ak ijk= ( ),( )  то для любых индексов i j, aijk( ) равно число марш-
рутов длины k, соединяющих вершины vi  и v j .
Доказательство. Индукция по k. Ясно, что при k =1 утверж-
дение теоремы верно. Предположим, что оно верно при фик-
сированном k і1, и докажем, что оно тогда верно при k +1. Фик-
сируем индексы i j, .
Тогда a a a a a a aijk i k j i k j ink nj( ) ( ) ( ) ( ) .+ = + + +1 1 1 2 2 
При любом фиксированном s  число a aisk sj( )  равно числу марш-
рутов v vi j , последнее ребро которого соединяет vs  с v j . Отсюда 
вытекает утверждение теоремы.
Пример. Пусть G– обыкновенный граф:
 
1e   
4e   
2e   
3e   
1v   2v   
3v   4v   
Рис. 3.8
Его матрица смежности A =
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
0 1 0 1
1 0 0 1
0 0 0 1
1 1 1 0
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Тогда 
 A2
0 1 0 1
1 0 0 1
0 0 0 1
1 1 1 0
0 1 0 1
1 0 0 1
0 0 0 1
1 1 1 0
=
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1 1 0 3
 A3
2 1 1 1
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4 4 3 2
Так, например элемент a143( ) в матрице A3, равный 4, означает, 
что существует 4 маршрута v v1 4 длины 3: v e v e v e v v e v e v e v v e v e v e v1 4 4 4 1 4 4 1 1 2 1 1 4 4 1 4 4 2 2 2 4, , 
v e v e v e v v e v e v e v v e v e v e v1 4 4 4 1 4 4 1 1 2 1 1 4 4 1 4 4 2 2 2 4, ,  и v e v e v e v1 4 4 3 3 3 4. А двойка на месте a113( ) означает, что 
в G имеется ровно 1 треугольник, содержащий v1. Это же каса-
ется и вершин v2 и v4. Вообще ясно, что для обыкновенного гра-
фа G число треугольников, содержащих vi , равно 
1
2
3aii
( ).
Определение. Пусть V( ) { , , },G = јv vn1  E( ) { , , }.G = јe em1  Тогда 
матрицей инцидентности графа G называется матрица I  размера 
n mґ , состоящая из нулей и единиц: I ij n m= ґ( ) ,g  причем gij =1 тог-
да и только тогда, когда вершина vi  является концом ребра e j .
Например, для графа, указанного выше, матрица инцидент-
ности имеет вид 
 I =
ж
и
з
з
з
з
ц
ш
ч
ч
ч
ч
1 0 0 1
1 1 0 0
0 0 1 0
0 1 1 1
.
Определение. Пусть G– обыкновенный граф и V( ) { , , }.G = јv vn1  
Матрицей Кирхгофа графа G называется матрица B bij n n= ґ( ) , в ко-
торой при i j№  bij = -1 тогда и только тогда, когда vi  и v j смежны, 
b vii i= deg  при любом i, а все остальные элементы равны 0.
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Определение. Связный обыкновенный граф называется де-
ревом, если он не содержит ни одного простого цикла. Вооб-
ще, обыкновенный граф называется лесом, если он без про-
стых циклов.
Определение. Остовом обыкновенного графа называется его 
любой остовный подграф, являющийся деревом.
Теорема 3. Число остовов в связном обыкновенном графе 
равно алгебраическому дополнению любого элемента его ма-
трицы Кирхгофа.
Теорема 4. Пусть Г — обыкновенный граф на n вершинах сте-
пени m. Тогда следующие условия эквивалентны:
(1) Г — дерево;
(2) Г — связный граф и m n= -1;
(3) Г не содержит циклов и m n= -1;
(4) Г — граф, в котором любые две вершины соединены един-
ственной простой цепью;
(5) Г не содержит циклов, и добавление нового ребра при-
водит к появлению точно одного цикла.
Доказательство. (1)Ю (2). Так как Г является деревом, то Г — 
связный граф. Проверим, что в дереве m n= -1. Доказательство 
проведем индукцией по m. Если m = 0, то n =1. Пусть m > 0 и для 
всех деревьев с числом ребер меньшим m выполнено требуемое 
равенство. Пусть Г — дерево с m ребрами. Выберем в Г произ-
вольное ребро e. Ребро e не содержится в цикле, поэтому граф 
G-e состоит из двух компонент связности G1 и G2, являющихся 
деревьями. По предположению индукции в каждом из графов 
G1 и G2 число ребер на единицу меньше числа вершин, поэтому 
m n= -1.
(2) Ю (3). Пусть граф Г содержит цикл и e — ребро этого цик-
ла. Тогда G-e является связным (n, m — 1)-графом. По теоре-
ме 1 имеем m n- і -1 1, что противоречие.
(3) Ю (4). Проверим, что Г — связный граф. Так как Г не со-
держит циклов, его компоненты связности являются деревья-
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ми. Поэтому в каждой компоненте связности число ребер 
на единицу меньше числа вершин ((1) Ю (2)). Отсюда вытека-
ет, что m n k= - , где k — число компонент связности. По усло-
вию m n= -1, поэтому k = 1.
Пусть Р1 и Р2 — различные простые (u, v)-цепи для некото-
рых вершин u, v О Г. Обозначим через Q простую (u, x)-цепь, 
являющуюся длиннейшим общим началом цепей Р1 и Р2. Пусть 
y, z — вершины, следующие за вершиной x в Р1 и Р2 соответ-
ственно. Ребро f = xz не принадлежит цепи Р1, поэтому подграф 
Р1 И Р2 — f является связным графом. Отсюда следует, что f при-
надлежит некоторому циклу — противоречие.
(4) Ю (5). Из условия следует, что в графе Г нет циклов. До-
бавим к графу новое ребро g = vw, где v, w О V (Г). Тогда полу-
чим цикл, состоящий из простой (v, w)-цепи и ребра g. Един-
ственность такого цикла следует из единственности простой 
(v, w)-цепи.
(5) Ю (1). Из условия вытекает, что любые две вершины гра-
фа Г соединены простой цепью, т. е. Г — связный граф. Так как 
Г не содержит циклов, заключаем, что Г — дерево. Теорема до-
казана.
§ 2. Алгоритмы на графах
2.1. Поиск в глубину
В основе поиска в глубину лежит следующая идея. Выбира-
ется некоторая фиксированная вершина v, которую назовем 
корневой вершиной (или корнем) DFS-дерева. Скажем, что 
вершина v просмотрена. Затем выбираем любое ребро {v, w}, 
инцидентное v. Ребро {v, w} ориентируем из v в w и полученную 
дугу (v, w) включаем в DFS-дерево с корнем v (DFS (v)-дерево). 
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Вершину v назовем отцом вершины w и будем обозначать че-
рез О [w]. Далее вершину w объявляем просмотренной, и поиск 
продолжаем из вершины w.
Предположим, что мы находимся в некоторой вершине v. 
Тогда возможны два случая:
1. Все вершины, смежные с v, уже просмотрены. Тогда воз-
вращаемся к O [v] и продолжаем поиск из нее. Вершину v обо-
значим как использованную.
2. Существует еще не просмотренная вершина w, смежная 
с вершиной v. В этом случае ребро {v, w} преобразуем в дугу 
(v, w) и добавим ее к DFS (v)-дереву. Полагаем O [w] = v и про-
должаем поиск из w.
Поиск в глубину завершается тогда, когда все вершины гра-
фа окажутся просмотрены. Здесь возможны две ситуации:
1. Корневая вершина использована, но в графе еще есть 
непросмотренные вершины. Тогда выбираем произвольную 
непросмотренную вершину, объявляем ее корнем и начинаем 
поиск из этой вершины. Этот случай возникает только в слу-
чае, когда исходный граф несвязен.
2. Все вершины графа использованы. На этом поиск завер-
шается.
На рис. 3.9 изображено, как поиск в глубину исследует нео-
риентированный граф Г.
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Рис. 3.9
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Дуги полученных DFS-деревьев обозначены стрелками в со-
ответствии с ориентацией, полученной в ходе поиска. Числа 
в скобках, стоящие у вершин просмотренного графа, соответ-
ствуют очередности, в которой они просматривались в ходе по-
иска. Отметим, что вершины с номерами 1 и 9 являются кор-
нями DFS-деревьев.
2.2. Поиск в ширину
Поиск в ширину начинается так же, как и поиск в глубину, 
с некоторой фиксированной вершины v, называемой корнем. 
Аналогично с алгоритмом поиска в глубину считаем v просмо-
тренной. Организуем очередь, в которую поместим вершину v. 
Скажем, что вершина v образует нулевой фронт распростране-
ния волны.
Затем проходим все ребра {v, w}, инцидентные v, в каком-
нибудь порядке и ориентируем их из v в w. Вершины w, смеж-
ные с v, обозначаем просмотренными и помещаем их в поряд-
ке просмотра ребер в очередь. Скажем, что w просмотрена из v 
и положим O [w] = v. Полученные ориентированные ребра (v, w) 
назовем ребрами BFS-дерева. Все такие вершины w образуют 
первый фронт распространения волны. После этого вершина v 
удаляется из очереди и считается использованной.
Далее, из очереди берем очередную вершину v, проходим 
по всем ребрам, инцидентным v, которые соединяют верши-
ну v с еще не просмотренными вершинами w. Объявляем все 
эти вершины w просмотренными и полагаем O [w] = v. Ребра 
(v, w) включаем в BFS-дерево. После этого вершину v удаляем 
из очереди и считаем использованной. Скажем, что вершины, 
просмотренные из вершин, принадлежащих фронту с номером 
k, образуют (k+1)-й фронт распространения волны.
Завершается поиск в ширину с корнем в заданной вершине 
тогда, когда ни одной новой вершины просмотреть не удается.
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На рис. 3.10 показано исследование поиском в ширину гра-
фа Г, изображенного на рис. 3.9. Дуги BFS-деревьев изображе-
ны стрелками в соответствии с ориентацией, полученной в ходе 
поиска. Прочие ребра исходного графа изображены пунктиром. 
Предполагалось, что вершины в ходе поиска просматривались 
в порядке возрастания их номеров.
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2.3. Минимальный остов графа
Напомним, что остовом связного неориентированного гра-
фа Г = (V, E) называется подграф Г ʹ  = (V, T) графа Г, который 
является деревом и содержит все вершины данного графа Г.
Отождествим остов графа с множеством ребер остова T. 
Из теоремы 4 имеем, что |Т| = n–1, где n = |V|.
Отметим, что с помощью поиска в глубину и поиска в ши-
рину можно построить остов данного графа Г.
Напомним, что граф Г = (V, E) называется взвешенным, если 
задана функция c E: ®, т. е. каждому ребру е графа Г соответ-
ствует число с (е). Число с (е) называется весом ребра е, а взве-
шенный граф обозначается через Г = (V, E, c).
75
§ 2. Алгоритмы на графах
Пусть Т — остов графа Г. Число c T c e
e T
( ) ( )=
О
е  назовем весом 
остова Т. Остов Т называется минимальным остовом графа Г, 
если для любого остова Т ʹ  графа Г справедливо неравенство 
с (Т) Ј с (Т ʹ ).
Задача о минимальном остове формулируется следующим 
образом: в данном связном неориентированном взвешенном 
графе Г построить минимальный остов.
Пусть Г = (V, E, c) — заданный граф. Семейство подграфов 
F V E V Ek k k= = ={ ( , ), , ( , )}G G1 1 1   графа Г назовем остовным ле-
сом графа Г, если
1. каждое Gp (р = 1, 2, …, k) является деревом;
2. V Vp qЗ  (p, q = l, 2, …, k);
3. V V V Vk= И И И1 2  .
Через EF  обозначим множество ребер графа Г, входящих 
хотя бы в одно из деревьев леса F. Пусть Gp — дерево леса F. Ре-
бра графа Г, соединяющие вершины дерева Gp с вершинами из 
G G\ p, будем называть внешними к дереву Gp. Ребра графа Г, внеш-
ние по отношению к какому-либо дереву леса F, будем назы-
вать внешними к лесу F.
Пусть e = {v, w} — внешнее к лесу F ребро, причем 
v V w V p qp qО О №, , . Расширением F(e) леса F по ребру е назовем 
лес, полученный из F следующим образом: из леса F удаляем 
деревья Gp и Gq , а вместо них добавляем новое дерево 
(V V E E ep q p qИ И И, { }). Нетрудно заметить, что в лесе F(е) дере-
вьев на единицу меньше, а ребер на единицу больше (а имен-
но, на ребро е), чем в F.
Далее обозначим:
с(F) = min{c (T):T EFК , Т — остов графа Г} и C = min{c(T): 
Т — остов графа Г}.
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Для любого леса F справедливо неравенство с(F)іС. Если 
в качестве леса F выбрать тривиальный лес {({ }, ), ,({ }, )}v vn1 Ж ј Ж , 
т. е. лес, в котором каждое дерево состоит ровно из одной един-
ственной вершины, то справедливо равенство с (F)=С. Обозна-
чим этот тривиальный лес через F0.
Рассмотренные ниже алгоритмы решения задачи о мини-
мальном остове основаны на следующем утверждении.
Предложение. Пусть F V E V Ek k k= = ={ ( , ), , ( , )}G G1 1 1   — остов-
ный лес графа Г, e ={v, w} — внешнее к лесу F ребро, причем 
v V w V p qp qО О №, ,  и для ребра е справедливо хотя бы одно из ра-
венств:
а) с(е) = min{c (e*): е* — внешнее к Gp},
б) с(е) = min{c (e*): е* — внешнее к Gq}.
Тогда справедливо равенство с(F (е)) = с(F).
Доказательство. Неравенство с(F (е)) і с(F) очевидно выпол-
няется, так как остов, содержащий все ребра леса F(е), содер-
жит и все ребра леса F.
Докажем, что с (F(е)) Ј с(F).
Пусть Т — остов графа Г, T E e TFК П, . Без ограничения общ-
ности будем считать, что для ребра е справедливо условие а) 
формулировки предложения, т. е. с (е) = min{c(e*): е* — внеш-
нее к Gp}. Добавим к остову Т ребро е. По теореме 2 образуется 
ровно один цикл. Этот цикл обязательно содержит ребро 
e* = (v*, w*), внешнее к дереву Gp. По предположению, спра-
ведливо неравенство с (е) Ј с (е*).
Удалим из остова Т ребро е* и добавим в него ребро е. Полу-
ченный таким образом остов обозначим через Т*. Так как уда-
ленное ребро являлось внешним к лесу F, то справедливо вклю-
чение T EF* ,К  а значит, T EF e* .( )К  Далее, с (Т*) Ј с (Т), так как 
с(е) Ј с (е*). Тем самым неравенство с(F (е)) Ј с(F) доказано.
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Сформулируем два алгоритма построения минимального 
остова, основанных на доказанном предложении. В них на каж-
дом шаге происходит наращивание остовного леса F так, что 
число с (F) не меняется.
Дадим неформальную запись этих алгоритмов.
Жадный алгоритм
Шаг 1. Лес F0 объявить растущим лесом F. (Напомним, что 
через F0 обозначен ранее тривиальный лес и что с (F0) = С).
Шаг 2. Пусть F — текущий растущий лес. Выбрать ребро е 
минимального веса среди всех внешних к F ребер. Провести 
расширение леса F по ребру е. Новый лес объявить растущим.
Шаг 3. Выполнять Шаг 2 до тех пор, пока текущий лес не со-
льется в одно дерево.
По предложению для каждого текущего леса F справедли-
во равенство с (F) = С, так как для выбираемого ребра в Шаге 2 
алгоритма справедливы оба равенства (а) и (б) предложения. 
Равенство с (F) = C для последнего леса, состоящего из одного 
единственного дерева, означает, что алгоритм завершает свою 
работу построением минимального остова исходного графа.
Поедающий алгоритм
Шаг 1. Лес F0 объявить растущим лесом F. В лесу F0 выбрать 
произвольное дерево (то есть вершину), которое объявить ра-
стущим деревом D.
Шаг 2. Пусть D — растущее дерево текущего леса F. Выбрать 
ребро е, минимальное по весу среди всех ребер, внешних к де-
реву D. Провести расширение F по ребру е. В новом лесу дере-
во, содержащее ребро е, объявить растущим.
Шаг 3. Выполнять Шаг 2 до тех пор, пока растущее дерево 
не станет остовом.
В силу предложения поедающий алгоритм корректен. От-
метим, что здесь, в отличии от жадного алгоритма, каждый раз 
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выполняется лишь одно из условий а) или б) предложения.
На рис. 3.11 изображен связный взвешенный неориентиро-
ванный граф Г. Числа, стоящие рядом с ребрами, означают их 
веса. Упорядочим ребра в соответствии с их весами следующим 
образом: e b d e a d1 2= ={ , }, { , }, e c g e d g3 4= ={ , }, { , }, e e f e a b5 6= ={ , }, { , },
e d f e a c e f h7 8 9= = ={ , }, { , }, { , }, e b e10 = { , }.
На рис. 3.12 изображен минимальный остов графа Г, полу-
ченный с помощью жадного алгоритма (табл. 4.1).
 
a 
b 
c 
d 
e 
g 
f 
h 
4 
2 
5 
2 
3 
1 
8 3 
4 
7 
  
 
a 
b 
c 
d 
e 
g 
f 
h 
4 
2 
5 
2 
3 
1 
8 3 
4 
7 
Рис. 3.11                                                          Рис. 3.12
Таблица 4.1
Иллюстрация работы жадного алгоритма
№ 
п/п Деревья леса Растущий лес (ребра растущего леса) F
0 a b c d e f g h, , , , , , ,        Ж
1 a bd c e f g h, , , , , ,      { , }b d  
2 abd c e f g h, , , , ,     { , }b d , { , }a d
3 abd cg e f h, , , ,    { , }b d , { , }a d ,{ , }c g
4 abdcg e f h, , ,   { , }b d , { , }a d ,{ , }c g , { , }d g
5 abdcg ef h, ,  { , }b d , { , }a d ,{ , }c g , { , }d g , { , }e f
6 abdcgef h,  { , }b d , { , }a d ,{ , }c g , { , }d g , { , }e f , { , }d f
7 abdcgefh { , }b d , { , }a d ,{ , }c g , { , }d g , { , }e f , { , }d f ,{ , }f h
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Этот же минимальный остов получается в результате приме-
нения поедающего алгоритма с начальной вершиной а (табл. 4.2).
Таблица 4.2
Иллюстрация работы поедающего алгоритма
№ 
п/п Растущее дерево D Растущий лес (ребра растущего леса)
0 a Ø
1 ad { , }a d  
2 adb { , }a d ,{ , }b d
3 adbg { , }b d , { , }a d ,{ , }d g
4 adbgc { , }b d , { , }a d , { , }d g , { , }c g
5 adbgcf { , }b d , { , }a d , { , }d g , { , }c g , { , }d f
6 adbgcfe { , }b d , { , }a d ,{ , }c g , { , }d g ,{ , }d f , { , }e f
7 adbgcfeh { , }b d , { , }a d ,{ , }c g , { , }d g ,{ , }d f , { , }e f ,{ , }f h
2.4. Наибольшее паросочетание в двудольном графе
Определение. Паросочетанием М в графе Г называется мно-
жество ребер графа Г такое, в котором каждая вершина Г ин-
цидентна не более чем одному ребру из М.
Определение. Граф Г = (V, E) называется двудольным, если 
множество его вершин V можно разбить на два непересекаю-
щихся подмножества X и Y так, что для любого ребра графа Г 
одна вершина ребра лежит в X, а другая — в Y.
Будем обозначать двудольный граф через Г = (X, Y, E). Да-
лее, когда речь будет идти о двудольном графе, будем предпо-
лагать, что разбиение V на X и Y фиксировано.
Определение. Пусть M — паросочетание в графе Г = (X, Y, E). 
Говорят, что M сочетает x с y и y с x, если ребро {x, y} лежит 
в M. Вершины, не принадлежащие ни одному ребру из M, назы-
ваются свободными относительно М, а остальные — насыщенны-
ми относительно М. Если из контекста понятно, о каком паро-
сочетании идет речь, то слова «относительно М» будем опускать.
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Определение. Паросочетание М графа Г называется наиболь-
шим, если для любого другого паросочетания М ʹ  графа Г вы-
полняется неравенство |M ʹ | Ј |M|.
Различные задачи связаны с нахождением тех или иных па-
росочетаний в двудольном графе. Например, имеется n рабочих 
и m видов работ. Каждый рабочий может выполнять один или 
несколько видов работ. При этом каждый вид работ выполня-
ется одним рабочим. Необходимо распределить работы среди 
рабочих так, чтобы выполнилось наибольшее количество работ.
Математическая модель данной задачи строиться следую-
щим образом. Определим двудольный граф Г = (X, Y, E), в ко-
тором
X — множество рабочих,
Y — множество работ,
E — множество ребер {x, y} таких, что рабочий x может вы-
полнить работу y. Если M — паросочетание в построенном гра-
фе Г, то {x, y} О M говорит о том, что рабочему x присвоена ра-
бота y. При этом задача состоит в нахождении наибольшего 
паросочетания в Г.
Для работы с паросочетаниями нам понадобятся два поня-
тия. Пусть Г — двудольный граф и М — некоторое паросоче-
тание в Г.
Определение. Простая цепь в графе Г называется чередую-
щейся относительно М, если из двух соседних ребер цепи в точ-
ности одно лежит в М.
Определение. Чередующаяся относительно М цепь (u, v) на-
зывается увеличивающей относительно М, если вершины u и v 
свободны относительно М.
Определим способ получения нового паросочетания с по-
мощью увеличивающей цепи. Пусть M — некоторое паросоче-
тание графа Г и P — множество ребер увеличивающей цепи от-
носительно М. Тогда множество M M P M P P M' ( \ ) ( \ )= Е = И  
является паросочетанием, причем M M' .= +1
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Теорема Бержа. Паросочетание М в двудольном графе Г яв-
ляется наибольшим тогда и только тогда, когда в Г не существу-
ет увеличивающей относительно М цепи.
Доказательство. Необходимость следует из абзаца перед фор-
мулировкой теоремы: если такая цепь существует, то можно по-
строить паросочетание, в котором ребер на 1 больше чем в М.
Достаточность. Пусть увеличивающей цепи относительно 
М не существует и M ', отличное от М, наибольшее паросоче-
тание графа Г. Рассмотрим подграф G ' в графе Г, множество ре-
бер которого равно M MЕ ', т. е. каждое ребро лежит ровно в од-
ном из паросочетаний М, M '. Любая вершина из G ' имеет 
степень 1 или 2. Поэтому каждая связная компонента графа G ' 
является цепью или циклом.
Любая цепь из G ' является чередующейся относительно М 
и относительно M '. При этом в Г не существует увеличиваю-
щей цепи как относительно М (по условию), так и относитель-
но M ' (т. к. M ' — наибольшее паросочетание). Поэтому край-
ние точки любой цепи из G ' принадлежат разным 
паросочетаниям, а значит, длина любой цепи из G ' четна. Заме-
тим, что циклы в двудольном графе имеют четную длину. От-
сюда следует, что в любой компоненте связности графа G ' ре-
бер из М столько же, сколько и из M '. Поэтому M M M M'\ \ '=  
и M M= ' . Значит, паросочетание M максимально. Теорема 
доказана.
Теорема Бержа позволяет построить следующий алгоритм 
нахождения наибольшего паросочетания:
Шаг 1. Пустое паросочетание M объявить текущим.
Шаг 2. С помощью алгоритма поиска в глубину или шири-
ну найти увеличивающую цепь относительно М.
Шаг 3. Если такая цепь Р найдена, то M M P= Е  и перехо-
дит в Шаг 2.
Шаг 4. Если такой цепи P не существует, текущее паросоче-
тание является наибольшим.
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