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Abstract
We study a hyperbolic version of a system of Von Karman type on a compact Kähler manifold of complex
dimension m  2, and prove the local well-posedness of the corresponding Cauchy problem in a suitable
function space frame, as well as an almost global existence result if the initial values are sufficiently small.
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Résumé
On étudie un problème hyperbolique associé à un système elliptique de type Von Karman sur une variété
Kählérienne compacte de dimension complexe m 2. On prouve que le problème de Cauchy correspondant
admet, dans un cadre fonctionnel adapté, une solution locale, et qu’il est bien posé. On établit aussi un
résultat d’existence quasi-globale si les données initiales sont suffisamment petites.
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We consider an evolution problem of hyperbolic type, related to an elliptic system of Von
Karman’s equations on a compact Kähler manifold, and prove the local well-posedness of the
corresponding Cauchy problem in a suitable class of sufficiently regular functions. In addition,
we prove that these local solutions can be extended to global ones, if the initial values are suf-
ficiently small. In [3], we studied the stationary case, using a variational method suggested by
Berger’s paper [2], while in [4] and [5] we proved the local well-posedness of the parabolic
version of the evolution problem.
1.1. The equations. All functions we consider are real-valued. Let V = (V2m,g) denote a C∞
compact Kähler manifold, of complex dimension m 2, without boundary. If u1, . . . , um,um+1,
u ∈ C∞(V ), we define
N(u1, . . . , um) := δα1...αmβ1...βm∇β1α1 u1 · · ·∇βmαm um, (1.1)
I (u1, . . . , um+1) :=
∫
V
N(u1, . . . , um)um+1 dx, (1.2)
M(u) := N(u, . . . , u) = m!det(∇βα u), (1.3)
where δα1...αmβ1...βm is the Kronecker tensor, and ∇
β
α := gβγ¯ ∂αγ¯ , in any local chart compatible with the
complex structure of V . We also set u := −∇αα u, and adopt the convention
N
(
u
(k1)
1 , . . . , u
(kp)
p
) := N(u1, . . . , u1︸ ︷︷ ︸
k1 factors
, . . . , up, . . . , up︸ ︷︷ ︸
kp factors
), (1.4)
with k1 + · · · + kp = m. Given T > 0, a function ϕ defined on [0, T ] ×V , and two functions u0,
u1 defined on V , we seek to determine two functions u and f which satisfy, on [0, T ] × V , the
system
utt +mu = N
(
f,u(m−1)
)+N(ϕ(m−1), u), (1.5)
mf = −M(u), (1.6)
with u subject to the initial conditions
u(0) = u0, ut (0) = u1. (1.7)
We refer to problem (1.5)+(1.6)+(1.7) as “problem (H)”, and we look for solutions {u,f } to
this problem in a suitable scale of Banach spaces, depending on the regularity of the data of the
problem.
1.2. Function spaces. For 1 p +∞, we set Lp := Lp(V ), and denote its norm by | · |p . For
any integer k  0, we denote by Wk,2(V ) the Sobolev space of the measurable functions on V
whose generalized derivatives of order up to k are in L2, and set
Hk :=
{
u ∈ Wk,2(V )
∣∣∣ ∫
V
udx = 0
}
. (1.8)
The zero-average condition allows us to choose in Hk the norm
‖u‖k :=
{ |k/2u|2 if k even,
(k−1)/2 u ∈ Hk; (1.9)|∇ u|2 if k odd,
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main properties of the spaces Hk , in particular with relations to the functions N and I introduced
in (1.1) and (1.2), in
Proposition 1.1. 1) The imbeddings Hm−2 ↪→ Lm, Hm−1 ↪→ L2m and Hm ↪→ Lp , for all p ∈
[2,+∞[, are continuous, with corresponding inequalities
|u|m  C
∣∣∇m−2u∣∣2, |u|2m  C∣∣∇m−1u∣∣2, |u|p  C∣∣∇mu∣∣1−2/p2 |u|2/p2 . (1.10)
2) If 0 k1  k  k2, Hk is an interpolation space between Hk1 and Hk2 , with corresponding
interpolation inequality
‖u‖k  C‖u‖1−θk1 ‖u‖θk2, u ∈ Hk2, θ =
k − k1
k2 − k1 . (1.11)
3) If u1, . . . , um ∈ Hm+1, then N(u1, . . . , um) ∈ L2, and
∣∣N(u1, . . . , um)∣∣2  C
m∏
k=1
∣∣∇2uk∣∣2m  C
m∏
k=1
‖uk‖m+1. (1.12)
4) If u1, . . . , um ∈ Hm+2, then N(u1, . . . , um) ∈ H 1, and
∣∣∇N(u1, . . . , um)∣∣2  C
m∑
j=1
‖uj‖m+2
m∏
i=1
i 
=j
‖ui‖m+1. (1.13)
5) If m > 2 and h  2, or if m = 2 and h > 2, let u1, . . . , um ∈ Hm+h. Then, N(u1, . . . , um) ∈
Hh, and
∥∥N(u1, . . . , um)∥∥h  C
m∏
j=1
‖uj‖m+h. (1.14)
6) If h > m > 2, (1.14) can be improved, requiring only that u1, . . . , um ∈ Hm+h−1. Then,
N(u1, . . . , um) ∈ Hh still, and
∥∥N(u1, . . . , um)∥∥h  C
m∏
j=1
‖uj‖m+h−1. (1.15)
7) If m = h = 2, let u1 ∈ H 5 and u2 ∈ H 4. Then, N(u1, u2) ∈ H 2, and∥∥N(u1, u2)∥∥2  C‖u1‖5‖u2‖4. (1.16)
8) If u1, . . . , um+1 ∈ Hm, then
∣∣I (u1, . . . , um+1)∣∣ C m+1∏
k=1
‖uk‖m. (1.17)
In all these estimates, the constant C is independent of the functions uj ’s.
Proof. 1) We refer to Section 1.3 of [4]. For (1) and (2), see also Aubin [1]; the last estimate in
(1.10) is in fact an inequality of Gagliardo–Nirenberg type. (1.12) is a consequence of Hölder’s
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the fact that, for h 0, q = (q1, . . . , qm) ∈Nm, and α ∈Nm such that |α| = h, we can decompose
∇αN(u1, u2, . . . , um) =
∑
|q|=h
(
CqN
(∇q1u1, . . . ,∇qmum)+Eq(u1, . . . , um)), (1.18)
where the Cq are suitable constants, Eq is a sum of contracted tensor products of covariant
derivatives of the functions u1, u2, . . . , um and the curvature of the metric g, of total order of
differentiation |q|, and we apply to (1.8) Hölder’s inequality again, as well as one of the estimates
of (1.10).
2) For example, to show (1.15), referring to the decomposition (1.18) we need to consider
three different cases; namely:
C1) There is j such that qj = h, and qi = 0 for i 
= j ;
C2) There are j and k such that qj = h− 1, qk = 1 and qi = 0 for i 
= j and i 
= k;
C3) For all j = 1, . . . ,m, qj  h− 2.
Case C1. Assume e.g. that q1 = h and qj = 0 for 2 j m. Then, with θh := 2h−1 ∈ ]0,1[, by
the Gagliardo–Nirenberg inequalities, and since h+ 2m+ h− 1,∣∣N(∇hu1, u2, . . . , um)∣∣2  C∣∣∇h+2u1∣∣2
m∏
j=2
∣∣∇2uj ∣∣∞
 C‖u1‖h+2
m∏
j=2
∣∣∇m+h−1uj ∣∣θh2 ∣∣∇2uj ∣∣1−θhm
 C‖u1‖m+h−1
m∏
j=2
‖uj‖1−θhm ‖uj‖θhm+h−1
 C
m∏
j=1
‖uj‖m+h−1, (1.19)
as desired in (1.15). An analogous estimate clearly holds for the other indices, that is, for 2 
j m, as well as for the lower order term |Eq(u1, . . . , um)|2, involving the curvature.
Case C2. Assume e.g. that q1 = h− 1, q2 = 1, and qj = 0 for 3 j m. Define p, r  2 by
1
p
= m−2
m(m−1) ,
1
r
= m−32m(m−1) (if m = 3, we take r = +∞), so that 1m + 1p + m−2r = 12 . Then, with
ηh := m+1(m−1)(h−1) ∈ ]0,1[,∣∣N(∇h−1u1,∇u2, u3, . . . , um)∣∣2  C∣∣∇h+1u1∣∣m∣∣∇3u2∣∣p
m∏
j=3
∣∣∇2uj ∣∣r
 C
∣∣∇m+h−1u1∣∣2
m∏
j=2
∣∣∇m+h−1uj ∣∣ηh2 ∣∣∇2uj ∣∣1−ηhm
 C‖u1‖m+h−1
m∏
j=2
‖uj‖1−ηhm ‖uj‖ηhm+h−1
 C
m∏
‖uj‖m+h−1, (1.20)
j=1
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indices, as well as for ‖Eq(u1, . . . , um)‖0.
Case C3. Assume now that qj  2 for all indices j . Then, with γjh := qj+1h−1 ∈ ]0,1[,
∣∣N(∇q1u1, . . . ,∇qmum)∣∣2  C
m∏
j=1
∣∣∇qj+2uj ∣∣2m
 C
m∏
j=1
∣∣∇m+qj+1uj ∣∣2  C
m∏
j=1
∣∣∇m+h−1uj ∣∣γjh2 ∣∣∇2uj ∣∣1−γjhm
 C
m∏
j=1
‖uj‖1−γjhm ‖uj‖γjhm+h−1  C
m∏
j=1
‖uj‖m+h−1, (1.21)
again as desired in (1.15). Adding (1.19), (1.20) and (1.21) yields (1.15).
3) Finally, (1.17) follows from the identity
I (u1, . . . , um+1) = −
∫
V
δ
α1...αm
β1...βm
∇β1α1 u1 · · ·∇
βm−1
αm−1 um−1∇αmum∇βmum+1 dx
=: J (∇2u1, . . . ,∇2um−1,∇um,∇um+1), (1.22)
which we obtain from (1.1) by integration by parts. 
The elliptic equation (1.6) formally defines f in terms of u; we will sometimes write
f = f (u). Solvability of (1.6), and the regularity properties of f are described by the follow-
ing proposition.
Proposition 1.2. 1) Let u ∈ Hm. There exists a unique f ∈ Hm, which is a weak solution of (1.6),
in the sense that, for all ϕ ∈ Hm,
〈f,ϕ〉m = −〈M(u),ϕ〉0. (1.23)
f satisfies the estimate
‖f ‖m  C‖u‖mm. (1.24)
2) If u ∈ Hm+1, then f ∈ Hm+h for 0 hm, and
‖f ‖m+h  C‖u‖m−hm ‖u‖hm+1. (1.25)
3) If u ∈ Hh+1, hm, then f ∈ Hm+h, and
‖f ‖m+h  C‖u‖mh+1. (1.26)
4) If u ∈ Hm+h, h 0, then
‖f ‖m+h  C‖u‖m−1m ‖u‖m+h. (1.27)
In (1.24), (1.25), (1.26) and (1.27), C is independent of u.
Idea of Proof. (1.24) and (1.27) are proven in Lemma 1.3 of [4]; (1.25) and (1.26) can be proven
similarly, applying (1.14) to M(u). 
24 P. Cherrier, A. Milani / Bull. Sci. math. 136 (2012) 19–36Corollary 1.1. Let u ∈ Hm, and f = f (u) be the corresponding solution of (1.6), as per Propo-
sition 1.2. Then, ∇2f ∈ Lm. If u ∈ Hm+1, then ∇2f ∈ L2m. In addition, the estimates∣∣∇2f ∣∣
m
 C‖f ‖m,
∣∣∇2f ∣∣2m  C‖f ‖m+1 (1.28)
hold, with C independent of u and f .
Proof. By parts (1) and (2) of Proposition 1.2, f ∈ Hm+j if u ∈ Hm+j , j = 0,1; then, (1.28) is
a consequence of (1.10). 
Given T > 0, a Banach space X, and k ∈ N, we denote by Ck([0, T ];X) the space of the
functions from [0, T ] into X which are continuously differentiable up to order k, with the norm
of the uniform convergence of the derivatives ∂jt u, 0  j  k. For h, k ∈ N, with h  k, and
T > 0, we introduce the Banach space
Ch,k(T ) := C([0, T ];Hh)∩C1([0, T ];Hk), (1.29)
endowed with the norm
‖u‖2
Ch,k(T )
:= max
0tT
(∥∥u(t)∥∥2
h
+ ∥∥ut (t)∥∥2k). (1.30)
1.3. Statement of results. We assume that the initial values and the source term ϕ of prob-
lem (H) satisfy
u0 ∈ H 2m, u1 ∈ Hm, ϕ ∈ C
([0, T ];H 2m+ε), (1.31)
where T > 0 is given, and ε = 0 if m > 2, ε > 0 if m = 2. For simplicity of exposition, when-
ever we write ϕ ∈ C([0, T ];H 2m), we tacitly understand that, if m = 2, we mean to write
ϕ ∈ C([0, T ];H 4+ε), ε > 0. Under these assumptions, we wish to establish the following re-
sults for problem (H), concerning the local existence, well-posedness and regularity of solutions,
as well as their extendibility to global ones if the initial data are sufficiently small.
Theorem 1.1. There exists τ∗ ∈ ]0, T ], such that problem (H) has a unique solution u ∈
C2m,m(τ∗), with f (u) ∈ C([0, τ∗];H 2m).
Theorem 1.2. Let u0, u˜0 ∈ H 2m, u1, u˜1 ∈ Hm, and ϕ, ϕ˜ ∈ C([0, T ];H 2m). Assume that
problem (H) has corresponding local solutions u, u˜ ∈ C([0, τ ];H 2m), with f (u), f (u˜) ∈
C([0, τ ];H 2m), for some τ ∈ ]0, T ]. Then, the difference u− u˜ satisfies the estimate
‖u− u˜‖C2m,m(τ)  h(ρ, δ, T )
(‖u0 − u˜0‖2m
+ ‖u1 − u˜1‖m + ‖ϕ − ϕ˜‖C([0,T ];H 2m)
)
, (1.32)
where h is positive, continuous and increasing in its variables, and
ρ := max{1,‖u‖C2m,m(τ),‖u˜‖C2m,m(τ)}, (1.33)
δ := max{‖ϕ‖C([0,T ];H 2m),‖ϕ˜‖C([0,T ];H 2m)}. (1.34)
In particular, there is at most one solution of problem (H) in C2m,m(τ).
Theorem 1.3. Assume that (1.31) holds, and that problem (H) has a corresponding solu-
tion u ∈ C2m,m(τ), for some τ ∈ ]0, T ]. If in addition u0 ∈ H 2m+k , u1 ∈ Hm+k and ϕ ∈
C([0, T ];H 2m+k), k  0, then u ∈ C2m+k,m+k(τ ) and f (u) ∈ C([0, τ ];H 2m+k).
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more regular solutions of problem (H) are defined does not decrease as the regularity of the data
increases.
Corollary 1.2. If the data u0, u1 and ϕ are smooth, i.e. u0, u1 ∈ C∞(V ) and ϕ ∈
C∞([0, T ] × V ), then problem (H) admits a solution u ∈ C∞([0, τ ] × V ), for some τ ∈ ]0, T ].
Theorem 1.4. Assume that (1.31) holds. There exists δ > 0, depending on T and ϕ (see (5.6)
below), such that, if
‖u1‖2m + ‖u0‖22m  δ2, (1.35)
then the local solution of problem (H) given by Theorem 1.1 can be extended to all of [0, T ], with
u ∈ C2m,m(T ).
2. Proof of Theorem 1.1
We resort to the linearization and fixed point method proposed by Kato in [6], which we also
followed in [4] to establish a local solution to the parabolic version of Eq. (1.5). We proceed in
four steps: Linearization, Contractivity, Picard’s Iterations, and Continuity.
2.1. Linearization. Given τ ∈ ]0, T ] and R > 0, we define
Bm(τ,R) :=
{
u ∈ C2m,m(τ) ∣∣ ‖u‖C2m,m(τ) R, u(0) = u0, ut (0) = u1}. (2.1)
To see that there are values of R and τ such that Bm(τ,R) is not empty, it is sufficient to consider
R > (‖u1‖2m + ‖u0‖22m)1/2, and the solution u of the linear Cauchy problem
utt +mu = 0,
u(0) = u0, ut (0) = u1, (2.2)
which is in C2m,m(Θ) for all Θ > 0. Then, by continuity, u ∈ Bm(τR,R) for sufficiently small
τR ∈ ]0, T ], depending on R. For fixed w ∈ Bm(τ,R), we consider the linearized equation
utt +mu = N
(
f (w),w(m−2), u
)+N(ϕ(m−1), u), (2.3)
with initial conditions (1.7). We first show that the function t → M(w(t)) is continuous from
[0, τ ] into L2. For t and t0 ∈ [0, τ ], we decompose
M
(
w(t)
)−M(w(t0)) = m∑
k=1
N
(
w(t)−w(t0),
(
w(t)
)(m−k)
,
(
w(t0)
)(k−1))
=:
m∑
k=1
Ψk(t, t0), (2.4)
and, recalling (1.12), estimate∣∣Ψk(t, t0)∣∣2  C∥∥w(t)−w(t0)∥∥m+1∥∥w(t)∥∥m−km+1∥∥w(t0)∥∥k−1m+1
 CRm−1
∥∥w(t)−w(t0)∥∥ . (2.5)m+1
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(2) of Proposition 1.2, f (t) := f (w(t)) ∈ H 2m for all t ∈ [0, τ ], and ∇2f (t) ∈ L2m, because
w(t) ∈ H 2m. In fact, by (1.25), for 0 hm,∥∥f (t)∥∥
m+h  C
∥∥w(t)∥∥m
m+1  CR
m, (2.6)
and (2.5) implies that f ∈ C([0, τ ];H 2m), because the function t → mf (t) = −M(w(t)) is
continuous from [0, τ ] into L2. From this observation, it follows that, for all t ∈ [0, τ ], the map
u → N(f (t), (w(t))(m−2), u) is well defined and continuous from H 2m into L2. In fact, by (1.12)
and (1.25), omitting the variable t ,∣∣N(f,w(m−2), u)∣∣2  C‖f ‖m+1‖w‖m−2m+1‖u‖m+1
 C‖w‖m−1m ‖w‖m−1m+1‖u‖m+1
 CR2(m−1)‖u‖2m. (2.7)
Likewise, the map u → N(ϕ(m−1), u) is well defined from H 2m into L2, with∣∣N(ϕ(m−1), u)∣∣2  C‖ϕ‖m−12m ‖u‖2m. (2.8)
As a consequence, for each w ∈ Bm(τ,R), the existence and uniqueness of a solution u ∈
C2m,m(τ) to problem (2.3)+(1.7), with f ∈ C([0, τ ];H 2m), can be established by relatively stan-
dard methods, e.g. by means of Galerkin approximations, as in [5]. This allows us to define a map
w → u =: Φ(w) from Bm(τ,R) into C2m,m(τ).
Proposition 2.1. There exist τ0 ∈ ]0, T ] and R∗ > 0 such that, for all τ ∈ ]0, τ0], Φ maps the
ball Bm(τ,R∗) into itself.
Proof. 1) Multiplying (formally) Eq. (2.3) in L2 by 2mut , and integrating by parts, we obtain,
abbreviating again f := f (w),
d
dt
(‖ut‖2m + ‖u‖22m)= 2〈N(f,w(m−2), u)+N(ϕ(m−1), u),mut 〉
= 2〈∇mN(f,w(m−2), u)︸ ︷︷ ︸
=:Am
+∇mN(ϕ(m−1), u)︸ ︷︷ ︸
=:Bm
,∇mut
〉
. (2.9)
We estimate Am and Bm by means of Propositions 1.1 and 1.2. If m > 2, we use (1.14), with
h = m> 2, as well as (2.6) with h = m, to obtain
|Am|2 
∥∥N(f,w(m−2), u)∥∥
m
 C‖f ‖2m‖w‖m−22m ‖u‖2m  CR2(m−1)‖u‖2m. (2.10)
Similarly,
|Bm|2  C‖ϕ‖m−12m ‖u‖2m. (2.11)
If m = 2, by (1.16) and (1.26) with h = 3 and m = 2,
|A2|2 
∥∥N(f,u)∥∥2  CR2‖u‖4, (2.12)
in accord with (2.10). As for B2, we use the imbedding H 2+ε ·H 2 ↪→ H 2 and estimate
|B2|2 
∥∥N(ϕ,u)∥∥2  C∥∥∇2ϕ∥∥2+ε∥∥∇2u∥∥2  C‖ϕ‖4+ε‖u‖4, (2.13)
in accord with (2.11).
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d
dt
(‖ut‖2m + ‖u‖22m) C(R2(m−1) + ‖ϕ‖m−12m )(‖ut‖2m + ‖u‖22m), (2.14)
from which, via Gronwall’s inequality, for all t ∈ [0, τ ],∥∥ut (t)∥∥2m + ∥∥u(t)∥∥22m  (‖u1‖2m + ‖u0‖22m) exp((CR2(m−1) +Cϕ)t) (2.15)
where
Cϕ :=
⎧⎪⎨
⎪⎩
C max
0tT
∥∥ϕ(t)∥∥m−12m if m> 2,
C max
0tT
∥∥ϕ(t)∥∥4+ε if m = 2. (2.16)
Thus, if we define (for example) R∗ by
R2∗ := 4
(‖u1‖2m + ‖u0‖22m), (2.17)
and then τ0 ∈]0, τR∗ ] by
τ0 := min
{
τR∗ ,
ln 4
CR
2(m−1)∗ +Cϕ
}
, (2.18)
we deduce from (2.15) that for all τ ∈ ]0, τ0], Φ maps Bm(τ,R∗) into itself. This ends the proof
of Proposition 2.1. 
2.2. Contractivity. We now prove that a further restriction on τ makes the map Φ a contraction
with respect to the lower order norm of Cm,0(τ ).
Proposition 2.2. There exists τ∗ ∈ ]0, τ0] such that for all w, w˜ ∈ Bm(τ∗,R∗),∥∥Φ(w)−Φ(w˜)∥∥
Cm,0(τ∗) 
1
2
‖w − w˜‖Cm,0(τ∗). (2.19)
Proof. Let τ ∈ ]0, τ0], and w, w˜ ∈ Bm(τ,R∗); set u := Φ(w), u˜ := Φ(w˜), v := w − w˜, z :=
u− u˜, f := f (w), f˜ := f (w˜), and g := f − f˜ . By difference between the equations satisfied by
u and u˜ (see (2.3)), and because of the symmetry of N , z and g solve the system
ztt +mz = F +N
(
ϕ(m−1), z
)
, (2.20)
mg = −G, (2.21)
where F = F(g, z,u, u˜,w, w˜, f, f˜ ) and G = G(v,w, w˜) are defined by
F := N(g,w(m−2), u)+ m−1∑
k=2
N
(
f˜ , v,w(m−k−1), w˜(k−2), u
)
+N(f˜ , w˜(m−2), z)=: m∑
k=1
Fk, (2.22)
and
G :=
m∑
N
(
v,w(m−k), w˜(k−1)
)=: m∑Gk. (2.23)
k=1 k=1
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d
dt
(‖zt‖20 + ‖z‖2m)= 2〈F +N(ϕm−1, z), zt 〉. (2.24)
To simplify notations in the estimates that follow, as in [4] we denote by wˆ either one of the
functions w or w˜, and by wˆk a generic product (in N ) of k1 factors w and k2 factors w˜, with
k1 + k2 = k; we use a similar notation for uˆ.
1) We first consider the term F1 of F appearing at the right side of (2.24). By (1.12),
‖F1‖0  C‖g‖m+1‖w‖m−2m+1‖u‖m+1  CRm−1∗ ‖g‖m+1. (2.25)
We can estimate g in Hm+1 as in (1.25), obtaining
‖g‖m+1  C‖wˆ‖m−2m ‖wˆ‖m+1‖v‖m  CRm−1∗ ‖v‖m. (2.26)
Replacing (2.26) into (2.25), we conclude that
‖F1‖0  CR2(m−1)∗ ‖v‖m. (2.27)
2) Next, for 2  k  m − 1, we see that each term Fk of (2.22) has the form Fk =
N(f˜ , v, wˆ(m−3), u). To estimate these, we proceed as follows. Since m > 2, H 2m−2 ↪→ Lp for
all p ∈ [2,+∞]; thus, we let p = 2m(m−2)
m−3 (so that 12m + 1m + m−2p = 12 ; if m = 3, we take
p = +∞), and, by (1.28) and (1.25) with h = 1,
‖Fk‖0  C
∣∣∇2f˜ ∣∣2m∣∣∇2v∣∣m∣∣∇2wˆ∣∣m−3p ∣∣∇2u∣∣p
 C‖f˜ ‖m+1‖v‖m‖wˆ‖m−32m ‖u‖2m  CR2(m−1)∗ ‖v‖m. (2.28)
Analogously,
‖Fm‖0  C
∣∣∇2f˜ ∣∣2m∣∣∇2w˜∣∣m−2p ∣∣∇2z∣∣m
 C‖f˜ ‖m+1‖w˜‖m−22m ‖z‖m  CR2(m−1)∗ ‖z‖m. (2.29)
3) If instead m = 2, (2.22) and (2.23) reduce to
F = N(g,u)+N(f˜ , z), G = N(v,w + w˜); (2.30)
thus, at first, recalling (2.26),∥∥N(g,u)∥∥0  C∣∣∇2g∣∣4∣∣∇2u∣∣4  C‖g‖3‖u‖3
 C‖wˆ‖3‖v‖2‖u‖3  CR2∗‖v‖2, (2.31)
in accord with (2.27). Next, by (1.26) with h = 3 >m = 2, and (1.24),∥∥N(f˜ , z)∥∥0  C∣∣∇2f˜ ∣∣∞∣∣∇2z∣∣2  C∣∣∇5f˜ ∣∣2/32 ∣∣∇2f˜ ∣∣1/32 ∥∥∇2z∥∥0
 C‖f˜ ‖2/35 ‖f˜ ‖1/32 ‖z‖2  C‖u˜‖4/34 ‖u˜‖2/32 ‖z‖2
 CR2∗‖z‖2, (2.32)
in accord with (2.29). In conclusion, from (2.27), . . ., (2.32), we obtain that
2
∣∣〈F,zt 〉∣∣ CR2(m−1)∗ (‖v‖m + ‖z‖m)‖zt‖0
 CR2(m−1)∗
(‖v‖2m + ‖z‖2m + ‖zt‖2). (2.33)0
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m−2 (so that
m−1
p
+ 1
m
= 12 ),
2
∣∣〈N(ϕ(m−1), z), zt 〉∣∣ 2∣∣N(ϕ(m−1), z)∣∣2|zt |2
 2C
∣∣∇2ϕ∣∣m−1
p
∣∣∇2z∣∣
m
|zt |2
 2C
∥∥∇2ϕ∥∥m−12m−2∥∥∇2z∥∥m−2‖zt‖0
 2C‖ϕ‖m−12m ‖z‖m‖zt‖0
 Cϕ
(‖z‖2m + ‖zt‖20), (2.34)
where Cϕ is as in (2.16). If instead m = 2,
2
∣∣〈N(ϕ(m−1), z), zt 〉∣∣ 2C∣∣∇2ϕ∣∣∞∣∣∇2z∣∣2|zt |2
 2C‖ϕ‖4+ε‖z‖2‖zt‖0  Cϕ
(‖zt‖20 + ‖z‖22), (2.35)
in accord with (2.34). Inserting (2.33) and (2.34) into (2.24), we obtain
d
dt
(‖zt‖20 + ‖z‖2m) (CR2(m−1)∗ +Cϕ)(‖v‖2m + ‖z‖2m + ‖zt‖20). (2.36)
From this, recalling that z(0) = u(0) − u˜(0) = u0 − u0 = 0 and, similarly, zt (0) = 0, by Gron-
wall’s inequality we obtain that, for all t ∈ [0, τ ],∥∥zt (t)∥∥20 + ∥∥z(t)∥∥2m  γ (R∗, ϕ)( max0tτ∥∥v(t)∥∥2m
)
t exp
(
γ (R∗, ϕ)t
)
, (2.37)
where γ (R∗, ϕ) := CR2(m−1)∗ +Cϕ . Thus, choosing τ∗ ∈ ]0, τ0] such that
γ (R∗, ϕ)τ∗ exp
(
γ (R∗, ϕ)τ∗
)
 1
4
, (2.38)
we deduce from (2.37) that, for all t ∈ [0, τ∗],∥∥ut (t)− u˜t (t)∥∥20 + ∥∥u(t)− u˜(t)∥∥2m  14 max0tτ∥∥v(t)∥∥2m. (2.39)
Recalling that u = Φ(v) and u˜ = Φ(u˜), and that v = w − w˜, we see that (2.39) implies (2.19).
Thus, Φ is a contraction on Bm(τ∗,R∗), with respect to the weaker norm of Cm,0(τ∗), as
claimed. 
2.3. Picard’s Iterations. We now consider the Picard’s iterations of Φ , that is, the sequence
(un)n0, defined recursively by un+1 = Φ(un), starting from an arbitrary u0 ∈ Bm(τ∗,R∗). Ex-
plicitly, the functions un+1 are defined, in terms of un, by the equation
un+1t t +mun+1 = N
(
f n,
(
un
)(m−2)
, un+1
)+N(ϕ(m−1), un+1), (2.40)
where f n := f (un), and the initial conditions
un+1(0) = u0, un+1t (0) = u1. (2.41)
1) By Proposition 2.1, the sequence (un)n0 is bounded in C2m,m(τ∗), because un ∈
Bm(τ∗,R∗) for all n  0. Thus, there is a subsequence, still denoted (un)n0, and a function
u ∈ L∞(0, τ∗;H 2m), with ut ∈ L∞(0, τ∗;Hm), such that
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unt → ut in L∞
(
0, τ∗;Hm
)
weak∗. (2.43)
Furthermore, by Proposition 2.2,
un → u in C([0, τ∗];Hm)∩C1([0, τ∗];L2)= Cm,0(τ∗). (2.44)
By Lemma 8.1 of Lions and Magenes [7], (2.42), (2.43) and (2.44) imply that u ∈ Cw([0, τ∗];
H 2m) ∩ C1w([0, τ∗];Hm); moreover, the maps t → ‖u(t)‖2m and t → ‖ut (t)‖m are bounded on[0, τ∗]. We set
R20 := sup
0tτ∗
(∥∥ut (t)∥∥2m + ∥∥u(t)∥∥22m). (2.45)
From (2.42), (2.43) and (2.44) we deduce that, for 0 r m− 1,
un → u in C([0, τ∗];Hm+r)∩C1([0, τ∗];Hr)= Cm+r,r (τ∗). (2.46)
Indeed, by interpolation, for all t ∈ [0, τ∗],∥∥un(t)− u(t)∥∥
m+r  C
∥∥un(t)− u(t)∥∥r/m2m ∥∥un(t)− u(t)∥∥1−r/mm
 C(R∗ +R0)r/m
∥∥un(t)− u(t)∥∥1−r/m
m
, (2.47)
and analogously for ut ; thus, (2.46) follows from (2.44).
2) As from (2.4) and (2.5), with w replaced by u, we see that M(u) ∈ C([0, τ∗];L2); we now
show that
M
(
un
)→ M(u) in C([0, τ∗];L2). (2.48)
Indeed, setting zn := un − u, we decompose, as in (2.4),
M
(
un
)−M(u) = m∑
k=1
N
(
zn,
(
un
)(m−k)
, u(k−1)
); (2.49)
thus, acting as in (2.5),
∥∥M(un)−M(u)∥∥
C([0,τ∗];L2)  C
m∑
k=1
Rm−k∗ Rk−10
∥∥un − u∥∥
C([0,τ∗];Hm+1), (2.50)
and (2.48) follows from (2.46), with r = 1. Let f := f (u). Recalling that f n = f (un), (2.48)
implies that
f n → f in C([0, τ∗];H 2m). (2.51)
3) We proceed to show that
N
(
f n,
(
un
)(m−2)
, un+1
)→ N(f,u(m−1)) in C([0, τ∗];L2). (2.52)
To this end, if m> 2 we compute that
N
(
f n,
(
un
)(m−2)
, un+1
)−N(f,u(m−1))
= N(f n − f, (un)(m−2), un+1)
+
m−1∑
k=2
N
(
f,u(k−2), un − u, (un)(m−k−1), un+1)
+N(f,u(m−2), un+1 − u)=: N(1)n +N(2)n +N(3)n . (2.53)
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∥∥N(1)n ∥∥0  C∥∥f n − f ∥∥m+1
(
m−1∏
k=2
∥∥un∥∥
m+1
)∥∥un+1∥∥
m+1
 CRm−1∗
∥∥f n − f ∥∥
m+1; (2.54)
thus, by (2.51), N(1)n → 0 in C([0, τ∗];L2). Acting likewise, and setting
Rf := max
0tτ∗
∥∥f (t)∥∥2m (2.55)
(which makes sense, by (2.51)), we see that
∥∥N(2)n ∥∥0  CRf
m−1∑
k=2
Rk−20 R
m−k∗
∥∥un − u∥∥
m+1, (2.56)∥∥N(3)n ∥∥0  CRfRm−20 ∥∥un+1 − u∥∥m+1; (2.57)
thus, by (2.46) with r = 1, also N(2)n and N(3)n → 0 in C([0, τ∗];L2), and (2.52) follows. If
instead m = 2,
N
(
f n,un+1
)−N(f,u) = N(f n − f,un+1)+N(f,un+1 − u), (2.58)
and, by (1.12),∣∣N(f n − f,un+1)∣∣2  C∥∥f n − f ∥∥3∥∥un+1∥∥3  CR∗∥∥f n − f ∥∥3 → 0, (2.59)
as well as∣∣N(f,un+1 − u)∣∣2  C‖f ‖3∥∥un+1 − u∥∥3 → 0. (2.60)
4) From Eq. (2.40) it also follows, via (2.52) and the fact that un ∈ Bm(τ∗,R∗), that the
sequence (untt )n0 is bounded in C([0, τ∗];L2); consequently, we can suppose that
untt → utt in L∞
(
0, τ∗;L2
)
weak∗. (2.61)
We can then let n → +∞ in (2.40); more precisely, by (2.42) and (2.52),
un+1t t = −mun+1 +N
(
f n,
(
un
)(m−2)
, un+1
)+N(ϕ(m−1), un+1)
→ −mu+N(f,u(m−1))+N(ϕ(m−1), u) (2.62)
in L∞(0, τ∗;L2) weak∗. Comparing (2.62) with (2.61), we deduce that u satisfies Eq. (1.5) in L2,
at least for a.a. t ∈ [0, τ∗]. Moreover, u satisfies the initial conditions (1.7), because, by (2.44),
un(0) = u0 → u(0) in Hm and unt (0) = u1 → ut (0) in L2.
2.4. Continuity. We now proceed to show that u ∈ C([0, τ∗];H 2m) and ut ∈ C([0, τ∗];Hm).
Setting
E(t) := ∥∥ut (t)∥∥2m + ∥∥u(t)∥∥22m, (2.63)
we deduce from (1.5) that, for all t , t0 ∈ [0, τ∗],
E(t)−E(t0) = 2
t∫ 〈∇m(N(f,u(m−1))+N(ϕ(m−1), u)),∇mut 〉dθ. (2.64)t0
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that ∇m(N(f,u(m−1)) + N(ϕ(m−1), u)) ∈ L∞(0, τ∗;L2); since also ∇mut ∈ L∞(0, τ∗;L2), the
integrand at the right side of (2.64) is in L1(0, τ∗). Thus, E is continuous on [0, τ∗]. We set
further
F(t, t0) :=
∥∥ut (t)− ut (t0)∥∥2m + ∥∥u(t)− u(t0)∥∥22m. (2.65)
Recalling that ut ∈ Cw([0, τ∗];Hm) and u ∈ Cw([0, τ∗];H 2m), it follows that, as t → t0,
F(t, t0) = E(t)+E(t0)− 2
〈
ut (t), ut (t0)
〉
m
− 2〈u(t), u(t0)〉2m
→ E(t0)+E(t0)− 2
∥∥ut (t0)∥∥2m − 2∥∥u(t0)∥∥22m
= 0. (2.66)
Thus,
0
∥∥ut (t)− ut (t0)∥∥2m  F(t, t0) → 0, (2.67)
0
∥∥u(t)− u(t0)∥∥22m  F(t, t0) → 0, (2.68)
from which it follows that, indeed, u ∈ C2m,m(τ∗), as claimed. This concludes the proof of The-
orem 1.1. 
3. Proof of Theorem 1.2
1) We consider first the case m> 2. With notations analogous to those of the proof of Propo-
sition 2.2, let z := u − u˜, f := f (u), f˜ := f (u˜), g := f − f˜ , ψ := ϕ − ϕ˜. By the symmetry of
N , z and g solve the system
ztt +mz = F +Φ, (3.1)
mg = −G, (3.2)
where now (compare to (2.22) and (2.23))
F := N(g,u(m−1))+ m∑
k=2
N
(
f˜ , z, u(m−k), u˜(k−2)
)=: m∑
k=1
Fk, (3.3)
Φ := N(z,ϕ(m−1))+ m∑
k=2
N
(
u˜,ψ,ϕ(m−k), ϕ˜(k−2)
)
, (3.4)
G :=
m∑
k=1
N
(
z,u(m−k), u˜(k−1)
)
. (3.5)
We multiply (3.1) in L2 by 2mzt , to obtain
d
dt
(‖zt‖2m + ‖z‖22m)= 2〈∇m(F +Φ),∇mzt 〉. (3.6)
By (1.14) with h = m,
‖F1‖m  C‖g‖2m‖u‖m−1. (3.7)2m
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‖g‖2m  C
∥∥N(z, uˆm−1)∥∥0  C‖z‖m+1‖uˆ‖m−1m+1  Cρm−1‖z‖m+1; (3.8)
thus, from (3.7),
‖F1‖m  Cρ2(m−1)‖z‖2m. (3.9)
Likewise, by (1.25) with h = m,
‖Fk‖m  C‖f˜ ‖2m‖z‖2m‖uˆ‖m−22m
 Cρm‖z‖2mρm−2  Cρ2(m−1)‖z‖2m. (3.10)
In conclusion, from (3.9) and (3.10) we deduce that
‖F‖m  Cρ2(m−1)‖z‖2m. (3.11)
2) The estimate of Φ is simpler, since H 2m−2 ↪→ Hm and H 2m−2 is an algebra if m > 2.
Recalling (3.4) and (1.34),
‖Φ‖m 
∥∥N(z,ϕ(m−1))∥∥2m−2 +
m∑
k=2
∥∥N(u˜,ψ, ϕˆ(m−2))∥∥2m−2
 C
∥∥∇2z∥∥2m−2∥∥∇2ϕ∥∥m−12m−2
+C∥∥∇2u˜∥∥2m−2∥∥∇2ψ∥∥2m−2∥∥∇2ϕˆ∥∥m−22m−2
 Cδm−1‖z‖2m +Cρδm−2‖ψ‖2m. (3.12)
Replacing (3.11) and (3.12) into (3.6) yields
d
dt
(‖zt‖2m + ‖z‖22m) C1(‖ψ‖2m + ‖z‖2m)‖zt‖m
 C1‖ψ‖22m + 2C1
(‖zt‖2m + ‖z‖22m), (3.13)
where C1 depends on ρ and δ. Integrating (3.13), we obtain that, for all t ∈ [0, τ ],∥∥zt (t)∥∥2m + ∥∥z(t)∥∥22m

(∥∥zt (0)∥∥2m + ∥∥z(0)∥∥22m +C1T ‖ψ‖2C([0,T ];H 2m))e2C1T . (3.14)
Thus, (1.32) follows, with h(ρ, δ, T ) := max{1,√C1(ρ, δ)T }eC1(ρ,δ)T , if m > 2. If m = 2, we
rewrite
F = N(g,u)+N(f˜ , z) =: F1 + F2, (3.15)
Φ = N(ϕ, z)+N(ψ, u˜) =: Φ1 +Φ2. (3.16)
By (1.16),
‖F1‖2  C‖g‖5‖u‖4. (3.17)
By ellipticity from (3.2) with m = 2, and recalling (1.12) and (1.13),
‖g‖5  C
∥∥N(z,u+ u˜)∥∥1
 C‖z‖3‖u+ u˜‖4 +C‖z‖4‖u+ u˜‖3
 C‖z‖4‖u+ u˜‖4, (3.18)
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‖F1‖2  Cρ2‖z‖4. (3.19)
Similarly,
‖F2‖2  C‖f˜ ‖5‖z‖4  Cρ2‖z‖4. (3.20)
The estimate of Φ is simpler, using the imbedding H 2+ε ·H 2 ↪→ H 2. As in (3.12),
‖Φ1‖2 
∥∥N(ϕ, z)∥∥2  C∥∥∇2ϕ∥∥2+ε∥∥∇2z∥∥2  δ‖z‖4, (3.21)
‖Φ2‖2 
∥∥N(ψ, u˜)∥∥2  C∥∥∇2ψ∥∥2+ε∥∥∇2u˜∥∥2  ρ‖ψ‖4+ε. (3.22)
Estimates (3.19), (3.20), (3.21) and (3.22) allow us to deduce the analogous of (3.13) for m = 2;
we can then proceed in the same way, and obtain (1.32) for m = 2 as well. This concludes the
proof of Theorem 1.2.
4. Proof of Theorem 1.3
The proof of Theorem 1.3 is based on the following time-independent a priori estimates on
the solution of problem (H) given by Theorem 1.1.
Proposition 4.1. Let k > 0, and u0, u1, ϕ satisfy the assumptions of Theorem 1.3. Assume that
problem (H) has a corresponding solution u ∈ C2m,m(τ)∩C2m+k,m+k(τ ′), with 0 < τ ′ < τ  T .
There exists Λk , depending on τ but not on τ ′, such that
sup
0tτ ′
(∥∥ut (t)∥∥2m+k + ∥∥u(t)∥∥22m+k)Λ2k. (4.1)
Consequently, u ∈ C2m+k,m+k(τ ).
Sketch of Proof. It is sufficient to estimate ‖ut (t)‖2m+k + ‖u(t)‖22m+k , t ∈ [0, τ ′], indepen-
dently of τ ′. We proceed by induction on k  0, and assume, for simplicity, that ϕ ≡ 0. If
k = 0, the claim follows from Theorem 1.1, with (obviously) Λ0 = ‖u‖C2m,m(τ). Thus, we can
assume that u0 ∈ H 2m+k+1, u1 ∈ Hm+k+1, and that, correspondingly, problem (H) has a solu-
tion u ∈ C2m+k,m+k(τ )∩C2m+k+1,m+k+1(τ ′), 0 < τ ′ < τ , satisfying (4.1), with Λk independent
of τ ′; in particular,
sup
0tτ
(∥∥ut (t)∥∥2m+k + ∥∥u(t)∥∥22m+k)Λ2k. (4.2)
We wish to show the existence of Λk+1, independent of τ ′, such that (4.1) holds with k replaced
by k + 1; that is, explicitly,
sup
0tτ ′
(∥∥ut (t)∥∥2m+k+1 + ∥∥u(t)∥∥22m+k+1)Λ2k+1. (4.3)
To this end, we multiply Eq. (1.5) in L2 by 2m+k+1ut , to obtain
d
dt
(‖ut‖2m+k+1 + ‖u‖22m+k+1)= 2〈∇m+k+1N(f,u(m−1)),∇m+k+1ut 〉
 2
∥∥N(f,u(m−1))∥∥ ‖ut‖m+k+1, (4.4)m+k+1
P. Cherrier, A. Milani / Bull. Sci. math. 136 (2012) 19–36 35where f := f (u). If m > 2, we estimate N(f,u(m−1)) by means of part (6) of Proposition 1.1,
with h = m+ k + 1 >m> 2; together with (1.26), (1.15) yields∥∥N(f,u(m−1))∥∥
m+k+1  C‖f ‖2m+k‖u‖m−12m+k  C‖u‖mm+k+1‖u‖m−12m+k  CΛ2m−1k . (4.5)
Replacing this into (4.4) yields
d
dt
(‖ut‖2m+k+1 + ‖u‖22m+k+1) CΛ2m−1k ‖ut‖m+k+1  CΛ2(2m−1)k + ‖ut‖2m+k+1; (4.6)
thus, by Gronwall’s inequality, for all t ∈ [0, τ ′],∥∥ut (t)∥∥2m+k+1 + ∥∥u(t)∥∥22m+k+1  (‖u1‖2m+k+1 + ‖u0‖22m+k+1 +CΛ2(2m−1)k τ)eτ
=: Λ2k+1, (4.7)
from which (4.3) follows. If m = 2, we use instead (1.14), with h = 3 + k > 2, together with
(1.26), to obtain∥∥N(f,u)∥∥3+k  C‖f ‖5+k‖u‖5+k  C‖u‖24+k‖u‖5+k  CΛ2k‖u‖5+k. (4.8)
Replacing this into (4.4), with m = 2, yields
d
dt
(‖ut‖23+k + ‖u‖25+k) 2CΛ2k‖u‖5+k‖ut‖3+k
 CΛ2k
(‖ut‖23+k + ‖u‖25+k), (4.9)
and we can conclude by means of Gronwall’s inequality. This ends the proof of Proposition 4.1
and, therefore, of Theorem 1.3. 
5. Proof of Theorem 1.4
The proof of Theorem 1.4 is based on the estimates established in the proof of Theorem 1.1.
Indeed, setting
E(t) := ∥∥ut (t)∥∥2m + ∥∥u(t)∥∥22m, (5.1)
and replacing w by u in the procedure that led to estimate (2.14), we deduce that, on any interval
[0, τ ] ⊆ [0, T ] on which u is defined, E satisfies the differential inequality
d
dt
E  C‖u‖2m−12m ‖ut‖m +Cϕ‖u‖2m‖ut‖m  CEm +CϕE, (5.2)
with Cϕ as in (2.16). The Bernoulli-type inequality (5.2) implies the exponential inequality
d
dt
E1−m + (m− 1)CϕE1−m −C(m− 1), (5.3)
the integration of which leads to(
E(t)
)1−m  ((E(0))1−m + C
Cϕ
)
e−(m−1)Cϕt − C
Cϕ
. (5.4)
Assuming that E(0) δ, we deduce from (5.4) that, for all t ∈ [0, τ ],
(
E(t)
)m−1  Cϕe(m−1)Cϕt δm−1
m−1 m−1 (m−1)Cϕt . (5.5)Cϕ +Cδ −Cδ e
36 P. Cherrier, A. Milani / Bull. Sci. math. 136 (2012) 19–36Thus, the life-span Tc of u satisfies the estimate Tc  Tδ , where Tδ is the blow-up time of the
right side of (5.5); that is,
Tc  Tδ := 1
(m− 1)Cϕ ln
(
1 + Cϕ
Cδm−1
)
. (5.6)
In particular, since Tδ → +∞ as δ → 0, given T > 0 it is possible to have Tc > T , by choosing δ,
and therefore E(0), sufficiently small, so that Tc  Tδ > T .
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