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SUMMARY
The study of transportation problems has given rise to major developments in the fields
of Applied Mathematics, Operations Research, and Industrial Engineering. However, the
size of real-world instances often poses challenges for standard optimization algorithms
and, thus, to the tractability of these problems. This calls for computationally efficient
heuristics that can produce high quality solutions in a short period of time. Another layer
of complexity in most real-world large-scale transportation problems is that planners have
to take into account conflicting objectives when making decisions, most notably the min-
imization of transportation costs and the maximization of service quality. Often, the mul-
tiple objectives are converted into a single objective by linearly combining the objectives,
which may not necessarily produce the desired solution. Approaches that produce Pareto
optimal solutions are preferred, but are more involved and computationally intensive. With
the set of Pareto solutions at hand, planners can make better decisions by analyzing the
trade-offs in solution quality of assigning more or less priority to certain objectives.
Multi-objective integer linear programming problems have been studied for many decades
in the field of Operations Research. There exist highly effective algorithms for generating
the Pareto frontier (also known as the non-dominated frontier) of pure integer linear pro-
grams with two and three objectives. The situation is quite different for multi-objective
mixed integer linear programs. Only a few computationally effective algorithms exist for
bi-objective mixed integer programs (BOMIPs) – none for tri-objective mixed integer linear
programs – and these have been proposed only relatively recently.
In this thesis, we address the two challenges highlighted above: solving multi-objective
mixed integer programs and solving large-scale transportation problems. In Chapter 2,
present a novel fast and robust algorithm for solving bi-objective mixed integer programs.
The algorithm extends and merges ideas from two existing methods: the ε-Tabu Method
and the Boxed Line Method. The result is a fast and, importantly, robust algorithm for
xiii
generating the non dominated frontier (NDF) of a BOMIP; it is robust in the sense that it
works well across a wide range of instances with different characteristics. We demonstrate
its efficacy in an extensive computational study. We also show that it is capable of produc-
ing a high-quality approximation of the NDF in a fraction of the time required to produce
the complete NDF.
In Chapter 3, we study a new service network design problem encounter in a real-life
urban same-day delivery system, in which the number of vehicles that can simultaneously
load or unload at a hub is limited (hubs in densely populated metropolitan areas tend to be
small due to high real-estate costs). Because of the presence of both time constraints for the
commodities and capacity constraints at the hubs, it is no longer guaranteed that a feasible
solution exists. First, we propose a non-trivial integer programming model for solving the
problem. Second, to be able to solve real-world instances, we design and implement two
heuristics: (1) a metaheuristic, and (2) a hybrid matheuristic, which takes advantage of the
strengths of the metaheuristic and from an IP based heuristic approach. The efficacy of the
heuristics is demonstrated on a number of real-world instances.
Finally, in Chapter 4, we study a novel incremental network design problem motivated
by the expansion of hub capacities in package express service networks. We are given an
existing and a target service network design, defined by a set of nodes, arcs, and origin-
destination demands (commodities), and we seek to find a transition from the existing ser-
vice network to the target service network, where the capacity of a subset of arcs has been
increased. In each period, the capacity of a single arc can be increased and the cost in
a period is given by the solution to an unsplittable multi-commodity flow problem. Our
objective is to find a sequence of arc capacity expansions such that the total cost during the
transition is minimized. We propose an integer programming model for solving the prob-
lem, as well as a set of greedy heuristics and an exact algorithm that explores the partial
sequences of expansions in a depth-first search manner with a pre-specified order, where,
for each partial sequence, we compute: (1) the cost associated with the partial sequence,
xiv
and (2) upper and lower bounds on the remaining costs of the transition sequence, used
to curtail the enumeration of all possible sequences. We provide worst-case analyses for
the greedy heuristics and we compare the efficacy of the algorithms to solving the integer
programming formulation of the problem using a commercial solver. Finally, we use the
proposed methodology to solve instances of the hub capacity expansion problem derived
from real-world data from a large package express carrier. We also consider a variant of




The logistics and transportation industry is responsible for linking producers and con-
sumers around the world through multiple modes of transportation, including air, maritime,
and ground delivery services. Measured by revenue, package delivery has been one of the
fastest growing segments of the freight transport business in the United States, with one
representative player (UPS) reporting a revenue increase from $30 billion in 2000 to $72
billion in 2018. Two notable characteristics of the package delivery industry are that the
dominant players, i.e., UPS and FedEx, operate very large networks and provide aggres-
sive service offerings (e.g., next morning and next day delivery). Consequently, effective
decision support for planning and operations is desired, but decision support models tend
to be large and complex, and solving them in a reasonable amount of time tends to be
challenging.
The study of transportation problems has given rise to major developments in the fields
of Applied Mathematics, Operations Research, and Industrial Engineering. Today, many
of these problems are concerned with finding the minimum cost of transporting a large set
of commodities from a large number of sources (e.g.,distribution centers) to a large number
of destinations (e.g.,warehouses, customers) under a set of operational and logistical con-
straints. The size of real-world instances often poses challenges for standard optimization
algorithms and, thus, to the tractability of these problems. The computational challenges
associated with large-scale instances make it virtually impossible to use commercial integer
programming solvers. This calls for computationally efficient heuristics that can produce
high quality solutions in a short period of time. Large-scale transportation problems dis-
cussed in the literature include ship scheduling and network design for cargo routing [1],
railroad blocking problems [2], airline scheduling ([3],[4]), inventory routing problems
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([5],[6]), service network design in freight transportation ([7],[8]), service network design
for express package delivery services [9], and vehicle routing problems [10].
Another layer of complexity in most real-world large-scale transportation problems is
that planners have to take into account conflicting objectives when making decisions, most
notably the minimization of transportation costs and the maximization of service qual-
ity. Multi-objective transportation problems have been addressed in the literature (e.g.,
[11],[12],[13], and [14]). Often, the multiple objectives are converted into a single objec-
tive by linearly combining the objectives, which may not necessarily produce the desired
solution. Approaches that produce Pareto optimal solutions are preferred, but are more in-
volved and computationally intensive. Pareto optimal solutions have the property that there
exists no other feasible solution that is at least as good in all objective values and better
in at least one of them. With the set of Pareto solutions at hand, planners can make better
decisions by analyzing the trade-offs in solution quality of assigning more or less priority
to certain objectives. Approaches to find a (partial) set of Pareto optimal solutions have
been proposed (e.g.,[15] and [16]).
Multi-objective integer linear programming problems have been studied for many decades
in the field of Operations Research (see, for example, the surveys of [17] and [18], and the
more recent paper of [19]). There exist highly effective algorithms for generating the Pareto
frontier (also known as the non-dominated frontier) of pure integer linear programs with
two and three objectives. The situation is quite different for multi-objective mixed integer
linear programs (MOMIPs). Only a few computationally effective algorithms exist for bi-
objective mixed integer programs (BOMIPs) – none for tri-objective mixed integer linear
programs – and these have been proposed only relatively recently.
In this thesis, we address the two challenges highlighted above: solving multi-objective
integer programs and solving large-scale transportation problems. We propose efficient
and robust algorithms for solving bi-objective integer linear programming problems and
efficient heuristics for solving large-scale problems arising in service network design for
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package express carriers. Next, we provide some background information and list our
contributions to the topics covered in the following chapters.
1.1 Multi-Objective Optimization
In multi-objective optimization, the goal is to generate a set of solutions that induces the
nondominated frontier (NDF), also known as the Pareto front. The NDF is the set of non-
dominated points (NDPs), where an NDP is a vector of objective values evaluated at a
feasible solution with the property that there exists no other feasible solution that is at least
as good in all objective values and is better in at least one of them.
For multi-objective mixed integer linear programs (MOMIPs), few algorithms exist that
can effectively generate or approximate the non-dominated frontier. The most recent and
most effective algorithms for solving BOMIPs are criterion space search methods, in which
the search for the NDF operates in the space of the vectors of objective values, known as the
criterion space. These methods take advantage of the advances in single-objective solver
software, since they repeatedly solve single-objective problems, both linear programs (LPs)
and mixed integer linear programs (IPs).
In Chapter 2, we first present an enhanced implementation of the ε-Tabu Method [20]
that is 3.92× faster, on average, than its original implementation on a set of benchmark
instances often used in many published studies of BOMIP algorithms. Second, we present
a novel fast and robust algorithm for solving bi-objective mixed integer programs. The al-
gorithm extends and merges ideas from two existing methods: the ε-Tabu Method and the
Boxed Line Method [21]. The result is a fast and, importantly, robust algorithm for gener-
ating the NDF of a BOMIP; it is robust in the sense that it works well across a wide range
of instances with different characteristics. We demonstrate its efficacy in an extensive com-
putational study. We also show that it is capable of producing a high-quality approximation
of the NDF in a fraction of the time required to produce the complete NDF. Finally, we pro-
pose a parallel implementation of the Boxed Line Method that is on average 18.87× faster
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(using 20 threads) than its sequential implementation, as opposed to the modest average
speed-up factor of 1.06 obtained when we allow the commercial solver to use all available
threads for solving the optimization models in parallel.
1.2 Service Network Design for Same-Day Delivery
Driven by the growth of e-commerce, which relies heavily on faster delivery times [22],
package express carriers have long sought to provide same-day delivery service in major
metropolitan areas. Being able to do so is expected to increase demand (and profit) signifi-
cantly given the compelling value proposition of same-day delivery for consumers [23].
To provide an economically viable (same-day) delivery service, carriers need to care-
fully allocate and utilize their resources. The challenge is to identify consolidation oppor-
tunities (so as to keep the costs down) while satisfying the service guarantees offered to
customers (so as to maintain or increase market share). Service network design problems
([24],[25]) have long been used to aid in this process, and are usually modeled on a time-
expanded network, especially when the time aspect is critical. The goal is to minimize
cost through consolidation by choosing the right shipment paths in both space and time.
A consolidation transportation system typically employs a complex hub network, in which
vehicles transport packages between hubs, and packages are unloaded, sorted, and loaded
at hubs. Routing packages through intermediate hubs is key to consolidation, but requires
additional time and additional loading and unloading.
In Chapter 3, we study a new service network design problem encounter in a real-life
urban same-day delivery system, in which the number of vehicles that can simultaneously
load or unload at a hub is limited (hubs in densely populated metropolitan areas tend to
be small due to high real-estate costs). Because of the presence of both time constraints
for the commodities and capacity constraints at the hubs, it is no longer guaranteed that a
feasible solution exists. First, we propose a non-trivial integer programming model for
solving the problem. Second, to be able to solve real-world instances, we design and
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implement two heuristics: (1) a metaheuristic, and (2) a hybrid matheuristic, which takes
advantage of the strengths of the metaheuristic and from an integer programming based
heuristic approach. The efficacy of the heuristics is demonstrated on a number of real-world
instances. We observe that the metaheuristic approach is significantly faster than both the
integer programming based heuristic and the hybrid matheuristic, but the efficiency comes
at the price of serving fewer commodities. For the larger instances, the metaheuristic was
able to find solutions under three hours serving only 3.7% less commodities than the hybrid
matheuristic, whose running time exceeded 174 hours for the largest instance considered in
our computational experiments. The hybrid matheuristic produces solutions in which the
largest number of commodities are served, but also with the lowest costs when compared
to the metaheuristic and the integer programming based heuristic.
1.3 Incremental Network Optimization
Less-than-truckload and package express transportation carriers regularly evaluate the de-
sign and operations of their service network. This can be prompted by a change in (fore-
cast) demand or simply by a desire to identify cost savings (e.g., in the shuttle and line
haul transportation costs or in the operational cost at hubs). However, changing the design
and operations of an existing service network is not trivial and typically proceeds in two
steps. First, planners decide where upgrades or expansions are introduced (e.g., where ad-
ditional hubs will be located and where sorting capacity of existing hubs will be increased).
Second, planners decide when to implement these upgrades and expansions. Given that a
service network redesign may result in significant changes in the operations, the transition
to a new target design typically occurs gradually, in a number of phases. Another reason
for a gradual transition is that the change of the service network may require significant
investments and budgets may force these investments to be made over a period of time.
Given that there will be a gradual transition from an existing service network to a target
service network, it becomes important to properly sequence the changes as this sequence
5
directly affects the operational costs and the profit during the entire transition period.
In incremental service network optimization, we assume that an initial service network
design and a target service network design are provided, and we seek, in a fixed number
of steps, to transition from the initial service network design to the target network design,
where the goal is to maximize the total profits over the transition period (e.g., we want
maximize the sum of the profits made in each of the transition periods).
In Chapter 4, we introduce a novel incremental network design problem motivated by
the expansion of hub capacities in package express service networks: the incremental net-
work design problem with multi-commodity flows. We model the problem as an integer
program, propose and analyze greedy heuristics and develop an exact solution approach.
In the greedy heuristics, we determine the sequence of expansions by selecting arcs based
on: (1) the size of expansion (static), and (2) the largest immediate reduction in flow cost
(dynamic). For finding optimal solutions, we propose a depth-first search partial enumera-
tion algorithm that explores partial sequences of expansions in a depth-first search manner,
where, for each partial sequence, we compute: (1) the cost associated with the partial se-
quence, and (2) upper and lower bounds on the costs of the remaining transition periods,
which are used to curtail the enumeration of all possible sequences. We provide worst-case
analyses for the greedy heuristics and we compare the efficacy of the algorithms to solv-
ing the integer programming formulation of the problem using a commercial solver. We
show that the partial enumeration algorithm outperforms the commercial solver on a set
of large instances when no feasible solutions are found by the commercial solver within a
time limit of 24 hours. Finally, we use the proposed methodology to solve instances of the
hub capacity expansion problem derived from real-world data from a large package express




In addition to the research presented in this thesis, during my Ph.D. studies at Georgia Tech,
I have also participated in a project on designing and implementing decision support tech-
nology to assist dispatchers in the daily management of loadplans in less-than-truckload
service networks. The optimization technology developed in that project is presented in
[26]. The focus is on how to effectively handle the fact that the freight volume that enters
the service network on a particular day is highly likely to deviate from the forecast freight
volume used to create the loadplan. These deviations cause delays when the capacity on
planned freight paths is no longer sufficient, which, in turn, may result in missed service
promises. Near real-time loadplan adjustments, i.e., rerouting freight on alternate paths, can
improve on-time performance without incurring additional cost (e.g., without purchasing
additional capacity). The problem of identifying effective alternate freight paths is mod-
eled on a time-expanded network and fast heuristics are developed for its solution in order
to ensure that there is sufficient time to put the adjusted loadplan in place. The loadplan
adjustment technology is currently in use at a large US less-than-truckload carrier.
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CHAPTER 2
FAST AND ROBUST ALGORITHMS FOR SOLVING BOMIPS
2.1 Introduction
In multi-objective optimization, the goal is to generate a set of solutions that induces the
nondominated frontier (NDF), also known as the Pareto front. The NDF is the set of non-
dominated points (NDPs), where an NDP is a vector of objective values evaluated at a
feasible solution with the property that there exists no other feasible solution that is at least
as good in all objective values and is better in at least one of them.
For multi-objective mixed integer linear programs (MOMIPs), few algorithms exist that
can effectively generate or approximate the non-dominated frontier. The reason, in part, is
that the NDF of a MOMIP can have a complex structure, e.g., it can contain open, half-
open, and closed line segments, in addition to isolated points; see Figure 2.1 for an NDF
of a BOMIP. The presence of these open, half-open, and closed line segments introduces
many numerical challenges in the implementation of algorithms for generating the NDF of
a BOMIP. The most recent and most effective algorithms for solving BOMIPs are criterion
space search methods, in which the search for the NDF operates in the space of the vectors
of objective values, known as the criterion space. These methods take advantage of the
advances in single-objective solver software, since they repeatedly solve single-objective
problems, both linear programs (LPs) and mixed integer linear programs (IPs).
We consider the bi-objective mixed integer linear program (BOMIP)
min
x∈X
{z(x) := (z1(x), z2(x))} (2.1)
where z1(x), z2(x) are linear in x and the feasible region X ⊆ ZN ×RnC is assumed to be
nonempty and bounded. To differentiate between the integer and continuous components
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Figure 2.1: The nondominated frontier of a BOMIP with minimization objectives. The
shaded regions represent the images of feasible solutions with a common integer part. The
nondominated frontier is darkened.
of x ∈ X , we use the convention x = (xI , xC) where xI ∈ ZN and xC ∈ RnC . Let
the projections of X onto the set of integer and real vectors be defined as XI := {xI ∈
ZN : (xI , xC) ∈ X , ∃xC ∈ RnC} and XC := {xC ∈ RnC : (xI , xC) ∈ X , ∃xI ∈ ZN},
respectively. The feasible region X lies in the decision space, RN+nC . The image of X
under z(·), denoted by Y := {y ∈ R2 : y = z(x), ∃x ∈ X}, lies in the criteria space, R2.
For x1, x2 ∈ X , if zi(x1) ≤ zi(x2) for i = 1, 2 and z(x1) 6= z(x2), then z(x1) dominates
z(x2). If xN ∈ X and there does not exist x ∈ X such that z(x) dominates z(xN), then
z(xN) is a nondominated point (NDP) and xN is efficient. The union of all nondominated
points is the nondominated frontier (NDF), which we denote by N .
A single NDP of (2.1) can be found by solving single-objective IPs1 over X either by
lexicographic optimization or by use of a scalarized objective function. The lexicographic
IP hierarchically minimizes two objectives in turn. We denote the case of minimizing z1(x)
and then z2(x) by
η = lexmin{(z1(x), z2(x)) : x ∈ X}. (2.2)
Solving (2.2) requires solving two IPs in sequence: η1 = min{z1(x) : x ∈ X} and then
η2 = min{z2(x) : z1(x) ≤ η1, x ∈ X} are solved, resulting in an NDP η = (η1, η2) of
1We use the term integer program (IP) to refer to any single-objective problem that has integer variables,
including mixed integer linear programs.
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(2.1). In practice, the second IP tends to solve very quickly. For a given vector λ ∈ R2+ we
refer to
min{λT z(x) : x ∈ X} (2.3)
as the scalarized IP with respect to λ. If xλ is an optimal solution to (2.3) with λ > 0,
so λ1, λ2 > 0, then z(xλ) is an NDP of (2.1). Not every NDP in the NDF can be found
by such an IP: if, for a given NDP z(xN), there exists positive vector λ such that xN is an
optimal solution to (2.3), then the NDP is supported; otherwise, the NDP is unsupported.
The NDF can be described by nondominated line segments, vertical gaps, and horizon-
tal gaps. Define L(z1, z2) to be the line segment connecting endpoints z1, z2 ∈ R2, where
the endpoints are ordered from left to right so that z11 ≤ z21 . The line segment may be open
at both ends, half-open, or closed. Thus, we have that:
{ξz1 + (1− ξ)z2 : 0 < ξ < 1} ⊆ L(z1, z2) ⊆ {ξz1 + (1− ξ)z2 : 0 ≤ ξ ≤ 1}.
For each i = 1, 2, we refer to the endpoint zi of L(z1, z2) as closed if zi belongs to the line
segment, i.e., if zi ∈ L(z1, z2), and as open otherwise. In the case that z1 = z2, the line
segment L(z1, z2) consists of a single NDP. If all the points in L(z1, z2) are nondominated
and L(z1, z2) is maximal, then we call L(z1, z2) a nondominated line segment (NLS).
The NDF may be described as a finite sequence of NLSs, L(y1, z1), . . . , L(yK , zK),




1 < · · · < yK1 and y12 > y22 > · · · > yK2 .
A gap may appear between second and first endpoints, respectively, of two consecutive
NLSs in the NDF: for some k, it may be that zk1 < y
k+1
1 , which is a gap in the horizontal
direction, and/or zk2 > y
k+1
2 , which implies a gap in the vertical direction. In the case that
zk1 < y
k+1




1 ) ⊂ R to be a horizontal gap. In this case, there
exists no NDP p with p1 ∈ (zk1 , yk+11 ) and zk must be an NDP and hence must be a closed
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endpoint. In the case that zk2 > y
k+1




2 ) ⊂ R to be a vertical
gap. In this case, there exists no NDP p with p2 ∈ (yk+12 , zk2 ) and yk+1 must be an NDP
and, hence, a closed endpoint. If there is a horizontal gap but no vertical gap between zk
and yk+1, then yk+1 must be an open endpoint. If there is a vertical gap but no horizontal
gap between zk and yk+1, then zk must be an open endpoint.
Given xI ∈ XI , the BOLP obtained from fixing the integer variables to xI is called
the slice problem for xI [27]. The NDF of a slice problem consists of a (connected) set of
(closed) line segments; we call this a slice2. The NDF of a slice problem for xI is called
the slice for xI . The NDF of the BOMIP is contained in the union, over all xI ∈ XI , of
the slice for xI . The NDF consists of all points in this union that are not dominated by any
other point in the union.
2.1.1 Contributions
First, we propose an enhanced implementation of the ε-Tabu Method [20], in which we
solve a single lexicographic IP based on a mixed integer programming model of piece-
wise linear functions. This single IP simultaneously considers multiple line segments of
a slice to determine the “left-most” segment of the slice that is nondominated. That is,
rather than investigating the line segments one by one, from “left to right”, as in the original
implemenation of ε-Tabu Method (described in more details in Section 2.4), we investigate
them simultaneously, by solving a single lexicographic IP. The algorithm is 3.92× faster,
on average, than the original implementation ε-Tabu Method and 2.83× faster, on average,
than the Boxed Line Method on a set of benchmark instances often used in many published
studies of BOMIP algorithms.
Second, we extend and merge ideas from two algorithms: the ε-Tabu Method and the
Boxed Line Method [21]. The result is a fast and, importantly, robust algorithm for gener-
ating the NDF of a BOMIP; it is robust in the sense that it works well across a wide range
2Note that our definition of a slice differs from the original definition by [27], where it is defined as the
feasible set for the slice problem as opposed to the resulting NDF.
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of instances with different characteristics. We demonstrate that the algorithm can produce
a high-quality approximation of the NDF in a fraction of the time it takes to generate the
complete NDF. This is the first exploration of approximating the NDF of a BOMIP. We
propose metrics to assess the quality of such an approximation.
Finally, we propose a parallel implementation of the Boxed Line Method that is 18.87×
faster than its sequential implementation, as opposed to the modest average speed-up factor
of 1.06 obtained when we allow the commercial solver to solve the optimization models in
parallel. The contributions of this research are summarized as follows:
• We propose an enhanced implementation of the ε-Tabu Method that significantly
outperforms both its original implementation and the Boxed Line Method on a set of
benchmark instances often used in many published studies of BOMIP algorithms;
• We extend and merge ideas from two algorithms: the ε-Tabu Method and the Boxed
Line Method, which results in a fast and robust algorithm for generating the exact
NDF of a BOMIP and for producing a high-quality approximation of the NDF in a
fraction of the time it takes to generate the complete NDF, and;
• We propose a parallel implementation of the Boxed Line Method that achieves sig-
nificant average speed-up factors when compared to its sequential implementation,
as opposed to the modest average speed-up factor obtained when we allow the com-
mercial solver to solve the optimization models in parallel.
The remainder of this chapter is organized as follows. In Section 2.2, we present a
brief literature review on the most recent algorithms for solving multi-objective integer lin-
ear programs. In Section 2.3, we review two existing methods for generating the NDF of
a BOMIP: the ε-Tabu Method and the Boxed Line Method. In Section 2.4, we propose
enhancements to the ε-Tabu Method and the Boxed Line Method, which improve their per-
formance and robustness, and present the results of an extensive computational study. In
Section 2.5, we discuss how the proposed algorithms can be used to quickly produce an
approximation of the NDF, then present metrics that assess the quality of that approxima-
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tion. In Section 2.6, we present different parallel implementations for the Balanced Box
Method, study the trade-offs between processing boxes concurrently and solving the opti-
mization models in parallel, and finally present a computational study that investigates and
compares the performances of the proposed implementations. We conclude, in Section 2.7,
with some final remarks.
2.2 Literature Review
Multi-objective integer linear programming problems have been studied for many decades
in the field of Operations Research (see, for example, the surveys of [17] and [18], and
the more recent paper of [19]). This class of problems have been widely studied in the
evolutionary algorithms community; see, for example, the surveys of [28], [29], and [30].
There exist highly effective criterion space algorithms for generating the exact Pareto
frontier of pure integer linear programs with two and three objectives (e.g., [31] for bi-
objective and [32] for tri-objective integer linear programs). The situation is quite different
for multi-objective mixed integer linear programs (MOMIPs). Only a few computationally
effective algorithms exist for bi-objective mixed integer programs (BOMIPs) – none for
tri-objective mixed integer linear programs – and these have been proposed only relatively
recently (e.g., [33], [20], [21], and [34]). Algorithms based on branch and bound focused in
the space of the decision variables are given by [35] and [36]. Combining branching on the
decision variables with Pareto branches, which work in the criterion space, [37] develop a
method designed for the special case when only one of the two objective functions has con-
tinuous variables. In this case, the NDF only contains isolated points as no line segments
can occur.
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2.3 Overview of existing methods
2.3.1 ε-Tabu Method
The ε-Tabu Method (εTM) generates the frontier from left to right (or vice-versa). To
initialize, εTM solves a lexicographic IP to find the upper left NDP of the frontier, zL =
lexmin{(z1(x), z2(x)) : x ∈ X}. Next, εTM repeats two steps: (1) solve the slice problem
for a given integer solution, and (2) check, sequentially – from left to right, if each line
segment in the resulting slice is dominated or not using a (modified) lexicographic IP.
The latter step involves searching for the leftmost NDP “below” the line segment. If
such an NDP is found, then εTM updates the rightmost endpoint of the line segment using
the vertical projection of the new NDP onto the line segment; the line segment from the
leftmost end of the line segment to the projected point is a NLS. εTM then processes the
slice to which the new NDP belongs. If, on the other hand, no such NDP is found, then the
line segment is a NLS. Hence εTM adds it to the frontier and proceeds to check the next
line segment in the slice. If all line segments in the slice are confirmed to be nondominated,
then εTM searches for the leftmost NDP “to the right” of the slice. If such an NDP is found,
it defines the next slice. If no such NDP is found, the complete NDF has been found and
εTM finishes. For more details see [20].
2.3.2 The Boxed Lined Method
The Boxed Line Method (BLM) [21] is an extension of the Balanced Box Method [31],
which solves pure bi-objective integer programs to handle continuous variables. BLM
has four main components: initialization, outer loop, inner loop, and line generation. To
initialize, BLM solves two lexicographic IPs to find the upper left and lower right NDPs of
the frontier. These define a rectangular region, or “box”, that is added to a queue. The outer
loop of BLM processes boxes in this queue until it is empty, at which time the algorithm
terminates. The first step in processing a box is to search for the leftmost NDP in the lower
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part of the box. This is achieved by solving a lexicographic IP constrained to the region of
the criterion space below a horizontal line that splits the box.
If the NDP found lies strictly below the split line, the outer loop solves a mirrored lexi-
cographic IP to find the rightmost NDP that is in the box and to the left of the NDP already
found. Two new boxes are added to the queue with these NDPs as corner points. Otherwise
the NDP lies on the split line and it must be that the split line intersects a NLS whose end-
points are yet unknown. To find these endpoints, BLM will first generate an overestimate
(i.e., a superset) of the NLS by computing a line segment in a slice that contains the NDP.
The inner loop is invoked to refine this line segment, eliminating dominated sections of it
until it is proved to be a NLS. The original inner loop procedure in BLM accomplishes this
by solving scalarized IPs; see [21] for the details.
In [21], two variants of BLM are presented. The basic variant, described above, has a
simple inner loop that solves scalarized IPs. Additionally, a recursive variant is presented,
which has a recursive inner loop: when a new NDP is found below the line segment, the
inner loop recurses to discover the NLS containing the new NDP. The authors also present
an enhancement designed for frontiers generated by very few slices (where each slice con-
tributes many NLSs to the frontier). The same-integer-solution (SIS) enhancement subrou-
tine is called only when the two corner points of a box are known to belong to the same
slice (i.e., are generated by the same integer solution). The subroutine is called by the
outer loop in place of splitting the box horizontally and solving scalarized IPs to obtain
the nondominated portion of the line segment. Suppose the box B(zL, zR) has both corner
points belonging to the same slice. The enhancement checks if the line segment L(zL, zR)
dominates every other slice intersecting the box, in which case the entire frontier in the
box belongs to that slice. To carry out this check, the algorithm solves a single scalarized
IP (scalarized with respect to the gradient of L(zL, zR)) with one no-good constraint that
excludes the integer solution associated with the two corner points. If the line segment
dominates all other slices, the algorithm then switches over to dichotomic search to effi-
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ciently generate the entire frontier by solving LPs. Otherwise, the enhancement returns a
single NDP to the line generation procedure, and the inner loop then processes the result-
ing line segment as usual. This enhancement significantly reduces computation times for
instances whose frontier contains very few slices.
Regardless of the variant used, BLM quickly partitions the criterion space into regions
that are empty or dominated and boxes that are unexplored. If an iteration of the outer loop
begins processing a box with area X , the sum of the areas of the new boxes added to the
queue is at most X/2. Furthermore, since each box can be processed independently, BLM
is easily parallelizable. These strengths facilitate a rapid approximation of the NDF.
2.4 Enhancements to existing methods
In this section, we propose enhancements to both εTM and the BLM variants, which im-
prove their performance and robustness.
2.4.1 An enhanced implementation of the ε-Tabu Method
We propose an enhanced implementation of εTM, which we denote by εTM-PWL, in which
we solve a single lexicographic IP based on a mixed integer programming model of piece-
wise linear (“PWL”) functions. This single IP simultaneously considers multiple line seg-
ments of a slice to determine the “left-most” segment of the slice that is nondominated.
That is, rather than investigating the line segments one by one, from “left to right”, we
investigate them simultaneously by solving a single lexicographic IP.
Suppose that from the first NDP found z0 = z(x0) the slice for x0I is generated and rep-
resented as a list of K ≥ 1 line segments {L(z0, z1), L(z1, z2), . . . , L(zK−1, zK)} ordered
from left to right. To check if a single line segment, say L(zi, zi+1), is (partially) dom-
inated, where zi is known to be nondominated, εTM solves the following lexicographic
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IP:
ẑ = lexmin (z1(x), z2(x)) (2.4)
s.t. z1(x) ≤ λzi1 + (1− λ)zi+11 ,
z2(x) ≤ λzi2 + (1− λ)zi+12 ,
xI 6= x0I ,
x ∈ X ,
0 ≤ λ ≤ 1,
where xI 6= x0I represents a no-good constraint. Observe that if (2.4) is feasible, then ẑ
is the leftmost NDP from a different slice that dominates some part of the line segment
L(zi, zi+1).
For εTM-PWL, we propose a new formulation that resembles and is motivated by the
modeling of a piecewise linear function using binary variables (see, for example, [38]). We
introduce K binary variables yi (i = 1, . . . , K), one for each segment, with yi associated
with L(zi−1, zi), and K+ 1 continuous variables λi (i = 0, . . . , K), one for each of the end
points of the line segments, with λi−1 and λi associated with line segment L(zi−1, zi).
We then express z1(x) and z2(x) as a convex combination of line segment end point
coordinates (i.e., zi1 and z
i
2 for i = 0, . . . , K), and set up a minimization problem that seeks
the “left-most” point from a different slice that dominates any of the line segments. More
specifically, we solve the following IP:


























yi ∈ {0, 1} i = 1, . . . , K
0 ≤ λi ≤ 1 i = 0, . . . , K
x ∈ X
where yi for i = 1, . . . , K indicates whether the NDP found, if any, is “below” line segment
L(zi−1, zi) (yi = 1) or not (yi = 0).
If zi−11 ≤ z1(x) ≤ zi1, then we want to express z1(x) as a convex combination of the z1
coordinates of the end points of the line segment L(zi−1, zi), i.e., z1(x) = λi−1zi−11 + λiz
i
1
with λi−1 + λi = 1. Constraints (2.5c) ensure that this happens as they force the selection
of a single line segment, i.e., exactly one yi will be equal to one, and force all but the two
convex combination variables associated with the line segment, i.e., λi−1 and λi, to be zero.
Constraints (2.5d) ensure that the NDP identified either dominates or coincides with a point
on the line segment. If the IP is infeasible, then the slice is nondominated (as there exists
no feasible solution “below” its frontier). If the IP has a solution, then we continue the
lexicographic minimization with




x ∈ X ,
to ensure that we have a nondominated point, ẑ. By construction, there is a unique j ∈
{1, . . . , K} such that zj−11 < ẑ1 ≤ z
j
1. Then L(z
i−1, zi) is a NLS for all i = 1, . . . , j − 1
and L(zj−1, z̃) is a NLS, where z̃ is the vertical projection of ẑ onto L(zj−1, zj). The
proposed formulation adds K + 3 new constraints and 2K + 1 new variables.
Note that one may decide to work with a partial slice, i.e., with the left-most K̂ < K
line segments obtained when solving the slice problem. That is, stop solving the slice
problem after K̂ line segments have been found and check if that portion of the frontier is
dominated. If no dominated point is found, then resume solving the slice problem starting
from the (K̂ + 1)th point in the frontier, and repeat the process until we find either a dom-
inating point or we reach the end of the frontier. Next, we propose two different schemes
for dynamically adjusting the value of K̂ throughout the execution of the algorithm in an
attempt to reduce the computational effort required for solving the slice problems.
Let K1 be the total number of segments of the first slice problem encountered in the
algorithm and K̂i be the number of line segments considered when solving the ith slice
problem in partial slices. Also, let K̄i be the index of the line segment from the ith slice
problem, from left to right, such that the leftmost identified NDP was found below that line
segment. We start by setting K̂2 = K1 and adjust the values of K̂ as follows:
• εTM-PWL(BS-N): If K̄i < K̂i for the past N consecutive iterations (i.e., K̄i−N <
K̂i−N , K̄i−N+1 < K̂i−N+1, . . . , K̄i < K̂i) then we set K̂i+1 = K̂i/2. That is, if a
NDP was found to the left of the K̂th line segment in the previous N slice problems
solved by the algorithm, then we reduce the number of line segments per partial slice
in the next iteration of the algorithm by half. If, on the other hand, K̄i > K̂i for the
pastN consecutive iterations, then K̂i+1 = K̂i×2. In summary, we perform a binary
type search on the optimal value for K̂ by learning from the success and failure rates
in previous iterations.
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• εTM-PWL(AV-N): If either K̄i < K̂i or K̄i > K̂i for N consecutive iterations,
we update K̂i+1 by taking the average between the past N consecutive values of K̄




)/2. This approach yields more conservative
changes to the values of K̂ when compared to εTM-PWL(BS-N).
2.4.2 A purely lexicographic Boxed Line Method
Recall that in the basic variant of BLM, the line generation procedure returns a line segment
from a slice, which is then refined to the nondominated portion of the line segment by the
inner loop that solves one or more scalarized IPs (see [21] for details).
Experiments with BLM have revealed that solving scalarized IPs can be computation-
ally expensive; they are typically more expensive than solving a lexicographic IP (and
sometimes much more expensive). Figure 2.2 shows, for three instances, Rand7500.A,
Bent7500.A and C21 (to be described in more detail in Section 2.4.5), and for all lexico-
graphic and scalarized IPs solved during the execution of the basic variant of BLM, the
area of the active box when the IP is solved and the solve time of the IP. We observe that
for all lexicographic IPs, the solve time is in the order of a few seconds, whereas for some
of the scalarized IPs, the solve time is close to 500 seconds. This suggests that a variant of
BLM that only solves lexicographic IPs (i.e., avoids solving scalarized IPs) may be faster
on average or, at least, have more “stable” solve times.
Therefore, we explore the benefits of a Purely Lexicographic Boxed Line Method
(PURELEX). PURELEX replaces the scalarized IPs solved when refining the initial over-
estimate of the line segment with lexicographic IPs. It does so in a way similar to εTM,
using one lexicographic IP solve per endpoint. Given a line segment L(z1, z2) containing
a NDP z∗ = z(x∗) for some x∗ ∈ X in its (relative) interior, let ~w represent the gradient of
L(z1, z2). PURELEX solves the following lexicographic IP to update z1:
zα = lexmin (z2(x), z1(x)) (2.6)
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Figure 2.2: Correlation graphs between the area of the boxes solved in BLM and the solve
time for lexicographic and scalarized IPs.For the basic variant of BLM, the area of the box
and the solve time for the IPs, separated by instance and type of IP, are plotted as points.
The resulting correlation coefficient is in the upper left of each graph. Note that only one
lexicographic IP is solved on the bent instance, so the correlation is not well defined even
though it is marked as zero. The correlation is at least 0.7 for scalarized IPs solved on the
generated instances, i.e., Rand and Bent; everywhere else, the correlation is negligible.
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s.t. ~wT z(x) < ~wT z∗,
z1(x) ≤ z∗1 ,
z2(x) ≤ z12 ,
xI 6= x∗I ,
x ∈ X .
Note that (2.4) and (2.6) both model a lexicographic optimization of two objectives over a
criterion space set with the same structure. In both cases, the criterion space set is defined
by the intersection of three half spaces: two defined by the upper bounds on each objective
and the third defined by the requirement to lie below a line (segment). They model this
common structure in two different ways. Formulation (2.6) represents the three half-space
constraints directly. Formulation (2.4), on the other hand, expresses them using a convex
combination of the line segment endpoints, with a new continuous variable to model the
weights in the convex combination. Both formulations impose a no-good constraint on
the integer components of the solution (xI 6= x∗I in the case of (2.6)). Unlike formulation
(2.4), formulation (2.6) uses a strict inequality (implemented as ~wT z(x) ≤ ~wT z∗ − ε, for
some ε > 0) to make the current line segment infeasible. In theory, therefore, the no-good
constraint is redundant. However, computational experiments have shown that including
the no-good constraint in (2.6) provides better numerical stability. When running εTM
where (2.4) is replaced with (2.6), experiments indicate that instances are solved slightly
faster with this new formulation (an average improvement of 1% in computational runtime).
Note also that we solve either two single-objective IPs, and find an NDP that dominates a
portion of L(z1, z∗), or one (infeasible) single-objective IP, and prove that L(z1, z∗) is
nondominated.
If (2.6) is infeasible, then the endpoint z1 does not need to be updated. Otherwise,
the NDP zα is used to update the endpoint z1, using the horizontal projection of zα onto
L(z1, z∗). After the update, L(z1, z∗) is guaranteed to be nondominated (note that solving
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the second IP in the lexicographic minimization is needed only because we require zα to
be nondominated in order to define the next box. To update the line segment, it suffices to
solve only the first IP). A similar lexicographic IP is used to update z2:
zβ = lexmin (z1(x), z2(x)) (2.7)
s.t. ~wT z(x) < ~wT z∗,
z1(x) ≤ z21 ,
z2(x) ≤ z∗2 ,
xI 6= x∗I ,
x ∈ X .
If (2.7) is infeasible, then endpoint z2 does not need to be updated. Otherwise, the NDP zβ
is used to update the endpoint z2, using the vertical projection of zβ onto L(z∗, z2). After
the update, L(z∗, z2) is guaranteed to be nondominated.
Thus, PURELEX identified the nondominated portion of a line segment by solving a
minimum of two and a maximum of four single objective IPs, compared to one or more
(possibly expensive) scalarized IPs in BLM. The pseudo-code for PURELEX can be found
in Appendix A.1.
2.4.3 A Hybrid Two-Phase Algorithm
Reviewing the logic of εTM, we see that it is likely to solve fewer single-objective IPs
than PURELEX, because when it shortens a line segment to its nondominated portion, it
does so by solving either one (infeasible) IP or two single-objective IPs (one if the entire
line segment belongs to the frontier and two when the line segment has to be shortened).
However, solving fewer single-objective IPs will not always results in shorter solve times,
because run time also depends on the time it takes to solve the single-objective IPs, which
is impacted by the size of the box. The plots in Figure 2.3 show a clear correlation between
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the solve time of a single-objective IP and the area of the active box. This explains, in
part, why (as we shall see from the results in Section 2.4.6) εTM is more effective than
PURELEX when the frontier lies in a “small” region of the criterion space, i.e, when the
initial box B(zL, zR) is “small”. Another contributing factor is the fact that the frontier
in a small region of the criterion space is likely to have fewer horizontal gaps, which is
beneficial for εTM. Whenever εTM encounters a horizontal gap in the frontier, it needs to
solve a lexicographic IP to find a new “starting” point, i.e., a new slice, which requires
solving a lexicographic IP (and this lexicographic IP is not restricted to a small part of the
box, which is usually the case when εTM determines whether a line segment belongs to the
frontier or needs to be shortened).
Figure 2.3: The area of the box and the solve time for the lexicographic IPs solved by
εTM, separated by instance, are plotted as points. The resulting correlation coefficient is
in the upper left of each graph.
This suggests that an algorithm that switches from PURELEX to εTM at some point
during the generation of the frontier may be able to exploit the respective strengths of these
methods and allay their respective weaknesses. We propose such an algorithm, which we
call SPURELEX, as follows. SPURELEX starts by executing PURELEX to quickly decom-
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pose the criterion space into many small as-yet unexplored boxes, and, then, when the total
as-yet unexplored area of the criterion space becomes small, i.e., less than a fraction ρ
(0 < ρ < 1) of the area of the initial box B(zl, zU), it switches to εTM to rapidly gener-
ate the frontier in the remaining boxes (defining the as-yet unexplored area of the criterion
space). We call SPURELEX-PWL the variant of SPURELEX using the εTM-PWL method.
The pseudo-code for SPURELEX can be found in Appendix A.1.
2.4.4 Computational Study
The goal of our computational study is to demonstrate the efficacy of εTM-PWL and
SPURELEX across a wide range of instances with different characteristics. All algorithms
are coded in C++ and solve the linear and integer programs using IBM CPLEX Optimizer
12.6. All experiments were conducted in a single thread of a dedicated Intel Xeon ES-2630
2.3GHz with 50GB RAM, running Red Hat Enterprise Linux Server 7.4.
2.4.5 Instances
Three sets of instances were used: (1) the five largest instances (C320) from the benchmark
instances proposed by [39], which we refer to as “Historical”, (2) five modified versions
of these instances, which we refer to as “Relaxed Historical”, (3) three large randomly
generated instances using the generation scheme proposed by [21], which we refer to as
“Rand”, and (4) three new randomly generated instances, which we refer to as “Bent”.
The framework for the Historical instances, originally published by [39], includes m
variables (half of them binary and half of them continuous), a randomly generated objective
vector, and a set of m knapsack constraints with randomly generated weights and right
hand sides. This framework was adapted to the bi-objective case in [33] by generating
an additional objective vector, and since then this set of instances has been used in many
published studies of BOMIP algorithms, including [20], [40], [34], and [21]. We include
the largest instances in this set withm = 320. All instances in the set share similar features:
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relatively few integer solutions contribute to the NDF, each of which mapping to a slice
with many small line segments, and few interactions between distinct slices. This structure
poses complications from an accuracy perspective, due to working with numerical rounding
errors, as well as a homogeneous pool of benchmark problems.
By relaxing the constraints in the framework of the Historical instances, we aimed to
induce more distinct integer solutions into the frontier as well as fewer miniscule NLSs.
This led to the set of Relaxed Historical instances, which involved the following modifi-
cations. First, the constraints effecting the continuous variables only (approximately half
of the constraint set) were removed. Second, the upper bound on the sum of nb binary
variables was increased from nb/3 to nb/2. Note that these modifications maintain the
same number of integer and continuous variables (160 each) while reducing the number of
constraints by approximately half.
[21] introduced an instance generation scheme to overcome the limitations of the His-
torical instances. The Rand instances were designed with the slices and final NDF in mind,
then the BOMIP was “reverse-engineered.” The slices in criterion space include: (1) a line
segment traversing from the top left to the bottom right of the NDF and (2) boundaries of
cones with vertices that dominate (a point in) the line segment (see Figure 2.4a). The NDF
alternates between portions of the line segment and boundaries of each cone, which in-
cludes many intersections. Classes of these instances are defined by the number of vertices
or cones chosen to dominate the line segment, which we simply call n. We include three
relatively large instances of size n = 7, 500 in this study, simply labeled “A”, “B”, and “C.”
Each of the n vertices is chosen randomly, so NDFs from instances of the same size still
vary. For more details, see Appendix A.2.
We present a slight modification to the structure of the Rand instances that result in
significant differences in computational comparison of BOMIP algorithms. The slice that
is a line segment (1) is simply replaced with a “bent” line segment, i.e., two line segments,
whose gradients have small difference, are joined at a central vertex (see Figure 2.4b). Note
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that the image of the feasible set restricted to this integer solution is now a cone, but one
that is much wider than the cones associated with other integer solutions. Computationally,
the slight difference in gradient vectors makes it much more difficult for algorithms that
solve scalarized IPs, hence the motivation for replacing the IPs with lexicographic IPs in
BLM. We include three instances with n = 5000, 7500, and 10000, respectively.
2.4.6 Analysis
In the tables with computational results, we report the following statistics: the number
of nondominated points output by the algorithm (nNDP), the number of different integer
solutions, i.e., the number of different slices appearing in the NDF (nIPF), the total time
to discover the NDF (TT), the total time spent solving IPs (IPT), the total time spent
solving LPs (LPT), the total number of IPs solved (nIP), the total number of lexicographic
IPs (nLex), the total number of IPs solved during line restriction, i.e., as part of solving
solving (2.6) and (2.7) in PURELEX and SPURELEX and as part of solving (2.7) in our
implementation of εTM, (RLIP); the total number of scalarized IPs solved (nScal), the
total number of IPs solved as part of the same-integer-solution enhancement, i.e., one such
IP is solved per box with corner points generated by the same integer solution, (nSIS), the
total number of LPs solved (nLP), the number of boxes processed (nBox), and, finally, the
number of boxes with z∗ on the horizontal split line, (nZL). When not applicable, an entry
in the tables is marked with “-”.
We start by evaluating the benefits of the enhancements to εTM. The results can be
found in Tables 2.1-2.3. For these experiments, we only report the best variants of εTM-
PWL(BS-N) and εTM-PWL(AV-N), i.e., εTM-PWL(BS-4) and εTM-PWL(AV-1).
Recall that the NDFs of the Historical and Relaxed Historical instances are composed
of many small line segments, but are defined by a small number of integer solutions. On
average, the number of integer solutions defining the frontier of the Historical instances




(a) The Rand instances include one slice in
the form of a line segment (bold). In
addition, for each of n additional integer
solutions, its images of the feasible set is a




(b) The Bent instances include a slice that is
a “bent” line segment (bold), which is
actually the boundary of a very wide cone
(i.e., two conjoined line segments).
Figure 2.4: Random cone width instances [21] and the new bent instances for n = 2.
stances, the average number of integer solutions defining the frontier is about 413, and each
contributes about 33 line segments. The enhancements were specifically designed to ex-
ploit these situations, and explains why the enhanced versions of εTM perform so well on
these instances. For the Historical instances, just by embedding the piecewise linear formu-
lation into the lexicographic optimization models while checking if a slice is dominated,
we see an average improvement of 68.55% in total running time when compared to the
original implementation of εTM. This reduction in computational time is explained by the
fact that this variant is solving, on average, 95.15% less IPs. The improvements are even
greater when the slices are evaluated using εTM-PWL(AV-1), which balances the number
of lexicographic minimization problems solved per slice and the difficulty of the lexico-
graphic minimization problems that have to be solved. For these instances, we see that the
solution time is reduced by an average factor of four. Similar improvements are also seen
for the Relaxed Historical instances, where we see that the solution time is reduced by an
average factor of 3.75 using the dynamic variants of εTM-PWL.
Unfortunately, these impressive gains cannot be observed for the Rand and Bent in-
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Table 2.1: Computational results for the Historical instances for variations of εTM.
Instance Algorithm nNDP nIPF TT IPT LPT nIP nLex RLIP nScal nSIS nLP nBox nZL
21 15636 295 11171.7 8574.0 2593.7 15923 43 15837 0 0 86952 1 0
22 18825 410 14106.2 11008.5 3092.8 19205 24 19157 0 0 98130 1 0
23 εTM 16420 343 12808.0 9758.0 3045.1 16752 25 16702 0 0 102407 1 0
24 18471 457 15331.1 12200.4 3123.4 18968 36 18896 0 0 101213 1 0
25 13216 337 9228.7 6843.2 2380.3 13518 21 13476 0 0 79127 1 0
21 15636 295 3370.1 871.1 2495.5 634 43 548 0 0 86952 1 0
22 18825 410 4114.2 1056.6 3053.7 846 24 798 0 0 98130 1 0
23 εTM-PWL 16420 343 4062.1 1051.5 3006.4 715 25 665 0 0 102407 1 0
24 18507 460 4829.1 1726.5 3098.6 1178 36 1106 0 0 101944 1 0
25 13216 337 3202.3 877.1 2322.6 697 21 655 0 0 79127 1 0
21 15636 295 2761.9 1354.8 1404.8 875 43 789 0 0 46539 1 0
22 18825 410 3443.1 1601.3 1839.0 1144 24 1096 0 0 57780 1 0
23 εTM-PWL(BS-4) 16420 343 3169.2 1595.4 1571.0 1002 25 952 0 0 51157 1 0
24 18484 460 4720.1 2414.2 2302.6 1377 36 1305 0 0 76611 1 0
25 13216 337 2600.8 1338.1 1260.4 959 21 917 0 0 40807 1 0
21 15636 295 2727.6 1341.4 1384.2 858 43 772 0 0 46152 1 0
22 18825 410 3375.8 1603.6 1769.3 1171 24 1123 0 0 56101 1 0
23 εTM-PWL(AV-1) 16420 343 3165.7 1620.5 1542.8 1005 25 955 0 0 50606 1 0
24 18490 460 4112.0 2437.1 1672.1 1528 57 1414 0 0 53777 1 0
25 13216 337 2595.7 1327.2 1266.1 923 21 881 0 0 40413 1 0
Table 2.2: Computational results for the Relaxed Historical instances for variations of
εTM.
Instance Algorithm nNDP nIPF TT IPT LPT nIP nLex RLIP nScal nSIS nLP nBox nZL
R21 14902 367 5437.3 3889.6 1544.7 15249 14 15221 0 0 93364 1 0
R22 15502 426 5196.9 3751.2 1442.6 15906 25 15856 0 0 86955 1 0
R23 εTM 15162 490 5677.5 3813.1 1861.3 15643 15 15613 0 0 110082 1 0
R24 15480 392 5590.9 4365.4 1222.5 15879 36 15807 0 0 70351 1 0
R25 11547 387 3777.3 2828.4 946.6 11919 30 11859 0 0 60953 1 0
R21 14902 367 2042.1 495.7 1544.0 753 14 725 0 0 93364 1 0
R22 15502 426 1934.0 493.5 1438.2 880 25 830 0 0 86955 1 0
R23 εTM-PWL 15168 491 2513.4 675.9 1834.6 1021 15 991 0 0 110333 1 0
R24 15501 394 1825.7 588.1 1235.5 883 36 811 0 0 70681 1 0
R25 11550 387 1405.3 466.0 937.7 826 30 766 0 0 60957 1 0
R21 14902 367 1309.6 580.3 727.8 1075 14 1047 0 0 43467 1 0
R22 15502 426 1282.4 516.8 764.1 1233 34 1165 0 0 46172 1 0
R23 εTM-PWL(BS-4) 15164 491 1571.0 783.8 785.6 1463 15 1433 0 0 44389 1 0
R24 15486 394 1572.5 774.0 796.9 1442 36 1370 0 0 45150 1 0
R25 11543 387 1063.9 529.6 533.0 1130 30 1070 0 0 35080 1 0
R21 14902 367 1339.7 559.2 779.0 1028 14 1000 0 0 46468 1 0
R22 15502 426 1269.7 491.1 777.0 1152 25 1102 0 0 46057 1 0
R23 εTM-PWL(AV-1) 15164 491 1631.2 781.4 848.2 1383 15 1353 0 0 47454 1 0
R24 15486 394 1535.5 690.3 843.5 1208 36 1136 0 0 47212 1 0
R25 11543 387 1081.0 530.6 549.2 1111 30 1051 0 0 35591 1 0
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stances, as the NDF of these instances is not determined by a few integer solutions con-
tributing many line segments, but by many integer solutions contributing with at most two
line segments. In fact, we see that the overhead that comes with setting up and solving an
integer program to determine the “left-most” segment of a slice that is nondominated is too
large when slices consist of only a few line segments. For the largest Bent instance, the
variant of εTM with the enhancement is unable to solve the instance within 24 hours.
Table 2.3: Computational results for the Rand and Bent instances for variations of εTM.
Instance Algorithm nNDP nIPF TT IPT LPT nIP nLex RLIP nScal nSIS nLP nBox nZL
Rand
A 22502 7501 3939.7 3113.5 658.6 37149 369 36411 0 0 36403 1 0
B εTM 22508 7501 4020.7 3166.0 679.5 37135 382 36371 0 0 36365 1 0
C 22506 7501 3998.3 3154.7 672.4 37135 381 36373 0 0 36370 1 0
A 22502 7501 72226.8 71518.0 551.2 30008 369 29270 0 0 36403 1 0
B εTM-PWL 22508 7501 72617.2 71914.2 547.6 30009 381 29247 0 0 36363 1 0
C 22506 7501 67619.6 66931.1 537.7 30011 381 29249 0 0 36370 1 0
A 22502 7501 75828.4 74744.2 774.5 50032 369 49294 0 0 49981 1 0
B εTM-PWL(BS-4) 22507 7501 74231.6 73171.9 761.8 49927 382 49163 0 0 49883 1 0
C 22505 7501 76525.6 75422.0 786.3 49954 381 49192 0 0 49900 1 0
A 22502 7501 73539.3 72485.8 749.1 50032 369 49294 0 0 49981 1 0
B εTM-PWL(AV-1) 22508 7501 73689.3 72620.5 759.1 49927 382 49163 0 0 49883 1 0
C 22505 7501 71821.5 70813.7 721.1 49954 381 49192 0 0 49900 1 0
Bent
5000.A 15003 5001 1196.4 834.6 295.9 24772 239 24294 0 0 24295 1 0
7500.A εTM 22504 7501 2829.8 1990.0 669.7 37145 370 36405 0 0 36403 1 0
10000.A 30002 10001 5207.2 3719.0 1168.5 49525 490 48545 0 0 48546 1 0
5000.A 15003 5001 27878.3 27530.0 278.5 20044 239 19566 0 0 24295 1 1
7500.A εTM-PWL 22504 7501 77702.0 76945.7 588.1 30041 370 29301 0 0 36403 1 0
10000.A - - - - - - - - - - - - -
5000.A 15003 5001 27196.3 26723.5 350.1 33383 239 32905 0 0 33362 1 0
7500.A εTM-PWL(BS-4) 22504 7501 78361.7 77283.9 772.4 50011 370 49271 0 0 49967 1 1
10000.A - - - - - - - - - - - - -
5000.A 15003 5001 29003.2 28501.7 372.9 33383 239 32905 0 0 33362 1 0
7500.A εTM-PWL(AV-1) 22504 7501 78495.6 77422.2 773.1 50011 370 49271 0 0 49967 1 0
10000.A - - - - - - - - - - - - -
Next, we evaluate the benefits of the variant of BLM in which only lexicographic IPs are
solved. The results can be found in Table 2.4. We see that for the Rand and Bent instances,
the PureLex variant substantially outperforms the basic version. The basic variant of BLM
cannot solve any of the Bent instances in less than 24 hours, where PureLex can solve all of
them in less than 3 hours. For the Historical instances, PureLex is still faster than the basic
variant of BLM, but not by much. The opposite scenario is seen for the Relaxed Historical
instances, where the basic variant of BLM is faster than PureLex, but again not by much.
As mentioned before, PURELEX solves two lexicographic IPs for every line segment,
even when the line segment is nondominated, in which case a single scalarized IP would
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Table 2.4: Computational results for variations of BLM.
Instance Algorithm nNDP nIPF TT IPT LPT nIP nLex RLIP nScal nSIS nLP nBox nZL
Historical
21 15690 294 7932.3 6639.2 1291.5 7068 1890 40 1997 1251 44250 3127 1868
22 18837 410 9885.0 8314.7 1568.6 9167 2470 23 2599 1605 53547 4041 2412
23 BLM-Basic 16444 343 8948.5 7513.0 1434.0 7863 2120 26 2270 1327 47294 3434 2097
24 18541 460 12168.6 10411.8 1755.0 10554 2832 34 3048 1808 56995 4626 2836
25 13237 337 6649.4 5595.7 1052.4 7026 1896 27 1997 1210 38632 3074 1840
21 15725 294 8105.9 6690.0 1413.9 6547 1372 0 2736 1067 45180 2425 1351
22 18856 410 9933.8 8173.8 1757.8 8221 1772 0 3292 1385 53660 3123 1716
23 BLM-Recursive 16463 343 9107.1 7504.5 1600.7 7094 1497 0 2958 1142 47519 2625 1474
24 18562 460 12764.0 10848.8 1912.9 9630 2061 0 3934 1574 57447 3621 2066
25 13248 337 6979.6 5768.6 1209.5 6417 1311 0 2786 1009 39408 2288 1256
21 15685 295 7160.8 6026.8 1132.3 7918 1598 3493 0 1229 41643 2813 1577
22 18824 410 9237.9 7843.9 1392.1 10127 2046 4464 0 1571 49956 3583 1990
23 PURELEX 16439 343 8268.2 6966.2 1300.3 8656 1737 3859 0 1323 43876 3047 1714
24 18526 460 12517.5 10928.4 1587 12802 2480 5870 0 1972 54581 4438 2529
25 13230 337 6008.5 5072.1 934.9 7604 1533 3351 0 1187 35526 2688 1478
Relaxed Historical
R21 14904 366 3397.2 2694.2 701.9 7734 2088 12 2244 1302 43392 3361 2043
R22 15522 425 3509.0 2751.5 756.3 9209 2472 31 2676 1558 46579 4009 2437
R23 BLM-Basic 15164 491 4335.7 3486.1 848.3 10369 2818 18 3062 1653 48849 4457 2801
R24 15525 392 3981.0 3169.1 810.7 8539 2296 34 2469 1444 46465 3728 2286
R25 11552 387 2785.2 2258.6 525.7 7527 2041 30 2199 1216 35680 3235 2003
R21 14913 366 2883.2 2199.0 683.2 6670 1416 0 2754 1084 43014 2471 1368
R22 15521 425 3113.9 2362.3 750.3 8250 1675 0 3585 1315 47103 2969 1642
R23 BLM-Recursive 15183 491 3721.4 2911.0 809.2 9172 1949 0 3842 1432 48849 3366 1931
R24 15545 392 3491.1 2686.5 803.5 7734 1596 0 3327 1215 47182 2799 1588
R25 11560 387 2481.4 1956.8 523.6 6814 1452 0 2862 1048 36037 2478 1414
R21 14896 366 3663.9 2987.2 675.5 8545 1724 3827 0 1270 40228 2965 1679
R22 15503 425 3604.3 2897.7 705.3 9690 1931 4328 0 1500 42186 3410 1899
R23 PureLex 15164 491 4757.4 3961.8 794.0 11983 2383 5485 0 1732 45136 4101 2375
R24 15513 393 4364.9 3574.6 789.0 9964 1952 4568 0 1492 43713 3433 1954
R25 11547 387 3176.8 2666.8 508.8 8744 1741 3981 0 1281 33145 3004 1706
Rand
A 22502 7501 9106.7 5969.4 2942.9 73612 16970 680 34025 4967 162928 21884 21829
B BLM-Basic 22503 7501 12029.8 9157.3 2686.0 73704 17056 723 34036 4833 162990 21852 21815
C 22503 7501 8215.6 5198.8 2825.5 73660 16983 718 34070 4906 163077 21851 21814
A 22504 7501 5747.7 3499.0 2052.2 44630 5485 0 33660 0 110886 5454 5425
B BLM-Recursive 22504 7501 4843.9 2646.6 2008.9 44626 5331 0 33964 0 111047 5295 5261
C 22505 7501 4849.6 2595.7 2057.9 44620 5302 0 34016 0 110910 5265 5230
A 22502 7501 4942.7 2481.9 2246.8 116515 21896 72723 0 0 115994 21834 21766
B PURELEX 22502 7501 4817.9 2417.7 2191.3 116357 21850 72657 0 0 115849 21797 21742
C 22499 7500 4720.3 2375.5 2141.8 116363 21847 72669 0 0 115868 21795 21745
Bent
5000.A - - - - - - - - - - - - -
7500.A BLM-Basic - - - - - - - - - - - - -
10000.A - - - - - - - - - - - - -
5000.A 15003 5001 84915.2 83826.7 986.1 29559 4996 0 19567 2 69979 4994 4994
7500.A BLM-Recursive - - - - - - - - - - - - -
10000.A - - - - - - - - - - - -
5000.A 15003 5001 2135.7 1063.0 982.3 77613 14622 48369 0 0 77506 14580 14534
7500.A PURELEX 22502 7501 4739.5 2367.2 2173.3 116393 21830 72733 0 0 115969 21798 21760
10000.A 30002 10001 8426.6 4201.1 3864.7 155104 29214 96676 0 0 154927 29138 29056
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have been sufficient to determine that the line segment is nondominated. However, because
the solve times of the lexicographic IPs tend to be smaller and vary less, the overall increase
in solve time is modest. For the Bent instances, where scalarized IPs can take prohibitively
long, an algorithm free of scalarized IPs is fundamental to achieve good performance on
the large instances.
Finally, we compare the performance of the two best performing variants of εTM and
BLM with two variants of the hybrid, two-phase method: SPURELEX with ρ = 0.005
and SPURELEX-PWL with ρ = 0.005. The results can be found in Tables 2.5-2.6. The
first thing to observe is that the enhancement to εTM still has a significant impact on the
performance of the hybrid, two-phase method, for the Historical and Relaxed Historical
instances, even though εTM is only used to find (part of) the NDF in a box that is relatively
small (i.e., when the area is less than half a percent of the area of the original box). The
second thing to observe is that PureLex does really well on the Historical instances and
outperforms SPureLex-0.005, although not by much. Finally, as expected, we see that the
version of SPureLex that does not use the enhanced version of εTM outperforms the one
that does for the Rand and Bent instances, as the benefits of using the enhancement are
insufficient to overcome the overhead incurred when using the enhancement. However,
the difference is very small. These results indicate that SPureLex-PWL-0.005, the hybrid,
two-phase method that uses PureLex in the first phase and used the enhanced version of
εTM in the second phase, is the most robust and efficient method for solving BOMIPs.
It is interesting to observe that, compared to the variants of BLM, the number of times
the Same-Integer-Solution enhancement is invoked by the variants of the hybrid, two-phase
method is small. This indicates that a more careful tuning of the point at which the hybrid,
two-phase methods switches methods may have some pay-off. By switching too early,
the algorithm may miss out on opportunities to invoke the Same-Integer-Solution enhance-
ment. Overall, εTM solves the smallest number of IPs for these instances. However, be-
cause solving lexicographic IPs for large-area boxes can be costly (as shown in Figure 2.3),
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even though εTM solves significantly fewer IPs than PURELEX, εTM takes more time as
it solves several IPs in boxes with large areas. This happens because εTM generates the
nondominated frontier from left-to-right, and solves a lexicografic IP with respect to as-yet
unprocessed portion of the line segment L (in case of the Rand instances) or L̂ (in case of
the Bent instances).
Table 2.5: Computational results for the Historical and Relaxed Historical instances for
various solution methods.
Instance Algorithm nNDP nIPF TT IPT LPT nIP nLex RLIP nScal nSIS nLP nBox nZL
Historical
21 15636 295 11171.7 8574.0 2593.7 15923 43 15837 0 0 86952 1 0
22 18825 410 14106.2 11008.5 3092.8 19205 24 19157 0 0 98130 1 0
23 εTM 16420 343 12808.0 9758.0 3045.1 16752 25 16702 0 0 102407 1 0
24 18471 457 15331.1 12200.4 3123.4 18968 36 18896 0 0 101213 1 0
25 13216 337 9228.7 6843.2 2380.3 13518 21 13476 0 0 79127 1 0
21 15636 295 2727.6 1341.4 1384.2 858 43 772 0 0 46152 1 0
22 18825 410 3375.8 1603.6 1769.3 1171 24 1123 0 0 56101 1 0
23 εTM-PWL(AV-1) 16420 343 3165.7 1620.5 1542.8 1005 25 955 0 0 50606 1 0
24 18490 460 4112.0 2437.1 1672.1 1528 57 1414 0 0 53777 1 0
25 13216 337 2595.7 1327.2 1266.1 923 21 881 0 0 40413 1 0
21 15725 294 8105.9 6690.0 1413.9 6547 1372 0 2736 1067 45180 2425 1351
22 18856 410 9933.8 8173.8 1757.8 8221 1772 0 3292 1385 53660 3123 1716
23 BLM-Recursive 16463 343 9107.1 7504.5 1600.7 7094 1497 0 2958 1142 47519 2625 1474
24 18562 460 12764.0 10848.8 1912.9 9630 2061 0 3934 1574 57447 3621 2066
25 13248 337 6979.6 5768.6 1209.5 6417 1311 0 2786 1009 39408 2288 1256
21 15685 295 7160.8 6026.8 1132.3 7918 1598 3493 0 1229 41643 2813 1577
22 18824 410 9237.9 7843.9 1392.1 10127 2046 4464 0 1571 49956 3583 1990
23 PURELEX 16439 343 8268.2 6966.2 1300.3 8656 1737 3859 0 1323 43876 3047 1714
24 18526 460 12517.5 10928.4 1587 12802 2480 5870 0 1972 54581 4438 2529
25 13230 337 6008.5 5072.1 934.9 7604 1533 3351 0 1187 35526 2688 1478
21 15652 295 10541.5 9068.3 1469.0 16046 196 15642 0 12 44467 295 148
22 18812 410 13674.0 11617.3 2051.6 19618 177 19262 0 2 61637 298 45
23 SPURELEX-0.005 16428 343 12204.8 10367.4 1832.9 17145 166 16811 0 2 50220 280 139
24 18457 457 15075.8 12863.6 2207.4 19234 191 18845 0 7 62806 298 147
25 13216 337 8645.6 7242.3 1399.9 13839 172 13487 0 8 43122 287 139
21 15652 295 3085.9 1683.9 1399.7 1522 196 1118 0 12 44467 295 148
22 18812 410 3828.3 1879.6 1945.4 1731 177 1375 0 2 61637 298 145
23 SPURELEX-PWL-0.005 16428 343 3550.9 1816.0 1732.3 1550 166 1216 0 2 50220 280 139
24 18482 460 4781.1 2702.1 2075.6 2056 191 1667 0 7 63157 298 147
25 13216 337 2945.4 1584.2 1359.0 1554 172 1202 0 8 43122 287 139
Relaxed Historical
R21 14902 367 5437.3 3889.6 1544.7 15249 14 15221 0 0 93364 1 0
R22 15502 426 5196.9 3751.2 1442.6 15906 25 15856 0 0 86955 1 0
R23 εTM 15162 490 5677.5 3813.1 1861.3 15643 15 15613 0 0 110082 1 0
R24 15480 392 5590.9 4365.4 1222.5 15879 36 15807 0 0 70351 1 0
R25 11547 387 3777.3 2828.4 946.6 11919 30 11859 0 0 60953 1 0
R21 14902 367 1309.6 580.3 727.8 1075 14 1047 0 0 43467 1 0
R22 15502 426 1282.4 516.8 764.1 1233 34 1165 0 0 46172 1 0
R23 εTM-PWL(BS-4) 15164 491 1571.0 783.8 785.6 1463 15 1433 0 0 44389 1 0
R24 15486 394 1572.5 774.0 796.9 1442 36 1370 0 0 45150 1 0
R25 11543 387 1063.9 529.6 533.0 1130 30 1070 0 0 35080 1 0
R21 14913 366 2883.2 2199.0 683.2 6670 1416 0 2754 1084 43014 2471 1368
R22 15521 425 3113.9 2362.3 750.3 8250 1675 0 3585 1315 47103 2969 1642
R23 BLM-Recursive 15183 491 3721.4 2911.0 809.2 9172 1949 0 3842 1432 48849 3366 1931
R24 15545 392 3491.1 2686.5 803.5 7734 1596 0 3327 1215 47182 2799 1588
R25 11560 387 2481.4 1956.8 523.6 6814 1452 0 2862 1048 36037 2478 1414
R21 14896 366 3663.9 2987.2 675.5 8545 1724 3827 0 1270 40228 2965 1679
R22 15503 425 3604.3 2897.7 705.3 9690 1931 4328 0 1500 42186 3410 1899
R23 PureLex 15164 491 4757.4 3961.8 794.0 11983 2383 5485 0 1732 45136 4101 2375
R24 15513 393 4364.9 3574.6 789.0 9964 1952 4568 0 1492 43713 3433 1954
R25 11547 387 3176.8 2666.8 508.8 8744 1741 3981 0 1281 33145 3004 1706
R21 14886 367 4917.8 4114.8 800.2 15397 178 15031 0 10 46496 314 156
R22 15487 426 4772.0 3845.9 923.2 16315 193 15925 0 4 53921 334 168
R23 SPURELEX-0.005 15147 490 5128.6 4106.6 1019.1 16222 173 15875 0 1 54682 317 158
R24 15466 392 5415.1 4522.2 890.0 16335 193 15945 0 4 49052 313 155
R25 11553 387 3538.9 2960.4 576.2 12420 181 12055 0 3 36623 298 145
R21 14889 367 1527.7 718.8 807.6 1704 178 1338 0 10 46496 314 156
R22 15487 426 1610.9 672.6 936.8 1886 193 1496 0 4 53921 334 168
R23 SPURELEX-PWL-0.005 15149 491 1829.9 832.5 995.7 1967 173 1620 0 1 54753 317 158
R24 15487 394 1706.1 813.0 891.6 1817 193 1427 0 4 49306 313 155
R25 11549 387 1166.6 608.0 557.5 1696 181 1331 0 3 36627 298 145
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Table 2.6: Computational results for various solution methods for the Rand and Bent
instances.
Instance Algorithm nNDP nIPF TT IPT LPT nIP nLex RLIP nScal nSIS nLP nBox nZL
Rand
A 22502 7501 3939.7 3113.5 658.6 37149 369 36411 0 0 36403 1 0
B εTM 22508 7501 4020.7 3166.0 679.5 37135 382 36371 0 0 36365 1 0
C 22506 7501 3998.3 3154.7 672.4 37135 381 36373 0 0 36370 1 0
A 22502 7501 72226.8 71518.0 551.2 30008 369 29270 0 0 36403 1 0
B εTM-PWL 22508 7501 72617.2 71914.2 547.6 30009 381 29247 0 0 36363 1 0
C 22506 7501 67619.6 66931.1 537.7 30011 381 29249 0 0 36370 1 0
A 22504 7501 5747.7 3499.0 2052.2 44630 5485 0 33660 0 110886 5454 5425
B BLM-Recursive 22504 7501 4843.9 2646.6 2008.9 44626 5331 0 33964 0 111047 5295 5261
C 22505 7501 4849.6 2595.7 2057.9 44620 5302 0 34016 0 110910 5265 5230
A 22502 7501 4942.7 2481.9 2246.8 116515 21896 72723 0 0 115994 21834 21766
B PURELEX 22502 7501 4817.9 2417.7 2191.3 116357 21850 72657 0 0 115849 21797 21742
C 22499 7500 4720.3 2375.5 2141.8 116363 21847 72669 0 0 115868 21795 21745
A 22502 7501 1790.9 865.2 821.7 38357 583 37191 0 434 38084 40 213
B SPURELEX-0.005 22502 7501 1782.6 863.7 816.3 38353 594 37165 0 434 38042 42 215
C 22502 7501 1786.6 866 813.1 38354 597 37160 0 434 38032 46 211
A 22502 7501 1832.3 904.3 810 31343 583 30177 0 434 38084 40 213
B SPURELEX-PWL-0.005 22502 7501 1820.3 901 804.3 31351 594 30163 0 434 38042 42 215
C 22502 7501 1837.8 909.7 810.4 31346 597 30152 0 434 38032 46 211
Bent
5000.A 15003 5001 1196.4 834.6 295.9 24772 239 24294 0 0 24295 1 0
7500.A εTM 22504 7501 2829.8 1990.0 669.7 37145 370 36405 0 0 36403 1 0
10000.A 30002 10001 5207.2 3719.0 1168.5 49525 490 48545 0 0 48546 1 0
5000.A 15003 5001 27878.3 27530.0 278.5 20044 239 19566 0 0 24295 1 1
7500.A εTM-PWL 22504 7501 77702.0 76945.7 588.1 30041 370 29301 0 0 36403 1 0
10000.A - - - - - - - - - - - - -
5000.A 15003 5001 84915.2 83826.7 986.1 29559 4996 0 19567 2 69979 4994 4994
7500.A BLM-Recursive - - - - - - - - - - - - -
10000.A - - - - - - - - - - - -
5000.A 15003 5001 2135.7 1063.0 982.3 77613 14622 48369 0 0 77506 14580 14534
7500.A PURELEX 22502 7501 4739.5 2367.2 2173.3 116393 21830 72733 0 0 115969 21798 21760
10000.A 30002 10001 8426.6 4201.1 3864.7 155104 29214 96676 0 0 154927 29138 29056
5000.A 15003 5001 836.2 402.1 386.8 25988 449 25090 0 39 25969 428 212
7500.A SPURELEX-0.005 22502 7501 1824.5 882.5 838 38350 586 37178 0 45 38041 434 208
10000.A 30002 10001 3100.2 1504.2 1416.8 50711 704 49303 0 52 50286 436 216
5000.A 15003 5001 841.9 413.4 376.3 21300 449 20402 0 39 25969 428 212
7500.A SPURELEX-PWL-0.005 22502 7501 1876.8 923.9 835.5 31322 586 30150 0 45 38041 434 208
10000.A 30002 10001 3206.9 1583.1 1421.9 41319 704 39911 0 52 50286 436 216
2.5 Approximating a mixed integer nondominated frontier
In the literature on multi-objective optimization, an approximation of the NDF can take any
of several different forms. Here, we use it to describe a subset of the NDF. In particular, we
compare the parts of the NDF discovered by alternative exact algorithms prior to their com-
pletion. To do so, we require metrics that measure the quality of such an approximation.
We introduce the following metrics specifically designed to assess the quality of a subset
of the NDF as an approximation to the full NDF of a bi-objective mixed integer program:
1. The as-yet unexplored area of the criterion space (i.e., the area of the criterion space
that may still contain parts of the frontier) as a fraction of the area of the initial box
B(zL, zR);
2. The fraction of isolated NDPs found;
3. The fraction of NLSs found;
4. The fraction of the total length of the NLSs found; and
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5. The fraction of slices that contribute to the frontier found.
Note that metrics 2, 3, 4, and 5 are relative to the complete nondominated frontier, which
is assumed to be known.
When computing the complete NDF, the order in which boxes are processed is imma-
terial. However, processing the boxes in the queue in nonincreasing order of their area has
two advantages when computing an approximation of the NDF: (1) it naturally introduces
diversification, in the sense that different parts of the criterion will be explored, and (2)
the unexplored area of the criterion space reduces as fast as possible. Therefore, termi-
nating the algorithm after a fixed amount of time, or terminating the algorithm when the
unexplored area of the criterion space drops below a certain threshold (e.g., below some
fraction of the area of the initial box B(zL, zU)), are both effective strategies to quickly
produce a high-quality approximation of the NDF.
2.5.1 Computational Study
The goal of our computational study is to investigate SPURELEX’s ability to efficiently
produce high-quality approximations to the NDF. We compare the performance, in terms
of their ability to produce high-quality approximations of the NDF, of εTM, the recursive
variant of BLM, PURELEX, and SPURELEX with ρ = 0.005. Rather than enforcing early
termination of an algorithm to obtain an approximation of the NDF, we report statistics
of the approximation of the NDF at different points in time during the execution of the
algorithms. We do this for three of the instances presented in Section 2.4.5; one from
each of the set of historical, bent, and rand instances: 21, Bent7500.A, and Rand7500.A,
respectively. The results are representative of what happens for the other instances in the
corresponding set. The results can be found in Tables A.1 – A.4 in Appendix A.3, and are
summarized in Figure 2.5.
We observe that, as expected, PURELEX and SPURELEX produce a high-quality ap-
proximation of the NDF much more quickly than εTM. In less than 10 minutes, PURELEX
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Figure 2.5: Approximation results for εTM, the recursive variant of BLM, PURELEX, and
SPURELEX with ρ = 0.005. There are no isolated NDPs in the NDF of the historical
instance, so this space is blank. (No approximation metrics are reported for the recursive
variant of BLM on the bent instance.)
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and SPURELEX have explored more than 99.5% of the area of B(zL, zU), whereas εTM
has explored a little more than 5% for the historical instance, and 1% or less for rand and
bent instances.
Interestingly, looking at the fraction of the resolved area of the initial box B(zL, zR)
(Area), the fraction of the number of nondominated line segments found (NLS), the frac-
tion of the total length of the nondominated line segments found (TNLS), and the fraction
of slices that contribute to the frontier found (Slice) for rand and bent instances, we observe
that εTM advances very slowly at the beginning (from an approximation perspective) and
speeds up towards the end. This is due, in part, to the fact that in the beginning, the boxes
cover a large area in criterion space, and the lexicographic IPs are time-consuming. As the
area of the boxes decreases, the lexicographic IPs are solved faster, and, consequently, the
statistics improve more rapidly. For the historical instance, this is less noticeable because
the solve times for the lexicographic IPs tend to be smaller (as the generated line segments
are small).
Even though the recursive variant of BLM can be competitive when it comes to produc-
ing the complete nondominated frontier, it is not the ideal candidate for producing approxi-
mations. For the historical instance, there is never any recursion, so the algorithm produces
high-quality approximations throughout the execution. However, on the rand instance, the
first reported data point occurs late during the execution because the algorithm runs deep
into recursion and only reports approximation metrics once it has returned to depth level
zero. This is also the reason why no approximation metrics are reported for the bent in-
stance (the entire execution time is spent on the first recursion without returning to depth
level zero). After the algorithm returns to depth level zero for the first time, it quickly
approximates the rest of the frontier, but the depth of recursion and resulting lag time of re-
porting makes the recursive variant of BLM less effective for approximating nondominated
frontiers. Another interesting observation is that PURELEX and SPURELEX quickly find a
large fraction of the slices that contribute to the frontier for the historical instance. This is a
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consequence of the structure of the nondominated frontier, in which each slice contributes
many nondominated line segments to the frontier, and, because PURELEX and SPURELEX
quickly decompose the criterion space into small boxes, they tend to find NDPs from dif-
ferent slices. Also observe from the historical instance, however, that once SPURELEX
switches to εTM, the algorithm discovers new slices more slowly, at a rate comparable to
εTM on the same instance. This is the trade-off: sometimes the switch from PURELEX
to εTM improves performance (e.g., rand and bent instances), and sometimes it worsens
performance (e.g., historical instances), but overall the switching makes for a more robust
algorithm. These results show that also when it comes to finding approximate nondomi-
nated frontiers, SPURELEX (or one of its variants) is fast and robust and the algorithm of
choice.
2.6 A parallel implementation of the Boxed Lined Method
As mentioned in Section 2.3.2, the boxes generated by BLM can be processed indepen-
dently. However, it is important to have an efficient scheme for managing the workload
and the resources shared between threads (the multiple lines of execution running con-
currently and sharing resources). Given that each box can produce up to two new boxes,
threads will, in most part, work asynchronously and spend a considerable amount of time
in an idle status waiting for new jobs.
Increasing the number of threads for solving optimization problems in commercial
solvers is most likely to reduce execution times. However, the existence of sequential algo-
rithmic steps and the of parallelism efficiency factor limits the execution time improvement.
As stated in the documentation of the commercial solver used in our experiments, when the
thread count increases, the parallel algorithm becomes less and less efficient. This is due to
synchronization steps between threads and thread contention over computational tasks. As-
signing a large number of threads for solving small optimization models can, in some cases,
increase the computational effort required for solving the problem since many threads will
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quickly become idle and these extra synchronization steps for managing threads will not
pay off. Moreover, in a multithread execution, each thread requires a copy of the model
data, leading to higher memory usage by the algorithm.
Motivated by these observations, we propose different methodologies for parallelizing
the basic variant of BLM and study the trade-offs between assigning different numbers of
threads for processing boxes concurrently and for the commercial solver used for solving
the optimization models in parallel. We propose three different parallel implementations of
the basic variant of BLM (PBLM), where threads will share and collect jobs using:
• a single shared queue (PBLM-S) between all threads: each thread will collect and
place boxes in a single shared queue. Whenever a thread finishes processing a box, it
waits until either: (i) a new box is placed in the share queue, or (ii) all threads finish
processing a box and no more boxes are placed in the shared queue. In this case, the
algorithm terminates.
• a single local queue for each thread and a single shared queue between all threads
(PBLM-L): each thread starts by collecting a box from the shared queue and will
only place new boxes in its own local queue if the size of the queue is less than or
equal to a fixed threshold NB. Whenever there are NB boxes in its local queue, the
thread will then place new boxes in the shared queue. When there are no more boxes
to process in its local queue, the thread will wait until either: (i) a new box is placed in
the shared queue, or (ii) all threads finish processing boxes in their local queues and
no more boxes are placed in the shared queue. In this case, the algorithm terminates.
The choices of NB are discussed in more detail in Section 2.6.1.
• shared local queues between threads (PBLM-SL), one for each thread: each thread
starts by collecting any available box from the collection of shared local queues and
will always place new boxes in its own shared local queue. Whenever a thread fin-
ishes processing all boxes in its local queue, it will search for the closest available
box from the one it just processed (i.e., by computing the euclidean distance between
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the bottom-left corner of each box in the shared local queues and the bottom-left
corner of the box it just processed). If no boxes are found, the thread will wait until
either: (i) a new box is placed in any of the shared local queues, or (ii) all threads
finish processing boxes in their local queues and no more boxes are generated. In this
case, the algorithm terminates.
While PBLM-S is a more traditional and baseline approach, PBLM-L and PBLM-SL
enforce that threads work in a same region of the criterion space as much as possible,
such that solvers can use the information acquired from models previously solved to give
a warm start for the models in the next iteration. Having an incumbent solution from
the very beginning of the optimization routine allows solvers to eliminate portions of the
search space, potentially leading to reduced computing times for finding solutions. By
sequentially processing boxes covering overlapping regions of the criterion space, we can
take advantage of the information obtained by solvers in past iterations and accelerate the
optimization of new models.
2.6.1 Computational Study
The goal of our computational study is twofold. First, we want to analyse the trade-offs
and the different speed-up factors obtained when assigning different numbers of threads
for processing boxes concurrently and for the commercial solver. Second, we want to
investigate and compare the performance of the three variants of PBLM. The algorithms
are coded in C++ using the POSIX pthread standard API and solve the linear and integer
programs using IBM CPLEX Optimizer 12.6. All experiments were conducted in the same
dedicated Intel Xeon ES-2630 2.3GHz with 20 physical CPU cores, 50GB RAM, running
Red Hat Enterprise Linux Server 7.4.
Table 2.7 shows results for the average run time over 10 experiments for instance 21
of the set of Historical instances presented in Section 2.4.5 considering different settings
for the number of threads assigned for processing boxes concurrently (using PBLM-S)
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and for the commercial solver for solving the optimization models in parallel. We report:
the number of threads assigned to BLM (NBLM ), the number of threads assigned to the
commercial solver (NS), the average running time of the 10 experiments (Avg. TT), and
the average speed-up factor of each setting with respect to the sequential implementation
of BLM (Avg. Speed-Up). The results are representative of what happens for the other
instances in the corresponding set.
The results show no real benefit in assigning a larger number threads to the commercial
solver, and in fact, by doubling the number of threads from 10 to 20, we see a 5% in-
crease in average running time. Assigning more threads to BLM, on the other hand, shows
a significant reduction in computational effort. We reach an average speed-up factor of
17.17 by assigning all available threads to process boxes concurrently, as opposed to the
modest average speed-up factor of 1.06 obtained when assigning more threads for solving
the optimization models in parallel. These are not surprising results, given that for this
instance BLM solves 7068 IPs which are relatively small in size (320 constraints and 160
variables) and little is gained from using multi-threading to solve these models. Solving
multiple small IPs concurrently yields much larger improvements in total computational
time, showing the benefit of parallelizing BLM over the commercial solver.
Table 2.7: Avg Run times of 10 experiments for 21dat running PBLM-S.
Instance NBLM NS Avg. TT Avg. Speed-Up
21dat 1 1 7932.29 -
1 2 7602.50 1.04
1 4 7584.31 1.04
1 8 7431.41 1.06
1 10 7411.12 1.06
1 20 7798.72 1.01
5 4 1300.27 6.10
10 2 691.42 11.47
20 1 461.99 17.17
Next, we compare the average execution times of 10 experiments for the three variants
of PBLM using different settings for the number of threads assigned to BLM and to the
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commercial solver. We report: the variant of PBLM used (Algorithm), the average speed-
up factor of each algorithm with respect to the baseline approach, PBLM-S (Avg. Speed-
Up) and the average percentage of work time per thread, i.e., the average percentage of
time spent by each thread solving boxes (Avg. Work(%)). The results shown in Table 2.8
are again representative of what happens for the other instances in the corresponding set.
Although the speed-up factors reported with respect to the baseline approach are not
that impressive (up to a factor of 1.11), we see that PBLM-LS has a clear advantage over
the other two approaches, especially when compared to PBLM-S. PBLM-S and PBLM-
LS have higher average work times per thread than PBLM-L, which is an expected result
since threads will always place new boxes in shared queues, which will potentially mini-
mize the average iddle time per thread. However, we observe that a more careful choice of
which box to process next yields better average total running times overall, even when the
average work time per thread decreases. As expected, larger values for NB in PBLM-L
significantly decrease the average work time per thread, given that new boxes will become
available in the shared queue at a much slower rate. PBLM-LS shows the benefit of having
a collection of shared queues, as not only we see an increase in the average work time per
thread when compared to PBLM-L, but also in average total time given that solvers now
benefit from the information obtained in models previously solved to speed up the opti-
mization models in the next iterations. With 20 threads, PBLM-LS achieves an average
speed-up factor of 18.86 when compared to the sequential implementation of BLM.
2.7 Final remarks
The algorithms presented and analyzed in this chapter show that great progress has been
made in solving bi-objective mixed integer programs. Consequently, the next major chal-
lenge is the development of algorithms for tri-objective mixed integer linear programs, of
which, at the time of the writing of this thesis, there are none.
42
Table 2.8: Avg Run times of 10 experiments for 21dat running the different variants of
PBLM.
Instance NBLM NS Algorithm Avg. TT Avg. Speed-Up Avg. Work(%)
21dat
5 4
PBLM-S 1300.27 - 99.69
PBLM-L (NB = 2) 1235.37 1.05 99.45
PBLM-L (NB = 4) 1221.13 1.06 99.11
PBLM-L (NB = 8) 1263.88 1.02 98.01
PBLM-LS 1199.66 1.08 99.69
10 2
PBLM-S 691.42 - 99.02
PBLM-L (NB = 2) 675.11 1.02 98.10
PBLM-L (NB = 4) 658.82 1.05 97.23
PBLM-L (NB = 8) 678.55 1.01 96.06
PBLM-LS 626.16 1.10 98.30
20 1
PBLM-S 461.99 - 97.27
PBLM-L (NB = 2) 442.18 1.04 95.65
PBLM-L (NB = 4) 457.64 1.00 92.22
PBLM-L (NB = 8) 485.64 0.91 88.80
PBLM-LS 413.34 1.11 96.97
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CHAPTER 3
HEURISTICS FOR THE SAME-DAY DELIVERY PROBLEM WITH HUB
CAPACITY CONSTRAINTS
3.1 Introduction
We study a new service network design problem for an urban same-day delivery system in
which the number of vehicles that can simultaneously load or unload at a hub is limited.
These hub capacity constraints can cause waiting at hubs, which, in turn, can result in
certain shipment paths no longer being time feasible, especially in urban same-day delivery
environments with aggressive service offerings. In long-haul transportation systems of
consolidation carriers, such hub capacity constraints are usually not relevant, because the
hubs are large (some very large) with many loading and unloading docks. However, in
short-haul transportation systems in urban areas, such hub capacity constraints are critical,
because real-estate is expensive (and will continue to become more expensive) and the
hubs are small (some very small) with only a few loading and unloading docks. Although
service network design models and methods have been developed for various settings, to the
best of our knowledge, none of these have considered accommodating these hub capacity
constraints, especially not in a same-day delivery environment.
The restriction on the number of vehicles that can simultaneously be loaded and un-
loaded at a hub has an important consequence, which is typically not encountered in ser-
vice network design problems: the existence of a feasible solution is no longer guaranteed.
For example, it may not be feasible to send all packages directly from their origin to their
destination as this requires a large number of vehicles and the limit on the number of vehi-
cles that can be loaded and unloaded simultaneously at hubs may result in so much waiting
that some packages will no longer be able to meet their service guarantee. Therefore, this
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service network design variant has two objectives: (1) maximize the number of origin-
destination markets that can be served, and (2) given the origin-destination markets that are
served, minimize the cost of serving these markets.
The variant of the service network design problem investigated is motivated by the
settings encountered in China’s major mega-cities at package express carrier SF Express
(and the instances used in our computational study are representative of these settings).
The same-day service products of interest include the “12-18 service”, the “14-20 service”,
and the “12-20 service”. Each service product specifies the latest time customers should
present their packages to the carrier and the latest time that the carrier guarantees delivery
takes place. For example, a customer choosing the “12-18 service” product has to present
their packages to the carrier before noon, and the carrier guarantees that these packages
will be delivered no later than 6 PM (the same day). This does not mean that all packages
for service product 12-18 are available at an origin hub at noon, because in the SF Express
system, couriers collect packages from customers and deliver these packages to an access
point (a parcel box), and then riders deliver packages from the access point to the origin
hub. Similarly, it does not mean that all packages for service product 12-18 need to be at
the destination hub by 6 PM, because riders need to deliver the packages to an access point,
where they are picked up by couriers to handle the ultimate delivery. Therefore, a certain
amount of time (1.5 to 2 hours) has to be reserved for these “pre-processing” and “post-
processing” activities when designing the same-day service network. For example, if 2
hours are reserved for the pre-processing and post-processing activities for service product
12-18, then the carrier needs to transport the package from its origin hub to its destination
hub between 2 PM and 4 PM.
The service network design problem with hub capacity constraints that we consider
seeks for every market, i.e., for every origin – destination pair of hubs, a path specifying
how the packages in this market will be transported from their origin to their destination,
and a minimum cost vehicle schedule for transporting the packages that specifies for each
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vehicle movement, its origin and destination, when loading at the origin starts (and ends),
when it departs from the origin (and when it arrives at the destination), and when unloading
at the destination starts (and ends), while ensuring that service constraints are satisfied,
i.e., loading of packages at their origin starts after they become available and unloading
of packages at their destination completes before they are due, and satisfies the operating
restrictions at hubs, i.e., the restrictions on the number of vehicles that can simultaneously
be loaded and unloaded.
3.1.1 Contributions
We model this service network design problem using a time-expanded network in which
arcs represent the loading, travel, waiting, and unloading of a vehicle and commodities
represent packages in a market, and show how this model can be formulated as an integer
program (IP). Since the IP cannot be solved in an acceptable amount of time for real-world
instances, we develop two heuristic algorithms for obtaining good-quality solutions: (1) a
metaheuristic, and (2) a hybrid matheuristic, which takes advantage of the strengths of the
metaheuristic and from an IP based heuristic proposed in [41]. Computational experiments
show that the hybrid matheuristic produces high-quality solutions in a reasonable amount
of time. The contributions of this research are summarized as follows:
• A new service network design variant is introduced for same-day delivery systems
in urban areas and a non-trivial integer programming model for its solution is devel-
oped;
• A metaheuristic and a hybrid matheuristic, which combines the strengths of the IP-
based heuristic and the metaheuristic, are designed and implemented; and
• The efficacy of the heuristics is demonstrated on a number of real-world instances.
The remainder of this chapter is organized as follows. In Section 3.2, we review rel-
evant prior research. In Section 3.3, we provide a formal description of the same-day
delivery system and present a model and formulation using an appropriately constructed
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time-expanded network. In Section 3.4, we introduce two heuristics: a metaheuristic, and a
hybrid matheuristic, which takes advantage of the strengths of the metaheuristic and from
an IP based heuristic approach. In Section 3.5, we present and interpret the results of an
extensive computational study. Finally, in Section 3.6, we finish with some final remarks.
3.2 Literature Review
Since we are not aware of any literature addressing the design of a service network for
same-day delivery of packages with loading and unloading capacities at hubs, we briefly
review literature on same-day delivery, on service network design for package express car-
riers, on service network design with other types of capacity limitations, and on advances
in solving service network design problems.
There is a growing body of literature on same-day delivery, but it is focused almost
exclusively on the delivery of packages from a fulfillment center, which gives rise to chal-
lenging dynamic routing and scheduling problems (see, e.g., [42], [43], [44], and [45]), but
is quite different from the same-day delivery environment studied in this thesis, which is
characterized by package flows between hubs. There is literature on courier operations and
dial-a-ride services in urban areas, which do involve taking packages or passengers from a
pickup location to a drop-off location (see, e.g., [46], [47], and [48]), but consolidation and
transfers are usually not as critical to feasibility and profitability as they are in the same-day
delivery environment under concern.
There is a fair amount of literature on optimizing the design and operations of package
express carriers service networks, but the focus has been on inter-city package flows rather
than same-day delivery of packages within a city. Examples include [9], [49], [50], and
[51].
Researchers have incorporated capacity limitations into service network design models
in a variety of transportation systems. In the context of an air transportation system, [52]
proposes a multi-commodity minimum-cost flow model on a time-expanded network which
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incorporates the arrival capacity at destination airport of flights. In the context of a maritime
transportation system, where the number of available berths in a port strongly impacts
the throughput capacity of a port, [53] formulate the dynamic berth allocation problem as
an integer multi-commodity network flow problem, using innovative flexible berth-space
utilization scheme based on blocking plans. In rail networks, the capacity of a classification
yard limits the formation of blocks, i.e., sets of railcars that travel together on part of their
journey from origin to destination. [54] formulate the blocking problem, i.e., the creation of
cost effective blocks, as a network design problem, with nodes and arcs representing yards
and candidate blocks, respectively. Limited yard capacity is incorporated by imposing
maximum in- and outdegrees on the nodes. In the context of service network design for
intercity package flows, [51] consider the (limited) sorting capacity at terminals.
Recent research advances in exact solution methods for solving service network de-
sign problems have come from iterative refinement techniques ([55], [56]) and branch-
and-price-and-cut algorithms ([57], [58]). More effective matheuristics, i.e., approaches
integrating metaheuristic concepts and mathematical programming techniques, continue to
appear. [59] present a matheuristic that iterates between linear programming and slope
scaling for multicommodity capacitated fixed-charge network design. [60] combine col-
umn generation, metaheuristic, and exact optimization techniques in dealing with service
network design with resource constraints. In liner shipping network design, [61] use an
integer program to search for improvements in their matheuristic. For less-than-truckload
load plan design, [62] develop an effective neighborhood search heuristic for solving a
natural integer programming model where a modified and restricted version of the integer
program is solved to find improving changes during each iteration of the matheuristic.
3.3 Problem Statement
Let D = (N,A) be a flat network with node set N modeling physical locations or hubs
and directed arc set A modeling travel between locations. A travel time τij ∈ N+ and a
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travel cost cij ∈ R+ are associated with each arc a = (i, j) ∈ A. Let K denote a set of
commodities to be served, each of which has a single source node ok ∈ N (later referred to
as the commodity’s origin), a single sink node dk ∈ N (later referred to as the commodity’s
destination), and a quantity qk ∈ R+ that needs to be routed from its origin to its destination
along a single geographic path Pk = (ok, . . . , dk) using a homogeneous fleet of vehicles
with capacityQ ∈ N+. We assume that qk ≤ Q for all k ∈ K. Commodity k ∈ K becomes
available at its origin at time ek ∈ N+ and is due at its destination at time lk ∈ N+. We
assume that each commodity k ∈ K will be loaded every time it departs from a hub i ∈ N
and will be unloaded every time it arrives at a hub i ∈ N . This assumption is in line
with practices at many package express carriers. It simplifies operations at hubs; selective
loading and unloading packages is prone to human error, especially under time pressure.
We assume the loading of vehicle takes τ̃l ∈ N+ and the unloading of a vehicle takes τ̃u ∈
N+. For ease of presentation, we assume these times are the same for all hubs, but it is easy
to accommodate hub-dependent loading and unloading times. Each hub i ∈ N has loading
capacity Li ∈ N+ and an unloading capacity Ui ∈ N+, which represent the maximum
number of vehicles that can be loaded and unloaded at the same time, respectively. We
assume that there is enough space at each hub for vehicles to wait if loading or unloading
cannot start upon arrival. Finally, we assume, without loss of generality, that a vehicle
departs as soon as it is loaded. Thus, a vehicle may only wait before it gets loaded or
before it gets unloaded.
The Service Network Design with Hub Capacities (SNDHC) problem seeks to deter-
mine a path Pk for each commodity k ∈ K and a vehicle schedule that implies loading
and unloading start times at each hub in the path Pk, such that the loading at the origin
hub starts at or after ek and the unloading at the destination hub starts at or before lk − τ̃u
and that satisfies the hub capacity constraints, i.e., for every hub i ∈ N and at any time
t ∈ [mink∈K ek,maxk∈K lk], there are no more than Li vehicles loading and no more than
Ui vehicles unloading. The restriction on the number of vehicles that can simultaneously
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be loaded and unloaded at a hub implies that the existence of a feasible solution is no
longer guaranteed. Therefore, the objective of SNDHC is to minimize the cost of a vehi-
cle schedule that maximizes the number of commodities for which a feasible path can be
found.
We use a time-expanded network to model SNDHC. We derive a time-expanded net-
work D = (N ,A ∪ H) from flat network D and a set of time points T =
⋃
i∈N Ti with
Ti = {ti1, . . . , tini}. The timed node setN has a node (i, t) for each node i ∈ N and t ∈ Ti.
The holding arc setH contains arcs ((i, tig), (i, tig+1)) for all i ∈ N and g = 1, . . . , ni−1. A
holding arc ((i, tig), (i, t
i
g+1)) models the possibility of holding packages at hub i for a pe-
riod of time while they wait to be loaded onto a vehicle. The movement arc set A contains
arcs of the form ((i, t), (j, t̄)), where (i, j) ∈ A, t ∈ Ti, and t̄ ∈ Tj . An arc ((i, t), (j, t̄))
models the possibility of sending packages from hub i to hub j with the loading of packages
starting at i at time t and the unloading of packages finishing at j at time t̄. This implies
that the vehicle departs from i at time t + τ̃l and waits at j from t + τ̃l + τij until t̄ − τ̃u.
(Thus, we must have that (t̄− τ̃u)− (t+ τ̃l) ≥ τij .)
Observe that arc ((i, t), (j, t̄)) and arc ((i, t), (j, t̄′)) represent a different set of activities
even though the vehicle travels at the exact same time (departing at i at t+ τ̃l and arriving at
j at t+ τ̃l + τij). This differs from most service network design problems, where it suffices
to model vehicle movements, i.e., have arcs of the form ((i, t), (j, t+ τij)). However, to be
able to accurately model the hub capacity constraints, it is necessary to explicitly embed
the loading and unloading of a vehicle into the arc. Different packages traveling from i to j
on their journey from their origin to their destination can start loading at i at the same time
t but start unloading at j at different times t̄ − τ̃u at t̄′ − τ̃u due to differences in waiting
time at j of the vehicle that transports them.
We use a time-expanded network D∆ derived from D with a regular time discretization
controlled by parameter ∆ ∈ N+. Specifically, we let Ti = {E∆, (E + 1)∆, · · · , L∆}
for all i ∈ N where E,L ∈ N+ with mink∈K ek/∆ − 1 < E ≤ mink∈K ek/∆ and
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maxk∈K lk/∆ ≤ L < maxk∈K lk/∆ + 1. In the time-expanded network D∆, for every
pair of nodes (i, t) and (j, t̄) where (i, j) ∈ A and (t̄ − τ̃u) − (t + τ̃l) ≥ τij , there is a
movement arc ((i, t), (j, t̄)) in A, i.e., we consider all possible loading and unloading time
options for every possible vehicle travel option. To handle the discretization of time, we
adopt a standard mapping that rounds up travel times, rounds up loading and unloading
times, rounds up commodity availability times, and rounds down times commodity due
times, so that a feasible solution to the service network design model on the time-expanded
network D∆ can always be converted to a feasible schedule in continuous time.
We denote the service network design problem with hub capacities defined on the time-
expanded network D∆ described above by SNDHC(D). Let ytt̄ij represent the number of
times arc (i, j) is used to accommodate dispatches that start loading at hub i at time t and
finish unloading at hub j at time t̄. Because multiple vehicles can perform the same move-
ment, the ytt̄ij variables have to be integer. Let x
ktt̄
ij represent whether commodity k ∈ K
travels on movement arc ((i, t), (j, t̄)). For convenience, let Ak and Hk denote the move-
ment and holding arc sets containing movement and holding arcs that can possibly be used
by commodity k ∈ K, respectively. Let N ′ be a timed node set that contains a node (i, t)
for each node i ∈ N and t ∈ T ′i where T
′
i = {mink∈Kek,mink∈Kek + 1, . . . ,maxk∈K lk}.
Because each commodity must follow a single path from its origin to its destination, the
xktt̄ij variables have to be binary. Finally, let zk be a binary variable indicating whether com-





















+zk (i, t) = (ok, ek),
−zk (i, t) = (dk, lk),
0 otherwise





ij ≤ Qytt̄ij ∀((i, t), (j, t̄)) ∈ A (3.1b)∑
((i,s),(j,s̄))∈A:t−τ̃l<s≤t





yss̄ij ≤ Uj ∀(j, t̄) ∈ N
′
(3.1d)
xktt̄ij ∈ {0, 1} ∀((i, t), (j, t̄)) ∈ Ak ∪Hk ∀k ∈ K (3.1e)
ytt̄ij ∈ N≥0 ∀((i, t), (j, t̄)) ∈ A (3.1f)
That is, SNDHC(D) problem seeks to maximize the total number of commodities to be
served on time in Phase 1, and to minimize the total travel cost in Phase 2 while ensuring
the maximum number of served commodities. Constraints (3.1a) ensure that each served
commodity departs from its origin after it becomes available and arrives at its destination
before it is due. The presence of holding arcs allows a commodity to arrive early at its
destination or depart late from its origin. Constraints (3.1b) ensure that a sufficient number
of vehicles is available for the commodities that are sent from hub i to hub j starting loading
at time t and completing unloading at time t̄. Constraints (3.1c) and (3.1d) ensure that
the number of vehicles that are loading or unloading simultaneously does not exceed the
specified hub capacity limits across all locations at any time during the planning horizon.
Constraints (3.1e) and (3.1f) define the variables and their domains.
Since there is a movement arc ((i, t), (j, t̄)) ∈ A for every pair of nodes (i, t) and (j, t̄)
with (i, j) ∈ A and (t̄ − wu) − (t + wl) ≥ τij , the number of variables xktt̄ij and ytt̄ij is
huge; prohibitively large for real-life instances. Furthermore, to ensure the hub capacity
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restrictions across all locations and at any time of the planning horizon, the number of
loading and unloading capacity constraints is huge too; prohibitively large for real-life
instances. Therefore, solving SNDHC(D), or even obtaining high-quality solutions, using




We start by discussing a multi-start iterated local search (MILS) metaheuristic for solving
instances of SNDHC(D). Its primary benefit is that it can quickly produce high quality
solutions. The shorter solve time allows MILS to be used for sensitivity analysis, as will
be discussed in Section 3.5.2.
MILS focuses on maximizing the number of commodities served and only uses cost
information for breaking ties. MILS has two main loops: an outer loop and an inner loop;
see Algorithm 1. In the outer loop, we perform ItOMAX iterations where, in each iteration,
we start from a greedy initial solution S and perform an iterated neighborhood search to
improve it, always keeping track of the best solution found during the execution of the
algorithm. After an initial solution has been constructed, an attempt is made to improve
that solution by iteratively examining pairs of hubs i and j that either have at least one timed
path that connects them, or for which there is a commodity originating at i and destined
for j that is not served in S. The inner loop terminates after ItImax consecutive iterations
without an improvement.
The loading and unloading operations at a hub can be viewed as a sequence of time
periods, each with a given start time. For implementation efficiency, such a sequence of
time periods is stored in a binary search tree, as illustrated in Figure 3.1. The binary search
trees allows us to quickly detect conflicts between any loading or unloading operations at
a hub, which is critical to ensure that the hub capacity constraints are respected. More
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Algorithm 1 Multi-Start Iterated Local Search
1: input: The sets of hubs and commodities and the travel time matrix
2: output: A set of paths S∗ serving a large number of commodities
3: S∗← {}
4: ItMS ← 0
5: while ItMS < ItOMAX do # Outer loop
6: S ← INITIALSOLUTION()
7: {P,R} ← RESETPROBABILITIES()
8: while termination criteria is not satisfied do # Inner loop
9: for all pairs of hubs (i,j) in random order do
10: S ← NEIGHBORHOODSEARCH(i, j, S, P, R)
11: S ← REMOVEINFEASIBLEPATHS(S)
12: S ← CONNECTPATHS(S)
13: if c1(S) > c1(S∗) then
14: S∗ ← S
15: end if
16: end for
17: P ← UPDATEPROBABILITIES(P,R)
18: end while
19: ItMS ← ItMS + 1
20: end while
21: return S∗
specifically, determining whether a given loading or unloading operation (a time period
with a given start time) can be added at a hub can be done inO(log w) time, where w is the
number of loading or unloading operations in the search tree. Updating the search tree, i.e.,
adding or deleting a loading or unloading operation, can also be done in O(log w) time.
A solution S is represented as a set of timed paths and an assignment of commodities
to these paths. Each timed path is composed of a sequence of sets of two actions: (1) a
vehicle loading period vli (the time period representing when vehicle v starts and finishes
loading at location i) and (2) a vehicle unloading period vuj (the time period representing
when the vehicle v starts and finishes unloading at location j. For example, a timed path
(i → j → k) is represented as the sequence {vli, vuj , vlj, vuk}, where each element is stored
in the binary search tree representing the activities at the loading or unloading dock used
by the vehicle.
Next, we will describe how we obtain an initial solution in each iteration of the outer
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Figure 3.1: Binary Search Tree representing the loading operations over time at a loading
dock of a hub
loop, the neighborhoods used in the local search procedure, and how the neighborhoods are
selected in the local search procedure.
Initial solution construction.
We start by listing all possible pairs of hubs (i, j) with i representing the origin of a com-
modity and j representing its destination, respectively, and partition them into three groups,
G1, G2 and G3, based on the travel time between the hubs. The travel time is short for pairs
in G1, moderate for pairs in G2, and long for pairs in G3. We start constructing the initial
solution S by processing the commodities associated with pairs in G1 in random order, one
by one. Given a pair (i, j) ∈ G1, we try to create feasible timed paths for all commodities
originating at i and destined to j (there can be more than one such commodity because
of the different service classes) departing as early as possible from i, always respecting
hub capacities and the available time at the origin and the due time at the destination. If a
feasible timed path is identified, then (i → j) is added to the list of timed paths. Before
considering the next pair, we check if the path (i → j) enables the creation of additional
paths, i.e., if a timed path (j → k) exists and the time path (i → j → k) is feasible, then
(i→ j → k) is created as it can potentially serve commodities originating at i and destined




MILS employs several neighborhoods to try and improve a given solution, each involving
simple modifications of timed paths or of loading and unloading sequences. The explo-
ration of the neighborhoods is exhaustive, i.e., the solution modifications or moves are
performed for all hub pairs (i, j), in random order. Whenever a pair of hubs (i, j) is se-
lected in the neighborhood search, we first check if all commodities originating from i and
destined for j are served. In case there is a commodity that is not served, we first try to
create a direct timed path from i to j at the earliest possible departure time from i. If no
direct timed path is possible, we try to create an indirect timed path (i → k → j), where
k is chosen randomly from among the hubs that are within given distance from either i or
j. Specifically, we check if there exists a timed path (k → j) that arrives at j before the
due time of the commodity and if it is possible to send a vehicle from i to k such that it
arrives at k in time, i.e., we only consider creating a new timed path from i to k. In case
all commodities are served, or, if we are unable to create paths for all the commodities that
are not yet served, we apply one of the following neighborhoods:
– MOVELOADINGPERIOD(i,j) and MOVEUNLOADINGPERIOD(i,j): Each neighbor-
hood tries to delay or advance (chosen with equal probability) the loading or unload-
ing periods of a timed path (i→ j) as much as possible. New docks may be assigned
at either i or j, if beneficial.
– CHANGELOADINGDOCK(i,j) and CHANGEUNLOADINGDOCK(i,j): Each neighbor-
hood tries to change the loading or unloading dock of a timed path (i→ j) in order to
create space at the dock to add new loading or unloading operations (which can then
be used for other timed paths). The start time of the loading or unloading operation
is kept the same.
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– SWITCHLOADINGPERIOD(i,j): The neighborhood tries to switch the loading opera-
tion of a direct timed path (i → j) with the loading operation of another, randomly
selected, direct timed path (i → k) at the loading dock. New unloading times and
docks may be assigned to the vehicles at both j and k, if necessary. The switch is
only performed if it does not affect the feasibility of the commodities assigned to the
timed paths.
– CROSSOVERPATHS(i,j): Let (i → k → j) and (l → m → j) be two distinct timed
paths in S. The neighborhood generates new paths by crossing over (i → k → j)
and (l → m → j) into two new paths: (i → m → j) and (l → k → j). The
crossover operation is only applied if the new paths are feasible and do not violate
the loading/unloading capacity constraints at the related hubs.
– SWITCHDIRECTPATH(i,j): The neighborhood tries to reassign the commodities on
the direct timed path (i → j) to an indirect timed path (i → k → j), where k is
randomly selected. If all commodities can (feasibly) be reassigned, then (i → j) is
removed from S, hence opening space for a new loading operation at hub i and a new
unloading at hub j.
– RE-ARRANGELOADINGPERIODS(i): Consider the hubs i, j and k and the movement
arcs u, v, and w shown in Figure 3.2a. Each movement arc reflects the time that the
loading starts and the time that the unloading finishes. The accompanying rectangles
represent the feasible times at which the loading can start, which are determined by
the latest time that one of the commodities transported becomes available at i and the
departure time at i that ensures an arrival at the time unloading starts. Next, assume
that there is a commodity that originates at k and is destined for j. In this example,
it is possible to create an indirect timed path (k → i → j) by starting the loading
of v earlier and starting the loading of w later (but the start times remain within their
respective windows, as shown in Figure 3.2b.
57
(a) Initial state of the loading operations (large rectangles) w,v and u in hubs i
and k, respectively, and the associated time windows [e, l] where w and v can
start loading. In this example, there is an unserved timed commodity path from
k to j.
(b) Final state of the loading operations in hub i after the neighborhood move
is applied. It is possible to create the indirect timed path (k → i→ j) by
starting the loading of v earlier and starting the loading of w later, while still
respecting the associated time windows.
Figure 3.2: Initial and final states of the loading operations at a hub after the neighborhood
move RE-ARRANGELOADINGPERIODS is applied.
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This neighborhood attempts to re-organize the loading operations at the loading dock
of hub i by solving a small integer program, which seeks to maximize the number of
potential new indirect timed paths for commodities not yet served while ensuring that
no existing timed paths become infeasible. For a given movement arc w originating
at hub i, let dw denote the destination, let ew denote the earliest time that loading of
w can start, let lw denote the latest time that loading of w can start, and let sw be
a variable that represents the time that the loading of w starts. Finally, let there be
a commodity that originates at k and is destined for dw that is not yet served and a







sw + τ̄l ≤ sy +M · (1− δwy) ∀w, y ∈ W , w 6= y (3.2a)
δwy + δyw = 1 ∀w, y ∈ W (3.2b)
ew ≤ sw ≤ lw ∀w ∈ W (3.2c)
sw ≥ ak,dwλk,dw ∀w ∈ W ,∀(k, dw) (3.2d)
λk ∈ {0, 1} ∀k (3.2e)
δwy ∈ {0, 1} ∀w, y ∈ W (3.2f)
sw ∈ R+ ∀w ∈ W (3.2g)
whereW is the set of movement arcs originating at i, λk,dw is a binary variable indi-
cating whether or not a new indirect timed path can be created to served a commodity
originating at k and destined for dw, δwy is a binary variable indicating whether or
not the start of the loading of w precedes the start of the loading of y, and M is a
large constant. Constraints (3.2a) and (3.2b) ensure that there are no overlaps be-
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tween loading periods, while constraint (3.2c) ensure that no existing paths become
infeasible, and constraint (3.2d) links the decision variables λk,dw and sw. Finally,
constraints (3.2e),(3.2f) and (3.2g) define the decision variables and their domains.
– RE-ARRANGEUNLOADINGPERIODS(i): This neighborhood is similar to the previ-
ous one, but now focused on re-arranging the unloading operations at an unloading
dock of hub i.
– OPENNEWLOADINGPERIOD(i): The neighborhood tries to re-arrange the loading
operations at a loading dock of hub i, again using a small integer program, now with
the goal of opening space for a new loading operation at the dock. The integer pro-
gram is similar to the one presented in RE-ARRANGELOADINGPERIODS. It has an
additional decision variable z representing the start time of the new loading opera-
tion and additional constraints that link the variable z to the latest possible time of







sw + τ̄l ≤ sy +M · (1− δwy) ∀w, y ∈ W , w 6= y (3.3a)
z + τ̄l ≤ sw +M · (1− δzw) ∀w ∈ W (3.3b)
sw + τ̄l ≤ z +M · (1− δwz) ∀w ∈ W (3.3c)
δwy + δyw = 1 ∀w, y ∈ W ∪ {z} (3.3d)
ew ≤ sw ≤ lw ∀w ∈ W (3.3e)
ekλk ≤ z ≤ lk −M · (1− βk) ∀k (3.3f)
λk + βk = 2γk ∀k (3.3g)
λk ∈ {0, 1} ∀k (3.3h)
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βk ∈ {0, 1} ∀k (3.3i)
γk ∈ {0, 1} ∀k (3.3j)
δwy ∈ {0, 1} ∀w, y ∈ W ∪ {z} (3.3k)
sw ∈ R+ ∀w ∈ W (3.3l)
z ∈ R+ (3.3m)
where ek is the earliest time that a vehicle can start loading at the hub in order to
carry commodity k, lk is latest time that a vehicle can start loading at hub i and finish
unloading at the destination of k before its due time, αk and βk are auxiliary binary
decision variables and γk is a binary decision variable indicating whether or not a
new indirect timed path can be created to serve commodity k. If new indirect timed
paths are possible for more than one such commodity, a single new direct timed path
is chosen randomly with equal probability.
– OPENNEWUNLOADINGPERIOD(i): This neighborhood is similar to the previous
one, but now focused on opening space for a new unloading operation at an un-
loading dock of hub i.
As the neighborhood moves, which are designed to find timed paths for commodities
that currently do not yet have a timed path, may also result in destruction of existing timed
paths before carrying out a move, we examine the difference between the number of com-
modities with a timed path before and after the the move is performed. If the number of
commodities with a timed path remains the same or increases, the move is performed, but
if the number of commodities with a timed path decreases, but not by more than a threshold
Tk, it is carried out with probability p. Finally, after performing a move, we first remove the
indirect timed paths that have become infeasible, using REMOVEINFEASIBLEPATHS(S),
and then try to create new indirect timed paths, using CONNECTPATHS(S).
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Neighborhood selection.
The probability that a neighborhood is selected depends on how many timed paths are
added/removed by the neighborhood throughout the execution of the metaheuristic. The
more successful a particular neighborhood is in creating new timed paths, the higher the
chance this neighborhood will be chosen in subsequent iterations. Let Pn be the current
probability of selecting neighborhood n and let Rn be the current reward associated to n,
i.e, the difference between the total number of timed paths added and removed when us-
ing neighborhood n in past iterations. When UPDATEPROBABILITIES(P,R) is called, the
selection probabilities associated with the neighborhoods are updated, as shown in Algo-
rithm 2, where N is the number of neighborhoods and η is a parameter determining how
aggressively we increase or decrease the probabilities based on the rewards vector. Be-
fore entering the inner loop, RESETPROBABILITIES() resets all probabilities and rewards
by setting {Pn = 1N , Rn = 0} ∀n ∈ N . In order to maintain an effective level of di-
versification, we reset all probabilities to the discrete uniform distribution U(1, N) if no
improvements were made to the current solution for ItIR consecutive iterations.
Algorithm 2 Update neighborhood selection probabilities
1: input: The probability and the rewards vectors P and R
2: output: The updated probability vector P .
3: P̄ ← P
4: W ← 0
5: for n = 1, · · · , N do
6: P̄n = Pn · eηRn
7: W ← W + P̄n
8: end for








The IP-based heuristic (IP-H) proposed in [41] solves multiple small hierarchical IPs de-
rived from the original IP presented in Section 3.3, which greatly reduces the computational
effort required for finding high quality solutions. This heuristic approach solves one hier-
archical IP for every hub that serves as origin or destination for at least one commodity in a
pre-specified sequence, where the goal is twofold: (1) maximize the number of commodi-
ties to be served that originate from or are destined to that hub and (2) minimize the cost of
the timed feasible paths assigned for such commodities. When processing a specific hub,
commodities originating from or destined to that hub are allowed to follow any feasible
timed path in the network, but commodities which have been assigned a feasible path in
previous processed hubs in the sequence are forced to follow either the previously assigned
path or a direct path from the commodity’s origin to its destination.
Given that this IP-heuristic processes hubs in a given sequence, it is obvious that this se-
quence has an impact on the quality of the resulting solution. Therefore, in this section, we
propose a hybrid matheuristic (H-MAT), in which solutions produced by the metaheuristic
are used to guide the IP-heuristic. More specifically, the solutions produced by the meta-
heuristic are used to (1) adjust the sequence in which the hubs are processed, and (2) adjust
the (geographic) paths options considered for commodities when a hub is processed.
To control the solution time, we divide the processing of hubs in stages. There will be
G stages and each stage involves the processing of a certain number of hubs. The “staging”
can be represented by a vector (m1,m2, . . . ,mG) withmg > 0 and
∑G
g=1mg = |N |, where
mg represents the number of hubs processed in Stage g. In Stage g, we start by running
MILS, where we enforce that commodities that are served in the latest solution (obtained
when processing the last hub in Stage g − 1) have to remain served, and recording the
commodities that are served in its solution. Then, the hubs are sorted in nondecreasing
order of the number of commodities served that originate from or are destined to the hub,
and the first mg as-yet unprocessed hubs are selected to be processed (one by one).
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Let K1h ⊆ K denote the set of commodities for which h is either the origin or the




k∈K:dk=h k. Let K
2
h ⊆ K\K1h denote the set of
commodities (for which h is not the origin or the destination) which have been assigned
a feasible path when the previous hub in the sequence was considered (if h is the first
hub in the sequence, then K2h = ∅). The set of commodities considered for hub h is
Kh = K
1
h∪K2h. When processing hub h, each commodity k ∈ K1h is allowed to follow any
feasible timed path, and each commodity k ∈ K2h is forced to follow either (1) the direct
path from the commodity’s origin ok to its destination dk, or (2) the previously assigned
geographic path P k′ , or (3) the geographic path in the MILS solution. The arc sets Ahk
andHhk for k ∈ Kh and Ah andHh are defined as before. Algorithm 3 shows the pseudo-
code for H-MAT.
Algorithm 3 Hybrid Matheuristic
1: input: The sets of hubs, commodities, the travel time/distances between hubs, the
number of stages |G| and parameter vector M
2: output: The set of timed paths S∗
3: while not all hubs i ∈ N have been processed do
4: Run Algorithm 1 while making sure that previously served commodities remain
served, and record served commodities and their assigned geographic paths in the
updated best MILS result
5: Sort hubs based on the number of served commodities that origin from or destine to
the hub in the updated best MILS result (ascending)
6: Choose the first mg ∈ M unprocessed hubs in the sort as the next mg ∈ M hubs in
the hub sequence Ñ to process
7: for hub h in the new chosen mg hubs do
8: identify commodity set Kh
9: identify integrated arc set Ahk and holding arc setHhk for every k ∈ Kh
10: solve the arc-based hierarchical model
11: end for
12: g = g + 1
13: end while
14: return S∗
The advantage of H-MAT over IP-H is that the sequence in which the hubs are pro-
cessed is determined dynamically and informed by the solution produced by MILS and
that for commodities k ∈ K2h another geographic path is considered (the geographic path it
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uses in the MILS solution).
3.5 Computational Study
3.5.1 Instances
The proposed algorithms were used to solve real-world instances of SF Express, each repre-
senting same-day delivery service offerings in one of China’s mega-cities. A representative
day was used to define the demand to be served by a fleet of homogeneous vehicles, each
with a capacity of 400 packages. The demand consists of a set of commodities, each spec-
ifying an origin hub, a destination hub, a number of packages, the time the packages are
available at the origin hub, and the time the packages are due at the destination hub. Pack-
ages that have the same origin and destination hub, but that become available at different
times or that have different due times are considered to be different commodities; this hap-
pens when more than one service product is offered in a market (e.g., “12-18 service” and
“14-20 service”). For each hub, a limit on the maximum number of vehicles that can be si-
multaneously loaded and that can be simultaneously unloaded are given. A commodity will
be loaded every time it departs from a hub and unloaded every time it arrives at a hub; each
loading or unloading operation takes 10 minutes. Tables 3.1 and 3.2 summarize the char-
acteristics of the four instances. For each instance, the demand information includes the
number of commodities to be served (|K|), the length (hours) of the planning period (|T |),
i.e., |maxk∈K lk−mink∈Kek|, the average and standard deviation of the number of packages
per commodity (q̄k, q̃k), the average and standard deviation of the time that commodities
become available (ēk, ẽk), the average and standard deviation of the time commodities
are due (l̄k, l̃k), the average and standard deviation of the direct travel time (minutes) for
the commodities (τ̄k, τ̃k), and an upper bound on the number of commodities that can be
served (|K′|). For each instance, the network information includes the number of hubs
(|N |), the average and standard deviation of the travel time (minutes) and the distance
(kilometers) between hubs (τ̄ij , τ̃ij , c̄ij , c̃ij), and the average and standard deviation of the
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unloading and loading capacity of the hubs (Ūi, Ũi, L̄i, L̃i). Instance C and D correspond
to representative days of different seasons in the same city.
Table 3.1: Demand characteristics of the test instances
Instance Demand
|K| |T | q̄k q̃k ēk ẽk l̄k l̃k τ̄k τ̃k |K′|
A 270 2.5 32 28 13:09 15 15:02 8 43 13 264
B 986 1.75 34 32 13:15 0 15:12 15 44 13 980
C 1291 5.6 29 20 13:38 55 16:58 58 60 22 1286
D 1779 5.6 29 19 13:38 55 16:56 58 56 21
Table 3.2: Network characteristics of the test instances
Instance Network
|N | τ̄ij τ̃ij c̄ij c̃ij Ūi Ũi L̄i L̃i
A 17 43 14 25 13 4 0 3 0
B 32 44 13 26 12 5 2 4 3
C 31 58 23 29 16 3 0 3 0D
3.5.2 Analysis
We compare the performance of the proposed algorithms, i.e., the IP-based heuristic (IP-
H), the metaheuristic (MILS) and the hybrid matheuristic (H-MAT), on the set of instances
described in Section 3.5.1. IP-H was coded in Python and uses Gurobi 8.1.1 to solve integer
programs. MILS was coded in C++ and uses IBM CPLEX Optimizer 12.6 to solve integer
programs. All experiments were performed in a single thread of a dedicated Intel Xeon
ES-2630 2.3GHz processor with 50GB RAM running Red Hat Enterprise Linux Server
7.4.
Preliminary computational experiments were used to determine values for the param-
eters of MILS that ensure good quality solutions are found in under three hours for the
larger instances. Based on these experiments, we set ItOmax = 10, It
I
max = 500, Tk =
−1, p = 0.05, ItIR = 100 and η = 0.005. For a more comprehensive analysis on how
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different values of η affect the performance of MILS, see Appendix B. The maximum time
allowed for solving the integer programs was set to five seconds and the incumbent solu-
tion is discarded when the time limit is exceeded and when the integrality gap is more than
10%. The maximum distance for choosing an intermediate hubs was set to 3
4
of the average
distance between hubs. The same set of parameter values was used when running MILS
within H-MAT.
Geographic paths for commodities are allowed to use at most one intermediate hub.
The integer programs solved by IP-H and H-MAT are based on a time-expanded network
with a homogeneous time discretization of 2 minutes. To control the number of variables in
the integer programs solved by IP-H and H-MAT, the maximum waiting time embedded
in a movement arc is 15 minutes for instances A and B and 10 minutes for instances C
and D. Moreover, a maximum solution time of 4 hours is imposed for each phase of the
hierarchical optimization and in the second phase we seek a solution that is within 5% of
optimality. MILS uses a time discretization of 1 minute.
The stages in H-MAT are defined by vector (4, 4, 3, 3, 3) for instance A, (7, 7, 6, 6, 6)
for instance B, and (7, 6, 6, 6, 6) for instances C and D. The reason for using five stages is
to control the overall solution time (by invoking MILS only five times). We process fewer
hubs in the later stages because finding a timed path for a commodity is more difficult
towards the end and we benefit from more frequent adjustment of the geographic paths
considered for commodities.
In order to assess the performance of the proposed algorithms, we report the following
statistics for the best solutions produced by each algorithm: the number of commodities
served (|KS|), the total travel cost (C), the number of commodities served using direct
paths (|KSd |), the number of commodities served using indirect paths (|KSi |), the average
number of segments per path for commodities served (|GS| ), the average travel time (min-
utes) of the indirect paths for commodities served (τSi ), the average direct travel time for




and the solve time, in hours (TT ).
Table 3.3: Performance of the Proposed Algorithms









MILS 264 3909.11 143 121 1.46 65.21 45.03 58.33 0.21
IP-H 264 3900.73 149 115 1.44 62.03 42.89 60.67 0.38
H-MAT 264 3726.94 144 120 1.45 63.58 42.96 60.17 1.56
MILS 965 11553.48 395 570 1.59 62.52 43.10 55.52 1.43
B IP-H 971 13339.52 542 429 1.45 63.76 41.88 65.53 15.78
H-MAT 975 12181.09 498 477 1.49 63.18 41.35 64.36 41.50
MILS 1233 17408.90 606 627 1.51 79.80 58.15 67.98 2.64
C IP-H 1275 20720.57 744 531 1.42 78.22 58.10 75.38 38.08
H-MAT 1282 18120.13 668 614 1.48 79.58 56.90 79.11 71.56
MILS 1626 21477.84 890 736 1.45 76.20 52.05 55.96 3.00
D IP-H 1674 20826.99 884 790 1.47 75.14 50.90 70.54 118.93
H-MAT 1689 20059.50 851 838 1.50 74.20 51.29 69.92 174.91
The results can be found in Table 3.3. We observe that MILS is significantly faster than
IP-H and H-MAT, but the efficiency comes at the price of serving fewer commodities. H-
MAT produces the best solutions, but the quality comes at the price of taking a long time
(175 hours for Instance D). Interestingly, H-MAT produces solutions in which the largest
number of commodities is served, but also with a low cost; the cost is always less than the
cost of the solutions produced by IP-H and also less than the cost of the solutions produced
by MILS for Instance A and Instance D.
We also see that in the best solutions most commodities that are served are served us-
ing a direct path. The tight service constraints, i.e., the difference between due time and
available time, implies that relatively few indirect paths, which involve one additional un-
loading operation and one additional loading operation, and, potentially, additional waiting
time at the intermediate hub, are feasible. As expected, the average direct travel time of
the commodities that are not served is high compared to the average direct travel time of
the commodities that are served and the average travel time between hubs. Here too, this is
due to the tight service constraints, as this implies that (too) few options are available for
these commodities.
Next, we examine the differences in the solutions produced by the three algorithms
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from a capacity utilization perspective. Figure 3.3 shows the average utilization of loading
(or unloading) capacity across the hubs at different times during the planning period, where
the capacity utilization at a point in time is computed as the number of docks occupied at
that time divided by the number of docks available at that time.
The most striking feature of the graphs shown is the difference between instances A
and B and instances C and D. For Instance C and D, with a relatively long planning period,
we see two loading and two unloading peaks, clearly reflecting the use of indirect timed
paths, i.e., the use of hubs to transfer packages. For Instance A and B, with a relatively
short planning period, we see that it is critical to get packages moving as soon as possible
and the loading capacity in the early part of the planning period is almost fully utilized, and
that we need all the available time as the unloading capacity in the late part of the planning
period is almost fully utilized. We also observe that the solution produced by H-MAT
utilizes less loading and unloading capacities than the solution produced by IP-H, while
serving more commodities, which indicates that hub capacities are used more effectively.
Many interacting factors affect our ability to serve the commodities and understanding
which of these factors more strongly impact our ability to serve commodities is infor-
mative and valuable. MILS is most suitable for carrying out such an investigation as it
is more efficient. More specifically, we explore three scenarios, in which we relax one
factor: (i) we reduce the loading and unloading time of a vehicle from 10 to 8 minutes
(REDLOADUNLOADTIME), (ii) we increase the due time of each commodity by 10 min-
utes (INCRDUETIME), and (iii) we modify the loading and unloading capacity at each hub
during the first and last ten minutes of the planning horizon by making all docks available
for loading in the first ten minutes and making all docks available for unloading in the last
ten minutes (ADJLOADUNLOADCAP).
The results can be found in Table 3.4. As expected, reducing the loading and unloading
times of vehicles, adjusting the loading and unloading capacities at hubs, and extending the
due time of commodities all enable more commodities to be served. For Instance B, we
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(a) Loading capacity utilization for Instance A (b) Unloading capacity utilization for Instance
A
(c) Loading capacity utilization for Instance B (d) Unloading capacity utilization for Instance
B
(e) Loading capacity utilization for Instance C (f) Unloading capacity utilization for Instance
C
(g) Loading capacity utilization for Instance D (h) Unloading capacity utilization for Instance
D
Figure 3.3: Average hub capacity utilization.
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Table 3.4: Sensitivity Analysis for Operational Constraints









DEFAULT 965 11553.48 395 570 1.59 62.52 43.10 55.52
REDLOADUNLOADTIME 986 10023.49 396 590 1.60 66.69 42.78 -
INCRDUETIME 984 9419.64 391 593 1.60 68.08 41.51 64.00
ADJLOADUNLOADCAP 986 9998.82 400 586 1.59 66.19 42.13 -
C
DEFAULT 1233 17408.90 606 627 1.51 79.80 58.15 67.98
REDLOADUNLOADTIME 1289 18163.38 654 635 1.49 85.33 59.02 73.50
INCRDUETIME 1289 17999.60 649 640 1.50 84.74 58.62 61.50
ADJLOADUNLOADCAP 1291 19677.67 705 586 1.45 84.42 59.29 -
are not only able to serve more commodities, but we are also able to do it at less cost. For
Instance C, we see that minimally adjusting loading and unloading capacities at the hubs
(only in the first and last ten minutes) allows the maximum number of commodities to be
served, mostly because it allows many more commodities to be served using a direct path.
Recall to that MILS always tries to create a direct path between pairs of hubs first, and
only if a direct path is not possible due to the hub capacity constraints, it tries to create
an indirect path. For this instance, we also see that serving more commodities comes at a
significant cost; an increase of less than 5% in the number of commodities served comes
at an increase in cost of more than 13%. Overall, these results demonstrate that serving all
commodities is very challenging when hub capacity constraints are tight.
3.6 Final remarks
Same-day and instant delivery services are the fastest growing business segments of pack-
age express carriers. These services are typically offered in urban areas and require effec-
tive consolidation to be profitable. Consolidation can only be achieved by operating hub
networks and because real-estate prices in urban areas are high (and are expected to go up
even more), it is only possible to operate relatively small hubs and these hubs are likely
to have limited loading and unloading capacity (and limited space for vehicles waiting to
be loaded or unloaded). We have introduced a variant of the traditional service network
design problem that incorporates loading and unloading capacity limits at hubs to study
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these new delivery environments and have proposed and analyzed different heuristic solu-
tion approaches. Much more needs to done to be able to provide truly effective decision
support for companies operating in this space. Most importantly, recognizing that many
of the model parameters are uncertain, e.g., vehicle loading and unloading time and travel
times between hubs, and developing solution approaches that go beyond using “guessing”
parameter values or using point estimates as parameter values.
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CHAPTER 4
INCREMENTAL NETWORK DESIGN WITH MULTI-COMMODITY FLOWS
4.1 Introduction
In incremental service network design problems, we assume that an initial service network
design and a target service network design are provided, and we seek, in a fixed number
of steps, to transition from the initial service network design to the target network design,
where the goal is to maximize or minimize an objective function defined over the entire
transition period (e.g., we want maximize the sum of the profits made in each of the tran-
sition periods). This class of problems is especially relevant for less-than-truckload and
package express transportation carriers, which regularly evaluate the design and operations
of their service networks prompted by a change in (forecast) demand or simply by a desire
to identify cost savings. Given that a service network redesign may result in significant
changes in the operations and may require significant investments, the transition to a new
target design typically occurs gradually, in a number of phases. Furthermore, given that
there will be a gradual transition from an initial service network to a target service network,
it becomes important to properly sequence the changes as the sequence directly affects the
operational costs and the profit during the entire transition period.
In this chapter, we study a novel incremental network design problem motivated by
the expansion of hub capacities in package express service networks. We are given an
initial and a target service network design, defined by a set of nodes, arcs, and origin-
destination demands (commodities), and we seek to find a transition from the initial service
network to the target service network. In the target service network design, the capacity of
a subset of arcs has been increased (hub capacities can be modeled as arcs in the network).
In each period, the capacity of a single arc can be increased and the cost in a period is
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given by the solution to an unsplittable multi-commodity flow problem. Our objective is to
find a sequence of arc capacity expansions such that the total cost during the transition is
minimized.
4.1.1 Contributions
We introduce a novel incremental network design problem motivated by the expansion
of hub capacities in package express service networks: the incremental network design
problem with multi-commodity flows. We model the problem as an integer program, pro-
pose and analyze greedy heuristics and develop an exact solution approach. In the greedy
heuristics, we determine the sequence of expansions by selecting arcs based on: (1) the
size of expansion (static), and (2) the largest immediate reduction in flow cost (dynamic).
For finding optimal solutions, we propose a depth-first search partial enumeration algo-
rithm that explores partial sequences of expansions in a depth-first search manner, where,
for each partial sequence, we compute: (1) the cost associated with the partial sequence,
and (2) upper and lower bounds on the costs of the remaining transition periods, which are
used to curtail the enumeration of all partial sequences. We provide worst-case analyses
for the greedy heuristics and compare the efficacy of the algorithms to solving the integer
programming formulation of the problem using a commercial solver. Finally, we use the
proposed methodology to solve instances of the hub capacity expansion problem derived
from real-world data from a large package express carrier. We also consider a variant of
the problem in which temporary capacity expansions are allowed. The contributions of this
research are summarized as follows:
• A new incremental network design problem is introduced, motivated by multi-phase
hub capacity expansion in package express service networks;
• A number of greedy heuristics and an exact algorithm are designed, implemented,
and analyzed;
• A computational study using instances derived from real-world data of a large pack-
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age express carrier is conducted, and;
• A variant allowing temporary capacity expansions is analyzed.
The remainder of this chapter is organized as follows. In Section 4.2, we review relevant
prior research on incremental network design and capacity expansion problems. In Section
4.3, we provide a formal description of (general) incremental network design problems and
of the incremental network design problem with unsplittable multi-commodity flows. In
Sections 4.4 and 4.5, we propose greedy heuristics to quickly obtain high quality solutions
and an exact approach to obtain optimal solutions, respectively. In Section 4.6, we present
and interpret the results of an extensive computational study. In Section 4.7, we present
and discuss a variant of the incremental network design problem with unsplittable multi-
commodity flows in which we are allowed to temporarily expand the capacity of arcs in the
network. In Section 4.8, we conduct a computational study using a hub capacity expansion
instance derived from real-world data of a large package express carrier. Finally, in Section
4.9, we finish with final remarks.
4.2 Literature Review
Since we are not aware of any literature addressing the incremental network design problem
with multi-commodity flows, we briefly review literature on capacity expansion problems
and on incremental network design problems.
There is a wide variety of capacity expansion problems covered in the literature for
different types of service networks. For example, in the context of telecommunication net-
works, [63] proposes a heuristic approach for finding the least cost alternative of installing
additional concentrators at the nodes and cables on the links of the network in order to meet
an increasing demand. In the context of water distribution systems, [64] proposes capacity
expansion alternatives to an existing water distribution system in order to improve the effi-
ciency of water supply. For large urban transportation networks, [65] and [66] propose dif-
ferent strategies for opening new links and adding capacity to existing links in the network
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in order to minimize congestion. In gas transportation networks, [67] presents techniques
for finding the optimal location of pipeline segments to be expanded and the optimal size of
these expansions such that investment costs on an existing gas transportation network are
minimized. There is also a fair amount of literature purely focused on facility expansion
problems concerned with the timing of facility expansions to meet increasing demand (see,
e.g.,[68], [69] and [70]). These problems, however, are focused almost exclusively on find-
ing the set of necessary expansions/changes in the service network design in order to meet
the desired goals, and do not investigate how to gradually transition from the current state
of the network to a provided target network design. For a more broad survey on capacity
expansion problems covered in the of field Operations Research, see [71].
Incremental network design problems, which integrate both network design and schedul-
ing problems, were originally introduced in [72] and [73]. In the context of electrical power
grids, there is a fair amount of literature on incremental network design problems where
the objective is to convert the current design of an electrical power grid into a smart grid,
where resource and budget constraints allow only a limited number of upgrades per time
period (see, e.g., [74] and [75]). Another example of incremental network design problems
often studied in the literature is the one faced by managers of critical civil interdependent
infrastructure systems of restoring essential public services after a non-routine event causes
disruptions in the system. In this context, the objective is to determine a set of tasks to be
completed, assign these tasks to work groups, and then determine the schedule of each
work group to complete the tasks assigned to it such that a quality measure over the entire
horizon of the restoration plan is maximized (see, e.g.,[76] and [77]).
In a setting more similar to the one we consider, [78] studies an incremental network
design with maximum flows problem where, given a current network design defined over a
set of nodes and arcs with fixed integer capacity, the goal is to build new arcs in the network
from a set of fixed potential arcs, one at a time, such that the maximum flow in the network
increases and the cumulative performance, i.e., the sum of the performance measures of the
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networks in all time periods, is maximized. The authors propose different integer program-
ming formulations for its solution and a set of greedy heuristics to find a good sequence
of arcs to build in the network and meet the desired goal. The worst-case analyses for the
greedy heuristics are also presented. Other incremental network design problems where,
in each period, one or more arcs from a set of potential arcs are built in the network and
classical network problems have to be solved with the overall goal of minimizing or maxi-
mizing performance metrics over the entire transition period include: incremental network
design with shortest paths [79] and incremental network design with minimum spanning
trees [80]. In these settings, the network optimization problems solved in each period are
all polynomially solvable. However, the incremental network design version may be NP-
complete (e.g., [79] and [81]). When a single arc is built in each period, the authors in [80]
show that the incremental network design problem with minimum spanning trees can be
solved efficiently using a greedy heuristic.
4.3 Problem Statement
We start by illustrating the concepts of incremental network design problems mathemati-
cally. Let x be a decision vector representing a service network design (e.g., the location
and type of facilities, the shipment flow paths, etc.). Let p ·x represent the profit of a design
x and let Ax ≤ b represent feasibility constraints (i.e., constraints on the service network
design). Finally, let x0 and xT represent an initial and a target network design, respectively,
and let T be the number of transition periods (e.g., we want transition from an initial design
to a target design in T quarters, or if a target network design has T additional hubs, we want
to add the new hubs one by one). Then, we are seeking intermediate network designs xi
such that
x0 → x1 → x2 → · · · → xT−1 → xT .
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Each step xj−1 → xj of the transformation process corresponds to a separate design prob-
lem with constraints
Axj ≤ b
|xj − xj−1| ≤ ∆,
where the constraint |xj − xj−1| ≤ ∆ reflects that only limited adjustments to design xj−1





This captures the fact that we want to maximize the profit over the entire transition period,
which is not necessarily the same as maximizing the profit in each individual transition
period. By maximizing the increase in profit in a single period, we may put ourselves in a
position that makes it difficult to achieve additional profit in the next period (because we are
restricted in the changes we can make to the design in each period). Additional constraints
can be added to the model representing company goals/policies, e.g., p · xj ≥ p · xj−1
(profits are not allowed to decrease in any step).
Next, we provide a formal description of the incremental network design problem with
multi-commodity flows. Let x0 be the initial design representing a multi-commodity flow
solution for a commodity set K to be served on a directed network G0 = (N,A) with node
set N and arc set A. For each arc a ∈ A, ca ∈ R+ represents the cost of sending one unit of
flow through the arc and ua ∈ Z+ is the (integer) capacity of the arc. Furthermore, let xT be
the target design, representing a multi-commodity flow solution for the same commodity
set K on the directed network GT = (N,A) with the same set of nodes and arcs as G0, but
with a subset of arcs Â ⊆ A with expanded capacity ua + wa, where wa ∈ Z+ represents
the additional capacity of arc a ∈ Â. For each k ∈ K, let ok ∈ N denote the commodity’s
origin, let dk ∈ N denote the commodity’s destination, and let qk ∈ R+ denote that quantity
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that needs to be routed from the origin to the destination of the commodity k along a single
path (i.e., we consider the unsplittable variant). We assume that qk ≤ ua for all k ∈ K.
Finally, let T = |Â| be the length of the transition period.
We will seek for the optimal transition of the initial network design to the target network
design in T steps where, in each step, we expand the capacity of exactly one arc in Â
and record the multi-commodity flow costs in the modified network. The objective is to





where z(xt) denotes the multi-commodity flow cost in the intermediate design at period
t. Note that we do not consider the multi-commodity flow costs in the initial and target
network designs since these are sunk costs.
The problem can be formulated as an integer program. Let xta,k be a binary decision
variable representing sending all units from a commodity k ∈ K through the arc a ∈ A
at a time period t (xta,k = 1) or not (x
t
a,k = 0). Let y
t
a be another binary decision variable
indicating that the arc a ∈ Â has its capacity increased by wa units at time t (yta = 1) or not
(yta = 0). We formulate the incremental network design problem with multi-commodity
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qk · xta,k ≤ ua, ∀t = 1, . . . , T − 1, a ∈ A \ Â (4.3)∑
k∈K
qk · xta,k ≤ ua + yta · wa, ∀t = 1, . . . , T − 1, a ∈ Â (4.4)
yta ≤ yt+1a , ∀t = 1, . . . , T − 2, a ∈ Â (4.5)∑
a∈Â
yta = t, ∀t = 1, . . . , T − 1 (4.6)
xta,k ∈ {0, 1}, ∀t = 1, . . . , T − 1, a ∈ A, k ∈ K (4.7)
yta ∈ {0, 1}, ∀t = 1, . . . , T − 1, a ∈ Â (4.8)
Constraints (4.2) and (4.3) are the typical integer multi-commodity flow constraints, where
the flow assignment decision variables are also indexed by time period. For every arc
a ∈ Â and time period t, Constraints (4.4) ensures that the capacity of the arc is increased
by wa units if the arc is selected for expansion at or before time period t. Constraints
(4.5) ensures that if the capacity of the arc a ∈ Â is selected for expansion by time t
(yta = 1), then all decision variables y
t̄
a for t < t̄ ≤ T − 1 will also be set to one (i.e.,
yt+1a = 1, y
t+2
a = 1, . . . , y
T−1
a = 1). Constraints (4.6) ensures that exactly one arc a ∈ Â
is selected for expansion at each time period. The objective function aims to minimize the
total transition costs from the initial network design to the target network design, where the
associated cost for each time period t is given by the solution of a integer multi-commodity
flow problem. The integrality constraints of the xta,t decision variables (Constraint 4.7)
ensure unsplittable flows for commodities. We denote this formulation by INCMCF.
Proposition 1. Let z(x0) and z(xT ) be the multi-commodity flow costs of the initial and
target network designs, respectively, and let z∗ be the optimal transition costs from the
initial to the target network design (representing the T−1 intermediate transition periods).
Then, (T − 1)z(xT ) ≤ z∗ ≤ (T − 1)z(x0).
Proof. Given that z(xt) is a monotonic non-increasing function with respect to the multi-
commodity flow costs in the intermediate designs along consecutive transition periods
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(which follows from wa ∈ Z+), then the lowest and highest possible values for z(x) are
achieved in xT and x0, respectively. Thus, both sides of the inequality represent trivial
lower and upper bounds for z∗.
4.4 Greedy Heuristics
4.4.1 By size of expansion
Expanding the capacity of arcs by size of expansion, from highest to lowest, is a natural
greedy strategy (GREEDYSIZEEXP-HL). A large increment in capacity suggests that more
commodity paths can benefit from using the expanded capacity, which can reduce the cur-
rent flow costs, but also future flow costs (i.e., in subsequent transition periods). We start
by sorting the arcs in Â by size of expansion, from highest to lowest. For each transition
period t, we expand the capacity of a single arc in the network following the order in the
sorted list and re-compute the multi-commodity flow costs in the modified network. That
is, we solve T − 1 multi-commodity flow problems, one for every transition period. The
greedy heuristic is described in Algorithm 4. GREEDYSIZEEXP-HL break ties by selecting
the arc with largest number of commodity paths using the arc and, if that does not resolve
a tie, by selecting an arc at random (with equal probability).
Algorithm 4 GREEDYSIZEEXP-HL
input:Â - set of candidate arcs for expansion
output: c̄ - upper bound on the total transition costs
1: c̄← 0
2: Sort Â by size of expansion, from highest to lowest
3: for each transition period t = 1, . . . , T − 1 do
4: â← {Ât}
5: uâ ← uâ + wâ
6: x̄← SolveMCF(·)
7: c̄← c̄+ z(x̄)
8: end for
9: return c̄
Figure 4.1a shows an example of an instance representing the worst case scenario for
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GREEDYSIZEEXP-HL. In the figure, the cost of each arc is shown in black, the original
capacity of each arc is shown in blue, and the size of the expansion for the three arcs to
be expanded is shown in red (i.e., for arcs AB, BC and CD). There are three commodities
with unit demand and origin-destination pairs: AD, BD, and CD. The initial and target
network designs are depicted in Figures 4.1b and 4.1c, with flow costs 3L+ 7ε and L+ 3ε,
respectively (the arcs with flow are shown in green). Increasing the capacity of arcs by
size of expansion, from highest to lowest (CD, then BC, then AB), yields a total transition
cost of (3L + 5ε) + (3L + 3ε) = 6L + 8ε. The cheapest transition costs, however, is to
expand the capacity of arcs from lowest to highest size of expansion (AB, then BC, then
CD), resulting in a total cumulative flow cost of (L + 9ε) + (L + 6ε) = 2L + 15ε (we
assume L  3ε). This example can be generalized to a family of worst case instances for
larger values of T (and larger sets K) by adding new small rectangles of side ε to the base
of the outer rectangle of size L as shown in in Figure 4.2. Let zGHL be the total cumulative
flow costs by expanding arcs by size of expansion, from highest to lowest. We can express




(k + 2)ε (4.9)













Proposition 2. In the worst case, GREEDYSIZEEXP-HL gets arbitrarily close to (T −
1)z(x0).
Proof. Consider the family of instances shown in Figure 4.2. By Proposition 1, we have
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(a) Worst case example for GREEDYSIZEEXP-HL
(b) Initial network design (c) Target network design
(d) First intermediate design using
GREEDYSIZEEXP-HL
(e) Second intermediate design using
GREEDYSIZEEXP-HL
(f) First intermediate design in the optimal
solution
(g) Second intermediate design in the optimal
solution
Figure 4.1: Worst case example for GREEDYSIZEEXP-HL with three origin-destination
pairs with unit demand each (AD, BD and CD), showing the initial and target network
designs and the intermediate designs obtained using the greedy heuristic and in the
optimal solution.
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Figure 4.2: Family of worst case instances for GREEDYSIZEEXP-HL
that z∗ ≤ zGHL ≤ (T − 1)z(x0). From (4.9) and (4.11) we obtain:





















= (T − 1) · (3L+
T−1∑
k=1



















= (T − 1)z(x0)− γε
≤ (T − 1)z(x0)





(T − 1)z(x0)− γε
= (T − 1)z(x0)
Figure 4.3 shows an example of the worst case scenario for choosing arcs for expansion
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in the opposite sorting direction, from lowest to highest size of expansion, which we do
in GREEDYSIZEEXP-LH. We consider again three different origin-destination pairs, with
unit demand each (AD, BD and CD). Using a proof similar to the one for Proposition 2, we
can show GREEDYSIZEEXP-LH also achieves a tight upper bound on the transition costs
zGLH of zGLH ≤ (T − 1)z(x0) in the worst case when ε goes to zero.
4.4.2 By largest reduction in flow costs
As we have seen, a weakness of GREEDYSIZEEXP is that there can be periods in which
there is little or no reduction in the period flow costs. In order to overcome this weakness,
we next explore a second greedy heuristic that focuses on the immediate reduction in flow
costs rather than the size of the capacity expansion (GREEDYCOSTRED). The main idea
is to identify, for each arc for which we can expand the capacity, a set of commodities that
are likely to benefit from being able to use the added capacity and then choose the arc that
yields the (potential) largest anticipated benefit.
More specifically, for each transition period t, let Ât be the subset of arcs that is still
available for expansion at period t, pk,t−1 be the path assigned to a commodity k ∈ K
at period t − 1 and fa,t−1 be the flow going through a at period t − 1. Furthermore, let
p∗k,a be the shortest path connecting the origin to the destination of commodity k that uses
arc a. For each candidate arc a ∈ Ât and commodity k ∈ K, we start by computing the
difference between the cost of pk,t−1 and the cost of p∗k,a, i.e., rk,a,t = [c(pk,t−1)− c(p∗k,a)]+.
Once the values rk,a,t are computed for all commodities, we compute for each arc a the
sum sa,t =
∑
rk,a,t, starting from the highest to lowest values of rk,a,t until the extra
capacity of wa units has been consumed (see Algorithm 5). We then choose for expansion
the arc â = arg maxa∈Ât sa,t, which indicates that augmenting the capacity of â potentially
yields the largest immediate reduction in flow costs. Finally, before moving on to the next
transition period, we re-compute the multi-commodity flow costs in the updated network.
GREEDYCOSTRED break ties by selecting arcs with the highest size of expansion first, then
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(a) Worst case example for GREEDYSIZEEXP-LH
(b) Initial network design (c) Target network design
(d) First intermediate design using
GREEDYSIZEEXP-LH
(e) Second intermediate design using the
GREEDYSIZEEXP-LH
(f) First intermediate design in the optimal
solution
(g) Second intermediate design in the optimal
solution
Figure 4.3: Worst case example for GREEDYSIZEEXP-LH with three origin-destination
pairs with unit demand each (AD, BD and CD), showing the initial and target network
designs and the intermediate designs obtained using the greedy heuristic and in the
optimal solution. Arcs used by commodity paths are highlighted in green.
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by largest number of commodity paths using the arc, and finally by randomly selecting an
arc. Shortest paths are pre-computed using Floyd-Warshall’s algorithm in O(|N |3) at the
beginning of the algorithm and stored in a table for quick access.
Figures 4.4 and 4.5 illustrate the first iteration of GREEDYCOSTRED on the worst case
instances for GREEDYSIZEEXP, showing that the algorithm makes the optimal selection
for the first arc to expand in both cases. Figure 4.6, however, shows an example where
GREEDYCOSTRED fails to find the optimal transition sequence. We consider again three
different origin-destination pairs, with unit demand each (K=3, AH, BF and LM) and three
candidate arcs for expansion (T=3, AB, BG and LM). The initial and target network designs
are depicted in Figures 4.6b and 4.6c, with flow costs 3L + 10ε and L + 4ε, respectively.
Increasing the capacity of arcs based on the largest immediate reduction in flow costs (LM
then BG) yields a total cumulative flow cost of 6L+10ε. The cheapest transition sequence,
however, for L > 4ε, is to expand the capacity of arcs BG then AB, resulting in a total
cumulative flow cost of 4L+ 16ε.
Proposition 3. In the worst case, GREEDYCOSTRED gets arbitrarily close to (T−1)z(x0).
Proof. If we generalize the instance presented in Figure 4.6 for an arbitrary number of
transition periods such that we only see a large reduction in the flow costs within a multiple
of L at the very last intermediate transition period, then, in each of the intermediate periods,
the flow cost will decrease in multiples of ε. As ε goes to zero, the transition costs will
heavily depend on L and we will see a marginal difference between the flow costs in the
intermediate designs and in the initial network design, i.e., z(xt) ≈ z(x0) for all t =
1, . . . , T − 1. Therefore, in the worst case, GREEDYCOSTRED will get arbitrarily close to
(T − 1)z(x0).
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Figure 4.4: First iteration of GREEDYCOSTRED on the worst case example for
GREEDYSIZEEXP-HL, showing that the algorithm chooses arc AB to expand first.
Commodities that benefit from the arcs in the sequence of expansions have their original
paths highlighted in blue and the shortest paths using the expanded arcs in green. arcs
belonging to both paths are kept in blue.
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Figure 4.5: First iteration of GREEDYCOSTRED on the worst case example for
GREEDYSIZEEXP-LH, showing that the algorithm chooses arc CD to expand first.
Commodities that benefit from the arcs in the sequence of expansions have their original
paths highlighted in blue and the shortest paths using the expanded arcs in green. arcs
belonging to both paths are kept in blue.
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(a) Bad example for GREEDYCOSTRED
(b) Initial network design (c) Target network design
(d) First intermediate design using
GREEDYCOSTRED
(e) Second intermediate design using the
GREEDYCOSTRED
(f) First intermediate design in the optimal
solution
(g) Second intermediate design in the optimal
solution
Figure 4.6: Bad example for GREEDYSIZECOSTRED with three origin-destination pairs
with unit demand each (AH, BF and LM) showing that the algorithm fails to find the
optimal transition sequence. Arcs used by commodity paths are highlighted in green.
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Algorithm 5 GREEDYCOSTRED
input: Â - set of candidate arcs for expansion
output: c̄ - upper bound on the total transition costs
1: c̄← 0
2: Â1 ← Â
3: for each transition period t = 1, . . . , T − 1 do
4: for each arc a ∈ Ât do
5: for each commodity k ∈ K do
6: rk,a,t ← [c(pk,t−1)− c(p∗k,a)]+
7: end for
8: sa,t ← 0
9: ūa ← ua + wa − fa,t−1
10: for each commodity k ∈ K, sorted by rk,a,t, from highest to lowest, do
11: if ūa − qk ≥ 0 then
12: sa,t ← sa,t + rk,a,t




17: â← arg maxa∈Ât sa,t
18: uâ ← uâ + wâ
19: x̄← SolveMCF(·)
20: c̄← c̄+ z(x̄)




Next, we propose a depth-first search algorithm with partial enumeration (DFSPE) for
finding the optimal transition sequence of arc capacity expansions.
The algorithm enumerates transition sequences, exploring partial sequences of expan-
sions in a depth-first search manner with a pre-specified order, where we compute, for each
partial sequence: (1) the cost associated with the partial sequence, and (2) upper and lower
bounds on the remaining cost of the transition sequence, used to curtail the enumeration
of all possible transition sequences. The main difference between DFSPE and a standard
IP-based branch and bound algorithm for solving INCMCF is that, in each iteration, DF-
SPE solves the unsplittable multi-commodity flow problem for a single transition period
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and decides which arc to expand next following a pre-defined order, rather than branching
on a single integer variable and re-solving the model considering all transition periods at
once. Furthermore, given that DFSPE only considers a single intermediate design at a
time, it consumes far less memory than branch and bound algorithms used in commercial
solvers. This is especially true when commercial solvers keep copies of the model and
of the fractional solutions at every node in the branch and bound tree. In DFSPE, the
multi-commodity flow solution on an intermediate design resulting from specific subsets
of Â are computed on-demand and stored in tables for quick look-up. We do so in order to
avoid re-computing the flow costs for intermediate designs resulting from the same subset
of expanded arcs (i.e., although the transition costs may differ, the multi-commodity flow
solution for an intermediate design resulting, for example, from the sequence of expan-
sions a1, a2 and a3 is the same as the one resulting from the sequence a3, a1, a2. That is, the
multi-commodity flow solution is the same regardless of the order in which the arcs were
chosen for expansion). Hence, during the execution of the algorithm, we only keep track
of the flow costs on each intermediate design and use compact and sparse data structures to
store the flow information on each arc.
As in branch and bound methods, DFSPE consists of a systematic enumeration of
the candidate solutions for INCMCF. The set of complete sequences of expansions are
encoded in the leaf nodes of a solution tree, where the cost associated to each node at
a depth D(i) from the root node in the tree represents the transition costs from periods
t = 1, . . . , D(i) considering the partial sequence of arcs selected for expansion in that
branch. Nodes at a depth d in the tree serve as root for up to T−d new branches, where each
branch represents a different selection for the next arc to expand from the subset of T − d
remaining candidate arcs. When processing a node i at depth D(i), we start, if necessary,
i.e., when there is no entry in the table associated to that specific intermediate design, by
computing the unsplittable multi-commodity flow costs on the intermediate design.
Before creating new branches rooted in node i, we compute lower and upper bounds on
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the transition costs for the remaining subsequent periods to decide if we should continue the
search down that branch or not. Let ub(i) and lb(i) be lower and upper bounds on the costs
for the t = D(i) + 1, . . . , T − 1 remaining transition periods, respectively. Also, let c(i) be
the transition costs of the solution associated to the partial sequence encoded in node i and
ub∗ be the best upper bound on the optimal solution found so far. If c(i)+ lb(i) ≥ ub∗, then
we stop the search in the current branch. If, on the other hand, c(i) + lb(i) < ub∗, then the
next step is to return to Pi, the parent node of node i, select one of the remaining arcs to
expand following the pre-defined order and continue the search in a depth-first manner. In
order to do so, we choose the arc that potentially results in the largest immediate reduction
in the multi-commodity flow costs, using the same procedure described in Section 4.4.2.
The algorithm break ties by choosing the arc that yields the lowest upper bound on the
remaining transition costs.
Whenever there are no more branches to explore in a given node, the algorithm then re-
sumes the search from the parent node following the pre-specified order of arcs considered
for expansion. The pseudo-code for the recursive implementation of DFSPE is shown in
Algorithm 6. The heuristic procedures for obtaining upper and lower bounds are described
next.
4.5.1 Computing upper and lower bounds
The effectiveness of DFSPE depends on the efficient determination of lower and upper
bounds, both in terms of the quality and speed, which can lead to an exhaustive search in
the solution tree when no branches of the tree are pruned. The challenge of obtaining fast
high quality bounds is twofold: (1) choosing a good sequence of the remaining candidate
arcs to expand, and (2) obtaining a fast and good approximation on the optimal solution
for the unsplittable multi-commodity flow problem in the intermediate designs along the
remaining transition periods. Next, we present fast heuristic approaches for obtaining such
bounds.
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Algorithm 6 Depth-first search algorithm with partial enumeration (DFSPE)
input: i - node index
Âi - set of remaining candidate arcs for expansion
c(Pi) - solution cost at the parent node
1: if |Âi| = 1 then
2: if c(Pi) < ub∗ then




7: for each arc a ∈ Âi sorted by potential immediate reduction in flow costs, from
highest to lowest do
8: ua ← ua + wa
9: x̄← SolveMCF(·)
10: c(i)← c(Pi) + z(x̄)
11: ub(i)← UB-H(z(x̄), Âi \ {a})
12: lb(i)← LB-H(Âi \ {a})
13: if c(i) + ub(i) < ub∗ then
14: ub∗ ← c(i) + ub(i)
15: end if
16: if c(i) + lb(i) < ub∗ then
17: j ← create child node
18: DFSPE(j, Âi \ {a}, c(i))
19: end if





By assuming a specific remaining transition sequence of arcs selected for expansion, and
by heuristically solving the multi-commodity flow problem in each of the intermediate
designs, we obtain an upper bound on the cost of the remaining transition periods.
For each of the remaining transition periods t = D(i)+1, . . . , T−1 in a node i, we will
use the same policy for deciding the next arc to expand next, i.e., by the potential largest
immediate reduction in flow costs. Once an arc is selected for expansion, the next step is
to obtain an upper bound on the multi-commodity flow costs in the resulting intermediate
design.
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For each commodity k ∈ K and period t, let us consider again pk,t−1 as the path
assigned to k at period t−1, p∗k,a as the shortest path connecting the origin to the destination
of k going through the arc a, and fa,t−1 as the flow going through a at period t− 1, where
the arc a represents the arc selected for expansion at period t. Let us also consider p∗k as
the shortest path connecting the origin to the destination of k. The heuristic is divided in
two parts: Phase 1 and Phase 2. In Phase 1, we first compute rk,a,t = [c(pk,t−1)− c(p∗k,a)]+
for all commodities k ∈ K. We then start pushing commodities through p∗k,a, starting from
the highest to lowest values of rk,a,t, whenever possible, until the expanded arc becomes
saturated. When doing so, we always update the residual capacities of the arcs throughout
the network. That is, a flow of size qk is removed from all arcs in pk,t−1 and added to all
arcs in p∗k,a.
Let K̄ be the subset of K that contains the commodities that, either: (1) could not fit in
one or more arcs in p∗k,a, or (2) satisfy c(pk,t−1) < c(p
∗
k,a). Note that when we successfully
push commodities in cheaper paths using arc a in Phase 1, new and cheaper paths may
become available for the commodities in K̄. Therefore, in Phase 2, for each commodity
k ∈ K̄ sorted by the highest to lowest values of rk,t,∗ = [c(pk,t−1) − c(p∗k)]+, we try to
push the commodity in the shortest path p∗k,t connecting the origin to the destination of k
where we only consider arcs with enough residual capacity left to accommodate k at period
t, always updating the residual capacities of the arcs throughout the network and recording
the difference rk,t = [c(pk,t−1)− c(p∗k,t)]+.
Let sa,t and st, be, respectively, the sum of the values of ra,k,t and rk,t only considering
the commodities that were successfully pushed in the cheaper paths in Phase 1 and Phase
2. Therefore, an upper bound on the optimal solution cost for the multi-commodity flow
problem on the intermediate design at period t is given by:
z̄(xt) = z̄(xt−1)− sa,t − st
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We repeat Phase 1 and Phase 2 until all transition periods have been processed, where,
at the beginning of each period, a single arc a ∈ Â is selected for expansion. The upper





The step-by-step of this procedure is outlined in Algorithm 7. Although the shortest paths
p∗k,a and p
∗
k can be pre-computed, in the worst case one additional shortest path is computed
for every commodity k and period t using Bellman-Ford’s algorithm in O(|N | · |A|) steps.
Therefore, the algorithm runs in O(T · |K| · |N | · |A|) steps. Observe that UB-H is also a
greedy heuristic; arcs are selected for expansion based on a greedy policy and commodities
are pushed in new paths starting from the ones that could benefit the most from being
re-routed in the network. The algorithm assures that the solution obtained for the multi-
commodity flow problem in each transition period is feasible, given that the commodity
paths either remain the same or are replaced by cheaper paths, always respecting the arc
capacity constraints. In the worst case, when both the sequence of expansions and the order
of commodities processed in each period are poorly chosen, then the total transition costs
will get arbitrarily close to the worst case bound of (T − 1)z(x0).
Lower bounds
We obtain a lower bound, by (1) assuming a best-case scenario, i.e., in each of the remain-
ing transition periods the multi-commodity flow cost of the target design is achieved, and
(2) computing the linear relaxation of INCMCF only considering the remaining transition
periods.
In the linear relaxation of INCMCF, we relax the integrality constraints of the decision
variables xte,k and y
t
e and only consider the T −D(i)− 2 remaining transition periods. The
initial network design is set to be the current network design associated to the node i and
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Algorithm 7 Upper bound heuristic (UB-H)
input: c̄ - flow costs on the current intermediate design
Â - set of remaining candidate arcs for expansion
output: ub - upper bound on the remaining transition costs
1: ub← 0
2: z ← c̄
3: t← 1
4: while |Â| > 1 do
5: a← choose arc for expansion based on the largest immediate flow cost reduction
6: Â← Â \ {a}
7: ua ← ua + wa
8: for each commodity k ∈ K do # Phase 1
9: rk,a,t ← [c(pk,t−1)− c(p∗k,a)]+
10: rk,t,∗ ← [c(pk,t−1)− c(p∗k)]+
11: end for
12: K̄ ← {}
13: sa,t ← 0
14: for each commodity k ∈ K, sorted by rk,a,t, from highest to lowest, do
15: if k fits in all arcs of p∗k,a then
16: push k in p∗k,a and update residual capacities of the arcs in pk,t
17: sa,t ← sa,t + rk,a,t
18: else
19: K̄ ← K̄ ∪ {k}
20: end if
21: end for
22: st ← 0
23: for each commodity k ∈ K̄, sorted by rk,t,∗ from highest to lowest do # Phase 2
24: if k fits in all arcs of p∗k,t then
25: rk,t ← [c(pk,t−1)− c(p∗k,t)]+
26: push k in p∗k,t and update residual capacities of the arcs in pk,t−1
27: st ← st + rk,t
28: end if
29: end for
30: z ← z − sa,t − st
31: ub← ub+ z




the set of candidate arcs of expansion is limited to the arcs not yet selected for expansion
by period t = D(i). That is, we solve smaller linear programs adjusting the variables and
constraints accordingly.
Let z(x[D(i)+1,T−1])LP be the optimal solution cost of the linear relaxation of INCMCF
for the remaining transition periods, starting from the current intermediate design xD(i).
From Proposition 1, we saw that a valid lower bound on the transition costs for the (T − 1)
transition periods is (T − 1) · z(xT ). Therefore, given that the integrality gap of the linear
relaxation of INCMCF may be large, we set the lower bound lb(i) as:
lb(i) = max{z(x[D(i)+1,T−1])LP , (T −D(i)− 2) · z(xT )}
that is, we take the maximum between the lower bound obtained by solving the linear
relaxation of INCMCF and the transition costs assuming the best case scenario where we
obtain the cheapest possible flow costs in all subsequent periods.
4.6 Computational Study
4.6.1 Instances
The proposed algorithms were used to solve a set of randomly generated instances repre-
senting different initial and target network designs.
For a given number of nodes n = |N |, we start by randomly sampling the x and y
coordinates of the nodes in N on a grid of size 4n × 4n. Arcs between nodes are only
created if the euclidean distance between nodes is within a given threshold of the largest
euclidean distance between any pair of nodes. The capacity of an arc is chosen uniform
randomly from [Q, 2Q]. The number of commodities is chosen uniform randomly from
[n(n−1)
2
, n(n − 1)]. The origin and the destination nodes of each commodity k are chosen
randomly and the quantity qk associated with the commodity is chosen uniform randomly
from [1, Q].
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For each instance, we obtain the target network design by solving the integer program-
ming model below, where xa,k and ya are integer decision variables representing, respec-
tively, sending commodity k through arc a (xa,k = 1) or not (xa,k = 0) and the size of the













1, i = ok
−1, i = dk
0, o.w
∀i ∈ N, k ∈ K (4.12)
∑
k∈K





(qk · ca) · xa,k ≤ α · z(x0) (4.14)
ya ≤ 2Q · wa, ∀ a ∈ A (4.15)∑
a∈A
za ≤ n (4.16)
xa,k ∈ {0, 1}, ∀ a ∈ A, k ∈ K (4.17)
ya ∈ Z+, ∀ a ∈ A (4.18)
za ∈ {0, 1}, ∀ a ∈ A (4.19)
The per-unit cost of using an arc, ca, is set to be a fraction of its length (the euclidean
distance between its tail and its head) and the per-unit cost of expanding the capacity of
an arc, c̄a, is set to ρca with ρ > 1. Constraints (4.12) and (4.13) are the typical multi-
commodity flow constraints, where now the capacity of each arc a can be expanded by ya
units. Constraint (4.14) restricts that the multi-commodity flow costs in the target design
resulting from the arc capacity expansions must be at most a fraction α ∈ (0, 1) from
the flow costs in the initial network design. Finally, constraint (4.15) limits the maximum
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increase in capacity for each arc to 2Q units and constraint (4.16) limits the number of arcs
that can have increased capacities.
Table 4.1 summarizes the characteristics of the thirteen instances generated. We report:
the number of nodes (|N |), the number of arcs (|A|), the number of expanded arcs in the
target design (|Â|), the number of commodities (|K|), the average direct distance between
connected nodes (AvgD), the longest direct distance between connected nodes (LD), the
cost of the initial design (z(x0)), the cost of the target design (z(xT )) and the time it
takes to solve the unsplittable multi-commodity flow problem to obtain the initial design,
in seconds (TTz(x0)).
Table 4.1: Instances generated for the incremental network design problem with
multi-commodity flows
Instance |N | |A| |Â| |K| AvgD LD z(x0) z(xT ) TTz(x0)
S1 8 57 6 44 5.93 10.05 68.17 61.35 0.07
S2 10 65 9 51 8.09 13.00 165.80 155.64 0.14
S3 12 125 6 79 11.12 19.31 290.21 261.13 0.38
S4 12 99 17 124 10.45 17.26 468.35 448.38 0.72
M1 16 219 10 183 12.61 23.02 769.11 692.19 3.12
M2 16 223 22 227 15.77 28.32 1,027.26 924.47 4.12
M3 16 233 18 203 17.02 28.32 930.68 837.25 5.75
M4 16 229 22 216 18.38 32.02 1,271.06 1,143.96 5.14
L1 16 183 35 208 12.48 20.62 999.05 948.97 8.37
L2 16 209 35 229 15.26 29.21 1,201.41 1,087.00 2.97
L3 20 341 17 370 14.92 27.78 1,736.65 1,566.17 109.41
L4 20 283 55 321 16.82 28.46 2,133.74 2,035.60 179.27
L5 32 893 58 384 33.21 57.69 7,507.12 7,132.49 120.42
4.6.2 Analysis
The goal of our computational study is twofold. First, we want to compare the performance
of the proposed greedy heuristics, namely GREEDYSIZEEXP-HL, GREEDYSIZEEXP-LH,
and GREEDYCOSTRED. Second, we want to compare the performance of DFSPE and
solving the integer programming formulation using a commercial solver. The algorithms
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were coded in C++ and use IBM CPLEX Optimizer 12.7 to solve integer programs. All
experiments were conducted in a single thread of a dedicated Intel Xeon ES-2630 2.3GHz
with 250GB RAM, running Red Hat Enterprise Linux Server 7.6.
Table 4.2 reports the following statistics for the solutions produced by the greedy heuris-
tics: the cost of the first intermediate design (z(x1)), the cost of the last intermediate design
(z(xT−1), the average cost per period (z(x)), the average running time per period (TT ),
and the total running time of the algorithm (TT ). We observe that GREEDYSIZEEXP-HL
outperforms GREEDYSIZEEXP-LH for all instances, which confirms our intuition that se-
lecting arcs for expansion based on size of expansion, from highest to lowest, produces
better solutions than selecting arcs in the opposite order. However, we observe too that
choosing arcs for expansion based on the potential immediate flow cost reduction, as in
GREEDYCOSTRED, results in even better solutions (with the best performance in ten out
of the thirteen instances). We note that the flow costs in the first intermediate designs in the
best solutions found are all equal or lower than the ones in the solutions with higher cost.
It is also interesting to observe how the sequence of arc capacity expansions affects the
running time of the algorithms. In instances M4, L3 and L4, for example, the time required
for evaluating the complete sequence of expansions determined by GREEDYSIZEEXP-LH
takes, on average, 2.65 times longer than evaluating the sequence of expansions determined
by GREEDYCOSTRED. This is due to differences in the unsplittable multi-commodity flow
problems that need to be solved for different sequences of expansions.
Next, we assess the performance of the exact methods. In Table 4.3, we report following
statistics for the solutions produced by CPLEX: the average cost per period of the solution
to the linear relaxation of INCMCF (z(x)
LP
), the integrality gap (i.e., z(x)OPT − z(x)LP/z(x)LP ),
as a percentage (GINT (%)), the number of nodes explored in the search tree (#Nodes),
the number of integer solutions found (#Sols), the average cost per period of the first
integer solution found (z(x)
1
), the average cost per period over all integer solutions found




Table 4.2: Computational results for the greedy heuristics. The best solutions are
highlighted in bold.
Instance Algorithm z(x1) z(xT−1) z(x) TT TT
S1
GREEDYSIZEEXP-LH 68.17 64.22 66.67 0.05 0.25
GREEDYSIZEEXP-HL 66.68 61.55 64.21 0.05 0.26
GREEDYCOSTRED 66.68 61.55 63.34 0.05 0.27
S2
GREEDYSIZEEXP-LH 165.55 158.47 162.03 0.07 0.57
GREEDYSIZEEXP-HL 161.35 155.89 158.87 0.07 0.52
GREEDYCOSTRED 161.35 155.89 158.87 0.07 0.54
S3
GREEDYSIZEEXP-LH 284.23 271.85 279.43 0.22 1.09
GREEDYSIZEEXP-HL 278.51 265.01 272.27 0.20 0.99
GREEDYCOSTRED 278.51 265.01 272.27 0.21 1.05
S4
GREEDYSIZEEXP-LH 468.35 451.72 462.50 0.39 6.55
GREEDYSIZEEXP-HL 466.21 448.98 455.84 0.52 8.77
GREEDYCOSTRED 466.21 448.98 455.63 0.47 8.03
M1
GREEDYSIZEEXP-LH 766.21 708.40 742.43 2.03 18.31
GREEDYSIZEEXP-HL 751.23 695.02 717.33 1.55 13.94
GREEDYCOSTRED 751.23 695.02 717.23 1.90 17.08
M2
GREEDYSIZEEXP-LH 1,027.26 937.63 986.35 3.26 68.41
GREEDYSIZEEXP-HL 1,015.37 924.90 967.88 3.47 72.77
GREEDYCOSTRED 1,022.84 926.61 976.00 3.65 76.71
M3
GREEDYSIZEEXP-LH 930.67 856.61 906.55 2.83 48.04
GREEDYSIZEEXP-HL 913.53 839.27 868.24 2.30 39.09
GREEDYCOSTRED 913.53 841.25 865.98 1.82 30.99
M4
GREEDYSIZEEXP-LH 1,271.06 1,189.10 1,250.69 3.81 80.11
GREEDYSIZEEXP-HL 1,227.00 1,144.54 1,161.17 1.70 35.6
GREEDYCOSTRED 1,227.00 1,144.54 1,165.11 1.95 40.97
L1
GREEDYSIZEEXP-LH 999.06 956.26 983.75 3.88 131.81
GREEDYSIZEEXP-HL 993.91 949.52 964.46 3.19 108.46
GREEDYCOSTRED 993.91 950.90 963.11 3.17 107.69
L2
GREEDYSIZEEXP-LH 1,200.64 1,090.16 1,156.62 2.28 77.5
GREEDYSIZEEXP-HL 1,196.83 1,088.05 1,119.25 2.32 78.83
GREEDYCOSTRED 1,192.39 1,096.41 1,115.92 2.06 70.01
L3
GREEDYSIZEEXP-LH 1,731.99 1,597.81 1,685.09 18.65 298.45
GREEDYSIZEEXP-HL 1,696.38 1,571.54 1,604.68 7.82 125.16
GREEDYCOSTRED 1,696.38 1,567.74 1,601.57 7.07 113.08
L4
GREEDYSIZEEXP-LH 2,133.74 2,037.12 2,101.08 39.50 2,133.10
GREEDYSIZEEXP-HL 2,129.30 2,036.63 2,065.49 22.36 1,207.39
GREEDYCOSTRED 2,126.44 2,036.27 2,059.09 11.47 619.22
L5
GREEDYSIZEEXP-LH 7,507.12 7,188.57 7,417.02 16.94 965.37
GREEDYSIZEEXP-HL 7,455.29 7,143.49 7,225.52 9.70 552.88
GREEDYCOSTRED 7,455.29 7,143.49 7,232.27 10.68 608.88
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optimality gap between the best bound z(x)BB and the best integer solution found as re-
ported by CPLEX (i.e., z(x)B − z(x)BB/z(x)BB), as a percentage (GOPT (%)), and the total
time of the algorithm (TT ), where we set a time limit of 24 hours (86,400 seconds).
Table 4.3: Computational results when solving the integer programming formulation
using CPLEX.





S1 61.92 2.29 3 1 63.34 63.34 63.34 0.00 0.46
S2 156.57 0.90 3 1 157.98 157.98 157.98 0.00 0.86
S3 250.58 7.50 1 1 269.39 269.39 269.39 0.00 0.94
S4 423.09 0.95 230 5 427.26 427.18 427.13 0.00 63.8
M1 690.84 3.48 1,412 8 718.91 716.73 715.78 0.00 179.53
M2 923.49 2.96 322,791 18 952.13 951.87 951.74 0.00 82,017.62
M3 835.26 3.21 4,282 7 880.20 867.09 862.11 0.00 979.96
M4 1,143.98 1.35 857 4 1,161.28 1,160.32 1,159.43 0.00 245.17
L1 952.02 - 113,963 0 - - - - 86,400.00
L2 959.39 - 168,321 0 - - - - 86,400.00
L3 1,566.01 2.13 31,678 9 1,599.96 1,599.63 1,599.50 0.00 13,616.60
L4 2,054.56 - 17,162 0 - - - - 86,400.00
L5 7,151.46 - 51,719 1 7,316.06 7,316.06 7,316.06 1.77 86,400.00
We observe that CPLEX was not able to find the optimal solutions for four out of the
five large instances (L1, L2, L4 and L5) within the time limit of 24 hours. In fact, no integer
feasible solutions were found for three out of these four instances (L1, L2 and L4), and a
single integer solution was found for instance L5. We also observe that the integrality gaps
(when available) are generally small, 2.70%, on average. For the instances where more
than one integer solution was found, we see that the difference between the cost of the first
solution found and the cost of the last solution found is very small, 0.4% on average, which
is true in part because of the small integrality gaps. We also observe that the relationship
between the running times and the size of the instances in terms of the number expanded
arcs is not that clear. For example, instance M2 has roughly the same number of nodes,
arcs, expanded arcs and commodities as instance M4, but CPLEX takes roughly 334×
longer to find its optimal solution than for M4. Instance L3, on the other hand, is larger
than M2 in all aspects, but CPLEX finds its optimal solution roughly 6 times faster.
The results for DFSPE are summarized in Table 4.4. We report: the percentage of
nodes (partial sequences) explored, out of the 2|Â| − 2 nodes in the tree (#PS(%)), the
number of complete sequences explored, i.e., the number of solutions found (#Sols), the
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percentage of time spent solving LPs (TTLP (%)), the percentage of time spent computing
upper bounds (TTUB(%)), the percentage of time spent solving IPs (TTIP (%)), the
average cost per period of the first complete sequence explored (z(x)
1
), the average cost
per period over all complete sequences explored (Avg z(x)), the average cost per period
of the best solution found (z(x)
B
), and the total running time of the algorithm (TT ),
where we again set a time limit of 24 hours (86,400 seconds).
Table 4.4: Computational results for DFSPE.





S1 72.59 1 13.61 1.48 84.91 63.34 63.34 63.34 1.34
S2 36.67 93 25.59 1.78 72.63 158.58 158.14 157.98 16.59
S3 80.64 29 16.71 1.26 82.04 272.27 270.61 269.39 11.3
S4 28.21 1219 40.37 0.77 58.86 428.84 427.53 427.13 817.6
M1 71.03 179 25.10 2.92 71.98 717.23 716.11 715.78 1,309.14
M2 0.97 6,663 39.12 5.54 55.34 974.85 968.10 951.74 86,400.00
M3 5.00 5,973 37.67 8.96 53.37 865.98 864.03 862.11 86,400.00
M4 0.67 1,265 46.99 8.29 44.72 1,165.08 1,162.21 1,160.82 86,400.00
L1 <0.01 3,277 38.05 5.60 56.34 962.86 962.36 962.20 86,400.00
L2 <0.01 1,671 59.39 2.63 37.97 1,115.27 1,110.96 1,110.16 86,400.00
L3 6.77 91 39.08 1.26 59.66 1,601.58 1,600.38 1,599.50 86,400.00
L4 <0.01 717 64.23 2.21 33.56 2,059.09 2,058.87 2,058.70 86,400.00
L5 <0.01 591 56.04 7.39 36.58 7,231.98 7,230.75 7,223.08 86,400.00
The first thing to notice is that the algorithm takes considerably more time for finding
the optimal solutions for the small and medium size instances than CPLEX. Recall that
DFSPE explores partial sequences of expansions, where, in each iteration, the algorithm
selects a single arc for expansion based on a pre-defined order and computes the unsplit-
table multi-commodity flow problem in the current intermediate design, as well as lower
and upper bounds on the remaining transition costs. Therefore, the first complete sequence
of expansions is only explored after solving T − 1 integer and linear programs, which
directly affects the running times especially for the small instances. Looking at the total
percentage of partial sequences explored for the instances where an optimal solution was
found in under 24 hours, we see that the lower and upper bounds computed at each node
manage to eliminate big portions of the solution tree. For instances S2 and S4, for example,
around 63% and 72% of the nodes in the solution tree were pruned, respectively. We also
observe that the algorithm takes a considerable amount of time solving linear programs
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when computing lower bounds (38% on average, with up to 64.23% for instance L4). On
the other hand, the percentage of time spent computing upper bounds is small (less than
10%). Even though the algorithm finds a large number of feasible solutions (especially for
the large instances), we observe that, for all instances, the gaps between the costs of the first
solutions found and of the average solutions are small (0.23%, on average). This suggests
that there are likely many solutions (unsplittable flows) that either have the same cost or
have only a small cost difference.
Next, we analyse the quality of the upper and lower bounds computed by DFSPE
during the exploration of the partial sequences that lead to the optimal solution z∗ for
instance M1, which is representative of what happens for the other instances. We report: the
number of remaining arcs for expansion at period t (|Ât|), the cost of the unsplittable multi-
commodity flow solution at period t (z∗(xt)), the average cost per period of the remaining
transition periods (z∗(x[t+1,T−1])), the upper bound on the average cost per period in the
remaining transition periods (UB[t+1,T−1]), the gap, in percentage, between the upper
bound and the true costs for the remaining transition periods (GUB[t+1,T−1](%)), the lower
bound on the average cost per period in the remaining transition periods (LB[t+1,T−1]),
and the gap, in percentage, between the lower bound and the true costs for the remaining
transition periods (GLB[t+1,T−1](%)). The results are shown in Table 4.5. We note that
the gaps between both the upper and lower bounds and the optimal solution found (z∗ =
6, 442.00) are relatively small throughout the exploration of the partial sequences (0.42%,
on average). In particular, when half of the complete sequence was explored, the values of
GUB[t+1,T−1](%) are all less or equal than 0.05%. The gaps for the lower bounds are, in
most part, higher, but still relatively small (1.60%, on average).
Finally, in Table 4.6, we summarize and compare the performances of the best variant
of the greedy heuristics (GREEDYCOSTRED), the branch and bound algorithm used in
CPLEX (B&B) and DFSPE, where we also report the gap, in percentage, between the best
solutions found by the algorithms and the best known solution found amongst all methods
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Table 4.5: Upper and lower bounds for instance M1.
t |Ât| z∗(xt) z∗(x[t+1,T−1]) UB[t+1,T−1] GUB[t+1,T−1](%) LB[t+1,T−1] GLB[t+1,T−1](%)
0 10 769.11 715.78 723.49 1.06 690.84 3.48
1 9 751.23 711.35 719.86 1.18 692.18 2.69
2 8 738.10 707.52 717.46 1.38 692.18 2.17
3 7 725.62 704.51 710.78 0.88 692.18 1.75
4 6 717.76 701.86 702.08 0.03 692.18 1.38
5 5 710.58 699.68 699.95 0.04 692.18 1.07
6 4 704.75 697.99 698.35 0.05 692.18 0.83
7 3 701.04 696.46 696.59 0.02 692.19 0.61
8 2 697.90 695.02 695.02 0.00 692.19 0.40
9 1 695.02 - - - - -
(GBKS(%)). The optimal solution for each instance is marked with an asterisk.
Although the costs of the first solutions found by DFSPE are, in some cases, more
expensive than the first solutions found by CPLEX, we note that, for the larger instances,
DFSPE finds better solutions overall than both CPLEX and GREEDYCOSTRED. Recall
that in DFSPE, arcs are selected for expansion based on a pre-defined order following the
same policy used in GREEDYCOSTRED (i.e., by the potential largest immediate reduction
in flow costs). This explains why many of the first solutions found by DFSPE are the
same as the ones found by GREEDYCOSTRED. However, the policies for breaking ties
in these methods are different; GREEDYCOSTRED break ties by selecting arcs with the
highest size of expansion first, then by largest number of commodity paths using the arc
and finally by randomly selecting an arc. DFSPE, on the other hand, break ties by selecting
the arc that yields the lowest upper bound on the remaining transition costs. Therefore, we
see that some of the first solutions found by DFSPE are better than the ones found by
GREEDYCOSTRED. The results also show that the best variant of the greedy heuristics
was only able to find the optimal solution for L1, which is the smallest instance in the
set. The average gap between the solutions found by GREEDYCOSTRED and the optimal
solutions found for the small and medium size instances is of only 0.6%, which is relatively
small. Overall, DFPSE outperformed both CPLEX in all but one of the larger instances,
both in the quality of the best solutions found and in the number of feasible solutions found.
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Table 4.6: Computational results for the various algorithms. The best first and overall
solutions found are highlighted in bold.






GREEDYCOSTRED - 63.34∗ - 63.34∗ 0.00 0.25
B&B 1 63.34∗ 63.34 63.34∗ 0.00 0.46
DFSPE 1 63.34∗ 63.34 63.34∗ 0.00 1.34
S2
GREEDYCOSTRED - 158.87 - 158.87 0.56 0.54
B&B 1 157.98∗ 157.98 157.98∗ 0.00 0.86
DFSPE 93 158.58 158.14 157.98∗ 0.00 16.59
S3
GREEDYCOSTRED - 272.27 - 272.27 1.06 1.05
B&B 1 269.39∗ 269.39 269.39∗ 0.00 0.94
DFSPE 29 272.27 270.61 269.39∗ 0.00 11.30
S4
GREEDYCOSTRED - 428.84 - 428.84 0.40 8.03
B&B 5 427.26 427.18 427.13∗ 0.00 63.80
DFSPE 1219 428.84 427.53 427.13∗ 0.00 817.60
M1
GREEDYCOSTRED - 717.23 - 717.23 0.20 17.08
B&B 8 718.91 716.73 715.78∗ 0.00 179.53
DFSPE 179 717.23 716.11 715.78∗ 0.00 1,309.14
M2
GREEDYCOSTRED - 976.00 - 976.00 2.47 76.71
B&B 18.00 952.13 951.87 951.74∗ 0.00 82,017.62
DFSPE 6,663 974.85 968.10 951.74∗ 0.00 86,400.00
M3
GREEDYCOSTRED - 865.98 - 865.98 0.45 30.99
B&B 7 880.20 867.09 862.11∗ 0.00 979.96
DFSPE 5973 865.98 864.03 862.11∗ 0.00 86,400.00
M4
GREEDYCOSTRED - 1,165.11 - 1,165.11 0.37 40.97
B&B 4 1,161.28 1,160.32 1, 159.43∗ 0.00 245.17
DFSPE 1,265 1,165.08 1,162.21 1,160.82 0.12 86,400.00
L1
GREEDYCOSTRED - 963.11 - 963.11 0.10 107.69
B&B 0 - - - - 86,400.00
DFSPE 3277 962.86 962.36 962.20 0.00 86,400.00
L2
GREEDYCOSTRED - 1,115.92 - 1,115.92 0.52 70.01
B&B 0 - - - - 86,400.00
DFSPE 1,671 1,115.27 1,110.96 1,110.16 0.00 86,400.00
L3
GREEDYCOSTRED - 1,601.57 - 1,601.57 0.13 113.08
B&B 9 1,599.96 1,599.63 1, 599.50∗ 0.00 13,616.6
DFSPE 91 1,601.57 1,600.38 1, 599.50∗ 0.00 86,400.00
L4
GREEDYCOSTRED - 2,059.09 - 2,059.09 0.02 619.22
B&B 0 - - - - 86,400.00
DFSPE 717 2,059.09 2,058.87 2,058.70 0.00 86,400.00
L5
GREEDYCOSTRED - 7,232.27 - 7,232.27 0.13 608.88
B&B 1 7,316.06 7,316.06 7,316.06 1.27 86,400.00
DFSPE 591 7,231.98 7,230.75 7,223.08 0.00 86,400.00
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4.7 Incremental network design with temporary arc capacity expansions
In this section, we introduce a variant of the incremental network design problem with
multi-commodity flows, in which it is possible to temporarily expand the capacity of arcs,
i.e., expand the capacity of arcs that are not are not expanded in the target design for part of
the transition period. We will show that using temporary arc expansions, even if it means
reaching the target design in more periods (i.e., lengthening the transition period) can result
in lower transition costs.
Consider the example shown in Figure 4.7, with three origin-destination pairs with unit
demand each (AG, BF and CE) and six candidate arcs for expansion (AB, BC, CD, DE, JK
and HI). The initial and target network designs are depicted in Figures 4.7b and 4.7c, with
flow costs 3L+ 9ε and L+ 3ε, respectively. Observe that only four out of the six candidate
arcs for expansion appear with expanded capacity in the target network design (AB, BC,
CD and DE). If we can only select a single arc period period and we only select arcs that
have expanded capacity on the target design, then the optimal sequence s1 = (DE, CD, BC,
and AB) for a total transition cost of c(s1) = (3L+9ε)+(3L+7ε)+(3L+3ε) = 9L+19ε.
On the other hand, if temporary capacity expansion are allowed, then the optimal transition
sequence s2 = (AB, JK, BC, HI, CD, DE) for a total transition cost of c(s2) = (3L+ 9ε) +
(L + 13ε) + (L + 13ε) + (L + 9ε) + (L + 9ε) = 7L + 53ε. When L  ε, we have that
c(s1) ≈ c(s2) + 2L. In this example, the capacities of the arcs JK and HI are temporarily
expanded in order to reduce the total flow costs during the transition periods, and these
additional capacities are no longer needed once we expand arcs CD and DE. This scenario
shows the potential benefit of considering temporary arc expansions during the transition
period.
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(a) Instance where temporarily expanding the capacity of arcs reduces transition costs
(b) Initial network design (c) Target network design
(d) Second intermediate design where we
temporarily expand the capacity of JK after
expanding AB
(e) Fourth intermediate design where we
temporarily expand the capacity of HI after
expanding AB,JK and BC
Figure 4.7: Example showing the benefit of allowing temporary arc capacity expansions in
the network. We consider three origin-destination pairs (AG, BF and CE), six candidate
arcs for expansion (AB,BC,CD,DE,JK,HI) from which only four of them appear in the
target design.
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4.8 The hub capacity expansion problem
The algorithms presented in this chapter can be used to solve incremental hub capacity
expansion problems for package express transportation carriers using a simple network
transformation. Let G0H = (H,AH) be a graph representing the service network under
consideration, where the set node set H represents hubs and the set arcs set AH represents
directed transportation links between hubs. Furthermore, let K be the set of commodities
to be served. For each hub h ∈ H , let uh ∈ Z+ be the sorting capacity of the hub, in parcels
per day, and for each arc a ∈ AH , let ca ∈ R+ be the transportation cost of sending one
unit of a commodity along the arc. Finally, let GTH be a graph defined on the same node
and arcs set and Ĥ ⊆ H represent hubs with expanded capacity uh + wh, with wh ∈ Z+
the additional sorting capacity of the hub, in parcels per day.
We can transformG0H (andG
T
H) to the form required by the algorithms as follows. First,
we will replace every node h ∈ H by a pair of nodes {hi,ho} inN , representing an inbound
and an outbound node for the hub, respectively, and every arc a = (n,m) ∈ AH by an arc
(no,mi) ∈ A. Nodes hi and ho associated with hub h ∈ H will be connected by an arc
a = (hi, ho) ∈ A with cost zero and capacity ua = uh. The capacities of all the other arcs
inA are set to infinity and the cost of arcs a = (no,mi) is set to be the cost of the arc (n,m)
in AH . Second, we map the origin ok and destination dk of each commodity k ∈ K to (ok)i
and (dk)i, respectively. The transformation process from GH = (H,AH) to G = (N,A) is
illustrated in Figure 4.8 where the set Â ⊂ A of arcs with capacity expansions only contains
arcs of the form (hi, ho), i.e., connecting the inbound and outbound nodes associated with
a hub.
4.8.1 Computational study
The proposed algorithms and the transformation process outlined above were used to solve
an instance derived from real-world data of SF Express, one of the largest package ex-
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(a) Original network GH = (H,AH) with nodes representing hubs and arcs representing direct
transportation links between hubs
(b) Modifed network G = (N,A) where every node representing a hub n ∈ H is replaced by two
nodes, no and ni, and arcs (n,m) ∈ AH are replaced by arcs (no,mi). Pairs of nodes representing
the same hub n are connected via an arc (ni, no) with capacity un and cost zero.
Figure 4.8: Transformation process from GH = (H,AH) to G = (N,A) for the hub
capacity expansion problem, with hub capacities in blue and transportation costs in black.
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press carriers in China. The data represents demand for multiple service offerings in the
southeastern part of China which is to be served by a heterogeneous fleet of vehicles. The
demand consists of a set of commodities, each specifying an origin hub, a destination hub,
a number of packages, the time the packages are available at the origin hub, and the time
the packages are due at the destination hub (which depends on the service offering). Hub
sorting capacities are given in parcels per day. Data from a representative day was used to
define our instance.
Our computational study involves: (i) using the integer programming model presented
in Section 4.6.1 to obtain a target network design in which a small number of hubs are
allowed an increase in the sorting capacity to reduce the transportation costs of the com-
modities, and; (ii) run the proposed algorithms to establish a sequence of hub capacity
expansions, where, in each period, the sorting capacity of a single hub is increased and we
solve an unsplittable multi-commodity flow problem to find the set of paths for commodi-
ties.
Instances
Given that our incremental network design problem with multi-commodity flows does not
consider time, we modified the SF Express data as follows. First, we only consider com-
modities available for pickup during the first day of the planning period. Second, we aggre-
gate commodities with the same origin and destination irrespective of their available and
due times. Let the resulting set of commodities be denoted byK0. Third, using a given load
plan, we change the destination of each commodity k ∈ K0 to the last hub that commodity
k visits during the first day. Finally, in order to reduce the size of the instance, we only
consider the top 80% hubs in terms of the number of packages available for pickup during
the first day. We assume there is a transportation link between every pair of hubs, and set
the per-unit cost of sending flow along the link to the average of the per-unit cost of sending
flow along the link over the different vehicle types.
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Table 4.7 shows the characteristics of: (i) the the SF Express instance (Original); (ii)
the extracted instance (Extracted), and; (iii) the incremental version of the extracted in-
stance (E-INC). We report: (i) the number of nodes (hubs) (|N |); (ii) the number of arcs
(transportation links) (|A|), and; (iii) the number of commodities (|K|). We generate five
different variants of E-INC, in which we randomly select a subset of commodities and ei-
ther increase or decrease (with equal probability) the number of packages associated with
that commodity by x%, where x is selected uniform randomly from [0,20]. The hub ca-
pacities for the initial design are taken to be the hub capacities specified in the SF data and
the hub capacities in the target design are obtained by solving model TND (Section 4.6.1).
Table 4.8 shows the characteristics of the instances generated. We again report: the number
of expanded arcs in the target design (|Â|), the average capacity increase in the hubs se-
lected for expansion, in percentage (w(%)), the cost of the multi-commodity flow solution
on the initial design (z(x0)), the cost of the multi-commodity flow solution on the target
design (z(xT )) and the total time solving the unsplittable multi-commodity flow problem
on the the initial network design, in seconds (TTz(x0)).
Table 4.7: Original real-world instance and the reduced and adapted instances for the hub
capacity expansion problem
Instance |N | |A| |K|
Original 70 4830 115,115
Extracted 56 3080 795
E-INC 112 3136 795
Analysis
Table 4.9 reports the following statistics for the solutions produced by the greedy heuris-
tics: the average cost of the multi-commodity flow solution per period (z(x)), the cost of
the unsplittable multi-commodity flow solutions on the first and last intermediate designs
(z(x1) and z(xT−1), respectively), and the total running time of the algorithm (TT ).
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Table 4.8: Instances generated for the hub capacity expansion problem
Instance |Â| w(%) z(x0) z(xT ) TTz(x0)
E-INC-1 6 62.11 942,117.39 932,070.38 160.63
E-INC-2 8 59.57 908,498.15 898,226.81 104.02
E-INC-3 10 51.60 910,662.98 902,293.62 107.66
E-INC-4 10 57.31 908,353.05 899,830.06 45.96
E-INC-5 10 45.48 908,498.15 898,215.69 99.42
Table 4.9: Computational results for the greedy heuristics on the set of instances
generated for the hub capacity expansion problem. The best solutions are highlighted in
bold.
Instance Algorithm z(x1) z(xT−1) z(x) TT TT
E-INC-1
GREEDYSIZEEXP-LH 941,755.71 932,379.32 938,160.90 171.41 857.06
GREEDYSIZEEXP-HL 941,606.33 932,425.49 935,938.40 239.83 1,199.13
GREEDYCOSTRED 941,606.33 932,425.49 935,938.40 262.84 1,314.19
E-INC-2
GREEDYSIZEEXP-LH 908,475.58 898,210.51 904,738.79 108.35 758.46
GREEDYSIZEEXP-HL 908,498.15 898,331.66 902,007.50 144.67 1,012.71
GREEDYCOSTRED 906,490.39 898,257.34 900,528.79 141.76 992.35
E-INC-3
GREEDYSIZEEXP-LH 910,621.13 902,293.48 908,110.89 149.67 1,347.01
GREEDYSIZEEXP-HL 910,662.98 902,415.23 904,655.56 123.37 1,110.36
GREEDYCOSTRED 906,385.21 902,332.33 903,276.11 154.82 1,393.35
E-INC-4
GREEDYSIZEEXP-LH 908,262.50 900,141.77 905,036.67 119.85 1,078.69
GREEDYSIZEEXP-HL 908,340.50 899,932.24 902,947.00 145.26 1,307.30
GREEDYCOSTRED 908,095.60 899,924.05 904,628.33 122.91 1,106.20
E-INC-5
GREEDYSIZEEXP-LH 908,475.58 900,232.48 905,000.06 107.70 969.30
GREEDYSIZEEXP-HL 908,498.15 898,299.71 901,539.67 107.86 970.74
GREEDYCOSTRED 906,490.39 898,261.71 900,077.17 120.73 1,086.61
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We observe that, once more, GREEDYCOSTRED outperformed the greedy heuristics
by size of expansion for the majority of the instances, finding the best solution in four out
of of the five instances. In Table 4.10, we report the following statistics of the sequence of
expansions determined by GREEDYCOSTRED for instance E-INC-5: the original hub
sorting capacity, in parcels per day, of the hub selected for expansion at period t (uht), the
relative size of the hub selected for expansion at period t, in percentage (wht(%)), the cost
of the unsplittable multi-commodity flow solution at period t (z(xt)), and the average cost
per period of the remaining transition periods (z(x[t+1,T−1])). We observe that the largest
reductions in flow cost happen in the first iterations (0.22% from period 0 to period 1 and
0.47% from period 1 to period 2), followed by very small reductions from period 2 onwards
(0.05%, on average). It is also interesting to observe that the hubs with the smallest and
largest sizes of expansion are selected at the very last periods, which strengthens the case
that expanding capacity of hubs (arcs) purely based on size of expansion may result in bad
solutions.
Table 4.10: Hub capacity expansions and flow costs at each period for E-INC-5
t uht wht(%) z(x
t) z(x[t+1,T−1])
0 - - 908,498.15 900,077.17
1 552,000 30 906,490.39 899,275.51
2 432,000 50 902,189.99 898,859.16
3 360,000 45 900,278.57 898,622.59
4 172,800 45 899,513.35 898,444.44
5 86,400 50 898,643.31 898,394.72
6 156,000 50 898,643.31 898,311.86
7 36,000 50 898,336.84 898,299.37
8 312,000 45 898,336.84 898,261.71
9 7,200 50 898,261.71 0.00
10 720,000 50 898,215.69 -
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4.9 Final Remarks
More practical aspects and constraints need to be incorporated in the model presented in
this chapter to be able to develop effective real-world decision support for package ex-
press carriers. A more thorough investigation of temporary capacity expansions (Section
4.7) may also be needed and beneficial before developing practical decision support tools
to better understand the trade-offs between operating profits and the timing and size of





FAST AND ROBUST ALGORITHMS FOR SOLVING BOMIPS
A.1 Pseudo-codes
Below, we present the pseudo-codes for the following algorithms: (i) PURELEX (Algorithm
8); (ii) the line generation procedured used in PURELEX (Algorithm 9); (iii) SPURELEX,
Phase 1 (Algorithm 10) and Phase 2 (Algorithm 11). We do not include the pseudo-code
for the enhanced implementation of the ε-Tabu Constraint Method since it is a simple mod-
ification of the original pseudo-code presented in [20].
Algorithm 8 PURELEX
input: L - upper left corner of the first box
R - bottom right corner of the first box
output: N - non dominated frontier
1: Q← B(L,R) # initial region defined by box L,R
2: while Q 6= ∅ do
3: B(zL, zR)← element(Q)
4: Q← setminus(Q,B(zL, zR))
5: µ← (zL2 , zR2 )/2 # horizontal line between zL, zR
6: z∗ ← lexmin{(z1, z2) : z2(x) ≤ µ} # finds NDP in lower half
7: if µ− z∗2 > ε then
8: Q← Q ∪B(z∗, zR) # adds a new region to the queue
9: ẑ ← lexmin{(z2, z1) : z1(x) ≤ z∗1 − ε}
10: Q← Q ∪B(zL, ẑ)
11: else
12: (ẑ1, ẑ2, z1, z2,M)← LineRestriction(z∗, zL, zR)
13: N ← N ∪M ∪ line(z1, z2)




# adds to queue










input: z∗ - NDP in the lower half region of the box
L - upper left corner of the box
R - bottom right corner of the box
output: non dominated portion of the line segment
1: (z1, z2, ~wT , w known)← LineGen(z∗, L,R)
2: M ← ∅
3: zα ← z1, zβ ← z2
4: if w known then
5: zα ← lexmin(z2(x), z1(x))
6: if feasible then
7: M ←M ∪ {zα}
8: z1 ← horizontalProjection(zα, Line(z1, z∗))
9: z1 open← true
10: end if
11: zβ ← lexmin(z1(x), z2(x))
12: if feasible then
13: M ←M ∪ {zβ}
14: z2 ← verticalProjection(zβ, Line(z∗, z2))
15: z2 open← true
16: end if
17: end if
18: return (zα, zβ, z1, z2,M)
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Algorithm 10 SPURELEX: Phase One
input: L - upper left corner of the first box
R - bottom right corner of the first box
output: N - non dominated frontier
1: Q← B(L,R) # initial region defined by box L,R
2: totalV olume← volume(B(L,R))
3: unsolved← totalV olume
4: while Q 6= ∅ do
5: B(zL, zR)← element(Q) # gets box with largest volume
6: if (unsolved− volume(B(zL, zR)))/totalV olume ≤ ρ then
7: N ← N∪ PhaseTwo(Q)
8: return N
9: end if
10: Q← Q \ {B(zL, zR)}
11: unsolved← unsolved− volume(B(zL, zR))
12: µ← (zL2 , zR2 )/2 # horizontal line between zL, zR
13: z∗ ← lexmin{(z1, z2) : z2(x) ≤ µ} # finds NDP in lower half
14: if µ− z∗2 > ε then
15: Q← Q ∪B(z∗, zR) # adds a new region to the queue
16: ẑ ← lexmin{(z2, z1) : z1(x) ≤ z∗1 − ε}
17: Q← Q ∪B(zL, ẑ)
18: else
19: (ẑ1, ẑ2, z1, z2,M)← LineRestriction(z∗, zL, zR)
20: N ← N ∪M ∪ line(z1, z2)




# adds to queue








Algorithm 11 SPURELEX: Phase Two
input: Q - stack with remaining boxes to process
output: final portion of the non dominated frontier
1: N ′ ← ∅
2: while Q 6= ∅ do
3: B(zL, zR)← element(Q)
4: Q← Q \ {B(zL, zR)}
5: N ′ ← N ′∪ ε-TM(B(zL, zR)) # finds NDF with ε-TM or enhanced ε-TM
6: end while
7: return N ′
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A.2 Instance generation
Here we elaborate on the details of the generation of the bent instances. The nondominated
frontier is bounded within zi(x) ∈ [−k, k] for i = 1, 2, and we choose large enough k, e.g.
k = 1.5 ∗ (n+ 1), in order to avoid numerical issues. We define the “unbent” line segment
as L = {(x1, x2) ∈ R2 : x1 + x2 = 0,−k ≤ xi ≤ k for i = 1, 2}. The NDPs are chosen
from a line segment that is shifted downward from L by d, and from left to right, an NDP
is chosen a horizontal distance of 2d+ 1 away from the previous NDP in order to avoid the
cones from simultaneously dominating a portion of L (this only holds for bounding θ1, θ2
as done in the next step).
Algorithm 12 Randomized Cone-Width NDP Generation
1: d = k/(n+ 1)− 0.5
2: a1 = −k + 0.5d
3: b1 = −a1 − d
4: for i = 2, ..., n do
5: ai = ai−1 + 2d+ 1
6: bi = −ai − d
7: end for
Given corner point (a, b), a cone in objective space is generally defined by {z ∈ R2 :
θ1z1 +(1−θ1)z2 ≥ θ1a+(1−θ1)b, θ2z1 +(1−θ2)z2 ≥ θ2a+(1−θ2)b}, where θ1 ∈ [34 , 1]
and θ2 ∈ [0, 14 ]. Let π be the probability that a cone is orthogonal (i.e., θ1 = 1 and θ2 = 0);
we use π = 0.05.
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Algorithm 13 Randomized Theta Generation
1: thetalist= ∅
2: for i = 1, 2, ..., n do
3: if U(0, 1) ≤ π then
4: θ1 = 1
5: θ2 = 0
6: else
7: θ1 = U(34 , 1)




The “bent” line segment has corner point (a0, b0) = (−d/4,−d/4), which may be
dominated or nondominated, θ01 = (k + d/4)/(2k), and θ
0
2 = (k − d/4)/(2k). Then the
bent line segment L̂ fits the previous definition for a cone while substituting the corner
point (a0, b0), θ01, and θ
0
2. Let the generated NDPs be {(ai, bi)}i=1,2,...,n and their cones be
defined by {(θi1, θi2)}i=1,2,...,n. We then have the following BOMILP for the bent instance:
min (x1, x2)
s.t. θi1x1 + (1− θi1)x2 ≥ θi1ai + (1− θi1)bi − 2k(1− yi) ∀i = 0, ..., n




− k ≤ xi ≤ k ∀i = 1, 2
y ∈ {0, 1}n+1
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A.3 Approximation results
Below, we present the numerical results of the approximation of the NDF for εTM (Table
A.1), for PURELEX (Table A.2), for SPURELEX (Table A.3), and for the recursive variant
of BLM (Table A.4). We report the following statistics: TP, the point in time (during the
execution of the algorithm) that the statistics were collected; fINDP, the fraction of the
number of isolated NDPs found; fNLS, the fraction of the number of nondominated line
segments found; fLNLS, the fraction of the total length of nondominated line segments
found; fA, the resolved area of the initial box B(zL, zR) as a fraction; and, fSlice, the
fraction of slices that contribute to the frontier found. When not applicable, an entry in the
tables is marked with “-”.
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Table A.1: Approximation results for εTM.
Instance ST TP M1 fINDP fNLS fTNLS fA fSlice
21 16.26 16.26 99.582673% - 0.24% 0.30% 0.42% 0.68%
34.10 34.10 99.433120% - 0.33% 0.38% 0.57% 0.68%
68.34 68.34 97.547610% - 0.66% 0.77% 2.45% 1.02%
128.22 128.22 93.596498% - 1.74% 1.97% 6.40% 2.03%
263.72 263.73 89.951496% - 3.33% 3.52% 10.05% 3.05%
512.45 512.46 85.318206% - 5.88% 6.46% 14.68% 5.42%
1024.26 1024.29 77.467321% - 11.02% 11.19% 22.53% 9.83%
2057.03 2057.08 63.777420% - 20.82% 20.08% 36.22% 18.31%
4096.58 4096.68 40.377154% - 38.86% 37.06% 59.62% 34.58%
8192.29 8192.50 2.248251% - 82.51% 85.20% 97.75% 81.36%
9690.87 9691.13 0.000000% - 100.00% 100.00% 100.00% 100.00%
Bent7500.A 16.77 16.77 99.977826% 0.55% 0.02% 0.01% 0.02% 0.03%
34.54 34.54 99.909084% 0.55% 0.05% 0.04% 0.09% 0.05%
64.12 64.12 99.800146% 0.55% 0.11% 0.10% 0.20% 0.11%
130.20 130.21 99.575419% 0.82% 0.22% 0.21% 0.42% 0.23%
258.36 258.37 99.152935% 1.64% 0.44% 0.41% 0.85% 0.44%
514.80 514.82 98.225619% 2.46% 0.90% 0.88% 1.77% 0.91%
1027.33 1027.38 96.304858% 3.01% 1.88% 1.88% 3.70% 1.88%
2049.65 2049.76 92.163824% 5.19% 4.01% 4.05% 7.84% 4.01%
4099.85 4100.13 83.302600% 9.02% 8.74% 8.87% 16.70% 8.75%
8192.22 8192.96 63.073380% 18.58% 20.59% 20.86% 36.93% 20.60%
16384.52 16386.97 10.473017% 66.12% 67.65% 67.40% 89.53% 67.64%
17977.38 17981.29 0.000000% 100.00% 100.00% 100.00% 100.00% 100.00%
Rand7500.A 18.85 18.85 99.979689% 0.27% 0.02% 0.01% 0.02% 0.03%
33.15 33.15 99.953675% 0.27% 0.04% 0.02% 0.05% 0.04%
70.83 70.83 99.887789% 0.27% 0.07% 0.06% 0.11% 0.07%
131.37 131.37 99.768739% 0.27% 0.13% 0.12% 0.23% 0.13%
259.62 259.62 99.539288% 0.55% 0.24% 0.23% 0.46% 0.24%
512.96 512.97 99.061224% 0.55% 0.48% 0.47% 0.94% 0.48%
1028.21 1028.23 98.098272% 1.09% 0.96% 0.96% 1.90% 0.97%
2050.24 2050.29 96.153765% 1.37% 1.96% 1.96% 3.85% 1.96%
4100.09 4100.20 92.280887% 3.55% 3.95% 3.95% 7.72% 3.95%
8195.05 8195.32 84.232517% 10.66% 8.23% 8.18% 15.77% 8.24%
16385.06 16385.68 65.910199% 23.22% 18.82% 18.74% 34.09% 18.82%
32768.88 32771.07 18.845577% 59.02% 56.60% 56.54% 81.15% 56.61%
35789.02 35793.24 0.000000% 100.00% 100.00% 100.00% 100.00% 100.00%
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Table A.2: Approximation results for PURELEX.
Instance ST TP M1 fINDP fNLS fTNLS fA fSlice
21 16.22 16.22 2.060236% - 0.10% 0.22% 89.76% 3.06%
36.15 36.15 0.694905% - 0.20% 0.32% 94.89% 5.78%
65.88 65.88 0.165257% - 0.39% 0.49% 97.41% 10.88%
128.38 128.38 0.043796% - 0.79% 0.98% 98.73% 21.43%
257.16 257.17 0.010580% - 1.53% 1.94% 99.38% 39.80%
513.99 514.00 0.002459% - 3.86% 5.01% 99.71% 65.99%
1024.45 1024.47 0.000749% - 14.03% 15.68% 99.86% 80.61%
2049.89 2049.96 0.000172% - 43.22% 46.53% 99.96% 89.80%
4100.56 4100.71 0.000011% - 82.93% 87.12% 100.00% 96.94%
6777.20 6777.46 0.000000% - 100.00% 100.00% 100.00% 100.00%
Bent7500.A 16.00 16.01 0.389899% 0.27% 0.19% 0.13% 94.74% 0.11%
32.01 32.02 0.024330% 1.64% 0.71% 0.46% 98.62% 0.47%
64.08 64.11 0.006002% 2.46% 1.78% 1.07% 99.46% 1.45%
128.03 128.10 0.001483% 5.46% 3.94% 2.89% 99.77% 1.95%
256.12 256.30 0.000348% 8.74% 8.41% 5.09% 99.90% 6.76%
512.01 512.40 0.000074% 19.40% 17.09% 12.59% 99.96% 8.32%
1024.16 1025.00 0.000016% 43.44% 34.72% 27.62% 99.99% 11.81%
2048.14 2049.95 0.000002% 86.07% 68.92% 58.97% 100.00% 15.17%
4096.22 4100.11 0.000000% 100.00% 100.00% 85.28% 100.00% 100.00%
5442.12 5447.43 0.000000% 100.00% 100.00% 100.00% 100.00% 100.00%
Rand7500.A 16.06 16.06 0.097490% 0.27% 0.35% 0.20% 97.28% 0.27%
32.26 32.27 0.024260% 1.37% 0.87% 0.54% 98.87% 0.55%
64.25 64.29 0.005985% 1.64% 1.94% 1.09% 99.51% 1.68%
128.19 128.27 0.001476% 3.83% 4.10% 2.55% 99.78% 2.53%
256.19 256.38 0.000348% 8.47% 8.48% 4.77% 99.90% 7.28%
512.00 512.44 0.000080% 17.76% 17.16% 10.81% 99.96% 10.05%
1024.18 1025.11 0.000016% 36.89% 34.60% 22.61% 99.98% 16.37%
2048.03 2049.93 0.000002% 74.59% 69.34% 46.47% 100.00% 26.13%
4096.02 4099.76 0.000000% 100.00% 100.00% 79.49% 100.00% 100.00%
5420.87 5426.26 0.000000% 100.00% 100.00% 100.00% 100.00% 100.00%
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Table A.3: Approximation results for SPURELEX with ρ = 0.005.
Instance ST TP M1 fINDP fNLS fTNLS fA fSlice
21 16.57 16.57 2.060236% - 0.10% 0.22% 89.76% 3.05%
32.46 32.46 0.752281% - 0.19% 0.31% 94.51% 5.42%
65.80 65.80 0.173392% - 0.38% 0.48% 97.33% 10.51%
129.53 129.53 0.048528% - 0.75% 0.90% 98.65% 20.34%
256.90 256.90 0.012639% - 1.44% 1.85% 99.34% 37.97%
512.32 512.33 0.006956% - 4.45% 5.37% 99.51% 48.81%
1024.33 1024.36 0.006956% - 9.61% 10.29% 99.53% 51.19%
2048.02 2048.08 0.006956% - 21.08% 22.94% 99.58% 54.92%
4096.39 4096.52 0.006956% - 42.20% 43.49% 99.66% 66.10%
8192.23 8192.51 0.006956% - 89.11% 88.52% 99.91% 91.19%
9120.40 9120.72 0.000000% - 100.00% 100.00% 100.00% 100.00%
Bent7500.A 16.07 16.07 0.389944% 0.27% 0.16% 0.12% 94.16% 0.07%
32.07 32.08 0.024330% 1.64% 0.66% 0.42% 98.56% 0.47%
64.24 64.27 0.006009% 2.46% 1.67% 1.00% 99.42% 1.37%
128.10 128.27 0.005985% 4.92% 4.92% 4.13% 99.51% 4.61%
256.09 256.57 0.005985% 12.30% 11.79% 11.05% 99.54% 11.64%
512.00 513.25 0.005985% 28.42% 25.53% 24.91% 99.59% 25.50%
1024.00 1026.81 0.005985% 56.56% 52.93% 52.62% 99.70% 52.73%
1907.78 1913.49 0.000000% 100.00% 100.00% 100.00% 100.00% 100.00%
Rand7500.A 16.13 16.14 0.097490% 0.27% 0.35% 0.20% 97.28% 0.27%
32.05 32.07 0.024260% 1.37% 0.86% 0.53% 98.85% 0.55%
64.01 64.04 0.005986% 1.64% 1.92% 1.08% 99.50% 1.67%
128.01 128.19 0.005986% 6.01% 5.46% 4.62% 99.52% 5.28%
256.01 256.52 0.005986% 13.66% 12.47% 11.68% 99.54% 12.36%
512.00 513.31 0.005986% 25.14% 26.22% 25.62% 99.60% 26.26%
1024.10 1027.19 0.005986% 51.64% 54.05% 53.79% 99.71% 53.83%
1866.35 1872.18 0.000000% 100.00% 100.00% 100.00% 100.00% 100.00%
Table A.4: Approximation results for the recursive variant of BLM.
Instance ST TP M1 fINDP fNLS fTNLS fA fSlice
21 18.03 18.03 1.209597% - 0.14% 0.25% 92.50% 4.08%
32.76 32.76 0.694905% - 0.22% 0.34% 94.89% 6.12%
65.46 65.46 0.149381% - 0.42% 0.52% 97.50% 11.56%
129.23 129.23 0.070827% - 0.73% 0.77% 98.29% 17.01%
257.06 257.06 0.014935% - 1.53% 1.81% 99.27% 37.76%
512.90 512.90 0.003389% - 3.01% 3.58% 99.66% 62.59%
1056.77 1056.78 0.000906% - 12.11% 13.85% 99.84% 79.59%
2049.07 2049.14 0.000249% - 38.11% 41.63% 99.95% 90.14%
4096.38 4096.55 0.000016% - 80.31% 84.72% 100.00% 98.30%
6482.32 6482.60 0.000000% - 100.00% 100.00% 100.00% 100.00%
Rand7500.A 1151.45 1151.47 25.000000% 0.27% 0.76% 0.55% 68.98% 0.93%
1835.93 1835.96 4.246974% 0.27% 0.87% 0.60% 87.42% 1.09%
1916.55 1916.61 4.028313% 1.37% 2.55% 1.95% 90.50% 3.05%
2042.68 2043.04 1.496833% 3.55% 6.11% 4.87% 93.50% 7.16%
2071.65 2071.84 1.256458% 3.55% 6.19% 4.91% 94.50% 7.28%
2096.62 2096.83 1.061497% 3.55% 6.26% 4.94% 95.34% 7.37%
2119.79 2120.00 1.006409% 3.55% 6.34% 4.98% 96.05% 7.49%
2132.32 2132.56 0.773759% 3.55% 6.43% 5.02% 96.74% 7.61%
4096.03 4098.84 0.000016% 44.54% 64.17% 51.40% 99.99% 75.06%
5821.14 5826.61 0.000000% 100.00% 100.00% 100.00% 100.00% 100.00%
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APPENDIX B
HEURISTICS FOR THE SAME-DAY DELIVERY PROBLEM WITH HUB
CAPACITY CONSTRAINTS
We report the results summarizing the performance of MILS for different values of η on
instance B, i.e. η = 0 (Tables B.1 and B.4), η = 0.005 (Tables B.2 and B.5) and η = 0.05
(Tables B.3 and B.6), with ItOmax = 10, It
I
max = 500, Tk = −1, p = 0.05, ItIR = 100. The
results are representative of what happens for the other instances. In Tables B.1-B.3, we
report the following statistics: the iteration of the outer loop (ItO), the number of com-
modities served in the initial solution generated by the greedy heuristic (KS0), the number
of commodities served in the best local solution found (KS), the cost of the best local
solution found (C), and the total running time of the iteration (TT). In Tables B.4-B.6, we
report: how many times the neighborhood was called, in percentage (N(%)), in how many
iterations the neighborhood managed to modify the solution either increasing, decreasing
or preserving the number of commodities served, in percentage (M(%)), in how many it-
erations, out ofM(%), the neighborhood improved the solution in terms of the number of
commodities served immediately after the move was applied, in percentage (IM(%)), in
how many iterations, out ofM(%), the neighborhood deteriorated the solution in terms of
the number of commodities served immediately after the move was applied, in percentage
(DM(%)), and in how many iterations, out of M(%), the neighborhood preserved the
same number of commodities served immediately after the move was applied, in percent-
age (PM(%))
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Table B.1: MILS in-depth analysis of the 10 iterations of the outer loop for instance B
with η = 0
ItO |KS0| |KS| C TT
1 760 946 11802.61 438.64
2 766 953 11381.34 425.21
3 780 947 12358.31 250.32
4 775 948 12058.09 295.48
5 772 945 12099.44 519.35
6 761 939 12279.42 485.92
7 762 945 12221.96 458.99
8 769 947 12656.78 279.89
9 777 947 12663.58 238.41
10 788 943 13152.33 311.47
Avg. 771.00 946.00 12267.38 370.36
Table B.2: MILS in-depth analysis of the 10 iterations of the outer loop for instance B
with η = 0.005
ItO |KS0| |KS| C TT
1 769 952 11866.31 573.53
2 766 952 12281.38 648.43
3 772 960 11725.98 510.59
4 773 950 12442.57 460.03
5 785 956 11840.96 738.07
6 783 955 12496.56 556.83
7 780 955 11787.88 650.85
8 775 955 12648.75 497.97
9 762 953 12124.19 615.10
10 779 951 12321.79 467.00
Avg. 774.40 953.90 12153.63 571.84
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Table B.3: MILS in-depth analysis of the 10 iterations of the outer loop for instance B
with η = 0.05
ItO |KS0| |KS| C TT
1 770 946 12319.48 643.09
2 771 943 12728.59 433.22
3 769 940 12649.73 454.98
4 762 936 12897.37 422.06
5 759 940 13476.15 418.28
6 761 938 13312.00 426.45
7 761 932 13504.02 381.15
8 770 942 13319.10 422.22
9 772 942 13552.02 376.65
10 761 937 12851.54 380.74
Avg. 765.60 939.60 13061.00 435.88
Table B.4: MILS in-depth analysis showing the average performance of the several
neighborhoods for instance B with η = 0.
Neighborhood N(%) M(%) IM(%) DM(%) PM(%)
MOVELOADINGPERIOD 9.11 < 0.01 65.41 4.59 30.00
MOVEUNLOADINGPERIOD 9.07 < 0.01 74.61 5.39 20.00
CHANGELOADINGDOCK 9.10 < 0.01 0.00 0.00 100.00
CHANGEUNLOADINGDOCK 9.08 < 0.01 0.00 0.00 100.00
SWITCHLOADINGPERIOD 9.09 0.39 30.67 9.33 60.00
RE-ARRANGELOADINGPERIODS 9.09 < 0.01 100.00 0.00 0.00
RE-ARRANGEUNLOADINGPERIODS 9.10 < 0.01 100.00 0.00 0.00
SWITCHDIRECTPATH 9.08 1.62 0.00 4.21 95.79
OPENNEWLOADINGPERIOD 9.10 0.21 100.00 0.00 0.00
OPENNEWUNLOADINGPERIOD 9.11 0.60 100.00 0.00 0.00
CROSSOVERPATHS 9.07 < 0.01 0.00 0.00 100.00
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Table B.5: MILS in-depth analysis showing the average performance of the several
neighborhoods for instance B with η = 0.005.
Neighborhood N(%) M(%) IM(%) DM(%) PM(%)
MOVELOADINGPERIOD 9.16 < 0.01 61.41 6.99 31.60
MOVEUNLOADINGPERIOD 9.16 < 0.01 58.52 7.71 33.77
CHANGELOADINGDOCK 9.14 < 0.01 0.00 0.00 100.00
CHANGEUNLOADINGDOCK 9.14 < 0.01 0.00 0.00 100.00
SWITCHLOADINGPERIOD 8.73 0.37 29.47 7.05 63.48
RE-ARRANGELOADINGPERIODS 9.16 < 0.01 100.00 0.00 0.00
RE-ARRANGEUNLOADINGPERIODS 9.18 < 0.01 100.00 0.00 0.00
SWITCHDIRECTPATH 6.92 1.46 0.00 2.00 98.00
OPENNEWLOADINGPERIOD 9.61 0.17 100.00 0.00 0.00
OPENNEWUNLOADINGPERIOD 10.63 0.48 100.00 0.00 0.00
CROSSOVERPATHS 9.17 < 0.01 0.00 0.00 100.00
Table B.6: MILS in-depth analysis showing the average performance of the several
neighborhoods for instance B with η = 0.05.
Neighborhood N(%) M(%) IM(%) DM(%) PM(%)
MOVELOADINGPERIOD 8.72 < 0.01 61.11 8.89 30.00
MOVEUNLOADINGPERIOD 8.72 < 0.01 55.78 4.22 40.00
CHANGELOADINGDOCK 8.69 < 0.01 0.00 0.00 100.00
CHANGEUNLOADINGDOCK 8.68 < 0.01 0.00 0.00 100.00
SWITCHLOADINGPERIOD 7.18 0.31 36.41 13.59 50.00
RE-ARRANGELOADINGPERIODS 8.77 < 0.01 100.00 0.00 0.00
RE-ARRANGEUNLOADINGPERIODS 8.78 < 0.01 100.00 0.00 0.00
SWITCHDIRECTPATH 2.62 1.78 0.00 4.78 95.22
OPENNEWLOADINGPERIOD 10.47 0.05 100.00 0.00 0.00
OPENNEWUNLOADINGPERIOD 18.67 0.11 100.00 0.00 0.00
CROSSOVERPATHS 8.69 < 0.01 0.00 0.00 100.00
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[56] F. Clautiaux, S. Hanafi, R. Macedo, M.-É. Voge, and C. Alves, “Iterative aggregation
and disaggregation algorithm for pseudo-polynomial network flow models with side
constraints,” European Journal of Operational Research, vol. 258, no. 2, pp. 467–
477, 2017.
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