Abstract. Constraint logic programming (CLP) has been proposed as a declarative paradigm for merging constraint solving and logic programming. Recently, coinductive logic programming has been proposed as a powerful extension of logic programming for handling (rational) infinite objects and reasoning about their properties. Coinductive logic programming does not include constraints while CLP's declarative semantics is given in terms of a least fixed-point (i.e., it is inductive) and cannot directly support reasoning about (rational) infinite objects and their properties. In this paper we combine constraint logic programming and coinduction to obtain co-constraint logic programming (co-CLP for brevity). We present the declarative semantics of co-CLP in terms of a greatest fixed-point and its operational semantics based on the coinductive hypothesis rule. We prove the equivalence of these two semantics for programs with rational terms.
Introduction
Constraint logic programming [7] is a natural and expressive paradigm which combines two declarative paradigms: logic programming [9] and constraint solving. CLP's declarative semantics is defined in terms of a least fixed-point, i.e., it is inductive. Therefore, it cannot be directly used for reasoning about (rational) infinite objects and their properties. Coinductive logic programming (co-LP) has recently been proposed as a powerful technique for finitely reasoning about (rational) infinite structures and their properties [14, 13] , however, it does not support constraints. Constraints and (rational) infinite computations arise together in many interesting applications such as verification of real-time and cyber-physical systems [8, 4] . A formalism that can support both constraints and computations over (rational) infinite structures is needed. This paper focuses on developing such a formalism.
Consider the following program, which describes an infinite list whose pairwise consecutive elements obey a constraint. This program is not semantically meaningful either in constraint logic programming or in coinductive logic programming.
stream([X, Y | T]) :-{Y -X >= 3}, stream(T).
However, we would like a query such as ?-stream(L). to return a positive answer in a finite amount of time. The operational semantics of CLP does not allow for infinite proofs such as a proof for the query above and the operational semantics of co-LP does not allow constraints. While this is only an artificial, simple example to illustrate the point, there are many real world applications that (i) exhibit infinite behavior, and (ii) interact with the environment while operating under constraints imposed by physical entities such as time, temperature, pressure, etc. For example a reactor temperature control system [6] is a traditional example of a cyber-physical system which exhibits both aspects mentioned above: one of the components of this system, the core controller, runs forever in order to keep the temperature of the system between two thresholds. Two physical quantities involved in this system are time and temperature, and the behavior of the system is specified by placing constraints on them. Another example is the generalized railroad crossing problem [5] . This system is controlled by several components: controller, gate and tracks that work in parallel and run forever. The behavior of this system is also specified by constraints between the times at which different events in the system take place. These systems can be naturally modeled as coinductive constraint logic programs.
In the past we explored applications that involved both CLP and co-LP [11, 12] , however, lack of a formalism that combines both hindered progress. We develop such a formalism in this paper that combines CLP and co-LP. We extend the constraint logic programming scheme to coinductive constraint logic programming (co-CLP for brevity). Co-CLP allows direct reasoning over (rational) infinite objects and their properties when constraints are used to express the relation between the objects. We present the declarative and operational semantics of co-CLP and show their equivalence for programs with rational structures.
Co-CLP allows predicates to be annotated as either inductive or coinductive. Inductive predicates can invoke coinductive predicates and vice versa; however, no cycles through alternating induction and coinduction are allowed. The declarative semantics of co-CLP is defined in terms of greatest fixed-point semantics. The operational semantics is defined as an extension of the top-down execution model of CLP with a coinductive hypothesis rule. This operational semantics allows us to obtain finite derivations for (rational) infinite proofs. In this paper, we limit our attention to coinductive constraint logic programs without negation.
The contributions of this paper include developing a new paradigm, called co-CLP, which combines traditional constraint logic programming and coinductive logic programming, as well as its declarative and operational semantics. However, unlike the traditional CLP, user-defined functions are allowed in co-CLP. Co-CLP allows for logic programming with finite and (rational) infinite data structures in the presence of constraints; that is, co-CLP can be used directly to reason about logical statements regarding both finite and (rational) infinite objects and their properties with constraints imposed on them. We first present an overview of coinductive logic programming [14] .
Coinductive Logic Programming
Standard logic programming (which computes least fixed-points) cannot be used to reason about infinite objects (which belong to the greatest fixed-points). Recently coinduction [1] has been introduced into logic programming by Simon et al [14] to overcome this problem. Coinductive logic programming can be used for reasoning about unfounded sets, behavioral properties of (interactive) pro-grams, etc., as well as elegantly proving liveness properties in model checking, type inference in functional programming, etc. [3] .
Coinductive logic programming is a dual of logic programming: it supports reasoning directly about infinite objects and infinite properties. The declarative semantics of coinductive logic programming allows the universe of terms to contain infinite terms, in addition to the traditional finite terms. It also allows for the model to contain ground goals that have either finite or infinite idealized proofs. Coinductive logic programming provides an operational semantics-similar to SLD resolution [15] -for computing the greatest fixed-point of a logic program. This operational semantics (called co-SLD resolution) relies on the coinductive hypothesis rule and systematically computes elements of the gfp via backtracking. It is briefly described below through a simple example. Consider a normal logic programming definition of a stream (list) of bits given as program P1 below:
. Under SLD resolution, the query ?-stream(X). will systematically produce all finite streams of bits one by one, starting from the empty stream []. Suppose we remove the base case and call the resulting program P2. In standard logic programming the query ?-stream(X). fails, since the lfp model of P2 does not contain any instances of stream/1. The problems are two-fold: (i) the Herbrand universe does not contain infinite terms, (ii) the least Herbrand model does not allow for infinite proofs, such as the proof of stream(X); yet these concepts are commonplace in computer science, and a sound mathematical foundation exists for them in the field of hyperset theory [1] . Coinductive logic programming extends the traditional declarative and operational semantics of LP to allow reasoning over infinite and cyclic structures and properties. In the coinductive logic programming paradigm the declarative semantics of the predicate stream/1 above is given in terms of infinitary Herbrand (or co-Herbrand ) universe, infinitary Herbrand (or co-Herbrand ) base [9] , and maximal models (computed using greatest fixed-points) [14] .
The query ?-stream(X). under the coinductive interpretation of P2 should produce all infinite sized streams as answers, e.g.,
The model of P2 does contain instances of stream/1 (but proofs may be of infinite length).
If we take a coinductive interpretation of program P1, then we get all finite and infinite streams as answers to the query ?-stream(X). Coinductive logic programming allows programmers to manipulate infinite structures. As a result, unification must be extended and the "occurs check" [9] removed: unification equations such as X = [1 | X] are allowed in coinductive logic programming.
The operational semantics under coinduction is given in terms of the coinductive hypothesis rule: during execution, if the current resolvent R contains a call C that unifies with an ancestor call C, then the call C succeeds; the new resolvent is R θ where θ = mgu(C, C ) and R is obtained by deleting C from R. In coinductive logic programming the alternative computations started by a call are not only those that begin with unifying the call and the head of a clause, but also those that begin with unifying the call and one of its ancestors in a proof tree.
Regular logic programming execution extended with the coinductive hypothesis rule is termed co-logic programming [13] . The coinductive hypothesis rule works for only those infinite proofs that are regular (or rational ), i.e., infinite behavior is obtained by a finite number of finite behaviors interleaved an infinite number of times. More general implementations of coinduction are possible [13] . More complex examples of coinductive LP can be found elsewhere [14] . Even with the restriction to rational proofs, there are many applications of coinductive logic programming. These include model checking, modeling ω-automata, non-monotonic reasoning, etc [3] .
Notation and Terminology
In the rest of the paper we follow the notations and terminologies that are used in [7] and [13] . However, in traditional constraint logic programming [7] , the only domain considered is the domain of constraints; therefore, defining new function symbols and terms is not allowed. As a result, the terms and atoms that are used in a constraint logic program are limited to what is defined in Σ (defined below), and terms and atoms are interpreted in the domain of constraints. In this paper, we consider not only the domain of constraints, but also the Herbrand universe. Therefore, user-defined terms will be allowed. User-defined functions and predicates will be given the standard interpretation in the Herbrand universe and the Herbrand base. However, constraints will be interpreted using a predefined interpretation (provided by the domain of computation).
A signature defines a set of function and predicate symbols with their corresponding arities. If Σ is a signature, a Σ-structure D consists of a set D and an assignment of functions and relations on D to the symbols of Σ which respects the arities of the symbols (a Σ-structure D is an interpretation of Σ in domain D). Note that D may contain finite as well as infinite objects.
We assume an infinite number of variables; x will denote a variable, h, t will denote terms, p will denote a predicate symbol, a will denote an atom, c will denote a constraint, r will denote a rule, and P will denote a program.x and h denote sequences of terms x 1 , x 2 , . . . , x n and h 1 , h 2 , . . . , h n , respectively. D will denote a structure, D will denote its set of elements. ∃ −x φ denotes the full existential closure of the formula φ except for the variablesx, which remain unquantified.∃ φ denotes the full existential closure of the formula φ. D |= c denotes that c is true in D. D |= ∃c means that the constraint c is satisfiable in D.
A first-order Σ-formula is built upon variables, function and predicate symbols of Σ, the logical connectives ∧, ∨, ¬, ←, →, ↔ and quantifiers over variables ∃, ∀. A closed formula is a formula in which all variable occurrences are bound by quantifiers. A Σ-theory is a collection of closed Σ-formulas.
Analogously to the class of CLP languages, co-CLP(X ) can be obtained by instantiating the parameter X , where X is an abbreviation for a 4-tuple (Σ, D, L, T ). Σ is a signature containing the binary predicate symbol = interpreted as identity in D, and a special binary relation = u which will be used for unification. The expression x = u a will be interpreted as substituting the term a for variable x. D is a Σ-structure, L is a class of Σ-formulas that contains a constraint that is identically true and one that is identically false, and T is a first-order Σ-theory. L is assumed to be closed under variable renaming, conjunction and existential quantification. For any signature Σ, a Σ-structure D (the domain of computation) and a class of Σ-formulas L (the constraints), the pair (D, L) is called a constraint domain. Sometimes the constraint domain is denoted by D. A Σ-structure D is a model of a Σ-theory T if all formulas of T evaluate to true under the interpretation provided by D. We limit our attention to such T 's whose satisfiability of constraints is decidable in D, in other words, for a constraint domain (D, L) with signature Σ, T is a decidable theory, i.e., (i) D is a model of T , (ii) for every constraint c ∈ L, either T |= ∃c or T |= ¬∃c (i.e., each model of T is a model of ∃c or each model of T is a model of ¬∃c). This second property is called satisfaction completeness.
A term is a tree where every leaf node is labeled with a variable or with some f /0 (constant) and every inner node with n children, n > 0, is labeled with some f /n. We write f (t 1 , . . . , t n ) for the term with root f and direct subtrees t 1 , . . . , t n . A term t is called finite if all paths in the tree t are finite, otherwise it is infinite. A term (tree) is rational if it only contains finitely many different subterms (subtrees).
We consider an extension of Σ to Σ D in which there is a constant for every element of D. Terms that are built upon variables and function symbols in Σ
D with the set of all user defined function and predicate symbols in program P . The set of predicate symbols defined by Σ is denoted by Π c and the set of predicate symbols defined by a program is denoted by Π P . Note that Π c and Π P are disjoint.
An atom is a tree p(t 1 , . . . , t n ), where p ∈ Π p and t 1 , . . . , t n are rational terms that are built upon variables and function symbols in Σ D P . A primitive constraint is an expression of the form p(t 1 , . . . , t n ) where t 1 , . . . , t n are terms from T D and p is a predicate symbol from Π c . In other words, primitive constraints only contain functors from Σ. This will ensure that the constraint solver will only deal with primitive constraints which it can solve. A constraint is a first-order formula built from primitive constraints. the binary tree. The empty list is represented by nil. The primitive constraints are equations between terms. Let L be the class of constraints generated by these primitive constraints. Then (D, L) is the constraint domain of finite and (rational) infinite lists.
Example 2. Let Σ contain two binary predicate symbols = and <, and a binary function symbol +. Let D be the set of natural numbers and D interpret the symbols of Σ as usual (i.e., + is interpreted as addition, etc). Let f be a unary function symbol defined in the program. Then, for example, 7 + 2 is a term in T D , but not a formula; however, 7 + 2 < 8 is a formula in L D , which is a legal constraint; however, f (2) < 7 is not allowed.
Syntax
Co-CLP's syntax is not identical to that of constraint logic programming, though it is very similar. It extends the syntax of CLP by allowing predicate symbols to be declared as being either inductive or coinductive. In analogy with co-LP [13] , the stratification restriction in co-CLP would not allow the inductive and coinductive predicates to be mutually recursive; that is, execution cannot loop between inductive and coinductive calls. This restriction is for preventing ambiguity in the semantics of co-CLP programs. Without this restriction, it would not be possible to assign meaning to the programs that simultaneously exhibit the semantics of both inductive and coinductive constraint logic programming.
A co-constraint logic program is a collection of rules of the form a ← c, b 1 , . . . , b n . a is an atom and called the head of the rule. c, b 1 , . . . , b n is called the body of the rule; c is the conjunction of constraints in the body and b i 's are atoms. An annotated program is a co-constraint logic program extended with a set of declarations. The set of declarations specify for every predicate p in program P , whether p is inductive or coinductive. In the annotated program corresponding to program P , for every inductive predicate q, there is a declaration of the form :-inductive(q), and for every coinductive predicate p, there is a declaration of the form: :-coinductive(p).
Example 3. In the following program the predicate p is a coinductive predicate (note that there is no base case). This predicate generates/accepts (rational) infinite lists of numbers in which, the difference between elements of lists with some constant is less than 5.
:
Definition 1. Let P be an annotated program. We say that a predicate p directly depends on a predicate q if and only if p = q or P contains a clause p ← c, b 1 , . . . , b n . such that some b i contains q. The dependency graph of program P has the set of its predicates as vertices, and the graph has an edge from p to q if and only if p directly depends on q.
Definition 2. The reduced graph for a co-constraint logic program has vertices consisting of the strongly connected components of the dependency graph of P . There is an edge from vertex u 1 to vertex u 2 in the reduced graph if and only if some predicate in u 1 depends directly on some predicate in u 2 . A vertex in a reduced graph is said to be coinductive (resp. inductive) if it contains only coinductive (resp. inductive) predicates.
Declarative Semantics
In this section, we present the declarative semantics of co-constraint logic programming in terms of a greatest fixed-point. Since we are dealing with two types of predicate and function symbols, namely those that are defined by Σ and those that are defined by the user in program P , we must define a new interpretation that handles both. First, we extend the Herbrand universe of a program P to contain the domain D (D ⊂ U P ). We assume that the Herbrand Universe contains both finite and (rational) infinite terms [2] . User-defined terms and atoms will be given the standard interpretation in the Herbrand universe and the Herbrand base of P (U P and B P ) [9] ; while terms and formulas built from elements of Σ are given the interpretation provided by D.
We denote the interpretation of a predicate symbol p defined in program P by p. Similarly, the interpretation of a user-defined function symbol f will be denoted by f. We take v : V → U P to be a valuation of variables to ground terms in the Herbrand universe [9] , such that if variable x occurs in a constraint, then v(x) ∈ D. We consider the natural extension of v that maps user-defined terms and atoms over the Herbrand universe and Herbrand base, terms in T D to ground terms, and formulas in L D to ground L D -formulas. We call this valuation a constraint consistent valuation. For an atom a of the form Since the set of predicates in program P is stratified into a collection of mutually disjoint strata of predicates, a vertex in a reduced graph of P is called a stratum. All the vertices in a stratum are of the same kind, either coinductive or inductive. A stratum u depends on stratum u , if there is an edge from u to u in the reduced graph. A stratum u is said to be lower than stratum u (u is higher than u), if there is a path from u to u in the reduced graph. A stratum u is said to be strictly lower than stratum u (u is strictly higher than u), if u is lower than u and u = u .
The model of each stratum, i.e., the model of a vertex in the reduced graph of a co-CLP is defined using the T D u,P operator below. Since a co-constraint logic program is stratified, its reduced graph is always a DAG. Moreover, all predicates in the same stratum are the same kind, coinductive or inductive. Therefore, when T D u,P is used, the atoms defined as true in lower strata are treated as facts when proving atoms containing predicates in the current stratum. 
, is the union of the models of every stratum of P .
The model of a co-constraint logic program is built by creating the inductive model for inductive strata, starting the lower strata, and the coinductive model for coinductive strata. This process is repeated from the lowest strata up to the topmost strata. Note that lowest and topmost strata exist since the program is stratified. Note also that the set of D-interpretations forms a complete lattice under the subset ordering. T D u,P is a monotonic function on a complete lattice. Therefore the least and greatest fixed-points exist for T D u,P . The model of a co-constraint logic program can be defined using the set of idealized proofs defined below. Intuitively, idealized proofs are trees of ground atoms, such that a parent is deduced from the idealized proofs of its children. An idealized proof is rational if it is represented as a rational tree. We next define the declarative semantics of co-constraint logic programs in terms of idealized proofs. If S = {a | ∃T ∈ Γ D P , a is the root of T }, then S = M D (P ). Any element in the model has an idealized proof and anything that has an idealized proof is in the model. This formulation will be used in soundness and completeness proofs of operational semantics of co-CLP in order to distinguish between the cases when a query has a finite derivation, and when there are only infinite derivations of the query.
Operational Semantics
The operational semantics given for co-CLP is similar to that of CLP in the sense that it is presented in terms of state transition systems. However, there are two major differences between these two semantics: (i) While the operational semantics of CLP uses multisets of atoms and constraints along with multisets of constraints as states, co-CLP uses forests of finite trees of atoms along with multisets of constraints as states. (ii) Operational semantics of CLP allows program rules (clauses) along with transition rules that manipulate constraints as transition rules. The operational semantics of co-CLP, in addition to these transitions, allows the coinductive hypothesis rule. The coinductive hypothesis rule is used to obtain finite derivations for goals with (rational) infinite idealized proofs. Intuitively, it states that if, during execution, a call A is encountered and unified with an ancestor call A , and moreover the set of accumulated constrains is consistent, then A is deleted from the resolvent and the substitution resulting from unification of arguments of A and A is applied to the resolvent. Note that each ancestor of a goal constitutes a coinductive hypothesis, which can be accessed in the recursion stack. Note also that in co-CLP, unification must be extended and the "occurs check" removed: unification equations such as X = u [1 | X] are allowed; in fact, such equations will be used to represent (rational) infinite structures in a finite manner.
Definition 10. Let N * denote the set of all finite sequences of positive integers, including the empty sequence . We call these sequences paths. A singleton path is denoted by i for some positive integer i. The concatenation of two paths π and π is denoted by π.
A tree of elements of a set S, called an S-tree, is defined as a partial function from paths to elements of S, such that the domain is non-empty and prefix-closed. Each node in the tree is unambiguously denoted by a path. The root of tree t is denoted by t( ); the node defined by a path π is denoted by t(π). A tree t is described by the paths π from the root t( ) to the nodes t(π) of the tree, and the nodes are labeled with elements of S. A child of node π in tree t is any path π.i that is in the domain of t, where i is some positive integer. The subtree of t rooted at π, denoted by t = t\π, is the partial function t (π ) = t(π.π ). node(L, T 1 , . . . , T n ) is a constructor of an S-tree with root labeled L and subtrees T i , where L ∈ S and each T i is an S-tree, such that 1 ≤ i ≤ n, node(L, T 1 , . . . , T n )( ) = L, and node(L, T 1 , . . . , T n )(i.π) = T i (π).
Definition 11.
A state is a triple (F, E, C), where -F is a finite multiset of finite trees with nodes labeled with atoms, -E is the set of equalities of the form x = u t, in which x is a variable and t is a term and each variable x appears at most once in the left hand side of equations in E, -C is the set of constraints from L D , it is called the constraint store.
There is one other state, called the failure state.
Intuitively, the collection of as-yet-unseen atoms is represented by forest F . When an atom labeling a leaf in tree T of forest F is proved to be true, T is modified (using function δ, defined below) by removing the leaf and the maximum number of its ancestors, such that the result is still a tree. If all nodes in a tree are removed, the tree itself is removed. C is the collection of accumulated constraints built from the function and relation symbols of Σ, and E is the system of equations that captures the accumulated results of unification.
Definition 12.
[13] Given a tree of atoms T and a path π in the domain of T , let ρ(T, π.i) be the partial function equal to T , except that it is undefined at π.i, Then
The operational semantics of co-CLP relies on three types of transitions: (i) transitions that arise from resolution, (ii) transitions that arise from coinductive hypothesis rules, and (iii) transitions that manipulate the collection of constraints in constraint store. These transitions include adding constraints to constraint store, checking the consistency of current constraints in constraint store and inferring a new collection of constraints from the current collection.
Definition 13. A transition rule r of a co-constraint logic program P is one of the following four forms:
-an instance of a clause in P , with variables consistently renamed for freshness, -a coinductive hypothesis of the form η(π, π ): π and π are paths such that π is a proper prefix of π , π is labeled by p(t 1 , . . . , t n ), π is labeled by p(t 1 , . . . , t n ), t 1 , . . . , t n and t 1 , . . . , t n are unifiable, -an inference rule for simplifying the current collection of constraints; the function infer(C, E) takes the current set of constraints and current substitution and computes a new set of constraints C , provided that D |= C ↔ C , -a consistency check rule; the predicate consistent(C) expresses a test for consistency of C. It can be defined by: if D |=∃C then consistent(C) holds.
Definition 14.
Let T be a tree in forest F . A state (F, E, C) transitions to another state ((F \{T }) ∪ F , E , C ) by transition rule r of program P when -r is a definite clause of the form p(t 1 , . . . , t n ) ← c, b 1 , . . . , b m , renamed to new variables, π is a leaf in T , T (π) = p(t 1 , . . . , t n ). Let E be the substitution obtained from unification of t 1 , . . . , t n and t 1 , . . . , t n , then E = E ∪ E , C = C ∪ c and F is obtained as follows:
• m > 0 and p is coinductive: F = {T } where T is equal to T except at π.i and T (π.i) = b i , for 1 ≤ i ≤ m.
• m > 0 and p is inductive:
* π = π .j for some positive integer j : Let T be equal to T except at π .k for all k ≥ j, where T is undefined. F = {T } where T is equal to T except at π .i, where
-r is of the form η(π, π ), p is a coinductive predicate, π is a proper prefix of π , which is a leaf in T , T (π) = p(t 1 , . . . , t n ), T (π ) = p(t 1 , . . . , t n ). Let E be the substitution obtained from unification of t 1 , . . . , t n and t 1 , . . . , t n , then E = E ∪ E , C = C ∪ c and F = {δ(T, π )}. -r is an inference rule, F = {T }, E = E and C = infer(C, E).
-r is a consistency check rule, if consistent(C) holds then F = {T }, E = E and C = C, if ¬consistent(C) holds then ((F \{T }) ∪ F , E , C ) = failure.
Note that when a state is transformed by using a coinductive hypothesis, the set of accumulated constraints should be consistent for the coinductive hypothesis to be applied. The state in a transition system can also change by applying an instance of a clause from the program. When a subgoal is proved true, the unneeded nodes will be pruned from the forest. Note that the body of an inductive clause is overwritten on top of the leaf of a tree. When the tree contains only the root, the old tree will be replaced with one or more singleton trees. Coinductive subgoals will be remembered, in the form of a forest, so that infinite proofs can be recognized 2 . The state can also change by applying the inference rule and also by checking the consistency of constraints.
Definition 15. A transition sequence in a co-CLP program P consists of a sequence of states (F 1 , E 1 , C 1 ), (F 2 , E 2 , C 2 ), . . . , and a sequence of transition rules r 1 , r 2 , . . . , such that (
A transition sequence defines the trace of an execution. Execution terminates when it reaches a final state: either all atoms have been proved or the execution path reaches a state where no further transitions are possible.
Definition 16. An accepting state is of the form (∅, E, C), where ∅ denotes the empty set. A failure state is a non-accepting state which does not have any outgoing transitions. A final state is an accepting state or a failure state.
Definition 17. A derivation of a state (F, E, C) in a co-constraint logic program P is a state transition sequence where the first state is (F, E, C) . A derivation is successful if it ends in an accepting state, and a derivation is failed if it ends in a failure state. A goal G of the form a 1 , . . . , a n , has a derivation in program P , if ({node(a i )|1 ≤ i ≤ n}, ∅, ∅) has a derivation in P . For the goal G with free variablesx, if (G, ∅, ∅) has a successful derivation in P ending at (∅, E, C), then ∃ −x E(C) is called the answer constraint of the derivation. Note that E(C) is the expression obtained by applying the substitution E to C. 
Soundness and Completeness of co-CLP
The correctness results for co-CLP is an extension of the proofs for correctness of co-LP [13] , which is presented next. Lemma 1. If (a, E 1 , C 1 ) has a successful derivation in a co-constraint logic program P over the domain of constraints D, with final state (∅, E 2 , C 2 ), then (a, E 3 , C 3 ) has a successful derivation in program P , where
Proof: follows by the fact that in the sequence of states in a derivation, the system of equations monotonically increases, also C 3 is consistent and C 3 |= C 2 .
Lemma 2.
If atom a has a successful derivation in a co-constraint logic program P over the domain of constraints D, such that the first transition of this derivation uses the clause a ← c, b 1 , . . . , b n , the substitution obtained after this transition is E and the set of constraints is C, such that E(a) = E(a ) and D |= E(C), then each (b i , E, C) also has a successful derivation in program P .
Proof: Assume T is the successful derivation tree for (a, E, C). A derivation for (b i , E, C) can be obtained by taking each transition that modifies the subtree rooted at b i in T . However, for transitions obtained by applying a coinductive hypothesis rule of the form η(π, π ), this will not work, since the parent a of b i no longer exists. We consider two cases: (i) π = i.π 0 and π = i.π 1 for some integer i and paths π 0 and π 1 , we apply the transition rule η(π 0 , π 1 ) to the corresponding leaf to which the original derivation have applied η(π, π ), (ii) π = , a coinductive hypothesis cannot be applied to the corresponding leaf; however, the transitions of the entire original derivation of a can be recursively taken.
Lemma 3. If (a, E, C) has a successful derivation in a co-constraint logic program P over the constraint domain D, which ends at state (∅, E , C ), then
Proof: The model of P consists of the union of the models of the strata of P . We show that if (a, E, C) has a successful derivation in program P ending at (∅, E , C ), then all groundings of E (E(a)) such that D |= E (E(C )) are included in the model for the stratum in which a resides.
The proof proceeds by induction on the height of strata of P . Let Q u be the set of all groundings over the U P of E (E(a)) (note that the Herbrand universe contains the domain of constraints D) that satisfy E (E(C )) which are either in the same stratum u or some lower stratum. We prove by induction on the height of u that Q u is contained in the model for u. We consider two cases: (i) the stratum u is coinductive. We show that Q u ⊆ νT D u,P . Let a ∈ Q u , then there exist substitutions E 1 , E 2 , E 3 , and set of consistent constraints C 2 , C 3 such that a = E 1 (E 2 (E 3 (a))), where E 1 is a grounding substitution for E 2 (E 3 (a)), (a, E 3 , C 3 ) has a successful derivation ending in (∅, E 2 , C 2 ), and D |= C 2 , C 3 |= C 2 . Now assume E = E 1 ∪ E 2 ∪ E 3 and C = C 2 ∪ C 3 . By lemma 1, (a, E, C) has a successful derivation. This derivation must begin with application of a definite clause rule of the form a ← c, b 1 , . . . , b n , and result in the state (node(a, [b 1 , . . . , b n ]), E, C), where E(a) = E(a ), D |= E(C) = E(c). By lemma 2, each state (b i , E, C) has a successful derivation. Let E be a grounding substitution for the clause E(a ← c, b 1 , . . . , b n ) and
has a successful derivation and and the stratification restriction implies that each E (b i ) is in a stratum equal to or lower than u.
(ii) the stratum u is inductive. We show that Q u ⊆ µT D u,P . Let a ∈ Q u , then there exist substitutions E 1 , E 2 , E 3 , and set of consistent constraints C 2 , C 3 such that a = E 1 (E 2 (E 3 (a))), where E 1 is a grounding substitution for E 2 (E 3 (a)), (a, E 3 , C 3 ) has a successful derivation ending in (∅, E 2 , C 2 ), and D |= C 2 , C 3 |= C 2 . Now assume E = E 1 ∪ E 2 ∪ E 3 and C = C 2 ∪ C 3 . By lemma 1 (a, E, C) has a successful derivation. We consider two cases: (i) if a is in a lower stratum than u, then it follows by induction, (ii) a does not occur in a stratum lower than u, i.e., a is an inductive atom. The proof proceeds by induction on the length of the derivation a . If the derivation consists of just one transition, then a must unify with a fact a ← c in program P such that D |= E(C) = E(c), therefore a ∈ µT 
By lemma 1, each (b i , E , C ) has a successful derivation of length k < k, and the stratification restriction implies that each E (b i ) is in a stratum equal to or lower than u. We consider two cases: (i) E (b i ) is in a stratum strictly lower than u, then by induction on strata
is not in a stratum lower than u, then since it has a derivation of length k < k, by induction on the length of the derivation, the query a 1 , . . . , a n has a successful derivation in co-CLP program P over the constraint domain D, which ends at state (∅, E, C), then E(a 1 , . . . , a n ) is true in program P if D |= E(C).
Proof: If the goal a 1 , . . . , a n has a successful derivation in program P ending at state (∅, E, C), then each E(a i ) independently has a successful derivation in program P if D |= E(C). By lemma 3, each E(a i ) is true in program P . a 1 , . . . , a n ∈ M D (P ). If each a 1 , . . . , a n has a rational idealized proof, then the query a 1 , . . . , a n has a successful derivation in co-constraint logic program P over the domain of constraint D.
Theorem 2. (completeness) Let
Proof: We only consider the case when n = 1, i.e., the query is a single atom, since the case for n = 0 is trivial and the case for n > 1 follows by composing the individual derivations of each atom of the original query. Let a ∈ M D (P ) have a rational idealized proof T . The derivation is constructed by a depthfirst traversal of the idealized proof tree and recursively applying the clause corresponding to each node encountered to the corresponding leaf in the current state. The traversal stops at the coinductive root π = π .π of a subtree that is identical to a subtree rooted at a proper coinductive ancestor π . Then the derivation applies a transition rule of the form η(π , π) to the leaf corresponding to R in the current state, and finally the depth-first traversal continues traversing starting at a node in the idealized proof tree corresponding to some leaf in the current state of the derivation.
The set of all subtrees of T is finite in cardinality. The stratification restriction prevents a depth-first traversal from encountering the same subtree twice along the same path, if the subtree has an inductive atom at its root. Only subtrees rooted at coinductive atoms can repeat in such a fashion. These imply that the maximum depth of the traversal in the idealized proof is finite. Moreover, all idealized proofs are finitely branching. This implies that the traversal always terminates. Therefore, the constructed derivation is finite.
We need to prove that the final state of the constructed derivation is a success state. We consider two cases that the traversal stops going deeper in the idealized proof tree: (i) the traversal reaches a leaf in the idealized proof tree, (ii) the traversal encounters a subtree identical to an ancestor subtree. In both cases, the derivation removes the corresponding leaf in the current state and maximum number of its ancestors such that the result is still a tree. Therefore, a leaf remains in the state only when its corresponding node in the proof tree has yet to be traversed. Since every node in the idealized proof tree corresponding to a leaf in the state is traversed at some point, the final state's tree contains no leaves, and hence the final state has an empty forest, which is the definition of an accepting state. Therefore, a has a successful derivation in program P .
Conclusions
In this paper we proposed the paradigm of co-CLP which merges constraint logic programming and coinductive logic programming. The paradigm allows us to define inductive and coinductive predicates with constraints imposed on their arguments. We presented both the declarative and the operational semantics of co-CLP. The declarative semantics allows the universe of terms to contain both finite and (rational) infinite terms. It also allows for the model to contain ground goals that have either finite or infinite idealized proofs. The operational semantics of co-CLP relies on the coinductive hypothesis rule, which is used to obtain finite derivations for goals which would otherwise have infinite derivations.
Co-CLP has interesting real world applications in which (rational) infinite computations are combined with constraints. An example application is a reactor temperature control system [6] in which the controllers run forever and the system requirements are specified as a set of constraints on physical quantities, namely, temperature and time. Many CPS also exhibit these two features. In summary, co-CLP is a new paradigm that can be used for modeling real-time, hybrid and cyber-physical systems [10, 12] , that exhibit infinite behavior and also run under some constraints imposed by the environment or by other systems.
