Abstract: For a 1
Introduction and statement of the problem
Consider a resistive (generally, algebraic; may be also purely dielectric, or magnetic) 1-port of arbitrary structure, 1-D, 2-D, or 3-D, composed of similar passive conductors characterised by the same characteristic f ( Á ), i.e.
where index 's' labels in some way the branches or the elements. For a resistive circuit, one could speak about both d.c. and a.c. states. Relevant dielectric ( ferroelectric) and magnetic realisations are d.c. For instance, a weakly saturated magnetic circuit is often checked for flux distribution for a direct input current, before the windings with a.c. current and the transformer operation are introduced. In the circuit examples below, we speak only about conductors.
Not limiting the generality of the argument, we assume that there is one element in each branch, and v s is the voltage drop (independent of the reference point) across the element.
We assume that these 1-ports are uniquely solvable (the conditions in [1] for solvable resistive 1-ports are satisfied here).
For the input ('in') voltage and current, v in and i in , we consider the port characteristic F( Á ) Labelling in some way the circuit's nodes by 'k', we can write for every internal node, the associated conditions [1] for the nodal voltages (potentials) as v b ov k ov a ; 8k
These voltages can be referred to any chosen common ground, and it is suitable to set v b ¼ 0. It is important to see that when applying polynomial elements models to practical circuits, we always have limitations on the permitted voltages across the elements, and thus on v in . A good example presents the quasi-linear (i.e. f (x)Bx, as x-0) characteristic (th x instead of arctg x is also possible here)
which can well fit many averaged magnetic characteristics.
(Here, as in the examples below, x is a normalised variable.) For xo1, we obtain
but for x41 we have to use a very different series for arctg x (the saturation value is the main term as x-7N),
Obviously, polynomial quasi-linear approximation may be good only for xo1, or even {1. Thus, it is legitimised to prove something for a 'sufficiently small' v in .
For completeness of the outlook on the polynomial characteristics, it is worth mentioning that it is possible to represent odd characteristics using some even ones together with the odd factor sign x that changes the polarity of otherwise even terms. Thus, for instance, the odd averaged characteristic term Bx 3 may be approximated by the function Bx 2 sign[x], with a proper (different) numerical coefficient, and the f ( Á ) of the type
may be relevant to modelling an averaged odd magnetic hysteresis curve B(H), in a limited range of the physical fields. However averaging of elements' characteristics is aside the main line of treatment of the present work, and we shall not use any model with sign x below. The purpose of the present work is to show that for polynomial f ( Á ), F( Á ) is a relatively less nonlinear function than f ( Á ). That is, by connecting some similar elements in a 1-port, we are 'smoothing' the nonlinearity.
One can find this statement to be a natural one. Indeed, in a 1-port connection, the elements that are distanced from the input are under lower voltage stresses, and thus the polynomial nonlinearity is weaker expressed, and the contribution by these elements to the input current is more linear than, say, that of the element directly connecting the input nodes. This is the simple reason why F( Á ) should be less nonlinear than f ( Á ). Unfortunately, such consideration, important for understanding of nonlinear circuits, is not included in basic circuit theory textbooks, and the general proof is indeed not quite simple.
The basic statement
The following theorem requires stressing that direct comparison of the characteristics must be done for the same independent variable (argument). Indeed, one measures characteristics f ( Á ) and F( Á ) in a similar laboratory experiment for either a single element or a 1-port connection, and it is also analytically necessary that the nonlinearities be compared in terms of the same scale.
In order to simplify the equations below, let us take f ( Á ) to be (this is also most realistic) a quasi-linear function. That is, the limit m ¼ lim
exists as a finite nonzero value, and function mx is the linear part of the f (x). This part becomes dominant as x-0.
Because of the passivity of the elements, the parameter m, which here has the sense of the 'initial' (at low voltages) conductivity, is positive.
Introducing minor changes in the following derivations, one can easily adjust the treatment of the quasi-linear case to the more general case of f (x) ¼ x n c(x), where c(x) is a quasi-linear function. For this one has to speak not about the linear part of f (x), but about its main part (Bx n+1 ), as x-0. In (4) instead of x in the denominator there will be x n+1 , etc.
Theorem: If relative nonlinearity (below, RNL, generally denoted as G), of f ( Á ),
decreases with a decrease in the independent variable, then the RNL of the port function F( Á ), G F ,
is smaller than G f :
or,
Observe that G is the absolute value of the ratio of the nonlinear part of a characteristic to its linear part. The nonlinear parts of F( Á ) and f ( Á ) are of the same sign, and for any passive circuit, the linear parts, i.e. the denominators in (6) , are positive. Consider first the case when the nonlinear parts are positive as well. Then we have from (6a)
If the nonlinear parts of F( Á ) and f ( Á ) are negative, then, omitting the sign of the absolute value, we obtain from (6) the opposite inequality.
Examples illustrating the theorem
Consider the simple topology of Fig. 2 .
For each of the elements taken separately, tested by some voltage v, we have (set in the above equations x ¼ v and m ¼ g) the individual RNL as
for an actual v. We now calculate the input conductivity function F(v in ) and its G F (v in ). Since across one of the elements there is the input voltage v in , and across each of the two elements connected in series, there is the voltage v in /2, we have for the input current composed of the two branch-currents
and, using here f ( Á ), we have
According to the theorem, we have to compare (9) and (8) for the same argument (voltage). We obtain from (8, 9) that
, and G F ðxÞoG f ðxÞ, i.e. smoothing of the nonlinearity in agreement with the theorem.
We observe, furthermore, that when deleting the branch with a single element, we obtain
and already for n ¼ 2 the smoothing is very significant.
Let
appears to be independent of both x and a/g. That is, it is independent of how strong the nonlinearity of f ( Á ) is (the latter is defined by a/g) and of how strongly this nonlinearity is revealed (this is defined also by the range of x; consider ax n against gx). Parameter g is directly relevant to comparison of the whole 1-port to its 'central element', since both are under the same voltage v in (the 'x'). In fact, if the 'central element' presents, we compare here its current and the input current of the 1-port.
A more interesting circuit is shown in Fig. 3 .
For the parabolic
a tedious calculation led in [3] to the following expression (we just switch to the notations g and a of the present work), given with the precision Oðv which is a very strong smoothing.
In [3] one also finds F( Á ) calculated for an infinite twodirectional ladder obtained by an unlimited extension of the circuit in Fig. 3 to the right and to the left. Since, however, the spread currents quickly decay with the distance from the input, the results are close to those of the circuit in Fig. 3 . One finds, however, that for the case without the central conductor, the difference is more noticeable.
While in [3] all of the results were obtained analytically, in [4] an infinite 2-D grid, shown in Fig. 4 , also composed of
, is calculated numerically for certain g and a, and it is found that
where coefficient 2g is a very well-known (e.g. [1] ) classical result of the linear approximation. That is, ISF is g ¼ 0.605.
References [3, 4] include some other examples that may be of interest here. Thus, in [4] it is shown that for some sets of symmetric grid cuts, g as a function of the 'radius' (measured in terms of the numbers of the cells of the grid cut) of the cut possesses an extremum. This shows that the measurement of ISF may in some cases be used for system classification. Such deep linking topics cannot be considered here.
The general 'recommendations' for increasing ISF g are very simple. Take care that the currents via the internal circuit elements would be significantly smaller than the input current. In particular, branches with series elements provide strong smoothing. In any case, one has to know that input nonlinearity of a passive circuit may be significantly weaker than the nonlinearity of the composing elements.
Let us turn to a more general example using the parameters t s introduced in Section 1. By the reasons explained there, we shall allow ourselves some simplifications on behalf of simplicity of the treatment. To look at the Appendix would be relevant now. 
})
Considering now any 1-port structure that provides, as in the Appendix, constant {t s }, we have, for the monotonic quasi-linear
, including some 0ot s r 1 (at least one of the the t n s must be smaller than 1), the linear term is At s v in . Summing the currents collected at a, which compose i in ¼ F(i in ), we obtain
with some finite sums in the parentheses, which are weakly dependent of v in . If the 1-port is not such a specific example, then the term
in (10) need not be precisely equal the true linear apart of
. .Þv in and the true nonlinear part of (10) also need not include only the degree v n in . However, the fact that the resulting inequality (12) is a strong one, allows us to obtain it by using (11).
Thus, while for the 'central element' i 1 ¼ Aðv in þ qv n in Þ, and the ratio of the nonlinear term to the linear one is
it is (using that at least for one 's', of t n s o1)
i.e. smaller than in the single element (go1). This illustrates the theorem for a general topology. One notes that for f (v) ¼ A(vÀqv n ) we would come to the same conclusion regarding 'filtration' of the nonlinearity in the map f ( Á )-F( Á ). An important distinction between the cases of f (v) ¼ A(v+qv n ), q40, and f (v) ¼ A(vÀqv n ) is that in the latter case, the range for v in has to be limited so that for the actual ranges of the voltage drops on the elements, f ( Á ) would remain a monotonic function, in order to retain the uniqueness of the circuit solution.
The number of {t s } needed for writing F( Á ) and G f (or g), is usually not large, and can be reduced for a symmetric 1-port. Thus, for the infinite 2-D grid shown in Fig. 4 , besides t ¼ 1 for the central element, we need only two other 't'.
Proof of the theorem
Consider the general form for i in 
and we obtain, using (4) , that
having the linear part of f (t s(a) v in ) as mt o sðaÞ v in . Considering the similarity of the signs of all of the bracketed terms appearing in the following equations, we take in (6a), for certainty, the sign '+', omitting the sign of the absolute value. If the true sign is 'À', then we obtain, finally, a strictly opposite inequality, which is also in agreement with (6) .
Using (14) we separate the linear and nonlinear parts of F( Á ) in (13), rewriting the right-hand side of (13) which is sufficient for (19).
In order to prove (20), let us note that for the case of f (x)4mx, the basic condition of a monotonic decrease G f ðxÞ, as x decreases, is equivalent to such a condition related to the simpler function f (x)/x. Indeed, then 
This equality expresses a KCL equation, for the whole nonlinear circuit, in terms of the linear circuit's version that is asymptotically obtained as v in -0.
Discussion of the theorem
For any quasi-linear f ( Á ), the existence of M follows from the existence of m. A relevant formulation of the implicit function theorem that may be used for solving the nonlinear circuit (some such difficult solutions of circuit equations may be found in [3] ), is given in [6] . The clear fact that such functions as f ( Á ) and F( Á ) may be linear only simultaneously provides [6] that M (or M/m) may be found from the purely linear version. Thus, for instance, considering F( Á ) given by an infinite homogeneous 2-D grid, as a 1-port having two close nodes as input terminals, composed of the elements with
we have M ¼ 2g. This directly follows from the well-known result (e.g. [1, 7] ) that for the linear grid, the input resistance is half of the branches' resistance. For an ND grid composed from such elements, we would obtain [2] M ¼ Ng.
If the circuit has a 'central element', then always M4m, since the input conductivity is increased with addition of the elements, for either the linear or the nonlinear versions.
We could speak not about a conductive, but about a resistive formulation of the circuit, even though conditions of monotonicity of the respective characteristics may be very different. The cases of different signs of the difference f (x)Àmx may be interpreted as either conductive or a resistive (with the inverse 'f ') formulations of the same 1-port when the monotonic characteristic's curve is 'reflected' in the (x, f )-plane around the line 'f ¼ x'. That these different formulations must lead to the same conclusions regarding smoothing of the nonlinearity, is clear; in particular a linear conductor also is a linear resistor, etc.
It is interesting to note that for the (practically very rare) case of f ( Á ) not polynomial, G f ðxÞ may increase with a decrease in x for positive f (x)Àmx. Thus, consider ov, i.e. the nonlinear term becomes dominant just for small values of the argument; the opposite situation to that we have for any polynomial f ( Á ).
Conclusions and final comments
Using the basic information [1] about strictly passive resistive 1-ports, we have proved that for such (generally algebraic, not necessarily resistive) 1-ports, composed of similar elements with polynomial characteristics, the port characteristic F( Á ) is, relatively, i.e. in its curvature, less nonlinear than the characteristic f ( Á ) of the elements. This is certainly important to be known when a two-terminal system's input is accessible for measurement. One can think here, e.g., about biological tissue; electrical measurements of such tissues are considered, e.g. in [8] .
For the resistive (not magnetic or ferromagnetic) realisation, testing the elements and connections by a.c. sources does not change the physical equations, and the smoothing of the nonlinearity can also be seen/measured via intensity of the current harmonics at the input. The problem of spatial distribution of high harmonic currents in a nonlinear resistive grid, or another such resistive circuit, for v in (t)Bsinot is very interesting especially in view of the topic of spatial filtration [9] . This aspect also adds depth to the present investigation.
The given proof of the theorem used approximate equality (18) whose precision could not be investigated here. There thus is a place for a more precise theory, and the reader may find an academic challenge here.
The author hopes that the present communication, and the whole research, only partly presented here and in [2] [3] [4] [5] , will contribute to the theory of resistive circuits, especially grid-type (finite or infinite) circuits for which similarity of the elements is natural.
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