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Abstract
This thesis is devoted to the study of the gravitational wave (GW) signature of stellar collapse and the
dynamical behavior compact stars. The thesis consists of two parts. In the first one, we study the dynamics
of the phase-transition-induced collapse of neutron stars (NSs) and the accretion-induced collapse of white
dwarfs (WDs) as well as the associated GW emission. The second part is concerned with the study of the
effects of general relativity on the magnetosphere of oscillating NSs.
An increase in the central density of a NS may trigger a phase transition from hadronic matter to de-
confined quark matter in the core, causing it to collapse to a more compact hybrid-star configuration. We
present a study of this, using general relativistic hydrodynamics simulations with a simplified equation of
state and considering the case of supersonic phase transition. We confirm that the emitted GW spectrum is
dominated by the fundamental quasi-radial and quadrupolar pulsation modes. We observe a nonlinear mode
resonance which substantially enhances the emission in some cases. We explain the damping mechanisms
operating and estimate the detectability of the GWs.
In massive accreting oxygen-neon WDs, their core material may in several circumstances experience
rapid electron captures leading to collapse of the WD to a protoneutron star and collapse-driven supernova
(SN) explosion. This process is called accretion-induced collapse (AIC) and represents a path alternative
to thermonuclear disruption of accreting WDs in Type Ia SNe. An AIC-driven SN explosion is expected
to be weak and of short duration, making it hard to detect by electromagnetic means alone. Neutrino and
GW observations may provide crucial information necessary to reveal a potential AIC event. Motivated by
the need for systematic predictions of the GW signature of AIC, we present results from an extensive set
of general-relativistic simulations of AIC using a microphysical finite-temperature equation of state and an
approximate treatment of deleptonization during collapse. Investigating a set of 114 progenitor models with
wide range of rotational configurations, temperatures and central densities, we extend previous Newtonian
studies and confirm that the GW signal of core bounce is of generic morphology known as Type III in
the literature. We show that the emitted GWs contain enough information that can be used to constrain
the progenitor and postbounce rotation. We discuss the detectability of the emitted GW signal. Rapidly
rotating models form massive quasi-Keplerian accretion disks in the early postbounce phase. The disk mass
is sensitive to the precollapse rotation and it can be as massive as ∼ 0.8M⊙ in rapidly differentially rotating
models, while slowly and/or uniformly rotating models have much smaller disks. We find strong evidence
that a subset of rapidly rotating models reaches sufficiently rapid rotation to develop a high- and low-T/|W |
dynamical instabilities.
Just as a rotating magnetised NS has material pulled away from its surface to populate a magnetosphere,
a similar process can occur as a result of NS pulsations rather than rotation. This is of interest in connection
with the overall study of NS oscillation modes but with a particular focus on the situation for magnetars.
Following a previous Newtonian analysis of the production of a force-free magnetosphere in this way Tim-
okhin et al. [418], we present here a corresponding general-relativistic analysis. We give a derivation of
the general relativistic Maxwell equations for small-amplitude arbitrary oscillations of a non-rotating NS
with a generic magnetic field and show that these can be solved analytically under the assumption of low
current density in the magnetosphere. We apply our formalism to toroidal oscillations of a NS with a dipole
magnetic field and calculate the resulting energy losses. We find that in general relativity the energy loss
from the NS is significantly smaller than suggested by the Newtonian treatment.
Collaborations
The research presented in this thesis was mainly conducted at SISSA – the International School for Ad-
vanced Studies – between November 2005 and October 2009. This thesis is the result of author’s own work,
as well as the outcome of scientific collaborations mentioned below, except where explicit reference is made
to the results of others.
It is based on the following research papers published in refereed journals:
Chapter 3:
E. B. Abdikamalov, H. Dimmelmeier, L. Rezzolla and J. Miller
Relativistic simulations of the phase-transition-induced collapse of neutron stars
Mon. Not. Roy. Astron. Soc., 393:52, 2009
Chapter 4:
E. B. Abdikamalov, C. D. Ott, L. Rezzolla, L. Dessart, H. Dimmelmeier, A. Marek and H.-T. Janka
Axisymmetric General Relativistic Simulations of the Accretion-Induced Collapse of White Dwarfs
Phys. Rev. D, 2009 (submitted)
Chapter 5:
E. B. Abdikamalov, B. Ahmedov and J. Miller
The magnetosphere of oscillating neutron stars in general relativity.
Mon. Not. Roy. Astron. Soc., 395:443, 2009
iii
iv
Acknowledgements
Writing this thesis and conducting the research behind it would have been impossible without the help of a
number of people. First and foremost, I would like to thank my family for their love and continuous support,
without which I would never been able not only to finish, but even to start the PhD.
I am deeply indebted to my PhD advisors, John Miller and Luciano Rezzolla for guiding my first steps
in science, their constant help and continuous support during these years. Special thanks to Luciano also for
hosting me at the Albert Einstein Institute in Berlin, where I spent a large part of my PhD time.
I cannot thank enough my closest collaborators and friends Harald Dimmelmeier and Christian Ott,
working with whom has been really pleasant and exciting. Harry taught me how to work with the numerical
codes that I have used for most of the research behind this thesis. From Christian I have learned a lot
about stellar collapse physics. I thank him also for his many invaluable advices. I am also very grateful to
my thesis examiners, Ewald Mu¨ller and Attilio Ferrari, for reviewing this manuscript and for their useful
suggestions and comments.
I have benefited a lot from regular or occasional but always fruitful discussions with a number of
people, besides those already mentioned. Although I run the risk of forgetting some of them – I apolo-
gise for that in advance – I will try to name them here and express my gratitude: Bobomurat Ahmedov,
Marcos Ansorg, Juan Barranco, Michal Bejger, Alessandro Bressan, Pablo Cerda´-Dura´n, Monica Colpi,
Luc Dessart, Alessandro Drago, Joachim Frieben, Filippo Galeazzi, Kostas Glampedakis, Thomas Janka,
Stafano Liberati, Matthias Liebendo¨rfer, Andreas Marek, Bernhard Mu¨ller, Ewald Mu¨ller, Frank Lo¨ffler,
Pawel Haensel, Stephan Rosswog, Nikolaos Stergioulas, Aaryn Tonita, Shin Yoshida, Leszek Zdunik and
Burkhard Zink.
SISSA has provided a nice environment for conducting my research over the last four years. I thank all
of my colleagues and friends for contributing to that.
Last, but definitely not least, I wish to thank my friends for all the fun we had together. You all made
feel at home in Trieste and in Berlin during these 4 unforgettable years. I hope we will have many chances
to be together in the future.
v
vi
Contents
1 Introduction 1
1.1 Stellar evolution and collapse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Stellar collapse and gravitational radiation . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 The magnetosphere of oscillating neutron stars . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Organization of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.5 Conventions and Units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2 Methodology 9
2.1 The Einstein field equations in {3+1} formalism . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.1 The Arnowitt-Deser-Misner {3 + 1} formalism . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Eulerian observers, Eulerian 3-velocities, physical 3-velocities . . . . . . . . . . . . 11
2.1.3 Extrinsic curvature and the ADM equations . . . . . . . . . . . . . . . . . . . . . . 12
2.1.4 Conformally flat approximation to general relativity . . . . . . . . . . . . . . . . . 14
2.2 General-relativistic hydrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.1 Flux-conservative formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.2 Special relativistic and Newtonian limits . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.3 Godunov-type methods and the characteristic structure of the GR hydrodynamics
equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Numerical methods: the CoCoNuT code . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.1 Finite difference grid and boundary conditions . . . . . . . . . . . . . . . . . . . . 21
2.3.2 Einstein field equations and spectral methods . . . . . . . . . . . . . . . . . . . . . 22
2.3.3 High-resolution shock-capturing method . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.4 Approximate Riemann solvers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.5 Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.6 Recovery of the primitive variables . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.7 Atmosphere treatment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.8 Gravitational wave extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.9 Initial Equilibrium Model Solver . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3 Phase-transition-induced collapse of neutron stars 43
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2 Summary of numerical methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3 Stellar models and treatment of the phase transition . . . . . . . . . . . . . . . . . . . . . . 46
3.3.1 Initial neutron star model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3.2 Hybrid quark star model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3.3 Parameter space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.4 Comparison with Newtonian models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
vii
viii CONTENTS
3.4.1 Collapse dynamics and gravitational radiation waveform . . . . . . . . . . . . . . . 51
3.4.2 The role of convection in generating differential rotation . . . . . . . . . . . . . . . 53
3.5 General relativistic collapse models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.5.1 Collapse dynamics and gravitational radiation waveform . . . . . . . . . . . . . . . 60
3.5.2 Influence of rotation, total rest mass and composition of the mixed phase . . . . . . 63
3.5.3 Damping of the stellar pulsations . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.5.4 The role of convection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.5.5 Enhanced emission of gravitational waves via mode resonance . . . . . . . . . . . . 70
3.5.6 Detectability prospects for the gravitational wave emission . . . . . . . . . . . . . . 73
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.7 Appendix A: Finite time for the initial phase-transformation . . . . . . . . . . . . . . . . . 79
3.8 Appendix B: Calculation of the damping times of the waveforms . . . . . . . . . . . . . . . 81
4 Accretion-induced collapse of white dwarfs 83
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2 Methods and initial models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.2.1 The general-relativistic hydrodynamics Code . . . . . . . . . . . . . . . . . . . . . 86
4.2.2 Precollapse white dwarf models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.2.3 Parameter space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.3 Collapse dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.3.1 Nonrotating AIC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.3.2 Rotating AIC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.3.3 Shock propagation and the formation of quasi-keplerian disks . . . . . . . . . . . . 105
4.4 Gravitational wave emission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.4.1 Peak gravitational wave amplitude . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.4.2 Gravitational-wave energy spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.4.3 Comparing GW signals from AIC and iron core collapse . . . . . . . . . . . . . . . 114
4.4.4 Detection prospects for the gravitational wave signal from AIC . . . . . . . . . . . . 116
4.5 Prospects for nonaxisymmetric rotational instabilities . . . . . . . . . . . . . . . . . . . . . 117
4.6 Summary and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5 The Magnetosphere of Oscillating Neutron Stars 123
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.2 General formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.2.1 Quasi-stationary Maxwell equations in Schwarzschild spacetime . . . . . . . . . . . 125
5.2.2 Boundary conditions at the surface of star . . . . . . . . . . . . . . . . . . . . . . . 127
5.2.3 The low current density approximation . . . . . . . . . . . . . . . . . . . . . . . . 128
5.3 The LCDA solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.3.1 The electromagnetic field in the magnetosphere . . . . . . . . . . . . . . . . . . . . 129
5.3.2 The equation for Ψ
SC
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.3.3 The boundary condition for Ψ
SC
. . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.4 Toroidal oscillations of a NS with a dipole magnetic field . . . . . . . . . . . . . . . . . . . 133
5.4.1 The unperturbed exterior dipole magnetic field . . . . . . . . . . . . . . . . . . . . 133
5.4.2 The equation for Ψ
SC
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.5 Energy losses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
5.7 Appendix A: Calculation of δS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
CONTENTS ix
5.8 Appendix B: Solution of the Ψ
SC
Equation for χ = 0 . . . . . . . . . . . . . . . . . . . . . 146
5.9 Appendix C: Energy losses for m′ 6= 0 modes . . . . . . . . . . . . . . . . . . . . . . . . . 147
6 Future perspectives and concluding remarks 151
x CONTENTS
Chapter 1
Introduction
1.1 Stellar evolution and collapse
During most of their lifetime, stars are in a quasi-equilibrium state in which their self-gravity is balanced
by the pressure of the stellar matter and, in some cases, also radiation pressure. However, at some points in
their evolution, this equilibrium can be violated by a decrease of pressure support in the inner core at the
end of a core-burning phase and/or as a result of interactions with a binary companion. This triggers gradual
contraction of the stellar core. Depending on the type of star, this contraction evolves in different ways: in
some cases, it can lead to a rapid collapse of the core, either resulting in a new, more compact, equilibrium
configuration, or proceeding as a continuing collapse giving rise to a black hole (BH). In some cases, such
stellar collapse results in a spectacular explosion, in an event observationally identified as a supernova
and/or a gamma-ray burst. Below we give an overview of some relevant aspects of stellar evolution and
stellar collapse.
Normal luminous stars form from local condensations of galactic gas, which contract under their own
self-gravity and eventually reach sufficiently high central densities and temperatures to ignite self-sustained
nuclear reactions in the core. Small contracting gas clouds with masses . 0.08M⊙ never reach the con-
ditions necessary for having self-sustained nuclear reactions and becoming a normal star, but instead end
up as brown dwarfs (or planets if they are orbiting round a larger object). More massive clouds, which do
reach the necessary conditions, start their life as a star by burning hydrogen into helium in the core, with
the energy released by the hydrogen fusion producing the temperature and pressure gradients necessary for
sustaining them against contraction under their own self-gravity.
Normal stars spend most of their lifetime in this core-hydrogen-burning phase, known as the main-
sequence phase. Most of the luminous stars in the sky, including our Sun, are in this phase. Eventually,
however, they exhaust the available hydrogen fuel in the core and there is then no longer a central energy
source able to sustain the equilibrium. This leads to core contraction under self-gravity, while the outer
regions expand, causing the star to swell up in size and become a giant or supergiant. The core contraction
increases the core density and temperature, which may become sufficiently high to initiate the burning of
helium into carbon in such a way that a new equilibrium state is reached. If helium burning is ignited, this
too finishes after some time, and the process of core contraction and envelope expansion is then repeated.
Stars less massive than ∼ 7M⊙ cease their normal evolution at the end of core hydrogen or helium burning,
because their cores never become dense enough and hot enough to ignite further nuclear reactions. During
their later evolution, these stars lose most of their outer material by means of stellar winds and may be seen
as planetary nebulae. The core ends up as a white dwarf (WD), supported by electron degeneracy pressure,
with its composition consisting mainly of either helium or carbon/oxygen depending on the stage at which
the core nuclear burning terminated.
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For stars with initial masses in the range 7M⊙ . M . 10M⊙, the core contraction after helium burning
leads to densities and temperatures high enough for the ignition of carbon burning, with most of the core
material then being converted into oxygen and neon. Stars with masses close to 7M⊙, again have extensive
mass-loss via stellar winds and end up as WDs, but now composed of mainly of oxygen and neon rather
than carbon and oxygen as before [334]. In slightly more massive stars, with M . 10M⊙, continuing
nuclear burning in a shell surrounding the core, after the end of central carbon burning, keeps increasing
the core mass until eventually inverse beta decay becomes energetically favourable, reducing the number of
partially-degenerate electrons there and hence reducing their pressure support, leading to core-collapse. The
collapsing core quickly separates into a subsonically contracting inner part and a supersonically infalling
outer part. The infall of the inner core first accelerates but is then abruptly halted by the stiffening of the
stellar matter when the central density reaches around nuclear-matter density ρnuc (≈ 3×1014 g cm−3). The
bouncing inner core then collides with still-infalling outer material, launching a shock wave. While passing
through the core, the shock quickly loses most of its kinetic energy through photo-dissociation of nuclei,
becoming a stalled accretion shock. However, continuous energy deposition by neutrinos emitted from the
collapsed core – now a proto-neutron star (PNS) – then successfully revives the shock, which eventually
reaches the stellar surface, leading to expulsion of the outer regions in a supernova explosion. This type
of supernova is known as an electron-capture supernova [207, 202]. The PNS core subsequently cools to
become a standard neutron star (NS).
A star with mass in the range 10M⊙ . M . 80M⊙ evolves through all of the stages of core nuclear
burning up to iron-group nuclei. Stellar nucleosynthesis, which begins with hydrogen burning, proceeds at
successively higher temperatures and densities through helium, carbon, neon, oxygen and silicon burning.
Silicon burning at about 3 × 109 K leads to a star with a central core of iron-group nuclei surrounded by
concentric shells containing silicon, oxygen, neon, carbon, helium and hydrogen (for a recent review on
massive star evolution, see, e.g., [448]). Since nuclear fusion beyond iron is endothermic, no further fusion
in the core can then take place, and there is a gradual contraction of the central core when silicon burning
ends. The photodisintegration of iron-group nuclei through collisions with energetic photons present at high
temperatures, as well as inverse beta decay, then reduce the pressure support in the core, triggering rapid
collapse. Here again the inner core collapses to a PNS, sending out a shock wave. The shock loses its kinetic
energy by photodissociating heavy nuclei, becoming a stalled accretion shock. The subsequent evolution of
the shock depends crucially on the mass and rotation of the star.
In a slowly or non-rotating M . 25M⊙ star, the shock wave is believed to be successfully revived by
energy deposition by neutrinos, possibly with the help of convection in the post-shock region that enhances
the neutrino energy deposition [254]. The shock reaches the surface, leading to a supernova explosion. The
remnant core again emerges as a NS. In more massive non-rotating stars, the shock has to propagate out
through a larger amount of matter and hence loses more energy, and neutrino energy deposition is thought
to be unable to revive the shock. In this case, the continued accretion of matter onto the PNS increases its
mass above the stability limit on a timescale of ∼ 1 s, and the star collapses to a BH.
Rotation is thought to have a twofold effect on the explosion of massive stars. On one hand, in rotating
stars, in addition to the energy deposition by neutrinos, the collapsed core interacts with the shock front also
through magnetic field lines. The rapid rotation of the collapsed core and slow rotation of the shock front
leads to stretching of the magnetic field lines that connect the shock front and the PNS. This stretching exerts
additional pressure on the shock front, facilitating its outward propagation (e.g., [79]). On the other hand,
rotation tends to damp the convective motion in the postshock region, which may lead to smaller amount of
energy deposition by neutrinos. Further research is needed in this direction to better understand the effects
of rotation.
The evolution of stars more massive than ∼ 80M⊙, which are believed to have existed in the early
Universe, is poorly understood at the moment, and is beyond the scope of the discussion here. The interested
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reader is referred to, e.g., a recent review by Woosley et al. [448].
We point out that the exact values of the stellar masses that mark the boundaries between different
evolutionary paths (such as those leading to WDs, NSs or BHs) depends on the details of a specific evolu-
tionary scenario, such as the initial metallicity and possible tidal interaction with a binary companion (e.g.,
[321, 448]). Moreover, they depend sensitively on the treatment of poorly understood processes such as
the mixing of the stellar material, rotation, magnetic fields, and the formation of stellar winds (e.g.,[448]).
In depth discussion of stellar evolution can be found in the textbooks by Clayton [100], Kippenhahn &
Weigert [206] and Padmanabhan [321].
Having discussed some relevant aspects of the evolution of luminous stars, we now turn our attention
to the evolution of compact stars – WDs and NSs – which, as we mentioned above, are products of the
evolution of luminous stars.
Unlike luminous stars, compact stars are supported against self-gravity by the quantum degeneracy
pressure of their constituent particles: While WDs are supported by the pressure of degenerate electrons,
NSs are supported by degenerate nucleons and/or quarks (e.g., [370, 82]). Once formed and if isolated,
these objects are essentially stable during most of their lifetime. However, if they are accreting matter from
a binary companion, or if they are spinning down due to emission of electromagnetic and/or gravitational
waves, their state may change over time. Accretion generally leads to an increase of the mass and angular
momentum of the accreting star, while spin-down is associated with the reduction of the centrifugal support,
making the NS becoming gradually more compact.
For accreting WD, the mass of the WD may reach the Chandrasekhar mass limit, at which point the
pressure of the degenerate electrons can no longer support the star against its self-gravity1. This leads to
contraction of the WD, leading either to thermonuclear explosion, or to collapse to a PNS. The main factor
determining which route the WD follows is thought to be its composition.
Since carbon-oxygen WDs consist predominantly of elements, which are far from the peak of the nuclear
binding energy curve, compression and heating soon lead to ignition of explosive thermonuclear fusion of
the carbon at the WD center, resulting in complete disruption of WD, leaving no remnant2. Such thermonu-
clear supernovae (type Ia supernovae), depending on the type of their host galaxies, tend to be less prevalent
than core-collapse supernovae [86], but are often more than ten times as luminous. The knowledge of their
luminosities has enabled them to be used as distance indicators at high redshift. Such distance measurements
have lead to the revolutionary discovery that the expansion of the Universe is accelerating [326, 346].
In a massive accreting oxygen-neon WDs approaching the Chandrasekhar mass limit, inverse beta decay
becomes energetically favourable when the density reaches a value of∼ 109.7 g cm−3 [297, 415, 416]. This
leads to quick reduction in the number of electrons, resulting in decreased pressure support and initiating
collapse of the WD. Similarly to the collapse of oxygen-neon cores in normal stars, the WD collapses to a
PNS, while the outer core material undergoes a delayed neutrino-driven supernova-like explosion. This is
called accretion-induced collapse (AIC) of WDs.
One of mysteries of NSs is the structure of their cores above the nuclear matter density ρnuc. For
ρ . ρnuc, the constituents of dense matter are well known (neutrons, protons and electrons). However, for
ρ & ρnuc, the predictions of different plausible theories diverge with increasing density. The structure of
matter at 5− 10ρnuc, i.e., at densities characteristic for the centre of massive NSs, is not well known. Some
theories of dense matter predict a strong softening of the EoS at ρ & 2ρnuc, caused by the appearance of
1We point out that the rotation increases the Chandrasekhar mass due to centrifugal support. Uniformly rotating WDs have ∼ 5
% larger effective Chandrasekhar mass, while differentially rotating ones can be as massive as ∼ 3M⊙, limited above only by the
onset of the non-axisymmetric rotational instabilities [96, 97, 153].
2Note that, if the accretion rate onto carbon-oxygen WD is very high, possibly
.
M& 10
−6M⊙ yr
−1
, then the carbon burning
may be ignited not at the WD centre, but in its envelope. In this case, the flame propagates inward to the centre, converting the
carbon-oxygen WD into an oxygen-neon one [361].
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hyperons or different phases of matter, such as pion or kaon condensates, or deconfined quark matter (for a
review, see [439, 171, 181]). The prediction of observable signatures of the presence of exotic phases in the
dense cores of NSs is therefore crucial for testing physical theories of hadronic matter at extreme densities.
The gradual increases of the central density of NSs either due to mass accretion or due to spin-down may
lead to a phase transition of the core matter. The phase transition is generally accompanied by the softening
of the EoS at high densities which results in a reduction of the pressure support in the NS core. This pressure
reduction disturbs the equilibrium of the star and triggers a collapse leading either to resettling into a more
compact state or, if the NS is close to the maximum mass limit, to formation of a BH. This process is called
phase-transition-induced collapse (PTIC) of NSs.
In the next section, we will discuss the concept of gravitational waves, and show that stellar collapse can
be a strong source for them.
1.2 Stellar collapse and gravitational radiation
Einstein put forward his discovery of wavelike vacuum solutions in general relativity (GR) in 1916, soon
after establishing his new theory of gravity [135, 136, 137]. However, the physical existence of these
gravitational wave (GW) solutions was disputed for a long time. Even Eddington thought for a long time
that these solutions of the linearised Einstein equations were a mere coordinate effect and were propagating
with the “speed of thought” rather than with the speed of light [133], but finally this clarified and GWs
were commonly accepted as being physical. Although GWs have not yet been observed directly, there
is strong indirect observational evidence supporting their existence from timing measurements of binary
pulsars [440].
Unlike electromagnetic radiation, which represents oscillations of electromagnetic fields traveling though
spacetime, GWs are oscillations of the spacetime fabric itself. In addition to this fundamental difference,
there are other important features where electromagnetic and gravitational radiation differ (e.g., [249]).
While electromagnetic waves produced by astrophysical sources are easily absorbed or scattered along the
line of propagation by, e.g., the interstellar medium or the Earth’s atmosphere, GWs travel nearly unper-
turbed due to their extremely weak interaction with any matter. The interaction of electromagnetic waves
with matter is also responsible for the fact the they retain information predominantly about the thermody-
namic state of the emitting outer layers of the source. Moreover, since their wavelength is typically much
smaller than the spatial dimensions of the source, they represent local pictures of the emitting object. In
contrast to them, GWs have wavelengths comparable to the size of their sources, and they carry information
about the global coherent bulk motion of the emitting object. In other words, the content of information
carried by electromagnetic waves and GWs coming to us from an astrophysical source are complementary
to each other. Observing GWs from relativistic astrophysical sources such as, e.g., rotating NSs, coalescing
binary BHs and NSs, or rotational stellar collapse will provide new insights into the dynamics as well as
physics and astrophysics of their sources. Furthermore, just as radio astronomy revolutionized the astron-
omy and astrophysics in the second half of 20th century, GW astronomy could similarly open a new window
onto the Universe in the near future.
We now give a rough estimate of the GW amplitude h to be expected from an astrophysical source. The
amplitude h measures the average deviation of the actual spacetime away from flat spacetime in a region far
from the source, and it can be represented as a “relative strain” of the GW in a spacetime. This strain causes
a time dependent change ∆l in the distance l between two test particles at a detector site (e.g., [249]):
h =
2∆l
l
. (1.1)
Similarly to electromagnetic waves, gravitational radiation can be expanded into multipoles, where the mass
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density plays the role of electric charge density in electromagnetic radiation. Similarly to the absence
of electric monopole in electromagnetic radiation due to charge conservation, the corresponding “gravita-
tional” mass monopole in gravitational radiation vanishes owing to mass conservation. Moreover, the time
derivatives of the gravitational equivalent for the electric and magnetic dipole moments also vanish, as these
moments correspond to linear and angular momenta, which are conserved for an isolated sources (e.g.,
[272]). Hence, the lowest and leading order of gravitational radiation should be produced by a time-varying
mass quadrupole moment. At this order, the wave amplitude is proportional to the second time derivative of
the mass quadrupole moment Q divided by the distance to the source R:
h ∼ G
c4
..
Q
R
, (1.2)
where c is the speed of light and G is the gravitational constant. In order to obtain a rough estimate of the
amplitude of GWs from a source like a collapsing star, we approximate the quadrupole moment Q by
Q ∼ML2 , (1.3)
where M is the mass of the source and L is its characteristic size. For a system in which the constituent
masses move from one side of the system to the other in an average time T , the second time derivative of
quadrupole moment can be approximated as
..
Q ∼ 2ML
2
T 2
∼ 4MV 2 , (1.4)
where V is the average internal velocity of the source. From this we get an estimate for the GW amplitude:
h ∼ 4GMV
2
c4R
. (1.5)
Expressions (1.4)-(1.5) show that the amplitude of GWs is severely suppressed by the coefficient G/c4 ∼
10−49 and that the variation of the mass quadrupole can be considerable only for very large masses moving
at relativistic speed. Clearly, these conditions cannot be reached by sources in terrestial laboratories, but can
easily be met by astrophysical phenomena such as stellar collapse of or to NSs, which therefore becomes
one of the most promising sources of gravitational radiation.
In stellar collapse (such as collapse of degenerate stellar cores, WDs and NSs) most of the gravitational
binding energy released during the infall which does not go to neutrino emission will be transferred into
radial motion. For a non-rotating object, motion along the radial coordinate does not involve change in the
quadrupole moment, hence non-rotating collapse does not emit GWs. In rotating collapse, however, even
purely radial motion does imply change in quadrupole moment of the star, hence accelerated collapse does
produce gravitational radiation. In this case, the energy radiated away in GWs due to quadrupole motion
has a maximum of ∼ 10−7M⊙c2 (see, e.g., [310, 466, 123, 111, 3, 1]). This then translates into a GW
amplitude of h ∼ 10−23 at a distance of 15 Mpc. The frequency of the radiation will be in the so-called high
frequency band ranging from 100 to 1000 Hz, which corresponds to the typical timescales of the oscillatory
motion in PNSs. A signal from the coalescence of two BHs of several solar masses is predicted to be in the
same frequency scale, but its amplitude would be a few orders of magnitude larger [144], since the BHs are
much more compact and the nonsphericity of such a system is much greater. Nevertheless, GW emission
from stellar collapse of the types mentioned above is one of the most promising sources for ground-based
detectors.
There are two classes of detectors which are capable of measuring such a small length differences caused
by gravitational waves from stellar collapse: resonant mass and interferometric detectors. Resonant mass
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detectors use massive bars or spheres tuned to a rather narrow frequency band, where their sensitivity is
quite high. This type of detector goes back to a prototype by Joseph Weber built in the 1960s. Several of
these detector projects are currently operating in various countries. However, due to their narrow bandwidth
they are not ideal for detecting the GW burst signal from stellar core collapse, because that will not be a
clean signal but rather a superposition of many frequencies, which will probably vary significantly with each
stellar collapse event.
The most promising observational tools available at present or in the near future for detecting GWs from
stellar collapse are ground-based interferometers, several of which are operational at present on sites in the
USA (the LIGO detectors), Italy (the Italian-French collaboration VIRGO), Germany (the joint German-
UK project GEO600), Japan (the TAMA project), and Australia (the AIGO project). Each of these detectors
consists of four massive mirror test masses on two perpendicular arms suspended on vibration-isolated
supports to damp seismic noise. The change of the separation between the masses can be measured to
rather high precision by a laser, which is split to run through optical cavities in the two interferometer arms
and is reflected by the mirror masses. When a GW passes through the detector, not only can its amplitude
(which translates into a displacement of the mirrors) be measured as long as the detector is sensitive enough,
but also its polarization can be determined by two or more detectors. It has been estimated that the GW
signal from a Galactic stellar collapse of the types mentioned above is within range of detectability [310,
466, 123, 111, 3, 1]). As advanced detectors with improved sensitivity (like advanced LIGO) will become
operational in the near future, the prospects of detection will grow considerably. Such observations could
provide information for testing our current understanding of stellar evolution and stellar collapse, as well as
significantly extending our knowledge about the detailed physics involved. More specifically, prospective
GW astronomy with stellar collapse could extend our knowledge in the following areas:
(i) There is an intriguing prospect of extracting some information about the poorly known properties of
the EoS of ρ & ρnuc nuclear matter from observation of the GW signal produced in rotating stellar collapse.
In collapse of degenerate stellar cores and WDs to NSs as well as PTIC of NSs, the collapsing object does
not come to rest immediately when it reaches the new quasi-equilibrium state. Instead, it overshoots this
configuration and settles down to this after a series of ring-down oscillations. The frequencies of these
oscillations, which are imprinted in the GW signal, depend on the properties of the high-density nuclear
matter. Hence, extraction of the oscillation frequencies from the GW signal could, in principle, be used to
put some constraints on the properties of ρ & ρnuc matter (see, e.g., [40, 120] and references therein).
(ii) The detection rate of GW signals from stellar collapse of a given type would give a measure of
its occurrence rate. The knowledge of the event rate, in turn, is of fundamental importance in many areas
of astrophysics and cosmology. For example, estimates of the population of AIC and type Ia supernova
progenitors depend sensitively on the treatment of the poorly understood common envelope phase, in which
the WD orbits around the companion star inside the envelope of the latter (e.g., [459]). Therefore, knowledge
of the event rate could put some constraints on the models of the common envelope phase.
(iii) GWs emited in stellar collapse contain information about the progenitor of the collapsed stars. For
example, AIC of WDs is believed to occur in binary systems of either double WDs or of a WD and a normal
star. The extraction of rotation of the collapsing WD from the GW signal could, in some cases, shed some
light on the of the precollapse conditions in accreting white dwarfs.
(iv) The explosion mechanism of massive stars is not yet fully understood. Although the delayed neu-
trino mechanism seems to be a main explosion mechanism operating in slowly rotating stars, the importance
of a number of other processes which could also play a role in explosions (e.g., [254]) remains to be ex-
plored. Moreover, the explosion mechanism in rotating stars is not well understood at present. The detection
of GW signal could shed some light on the explosion mechanism (for a recent review on this, see [316]).
The prime aim of the work presented here is to study the dynamics of accretion-induced collapse of
WDs and PTIC of NSs as well as the associated GW emission. Our study is bas
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dynamics simulations in general relativity. The latter is necessary for accurately modelling the dynamics
and GW emission. We perform parameter studies by considering collapse simulations for a large set of
models and explore the dependence of the collapse dynamics and GW emission on as many uncertain and
free parameters are possible. These parameters include the rotation and compactness of the progenitor, the
stiffness of the ρ & ρnuc matter, etc. We also discuss the inversion problem, i.e., the problem of extracting
information about the parameters of the collapsing system from the features of the emitted GW signal. Fi-
nally, where possible we discuss astrophysical implications of our results, even those not necessarily related
to the emission of GWs.
1.3 The magnetosphere of oscillating neutron stars
The traces of NS oscillations can be imprinted not only in the emitted GW signal, but also in the electro-
magnetic radiation [320, 424, 66, 51, 125, 131]. The latter again can contain information about the EoS of
high-density matter in the NS core. We present work on this as a second topic of this thesis.
Study of gamma-ray flare activity in Soft Gamma-Ray Repeaters (SGRs) [444, 437] – which are thought
to be the very highly magnetised NSs known as magnetars – have revealed that their spectrum manifests
a number of quasi-periodic oscillations (QPOs) with frequencies in the range from a few tens of Hz up
to a few hundred Hz [197, 394, 436]. The giant flares in these objects are thought to be powered by
global reconfigurations of the magnetic field and it has been suggested that this might excite global seismic
pulsations of the magnetar crust [411, 412, 369, 131]. There is presently substantial evidence that the
observed SGR QPOs are caused by NS pulsations [167, 362, 226, 383, 384]. However, there remain a
great deal of uncertainty about how stellar surface motion gets transformed into the observed features of the
radiation [393, 394, 421]. To make progress with this, it is necessary to develop a better understanding of
the processes happening in the magnetospheres of oscillating NSs.
Standard pulsars typically have magnetic fields of around 1012 G while magnetars may have fields of up
to 1014 − 1015 G near to the surface. Rotation of a magnetized star generates an electric field Erot ∼ ΩRc B,
where B is the magnetic field strength, c is the speed of light, Ω is the angular velocity, and R is the radius
of the star. Depending on the rotation velocity and the magnetic field strength, the electric field at the
surface may be as strong as 1010 V cm−1 and have a longitudinal component (parallel to B) which can
be able to pull charged particles away from the stellar surface and accelerate them up to ultra-relativistic
velocities. This result led Goldreich & Julian [173] to suggest that a rotating NS with a sufficiently strong
magnetic field should be surrounded by a magnetosphere filled with charge-separated plasma which screens
the accelerating electric field and thus hinders further outflow of charged particles from the stellar surface
[395, 354] (a detailed discussion of of pulsar models can be found in textbooks [267, 44, 45]).
Timokhin, Bisnovatyi-Kogan & Spruit (2000) [418] showed that an oscillating magnetized NS should
also have a magnetosphere filled with charge-separated plasma, even if it is not rotating, since the vacuum
electric field induced by the oscillations would have a large radial component which can be of the same
order as the rotationally-induced electric fields. Against this background, [418] developed a formalism
extending the basic aspects of the standard pulsar model to the situation for a non-rotating magnetized NS
undergoing arbitrary oscillations. [418] applied their formalism to toroidal oscillations of a NS with a dipole
magnetic field (toroidal oscillations are thought to be particularly relevant for magnetar QPO phenomena),
and calculated the electromagnetic field and charge density in the magnetosphere. They estimated the energy
losses due to plasma outflow caused by some of these modes, and found that the energy losses are strongly
affected by the magnetospheric plasma.
The aim of the work on this presented here is to give a general relativistic reworking of the model of
[418] so as to investigate the effects of the changes with respect to the Newtonian treatment.
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1.4 Organization of this thesis
This thesis is structured as follows:
In Chapter 2 we give an overview of the methods used. In Section 2.1 we give an introduction to
the Einstein equations in the Arnowitt-Deser-Misner {3+1} formalism. This section is also devoted to
the discussion of the conformally flat (CFC) approximation of GR, which was used for the simulations
presented in this work. In Section 2.2, we discuss the GR system of hydrodynamic conservation equations.
The numerical implementation of the hydrodynamics and metric equations is discussed in Section 2.3. We
discuss the quadrupole formula for the extraction of GW, which we use in our calculations, in Section 2.3.8.
In Chapter 3 we present our work on the phase-transition-induced collapse of NSs. In Section 3.3 we
introduce the initial models investigated. In Section 3.5 we discuss the results of our simulations, and we
conclude with a summary in Section 3.6.
In Chapter 4 we presented the results of simulations of the AIC of WDs. In Sec. 4.2, we describe the
numerical methods employed for generation of our 2D rotational-equilibrium precollapse WD models and
the parameter space of WD structure and rotational configuration investigated. We go on to discuss the
overall AIC dynamics in the collapse and bounce phase as well as the associated GW emission in Secs. 4.3
and4.4. In Sec. 4.6 we conclude with a summary.
Chapter 5 is devoted to the discussion of our work the magnetosphere of oscillating NSs. In Section 5.2
we derive the quasi-stationary Maxwell equations in Schwarzschild spacetime. In Sections 5.3-5.4 we solve
analytically the Maxwell equations for arbitrary NS oscillations with a generic magnetic field configuration
and consider the case of purely toroidal oscillations of a NS with a dipole magnetic field. In Sec. 5.5 we
calculate the energy losses due to plasma outflow caused by the toroidal oscillations and discuss the role of
the GR effects. The summary of the results is given in Sec. 5.6.
This thesis is summarized in Chapter 6, particularly focusing on future directions for continuing and
extending the work presented here.
1.5 Conventions and Units
The unit system used in the sections that discuss numerical relativity and general relativistic hydrodynamics
is fixed by taking c = G =M⊙, where c is the speed of light, G is the Newtonian gravitational constant and
M⊙ is the mass of the Sun. All sections discussing numerical results and all sections related to astrophysics
are kept in standard cgs units. Greek indices are taken to run from 0 to 3, while Latin indices run from 1 to 3.
We abbreviate, where convenient, the partial derivative ∂/∂xi using , i or ∂i and the covariant derivative ∇i
using ; i. Repeated indices are summed over according to the Einstein summation convention. The signature
of the metric is assumed to be (−,+,+,+). Four-vectors vµ are called timelike if vµvµ < 0, and space-like
if vµvµ > 0. We use gµν as the four-metric, while γij is used for the spatial three-metric.
Chapter 2
Methodology
2.1 The Einstein field equations in {3+1} formalism
In Einstein’s Theory of General Relativity, the gravity manifests itself as a curvature of four-dimensional
spacetime (one temporal, three spatial dimensions). The gravity described by curvature is created in a
non-linear way by the mass-energy of matter or by gravity itself and changes when the energy-momentum
(including rest-mass energy, kinetic energy, electro-magnetic field energy etc.) changes. This curvature
completely governs the motion of mass-energy in the absence of other forces, such as strong, electromag-
netic and weak interactions. In contrast to Newtonian theory where gravitational action is instantaneous,
changes in the “gravitational field” propagate in vacuum at the finite speed of light.
GR is described by differential geometry in which the spacetime is treated as a four-dimensional man-
ifold M on which a metric gµν (and its inverse gµν) is defined. One can then introduce an invariant line
element measuring the physical distance between two infinitesimally separated spacetime events:
ds2 = gµνdx
µdxν , (2.1)
where the dxα are the components of the separation vector dx between the two events. The Einstein equa-
tions relate the spacetime curvature – specified in the Einstein’s tensor Gµν – with the energy-momentum
tensor Tµν of the mass mass-energy distribution in the spacetime:
Gµν ≡ Rµν − 1
2
gµνR =
8πG
c4
Tµν , (2.2)
where R = Rαα is the Ricci scalar, Rµν = Rαµαν is the Ricci tensor and Rαµβν is the Riemann curvature
tensor. The latter is obtained from the connection coefficients, the Christoffel symbols Γσµν :
Rσµρν ≡ Γσµν,ρ − Γσµρ,ν + ΓστρΓτµν − ΓστνΓτµρ , (2.3)
where the quantities Γσµν are defined in terms of the metric as:
Γσµρ ≡
1
2
gστ (gρτ,µ + gµτ,ρ − gµρ,τ ) . (2.4)
Note that the forms of equations (2.2)-(2.3) are covariant, that is, they are independent of the choice of
coordinates. In GR, all coordinate systems and frames of reference are treated on an equal footing. However,
in order to solve these equations numerically, one has to adopt an appropriate coordinate system. Unlike to
Special Relativity and Newtonian theory, the concept of a global inertial frame is not valid in GR.
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In spite of their seeming simplicity, the Einstein equations (2.2) represent a complicated set of 10 coupled
non-linear partial differential equations (Gµν is a symmemtric tensor). The Einstein equations have analyt-
ical solutions only in the case of simplified and idealized physical configurations (e.g., static spherically-
symmetric solution by Schwarzschild, stationary axi-symmetric solution of Kerr and Friedmann-Lamaitre-
Robertson-Walker solution of a homogeneous, isotropically expanding or contracting universe. A thorough
discussion of exact solutions can be found in, e.g., [272, 244]). In most of astrophysically interesting sce-
narios it is necessary to solve the Einsteins equations numerically.
2.1.1 The Arnowitt-Deser-Misner {3 + 1} formalism
In numerical relativity, the Einstein equations are most commonly formulated as an initial-value evolution
problem. A formalism of this type, known as the ADM formalism, was introduced by Arnowitt, Deser and
Misner [17, 458], based on the {3 + 1} splitting of spacetime by Lichnerowics [227]. In the following, we
will only outline the most essential aspects of the ADM formalism. A much more thorough derivation and
discussion may be found, for example, in York’s seminal article from 1979 [458], in the review article by
Baumgarte and Shapiro [34] and in the textbook by Alcubierre [10]. Parts of the following discussion have
already appeared in similar form in the dissertations of Baiotti [20], Dimmelmeier [116] and Ott [310].
The ADM {3 + 1} formalism is based on splitting the four-dimensional spacetime manifold M into
a continuous sequence of non-intersecting three-dimensional spacelike hypersurfaces (slices) Σt. Each of
these t-parametrized time slices Σt encompasses the entire three-dimensional space. Such a decomposition
separates “space” from “time”, taking a step backwards from the elegance of the Einstein’s original covariant
formulations, but enabling GR to be viewed as a more appropriate dynamical field theory. In doing so,
we have defined a Cauchy problem, that is, if the appropriate initial data on some slice Σt and boundary
conditions for all other Σt′>t are specified, then the time evolution of the initial data is determined (see, e.g.,
[433]).
We define a future-directed timelike unit vector n orthonormal to the slices Σt: n = −α∇t, where α
is the lapse function that determines how much proper time elapses between timeslices along the normal
vector n. Furthermore, we introduce a coordinate basis for the entire spacetime manifold M:{
e(µ)
}
=
{
e(0), e(t)
}
, (2.5)
where e(i) is a purely spatial vector and is tangent to the slices Σt at any point (i.e., orthogonal to the
unit-normal n). In these coordinates, an event x has components xµ = (t, xi). The invariant line element
connecting two events xµ and x′µ on infinitesimally separated slices Σt and Σt+dt is then given by
ds2 = − (dtˆ)2 + (dxˆ)2 , (2.6)
where dtˆ and dxˆ are the changes in physical time and physical distance, respectively. From the above
definition of the lapse, one can obtain the following relation
dtˆ = αdt . (2.7)
The spatial location of an observer momentarily at rest in Σt with coordinates xi can generally be related
to the spatial locations x′i at Σt+dt via x′i = xi− βidt, where βi is an arbirary spatial vector, tangent to Σt.
In the original coordinate labeling, we get the following relation:
dxˆi = dxi + βidt . (2.8)
where dxi is the coordinate distance and βi represents the coordinate shift. Hence, the shift vector βi
determines by how much spatial coordinates are shifted with respect to normal observer between timeslices.
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Figure 2.1: Schematic representation of the {3+1} foliation of spacetime. Spacelike slices Σt are connected
by local unit normal vectors nµ along which time is evolved at rate α. The change of coordinate labels are
expressed by the coordinate shift vector βi. The figure is taken from Shapiro’s review paper from 2005
[371].
Using the above choice of
{
e(µ)
}
and the definitions of α and βi, we can write the coordinate represen-
tation of the timelike contravariant unit vector nµ normal to Σt:
nµ =
(
1
α
,−β
i
α
)
. (2.9)
Due to arbitrariness of the shifts βi, the world line of a general observer does not need to be normal to Σt.
Instead, its tangent is given by the timelike unit vector
tµ = αnµ + βµ . (2.10)
Figure 2.1 schematically depicts the geometrical interpretation of the foliation, lapse and shift.
The general line element (2.1) can now be decomposed in {3 + 1} manner:
ds2 = gµνdx
µdxnu ≡ −α2dt2 + γij(dxi + βidt)(dxj + βjdt) , (2.11)
where γij is the 3-metric that represents the spatial part of the 4-metric: γij = gij . The 4-metric now takes
the following form:
gµν =

 −α2 + βiβi βi
βj γij

 , (2.12)
where βi = γijβj and the inverse metric writes
gµν =

 −α−2 −α−2βi
−α−2βj γij − α−2βiβj

 . (2.13)
In order to project a general four-dimensional vector and a tensor that reside on M onto Σt, one has to use
the projection tensor
⊥µν = gµν + nµnν , (2.14)
which is orthogonal to n: ⊥ · n = 0.
2.1.2 Eulerian observers, Eulerian 3-velocities, physical 3-velocities
We now introduce the concept of Eulerian observers (see, e.g., [458, 34, 10]). Eulerian observers are at rest
in the slice Σt, have four-velocities parallel to n and have n as their 3-velocity. For future reference in the
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section on GR hydrodynamics (§2.2), we define the 3-velocity of a fluid (or anything else) as measured by
an Eulerian observer:
vi =
⊥ipuρ
−n · u =
ui
αu0
− ni = u
i
W
+
βi
α
, (2.15)
where the fluid 4-velocity u is defined as uµ = dxµ/dtˆ with tˆ being the physical (or proper) time. We have
used equation (2.9) and the condition nµnµ = −1 to write n ·u = αu0, where αu0 is the Lorentz factor W
satisfying
W =
1√
1− vivi
. (2.16)
Other quantities which will be useful in a later section (§2.2) are the covariant components of the Eulerian
coordinate 3-velocity
vi =
⊥ρi
−n · u =
ui
W
. (2.17)
In general coordinate bases in GR, the magnitude of the Eulerian 3-velocity vector is limited by the speed
of light, but its components, in general, are not. A simple example that demonstrates this is Minkowski
spacetime in spherical coordinates where ds2 = −dt2+dr2+r2(dθ2+sin2 θdφ2) and ~v = [vr, vθ, vφ]T. In
these coordinates, the angular velocity components may become arbitrarily large for r → 0. It is then useful
to define a physical velocity as the 3-velocity vˆi measured by an Eulerian observer in a local orthonormal
coordinate system which can be introduced at any point on the spacelike hypersurface Σ [272]. Each of
the components of this vˆi are limited by the speed of light and thus vˆivˆi < c as well. To obtain vˆi, one
calculates a transformation tensor Aij to diagonalize the 3-metric γij . The physical velocity components are
then given by
vˆi = vˆi =
√
γˆijA
ijvj , (2.18)
where γˆij is the diagonalized 3-metric and no summation over the index i is carried out here.
2.1.3 Extrinsic curvature and the ADM equations
It is clear that the decomposition of Einstein’s equations into a {3+1} form will require expressing the four-
dimensional Riemann tensor Rαµβν in terms of its three dimensional counterpart. It is also clear, however,
that the latter cannot contain all of the relevant information because it is a purely spatial object (and can be
computed from spatial derivatives of the spatial metric alone), while Rαµβν is the spacetime object which
also contains time-derivatives of the four-dimensional metric. This missing information is expressed by a
tensor called the extrinsic curvature, which describes how the spacelike hypersurface Σt is embedded in
the spacetime M (see, e.g., York [458], Baumgarte & Shapiro [34], and Alcubierre [10]). The extrinsic
curvature can be defined as
Kij ≡ −1
2
Lnγij = γliγkj n(l;k) , (2.19)
where Ln is the Lie derivative along the unit-normal vector n on Σt1. The semicolon denotes covariant
differentiation (x;i = ∇µxi) with respect to the 3-metric γij and the round brackets around (l; k) denote
symmetrization in l and k. The Lie derivative may be thought of as the geometric generalization of the partial
time derivative ∂t and its definition is derived from the properties of parallel transport on general curved
1The Lie derivative of a general tensor T a1,...,anb1,...,bm along a vector w is defined (in component notation) as (see, e.g., [184, 433,
368])
LwT
a1,...,an
b1,...,bm
= wrT a1,...,anb1,...,bm;r −
nX
i=1
T a1,...,r,...,anb1,...,bm w
ai
;r +
nX
i=1
T a1,...,anb1,...,r,...,bmw
r
;bi . (2.20)
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manifolds. An introduction to the Lie derivative and its geometric meaning can be found, for example, in
[433, 368].
In York’s form of the ADM equations [458], the Einstein equations (2.2) are rewritten as a first-order in
time and second-order in space system of partial differential hyperbolic evolution equations and a set of four
elliptic constraint equations. The evolved variables are the 3-metric γij and the extrinsic curvature Kij :(
∂
∂t
− Lβ
)
γij = −2αKij , (2.21)(
∂
∂t
− Lβ
)
Kij = −α;ij + α
[
Rij +KKij − 2KimKmj (2.22)
−8π
(
Sij − 1
2
γijS
)
− 4πρADMγij
]
,
where Rij is the 3-Ricci tensor, K ≡ γijKij is the trace of the extrinsic curvature, ρADM ≡ nµnνTµν is
the total energy density as measured by an Eulerian observer, and Sij ≡ γiµγjνTµν is the projection of the
stress-energy tensor onto Σt2.
Equation (2.21) most clearly illustrates the above interpretation of the extrinsic curvature as the “time
derivative” of the 3-metric. However, when switched from slice Σt to Σt+dt, it may still differ by an
arbitrarily coordinate shift. This is expressed by the Lie derivative along β. Intuitively, equation (2.22)
represents the “acceleration” of γij , that is, the time variation of the time variation of the 3-metric.
In addition to the above evolution equations for the 3-metric and the extrinsic curvature, the ADM de-
composition yields four elliptic constraint equation (the constraints) that must be satisfied on each spacelike
hypersurface. The constraints are related to the conservation of energy and momentum3. The Hamiltonian
constraint equation is
R+K2 −KijKij − 16πρADM = 0 , (2.23)
where R is the 3-Ricci scalar. The three momentum constraints are given by
Kij;j − γijK;j − 8πSi = 0 , (2.24)
where Di ≡ −γiµnνTµν is the momentum density as seen by an Eulerian observer.
It can be shown that if the constraint equations are satisfied initially at t = 0, they should also be satisfied
at t > 0 [156]. This statement, however, holds only in the idealized continuum case [458, 98, 99, 155]. In
a discretized scheme, numerical errors such as round-off, truncation and discretization errors lead to viola-
tion of the constraints, and, if the numerical scheme is unstable, these errors can become arbitrarily large.
Therefore, in order to solve the {3+ 1} evolution equations numerically, one must have some discretization
of the equations that would guarantee that the discretized constraint equations remain satisfied to sufficient
accuracy during the time-evolution.
In practice, one can take three different approaches to the problem of choosing which set of equations
to solve numerically. The first approach is know as free evolution in which one starts with a solution of
the constraint equations as initial data, and later advances in time by solving all of the evolution equations
for γij and Kij . The constraints are then monitored only to see how much they are violated during the
2Note that Arnowitt et al. (1962) originally derived these equations in terms of the conjugate momenta πij instead of the
extrinsic curvature.
3Energy and momentum, in general, can only be measured locally by observers and hence cannot be defined unambiguously in
GR unless special conditions are met (see, e.g., the extensive discussion in Misner, Thorne & Wheeler [272]). In an asymptotically
flat spacetime - a spacetime in which the curvature vanishes at large distances from some region so that at large distances the
geometry becomes essentially that of a Minkowski spacetime - it is possible to define a total energy and total angular momentum
[272, 285]
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evolution, which gives a rough idea of the accuracy of the simulation. Alternatively, we can choose to solve
some or all of the constraint equations at each time step for a specific subset of the components of the metric
and extrinsic curvature, and evolve the remaining components using the evolution equations. This second
approach is known as constrained evolution.
Constrained evolution is in fact well suited for situations which possess a high degree of symmetry, like
spherical symmetry, but is much harder to use in the case of fully three-dimensional systems. Moreover,
the mathematical properties of a constrained scheme are much more difficult to analyze in the sense of
studying the well-posedness of the system of equations [10]. And finally, since the constraints involve
elliptic equations, a constrained scheme is also more expensive and slower to solve numerically in three
dimensions than a free evolution scheme.
In the numerical simulations presented in this work, we choose the third alternative known as con-
strained metric evolution. In this approach, we choose an extra condition on the spatial metric tensor,
namely the conformal flatness condition (CFC) [196], and impose this condition during the time evolution,
thus simplifying considerably the equations to be solved. Imposing this extra condition on the metric is not,
in principle, equivalent to the Einstein field equations, and the results of such simulations should be regarded
as approximations even in the continuum limit. However, comparison of simulations performed in the CFC
approximation with the ones in full GR have revealed that the CFC approximation is of excellent quality
for spacetimes that does not deviate too much from spherical symmetry. In particular, for spacetimes of any
relativistic stars, even those with high degree of compactness and rapid rotation, the CFC approximation
yields results which are practically identical to those of full GR calculations [310, 311, 312]. Therefore, the
use of CFC approximation in our simulations is well justified. In the following section, we shall discuss the
CFC metric equations in more detail.
2.1.4 Conformally flat approximation to general relativity
In the CFC approximation to general relativity, which was introduced by Isenberg [196] and first used by
Wilson et al. [441], the ADM spatial 3-metric is replaced by the conformally flat 3-metric:
γij = φ
4ηij (2.25)
where ηij is the flat-space metric, hence ηij = δij in Cartesian coordinates and ηij = diag(1, r2, r2 sin2 θ) in
spherical coordinates. The condition expressed in (2.25) is called conformally flatness condition (CFC). φ is
the conformal factor and it appears in its fourth power in equation (2.25) due to a convention that simplifies
the ADM equations (introduced in Section 2.1.3). We now fix the coordinates by imposing the so-called
maximal slicing gauge condition on the lapse function (which translates into a condition for the trace of
the extrinsic curvature K = Kii = 0). With this choice of gauge, the Hamiltonian and the momentum
constraints decouple and the ADM equations in the CFC approximation reduce to the following set of
equations [441]:
∆ˆφ = −2πφ5
(
ρhW 2 − p+ KijK
ij
16π
)
, (2.26)
∆ˆ(αφ) = 2παφ5
(
ρh(3W 3 − 2) + 57KijK
ij
16π
)
, (2.27)
∆ˆβi = 16παφ4Si + 2φ10Kij∇ˆj
(
α
φ6
)
− 1
3
∇ˆi∇ˆkβk , (2.28)
where ∇ˆ and ∆ˆ are the flat-space Nabla and Laplace operators, respectively. We point out that approxi-
mating GR with the CFC implies that the time derivatives of the trace-free part of γij , i.e., the off-diagonal
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components, have to vanish, leading to the following condition for the components of the extrinsic curvature
tensor
Kij =
1
2α
(
∇iβj +∇jβi − 2
3
γij∇kβk
)
, (2.29)
where ∇ is the covariant derivative with respect to γij .
The CFC metric equations (2.26)-(2.28) are five Poisson-like equations for the metric components φ,
α, and β. However, while a system of genuine Poisson equation is linear and its equations are independent
of each other, each of the metric equations of the system (2.26)-(2.28) couple to each other via their right
hand sides, and, in the case of the equations for βi, couple additionally via the operator ∆ˆ acting on βi. The
equations are dominated by the source terms involving the hydrodynamic quantities ρ, p, and vi, whereas
the nonlinear coupling through the other, purely metric, source terms only becomes important for strong
gravity.
By approximating the three-metric by a conformally flat one, the complexity of solving the full set of
Einstein evolution and constraint equations is reduced to solving five not explicitly time-dependent equa-
tions. On each time slice, the metric is solely determined by the instantaneous hydrodynamic state, i.e., the
distribution of matter and its momentum in space. Compared to the general system of evolution and metric
equations, the number of terms involving time derivatives is reduced significantly. Therefore, the CFC ap-
proximation allows for more stable numerical evolution schemes. In the simulations using CFC, no severe
problems with numerical instabilities were encountered [119].
However, the original formulation of the CFC metric equations (2.26)-(2.28) proposed by Wilson et
al. [441] suffers from a mathematical non-uniqueness problem when the configurations become too com-
pact. Such a situation is encountered, for example, in the case of the collapse of a stellar core or a (proto-)
neutron star to a black hole even before the formations of the apparent horizon. This issue has in the
past been prohibitive for successfully applying such a formulation to numerical simulations of astrophysical
problems involving very compact objects like black holes. Recently, Cordero-Carrio´n et al. [107] proposed a
reformulations of the original CFC metric equations (2.26)-(2.28) that has the fundamental property of over-
coming the local non-uniqueness problem. In the formulation of [107], the original CFC metric equations
(2.26)-(2.28) are rewritten by introducing an auxiliary vector field W i:
∆ˆφ = −2πφ5 (ρhW 2 − p)− φ−7 KˆijKˆij
8
, (2.30)
∆ˆ(αφ) = 2παφ5
[
ρh(3W 3 − 2) + 5p]+ αφ−7 7KˆijKˆij
8
, (2.31)
∆ˆβi = 2∇ˆj
(
2αφ−6Kˆij
)
− 1
3
∇ˆi∇ˆkβk , (2.32)
∆ˆW i = 8πφ10ρhW 2vi − 1
3
∇ˆi∇ˆkW k , (2.33)
where we have introduced the flat space extrinsic curvature Kˆij :
Kˆij = ∇ˆiWj + ∇ˆjWi − 2
3
γˆij∇ˆkW k , (2.34)
which relates to the regular extrinsic curvature through the relations Kˆij = φ2Kij and Kˆij = φ10Kij . All
of the simulations presented in this work were performed using this new formulations of the CFC metric
equation.
CFC is equivalent to GR in spherical symmetry and, in general, the conformal flatness of the spatial
metric implies the absence of any gravitational waves in such spacetimes. Due to this, in 2 and 3 dimensions
a CFC spacetime is often regarded as GR minus the dynamical degrees of freedom of the gravitational field
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that correspond to the gravitational wave content4 [457]. However, this statement does not characterize
the CFC in general: even stationary spacetimes that do not contain gravitational waves can be conformally
non-flat. Famous examples are Kerr black holes [163] and rotating neutron stars in equilibrium [105].
Nevertheless, as mentioned above (section 2.1.3), the CFC approximation is of excellent quality for the
spacetimes of relativistic stars [310, 311, 312].
2.2 General-relativistic hydrodynamics
This section is devoted to the description of the general-relativistic hydrodynamics equations governing
the dynamics of a single compressible fluid. Hydrodynamics concerns itself with the study of the motion
of fluids (liquids or gases). Since the phenomena considered in hydrodynamics are macroscopic, a fluid is
regarded as a continuum medium. This means that any small volume element in the fluid is always supposed
to be so large that it still contains huge number of physical fluid particles. In the the work presented in this
dissertation, we neglect fluid bulk and shear viscosities, microscopic heat transfer and magnetic fields, hence
we consider a single ideal fluid with zero magnetic field strength.
The mathematical description of the state of a moving ideal fluid of a given chemical composition is
effected by means of functions which give the distribution of the fluid velocity v = v(xi, t) and of any
two thermodynamic quantities pertaining to the fluid, for example, the pressure p and the density ρ. As is
well known, for a given chemical composition, all of the thermodynamic quantities are determined by the
values of any two of them, together with the equation of state (EoS) [218]. Hence, if we are given five
quantities – namely the three components of the velocity v, the pressure p and the density ρ – the state of
the moving fluid is completely determined. The full set of hydrodynamics equations represents a non-linear
system of hyperbolic equations derived from the conservation laws of matter, momentum and energy. Due
to their nonlinear nature, the hydrodynamics equations allow for discontinuities of arbitrary magnitude in
their solution (that generically develop even from smooth initial data) and special care must be taken in their
numerical solution.
2.2.1 Flux-conservative formulation
In our discussion of the general-relativistic hydrodynamics equations, we focus on the flux-conservative
formalism in the framework of the ADM {3 + 1} splitting of GR which was first derived at the Universi-
tat de Valencia by the group of Jose M. Iba´n˜ez (therefore this formulation is often called as the Valencia
formulation)) [257, 194, 350, 26]. We choose the frame of reference in which an Eulerian observer is at
rest in a space-like hypersurface Σt. For a discussion of different formulations and an overview of GR
hydrodynamics, the interested reader is referred, e.g., to the extensive review by Font [150].
As we shall see later, the flux-conservative formalism takes advantage of the hyperbolic and conser-
vative character of the GR hydrodynamics equations and in this way allows for numerical schemes based
on the characteristic information of the hyperbolic system. Such high-resolution shock-capturing (HRSC)
schemes (also called Godunov-type methods [172]) are widely used in classical fluid dynamics (see, e.g.,
[225]) and their incorporation into general-relativistic hydrodynamics provides better resolution of physical
discontinuities in the fluid flow than is possible with most of the other non-HRSC schemes [258, 148]. The
Valencia formulation has been implemented in a number of modern general-relativistic codes, including,
among others, MAHC/GRAstro [148, 149], CoCoNuT [117, 119], Whisky/Whisky2D [20, 21, 205], M.
Shibata’s code [374], and the Nada code [278].
4In axisymmetry, the gravitational field has one dynamical degree of freedom and it corresponds to gravitational waves. In 3D
it has two. York [458, 457] has shown that the dynamical degrees of freedom of the gravitational field can be identified with parts
of the conformally-related spatial metric and the transverse-traceless part of the conformally-related extrinsic curvature.
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We begin with the definition of a few key quantities. The baryonic rest-mass density ρ is given by
ρ = munB (2.35)
where mu is the atomic mass unit and nB is the number density of baryons. The specific enthalpy h is
defined as
h = 1 + ǫ+
p
ρ
, (2.36)
where ǫ is the specific internal energy of the fluid, and p is the fluid pressure as given by the general equation
of state (EoS)
p = p (ρ, ǫ,Xi) . (2.37)
Here Xi is a quantity that specifies the mass fraction of each fluid species. Note that the chosen set of
independent variables for the EoS {ρ, ǫ,Xi} is not unique and most finite-temperature nuclear equations of
state are given in terms of the fluid temperature rather than of its internal energy (see, e.g., [222, 372, 373]).
The GR hydrodynamics equations in a covariant form consist of the local conservation laws of the rest-
mass-current density Jµ = ρuµ and the stress-energy tensor Tµν :
Jµ;µ = 0 , (2.38)
Tµν;µ = 0 , (2.39)
where ;µ = ∇µ is the covariant derivative with respect to the 4-metric gµν . The stress-energy tensor of an
ideal-fliud is given by
Tµν = ρhuµuµ + pgµν . (2.40)
The GR hydrodynamics equations (2.38) and (2.39) can now be recast as
1√−g
(√−gJµ)
,µ
= 0 , (2.41)
1√−g
(√−gTµν)
,µ
= −ΓνµλTµλ , (2.42)
where we have made use of the covariant divergence formula [217],
∇αaα = aα;α =
1√−g
(√−gaα)
,α
, (2.43)
where aα is a contravariant vector, ∇α is the covariant derivative with respect to the 4-metric gµν and√−g = α√γ, while g = det (gµν) and γ = det (γµν).
In order to rewrite equations (2.41)-(2.42) in a flux-conservative form, we follow Banyuls et al. [26] and
define a set of conserved variables in terms of the primitive variables ρ, ǫ and vi:
D = Jµnµ = αρu
0 = ρW , (rest−mass density) (2.44)
Si = ⊥iνTµνnν = ρhW 2vi , (momentum density) (2.45)
τ = Tµνnµnν − Jµnµ = ρhW 2 − p−D , (total energy density) (2.46)
where we have made use of the time-like unit-normal vector nµ and the projection operator ⊥µν onto the
spatial 3-hypersurfaces introduced in §2.1.1. The equations of GR hydrodynamics can now be written as a
first order hyperbolic system of conservation laws:
1√−g
(
(
√
γU),0 +
(√
γ Fi
)
,i
)
= s , (2.47)
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where U is the state vector:
U = (D,Si, τ)
T , (2.48)
Fi is the flux vector:
Fi =


(αvi − βi)D
(αvi − βi)Sj + αpδij
(αvi − βi)τ + αpvi

 , (2.49)
and si is the source vector:
S =


0
Tµν
(
gνj,µ + Γ
δ
µνgδj
)
α
(
Tµ0 1αα,µ − TµνΓ0µν
)

 . (2.50)
Note that while the state vector U of the conserved variables is updated in time, the knowledge of the
primitive variables (ρ, ǫ, vi) is required for the calculation of the flux term Fi and for the computation of
the characteristic fields and speeds discussed below. Hence, it is necessary to recover the primitive variables
(ρ, ǫ, vi) from the conserved ones after each timestep. In contrast to the Newtonian case, these variables
cannot be obtained in closed functional form in GR and must by recovered using a numerical root-finding
procedure, as discussed in more detail in Section 2.3.6.
Equations (2.47) form a system of hyperbolic balance laws [225] that reduce to conservation laws if
S = 0, i.e. in flat spacetime. For this reason, equations (2.47) are referred to as flux-conservative. Since the
right-hand side source vector S does not contain derivatives of the conserved variables in U, it is numerically
stable to first solve the homogeneous equations and then apply the source term in an operator-split manner
or through the Method of Lines [225].
2.2.2 Special relativistic and Newtonian limits
In special relativity the geometry of spacetime is flat, hence the general metric gµν reduces to the Minkowski
case (gµν = ηµν = diag(−1, 1, 1, 1)) and the source vector in (2.47) vanishes in Cartesian coordinates,
while the state vector U remains unchanged. For an extensive review of numerical methods for special
relativistic hydrodynamics, the interested reader is referred to Martı´ & Mu¨ller [258].
In order to obtain the Newtonian limit (Newtonian gravity, v ≪ 1) of the GR state vector (2.48), one
has to expand the Lorentz factor W in v2,
W = 1 +
1
2
v2 +O(v4) , (2.51)
and neglect terms of order O(v4). Moreover, in the limit of small v we have ρ≫ 12ρv2 [218], hence,
D = ρW
Newt.−→ ρ . (2.52)
Analogously,
Si = ρhW 2vi = ρ
(
1 + ǫ+
p
ρ
)
W 2vi
Newt.−→ ρvi , (2.53)
and, using the assumption that in the non-relativistic limit, 12ρv
2 ≫ v2(ρǫ+ p) [218],
τ = ρhW 2 − p−D Newt.−→ ρǫ+ 1
2
ρv2 (2.54)
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Note that the energy equation (2.54) requires expansion to second order in v2 to get the Newtonian limit.
The Newtonian hydrodynamics equations in Cartesian coordinates are then
ρ,t +
(
ρvi
)
,i
= 0 , (2.55)
(ρvj),t +
(
ρvjv
i + pδij
)
,i
= ρgj , (2.56)(
ρǫ+
1
2
ρv2
)
,t
+
[(
ρǫ+
1
2
v2 + p
)
vi
]
,i
= ρgiv
i , (2.57)
(2.58)
where gi = −φ,i is the Newtonian free-fall gravitational acceleration and φ is the Newtonian gravitational
potential.
2.2.3 Godunov-type methods and the characteristic structure of the GR hydrodynamics
equations
The general relativistic hydrodynamics equations for the evolution of an ideal fluid represent a highly non-
linear problem. In general, non-linear hyperbolic systems have the property that allows for weak solutions,
i.e., classical solutions in smooth regions which are separated by a finite number of discontinuities such
as shocks or contact discontinuities. Even an initially smooth density, velocity and energy distribution can
evolve into shocks after some time, if it is governed by such nonlinear hyperbolic equations. For example, in
massive star core-collapse and accretion-induced collapse of white dwarfs, in which the initial distributions
of the density, velocity and internal energy are smooth, core bounce will result in the formation of a shock
wave, which then propagates through the envelope of the star.
On the other hand, in numerical approaches based on finite difference or finite volume methods, hydro-
dynamics quantities are represented as discrete data. As a result, even a smooth data is treated as a sequence
of pieces of piecewise constant data, which exhibit jumps of finite size at the computational-cell interfaces in
any non-trivial case. In his groundbreaking work from 1959 [172], Godunov realized that each cell-interface
discontinuity may be viewed as a local Riemann problem, which can be solved exactly [225, 258]. Since the
solution of the local Riemann problems are themselves solutions of the conservation laws, a series of such
local solutions on a discrete grid constitutes a global solution of the conservation equations for the discrete
initial data.
The Riemann problem for the hydrodynamics equations (and, more generally, for any hyperbolic system)
is an initial-value problem with initial conditions (in one spatial dimension)
U(x, t = 0) =
{
UL if x < a ,
UR if x > a ,
(2.59)
where UL and UR are constant state vectors representing left (L) and right (R) states with respect to an
interface at point a, respectively. The exact solution of the above Riemann problem in ideal hydrodynamics
is generally represented in terms of three elementary waves: a forward propagating non-linear shock wave, a
contact discontinuity, and a non-linear backward propagating rarefaction wave5. In the shock wave all of the
state variables are discontinuous, in the rarefaction wave all variables are continuous, but change with time
in self-similar fashion, while the contact discontinuity carries a jump in density, whereas the other variables
are continuous.
5Actually, the possible types of waves present in the solution of Riemann problem depend crucially on the closure condition,
i.e., on the EoS [423]. For the EoSs usually considered in GR numerical simulations, though, only shocks, contact discontinuities
and rarefaction waves appear, and so we will restrict our discussion only to these cases.
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The three waves are associated with the characteristic fields, the eigenvectors of the three 5 × 5 Jacobi
matrices of the GR hydrodynamics equations (2.47)
Bi =
∂
(√
γFi
)
∂
(√
γU
) = ∂
(
Fi
)
∂ (U)
, (2.60)
where the index i corresponds to the spatial dimensions. Each of the three Jacobi matrices Bi has 5 eigen-
values and three of them are unique [26]
λi0 = αv
i − βi (3−fold degenerate) , (2.61)
λi± =
α
1− v2c2s
{
vi(1− c2s)±
√
c2s(1− v2) [γij(1− v2c2s)− vivj(1− c2s)]
}
− βi , (2.62)
where cs is the local speed of sound.
Due to the hyperbolic nature of the hydrodynamics equations, the physical information of the system is
carried by the three characteristic waves (characteristics) at the characteristic speeds, corresponding to the
three unique eigenvalues of the Jacobi matrices. In fact, in order to solve the Riemann problem exactly, it is
necessary to know only the characteristic speeds and the initial left and right states (see [423, 225, 172, 258]).
On the other hand, in practice and in particular in multi-dimensional simulations, the exact solution of the
Riemann problem becomes too computationally demanding. To cope with this fact, it is often sufficient in
numerics to solve the Riemann problem approximately. As discussed in detail in Section 2.3.3, the numerical
solution of the Riemann problem can be accomplished in a fast and easy way. Modern numerical methods
for hydrodynamic flows often rely on approximate Riemann solvers. The solutions obtained in that way are
for practical purposes almost as good as the approaches based on solution of the full non-linear Riemann
problem [126].
Godunov’s original scheme used piecewise-constant states as initial data for the Riemann problems at
cell interfaces and hence was only first-order accurate in space. As discussed in more detail in Section 2.3.5,
more modern Godunov-type schemes use interpolation procedures to reconstruct a higher-order approxima-
tion to the physical data at cell interfaces.
2.3 Numerical methods: the CoCoNuT code
In this section, we give an overview of the numerical methods and tools that used in the simulations presented
in this dissertation. This includes a discussion of the COCONUT code [117, 119] and an initial data solver
for equilibrium configurations of rotating stars [180, 209, 104, 389, 390]. Our discussion of the COCONUT
code below is based on Harald Dimmelmeier’s PhD dissertation [116] and on the papers by Dimmelmeier
et al. [117, 119].
COCONUT is a general relativistic hydrodynamics code with dynamical CFC space-time evolution.
This numerical code is mainly aimed at the study of astrophysical scenarios in which GR can play an
important role, such as the collapse of rapidly rotating stellar cores and the evolution of neutron stars.
COCONUT was originally developed as two-dimensional axisymmetric code by Harald Dimmelmeier at the
Max-Planck Institute for Astrophysics (Garching bei Mu¨nchen, Germany) as part of his PhD thesis [116]. It
was then extended to three dimensions in collaboration with Je´roˇme Novak from the LUTH laboratory at the
Observatoire de Paris (Meudon, France) [119] and to include magnetohydrodynamics by Pable Cerda´-Dura´n
from the Max-Planck Institute for Astrophysics [94].
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2.3.1 Finite difference grid and boundary conditions
In computational fluid dynamics, and especially in numerical relativity, the choice of the coordinates and
their suitability for the geometry of a given problem is of crucial importance. Since the early attempts at
making axisymmetric simulations of ideal fluid in general relativity over 20 years ago, the issue of coordinate
problems has always been a challenge. At those times, due to insufficient computer power, it was unfeasible
to use a three-dimensional Cartesian grid to make simulations of axisymmetric problems. But even if this is
now possible with modern computers, Cartesian coordinates are not well adapted for axisymmetric or nearly
spherically symmetric geometries and they do not exploit the existence of a rotational symmetry to reduce
the dimensionality of the problem to two dimensions.
For axisymmetric problems, both cylindrical and polar coordinates are suitable. However, these coor-
dinate systems share a common disadvantage: The rotation axis θ = 0 in polar coordinates and coordinate
origin at r = 0 in both coordinate systems are distinguished from the other coordinate points. Often the
equations contain terms involving geometrical quantities such as γˆ22 = r−1, which become infinite at the
origin, or γˆ33 = r−1 sin−1 θ, which become infinite at the axis. Thus, the reduction of the problem from
three to two dimensions is paid for by having to deal with coordinate singularities at certain points. This
coordinate pathologies prevented early axisymmetric relativistic ADM codes providing long-term stability
(e.g., [143, 356]). Attempts to solve the axisymmetric problem are nowadays made by using the two- dimen-
sional “cartoon” method [9], or by going towards three dimensions in Cartesian coordinates either using a
uniform grid or by mesh-refinement techniques (e.g., [42]), or by using multi-block or multi-patch methods
(e.g., [465]), now that larger and faster computers are available.
Still, the geometry of the polar coordinates is the most suitable one for simulations of axisymmetric
objects. These coordinates are used in the COCONUT code. We assume axial symmetry with respect to
the rotation axis in all of the simulations presented here. However, note that the code is not restricted to
axisymmetry, and it can be used for simulations also in three dimensions.
We further assume symmetry with respect to the equatorial plane θ = π/2. Therefore, θ spans the
interval between 0 and π/2. The angular grid consisting of nθ zones is equally spaced, with θj denoting
the coordinates of the cell centers in the angular direction (1 ≤ j ≤ nθ). The nr radial zones (zone centers
located at ri ) are logarithmically spaced. Each computational cell (ri, θj) is bounded by interfaces at ri− 1
2
,
ri+ 1
2
, θj− 1
2
, and θj+ 1
2
, respectively. The angular size of a zone is ∆θ = 12π/nθ, while the radial size is given
by ∆ri = ri+ 1
2
− ri− 1
2
. The radial size of the three innermost cells is enlarged in order to ease the timestep
restriction; for i > 3, ∆ri+1/∆ri = const. Note that r 1
2
= 0 is the origin, and rnr+ 12 = R defines the outer
boundary of the grid. The rotation axis coincides with θ 1
2
= 0, and θnθ+ 12 =
1
2π denotes the equatorial
plane.
Due to the symmetry conditions stated above, only one quadrant of the actual spacetime domain is
evolved. As a consequence, the symmetry conditions are imposed for both hydrodynamic and metric quan-
tities at the center (r = 0), the rotation axis (θ = 0), and the equatorial plane (θ = π/2). Quantities are
assumed to be either symmetric or antisymmetric across a boundary. These two options are combined in the
following notation for a quantity qi,j :
q− 1
2
,j = ± q 1
2
,j , (2.63)
qi,nθ+ 12
= ± qi,nθ− 12 , (2.64)
qi,− 1
2
= ± qi, 1
2
, (2.65)
where
± =
{
+ symmetric,
− antisymmetric. (2.66)
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The symmetry conditions for the scalar quantities ρ, ǫ, φ and α are straightforward. Like their Newtonian
counterparts ρ, ǫ and Φ they have to be continuous across all boundaries. Thus, the scalar quantities are
assumed to be symmetric (+) with respect to all boundaries. Contrary to Newtonian hydrodynamics, the
symmetry conditions for the vector quantities are nontrivial, as they occur both in covariant and contravariant
form. By defining “physical” velocities (the same can be done for the shift vector components βi),
vr ≡
√
v1v1 = φ
−2v1 = φ
2v1, (2.67)
vθ ≡
√
v2v2 = φ
−2r−1v2 = φ
2rv2, (2.68)
vϕ ≡
√
v3v3 = φ
−2r−1 sin−1 θv3 = φ
2r sin θv3, (2.69)
which are bounded by the speed of light (0 ≤ |vr|, |vθ|, |vϕ| ≤ 1), we can specify the symmetry conditions
from Newtonian hydrodynamics. Keeping in mind the symmetry behavior of the geometrical terms in the
three-metric components γij and γij , the symmetry conditions for the “physical velocity vector” and the
shift vector are:
vr vθ vϕ β
1 β2 β3
center − − − − + +
pole + − − + − +
equator + − + + − +
Here we demand that (i) all velocities have to vanish at the center (no mass flow across the center), that (ii)
the meridional velocity vθ is zero along the rotation axis and in the equatorial plane (no mass flow across
these boundaries), and (iii) the azimuthal velocity vϕ is zero along the rotation axis. Hence, these entries are
set to (−), while all others, where the velocities are continuous, are set to (+). The shift vector components
βi are treated similarly to the contravariant three-velocity vector vi, as the shift vector corresponds to a
“coordinate velocity”.
At the outer radial boundary, the hydrodynamic quantities are extrapolated from the interior to the
boundary zones. The metric equations are solved using spectral methods, in which the boundary condi-
tions are imposed at spatial infinity, as discussed in detail in Section 2.3.2.
2.3.2 Einstein field equations and spectral methods
The most common approach to numerically solving the Einstein equations is by means of finite differences
(see [10, 223] and references therein). However, it is well known that spectral methods [175, 85] are
far more accurate than finite differences for smooth solutions (i.e, they are best for initial data without
discontinuities), and are particularly well suited to solving elliptic and parabolic equations. Good results
can be obtained also for hyperbolic equations, as long as no discontinuities appear in the solution. The basic
principle underlying spectral methods is the representation of a given function f(x) by its coefficients in a
complete basis of orthonormal functions: sines and cosines (Fourier expansion) or a family of orthogonal
polynomials (e.g. Chebyshev polynomials Ti(x) or Legendre polynomials). In practice, of course, only a
finite set of coefficients is used and one approximates f by the truncated series f(x) ≃ ∑ni=0 ciTi(x) of
such functions. The use of spectral methods results in a very high accuracy, since the error made by this
truncation decreases like e−n for smooth functions (exponential convergence). Moreover, in order to achieve
a comparable accuracy in the representation of functions and their derivatives, the finite difference grid
generally needs many more points than the spectral one. For example, when considering the representation
of some function like exp(−x2) on the interval [0, 1], spectral methods using Chebyshev polynomials need
∼ 30 coefficients to reach machine double precision (10−16) for the representation of the function and 10−13
for the representation of its first derivative. For comparison, a third order scheme based on finite differences
needs ∼ 105 points to achieve the same accuracy.
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In an astrophysical context spectral methods made possible the study of subtle phenomena such as the
development of physical instabilities leading to gravitational collapse [61]. In the last few years, spectral
methods have been successfully employed by the Meudon group [263] in a number of relativistic astro-
physics scenarios [62], among them the gravitational collapse of a neutron star to a black hole, the infall
phase of a tri-axial stellar core in a core collapse supernova (extracting the gravitational waves emitted in
such process), the construction of equilibrium configurations of rapidly rotating neutron stars with magnetic
fields, and the tidal interaction of a star with a massive black hole. To carry out these numerical simulations
the group has developed a fully object-oriented library called LORENE [242] to implement spectral methods
in spherical coordinates. Spectral methods are now employed in numerical relativity by other groups as
well [151, 329, 130].
On the other hand, robust finite difference schemes for solving hyperbolic systems of conservation (and
balance) laws, such as the Euler equations of fluid dynamics, have been known for a long time and have been
employed successfully in computational fluid dynamics (see e.g. [423] and references therein). In particular,
the high-resolution shock-capturing schemes (e.g., [225, 423]) have shown their advantages over other types
of method even when dealing with relativistic flows with highly ultrarelativistic fluid speeds, as discussed in
detail in Section 2.3.3.
From the above considerations, it seems a promising strategy, in the case of relativistic problems where
coupled systems of elliptic (for CFC field) and hyperbolic (the hydrodynamics) equations must be solved,
to use spectral methods for the former and HRSC schemes for the latter (where solutions may be discontin-
uous). The efficiency of such a hybrid approach was demonstrated extensively by Dimmelmeier et al. [119],
who implemented this in the COCONUT code, which is used for simulations presented in this work. Such
an approach is best suited for formulations of the Einstein equations which favor the appearance of ellip-
tic equations against hyperbolic equations, i.e. either approximations such as CFC [196, 441, 107] (the
approximation which we adopt in the simulations presented in this work), higher-order post-Newtonian ex-
tensions [91], or exact formulations as recently proposed by [63, 366]. Note that the combined approach
put forward by Dimmelmeier et al. [119] was first used in one-dimensional core collapse simulations in the
framework of a tensor-scalar theory of gravitation by Novak et al. [300]. Such a hybrid scheme has recently
been developed and used for simulations of the coalescence of black hole and neutron star binaries [130].
Spectral methods
The basic principle of spectral methods has been presented in Section 2.3.2. Let us now describe some
details of the implementation in the case of 3D functions in spherical coordinates. The interested reader can
refer to [62, 177] for further details. A function f can be decomposed as follows:
f(ξ, θ, ϕ) =
nˆϕ∑
k=0
nˆθ∑
j=0
nˆr∑
i=0
cijkTi(ξ)Y
k
j (θ, ϕ), (2.70)
where Y kj (θ, ϕ) are spherical harmonics and ξ is linked with the radial coordinate r, as given below. One
of the advantages of spectral methods is that they allow spatial derivatives to be computed more easily.
If f is represented by its coefficients cijk, it is easy to obtain the coefficients of e.g. ∂f/∂r, ∆f (or the
result of any linear differential operator applied to f ) thanks to the properties of Chebyshev polynomials or
spherical harmonics. For instance, to compute the coefficients of the radial derivative of f , we make use of
the following recursion formula og Chebyshev polynomials:
dTn+1(x)
dx
= 2(n+ 1)Tn(x) +
n+ 1
n− 1
dTn−1(x)
dx
∀n > 1. (2.71)
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A grid is still needed for two reasons: firstly, to calculate these coefficients through the computation of
integrals, and secondly to evaluate non-linear operators (e.g. ∇f ×∇f ), using the values of the functions at
grid points (in physical space). The spectral grid points, called collocation points, are situated at (rˆi, θˆj , ϕˆk),
where i, j, k run from 1 to nˆr, nˆθ, nˆϕ, respectively. They are the nodes of a Gauss–Lobato quadrature used
to compute the integrals giving the spectral coefficients. The use of Fast Fourier Transforms (FFT) for the
angular part requires equally spaced points in the angular directions, whereas a fast Chebyshev transform
(also making use of FFT) requires that the radial grid points correspond, in ξ, to the zeros of Tnˆr . Note that
in our simulations each of the domains contains the same number of radial and angular collocation points.
In order to be able to cover the entire space (r ∈ [0,+∞]) and to handle coordinate singularities at the
origin (r = 0), COCONUT uses several grid domains:
• a core extending from r = 0 to rd, where r = αξ, with ξ ∈ [0, 1] and α is a constant (COCONUT
uses either only even Chebyshev polynomials T2i(ξ), or only odd polynomials T2i+1(ξ));
• an arbitrary number (including zero) of shells bounded by the inner radius rd i and outer radius rd i+1,
where r is set to αiξ+βi with ξ ∈ [−1, 1] and αi and βi are constants that depend on the shell number
i;
• a compactified external domain spanning from the outer boundary of the finite difference grid at rfd
to radial infinity, where r = 1/[αc(ξ + 1)], with ξ ∈ [−1, 1] and αc is a constant.
Moreover, the ratio fd between the outer boundary radii of two consecutive domains is assumed to be a
constant, which gives the relation
fd =
(
rfd
rd
)1/(nd−2)
, (2.72)
where nd is the number of domains. Therefore, for a given choice of nd and the radius of the nucleus rd,
the setup of the spectral grid is completely specified:
rd 1 = rd,
.
.
.
rd i = fd × rd i−1,
.
.
.
rdnd−1 = rfd,
rdnd =∞.
(2.73)
The setup of the spectral and finite difference grids for a sample stellar iron core collapse model is
illustrated in Fig. 2.2 for nˆr = 33 grid points per spectral radial domain and nr = 200 finite difference grid
points. Note the logarithmic radial spacing of the finite difference grid in the central parts of the star (upper
panel). While the finite difference grid ends at the finite radius rfd (with the exception of four ghost zones,
which are needed for the hydrodynamic reconstruction scheme; see Section 2.3.5), the outermost radially
compactified 6th domain of the spectral grid covers the entire space to radial infinity (lower panel). The
finite difference grid does not change during the time-evolution, while the boundaries rdi of the spectral
radial domains (and thus the radial collocation points) can change adaptively during the evolution. Note that
the spectral radial collocation points, which correspond to the roots of the Chebyshev polynomials, are more
densely populated near the domain boundaries.
Communication between spectral and finite difference grids
Passing information from the spectral grid to the finite difference grid is technically very easy. Knowing
the spectral coefficients of a function, this step simply requires the evaluation of the sum (2.70) at the finite
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Figure 2.2: Radial setup of the initial spectral grid (collocation points are marked by plus symbols) and the time-
independent finite difference grid (cell centers are marked by filled circles, separated by cell interfaces shown by
vertical dashes) for a sample iron core collapse simulation of [119]. The upper panel shows the innermost 500 km
containing the nucleus (ending at rd ≈ 200 km), the first shell, and a part of the second shell of the spectral grid. In
the lower panel a part of the last regular shell (which is confined by the outer boundary of the finite difference grid at
rfd ≈ 2200 km) and the beginning of the compactified domain of the spectral grid are plotted. The domain boundaries
are indicated by vertical dotted lines. This figure is taken from [119].
difference grid points. However, this method has a drawback of being computationally too expensive [119].
For example, in 3D the time spent on this can even be larger than the time spent by the spectral elliptic solver
[119]. Going from the finite difference grid to the spectral grid requires an interpolation, taking special care
to avoid Gibbs phenomena that can appear in the spectral representation of discontinuous functions6. The
matter terms entering in the sources of the gravitational field equations can be discontinuous when a shock
forms. Thus, it is necessary to smooth or filter out high frequencies that would otherwise spoil the spectral
representation. This introduces a numerical error in the fields that should remain within the overall error
of the code. The important point to notice here is that an accurate description does not need be achieved
in the spectral representation of the sources (the hydrodynamic quantities are well described on the finite
difference grid), but only in that of the metric functions, which are always continuous, as well as their first
derivatives.
COCONUT interpolates from the finite difference grid to the spectral grid using a one-dimensional
algorithm and intermediate grids. First, it performs an interpolation in the r-direction, then in the θ-direction
and finally in the ϕ-direction. We can choose between piecewise linear and parabolic interpolations, and a
scheme that globally minimizes the norm of the second derivative of the interpolated function [300]. The
filtering of spectral coefficients is performed a posteriori by removing the coefficients corresponding to
higher frequencies. For example, in the radial direction, this is done by canceling the cijk in Eq. (2.70)
for i larger than a given threshold. In practice, the best results were found when canceling the last third
6In mathematics, the Gibbs phenomenon, named after the American physicist J. Willard Gibbs, is the peculiar manner in which
the Fourier series of a piecewise continuously differentiable periodic function f behaves at a jump discontinuity: the nth partial
sum of the Fourier series has large oscillations near the jump, which might increase the maximum of the partial sum above that of
the function itself. The overshoot does not die out as the frequency increases, but approaches a finite limit.
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of the radial coefficients [119]. This can be linked with the so-called “two-thirds rule” used for spectral
computations of quadratically nonlinear equations [35]. Nevertheless, a different (higher) threshold would
also give good results, in the sense that there are no high-frequency terms arising during the metric iteration.
Spectral elliptic solver
In order to formalize the metric equations (2.30)-(2.33), we define a vector of unknowns
uˆ = up = (φ, αφ, β1, β2, β3). (2.74)
Then the CFC metric equations (2.30)-(2.33) can be written as
fˆ(uˆ) = f q(up) = 0, (2.75)
with fˆ = f q denoting the vector of the five metric equations for uˆ (p, q = 1, . . . , 5). In the spectral metric
solver, the metric equations are evaluated at collocation points (rˆi, θˆj , ϕˆk) on the spectral grid. Thus, when
discretized, Eq. (2.75) transforms into the following coupled nonlinear system of equations of dimension
5× nˆr × nˆθ × nˆϕ:
fˆ(uˆ) = fˆi,j,k(uˆl,m,n) = f
q
i,j,k(u
p
l,m,n) = 0, (2.76)
with the vector of discretized equations fˆ = fˆi,j,k = f qi,j,k for the unknowns uˆ = uˆl,m,n = u
p
l,m,n. For this
system we have to find the roots. Note that, in general, each discretized metric equation f qi,j,k couples both
to the other metric equations through the five unknowns (indices p), and to other (neighboring) cell locations
on the grid (indices l,m, n).
The spectral metric solver is based on iterative methods, where the new value for the metric uˆs+1 is
computed from the value at the current iteration s by adding an increment ∆uˆs which is weighted with
a relaxation factor fr. The tolerance measure which we use to control convergence of the iteration is the
maximum increment of the solution vector on the grid on which the iteration is executed, i.e.
∆uˆsmax = max (∆uˆ
s) = max (∆up si,j,k). (2.77)
The spectral solver exploits the fact that the metric equations (2.30)-(2.33) can be written in the form of a
system of nonlinear coupled equations with a Laplace operator on the left-hand side. A common method
for solving such kinds of equation is to keep the right-hand side fixed, solve each of the resulting decoupled
linear Poisson equations and iterate until the convergence criterion (2.77) is fulfilled. The spectral solver is
built from routines of the publicly available LORENE library [242] and uses spectral methods to solve the
scalar and vector Poisson equations [176].
Before every computation of the spacetime metric, the hydrodynamic and metric fields are interpolated
from the finite difference grid to the spectral grid by the methods detailed above. All three-dimensional
functions are decomposed into Chebyshev polynomials Tn(r) and spherical harmonics Y ml (θ, ϕ) in each
domain. Furthermore, the metric equations (2.30)-(2.33) are rewritten in order to gain accuracy according
to the following transformations. The scalar metric functions φ and α have the same type of asymptotic
behavior near spatial infinity, φ|r→∞ ∼ 1 + ∆φ(r), α|r→∞ ∼ 1 + ∆α(r), with ∆φ(r) and ∆α(r) ap-
proaching 0 as r → ∞. Therefore, to obtain a more precise numerical description of the (usually small)
deviations of φ and α from unity, the equations are solved for the logarithm of φ and αφ, imposing that
lnφ and ln(αφ) approach zero at spatial infinity. The vector Poisson equation for the shift vector βi is not
decomposed into single scalar components, but instead the entire linear vector Poisson equation is solved,
including the 13∇ˆi∇ˆk operator on the left hand side.
During each iteration a spectral representation of the solution of the linear scalar and vector Poisson
equations associated with the system (2.30)-(2.33) is obtained. The Laplace operator is inverted (i.e. the
2.3. NUMERICAL METHODS: THE COCONUT CODE 27
linear Poisson equation is solved) in the following way: For a given pair of indices l and m of Y ml (θ, ϕ), the
linear scalar Poisson equation reduces to an ordinary differential equation in r. The action of the differential
operator
∂2
∂r2
+
2
r
∂
∂r
− l(l + 1)
r2
(2.78)
on each multipolar component (l and m) of a scalar function corresponds to a matrix multiplication in
the Chebyshev coefficient space. The corresponding matrix is inverted to get a particular solution in each
domain, which is then combined with the homogeneous solutions (rl and 1/rl, for a given l) to satisfy the
regularity and boundary conditions. The matrix has a small size (about 30 × 30) and can be put into a
banded form, due to the properties of the Chebyshev polynomials, which allows fast inversion. For more
details about this procedure, and how the vector Poisson equation is treated, the reader is referred to [176].
Note that in order to solve the shift vector equation, βi is decomposed into Cartesian components defined
on the spherical polar grid [176].
The spatial differentials in the source terms on the right hand sides of the metric equations are obtained
by spectral methods. When using ∼ 30 collocation points, very high precision (∼ 10−13) can be achieved
in the evaluation of these derivatives. Another advantage of the spectral metric solver is that a compactified
radial coordinate u = 1/r enables us to solve for the entire space, and to impose exact boundary conditions
at spatial infinity, u = 0. This both ensures asymptotic flatness and fully accounts for the effects of the
source terms in the metric equations with noncompact support. Due to the direct solution of the vector
Poisson equation for the shift vector βi, it converges to the correct solution in all of the investigated models
[119]. Furthermore, convergence can be achieved with the maximum possible relaxation factor, fr = 1,
starting from the flat metric as the initial estimate.
There is an additional computational cost due to the communication between the finite difference and
the spectral grids. As shown by [119], these computational costs may actually become a dominant part
when calculating the metric. The interpolation methods also have to be chosen carefully to obtain the
desired accuracy. Furthermore, spectral methods may suffer from Gibbs phenomena if the source terms
of the Poisson-like equations contain discontinuities. For the particular type of simulations which we are
aiming at, discontinuities are present (bounce shock front, discontinuity at the transition from the stellar
matter distribution to the artificial atmosphere at the boundary of the star). This can result in high-frequency
spurious oscillations of the metric solution, if too few radial domains are used, or if the boundaries of the
spectral domains are not chosen properly. As mentioned before, a simple way to reduce the oscillations is
to filter out part of the high-frequency spectral coefficients.
2.3.3 High-resolution shock-capturing method
Whereas Section 2.2.3 was devoted to an introduction to the general relativistic Riemann problem and the
spectral decomposition of the Jacobi matrices, we will now apply these concepts to discussing numerical
algorithms for solving the evolution equations.
Many modern computational codes which simulate gas/fluid dynamics exploit Godunov type methods.
In such codes, the evolution equations for the hydrodynamics are discretized in finite volumes, which are
bounded by cell interfaces. The hydrodynamic quantities at the cell centers represent the corresponding
average value within the cell. An interpolation method is used to construct values at cell interfaces from
these cell centered mean quantities. From these reconstructed quantities, the numerical fluxes through the
cell boundaries are computed, which then, together with the source terms, determine the time evolution of
the cell averaged quantities. The evolution is propagated forward in time by solving local Riemann problems
at each cell interface. The maximum numerical time step is limited by the criterion that waves propagating
from neighboring cells must not interfere with one another, i.e., that characteristics originating from the cell
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interfaces do not cross within one timestep.
A numerical implementation based on the solution of local Riemann problems is called high-resolution
shock-capturing (HRSC) scheme. The fact that HRSC schemes are based on (exactly or approximately)
solving discontinuous Riemann problems results in the ability to capture shocks accurately and resolve
them within only a few grid points. Additionally, such methods guarantee, when written in conservation
form, the convergence of the numerical solution to the physical solution of the problem, and the correct
propagation speeds of discontinuities.
The solution of the local Riemann problem depends on the fluxes of density, momentum, and energy
which cross the cell interface. Therefore, it is important to numerically approximate these fluxes as accu-
rately as possible. First we have to specify how the values of the hydrodynamics quantities at the left (L)
and right (L) side of the cell interfaces7,
qL
i− 1
2
,j
, qR
i+ 1
2
,j
, in r−direction , (2.79)
qL
i,j− 1
2
, qR
i,j+ 1
2
, in θ−direction , (2.80)
are reconstructed from the corresponding cell averages qi,j , which are defined at cell centers. Note that
all components of the state vector (2.44)-(2.46) and the primitive variables have to be reconstructed at the
interfaces.
The simplest way of reconstructing is to assume constant functions within a zone, which means that the
zone interface values are set to the values qi,j at the cell cell centers. This piecewise constant reconstruction,
which is first order accurate in space, was originally proposed by Godunov in 1959 [172] in the develop-
ment of his exact solver. Higher order reconstruction methods were gradually introduced, including second
order accurate MUSCL (monotonic upstream schemes for conservation laws [429]), or third order accurate
PHM (piecewise hyperbolic methods) and PPM (piecewise parabolic methods [102]) and their respective
derivatives [225], as discussed in more detail in Sec. 2.3.5. As demonstrated in the following section, we
can obtain the numerical flux from the reconstructed values of the interfaces, together with the characteristic
information from the Riemann problem. As expressed in the conservation equations (2.47), any change in
a state variable is completely determined by the flux through the cell boundaries (and additional sources).
This is reflected by this numerical scheme, and owing to this property the HRSC methods are called flux
conservative.
Once the fluxes of density, momentum and energy accross cell boundaries are computed, the time update
of system (2.47) from tn to tn+1 is performed according to the following conservative algorithm:
Un+1i,j = U
n
i,j −
∆t
∆ri
(F ri+1/2,j −F ri−1/2,j)−
∆t
∆θ
(F θi,j+1/2 −F θi,j−1/2) + ∆tSi,j .
The time update of the state-vector U is done simultaneously in both spatial directions using a method
of lines in combination with a second-order (in time) conservative Runge–Kutta scheme. Time derivatives
of all metric quantities (φ, α, and βi) are required to compute the Christoffel symbols, and hence the source
term S. As the equations for the metric in the CFC approximation do not provide explicit expressions for
the time derivatives of these quantities, we approximate them numerically by discretized derivatives using
values from the two time slices Σtn and Σtn−1 , e.g.(
∂φ
∂t
)n
i,j
=
φni,j − φn−1i,j
∆tn−1
. (2.81)
7The discussion of numerical methods for hydrodynamics equations presented here is restricted to the case of two spatial
dimensions r and θ. The extension to three dimensions is straightforward.
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Finally, as mentioned in Sect. 2.2.1, for the hydrodynamics update we need to recover the primitive
variables (ρ, vi, ǫ) from the conserved ones (D,Si, τ). Since the relation between these two sets is only
given implicitely, we have to resort to a Newton-Raphson iterative method. This procedure is discussed in
Sect. 2.3.6.
2.3.4 Approximate Riemann solvers
In conservative codes, which are based on HRSC schemes for finite volume methods, the wave structure of
the system is used to compute the numerical fluxes through the interfaces and to solve the exact or approxi-
mate Riemann problem. There are numerous ways for constructing the approximate numerical fluxes (like
Roe, HLLE, Shu Osher’s ENO solvers, etc., for an overview see [423]) which all involve characteristic infor-
mation for the structure of the Riemann problem. In the simulations presented in this work, we have chosen
to adopt the numerical flux introduced by Donat & Marquina [126], which is called Marquina flux formula
for short. The Marquina flux formula was implemented in the COCONUT code by Dimmelmeier et al. [117].
Like many flux construction methods, this method involves the averaging of state variables left and
right of the interface. The characteristic information is contained in a term called numerical viscosity. This
viscosity term is a result of the characteristic information of the hyperbolic system of conservation laws, and
automatically adds as much viscosity to the evolution scheme as necessary.
The Marquina flux is based upon Roe’s formulation of the numerical flux [349] (which is introduced
below), and has improved features where the Roe flux produces pathological behavior [126].
• Roe flux formula:
In this formula, the numerical flux at cell interfaces in r- and θ-direction is represneted as the average
of the reconstructed fluxes left (FL) and right (FR) of the interface as well as the numerical viscosity
term:
F1 =
1
2
(
F1,R + F1,L −
5∑
k=1
r˜1|λ˜1k|α˜1l
)
, (2.82)
F2 =
1
2
(
F2,R + F2,L −
5∑
k=1
r˜2|λ˜2k|α˜2l
)
. (2.83)
The quantities with a tilde depend on the “Roe average”, which is a function of f of the left and right
values of the state vector F0 at the interface.
The λ˜lk in equations (2.82)-(2.83) are the five eigenvalues (2.61)-(2.62) of the Jacobi matrices, and r˜lk
are the five right eigenvectors. The superscript l = 1, 2 denotes the r- and θ-detections, respectively.
The fluxes in the r- and θ-directions are defined at the corresponding interfaces:
F1 = F1
i+ 1
2
,j
(
F0 L
i+ 1
2
,j
,F0 R
i+ 1
2
,j
)
, F2 = F2
i+ 1
2
,j
(
F0 L
i,j+ 1
2
,F0 R
i,j+ 1
2
)
, (2.84)
The quantities α˜lk are called wave strengths and are defined implicitly via relations
F0 R − F0 L =
5∑
k=1
r˜1α˜1l , F
0 R − F0 L =
5∑
k=1
r˜1α˜1l . (2.85)
For a locally linear hyperbolic system, the Jacobi matrices are constant. For such a system, the matrix
of right eigenvectors can be inverted: L = R−1. Owing to this property of the Riemann problem, the
wave strengths can be obtained as
α˜1l = l˜
1
l
(
F0 R − F0 L) , α˜12 = l˜2l (F0 R − F0 L) , (2.86)
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and therefore can be calculated analytically in a straightforward way.
• Marquina flux formula:
The Marquina flux formula has a structure that is similar to Roe’s flux formula (2.82)-(2.83), but
differs in the numerical viscosity term: The latter is not “Roe averaged” for the left and right states,
but is determined separately for the left and right states:
F1 =
1
2
[
F1 R + F1 L −
5∑
k=1
(
r˜1 R|λ˜1k|maxα˜1 Rl − r˜1 L|λ˜1k|maxα˜1 Rl
)]
, (2.87)
F2 =
1
2
[
F2 R + F2 L −
5∑
k=1
(
r˜2 R|λ˜2k|maxα˜2 Rl − r˜2 L|λ˜2k|maxα˜2 Rl
)]
, (2.88)
where the |λ˜lk|max is the maximum of the right and left reconstructed values of λ˜lk.
Again assuming that the system is linear and thus the Jacobi matrices are constant, we can invert the
matrix of right eigenvectors. We define the wave strengths as
α˜1 Ll = l˜
1 L
k F
0 L , α˜1 Rl = l˜
1 R
k F
0 R , α˜2 Ll = l˜
2 L
k F
0 L , α˜2 Rl = l˜
2 E
k F
0 R , (2.89)
and recast the flux formula into
F1 =
1
2
(
F1 R + F1 L −∆q1) , (2.90)
F2 =
1
2
(
F2 R + F2 L −∆q2) , (2.91)
where the numerical viscosity vector ∆ql can be expressed as the difference of the products of the
right eigenvector matrix, the diagonal eigenvalue matrix, the left eigenvector matrix, and the state
vector, evaluated on the right and left of the interfaces:
∆ql = ql, R − ql, L = Rl R|Λl R|Ll RF0 R −Rl L|Λl L|Ll LF0 L . (2.92)
Using these equations, the numerical Marquina flux terms can be calculated in a straight-forward and
computationally inexpensive way.
We want to close our discussion of approximate Riemann solvers with a short remark on the justification
of the use of such solvers. In Section 2.2.3 we have pointed out the fact that the hydrodynamics equations
are non-linear. However, the approximate Marquina Riemann solver is based on the assumption that the
Jacobi matrices are locally constant. This assumption does not neglect the nonlinearity of the hydrodynamics
equations in a discretization scheme, where the solution of any analytic equation is approximated by a locally
linear function. Indeed, as suggested by Donat and Marquina [126], the discretization of analytic equations
and the reconstruction at the cell interfaces already lead to some local loss of nonlinear information, so that
the use of an approximate Riemann solver instead of an exact one will probably not have a significant impact
on the accuracy of the numerical solution. The advantage of approximate Riemann solvers is in their much
lower computational cost and this is decisive for choosing this method in the calculations of the numerical
flux.
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2.3.5 Reconstruction
Since the Riemann problem is formulated in terms of the primitive variables at the cell interfaces, they have
to be constructed at each cell interface and each time-step using their cell average values. In a consistent and
stable numerical hydrodynamics scheme, the reconstruction procedure of the cell-interface data must not
violate the the conservative property of the scheme and must not introduce spurious oscillations. In the late
1950’s, Godunov [172] showed that any linear8 reconstruction method of higher than first-order accuracy
will generally introduce spurious oscillations. Therefore, in his original scheme he used piecewise-constant
reconstruction which, in a 1D case, is given by
qfirst(x) = q¯i, x ∈
[
xi−1/2, xi+1/2
]
, (2.93)
and which is the only conservative first-order reconstruction method.
In order to construct a scheme that is globally higher than first-order accurate for smooth flow and
drops to first order only near discontinuities, reconstruction should be carried out with at least second-order
accuracy. Besides Godunov reconstruction, COCONUT implements second-order MUSCL reconstruction
schemes with a minmod and MC slope limiter [224] and the piecewise-parabolic reconstruction method
(PPM) [102]. We will briefly describe these methods in the following, simplified to one spatial dimension
and constant grid spacing. A generalization is straightforward. We point out that in all the calculations
presented in this work, we have used PPM reconstruction, which provides a superior numerical accuracy.
Slope limited TVD
A straightforward conservative second-order reconstruction method is given in terms of a slope ∆i by
qsecond(x) = q¯i +
x− xi
xi+1/2 − xi−1/2
∆i, x ∈
[
xi−1/2, xi+1/2
]
. (2.94)
However, the above inevitably leads to spurious oscillations near extrema where both q and q′ change
abruptly [423, 225]. In other words, (2.94) does not preserve monotonicity and may lead to an unphysi-
cal increase in the total variation (TV) of the discretized function q. A TV-diminishing (TVD) scheme that
retains second-order accuracy in smooth parts of q can be constructed by introducing a slope limiter function
σi(q¯i−1, q¯i, q¯i+1) and writing
q(x) = q¯i +
x− xi
xi+1/2 − xi−1/2
σi, x ∈
[
xi−1/2, xi+1/2
]
. (2.95)
At discontinuities, σi = 0 and the piecewise-constant reconstruction is recovered. Away from disconti-
nuities, the second order form 2.94 is obtained. The simplest though most diffusive slope is given by the
minmod limiter,
σi = minmod(q¯i − q¯i−1, q¯i+1 − q¯i) , (2.96)
where the minmod function of two arguments is defined by
minmod(a, b) =


a if |a| < |b| and ab > 0 .
b if |b| < |a| and ab > 0 .
0 if ab ≤ 0 .
(2.97)
8Here the linearity refers to the independence of the the reconstruction methods on the data to be reconstructed.
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Hence, the minmod limiter compares the magnitude of the upwind slope (q¯i − q¯i−1) with that of the down-
wind slope (q¯i+1 − q¯i) and picks the one that is smaller in magnitude, or, in the case of a local extremum
where the two slopes have different signs, returns 0.
Van Leer’s monotonized centered (MC) limiter [428, 429] provides considerably sharper resolution
of discontinuities while still preserving the TVD property. It is defined by a minmod function of three
arguments (defined analogously to (2.97)),
σi = minmod
(
1
2
(q¯i+1 − q¯i), 2(q¯i − q¯i−1), 2(q¯i+1 − q¯i)
)
. (2.98)
Piecewise parabolic method
The piecewise-parabolic method (PPM) as introduced by Colella and Woodward [102] and first applied
to relativistic flows by Martı´ and Mu¨ller [258], is a composite reconstruction method that provides third-
order accuracy in space. In the following, we present only the simplified variant of the original method
implemented in COCONUT that is specialized for the case of an evenly-spaced grid. The fundamental idea
behind PPM is to construct an interpolating parabola a(x) in each computational cell xi−1/2 < x < xi+1/2
such that no new artificial extrema appear in the interpolated function and such that its integral averages
coincide with the known cell averages qi (at timestep n)
1
∆x
∫ xi+1/2
xi−1/2
a(x)dx = q¯i . (2.99)
The three coefficients of the parabola are determined by imposing condition (2.99) and by demanding that
the parabola pass through the points (xi−1/2, ai−1/2) and (xi+1/2, ai+1/2). The interface values a− =
ai−1/2 and a+ = ai+1/2 are found by demanding: (i) that they do not fall outside the ranges [qi−1, qi],
[qi, qi+1] for a− and a+ , respectively; (ii) that in smooth parts of q, a−i+1 = a+ ≡ qi+1/2; and (iii) that
a(x) is monotonic in each cell. The first step in order to find a+ and a− is to consider the indefinite integral
I(x) =
∫
x a(ξ)dξ whose values are known at the cell interfaces:
I(xi+1/2) = Ii+1/2 =
∑
k<1
q¯k∆x . (2.100)
To find qi+1/2, the above quartic polynomial is interpolated through the points (xi+r+1/2, Ii+r+1/2), r =
0, ±1, ±2, which, after some algebra [102], yields from its differentiation:
a+i = qi+1/2 =
1
2
(q¯i+1 + q¯i) +
1
6
(δmq¯i − δmq¯i+1) , (2.101)
where
δmq¯i =


min(|δq¯i|, 2|q¯i+1 − q¯i|, 2|q¯i − q¯i−1|)sign(δq¯i) if (q¯i+1 − q¯i)(q¯i − q¯i−1) > 0 ,
0 otherwise ,
(2.102)
and
δq¯i =
1
2
(q¯i+1 − q¯i−1) . (2.103)
Analogously, a−i can be determined and the interpolating parabola is then
a(x) = a−i + x
(
(a+i − a−i ) + 6
[
q¯i − 1
2
(a+i − a−i )
]
(1− x)
)
. (2.104)
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At this point, the left and right states at the interfaces i + 1/2 (and analogously at i − 1/2) are set equal to
the interpolated values,
q+i = q
−
i+1 = qi+1/2 . (2.105)
This reconstruction will be oscillatory near discontinuities. Monotonicity is enforced by the replacement
[102]:
q+i = q
−
i = q¯i if (q
+
i − q¯i)(q¯i − q−i ) ≤ 0 , (2.106)
q−i = 3q¯i − 2q+i if (q+i − q¯i)
(
q¯i − 1
2
(q−i + q
+
i )
)
>
1
6
(q+i + q
−
i )
2 ,
q+i = 3q¯i − 2q+i if (q+i − q¯i)
(
q¯i − 1
2
(q−i + q
+
i )
)
<
1
6
(q+i + q
−
i )
2 , (2.107)
Two optional steps can be applied: Firstly, one may steepen discontinuities. This is to ensure sharp
profiles and is only applied to contact discontinuities (i.e., discontinuities in ρ and continuous in v and p).
The steepening procedure replaces the cell interface values of the density with
ρ−i = ρ
−
o (1− η) +
(
ρ¯i−1 +
1
2
δmρi−1
)
η , (2.108)
ρ+i = ρ
+
o (1− η) +
(
ρ¯i+1 +
1
2
δmρi+1
)
η (2.109)
Here η is defined as
η = max(0, min(1, η1(η¯ − η2), (2.110)
where η1 and η2 are constants and
δmη¯ =


ρ¯i+2−ρ¯i+2+4δρ¯i
12δρ¯i
if
{
δ2ρ¯i+1δ
2ρ¯i−1 < 0 ,
|(ρ¯i+1 − ρ¯i−1)| − ǫPPMmin(|ρ¯i+1|, |ρ¯i−1|) > 0 ,
0 otherwise ,
(2.111)
with ǫPPM being another constant and
δ2ρ¯i =
ρ¯i+1 − 2ρ¯i + ρ¯i−1
∆x2
. (2.112)
In addition to the above rules, ρ± are only modified if
K
|δρ¯i|
min(ρ¯i+1, ρ¯i−1
≥ |δp¯i|
min(p¯i+1, p¯i−1
, (2.113)
where p¯i is the cell average of the pressure in cell i. The above ensures that the discontinuity is predomi-
nantly a contact discontinuity. K is another positive parameter.
The second additional step that may be performed before monotonicity enforcement is the flattening of
the zone structure near strong shocks. This adds simple dissipation to all reconstructed variables, is always
active in COCONUT and avoids postshock oscillations:
q±i = νiq
±
i + (1− νi)q¯i , (2.114)
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where
νi =


max
[
0, 1−max
(
0, ω2
(
p¯i+1−p¯i−1
p¯i+2−p¯i−2
))]
if ω0min(p¯i−1, p¯i+1) < p¯i+1 − p¯i−1
and v¯Xi−1 − v¯Xi+1 > 0 ,
1 otherwise ,
(2.115)
and ω0, ω1 and ω2 are constants. The implementation of PPM in COCONUT has seven tunable parameters
whose default values are takes from Colella and Woodward [102].
2.3.6 Recovery of the primitive variables
As discussed in 2.3.3, the HRSC schemes for the solution of the GR hydrodynamics equations relies on the
knowledge of the primitive variables (ρ, ǫ, vi) at the cell interfaces for the computation of the fluxes through
the cell boundaries. While there exists is a simple analytic conversion from the primitive to the conserved
variables (specified by equations 2.44-2.44), there is no such trivial general relation for transforming back
to the primitive variables. Instead they must be recovered by a numerical root-finding technique. For an
overview on different methods, the reader is referred to, e.g., [258]. The COCONUT code uses a Newton-
Raphson type iteration scheme that operates on the pressure. This scheme works for a general form of the
EoS p = p(ρ, ǫ) and also for EoSs of the type p = p(ρ, ǫ, {Xi}), if the dependence of p on the compositional
variables Xi is much weaker than that on ρ and ǫ. The iteration scheme proceeds as follows.
First, the conserved variables are undensitized: D = γ−1/2Dˆ, Si = γ−1/2Sˆi, and τ = γ−1/2τˆ . An
initial guess for the pressure p¯ is given from the previous step and the root of the function
f = p¯− p(ρ¯, ǫ) , (2.116)
is sought, where the approximate density and specific internal energy are given by
ρ¯ =
D
τ + p¯+D
√
(τ + p¯+D)2 − S2 , (2.117)
W¯ =
τ + p¯+D√
(τ + p¯+D)2 − S2 , (2.118)
ǫ¯ = D−1
(√
(τ + p¯+D)2 − S2 − p¯W¯ −D
)
, (2.119)
where S2 = SiSi. The derivative of f is given by
f ′ = 1− ∂p
∂ρ
∂ρ
∂p¯
− ∂p
∂ǫ
∂ǫ
∂p¯
, (2.120)
where ∂p∂ρ and
∂p
∂ǫ must be provided by the EoS routines, and
∂ρ
∂p¯
=
DS2√
(τ + p¯+D)2 − S2(τ + p¯+D)2 , (2.121)
∂ǫ
∂p¯
=
p¯S2
ρ [(τ + p¯+D)2 − S2] (τ + p¯+D) . (2.122)
Once the pressure is known to sufficient precision, the other variables are obtained straightforwardly. For a
polytropic EoS, the procedure is simpler and one iterates over p¯W¯ :
f = ρ¯W¯ −D , (2.123)
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where ρ¯ is the variable solved for. The pressure, specific internal energy and enthalpy h¯ are set from the EoS
and the Lorentz factor is found from
W¯ =
√
1 +
S2
(Dh¯)2
. (2.124)
The derivative is given by
f ′ = W¯ − 2 ρ¯S
2h¯′
W¯D2h¯3
, (2.125)
where
h¯′ = ρ¯−1
∂p
∂ρ
. (2.126)
2.3.7 Atmosphere treatment
One common problem of many hydrodynamic codes is their inability to handle regions where the density
is zero (or very small compared with the typical densities in the system). However, polytropic density
distributions in stellar models have the property that the density has a very sharp drop at the boundary of
the star; this fall-off actually defines the stellar surface. For spherically symmetric stars, this rapid drop in
density does not result in numerical problems as the exterior boundary of the grid can always be put at a
radius where the density is sufficiently large to be properly handled by the numerical scheme.
On the other hand, in multidimensional simulations, particularly for rapidly rotating matter configura-
tions, the deformed stellar surface does not coincide with a coordinate line of the computational grid. For
rapidly rotating neutron stars in equilibrium, the axis ratio (i.e., the ratio between polar and equatorial ra-
dius) can be as low as 0.7 [209, 389]. Putting the boundary of the computational grid at a fixed radius within
the star would cut off a large portion of the star in the vicinity of the equator. Defining the boundary of the
grid at the maximum grid radius (which is outside the stellar matter) will also not help, as in those parts of
the grid the density is zero, and the hydrodynamics scheme is destined to fail.
As a remedy for this we introduce a low density atmosphere outside the stellar matter distribution. An
atmosphere will be assumed in all regions where the density ρ is below a threshold of some fraction fatm thr
of the maximum density of the initial matter distribution:
ρatm thr = fatm thrρmax ini . (2.127)
The density ρatm of the atmosphere is again a fraction fatm of ρatm thr (which gives additional flexibility
by e.g. setting the atmosphere density to a lower value than the threshold density, which defines the stellar
surface):
ρatm = fatmρatm thr . (2.128)
This atmosphere is not only set up initially, but also reset after each evolution step in the simulations. This
ensures that the region covered by the atmosphere adapts automatically to the collapse dynamics, as the
“shape” of the matter distribution may always change during the evolution.
2.3.8 Gravitational wave extraction
Linearized theory
General relativity describe gravitational waves as ripples in the curvature of spacetime, which propagate in
vacuum at the speed of light. Similarly to water waves on the sea, the concept of gravitational wave requires
the concept of an idealized smooth, unperturbed background on which the waves propagate. Contrary to
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Figure 2.3: The lines of force associated with the two polarizations of a gravitational wave. Figure is taken
from [145].
water waves, however, the gravitational waves are not associated with the motion of a material medium,
they are ripples of the spacetime itself.
In the following, we give a brief introduction to linearized GR and gravitational wave generation in the
weak-field and slow-motion limit by nearly-Newtonian matter sources and with the standard quadrupole
formula. For a much more detailed discussion, the reader is referred to the standard textbook by Misner,
Thorne & Wheeler [272], to the recent comprehensive textbook by Maggiore [249], the review by Flanagan
and Hughes [145] and the numerous articles by Thorne [413, 414].
Once the gravitational waves leave their source (“near zone”), they are generally in regions where their
wavelengths λ are very small compared to the curvature radius R of the background spacetime through
which they propagate. The fact R is large is simply a restatement of the fact that gravitational field is weak.
One can then introduce nearly a Minkowski metric so that
gµν = ηµν + hµν , |hµν | ≪ 1 , (2.129)
where hµν contains quasistatic contributions and any possible gravitational waves from astrophysical sources.
Hereafter we focus only on the wave contributions to hµν and ignore the quasistatic contributions. We shall
generally only summarize most of the results, with little derivation9.
Gravitational waves are completely described by two dimensionless amplitudes, h+ and h×, which
correspond to the amplitudes of the two wave polarizations. For waves propagating in the z-direction, h+
and h× are functions only of t− z/c. If we introduce polarization tensors e+ and e× such that
e+ ≡ ~ex ⊗ ~ex − ~ey ⊗ ~ey , e× ≡ ~ex ⊗ ~ex + ~ey ⊗ ~ey , (2.130)
where ~ex and ~ey are Cartesian unit vectors and ⊗ is the outer product, the gravitational wave strain can be
written as
hTTij = h+e+ + h×e× . (2.131)
This is a symmetric spatial tensor that is traceless and transverse to the propagation direction (no z-component).
Gravitational waves act tidally, stretching and squeezing space and thus any object that they pass through.
Figure 2.3 shows two polarizations of a gravitational wave and their associated lines of force.
The above hTTij is an analog of the vector potential of electrodynamics in the Lorentz gauge. There one
has in the vacuum
A0 = 0 , Ai,i = 0 , 2Ai = 0 , (2.132)
9Full details of the theory of gravitational waves are given, for example, by [272, 249].
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where the last equation comes from Maxwell’s field equations in this gauge. Here we have
hTToµ = 0 , h
TT
jk,k = 0 , 2h
TT
jk = 0 , (2.133)
together with the trace-free condition. The last equation comes from the vacuum Einstein field equations in
this gauge. The coordinate system in which Eqs. (2.133) are valid is called the TT gauge in GR, standing for
transverse-traceless gauge. In the presence of matter, the Einstein field equations in the same gauge read
2hTTjk = −
16πG
c4
Tjk , (2.134)
where Tjk is the energy-momentum tensor of matter source (e.g., [272]).
Generation of gravitational waves - quadrupole radiation
The time-retarded solution of the inhomogeneous wave equation (2.134) is found in a way analogous to that
in electromagnetic theory via the convolution of the inhomogeneity in equation (2.134) with a time-retarded
Green’s function which gives
hTTij (t, ~x) =

4G
c4
∫ Tij (t− |~x− ~x′|/c, ~x′)
|~x− ~x′|
d3x′


TT
(2.135)
We now consider a source of finite stress-energy tensor Tij whose center is located at the origin of the co-
ordinate system. Let |~x| be the distance from the observer to the source. The source is taken to conform
to the weak-field limit (G
c2
M
R ≪ 1, where R is the radius of the source) and to the slow-motion approxi-
mation (|~v| ≪ c). In these limits, an expansion in powers of ~x′/|~x′| gives in the lowest order the so-called
quadrupole formula
hTTij (t, ~x) =
[
2
c4
G
|~x|
..
I (t− |~x|/c)
]TT
, (2.136)
with
..
I being the second time derivative of the mass quadrupole moment
Iij =
∫
ρxixjd
3x . (2.137)
To make the right hand side of equation (2.136) match the gauge conditions of the transverse-traceless
gauge, we define the reduced mass quadrupole moment
I−ij ≡ Iij − 1
3
δijI
k
k (2.138)
and the projector
Pjklm ≡ PjlPkm − 1
2
PjkPlm with Pij = δij − xixj|~x|2 . (2.139)
Finally, we can write what is called the standard quadrupole formula (SQF):
hTTjk (t, ~x) =
2
c4
G
|~x|PjklmI−lm(t− |~x|/c) . (2.140)
Higher-order radiation is strongly suppressed by powers of 1/c (see, e.g., [272, 52]) and will not be consid-
ered here. Importantly, note the source-independent 1/|~x| fall-off behavior of the quadrupole wave strain.
The quadrupole part of the total energy radiated in gravitational waves is given by [272]
EGW =
1
5
G
c5
∫ ∞
−∞
···
I−ij
···
I−ij dt (2.141)
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The definition of the reduced mass quadrupole moment reveals that spherically symmetric configurations
cannot emit gravitational radiation: their mass quadrupole moment is a scalar multiplied by the unit tensor.
Hence, I− will be zero, and, if spherical symmetry is maintained, will remain so.
Numerical gravitational wave extraction
In simulations numerically evolving the full {3 + 1} Einstein equations, the gravitational wave information
is present in the curvature variables. Instead of trying to estimate the gravitational wave emission from
the matter energy-momentum based on approximate formulae such as the SQF (2.140), it is more natural
and – in principle – much more accurate to extract the gravitational waves directly from the spacetime.
Ideally, such a treatment should also be gauge invariant. Over the past decades, a number of approaches
have been proposed in the literature [461, 277, 6, 4, 5, 382, 381, 37, 291, 293, 18], including the radiation
gauge approach, and using the Newman-Penrose formalism or the Zerilli-Moncrief formalism. However,
in the CFC approximation of GR, the gravitational wave degrees of freedom are suppressed, hence one
cannot extract gravitational waves from the curvature variables. Instead, in the work presented here, the
gravitational waves are extracted using the standard quadrupole formula (2.140).
Using the SQF (2.140) to extract gravitational wave information from a general relativistic simulation
must be done with great care and the SQF has a number of issues and drawbacks:
• The SQF describes the gravitational wave generation by nearly Newtonian, slowly moving object as
seen by a distant observer. SQF represents fully developed and linear gravitational waves traveling in
the distant wave zone. From classical electrodynamics one knows that electromagnetic waves do not
acquire their asymptotic shape immediately after emission. The same holds for gravitational waves,
with the additional complication that not only is their shape not wavelike and linear, but also they
interact non-linearly with the curvature near to their source due to the non-linearity of GR.
• The SQF relies on coordinate quantities that are not covariant and gauge invariant. A change of
coordinates (different choice of lapse and/or shift vector) will affect the results and there is no unique
definition for the mass quadrupole tensor in full general relativity. However, for pulsating neutron
star models, Balbinski et al. [24] found that the Newtonian quadrupole approximation gives good
results for neutron stars with moderate compactness of (GM)/(c2R) . 0.04. Recently, Shibata
and Sekiguchi [375] have compared their implementation of the SQF to the gauge-invariant Zerilli-
Moncrief method (see [461, 277, 6]) for extracting gravitational waves from oscillating neutron stars.
Remarkably, they found very good qualitative agreement between the two methods. In particular,
they found very good agreement of the wave phase and amplitude modulation but the SQF appeared
to underestimate the magnitude of the wave amplitude typically by ∼ 20%.
• The SQF contains second time derivatives of the mass quadrupole tensor components. Two time
derivatives are numerically cumbersome. Finn & Evans [147] and, independently, Blanchet and col-
laborators [52] have derived quadrupole radiation formulae in which one or even both time derivatives
are eliminated by means of the (Newtonian) Euler equations.
Despite these issues and problems, we resort to the SQF (equations (2.135) through (2.141) for extracting
gravitational waves from the matter motion in our general relativistic simulations. The quadrupole formalism
gives a direct estimate for the gravitational waves emitted by an accelerated mass distribution as seen by an
asymptotic observer. For the relatively weak-field (G
c2
M
R ∼ 0.1), relatively slow-motion (v ∼ 0.1 − 0.2c)
situation encountered in stellar core collapse, wave estimates by the quadrupole approximation may actually
be more reliable that conceptually and technically more involved methods for wave extraction directly from
curvature variables [310].
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Throughout this section we will use standard cgs units, and hence retain all factors of c and G. The
numerical code used to extract gravitational waves from our simulation data based on the formulae presented
in this section was written by H. Dimmelmeier [119].
Standard quadrupole formula in COCONUT
We start with the reduced mass quadrupole tensor defined by
I−jk =
∫
ρ
(
xjxk − 1
3
δjkxix
i
)
d3x . (2.142)
Note that we assume the weak-field, slow motion linear limit and thus raise and lower induces with ηij =
diag(1, 1, 1) making the difference between “upper” and “lower” indeces irrelevant. As motivated by
Dimmelmeier et al. [118, 116] and Shibata and Sekiguchi [375], we replace the Newtonian rest-mass density
ρ with D¯ = √γW . Here W is the Lorentz factor and ρW is densitized, because (1) the actual evolved
variable is√γρW (see equation 2.47) and (2) because the volume element in the above integral becomes an
approximate natural volume element (see, e.g., [272]) with this choice.
We first recast the standard quadrupole formula (SQF) introduced above in a slightly different form:
hTTjk (t, ~x) =
2
c2
G
R
[
d2
dt2
I−jk(t−R/c)
]TT
, (2.143)
where R is the distance from the source to the observer and TT stands for transverse-traceless. Following
Finn and Evans [147] and Blanchet et al. [52], we now make use of the continuity equation,
Dˆ,t + (Dˆv
i),i = 0 , (2.144)
to eliminate one of the time derivatives from (2.143), arriving at the first moment of momentum density
formula for the first time derivative of the mass quadrupole tensor:
d
dt
I−ij =
∫
Dˆ
[
vixj + vjxi − 2
3
δij(vkxk)
]
d3x . (2.145)
For writing our the gravitational wave amplitudes in terms of the two possible polarizations of gravitational
waves, h+ and h×, we choose a source-local spherical coordinate frame (r, θ, φ) with normalized basis
vectors. The unit polarization tensors (2.131) in this basis are
e+ = eθ ⊗ eθ − eϕ ⊗ eϕ , (2.146)
e× = eθ ⊗ eϕ + eϕ ⊗ eθ , (2.147)
and the two dimensionless gravitational wave strains have the particularly simple form
h+ =
G
c4
1
D
( ..
I−θθ −I−φφ
)
, (2.148)
h× =
G
c4
2
D
..
I−θφ , (2.149)
where we use the dot convention for time derivatives for simplicity of notation. An observer located on the
polar axis of the source (θ = 0, φ = 0) then sees
hp+ =
G
c4
1
D
( ..
I−xx −I−yy
)
, (2.150)
hp× =
G
c4
2
D
..
I−xy , (2.151)
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and an observer in the equatorial plane (θ = π/2, φ = 0) sees
he+ =
G
c4
1
D
( ..
I−zz −I−yy
)
, (2.152)
he× =
G
c4
2
D
..
I−yz . (2.153)
where I−xx, I−yy, I−zz , I−xy and I−yz are Cartesian components of I−. Note that, in axisymmetry, hp+, hp×
and he+ all vanish, leaving only h+ = he+. The total energy emitted in quadrupole gravitational waves is
computed using formula (2.141).
The first moment of momentum density (2.145) recasting of the SQF greatly reduces the numerical noise
in the extracted wave signal (see, e.g., [116]). We compute the single remaining time derivative via finite
differences in a postprocessing step. Finn and Evans [147] and Blanchet et al. [52] went a step further and
additionally applied the Newtonian equation of momentum conservation which led to the stress formula
variant of the QDF that does not contain any time derivatives, but has terms involving derivatives of the
Newtonian gravitational potential Φ
I−ij =
∫
Dˆ
[
2vivj − xiΦ,j − xjΦ,i − 2
3
δij(vkvk − xkΦ,k
]
d3x . (2.154)
The stress formula is widely used in Newtonian source simulations, but because of the ambiguity concerning
the definition of a Newtonian potential in terms of GR field variables, we have decided not to use the stress
formula in our GR calculations (see also the discussion in [117]).
Characteristic strain
In order to assess the prospects for detection by current and planned interferometric detectors, we calculate
characteristic quantities for the GW signal following [413]. Performing a Fourier transform of the dimen-
sionless GW strain h,
hˆ =
∫ ∞
−∞
e2πifth dt , (2.155)
we can, following [414], compute the (detector dependent) integrated characteristic frequency
fc =
(∫ ∞
0
〈hˆ2〉
Sh
f df
)(∫ ∞
0
〈hˆ2〉
Sh
df
)−1
, (2.156)
and the dimensionless integrated characteristic strain
hc =
(
3
∫ ∞
0
Sh c
Sh
〈hˆ2〉f df
)1/2
, (2.157)
where Sh is the power spectral density of the detector and Sh c = Sh(fc). We approximate the average 〈hˆ2〉
over randomly distributed angles by hˆ2, assuming optimal orientation of the detector. From Eqs. (2.156,
2.157) the optimal single-detector signal-to-noise ratio (SNR) can be calculated as hc/[hrms(fc)], where
hrms =
√
fSh is the value of the rms strain noise for the detector. Note that the definition of the SNR given
here is a factor of
√
3/2 larger than that given by [144]. This difference is due to the different ways of
performing the angular averaging chosen by [414] and [144].
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2.3.9 Initial Equilibrium Model Solver
Rotation violates spherical symmetry and initial models in rotational equilibrium are oblate spheroids, or in
the case of extreme rotation, oblate quasi-toroids. The initial equlibrium models used in our simulations are
obtained using Hachisu’s self-consistent field (SCF) method [180] which is an iterative method for solving
the hydrostatic equilibrium equations for rotating polytropic matter distributions. The SCF methods was
extended to GR by Komatsu, Eriguchi & Hachisu [209], and was further improved by Cook et al. [104]
and Stergioulas [389, 390, 301]. For a review of rotating stars in GR and the computation of rotational
equilibrium models, the interested reader is referred to the Living Reviews in Relativity article by N. Ster-
gioulas [391]. Here we will only delineate the most basic and salient aspects of the Komatsu-Eriguchi-
Hachisu scheme. Additional information and numerical details can be found in the above references.
The three basic assumptions are that the considered spacetime is axisymmetric, stationary and asymptot-
ically flat. Stationarity implies that there exists a timelike Killing vector field tα (see, e.g., [272]). Axisym-
metry implies that there exists a spacelike Killing vector field φα in the symmetry direction. Asymptotic
flatness guarantees that tαtα → −1, φαφα → +∞ and tαφα → 0 at spatial infinity. The two Killing vectors
commute [88] and it is possible and convenient to choose coordinates in which tα and φα are basis vectors.
If, in addition, the rotating flow is strictly circular, all 2-surfaces orthogonal to the two Killing vector fields
can be described by the remaining two coordinates x1 and x2 [89]. In isotropic coordinates, the 2-surfaces
spanned by x1 = r and x2 = θ are conformally flat and the line element can be written as
ds2 = −e2νˆdt2 + e2αˆ(dr2 + r2dθ2) + e2βˆr2 sin2 θ(dϕ− ωdt)2, (2.158)
with the metric potentials νˆ, αˆ, βˆ and ω.
The rotating matter is assumed to be a non-magnetic neutral perfect fluid with a stress-energy tensor as
defined by equation (2.40). The only nonvanishing three-velocity component is v3, the velocity of the fluid
as measured by a local ZAMO (zero angular momentum observer). Thus, the Lorentz factor is given by
W = 1/
√
1− v3v3. With the definitions u0 = We−νˆ , and u3 = ΩWe−νˆ , where Ω is the angular velocity
of the fluid as measured from infinity, the four-velocity is given by
uµ =We−νˆ(1, 0, 0,Ω). (2.159)
Thus, one gets for the ϕ-component of the three-velocity:
v3 =
u3
u0eνˆ
− ω
eνˆ
= e−νˆ(Ω− ω), (2.160)
v3 = e
2βˆ−νˆr2 sin2 θ(Ω− ω), (2.161)
vϕ ≡
√
v3v3 = e
βˆ−νˆr sin θ(Ω− ω). (2.162)
Here vϕ is the proper rotation velocity with respect to the ZAMO. The specific angular momentum of the
fluid j ≡ u0u3 is given by
j =W 2e2(βˆ−νˆ)r2 sin2 θ(Ω− ω) = v3v
3
(1− v3v3)(Ω− ω) . (2.163)
Using the Einstein equations one can derive the equation of hydrostatic equilibrium for an axisymmetric
mass distribution rotating with the angular velocity Ω = Ω(r) (e.g., [391]):
∇P
ρh
+∇νˆ − vϕ
1− v2ϕ
∇vϕ + j∇Ω = 0. (2.164)
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For barotropes, where p depends only on ρ the integrability of Eq. (2.164) requires that j is a function
of Ω only. One can now integrate the equation of hydrostatic equilibrium (2.164) to obtain
lnh+ νˆ +
1
2
ln(1− v2ϕ)−
∫
j dΩ = const , (2.165)
where h is the enthalpy and the four-metric components αˆ, γ = βˆ + νˆ, δ = νˆ − βˆ and ω are given by the
four coupled partial differential equations [209]
∆
(
δeγ/2
)
= Sδ, (2.166)(
∆+
1
r
∂r − µ
r2
∂µ
)
γeγ/2 = Sγ , (2.167)(
∆+
2
r
∂r − 2µ
r2
∂µ
)
ωe(γ−2δ)/2 = Sω, (2.168)
∂µαˆ = Sαˆ, (2.169)
where ∆ is the Laplacian and µ ≡ cos θ. The source terms Sδ, Sγ , Sω, and Sαˆ depend in general on all four
metric functions. In order to solve this system of equations the first three PDEs are converted into integral
equations using Green’s functions which in turn are expanded in Legendre polynomials. In discretized
form, these equations are iterated until convergence is obtained. During each iteration, the discretized
equation (2.169) for αˆ is integrated.
Chapter 3
Phase-transition-induced collapse of
neutron stars
3.1 Introduction
The existence of compact stellar objects partially or totally consisting of matter in a deconfined quark phase
was already predicted long ago [59, 198, 443]. Such stars are thought likely to originate as a result of the
conversion of purely hadronic matter in the interior of a neutron star (NS) into a deconfined quark matter
phase when the density exceeds a certain threshold (for a review see, e.g., [439, 171]). We focus here on
cases where the conversion occurs only in the core of the NS, while the outer parts remain unchanged. The
theory of dense nuclear matter predicts that such compact stars [hereafter we will use the term “hybrid quark
star” (HQS) when referring to these objects] would generally be more compact than the progenitor standard
NS, and their equilibrium radii would be smaller by up to 20%. The potential energy W released by the
phase transition is expected to be of order
∆W ∼ M
2
R
∆R
R
∼ 1052 erg,
where R and M are the typical radius and mass of the NS, respectively, and ∆R is the decrease in radius.
A first-order phase transition is expected to be the most interesting case as far as the dynamics and
structure of the star are concerned. Such a transition would proceed by the conversion of initially metastable
hadronic matter in the core into the new deconfined quark phase [462, 463]. The metastable phase could
be formed as the central density of the NS increases due to mass accretion, spin-down or cooling. This
could happen soon after the birth of the NS in a supernova or it could occur for an old NS accreting from
a binary companion. The first of these channels is likely to give the higher event rate but the second is
also interesting. In the widely accepted scenario for the formation of millisecond pulsars, where an old
NS is spun up by accretion from a binary companion, the amount of spin-up would be directly related to
the amount of mass accreted [73], meaning that there would be a population of rapidly rotating NSs with
rather high mass (and hence high central densities). Recent observational data seems to confirm that a
significant proportion of millisecond pulsars do indeed tend to be high-mass objects [152] which would
then be candidates for undergoing (or having undergone) a phase-transition-induced collapse of the type
which we are discussing here. While some significant proportion of the potential energy release given by
Eq. (3.1) would probably go into neutrino emission, a significant proportion might also go into pulsations
of the newly-formed HQS, if the conversion process to the new phase is rapid enough, and this could be an
interesting source of gravitational waves (GWs; see [256, 271, 233]). If detected, these GW signals, and
in particular the identification of quasi-normal mode frequencies in their spectrum, could help to constrain
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the properties of matter at the high densities encountered here. For non-rotating cold NSs with various
compositions, the related theory of asteroseismology has already been formulated in recent years [13, 208,
40].
A problem for making any detailed studies of phase-transition-induced collapse is that the description
of the physics of the phase transition remains very uncertain and controversial (for a recent review see,
[192]). Drago et al. [128] discussed possible modes of burning of hadronic matter into quark matter in the
framework of relativistic hydrodynamics using a microphysical equation of state (EoS). They found that the
conversion process always corresponds to a deflagration and never to a detonation1. They also argued that
hydrodynamical instabilities can develop at the burning front. They estimated the corresponding increase in
the propagation velocity of the phase transition and noticed that, although the increase is significant, it is not
sufficient to transform the deflagration into a detonation in essentially all realistic scenarios. On the other
hand, Bhattacharyya et al. [49] considered the transition as being a two-step process, in which the hadronic
matter is first converted to two-flavour u and d quark matter, which then subsequently transforms into strange
quark matter (u, d and s quarks) in a second step. They used the relativistic hydrodynamic equations to
calculate the propagation velocity of the first front and found that, in this first stage, a detonation wave
develops in the hadronic matter. After this front passes through, leaving behind two-flavour matter, a second
front is generated which transforms the two-flavour matter to three-flavour matter via weak interactions. The
timescale for the second conversion is ∼ 100 s, while that for the first step is about 1 ms.
Against this background, Lin et al. [233] (hereafter referred to as LCCS) carried out a first study of
GW emission by a phase-transition-induced collapse of a rotating NS to a HQS, using a very simplified
model for the microphysics and treating the phase transition as occurring instantaneously. On the basis
of 3D calculations using Newtonian gravity and hydrodynamics, they obtained waveforms of the emitted
GWs for several collapse models, and found that the typical predicted dimensionless GW strain h ranged
from 3 to 15 × 10−23 for a source at a distance of 10 Mpc. The corresponding energy Egw carried away
by the GWs was found to be between 0.3 and 2.8 × 1051 ergs. They also determined the modes of stellar
pulsation excited by the collapse and showed that the spectrum of the emitted GWs was dominated by the
fundamental quasi-radial and quadrupolar pulsation modes of the final star. They suggested that the damping
of the stellar pulsations observed in their calculations was due to the production of shock waves leading to
the development of differential rotation, which proceeds on a timescale of about 5 ms for typical collapse
models.
The study by LCCS treated the conversion process as being instantaneous, and this was mimicked by
replacing, at the initial time, the EoS describing the hadronic nuclear matter in the core (with which the
initial equilibrium model had been built) by one describing a central zone of deconfined quarks surrounded
by a region of mixed phase. The material outward of this remained in the original hadronic phase. In a first-
order phase transition that proceeds via a detonation, the conversion front propagates supersonically with
respect to the matter ahead of it. The sound speed in the stellar interior typically has a value of the order
of 0.3 to 0.5 c. Assuming that the quark-matter core has a radius of about R ∼ 5 km, a rough estimate for
the timescale of a supersonic conversion gives τ ∼ R/v ∼ 0.05 ms. Clearly, this value is not much smaller
than the dynamical timescale of a NS and so one does not know, a priori, the impact that the properties of the
conversion would have for the subsequent stellar dynamics taking place on similar timescales. Therefore,
one should first check how the dynamics of the star after the phase transition would depend on the finite
propagation velocity of the front, and we do this here.
1Detonation is a process of combustion in which a supersonic shock wave is propagated through a fluid due to an energy release
in a reaction zone. It is the more powerful of the two general classes of combustion, the other one being deflagration. In a detonation,
the shock compresses the material thus increasing the temperature to the point of ignition. The ignited material burns behind the
shock and releases energy that supports the shock propagation. This self-sustained detonation wave is different from a deflagration,
which propagates at a subsonic rate (i.e., slower than the sound speed in the material itself; e.g., [218]).
3.2. SUMMARY OF NUMERICAL METHODS 45
LCCS represented the hadronic matter by means of a polytropic EoS, initially having an adiabatic index
γ = 2. When the phase transition was triggered (by changing the EoS in the central regions, reducing the
pressure support), they also replaced the original hadronic EoS by a softer ideal-gas type of EoS (with γ
then ranging from 1.95 to 1.75 depending on the model), which artificially lowered the pressure outside
the deconfined quark matter core as well [see their Eq. (44)]. The lowering of the adiabatic index also in
the outer regions leads to an increased release of gravitational binding energy and is hard to motivate on
physical grounds.
Although the study by LCCS was an important step forward, it was clearly using an extremely simplified
model for the physics of the NS matter and of the phase transition (as well as not including emission pro-
cesses other than GW emission) and one must question how closely it represents such processes occurring
in real NSs. Since the full problem is complex and involves some input physics which is very incompletely
known at present, the only way to make progress at this stage is, indeed, to work in terms of simplified
models but making improvements where possible. The strategy of the work presented here is to take the
work of LCCS as a starting point and then to take some steps forward in the direction of including further
aspects. In particular, the effects of general relativity certainly play an important role in such studies: for
instance, the total rest mass of a typical Newtonian NS may be almost twice as large as that of its counterpart
in GR with the same central density and the same EoS. The impact of GR is even more pronounced if the
star is near to the maximum mass limit. Therefore, one expects the Newtonian and GR descriptions of NS
collapse to differ significantly, thus necessitating a proper treatment of the GR effects.
In this study we extend the previous work of LCCS in a number of ways: (i) we take into account the
effects of GR; (ii) we modify the EoS of the stellar matter only in regions which undergo the phase transition
and take care to avoid introducing spurious convection; (iii) we consider a larger set of physical models for
different values of the stellar parameters and different properties of the stellar matter; (iv) we study the effect
of introducing a finite timescale for the initial phase transformation which destabilises the core rather than
treating it as occurring instantaneously. Our model for the HQS is based on that of LCCS. The numerical
hydrodynamics simulations are here performed in axisymmetry using the conformal flatness approximation
to GR. While our model remains extremely simplified, we believe that these modifications do represent valid
and significant steps forward. We feel, however, that we should caution against making further elaborate
extensions of the hydrodynamics (e.g. to 3D GR hydrodynamics or GR magneto-hydrodynamics) until such
time as one has the possibility of including a greatly improved treatment of the microphysics and emission
processes so that the models come closer to those of real NSs.
The rest of this chapter is organized as follows: In Section 3.2 we summarize the numerical methods
used, while in Section 3.3 we introduce the models investigated. In Section 3.4 we validate our code by
performing a comparison with the Newtonian models of LCCS. In Section 3.5 we discuss the results of our
simulations of GR models and their dependence on the various parameters, and in Section 3.6 we conclude
with a summary. In Appendix A we examine the impact on the collapse dynamics of considering a finite
timescale for the initial phase transformation, and in Appendix B we present our method for determining
the damping times for the emitted gravitational radiation waveforms.
3.2 Summary of numerical methods
This section provides a brief summary of numerical method employed for the simulations presented in this
chapter. More detailed discussion can be found in Chapter 2 of this dissertation.
We construct our initial rotating NS equilibrium models using a variant of the self-consistent field
method described in [209] (KEH hereafter), as implemented in the code RNS [389]. This code solves
the GR hydro-stationarity equations for rotating matter distributions whose pressure obeys an EoS given by
a polytropic relation (see equation 3.1 below). The resulting equilibrium models, which we choose to be
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rotating uniformly, are taken as initial data for the evolution code.
The time-dependent numerical simulations were performed with the COCONUT code [117, 118, 119].
The code solves the GR field equations for a curved spacetime in the 3 + 1 split under the assumption
of the conformal flatness condition (CFC) for the three-metric (see Section 2.3.2). To numerically solve
the elliptic CFC metric equations we utilise an iterative nonlinear solver based on spectral methods (see
Section 2.3.2). The hydrodynamics equations are formulated in conservation form, and are evolved with
high-resolution shock-capturing schemes on a finite-difference grid (Section 2.3.3). The COCONUT code
uses Eulerian spherical polar coordinates {r, θ, φ}; the simulations presented in this chapter are performed
assuming axisymmetry with respect to the rotation axis and equatorial symmetry. The finite-difference grid
consists of 200 radial grid points and 40 angular grid points, which are equidistantly spaced. A small part
of the grid, which initially corresponds to 60 radial gridpoints, covers an artificial low-density atmosphere,
extending beyond the stellar surface, whose rest-mass density is 10−17 of the initial central rest-mass density
of the NS. We also note that tests with different grid resolutions were performed to check that the regular
grid resolution specified above is appropriate for our simulations. A check on the relative violation in the
conservation of total rest mass, ADM mass and total angular momentum showed that each of these quantities
is conserved to within 1 % during the entire evolution time.
Since the calculation of the spacetime metric is computationally expensive, it is updated only once
every 25 hydrodynamic timesteps during the evolution and is extrapolated in between. The suitability of
this procedure has been tested and discussed in detail in Dimmelmeier et al [117]. The GWs emitted by
the collapsing NS are computed using the Newtonian quadrupole formula in its first time-integrated form
(Section 2.3.8).
3.3 Stellar models and treatment of the phase transition
3.3.1 Initial neutron star model
Following LCCS, we compute the initial equilibrium NS model before the phase transition using a polytropic
EoS,
P = Kργ , (3.1)
where K and γ are constants. We choose γ = 2 and K = 100 (in units where M⊙ = 1) for all of the GR
initial models considered in the present study. On the initial timeslice, we also need to specify the specific
internal energy ǫ. For a polytropic EoS, the thermodynamically consistent ǫ is given by
ǫ =
K
γ − 1ρ
γ−1. (3.2)
3.3.2 Hybrid quark star model
Due to the complexity of the fundamental theory of strong interactions, all theoretical studies of quark matter
in compact stars are based on phenomenological models. The MIT bag model EoS, which has been used
extensively for this (for a review see, e.g. [439, 171]), is based on the following assumptions: (i) quarks
appear in colour neutral clusters confined to a finite region of space, the volume of which is limited by the
negative pressure of the QCD vacuum; (ii) within this region, interactions between the quarks are weak and
can be treated using low-order perturbation theory in the coupling constant. These two assumptions allow
the two main features of QCD to be modelled, namely colour confinement and asymptotic freedom. The
parameters of the bag model are the bag constant B, the masses of the quarks and the running coupling
constant αs, whose value at the scale relevant for typical quark chemical potentials is αs ∈ [0.4, 0.6] [41].
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At the moment there is no general consensus about the value of B. Fits to the spectrum of light hadrons
give B1/4 ≈ 145 MeV [110], while the adjustment of B with hadronic structure functions suggests B1/4 ∼
170 MeV [386]. On the other hand, lattice QCD calculations predict values up to B1/4 ∼ 190 MeV [364].
Hereafter, and following LCCS, we take B1/4 = 170 MeV.
The masses of the u and d quarks are of the order of a few MeV [182] and can therefore be mostly
neglected, whereas the mass of the s quark is much larger, its value being in the range ms ∈ [80, 155] MeV.
Nevertheless, including this mass for the s quark, rather than taking it to be massless, would decrease the
pressure by only a few percent [8]. We do not expect that this would change our results qualitatively, and
so we neglect it in our study. We also neglect the residual interaction between the quarks and approximate
their temperature as being zero. The EoS of the MIT bag model for massless and non-interacting quarks at
zero temperature is given by
Pq =
1
3
(e− 4B), (3.3)
where e is the total energy density.
A fundamental problem appears to arise in using the hydrodynamic equations of Section 3.2 to describe
the quark medium since the quarks are being treated as having zero rest mass. The quantity e represents
only the internal energy density of the quarks and contains no rest-mass contribution. Rest mass appears
as a fluid quantity, within this picture, only when the quarks become confined. Nevertheless, the continuity
equation [the first equation of the system of the hydrodynamic equations (2.47)] remains well-defined if
thought of in terms of baryon number (which is defined for the quark medium) rather than in terms of rest
mass. In order to have a unified treatment for the quark matter and the hadronic matter (which is necessary
since we have transformation between the two), one can define a quantity ρ = nbmb in the quark medium
(where nb is the baryon number density and mb is the rest mass per baryon in the hadronic medium) and
then formally split the internal energy density of the quark medium into two parts, writing e = ρ + ρǫ as
usual but bearing in mind that the first term on the right hand side represents just a part of the internal energy
density in the quark phase. If one does this, it is easy to show that the treatment of the hydrodynamics goes
through unchanged in a consistent way, using this ρ and ǫ.
For the normal hadron matter, during the evolution we use an ideal-gas type of EoS
Ph = (γ − 1)ρǫ. (3.4)
However, in contrast to LCCS, we do not reduce the adiabatic index γ from its initial value of 2, because we
see no physical mechanism which could be responsible for a global reduction of pressure in the hadronic
matter phase. Consequently, in our GR models the collapse is caused solely by the pressure change due to
the introduction of quark matter in the core of the NS.
As first shown by [169, 170], if the surface tension between the phases is not too large, relaxing the
condition of local electrical neutrality would allow for the possibility of having coexistence between the two
phases within a certain range of densities. In a region where this applied, one would then have many inter-
mixed microscopic zones of the lower-density hadronic matter and of the higher-density quark matter. Each
zone would have a net electric charge but with the mixture being electrically neutral on average and with the
volume fraction occupied by the higher-density phase growing from 0 at the lower-density boundary of the
mixed phase ρhm up to 1 at the upper-density boundary ρqm.
The value of the lower threshold density ρhm, above which free quarks start to appear, is rather uncertain.
From simple geometrical considerations, nucleons should begin to touch at ρ ∼ (4πr2nuc/3), which for the
characteristic nucleon radius rnuc ∼ 1 fm gives a few times nuclear saturation density, ρnuc = 2.7 ×
1014 g cm−3 [168]. For densities above this, one expects that the boundaries of particles like p, n, Σ−,
Λ and K− would dissolve and that quarks would start to populate free states outside the hadrons [439].
The value of the upper threshold density ρqm, marking the boundary between the mixed phase and the pure
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Table 3.1: Summary of the set of initial models: p is the rotation period of the NS, M0 is the total rest mass, M is the
gravitational mass, T is the rotational mass energy, W is the gravitational binding energy, ρc,i is the central rest-mass
density and re/rp is the ratio of the equatorial and polar radii. Note that the initial models A5, B4 and C3 are identical.
Model N is one of the Newtonian initial models used by LCCS.
Model p M0 M ρc,i re/rp T/|W |
[ms] [M⊙] [M⊙] [1014 g cm−3] [%]
A1 1.00 1.98 1.81 11.25 0.635 8.44
A2 1.20 1.85 1.70 11.25 0.785 5.30
A3 1.40 1.80 1.65 11.25 0.847 3.75
A4 1.60 1.77 1.62 11.25 0.885 2.80
A5 1.80 1.75 1.60 11.25 0.910 2.18
A6 2.00 1.73 1.59 11.25 0.928 1.74
A7 2.99 1.70 1.57 11.25 0.968 0.76
A8 5.98 1.69 1.55 11.25 0.992 0.50
B1 1.30 1.75 1.62 8.42 0.746 6.32
B2 1.40 1.75 1.61 9.48 0.815 4.57
B3 1.60 1.75 1.61 10.63 0.878 2.98
B4 1.80 1.75 1.60 11.25 0.910 2.18
B5 2.00 1.75 1.60 11.80 0.931 1.66
B6 2.98 1.75 1.60 12.86 0.972 0.66
C1 1.80 1.65 1.53 8.74 0.882 2.89
C2 1.80 1.70 1.57 9.88 0.897 2.51
C3 1.80 1.75 1.60 11.25 0.910 2.18
C4 1.80 1.80 1.65 13.70 0.927 1.75
N 1.20 2.20 1.89 9.34 0.695 7.71
deconfined quark matter phase, is also uncertain (and is model dependent) but it is very probably in the
range 4 – 10 ρnuc.
According to this picture, a hybrid star would then be composed of either two or three parts: (i) a
pure hadronic matter phase for ρ < ρhm, (ii) a mixed phase of the confined-deconfined matter for ρhm <
ρ < ρqm, and (iii) a pure quark matter phase for ρ > ρqm (this might or might not be present in practice,
depending on the maximum density reached).
In this work, we follow LCCS in adopting the picture outlined above and we also follow their prescrip-
tion in formulating the EoS for the HQS matter:
P =


Ph for ρ < ρhm,
αPq + (1− α)Ph for ρhm ≤ ρ ≤ ρqm,
Pq for ρqm < ρ,
(3.5)
where
α = 1−
(
ρqm − ρ
ρqm − ρhm
)δ
(3.6)
is a factor quantifying the contribution of each of the components of the mixed phase to the total pressure.
As stated above, we take Pq to be given by the MIT bag model (3.3), while Ph is calculated using the ideal-
gas EoS (3.4). The parameter δ is introduced in order to control the quark matter contribution to the pressure
in the mixed phase: with larger δ, the contribution from Pq increases. For δ = 1 we recover the EoS of
LCCS. We again emphasize that, in contrast to LCCS, we do not reduce the effective adiabatic index of the
nuclear matter in our GR models, but rather keep it at its initial value γ = 2 during the evolution.
For our GR models we define the transition density ρhm from the pure hadronic matter phase to the
mixed phase to be where Pq vanishes, similarly to LCCS (although they were identifying energy density
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and rest-mass density within their Newtonian regime). This corresponds to ρhm = 6.97 × 1014 g cm−3 =
2.58 ρnuc for B1/4 = 170 MeV and ρnuc = 2.7 × 1014 g cm−3. Following LCCS, we set ρqm = 9 ρnuc
in our simulations (corresponding to 24.3 × 1014 g cm−3 for our value of ρnuc), but this is just a rough
estimate to give a working value. When we make direct comparisons with the Newtonian models of LCCS
in Section 3.4, we use their values ρhm = 7.24 × 1014 g cm−3 and ρqm = 25.2 × 1014 g cm−3, which
slightly differ from our standard values.
We want to stress that this treatment of the EoS via Eqs. (3.5, 3.6) is extremely rough as a representa-
tion of matter in the mixed phase experiencing the phase transition, especially when one bears in mind the
behaviour of fluid elements undergoing successive compression and decompression and changing the pro-
portions of the phases. In particular, it neglects any possible effect from local heating and from the creation
and subsequent emission of neutrinos during the collapse and the subsequent bounces. However, it does
have the advantage of being simple and parametrisable. By changing the values of the free parameters (e.g.
δ, ρhm or ρqm) it allows us to modify easily the properties of the EoS.
3.3.3 Parameter space
The properties of our models for the phase-transition-induced collapse depend on a number of free param-
eters including the initial rotation period p, the total stellar rest mass M0, the pressure contribution of the
quark component in the mixed phase (controlled by δ), etc. In order to study how the collapse dynamics
depends on these quantities, we performed simulations for various sequences of models where one param-
eter was held fixed. For instance, in order to investigate the impact of rotation we used the models A1
to A8 and B1 to B6 (see Table 3.1). The models of sequence A have a fixed central rest-mass density
ρc,i = 11.25× 1015 g cm−3 and a varying rotation period in the range from p = 1.00 to 6.18 ms. The ones
of sequence B have a fixed rest mass M0 = 1.75M⊙ and rotation periods from p = 1.30 to 2.89 ms. The
consequences of a variation in the rest mass of the initial NS are explored in the sequence of models C1 to
C4, where the rotation period is held fixed at p = 1.80 ms and the rest mass takes values from M0 = 1.65
to 1.80M⊙.
These initial models were then evolved as sequences CA, CB, and CC with fixed EoS parameters, choos-
ing δ = 2 in each case. For the CD sequence, however, we used different values for δ (from 1 to 5) in order
to assess how varying the quark contribution to the EoS in the mixed phase influences the dynamics. In
this sequence, the models CD1 to CD5 use the initial model A2, while CD6 to CD9 are based on the initial
model A5.
In addition, in order to validate our code and to discuss the results obtained by LCCS in more detail, we
simulated some of their models with a Newtonian version of the CoCoNuT code. Our Newtonian models
CN1, CN2 and CN3 (all based on the equilibrium model N) are identical to their models G1.95, R and G1.75,
with the adiabatic index γ of the EoS being reduced everywhere as they had done. For these models we used
exactly the same EoS as in LCCS, which differs from our regular EoS in various ways (see Section 3.3.2).
The models labelled CNnipr and CNipr are Newtonian test models whose properties are discussed in detail
in Section 3.4.2.
In Table 3.2 we list important quantities obtained in the simulations of the collapse models which are
discussed in the following sections. Note that the total evolution time for all models is tf = 50 ms. At that
point we simply terminate the evolution, which however could be extended to much longer times given the
long-term stability of our code.
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Table 3.2: Summary of the set of collapse models: γ is the adiabatic index of the hadronic matter during the evolution, δ is the EoS parameter that specifies the contribution
of the quark matter pressure in the mixed phase, ρc,b is the value of the central rest-mass density at bounce, |h|max is the maximum value of the GW signal strain during the
evolution, Egw is the energy emitted in GWs (during a total emission time of tf = 50 ms), fF and f2f are the frequencies of the fundamental quasi-radial and quadrupolar modes,
respectively, while τF and τ 2f are the damping times of those modes in the GW signal. In addition, we give the phases φ1 and φ2 of the F -mode and the 2f -mode and the relative
amplitude A1/A2 as obtained from a fit to the GW signal according to Eq. (3.13). Note that the collapse models CA5, CB4 and CC3 are identical, as are models CB2 and CD2, and
models CB5 and CD7. During the contraction, models CB6, CC4 and CD9 form an apparent horizon and become black holes. The phase-transition-induced collapse models CN1,
CN2 and CN3, as well as the test collapse models CNnipr and CNipr are computed with a Newtonian treatment. Where no values are given for the damping times, this signifies
that the model either collapses to form a black hole or that no unambiguous damping could be diagnosed in the GW signal (mostly due to mode resonance; see Section 3.5.5).
Model Initial γ δ ρc,b |h|max Egw fF f 2f τF τ 2f φ1 φ2 A1/A2
model [1014 g cm−3]
»
10−23
at 10 Mpc
–
[10−4M⊙c2] [kHz] [kHz] [ms] [ms] [rad] [rad]
CA1 A1 2.00 2 15.81 1.45 0.04 0.87 2.01 40 12 0.06 −3.07 0.93
CA2 A2 2.00 2 16.04 1.33 0.29 0.99 2.08 49 130 −0.48 3.24 0.40
CA3 A3 2.00 2 15.81 1.90 0.59 1.05 2.08 — 18 −3.91 −6.44 0.15
CA4 A4 2.00 2 15.92 1.10 0.17 1.07 2.08 319 67 −0.15 0.30 0.64
CA5 A5 2.00 2 15.99 0.62 0.11 1.09 2.06 418 — 0.09 3.00 1.44
CA6 A6 2.00 2 16.02 0.52 0.11 1.12 2.04 270 51 −0.15 1.50 1.78
CA7 A7 2.00 2 16.10 0.25 0.05 1.16 2.02 711 — −0.46 3.44 3.01
CA8 A8 2.00 2 16.07 0.09 0.01 1.19 2.00 — — 5.98 6.35 1.69
CB1 B1 2.00 2 9.52 0.42 0.01 1.05 1.78 99 37 0.06 3.17 0.57
CB2 B2 2.00 2 11.70 0.69 0.05 1.06 1.90 133 44 0.04 3.06 0.71
CB3 B3 2.00 2 14.36 0.74 0.09 1.10 2.02 196 59 0.10 −3.11 0.87
CB4 B4 2.00 2 15.99 0.62 0.11 1.10 2.06 418 — 0.09 3.00 0.64
CB5 B5 2.00 2 17.92 2.41 1.16 1.08 2.10 687 76 6.16 6.02 0.06
CB6 B6 2.00 2 — — — — — — — — — —
CC1 C1 2.00 2 10.31 0.36 0.01 1.14 1.76 143 53 0.13 3.21 0.77
CC2 C2 2.00 2 12.71 0.51 0.04 1.13 1.90 71 47 −0.03 3.27 0.86
CC3 C3 2.00 2 15.99 0.62 0.11 1.10 2.06 418 — 0.09 3.00 0.64
CC4 C4 2.00 2 — — — — — — — — — —
CD1 B2 2.00 1 10.47 0.40 0.01 1.15 1.86 150 36 0.00 3.17 0.69
CD2 B2 2.00 2 11.70 0.69 0.05 1.07 1.90 133 44 0.04 3.06 0.71
CD3 B2 2.00 3 12.93 1.07 0.08 1.04 1.94 54 39 0.15 2.96 0.78
CD4 B2 2.00 4 14.16 1.47 0.14 1.10 1.96 19 48 0.35 −1.42 2.32
CD5 B2 2.00 5 15.35 1.84 0.15 1.14 1.97 8 44 0.04 3.17 0.80
CD6 B5 2.00 1 14.41 0.31 0.04 1.13 2.04 248 62 0.00 −3.18 1.04
CD7 B5 2.00 2 17.92 2.41 1.16 1.09 2.10 687 76 6.16 6.02 0.06
CD8 B5 2.00 3 24.80 1.14 0.24 1.02 2.15 — 34 −0.61 3.41 0.46
CD9 B5 2.00 4 — — — — — — — — — —
CN1 N 1.95 1 10.37 4.41 0.88 2.68 1.98 73 80 3.17 0.00 1.12
CN2 N 1.85 1 12.31 15.38 4.10 2.88 2.14 9 20 2.95 −0.08 1.03
CN3 N 1.75 1 14.19 21.22 5.70 3.18 2.34 1 15 2.85 −0.38 0.98
CNnipr N 1.90 — 12.32 10.11 4.96 2.67 2.04 71 67 3.32 0.06 1.10
CNipr N 2.00 — 11.82 7.63 2.86 2.83 2.04 86 67 2.97 −0.01 1.05
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Figure 3.1: Time evolution of the central rest-mass density ρc for the Newtonian collapse model CN2 (which is
identical to model R of LCCS).
3.4 Comparison with Newtonian models
Before discussing the results for our GR models, we present here our simulations of three of the Newtonian
models also studied by LCCS. We begin, however, with a description of the qualitative features of phase-
transition-induced collapse of a rotating NS to a HQS which is relevant also for the later GR models.
3.4.1 Collapse dynamics and gravitational radiation waveform
The EoS of the deconfined quark matter in the stellar core generally gives a smaller pressure contribution
than that of the hadronic EoS2 and so the phase transition in the NS core leads to an instability of the
progenitor NS (which is in equilibrium before the transition) and the entire NS starts to contract. Depending
on the parameters used and the phase transition timescale, the infall phase typically lasts between 0.3 and
0.5 ms. As the pressure in the core rises with increasing density, the infall decelerates and the contraction
of the inner core is stopped, while the outer regions are still falling in. In the case of a rotating NS, the
deceleration of the core can be augmented by the increase of centrifugal forces due to angular momentum
conservation in the contraction phase.
Because of its inertia, the core overshoots its new equilibrium configuration, rebounds, expands again
and then re-collapses. It typically experiences many such distinct sequences of infall, bounce, and re-
expansion in the form of pronounced, mainly radial ring-down pulsations until it finally reaches a new
equilibrium state. Fig. 3.1 shows the time evolution of the central rest-mass density ρc for the Newtonian
model CN2, where this oscillatory behaviour can be clearly seen.
If the initial NS is non-rotating, then the newly-formed HQS pulsates only radially, and only l = 0modes
are present in the oscillation spectrum (unless significant convection develops). In this case, no GWs are
emitted. However, if a rotating initial model undergoes a collapse and ring-down, then GWs of considerable
amplitude can be emitted, as shown in the waveform plot in Fig. 3.2, again for model CN2.
Comparing a simple collapse model with a purely ideal-gas EoS to a regular collapse model with a quark
contribution to the EoS, LCCS demonstrated that the phase-transition-induced collapse of a rotating NS to a
HQS predominantly excites two quasi-normal pulsation modes: the fundamental l = 0 quasi-radial F -mode
and the fundamental l = 2 quadrupolar 2f -mode. These stand out in the power spectrum of many fluid or
2In principle, the quark matter could give as large a pressure contribution as the hadronic matter (see, e.g. [11] for a recent
discussion). However, in our study we do not consider those cases.
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Figure 3.2: Time evolution of the GW strain h at a distance of 10 Mpc for the Newtonian collapse model CN2.
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Figure 3.3: Power spectrum hˆ (in arbitrary units) of the GW strain h for the Newtonian collapse model CN2. The
narrow peaks of the F -mode and 2f -mode clearly dominate the spectrum.
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Table 3.3: Comparison of various quantities as calculated in our simulations for the Newtonian collapse models CN1,
CN2 and CN3 (top row for each model) with the results published by LCCS (bottom row). For each quantity we also
give the relative difference between our results and theirs. Note that we multiply their values for 〈hˆ2〉1/2 by √2 to
undo the angular averaging and obtain |h|max. The values of ρc,b for models CN2 and CN3 are extracted from Figs. 6
and 10 in their article, respectively, while for model CN1 they present no data from which to read off the central
rest-mass density at the bounce.
Model ρc,b |h|max fF f2f τF τ 2f
[1014 g cm−3] [10−23 at 10 Mpc] [kHz] [kHz] [ms] [ms]
CN1 10.37 — 4.41 4% 2.68 1% 1.98 1% 72.78 600% 80.23 670%
— 4.24 2.66 2.00 10.39 10.42
CN2 12.31 < 1% 15.38 < 1% 2.88 2% 2.14 3% 8.56 234% 20.10 325%12.30 15.41 2.82 2.08 2.56 4.73
CN3 14.19 < 1% 21.22 2% 3.18 2% 2.34 4% 1.45 245% 14.51 474%14.14 21.64 3.12 2.25 0.42 2.53
metric quantities and, in particular, in that of the gravitational radiation waveform as presented in Fig. 3.3.
All of our collapse models exhibit the predominance of these two modes as a generic feature3. For the
more slowly rotating models, the contribution from higher order modes at higher frequencies can become
comparable to that of the two fundamental l = 0, 2 modes, but these higher frequency modes have damping
times that are significantly shorter than those of the fundamental modes and their impact on the waveform
(and other quantities) dies out quickly.
Comparing our values of selected quantities describing the collapse dynamics with the corresponding
ones in LCCS shows that our code is able to accurately reproduce the original results (see Table 3.3), despite
being based on a different formulation of the hydrodynamic equations and utilising a different coordinate
system. Furthermore, Figs. 3.1, 3.2 and 3.3, which correspond to the data plotted in Figs. 6, 7 (centre panel)
and 12 (dashed line) of LCCS, also exemplify the excellent agreement both qualitatively and quantitatively.
Making this comparison and demonstrating the good agreement obtained at a Newtonian level is important
for removing possible doubts about the analysis which we present in the next subsection concerning the
onset and development of convective instabilities.
3.4.2 The role of convection in generating differential rotation
A conspicuous difference from the results of LCCS that we observe in the simulations of Newtonian models
performed with our code is the significantly smaller damping of the post-bounce oscillations. This is not
only apparent from the much larger values that we find for the damping times τF and τ 2f (see Table 3.3) but
can also be noticed by comparing our Figs. 3.1 and 3.2 to the corresponding Figs. 6 and 7 (centre panel) in
LCCS. This has important consequences for the physical interpretation given in LCCS for the damping of
the quasi-radial post-bounce pulsations: they suggested that the dominant damping mechanism is conversion
of the kinetic energy of these pulsations into differential rotation. According to their discussion, another less
significant part of that kinetic energy is lost when matter at the boundary of the HQS is ejected by shock
waves, while yet another small amount of damping is due to numerical dissipation.
The 3D Newtonian code of LCCS used a coarser grid spacing than in our 2D GR calculations and
this (together with some other possible numerical effects) would have led to a higher level of numerical
dissipation. If the damping of post-bounce pulsations which they saw was indeed mostly caused by physical
3We perform the mode identification by perturbing equilibrium models that have similar structure to those of the collapse
remnants using specific l = 0 and l = 2 trial eigenfunctions and analysing the response to these perturbations. This method is
described in detail in LCCS.
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Figure 3.4: Time evolution of the differential rotation measures Td (top panel) and Ad (bottom panel) for the Newto-
nian collapse model CN2.
processes such as the transformation of kinetic energy into differential rotation or mass shedding at the
boundary, then we would not have seen much smaller damping in our simulations for the same models.
We therefore conclude that numerical dissipation actually did play a major role for the damping seen in the
simulations of LCCS (although physical processes certainly also played a role).
Furthermore, if the observed exponential damping, which removes energy from the pulsations at a con-
stant relative rate, were directly feeding the generation of differential rotation, there should be a simple
correlation between the evolution time t and the increase in the quantity used as a measure of differential
rotation by LCCS,
Td =
1
2
∫
ρ r2 sin2 θ (Ω− Ω¯)2 dV, (3.7)
where Ω = r−1 sin−1θ vφ is the local angular velocity with vφ being the rotation velocity of the fluid, and Ω¯
is the volume averaged angular velocity of the HQS4. Note that Td does not follow the additive property for
energies and so is not a fully satisfactory measure of the kinetic energy associated with differential rotation.
We instead prefer to use as our measure of differential rotation, a quantity which is a volume-averaged and
density-weighted measure of the relevant rφ component of the Newtonian shear tensor,
Ad =
∫
ρ
∣∣∣∣dvφdr − vφr
∣∣∣∣ dV. (3.8)
4Note that in contrast to LCCS, we averaged Ω¯ at each time level and not only once at the time of bounce, because when we did
the latter, we obtained a very oscillatory behaviour for Td; we are not clear why LCCS did not observe this.
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Figure 3.5: Radial profiles of the specific entropy measure K˜ (top panel) and of the r-component of its gradient
(bottom panel), both calculated in the equatorial plane at the initial time for the Newtonian models CN2 (solid line),
CNnipr (dashed line) and CNipr (dash-dotted line). Both the entropy and the radius are scaled to give K˜c = 1 and
re = 1.
The two quantities (3.7) and (3.8) are related and they have similar time evolutions, as shown for model
CN2 in Fig. 3.4 (and as found for all of the models considered), but we prefer to use Ad because of it having
a clearer physical meaning.
Overall, the evolution of the two measures of differential rotation has the following general behaviour:
after an initial peak associated with the initial collapse and the main bounce (with its height correlating with
the intensity of the bounce), the average differential rotation stays roughly the same for around a millisecond
(corresponding to several dynamical timescales during which a number of post-bounce oscillations occur)
following which it grows considerably up to a maximum value, then decreases a little and finally oscillates
around an almost constant state. This behaviour is not in accordance with having continuous conversion of
pulsational kinetic energy into differential rotation as the main damping mechanism. Rather, it suggests that
some other process is responsible for creating the observed differential rotation.
The initial peak of Td and Ad can be readily explained by the fact that any initially uniform rotation
profile will become non-uniform during the collapse as a result of the non-homology of the collapse. On
the other hand, the intermittent behaviour after the initial peak and the saturation at a constant value can be
interpreted straightforwardly in terms of differential rotation caused by large-scale convection developing in
the HQS several dynamical timescales after the initial collapse when it is still pulsating but is already close
to a new quasi-equilibrium state.
In rotating stellar models significant convection can occur if the Solberg–Høiland stability criteria are
violated (see, e.g., [92] and references therein). For our simple EoS, these translate into the condition that
convection can develop if there is a sufficiently strong negative radial gradient of specific entropy (depending
on the rotation rate of the HQS). We find that the method of pressure reduction employed by LCCS, which
involves uniformly lowering γ in the ideal-gas EoS (3.4) for the hadronic phase without adjusting the value
for the internal specific energy ǫ at the initial time, indeed results in a very large negative specific-entropy
gradient for their choices of γ. This is shown for model CN2 in Fig. 3.5 (solid line), where we plot the radial
profile at t = 0 of the (density dependent) measure of specific entropy
K˜ =
ρǫ(γ − 1)
ργ
(3.9)
in the equatorial plane, assuming an ideal-gas EoS for the entire star with a γ that is reduced from its initial
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Figure 3.6: Time evolution of the central rest-mass density ρc for the Newtonian models CN2 (left panel), CNnipr
(centre panel) and CNipr (right panel).
value of 2 to 1.85. Note that for a polytrope K˜ is identical to the polytropic constant K.
In order to assess unambiguously the occurrence of artificially-produced convection and its impact on
the development of differential rotation, we set up two simple Newtonian collapsing test models, which are
both based on the initial model N and utilise a purely ideal-gas EoS (3.4), so as to simplify the discussion
by removing the influence of quark matter on the results. In model CNnipr (with non-isentropic pressure
reduction) we reduce the pressure by lowering the adiabatic index γ from its initial value to 1.9 (without then
adjusting ǫ); this creates a strong initial negative specific-entropy gradient that is comparable with the one in
model CN2 (see Fig. 3.5). In model CNipr (for isentropic pressure reduction) γ remains at its pre-collapse
value of 2 during the evolution, while the pressure reduction is now realized by a lowering the polytropic
constant K by 10%, which keeps the specific entropy uniform throughout the entire NS.
Note that the parameters in the EoS for these two test models have been chosen in such a way that the
collapse dynamics (represented by the maximum density reached at the first bounce and the amplitude of the
post-bounce pulsations) is comparable with that of model CN2, as can be seen from Fig. 3.6. Consequently,
the gravitational radiation waveforms of these models also have amplitudes and waveforms similar to those
of model CN2.
However, because of the different behaviour regarding convective instability, the dynamics of the three
models CN2, CNnipr and CNipr fall into two very distinct classes, depending on whether the initial pressure
reduction creates a strong negative specific-entropy profile or leaves the specific entropy constant. In all
models, analysis of the meridional velocity fields shows no noticeable convection being present at early
times (e.g. at the time of the main bounce, around t = 0.2 ms). In the isentropic collapse model CNipr
convection continues to remain unimportant also at later times and, accordingly, both Td and Ad remain very
small at all times (see the right-hand panel of Fig. 3.7). In stark contrast, the non-isentropic models CN2
and CNnipr develop several convection vortices in the bulk of the collapsed star at t ∼ 1 ms (corresponding
to a few dynamical timescales), which is when the two differential rotation measures start to increase. This
convection grows rapidly and reaches saturation almost instantaneously, with typical maximum convection
velocities of ∼ 0.03 c. During the entire period when Td and Ad are increasing, the convection remains
practically constant and redistributes angular momentum and entropy locally within each vortex. By times
t & 5 ms this has led to the specific entropy being almost constant within the spatial scale of each convection
vortex. Convection then subsides again, and Td and Ad remain approximately constant from then on. It is
clear, therefore, that the distinct phases in the time evolution of the two quantities reflect very accurately the
distinct phases of convection, which acts as the mechanism that redistributes angular momentum and thus
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Figure 3.7: Time evolution of the differential rotation measures Td (top row) and Ad (bottom row) for the Newtonian
collapse models CN2 (left panels), CNnipr (centre panels) and CNipr (right panels).
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Figure 3.8: Radial profile of the rotation velocity vφ in the equatorial plane for the the Newtonian collapse models
CN2 (left panel), CNnipr (centre panel) andCNipr (right panel) at the initial time (solid lines) and at t = 10 ms (dashed
lines). For models that develop considerable convection, the initially uniform rotation profile is locally destroyed.
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Figure 3.9: The velocity field vr,θ in the meridional plane (with the rotation axis being in the vertical direction)
and the colour-coded magnitude of the ϕ-component of the vorticity are shown for equilibrium models whose initial
specific-entropy profile is, respectively, constant (left panel), comparable to model CN2 (right panel) and roughly
halfway between those two cases (centre panel). The evolution time is at t = 3.5 ms when convection (if present) has
saturated. The length-scale of the vectors is the same for all three models, with the maximum length corresponding to
∼ 0.03 c. The vorticity is measured in arbitrary units.
creates differential rotation.
The impact of angular momentum redistribution by convection on the initially uniform rotation profile
can be seen from Fig. 3.8 which shows plots of the rotation velocity vφ in the equatorial plane for the
different models. For the strongly convective models CN2 (left panel) and CNnipr (centre panel), the vφ
curves are driven away from the initial uniform rotation (straight-line) profile to reach a step-like profile at
late times, whereas the essentially non-convective model CNipr (right panel) maintains an approximately
uniform rotation profile5.
It is worth stressing that the occurrence of convection here, and thus the creation of the differential
rotation, is essentially independent of the presence and strength of post-bounce pulsations. Indeed, setting
aside some small spurious convection close to the stellar boundary (caused by interaction of matter with
the artificial low-density atmosphere), the strong bulk convection is caused by having a negative specific-
entropy gradient and can be switched on and off at will, depending on whether the initial pressure reduction
destroys isentropy or not.
In order to demonstrate this connection further, we constructed initial equilibrium models with a local
polytropic EoS,
P = K(ρ) ργ , (3.10)
with γ = 2, where the polytropic “constant” K(ρ) depends on the rest-mass density and thus varies inside
the NS. By adjusting K(ρ) we can thus create models with negative (as well as positive) specific-entropy
gradients of arbitrary strengths. When these initial models are evolved with an ideal-gas EoS (3.4), they
remain essentially in equilibrium, pulsating with only very small amplitudes. However, during the evolution
they develop convection, and subsequently differential rotation, with a strength that directly corresponds to
the strength of the negative specific-entropy gradient imposed initially. This is illustrated in Fig. 3.9 where
we show plots of the meridional velocity field superimposed on the magnitude of the ϕ-component of the
vorticity. For this figure we selected three such equilibrium models for which the initial specific-entropy
5This rather good preservation of uniform rotation is a consequence of the infall being nearly homologous here.
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Figure 3.10: Time evolution of the differential rotation measure Ad for equilibrium models whose initial specific-
entropy profile is, respectively, constant (left panel), comparable to model CN2 (right panel) and roughly halfway
between these two cases (centre panel). For the isentropic model, Ad remains very close to zero at all times and is
barely visible in the plot.
profile varies between constant specific entropy and a gradient that is comparable to model CN26. Clearly,
convection is practically nonexistent in the isentropic model (left panel), whereas the model with moderate
initial non-isentropy (centre panel) develops considerable convection in those parts of the NS that are not
too far from the rotation axis. Finally, for the model with the strong negative initial specific-entropy gradient
(right panel), conspicuous convection vortices occur throughout the NS. Plots of the vorticity for collapsing
models show similar patterns but there the meridional velocity field is also affected by the contribution from
the large quasi-radial pulsations.
Also for these equilibrium models the time evolution of Ad exhibits the expected behaviour, as shown
in Fig. 3.10 (we here no longer plot Td which, however, exhibits a very similar time evolution to that of Ad).
Note that the quasi-periodic modulation of Ad is not caused by pulsations of the star, as their amplitudes are
too small to be visible in Ad and they have higher frequencies. Instead, these oscillations (which can also be
seen in a power spectrum of Ad for the collapse models CN2 and CNnipr) are due to temporal variations in
the vortices, with their timescale being determined by the typical convection velocity and the average vortex
size.
In summary, we find that the differential rotation reported by LCCS is almost exclusively caused by the
transient convection that occurs if a negative specific-entropy gradient is generated by the initial pressure
reduction. Therefore, we are convinced that the conclusion drawn by LCCS about the link between the
damping of the large amplitude post-bounce pulsations and the creation of differential rotation, although
seemingly plausible, is not correct. They observed that the kinetic energy stored in the pulsations is ap-
proximately equal to the maximum value of Ad for both model CN2 and model CN3 (their models R and
G1.75; see their Fig. 8) but this is an unfortunate coincidence. Our models CNnipr and CNipr demonstrate
that convection and thus the maximum value of Ad can vary enormously for roughly constant pulsation
amplitude.
6Note that these equilibrium models have central densities comparable with that of CN2 but they are more compact.
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Figure 3.11: Radial profile of the initial pressure Pi in the equatorial plane for the GR collapse model CA5 without
any pressure reduction (solid line), with the regular EoS treatment (combination of quark and ideal-gas EoS with
γ = 2; dashed line) and with the EoS description used by LCCS (combination of quark and ideal-gas EoS with
γ = 1.85; dash-dotted line). In the latter case P is reduced throughout the star and not just where ρ > ρhm. The
vertical dotted lines mark the radius rhm = 4.35 km where ρ = ρhm and the equatorial radius re = 11.2 km of the
initial NS.
3.5 General relativistic collapse models
3.5.1 Collapse dynamics and gravitational radiation waveform
We next present our results for the GR models, employing a quark contribution to the EoS that is slightly dif-
ferent from that used for the Newtonian models (see Section 3.3.2). Overall, we have performed simulations
for 23 different models, and in Table 3.2 we summarize the most important quantities which characterize
the dynamics of each model.
As discussed previously, our prescription for the triggering of the phase transition and of the subsequent
collapse differs from the one proposed by LCCS in that we do not change the adiabatic index γ, leaving the
EoS in the hadronic phase unchanged. Although still very idealized, we believe that this represents a more
consistent description of the physics of the phase transition. As a consequence of this prescription, the phase
transition and collapse in our GR models is solely caused by the lower pressure exerted by matter which is
transformed to the quark phase. The difference between our approach and that of LCCS is exemplified in
Fig. 3.11, where we show the different prescriptions for the initial pressure reduction when applied to the
representative model CA5.
With our prescription, only a small (central) part of the NS loses pressure support, and thus the NS will
not, in general, collapse to a black hole even if the initial model is close to the stability limit. Rather, it
reaches a new stable equilibrium state in the form of an HQS. For instance, in model CA5 only 0.49M⊙
out of a total mass of 1.75M⊙ is subject to the pressure reduction. Nevertheless, the change of the central
rest-mass density during the contraction from its initial value ρc,i to ρc,b at bounce reaches values of up to
∼ 50% for some models (see Tables 3.1 and 3.2), which is comparable to what was obtained by LCCS in
their Newtonian models with a larger overall pressure reduction. There are at least two different reasons
behind this large and local increase of ρ: firstly, the stronger gravitational force that the NS experiences in a
GR framework naturally amplifies the strength of the collapse. Secondly, our initial equilibrium models (in
particular the ones with high ρc,i) are already close to the limit beyond which the F -mode becomes unstable.
For these models, therefore, even a moderate perturbation can lead to a strong local contraction and trigger
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Figure 3.12: Time evolution of the central rest-mass density ρc for the GR collapse model CA5.
post-bounce oscillations of significant amplitude7.
Despite this conceptually important difference in the way that the phase transition (and hence the re-
sulting collapse) is triggered, no major qualitative differences appear when comparing results from the GR
simulations with those from the Newtonian simulations of LCCS. This is shown for the representative model
CA5 in Figs. 3.12 and 3.13, where we plot the time evolution of the central rest-mass density ρc and the
GW strain h, respectively. We point out, however, that in our GR models of sequences CA, CB, CC, and
CD we observe a small spike in the time evolution of the central rest mass density ρc at about 0.1 ms (see
Fig. 3.12). This spike is caused by a density compression wave triggered by the non-uniform pressure re-
duction in those models, which at the start of the evolution leads to a noticeable gradient in the first radial
derivative of the pressure at the interface between the mixed and pure hadronic matter phases.
As in the Newtonian case, the waveform is mainly composed of the fundamental l = 0 quasi-radial
F -mode and of the fundamental l = 2 quadrupolar 2f -mode (see the Fourier spectrum of the GW signal in
Fig. 3.14). However, in contrast to the Newtonian models, the F -mode is now at a lower frequency than the
2f -mode (with the F -mode now having frequencies between 0.87 and 1.19 kHz for our selection of models,
and the 2f -mode having frequencies between 1.76 and 2.15 kHz). This difference is a consequence of the
different density profile in the GR case and is in agreement with previous investigations of pulsating γ = 2
equilibrium polytropes (see [120] and references therein). The prominent peak next to that for the 2f -mode
is a nonlinear self-coupling of the F -mode at twice the original frequency, which (like several other such
nonlinear modes) is strongly excited due to the violent nature of the collapse. Using the fitting procedure
described in Appendix B, we have extracted from the waveforms the damping times for these two modes,
obtaining values between τF = 8 and 687 ms, and τ 2f = 18 and 130 ms, respectively. Because of the much
smaller numerical dissipation of our code, the damping times computed for the GR models are considerably
longer than those for the Newtonian models calculated by LCCS.
Another important quantitative difference with respect to the Newtonian models appears in the maxi-
mum GW strain |h|max that is significantly smaller here for comparable overall rotation rates. The deeper
gravitational potential well in GR gives a shorter contraction timescale and higher densities at bounce, which
tend to amplify the GW signal, while this is counteracted by the more compact collapsed remnant in GR
having a smaller quadrupole moment (for a detailed discussion of these two competing effects, see [118]).
However, the main reason for |h|max here being smaller than for the Newtonian models is that within our
scenario for the destabilisation, a smaller proportion of the total matter content of the NS is directly involved
7For a non-rotating HQS with the EoS of Eq. (3.5) the unstable branch starts at ρc = 29.6× 1014 g cm−3.
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Figure 3.13: Time evolution of the GW strain h at a distance of 10 Mpc for the GR collapse model CA5.
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Figure 3.14: Power spectrum hˆ (in arbitrary units) of the GW strain h for the GR collapse model CA5. The narrow
peaks of the F - and 2f -modes (along with a prominent nonlinear self-coupling of the F -mode) clearly dominate the
spectrum.
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Figure 3.15: Dependence of |h|max on the initial rotation strength T/|W | for the collapse model sequences CA (top
panel) and CB (bottom panel). Each model is denoted with a filled circle, and models with enhanced GW emission
due to mode resonance (see Section 3.5.5) are shown with an additional large circle.
in the collapse and in undergoing large density variations. For a source at 10 Mpc, |h|max ranges between
0.08 and 1.72× 10−23 for all of the models considered here, while the energy Egw emitted in GWs during
the first 50 ms of the evolution ranges between 10−6 and 10−4M⊙c2. A more detailed discussion about the
detectability of these sources is presented in Section 3.5.6.
3.5.2 Influence of rotation, total rest mass and composition of the mixed phase
We next investigate the impact on the collapse dynamics of varying the values of the main model parameters:
the initial rotation period p, the rest mass M0, and the exponent δ used in the mixed phase.
Rotation. As in any gravitational collapse, the influence of rotation is twofold. On the one hand, the
rotational flattening of the collapsing fluid produces an increase of the quadrupole moment, which could
potentially lead to stronger GW emission. On the other hand, centrifugal forces also tend to slow down the
collapse and, in cases where they are strong enough, they can considerably reduce the time variation of the
quadrupole moment and hence the GW amplitude.
For the sequence CA, in which the initial central rest-mass density ρc,b is kept constant, the dependence
of the maximum GW strain |h|max on the rotation rate is rather straightforward to interpret (see the top panel
of Fig. 3.15 and Table 3.2). Except for models CA3 and CA4, whose expected GW emission is altered by
resonance effects (as discussed in detail in Section 3.5.5), |h|max increases monotonically with increasing
rotation (which we here measure in terms of the ratio T/|W |, as this quantity turns out to remain almost
constant throughout the evolution). Since in this sequence the values of the central rest-mass density at
bounce are all close to 16× 1014 g cm−3, we conclude that centrifugal forces do not significantly retard the
collapse for these models and so there is no significant associated weakening effect for the GW emission.
The effect of rotation is also investigated in the constant rest mass sequence CB, for which we observe
a slight initial increase of |h|max with increasing rotation (see the bottom panel of Fig. 3.15) that is then
reversed for very rapid rotation (model CB5, whose GW emission is again enhanced by mode resonance,
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Figure 3.16: Dependence of the mode frequencies fF , f2f and f2·F on the initial rotation strength T/|W | for the
collapse model sequences CA (top panel) and CB (bottom panel). Each model is marked by a filled circle.
is an exceptional case). We attribute this behaviour to the fact that in this sequence the central rest-mass
density, both in the initial model and at bounce, drops significantly as rotation grows along the sequence,
resulting in a much less violent collapse. This property can be seen in the central over-density at bounce,
which amounts to ρc,b/ρc,i− 1 = 39% for model CB5, but reaches only 13% for model CB1. The interplay
of growing rotation and decreasing collapse strength then explains the behaviour of the GW peak amplitude
seen for sequence CB.
The influence of rotation on the frequencies of the F -mode and the 2f -mode can be compared directly
with the results of [120], who obtained relations between the frequencies of these two modes and the strength
of rotation for pulsating equilibrium models of NSs with a γ = 2 polytropic EoS, both for sequences
with constant central rest-mass density and with constant rest mass. In agreement with that work, for our
dynamical collapse models, fF decreases noticeably with more rapid rotation for sequence CA and CB,
as shown in Fig. 3.16 (see also Table 3.2). Also, for f2f our models reproduce the initial increase and
subsequent decrease with growing rotation for the constant initial central rest-mass density sequence CA
(sequence BU in [120]) as well as the monotonic decrease with increasing rotation for the constant rest
mass sequence CB (their sequence AU). Our results therefore demonstrate that studies of linear pulsations
of equilibrium models can be used also in the more general context of stellar gravitational collapse to predict
the dependence of the fundamental mode frequencies on rotation. In our models, the creation of differential
rotation by non-homologous contraction during the collapse phase is rather small. However, even if the
deviation from uniform rotation were stronger, the study of [120] suggests that the influence on the mode
frequencies would still be weak.
In Fig. 3.16 we also show the behaviour of the nonlinear self-coupling of the F -mode at twice the
original frequency (the 2 ·F -mode) which is strongly excited in all of our models (see also Fig. 3.14)
including the Newtonian ones. Such nonlinear couplings of linear quasi-normal modes were also observed
in the study of initially linearly perturbed equilibrium models by [120], although at much lower excitation
levels. In contrast to the initial low-level perturbations used in their models, in our case the strong collapse
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and rebound at bounce manages to channel a large amount of energy into this particular mode. A detailed
discussion of the impact of exciting the 2 ·F -mode for GW emission is presented in Section 3.5.5.
Rest mass. For their Newtonian models, LCCS reported that along a sequence with constant rotation period
p, the maximum GW strain |h|max first increases with M0 and then decreases again. In contrast, we find
that for our corresponding sequence CC, |h|max increases monotonically with M0 (see Table 3.2)8. This
different behaviour is probably due to a fundamental difference between our GR models and their Newtonian
counterparts. Besides the obvious differences in the structure of the HQS and hence in the mode frequencies,
one should bear in mind that the rest mass of the GR models has an upper limit corresponding to the point
of transition to the unstable branch of equilibrium solutions. This is particularly evident for sequence CC,
where model CC4 does not reach a stable configuration after the collapse but instead produces a black hole
as deduced from the appearance of an apparent horizon. As a result, the eventual decrease of |h|max with
increasing M0 in the Newtonian case may not occur in GR simply because it might require rest masses
above the upper limit.
Composition of the mixed phase. The impact on the collapse dynamics of varying the parameter δ (and
hence varying the pressure reduction due to the presence of the quarks in the mixed phase) is quite obvious.
Both for the collapse models CD1 to CD5, which are based on the initial model B2, and for the models
CD6 to CD9, which use the initial model B5, the rest-mass density at bounce ρc,b and the amplitude of the
post-bounce oscillations grow when the pressure reduction is enlarged by increasing the exponent δ (see
Table 3.2). Since within each of the two subsequences the initial rotation rate is constant, the growth of ρc,b,
and hence of the compactness, with a greater pressure reduction is directly reflected in stronger GW emission
and higher values for |h|max. Also in this case, an exception arises with model CD7 which is identical to the
already mentioned model CB5. Interestingly, when δ = 4, the pressure reduction in the mixed phase is so
great that the corresponding model CD9 collapses directly to a black hole without experiencing a bounce.
Finally, we note that the F -mode frequencies in the sequence of models CD1 to CD5 first decrease with
increasing δ and then increase again. This may be the result of a near cancellation of opposite effects: while
a larger pressure reduction produces a higher overall density of the post-collapse HQS (potentially resulting
in higher values of fF ), it also leads to more rapid rotation due the comparatively greater compactness
(which should lower fF ). We also note that the large amplitude quasi-radial oscillations in the last model(s)
of each subsequence of sequence CD are so strongly damped shortly after the collapse, that making a precise
determination of the frequency fF is difficult.
3.5.3 Damping of the stellar pulsations
Both from the values for the damping time τF of the fundamental quasi-radial F -mode in the GW signal
given in Table 3.2 and from Fig. 3.17, where we plot the time evolution of ρc for the most and least rapidly
rotating collapse models of sequence CA, it is evident that there can be significant damping of the post-
bounce pulsations in the HQS, for some values of the model parameters. In Table 3.4 we also report the
values for the damping time τF,ρc extracted from the time evolution of the central rest-mass density ρc:
these values range from 8 to 200 ms for the models considered here. With the exception of those models
for which the GW emission is dominated by mode resonance, the two estimated timescales τF and τF,ρc are
very similar.
In Section 3.4, we have argued that the kinetic energy stored in the quasi-radial post-bounce pulsations is
not responsible for generating differential rotation, and therefore the observed damping cannot be attributed
to this mechanism as previously suggested. Since, also, the numerical dissipation of our code is much
too small to be the main cause for the strong damping observed in some models (and anyway affects all
8We have found the same qualitative behaviour also for another sequence with constant period p = 1.4 ms and varying rest
mass, for which we do not present the data here.
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Figure 3.17: Time evolution of the central rest-mass density ρc for models CA1 and CA8, the most and the least
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Figure 3.18: Location of all GR collapse models in the (p/pK)–(ρc,b/ρc,i − 1) plane. The damping time τF,ρc of
the F -mode, as calculated from the time evolution of the central rest-mass density, is encoded in the grey scale, with
dark/light grey corresponding to strong/weak damping. Only models with very rapid rotation (close to the Kepler
limit) and violent post-bounce oscillations due to a very dynamical collapse (upper left corner of the plot) have short
damping times.
models in the same way) it is necessary to offer an alternative physical explanation for why the pulsations
are strongly damped for some models, with τF,ρc being a few ms (and thus comparable with the dynamical
timescale), while for other models the damping is much slower, with τF,ρc ∼ 100 ms (and thus orders
of magnitude longer than both the dynamical timescale and the pulsation period of the star; in this case,
the damping seems to be limited essentially to that caused by numerical viscosity). Since the gravitational
radiation back-reaction on the system is also negligible (and is not taken into account by our conformally flat
approximation of the metric equations anyway), the strong damping seen can only be due to hydrodynamic
effects.
A careful analysis of our model parameters reveals that damping is significant only for those models that
both rotate very rapidly and experience strong pulsations. This can be seen in Fig. 3.18, where the value
of τF,ρc for each model is given by the grey scale. Only models located in the upper left part of the plane
spanned by the rotation period ratio p/pK and the over-density at bounce ρc,b/ρc,i − 1, have the very short
damping times.
3.5. GENERAL RELATIVISTIC COLLAPSE MODELS 67
Table 3.4: Relevant quantities for mass-shedding-induced damping: p is the rotation period of the NS, pK is the
rotation period of a free particle on a circular orbit at the equator (Kepler limit), p/pK is the ratio of these two periods,
ρc,b/ρc,i − 1 is the central over-density at bounce compared to the initial value, and τF,ρc and τF are the F -mode
damping times extracted from the time evolution of ρc and from the GW signal, respectively. Note that we omit here
those models that collapse to a black hole. For completeness, we also include the Newtonian collapse models CN1,
CN2 and CN3.
Model p pK p/pK ρc,b/ρc,i − 1 τF,ρc τF
[ms] [ms] [%] [ms] [ms]
CA1 1.00 0.89 1.12 41 32 40
CA2 1.20 0.75 1.60 43 36 49
CA3 1.40 0.72 1.94 41 93 —
CA4 1.60 0.70 2.29 42 155 319
CA5 1.80 0.69 2.61 42 160 418
CA6 2.00 0.68 2.94 42 150 270
CA7 2.99 0.67 4.46 43 152 711
CA8 5.98 0.66 9.06 43 132 —
CB1 1.30 0.89 1.46 13 113 99
CB2 1.40 0.80 1.75 23 128 133
CB3 1.60 0.73 2.19 35 156 196
CB4 1.80 0.69 2.61 42 160 418
CB5 2.00 0.67 2.99 52 103 687
CC1 1.80 0.79 2.28 18 136 143
CC2 1.80 0.74 2.43 29 62 71
CC3 1.80 0.69 2.61 42 160 418
CD1 1.40 0.80 1.75 10 200 150
CD2 1.40 0.80 1.75 23 128 133
CD3 1.40 0.80 1.75 36 49 54
CD4 1.40 0.80 1.75 49 19 19
CD5 1.40 0.80 1.75 62 8 8
CD6 1.40 0.80 1.75 22 191 248
CD7 2.00 0.67 2.99 52 103 687
CD8 2.00 0.67 2.99 110 53 —
CN1 1.20 0.86 1.40 11 91 73
CN2 1.20 0.86 1.40 32 16 9
CN3 1.20 0.86 1.40 52 1 1
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For models rotating close to the mass-shedding limit (the Kepler limit), the effective gravity near to the
equator is significantly weakened, vanishing at the mass-shedding point. As one goes to models having
larger amplitude quasi-radial post-bounce pulsations, an increasing amount of matter is ejected from low
latitudes on the stellar surface during each oscillation. This matter goes into the initially artificial very-
low-density atmosphere and creates an expanding envelope of weakly-bound (or even unbound) material
around the HQS. This mass shedding causes strong damping of the pulsations, as pulsational kinetic energy
is converted into gravitational potential energy of the ejected matter. Since polar perturbations (mainly radial
ones) are coupled to axial perturbations in rotating stars, the damping rapidly affects all modes.
This mass-shedding-induced damping of oscillations in rapidly rotating NSs near to the Kepler limit
was first observed and discussed by [392] for weakly pulsating equilibrium polytropic NS models in uni-
form rotation, treated within the Cowling approximation (neglecting the dynamics of the spacetime). In
a subsequent study, [120] found that if the Cowling approximation is abandoned and the spacetime is dy-
namically evolved, the effect of mass-shedding is drastically reduced, giving a consequent decrease in the
damping of the pulsations. However, both of these studies treated small-amplitude pulsations of equilibrium
models (working within the linear regime), whereas in our collapse models the pulsations can have very
large amplitudes.
Considering the example of model CD8: this has a large initial pulsation amplitude, with relative vari-
ations in ρc of around 55% (which is about half of the over-density at bounce) but it is rotating too slowly
to be close to the Kepler limit (with p/pK ≃ 3) and does not show strong damping. The five models with
the shortest damping timescales, however, (τF,ρc < tf = 50 ms) all have both quite large initial pulsation
amplitudes > 18% and are also rapidly rotating, with rotation-period ratios p/pK < 1.75. This is consistent
with equatorial mass-shedding being the predominant mechanism for the strong damping of the post-bounce
pulsations seen for models that both rotate close to the Kepler limit and pulsate with large amplitude. For
models that are not affected by equatorial mass shedding, other damping mechanisms predominate (such as
the conversion of kinetic energy into internal energy by shocks, nonlinear coupling of modes, numerical or
physical dissipation) but all of these operate on timescales much longer than the dynamical timescale9.
3.5.4 The role of convection
As discussed above, the damping of post-bounce pulsations and the development of differential rotation
seen by LCCS seems to have been mainly a manifestation of the convective motion artificially produced in
their simulations by the way in which they induced the collapse. Real physical convection might well be
induced by energy input coming from the phase transition but this has no connection with the artificially-
induced convection. Calculating the real convection is beyond the scope of the present simplified treatments
and remains a topic for future work. While we have eliminated from our calculations the main source of
artificial convection present in the LCCS simulations, some artificially-induced convection still remains.
There are at least two different origins for this which apply for two different classes of initial models.
The first origin is related to the CFC approximation itself: when the data from the initial-model solver
are mapped to the evolution code and the initial-value problem is subsequently re-solved to satisfy the con-
straints (2.30)-(2.33), small errors due to the CFC approximation create spurious departures from constant
entropy. This side effect of the CFC approximation is clearly larger for rapidly rotating and very compact
models such as CA1, and becomes very small for slowly rotating models, vanishing in the non-rotating
limit. Fig. 3.19 shows the initial radial profile of the specific-entropy measure K˜ [cf. Eq. (3.9)] for model
CA1, together with those for the Newtonian models CN1 and CN3 discussed previously. It can be seen
9As far as viscosity is concerned, in the quark phase the shear viscous damping timescale is comparable to that of normal
nuclear matter, which is of the order of 108 s for a typical NS, while the bulk viscous damping timescale is of the order of seconds,
assuming a rotation period p = 1 ms and an s-quark mass ms = 100 MeV [248].
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Figure 3.19: Radial profile of the specific-entropy measure K˜ (top panel) and its radial derivative (bottom panel)
in the equatorial plane at the initial time for the GR model CA1 (solid line), and the corresponding profiles for the
Newtonian models CN1 (dashed line) and CN3 (dash-dotted line). The specific-entropy measure and the radius are
scaled to give K˜c = 1 and re = 1.
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Figure 3.20: Time evolution of the differential rotation measure Ad for the GR collapse model CA1 (left panel) and
the Newtonian collapse models CN1 (centre panel) and CN3 (right panel).
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that the CFC approximation produces a negative specific-entropy gradient for model CA1 at the start of the
evolution. While this gradient is very small in the bulk of the star (for r/re . 0.8), near to the surface it
becomes comparable to (or even greater than) that for model CN1, for which γ was initially decreased from
2 to 1.95. However, it is still much smaller than that occurring when reducing γ to 1.75 as in model CN3.
The CFC-induced violation of the Solberg–Høiland criteria drives this model (and other rapidly rotating
ones) to develop significant convection, which we measure in terms of the general relativistic equivalent of
the averaged shear [cf. Eq. (3.8)],
Ad =
∫ √
γ ρhW 2
∣∣∣∣dvφdr − vφr
∣∣∣∣ dV, (3.11)
where vφ =
√
v3v3 is the rotation velocity of the fluid10. Fig. 3.20 shows the time evolution of Ad for
model CA1 (whose convection is, in fact, among the strongest for the GR models; left-hand panel), as well
as for the Newtonian models CN1 (centre panel) and CN3 (whose convection is among the strongest for the
Newtonian models; right-hand panel). It can be seen that both the development of the convection with time
for model CA1 and its maximum saturation level are comparable with those for the Newtonian model CN3,
while the convection in model CN1 is stronger and occurs on a much shorter timescale, which is natural
since the initial non-isentropy is larger in that case.
The second origin of spurious convection appears in slowly rotating models; this is not due to the CFC
approximation since the errors coming from that are essentially negligible in these cases. Instead, convection
is produced here by the small violation of isentropy caused by interaction of the matter just inside the surface
of the HQS with the surrounding artificial atmosphere. This perturbation slowly propagates inwards and
finally affects the entire star at late times. Since in uniformly rotating configurations, centrifugal forces tend
to have a stabilising effect within the Solberg–Høiland criteria, it is easy to understand why this process
occurs only for the slowly rotating models. An example of this mechanism in action is given by model
CA8, which is the slowest rotator in our set of GR models: here Ad reaches a maximum that is close to the
saturation level of models CA1 and CN1 but is still much smaller than the value for the strongly convective
model CN3.
In models that are neither very rapidly nor very slowly rotating (e.g. model CC1), convection is almost
absent and Ad remains at very low values, which can be explained as resulting from small deviations away
from homology during the initial contraction and the subsequent post-bounce oscillations. We repeat, how-
ever, that consistent treatment of other possible real sources of convection remains a major topic for future
work.
3.5.5 Enhanced emission of gravitational waves via mode resonance
In Section 3.5.2 we have discussed the influence of the initial rotation speed on the frequencies of the post-
bounce oscillations and also commented that for models with the same rest mass, those with higher rotation
generally have higher GW strain due to their increased quadrupole moments. This is indeed what is seen,
for instance, in the sequence CB as reported in Table 3.2. This general behaviour, however, has a notable
exception in the case of the comparatively slowly rotating model CB5, which has by far the largest GW
strain for any of those in the sequence CB, with the energy emitted in GWs in the first 50 ms being at least
an order of magnitude larger than for any of the other models in this sequence.
In the top panels of Fig. 3.21 we plot the time evolution of the central rest-mass density ρc for models
CB3, CB4 and CB5. It can be seen that the collapse dynamics of model CB5 are not qualitatively different
from those of the more rapidly rotating members of the same sequence. As rotation decreases from CB3 to
10As already noted for the Newtonian models, the Newtonian equivalent of Ad has a qualitatively very similar behaviour to that
of Td but only the first of these has a clearly-defined physical meaning.
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Figure 3.21: Time evolution of the central rest-mass density ρc (top panels) and the GW strain h at a distance of
10 Mpc (bottom panels) for the GR collapse models CB3 (left panels), CB4 (centre panels) and CB5 (right panels).
The enhanced GW emission for model CN5 due to mode resonance is clearly visible.
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Figure 3.22: Logarithmic power spectrum (in arbitrary units) of the central rest-mass density ρc (top panels) and
the GW strain h (bottom panels) for the same models as in Fig. 3.21. The resonance between the 2f -mode and the
2 ·F -mode sets in as their frequencies (marked by dotted lines) approach each other.
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CB5, the strength of the contraction increases, leading to higher central over densities ρc,b at the bounce and
stronger post-bounce oscillations. This, however, cannot account satisfactorily for the very large maximum
GW strain amplitude |h|max of model CB5, nor for the growth of h during the first 20 ms after the bounce
in this case (see bottom panels of Fig. 3.21).
Rather, the time evolution of h in model CB5 (the delayed growth, the saturation and the subsequent
decay) suggests the presence of a resonance effect among several modes, at least one of which should be
an efficient emitter of GWs. One of the obstacles to having strong GW emission is that the modes which
are most strongly excited during the bounce are (quasi-)radial modes which are not efficient GW emitters;
indeed they would not emit at all if rotation were not present to introduce non-radial contributions. However,
it was suggested many years ago (see, e.g., [132]) that the pulsational energy from a quasi-radial mode,
which contains a significant amount of kinetic energy but radiates GWs only weakly, could be transferred
to a much more strongly radiating quadrupolar mode by means of resonance effects and even parametric
instabilities. Dimmelmeier et al. [120] and Passamonti et al. [322, 323] have discussed this possibility in the
context of nonlinear coupling of quasi-normal modes for nearly-equilibrium models of NSs.
In order to investigate whether this mechanism might be responsible for the enhanced GW emission
observed for model CB5, we performed a mode analysis for models CB3, CB4 and CB5. The power
spectrum of the time evolution of the central rest-mass density ρc, shown in the top panels of Fig. 3.22,
indicates that there is a lot of energy in the 2 ·F -mode which has a peak about an order of magnitude higher
than the corresponding one for the 2f -mode, located at slightly lower frequencies. As rotation decreases
from model CB3 to model CB5, the frequencies of these two modes get closer until the two peaks almost
merge for model CB5, with the relative difference between the two frequencies decreasing to about 4%
(see the bottom panel of Fig. 3.16 and also Table 3.5)11. Under these conditions of resonance, the 2 ·F -
mode is able to transfer a considerable amount of energy into the 2f -mode, as can be clearly seen in the
power spectrum of the waveform amplitude shown in the lower panels of Fig. 3.22. If the spectra for model
CB5 from Fig. 3.16 are produced for several time windows, this energy transfer between the two modes
becomes visible. While the peaks of both ρc and h corresponding to the 2f -mode first gradually grow in the
early phases of the evolution (showing the initial amplification at the expense of the 2 ·F -mode) and start
decreasing only at later times, the peaks of the 2 ·F -mode always descrease.
The strong dependence of the maximum GW strain |h|max on the rotation rate, as seen in Table 3.5 as
well as in the bottom panel of Fig. 3.15, indicates that the resonant behaviour becomes important only when
the frequencies of the 2f -mode and the 2·F -mode are very close to each other. This small difference between
the two frequencies is also responsible for the clear beating pattern seen in the waveform for model CB5
(see the bottom right panel in Fig. 3.21). Fig. 3.15 also shows that while the pulsation energy contained in
the F -mode (represented by the spectrum of ρc in the top panel) is always larger than the corresponding one
in the 2 ·F -mode, when more resonance between the 2 ·F -mode and the 2f -mode is at work, the 2 ·F -mode
becomes a very efficient emitter of GWs as well (see the spectrum of h in the lower panel), surpassing the
F -mode here. This is most likely a consequence of the altering of the 2 ·F -mode’s previously quasi-radial
eigenfunction by the interaction with the quadrupolar 2f -mode (see, e.g., [120]).
Applying this analysis to the complete set of investigated models, we find that the same resonance
between the 2f -mode and the 2 ·F -mode is also at work in models CA3 and CA4 (this is clearly visible
in the top panel of Fig. 3.15) as well as in model CD8. Also in these cases, the waveforms show an initial
growth in amplitude over several cycles and then a strong beating at later times. In the case of model CD8,
the growth in h due to the mode resonance becomes prominent long after the bounce, at t & 20 ms, not
reaching its maximum |h|max until t ≃ 48 ms, when the quasi-radial oscillations have already been damped
to around 38% of their initial amplitude. In contrast, for models whose GW emission is not influenced by
11We have also performed simulations for models with other parameter values in the close vicinity of those for model CB5 and
found that CB5 actually exhibits almost the maximum possible resonance between the 2 ·F -mode and the 2f -mode.
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Table 3.5: The frequencies f2f and f2·F of the fundamental quadrupolar 2f -mode and the self-coupling of the F -mode,
for the collapse models of sequence CB. ∆frel = f2·F /f2f − 1 is the relative difference between the frequencies of
these two modes.
Model f2f f2·F ∆frel |h|max Egw
[kHz] [kHz] [%] [ 10−23
at 10 Mpc
] [10−4M⊙c2]
CB1 1.78 2.10 18 0.38 0.01
CB2 1.90 2.13 12 0.57 0.05
CB3 2.02 2.18 8 0.10 0.09
CB4 2.06 2.19 6 0.10 0.11
CB5 2.10 2.18 4 1.72 1.16
this resonance, |h|max is reached at the time of bounce or very close to it. In addition, here the spectral
power of both the 2 ·F -mode and the 2f -mode decreases at all times if successive spectra are obtained with
the technique of shifted time windows.
3.5.6 Detectability prospects for the gravitational wave emission
Although the maximum GW strain |h|max in the waveforms of our GR models is about an order of mag-
nitude smaller than that computed by LCCS for Newtonian models, the long quasi-periodic GW emission
that is possible for phase-transition-induced collapse may still make this scenario a plausible source for GW
detectors. Assuming that the strong post-bounce oscillations are not damped by any other physical mech-
anisms apart from dissipation of kinetic energy by shocks, the damping times that we obtain suggest that
the effective total emission time for GWs can be much longer than the time for which we have followed the
evolution of our models (tf = 50 ms), extending to hundreds of oscillations.
The main GW emission modes are the F -mode and the 2f -mode, which have comparable energies in the
power spectra, except where the resonance between the 2f -mode and the 2 ·F -mode is important, when the
combined 2f -mode/2·F -mode dominates the GW spectrum. Model CA5, for which we show in Fig. 3.23 the
power spectrum of the time evolution of ρc (top panel) and of the GW signal (bottom panel), is an example
where the frequencies of 2f -mode and 2 · F -mode are already close and the two modes start to merge.
Exploiting the fact that, for most models, the waveform can be very well approximated as a combination
of two essentially monochromatic damped sinusoids, it is straightforward to construct a phenomenological
waveform expressed in terms of six parameters: the mode frequencies fF and f2f , the damping times τF
and τ 2f , and the initial phases and relative amplitude of the two modes (all of which can be found from
Table 3.2). This can then be applied as a template in matched filtering data-analysis algorithms so as to
search for the waveforms in the data stream more effectively.
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Table 3.6: Detection prospects for the GWs: fc is the characteristic frequency, hc is the integrated characteristic GW signal strain and SNR is the signal-to-noise
ratio, each given for the current LIGO and VIRGO detectors, and for the future advanced LIGO detector. The values given for all of the quantities assume a total
emission time of tf = 50 ms and are dependent on the rms strain noise hrms of the detector. Note that models CB6, CC4 and CD9 collapse to form a black hole
as a result of the phase transition and so are omitted here.
Model fc,LIGO fc,VIRGO fc,adv.LIGO hc,LIGO hc,VIRGO hc,adv.LIGO SNRLIGO SNRVIRGO SNRadv.LIGO
[kHz] [kHz] [kHz] [ 10−20
at 10 kpc
] [
10−20
at 10 kpc
] [
10−20
at 10 kpc
] [at 10 kpc] [at 10 kpc] [at 10 kpc]
CA1 0.954 0.978 1.029 2.55 2.59 2.68 7.5 12.0 179
CA2 1.755 1.798 1.864 5.65 5.75 5.92 6.8 11.8 201
CA3 1.845 1.876 1.923 8.52 8.63 8.80 9.4 16.6 287
CA4 1.619 1.660 1.735 3.56 3.62 3.75 4.8 8.3 139
CA5 1.349 1.382 1.450 1.78 1.81 1.87 3.1 5.3 86
CA6 1.415 1.452 1.527 1.55 1.58 1.63 2.5 4.4 71
CA7 1.449 1.485 1.572 0.72 0.73 0.76 1.1 2.0 32
CA8 1.609 1.672 1.788 0.29 0.30 0.31 0.4 0.7 11
CB1 1.349 1.374 1.417 1.31 1.33 1.36 2.3 4.0 64
CB2 1.304 1.335 1.388 2.12 2.16 2.22 3.9 6.7 108
CB3 1.322 1.353 1.411 2.09 2.12 2.18 3.8 6.4 104
CB4 1.349 1.382 1.450 1.78 1.81 1.87 3.1 5.3 86
CB5 2.073 2.078 2.086 13.18 13.27 13.24 12.3 21.9 389
CC1 1.370 1.394 1.435 1.06 1.08 1.10 1.8 3.1 51
CC2 1.370 1.394 1.442 1.48 1.50 1.54 2.6 4.4 71
CC3 1.349 1.382 1.450 1.78 1.81 1.87 3.1 5.3 86
CD1 1.346 1.370 1.407 1.23 1.25 1.27 2.2 3.7 61
CD2 1.304 1.335 1.388 2.12 2.16 2.22 3.9 6.7 108
CD3 1.313 1.345 1.406 2.79 2.84 2.93 5.1 8.7 140
CD4 1.555 1.585 1.636 4.54 4.60 4.71 6.5 11.2 188
CD5 1.661 1.682 1.718 5.09 5.14 5.23 6.6 11.6 197
CD6 1.350 1.383 1.449 0.82 8.36 0.86 1.5 2.5 40
CD7 2.073 2.078 2.086 13.18 13.21 13.24 12.3 22.0 389
CD8 1.722 1.780 1.862 3.88 3.99 4.13 4.8 8.3 141
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Figure 3.24: Location of the GW signals from all of our GR models in the hc–fc plane shown relative to the sensitivity
curves (giving the rms strain noise hrms) for the current LIGO detector (left panel) and VIRGO detector (centre panel)
and for the advanced LIGO detector (right panel). The sources are taken to be at a distance of 10 kpc. Note that some
of the models belong to more than one sequence. Models for which mode resonance boosts the GW emission are
additionally marked with circles.
In Table 3.6 we summarize the values of fc, hc (given by equations 2.156 and 2.157, respectively) and
the SNR for all of the models (except those which collapse to a black hole) for the currently operating LIGO
and VIRGO detectors and for the future advanced LIGO detector. For all of the detectors we consider a
source inside our own Galaxy at a reference distance of 10 kpc. The proportion of NSs that undergo phase-
transition-induced collapse at some stage in their lifetimes is not well-known. The phenomenon could occur
at, or soon after, the formation stage (giving an event rate roughly proportional to that for core collapse
supernovae) or it could come at a later stage when an old NS is spun up and has its mass increased by
accretion from a binary partner in an LMXB (an interesting case but with an event rate which is thought to
be very much lower, probably ∼ 10−5 yr−1 for the Milky Way; see [328]). Another point is that a phase-
transition-induced collapse occurring for a NS which is not rapidly rotating would not be so interesting
for our purposes. Even under the most extremely optimistic assumption that the phase-transition-induced
collapse rate equals that for core-collapse supernovae, that would only give a rate of up to 1 per 20 yr for our
Galaxy, which is prohibitively low. On the other hand, if such an event did occur in our Galaxy, for current
interferometric detectors of the LIGO class and assuming an emission time tf = 50 ms, all of our models
except one have a SNR above 1. For the strongest emitting model CB5, where mode resonance significantly
enhances the GW emission, the SNR even exceeds 10. With the advanced LIGO detector, the SNR lies
comfortably above 10 for all models and reaches almost 400 in model CB5.
For substantially increasing the event rate, it would be necessary for the detector to be sensitive to signals
coming from distances out to the Virgo cluster, at ∼ 20 Mpc, (for which the supernova rate would rise to
more than 1 per year). However, at this distance the SNR for our models drops to well below 1 even for
advanced LIGO. Therefore, as for GW signals from supernova core collapse (see the discussion in [122]),
the second generation detectors will improve the SNR of a local event, but will not increase the event rate
much on account of the inhomogeneous galaxy distribution in the local region of the Universe. Only third
generation detectors will have the required sensitivity in the kHz range to achieve a robust SNR at the
distance of the Virgo cluster.
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Note that for most of the models the integrated characteristic frequency fc given in Table 3.6 is not
very close to either of the two main GW emission frequencies fF and f2f . This is because fc reflects the
frequency dependence of the sensitivity of the detector, because nonlinear mode couplings and higher order
linear modes also contribute to the GW signal (although with lower relative amplitudes; see Fig. 3.23) and,
most importantly, because for many models the GW power spectrum of the signal exhibits nearly equally
strong peaks in the F -mode and the 2f -mode.
The detector dependence of fc and hc is also illustrated in Fig. 3.24, where the locations of the GW
signals for all of the models are plotted relative to the rms strain noise hrms of the current LIGO and VIRGO
detectors (left and centre panels, respectively) and the future advanced LIGO detector (right panel), all for
a distance to the source of 10 kpc. As a general feature, we note that the upper parts of these sensitivity
diagrams are occupied by those models whose GW signal strength is enhanced by mode resonance. When
mode resonance is not important, the largest characteristic amplitudes occur for those models which are
most rapidly rotating, unless strong post-bounce damping is in action as in model CA1.
Both in Table 3.6 and in Fig. 3.24 the GW characteristics have been evaluated for a total emission time
of tf = 50 ms. In Appendix B we describe how to obtain the characteristic GW strain hc for an arbitrary
emission time using simple scaling laws.
3.6 Conclusion
In this work, we have described numerical simulations of the phase-transition-induced collapse of rotating
neutron stars to become hybrid quark stars. The simulations were made using a code which solves the
general relativistic hydrodynamic equations in axisymmetry and within the conformally flat approximation.
The initial stellar models were taken as being rapidly rotating γ = 2 polytropes, while during the evolution
we used an equation of state composed of three parts, depending on density: a normal hadronic-matter phase,
a mixed phase of normal matter together with deconfined quark matter, and a pure quark-matter phase. The
hadronic component of the equation of state was described with an ideal-gas type of equation of state, while
for the deconfined quark matter phase we used the MIT bag model.
To validate our code, we first repeated several of the Newtonian simulations performed previously by
[233]. We found that the differential rotation which develops in these models during the post-bounce phase
is almost entirely due to strong transient convection which arises because the way in which they treated
the onset of the phase transition leads to an artificial negative specific-entropy gradient. We argue that
their conclusion about there being a causal link between the large amplitude post-bounce pulsations and
the creation of differential rotation was a misinterpretation of the results. We also suggest that a significant
part of the damping of the pulsations which they observed was a consequence of the numerical dissipation
present in their calculations, rather than being related to differential rotation, although a part of this damping
was related to the other physical processes which we have discussed here and which were present in both
calculations.
Having clarified the dynamics of the collapse in the Newtonian framework, we then investigated the
corresponding situation within general relativity, using a modified prescription for triggering the phase tran-
sition and initiating the collapse. Here we change the equation of state only in the regions where the phase
transition has taken place and leave it unchanged elsewhere. We recognize that our procedure for describing
the phase transition remains extremely idealized but we believe that it represents a step forward.
Despite this difference in the way in which the phase transition is triggered, we have not found any
major qualitative differences in the waveforms produced when comparing the relativistic simulations with
the earlier Newtonian ones. Also in the general relativistic simulations, the waveforms produced are mainly
composed of the fundamental l = 0 quasi-radial F -mode and the fundamental l = 2 quadrupolar 2f -mode.
However, in contrast to the Newtonian models, the F -mode is at a lower frequency than the 2f -mode as a
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consequence of the different density profiles. In addition to these modes, a nonlinear self-coupling of the
F -mode at twice the original frequency, the 2 · F -mode, is strongly excited due to the violent nature of
the collapse. Although qualitatively similar to their Newtonian counterparts, the relativistic models exhibit
quantitative differences in their dynamics. In order to investigate these, we have considered a set of 23
different models organized in several sequences. In each of these sequences, only one of the characteristic
parameters of the models was allowed to vary.
The main trends observed were as follows. For the sequence with constant initial central rest-mass
density, the maximum gravitational wave strain |h|max increases monotonically with the rotation rate (except
for some models where the waveform is strongly altered by mode resonances). For the constant rest mass
sequence, on the other hand, we observe first an increase of |h|max with the rotation rate and then a decrease
for very rapid rotation. For the sequence with constant rotation period but varying rest mass, we see |h|max
increasing monotonically with the rest mass, which is a different behaviour from that seen for the Newtonian
models, where |h|max first increases and then decreases again as the rest mass is increased. The reason for
this difference may simply be that having a decreasing part of the curve would require progenitor neutron
stars with rest masses beyond the upper limit for general-relativistic models. Finally, changing the equation
of state in the mixed phase has straightforward consequences: the central rest-mass density at bounce, the
amplitude of the post-bounce oscillations, and the maximum gravitational wave strain all increase as the
overall pressure in the mixed phase is reduced.
Other points to arise include the following. Firstly, the influence of rotation on the frequencies of the
F and 2f -modes agrees well with what was found by [120] for pulsations of equilibrium neutron stars,
suggesting that studies of linear pulsations of equilibrium models can (at least in some cases) correctly
predict the properties of the eigenfrequencies also when the pulsations are excited in a dynamical situation.
Secondly, in some models the emission of gravitational radiation is considerably enhanced by the nonlinear
resonance between the 2·F -mode and the 2f -mode. When the frequencies of these two modes are sufficiently
close, the weakly radiating quasi-radial 2 · F -mode transfers some of its kinetic energy to the strongly
radiating quadrupolar 2f -mode, leading to a considerable increase in |h|max. Thirdly, we have proposed a
simple explanation for the strong damping of the post-bounce pulsations seen for a sub-set of our models.
Our analysis reveals that that these models are all both rotating close to the Kepler limit and also undergoing
large-amplitude post-bounce pulsations, resulting in significant mass shedding from the stellar surface close
to the equator. As already discussed by [392], this ejection of loosely bound matter is very efficient in the
damping quasi-radial pulsations.
In order to assess the prospects for the detection of phase-transition-induced collapse events by grav-
itational wave interferometers, special attention has been paid to making an accurate calculation of the
gravitational wave emission resulting from this scenario. We find that the dimensionless gravitational wave
strain h from a source at a distance of 10 Mpc ranges between 0.1 to 2.4× 10−23 for all of the models con-
sidered and that the total energy emitted in gravitational waves during first 50 ms of evolution is between
10−6 and 10−4M⊙c2, corresponding to 2×1048 and 2×1050 erg, respectively. These numbers are consider-
ably smaller than those presented by [233] for their Newtonian calculations and so are disappointing for the
prospects of detecting these sources. The damping times for the post-bounce oscillations, as computed from
the gravitational radiation waveform, range from 8 to 687 ms for the F -mode, and from 18 to 130 ms for
the 2f -mode. For all of the models considered, we have also calculated the characteristic frequency fc, the
characteristic strain hc, and the signal-to-noise ratio for current and future detectors. For current detectors
such as LIGO or VIRGO, all of the models (except one) have a signal-to-noise ratio above 1 for a source
at 10 kpc. For the advanced LIGO detector, the signal-to-noise ratio rises to well above 10 for a source at
10 kpc for all of the models and reaches almost 400 when mode resonance is active. However, for detecting
sources within the Virgo cluster at a distance of 20 Mpc, which is probably necessary in order to reach a
realistic event rate, third generation detectors would be needed.
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In conclusion, we note that while our study represents an improvement over previous ones, it still lacks
a number of very important aspects which would be necessary for a properly realistic modelling of these
objects. Firstly, there is the treatment of the phase transformation itself which remains extremely crude,
containing no detailed picture of the transformation of the material, the local heat input or the emission
of neutrinos or photons. A consistent treatment of radiative transfer is likely to be essential for follow-
ing the cooling phase of the newly formed hybrid quark star and could highlight that the radiative losses
would produce differences in the specific-entropy stratification and hence trigger real convection. Also, in
our discussion, we have been considering the phase transition as occurring by means of a detonation; the
conclusions would be drastically altered if it takes place instead via a slow deflagration. A second aspect
concerns the treatment of the standard neutron-star matter: while using a gamma-law equation of state to
model this can be reasonable for some simplified calculations, it gives an extremely poor approximation
to the complex physics actually occurring in real neutron stars. Thirdly, we have not been considering the
influence of magnetic fields, which would probably not significantly affect the dynamics, but could lead to
a dramatic modification of the phase transition process itself [243]. It is clear that future studies will need to
take these aspects into account.
3.7 Appendix A: Finite time for the initial phase-transformation
In the study by LCCS, it was assumed that the timescale of the phase transition is much smaller than the
hydrodynamic timescale for a NS, which is roughly 0.1 ms. They then ignored the finite velocity of the con-
version process and instead induced the phase transition by instantaneously replacing the initial polytropic
EoS by one including the quark matter, which gives a lower pressure.
However, since the timescale for the phase transition even to two-flavour quark matter can be as long as
0.05 ms within our picture (which is comparable to the hydrodynamic timescale), it is far from clear that
treating it as instantaneous will not significantly affect the subsequent dynamics of the forming HQS. To
check on this, we performed simulations for a set of representative collapse models in which we take the
initial phase transformation to occur gradually over a finite timescale with the values of ρnm and ρqm in
Eqs. (3.5, 3.6) depending on the time t according to
ρhm(t) =

 ρc −
t
τconv
(ρc − ρhm) for t < τconv,
ρhm for t ≥ τconv,
ρqm(t) =


ρqm + ρc − ρhm for t < τconv,
− t
τconv
(ρc − ρhm)
ρqm for t ≥ τconv,
(3.12)
where τconv is the timescale of the initial phase transformation and ρc is the central rest-mass density. This
means that ρhm(t) starts initially at ρc and then evolves linearly with time to reach its final value ρhm at
t = τconv, while ρqm(t) has a similar behaviour shifted by ρqm − ρhm. For this test we set the timescale
equal to the approximate upper limit for a detonation type phase transition, τconv = 0.05 ms, and compared
the results obtained with those for the regular models (corresponding to τconv = 0 ms).
We expected that having the initial phase transformation occuring gradually in this way would produce
a time lag of the same order as τconv in the initial contraction and give a less violent bounce occuring at
a lower density with post-bounce pulsations of smaller amplitude than before. All of this was indeed the
case for the models which we investigated, as can be seen in Fig. 3.25, where we show the time evolution
of the central rest-mass density ρc for the representative model CA5 with τconv = 0 and 0.05 ms. The
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Figure 3.25: Time evolution of the central rest-mass density ρc for the GR collapse model CA5 with τconv = 0 ms
(solid line) and τconv = 0.05 ms (dashed line).
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Figure 3.26: Time evolution of the GW strain h at a distance of 10 Mpc for the GR collapse model CA5 with
τconv = 0 ms (solid line) and τconv = 0.05 ms (dashed line).
waveform of the emitted GWs remains essentially unaltered except for a small reduction in the first large
amplitude peaks and the expected phase shift (see Fig. 3.26). As the final HQS is less compact in the case
of a noninstantaneous phase transition due to the less dynamic initial contraction, the frequencies of the
predominantly excited quasi-normal modes, the F - and 2f -mode, are modified only slightly, changing from
1.09 to 1.12 kHz and from 2.04 to 2.06 kHz, giving relative changes of 3% and 1%, respectively.
The result that the differences seen when the finite τconv is introduced are so small is a direct consequence
of τconv = 0.05 ms still being about an order of magnitude smaller than the collapse timescale in the case of
an instantaneous initial phase transformation (although it is of the same order as the dynamical timescale).
The collapse timescale can be approximated by the time of bounce, which is 0.40 ms for model CA5 and
takes similar values for all of the other models. Since the choice τconv = 0.05 ms is an upper limit within
our picture, we conclude that the taking τconv = 0 ms for our regular collapse models was reasonable, giving
values for quantities such as ρc,b, |h|max, fF and f2f that are upper, but close, limits for a detonation type
phase-transition-induced collapse of a NS to a HQS.
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Figure 3.27: Power spectrum hˆ (in arbitrary units) of the GW strain h for the GR collapse model CA5 with τconv =
0 ms (solid line) and τconv = 0.05 ms (dashed line).
3.8 Appendix B: Calculation of the damping times of the waveforms
In order to determine the damping times for the GW emission we apply a curve fitting method to the
numerically-obtained waveform: the waveform is fitted by a series of damped sinusoids,
AE220 =
n∑
i=0
Ai e
−t/τi cos(2πfit+ φi). (3.13)
The parameters of this series (the damping times τi, the amplitudesAi and the phases φi) are fixed by finding
the best fitting curve. Depending on the model, we use n = 4 – 5 terms for the fitting procedure.
Note that this method of determining the damping times is more general than that presented in LCCS,
where the series consisted of only two terms, so that only the fundamental l = 0 and l = 2 modes are taken
into account, which leads to some inaccuracies at early post-bounce times when higher frequency modes in
the GW signal are present. Also, they take A1 = A2 and φi = 0, which may not be the case in general. With
our approach we are able fit the original waveform with the correlation coefficient between the numerical
data and Eq. (3.13) exceeding 0.99 for all models, whereas the method used by LCCS gives a correlation
coefficient of less than 0.9 for some models.
Assuming that the GW signal is essentially a linear combination of the F -mode and the 2f -mode, ap-
proximating each of them as a damped sinusoid and using knowledge of the mode frequencies fF and f2f ,
the amplitudes A1 and A2, and the phases φ1 and φ2, one can obtain the value of the characteristic GW
strain hc for an arbitrary emission time using simple scaling laws. For a single damped sinusoid,
h = h0 e
−t/τ sin (2πft− φ) (3.14)
where h0 is the amplitude, τ is the damping timescale, f is the frequency and φ is the phase. If hc is known
for some emission time tf , then its value for a multiple n of the original emission time can be calculated as
hc(n tf) = hc(tf)
√
1− e−2ntf/τ
1− e−2tf/τ , (3.15)
provided that f−1 ≪ τ (which is fulfilled for most of our models) and the power spectral density Sh of the
detector is reasonably constant in the vicinity of f . For an undamped sinusoid with τ =∞, Eq. (3.15) gives
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hc(n tf) =
√
nhc as expected; in other words, hc scales like the square root of the number of cycles in the
GW signal. In the limit of infinite emission time, but with finite τ , the exponential damping of the signal
results in a finite value for the total characteristic GW strain,
hc(t =∞) = hc(tf) 1√
1− e−2tf/τ
, (3.16)
For many of our models, we have F -mode damping times τF which are much longer than tf . On these
timescales, other damping mechanisms such as physical viscosity or GW back-reaction (which are not taken
into account in our study) could become important. We therefore do not give values of the total characteristic
GW strain hc(t =∞) for our models.
Chapter 4
Accretion-induced collapse of white dwarfs
4.1 Introduction
Single stars with main-sequence massesM . 100M⊙ end their nuclear-burning lives as electron-degenerate
objects or with central electron-degenerate cores. More specifically, the end state is a carbon-oxygen
or oxygen-neon white dwarf (WD) in the case of low-mass stars (i.e., with M . 6 − 8M⊙), or a de-
generate oxygen-neon or iron core embedded in an extended non-degenerate stellar envelope in the case
of more massive stars (i.e., 6 − 8M⊙ . M . 100M⊙) (see, e.g., [187, 448, 334] and references
therein). Electron-degenerate spherically-symmetric objects become unstable to radial contraction once
their mass exceeds the Chandrasekhar mass which, assuming zero temperature and no rotation, is given
by MCh = 1.4575 (Ye/0.5)2M⊙ , where Ye is the number of electrons per baryon, or “electron frac-
tion” [95, 370]. The effective Chandrasekhar mass MCh,eff of a WD or a stellar core increases somewhat
with WD/core entropy (e.g., [448]) and can grow considerably by rotation, in which case it is limited only
by the onset of nonaxisymmetric instability (e.g., [305, 456, 370]).
The iron core of a massive star is pushed over its Chandrasekhar limit by the ashes of silicon shell
burning and undergoes collapse to a protoneutron star (PNS), accelerated by photodisintegration of heavy
nuclei and electron capture [48]. In a high-density sub-Mch oxygen-neon core of a less massive star, electron
capture may decrease MCh,eff , also leading to collapse [294, 179]. In both cases, if an explosion results, the
observational display is associated with a Type II/Ibc supernova (SN).
On the other hand, a carbon-oxygen WD can be pushed over its stability limit through merger with or
accretion from another WD (double-degenerate scenario) or by accretion from a non-degenerate companion
star (single-degenerate scenario). Here, the WD generally experiences carbon ignition and thermonuclear
runaway, leading to a Type Ia SN and leaving no compact remnant [238]. However, at least theoretically,
it is possible that massive oxygen-neon WDs1 formed by accretion or merger, and, depending on initial
mass, temperature, and accretion rate, also carbon-oxygen WDs, may grow to reach their MCh,eff or reach
central densities sufficiently high (& 109.7−1010 g cm−3) for rapid electron capture to take place, triggering
collapse to a PNS rather than thermonuclear explosion [83, 359, 295, 273, 297, 360, 425, 361, 456, 455,
454, 204, 179]. This may result in a peculiar, in most cases probably sub-energetic, low-nickel-yield and
short-lived transient [295, 445, 157, 111, 113, 265]. This alternative to the Type Ia SN scenario is called
“accretion-induced collapse” (AIC) and will be the focus of this chapter.
The details of the progenitor WD structure and formation and the fraction of all WDs that evolve to
AICs are presently uncertain. Binary population synthesis models [459, 39, 204] and constraints on r-
1Previously, such WDs were expected to have a significant central 24Mg mass fraction, hence were referred to as oxygen-
neon-magnesium WDs. Recent work based on up-do-date input physics and modern stellar evolution codes suggests that the mass
fraction of 24Mg is much smaller than previously thought (e.g., [380, 195, 347]).
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process nucleosynthetic yields from previous AIC simulations [157, 336] predict AIC to occur in the Milky
Way at a frequency of∼ 10−5 to∼ 10−8 yr−1 which is∼ 20−50 times less frequent than the expected rate
of standard Type Ia SNe (e.g., [427, 247, 365, 251]). In part as a consequence of their rarity, but probably
also due to their short duration and potentially weak electromagnetic display, AIC events have not been
directly observed (but see [325], who discovered a peculiar type-Ib SN in NGC 1032 that can be interpreted
as resulting from an AIC).
The chances of seeing a rare galactic AIC are dramatically boosted by the possibility of guiding elec-
tromagnetic observations by the detection of neutrinos and gravitational waves (GWs) emitted during the
AIC process and a subsequent SN explosion. GWs, similar to neutrinos, are extremely difficult to observe,
but can carry “live” dynamical information from deep inside electromagnetically-opaque regions. The in-
herent multi-D nature of GWs (they are lowest-order quadrupole waves) makes them ideal messengers for
probing multi-D dynamics such as rotation, turbulence, or NS pulsations [414, 14, 316]. The detection
prospects for a GW burst from an AIC are significantly enhanced if theoretical knowledge of the expected
GW signature of such an event is provided by computational modelling. In reverse, once a detection is
made, detailed model predictions will make it possible to extract physical information on the AIC dynamics
and the properties of the progenitor WD and, hence, will allow “parameter-estimation” of the source.
Early spherically-symmetric (1D) simulations of AIC [260, 30, 445] and more recent axisymmetric (2D)
ones [157, 111, 113] have demonstrated that the dynamics of AIC is quite similar to standard massive star
core collapse: During collapse, the WD separates into a subsonically and homologously collapsing (v ∝ r)
inner core and a supersonically collapsing outer core. Collapse is halted by the stiffening of the equation
of state (EOS) at densities near nuclear matter density and the inner core rebounds into the still infalling
outer core. An unshocked low-entropy PNS of inner-core material is formed. At its edge, a bounce shock is
launched and initially propagates rapidly outward in mass and radius, but loses energy to the dissociation of
heavy nuclei as well as to neutrinos that stream out from the optically thin postshock region. The shock stalls
and, in the AIC case (but also in the case of the oxygen-neon core collapse in super-AGB stars [207, 80]),
is successfully revived by the deposition of energy by neutrinos in the postshock region (i.e., the “delayed-
neutrino mechanism” [47, 48]) or by a combination of neutrino energy deposition and magnetorotational
effects in very rapidly rotating WDs [113]. But even without shock revival, explosion would occur when the
WD surface layer is eventually accreted through the shock. Following the onset of explosion, a strong long-
lasting neutrino-driven wind blows off the PNS surface, adding to the total explosion energy and establishing
favorable conditions for r-process nucleosynthesis [445, 157, 111, 113, 15]. If the progenitor WD was
rotating rapidly (and had a rotationally-enhanced MCh,eff ), a quasi-Keplerian accretion disk of outer-core
material may be left after the explosion [111]. Metzger et al. [264, 265] recently proposed that this may lead
to nickel-rich outflows that could significantly enhance the AIC observational display.
Rotating iron core collapse and bounce is the most extensively studied and best understood GW emission
process in the massive star collapse context (see, e.g., [123] and the historical overview in [316]). However,
most massive stars (perhaps up to ∼ 99% in the local universe) are likely to be rather slow rotators that
develop little asphericity during collapse and in the early postbounce phase [185, 450, 309] and produce
PNSs that cool and contract to neutron stars with periods above ∼ 10ms and parameter β = Erot/|W | .
0.1% [309], where Erot is the rotational kinetic energy and |W | is the gravitational binding energy. This
does not only reduce the overall relevance of this emission process, but also diminishes the chances for
postbounce gravito-rotational nonaxisymmetric deformation of the PNS which could boost the overall GW
emission [316]. Axisymmetric rapidly rotating stars become unstable to nonaxisymmetric deformations if
a nonaxisymmetric configuration with a lower total energy exists at a given β (see [391] for a review). The
classical high-β instability develops in Newtonian stars on a dynamical timescale at β & βdyn ≃ 27% (the
general-relativistic value is β & 25% [22, 250]). A “secular” instability, driven by fluid viscosity or GW
backreaction, can develop already at β & βsec ≃ 14% [391]. Slower, but strongly differentially rotating stars
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may also be subject to a nonaxisymmetric dynamical instability at β as small as ∼ 1%. This instability at
low β was observed in a number of recent 3D simulations (e.g., [90, 377, 307, 318, 310, 93, 311, 312, 367]),
and may be related to corotation instabilities in disks, but its nature and the precise conditions for its onset
are presently not understood [435, 357].
Stellar evolution theory and pulsar birth spin estimates suggest that most massive stars are rotating
rather slowly (e.g., [185, 309], but also [84, 450] for exceptions). Hence, rotating collapse and bounce and
nonaxisymmetric rotational instabilities are unlikely to be the dominant GW emission mechanisms in most
massive star collapse events [316]. The situation may be radically different in AIC: Independent of the
details of their formation scenario, AIC progenitors are expected to accrete significant amounts of mass and
angular momentum in their pre-AIC evolutions [456, 361, 455, 425, 330]. They may reach values of β of
up to ∼ 10% prior to collapse, according to the recent work of Yoon & Langer [456, 455], who studied the
precollapse stellar structure and rotational configuration of WDs with sequences of 2D rotational equilibria.
Depending on the distribution of angular momentum in the WD, rotational effects may significantly affect
the collapse and bounce dynamics and lead to a large time-varying quadrupole moment of the inner core,
resulting in a strong burst of GWs emitted at core bounce. In addition, the postbounce PNS may be subject
to the high-β rotational instability (see [236, 237] for an investigation via equilibrium sequences of PNSs
formed in AIC) or to the recently discovered low-β instability.
Most previous (radiation-)hydrodynamic studies of AIC have either been limited to 1D [260, 30, 445]
or were 2D, but did not use consistent 2D progenitor models in rotational equilibrium [157]. Fryer, Hughes
and Holz [160] presented the first estimates for the GW signal emitted by AIC based on one model of [157].
Drawing from the Yoon & Langer AIC progenitors [456, 455], Dessart et al. [111, 113] have recently
performed 2D Newtonian AIC simulations with the multi-group flux-limited diffusion (MGFLD) neutrino
radiation-(M)HD code VULCAN/2D [239, 241, 81]. They chose two representative WD configurations
for slow and rapid rotation with central densities of 5 × 1010 g cm−3 and total masses of 1.46M⊙ and
1.92M⊙. Both models were set up with the differential rotation law of [456, 455]. The 1.46M⊙ model
had zero rotation in the inner core and rapid outer core rotation while the 1.92M⊙ was rapidly rotating
throughout (ratioΩmax,initial/Ωcenter,initial ∼ 1.5). Dessart et al. [111, 113] found that rapid electron capture
in the central regions of both models led to collapse to a PNS within only a few tens of milliseconds and
reported successful neutrino-driven [111] and magnetorotational explosions [113] with final values of β
(i.e., a few hundred milliseconds after core bounce) of ∼ 6% and ∼ 26%, for the 1.46M⊙ and 1.92M⊙
models, respectively2. The analysis in [111, 310, 316] of the GW signal of the Dessart et al. models showed
that the morphology of the AIC rotating collapse and bounce gravitational waveform is reminiscent of the
so-called Type III signal first discussed by Zwerger & Mu¨ller [466] and associated with small inner core
masses and a large pressure reduction at the onset of collapse in the latter’s polytropic models.
In this work, we follow a different approach than Dessart et al. [111, 113]. We omit their detailed
and computationally-expensive treatment of neutrino radiation transport in favor of a simple, yet effective
deleptonization scheme for the collapse phase [229]. This simplification, while limiting the accuracy of our
models at postbounce times & 5− 10ms, (i) enables us to study a very large set of precollapse WD config-
urations and their resulting AIC dynamics and GW signals and, importantly, (ii) allows us to perform these
AIC simulations in general relativity, which is a crucial ingredient for the accurate modeling of dynamics in
regions of strong gravity inside and near the PNS. Furthermore, as demonstrated by [118, 122, 123], general
relativity is required for qualitatively and quantitatively correct predictions of the GW signal of rotating core
collapse.
We focus on the collapse and immediate postbounce phase of AIC and perform an extensive set of 114
2D general-relativistic hydrodynamics simulations. We analyze systematically the AIC dynamics and the
2These numbers are for the non-MHD simulations of [111]. In the MHD models of [113], an Ω-dynamo builds up toroidal
magnetic field, reducing the overall rotational energy and β.
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properties of the resulting GW signal. We explore the dependence of nonrotating and rotating AIC on the
precollapse WD rotational setup, central density, core temperature, and core deleptonization, and study the
resulting PNS’s susceptibility to rotational nonaxisymmetric deformation. Furthermore, motivated by the
recent work of Metzger et al. [264, 265], who discussed the possible enhancement of the AIC observational
signature by outflows from PNS accretion disks, we study the dependence of disk mass and morphology on
WD progenitor characteristics and rotational setup.
We employ the general-relativistic hydrodynamics code COCONUT [118, 119] and neglect MHD effects
since they were shown to be small in the considered phases unless the precollapse magnetic field strength
is extremely large (B & 1012G, e.g., [302, 113, 79]). We employ a finite-temperature microphysical
nuclear EOS in combination with the aforementioned deleptonization treatment of [229]. The precollapse
2D rotational-equilibrium WDs are generated according to the prescription of Yoon & Langer [456, 455].
The plan of the rest of this chapter is as follows. In Sec. 4.2, we introduce the numerical methods
employed and discuss the generation of our 2D rotational-equilibrium precollapse WD models as well as
the parameter space of WD structure and rotational configuration investigated. In Sec. 4.3, we discuss
the overall AIC dynamics and the properties of the quasi-Keplerian accretion disks seen in many models.
Sec. 4.4 is devoted to a detailed analysis of the GW signal from rotating AIC. There, we also assess the
detectability by current and future GW observatories and carry out a comparison of the GW signals of AIC
and massive star iron core collapse. In Sec. 4.5, we study the postbounce rotational configurations of the
PNSs in our models and assess the possibility for nonaxisymmetric rotational instabilities. In Sec. 4.6, we
present a summary of our results.
4.2 Methods and initial models
4.2.1 The general-relativistic hydrodynamics Code
We perform our simulations in 2 + 1 dimensions using the COCONUT code [117, 119] which adopts the
conformally-flat approximation of general relativity [196]. This has been shown to be a very good approx-
imation in the context of stellar collapse to PNSs [311, 312, 91]. For the computational grid, we choose
250 logarithmically-spaced, centrally-condensed radial zones with a central resolution of 250 m and 45
equidistant angular zones covering 90◦. We have performed test calculations with different grid resolutions
to ascertain that the grid setup specified above is appropriate for our simulations. The space between the
surface of the star and outer boundary of the finite difference grid is filled with an artificial atmosphere. We
assume a constant density and stationary atmosphere in all zones where density drops below a prescribed
threshold of 7 × 105 g cm−3, a value marginally larger than the lowest density value in the EOS table em-
ployed in our calculations (cf. Sec. 4.2.1). For further details of the formulations of the hydrodynamics and
metric equations as well as their numerical implementation in COCONUT, the reader is referred Section 2.3
and to papers by [123, 119, 107].
The version of COCONUT employed in this study does not include a nuclear reaction network. Hence,
we, like Dessart et al. [111, 113], ignore nuclear burning which may be relevant in the outer core of AIC
progenitors where material is not in nuclear statistical equilibrium (NSE), but still sufficiently hot for oxy-
gen/neon/magnesium burning to occur. This approximation is justified by results from previous work of
[445, 207] who included nuclear burning and did not observe a strong dynamical effect.
Equation of state
We make use of the finite-temperature nuclear EOS of Shen et al. (“Shen-et-al EOS” in the follow-
ing, [372, 373]) which is based on a relativistic mean-field model and is extended with the Thomas-Fermi
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approximation to describe the homogeneous phase of matter as well as the inhomogeneous matter compo-
sition. The parameter for the incompressibility of nuclear matter is 281 MeV and the symmetry energy has
a value of 36.9 MeV. The Shen-et-al EOS is used in tabulated fashion and in our version (equivalent to that
used in [252, 123]) includes contributions from baryons, electrons, positrons and photons.
The Shen-et-al EOS table used in our simulation has 180, 120, and 50 equidistant points in log10 ρ,
log10 T , and Ye, respectively. The table ranges are 6.4× 105 g cm−3 ≤ ρ ≤ 1.1× 1015 g cm−3, 0.1MeV ≤
T ≤ 100.0MeV, and 0.015 ≤ Ye ≤ 0.56. Our variant of the Shen-et-al EOS assumes that NSE holds
throughout the entire {ρ, T, Ye} domain. In reality, NSE generally holds only at T & 0.5 MeV. At lower
temperatures, a nuclear reaction network and, the advection of multiple chemical species and accounting
for their individual ideal-gas contributions to the EOS is necessary for a correct thermodynamic description
of the baryonic component of the fluid. However, since the electron component of the EOS is vastly dom-
inant in the central regions of AIC progenitors (and also in the central regions of iron cores), the incorrect
assumption of NSE at low temperatures can lead to only a small error in the overall (thermo)dynamics of
the collapse and early postbounce phase.
Deleptonization during collapse and neutrino pressure
To account for the dynamically highly important change of the electron fraction Ye by electron capture
during collapse, we employ the approximate prescription proposed by Liebendo¨rfer [229]. Liebendo¨rfer’s
scheme is based on the observation that the local Ye of each fluid element during the contraction phase can
be rather accurately parametrized from full radiation-hydrodynamics simulations as a function of density
alone. Liebendo¨rfer demonstrated the effectiveness of this parametrization in the case of spherical sym-
metry, but also argued that it should still be reliable to employ a parametrization Ye(ρ) obtained from a 1D
radiation-hydrodynamics calculation in a 2D or 3D simulation, since electron capture depends more on local
matter properties and less on the global dynamics of the collapsing core. On the basis of this argument, a
Ye(ρ) parametrization was applied in the rotating iron core collapse calculations of [311, 312, 122, 123, 367].
Here, we use the same implementation as discussed in [123] and track the changes in Ye up to the point of
core bounce. After bounce, we simply advect Ye. Furthermore, as in [123], we approximate the pressure
contribution due to neutrinos in the optically-thick regime (ρ & 2 × 1012 g cm−3) by an ideal Fermi gas,
following the prescription of [229]. This pressure contribution and the energy of the trapped neutrino radia-
tion field are included in the matter stress-energy tensor and coupled with the hydrodynamics equations via
the energy and momentum source terms specified in [312].
The deleptonization scheme described here is applicable only until core bounce and can neither track
the postbounce neutrino burst (see, e.g., [410]) nor neutrino cooling/heating and the postbounce deleptoniza-
tion of the PNS. The dynamics in the very early postbounce evolution (up to ∼ 10ms) are unlikely to be
dramatically affected by this limitation, but it should be kept in mind when interpreting results from later
postbounce times.
For our AIC simulations we obtain Ye(ρ) data from the 2D Newtonian radiation-hydrodynamics simula-
tions carried out by Dessart et al. [111] with the VULCAN/2D code [79, 239, 241] in its MGFLD variant.
We use these data because of their ready availability, but point out that the microphysics [77] used in VUL-
CAN/2D does not yet include the updated electron capture rates of [219]. Moreover, VULCAN/2D presently
does not treat velocity-dependent terms in the transport equation and neglects neutrino–electron scattering,
both of which my have some impact on the evolution of Ye in the collapse phase [410, 71]. In Fig. 4.1
we plot representative Ye(ρ) trajectories obtained from VULCAN/2D AIC simulations. At nuclear density,
these data predict Ye ∼ 0.18 which is low compared to Ye & 0.22 − 0.26 seen in simulations of iron core
collapse [71, 410, 229, 123] and oxygen-neon core collapse [207]. This difference is not fully understood,
but (i) could be physical and due to the WD initial data used here and in [111] or (ii) may be related to
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Figure 4.1: Average electron fraction Ye in the innermost 2 km in the collapsing WD as a function of density obtained
from 2D MGFLD simulations with the VULCAN/2D code for models 1.46M⊙ and 1.92M⊙ of Dessart et al. [111].
Both models were set up with the same initial dependence of temperature on density and a temperature T0 = 1.0×1010
K (see Sec. 4.2.2 for details).
the radiation transport approximations and microphysics treatment in VULCAN/2D. To measure the impor-
tance of these uncertainties in Ye(ρ), we perform calculations with systematic variations of Ye(ρ) due either
to changes in the precollapse WD temperature or to an ad-hoc scaling (see Sec. 4.2.3).
Since AIC progenitors may be extremely rapidly rotating, it is not clear that the Ye(ρ) parametrization is
indeed independent of the specific model and rotational setup. The Ye(ρ) trajectories shown in Fig. 4.1 result
from the collapse simulations of the slowly rotating 1.46M⊙ model and of the rapidly rotating 1.92M⊙
model of Dessart et al. The very close agreement of the two curves suggests that rotational effects have
only a small influence on the prebounce deleptonization and confirm the supposition of [229] at the level
of the MGFLD and microphysics treatment in VULCAN/2D. All Ye(ρ) data used in this study are available
from [387].
4.2.2 Precollapse white dwarf models
For constructing 2D WD models in rotational equilibrium with a given rotation law, we follow [455] and
employ the self-consistent field (SCF) method [304, 305, 180, 209] in Newtonian gravity. For the purpose
of the SFC method, we assume that the WD is cold and has a constant Ye of 0.5. After finding the 2D
equilibrium configuration, we impose a temperature and Ye distribution motivated by previous work [111,
445]. Ideally, the WD initial model should be evolved in a multi-dimensional stellar evolution code with
a finite-temperature EoS and accounting for weak processes such as neutrino cooling and electron capture.
Due to the unavailability of such self-consistent AIC progenitors, we resort to the treatment that we discuss
in detail in the remainder of this section.
Implementation of the self-consistent field Method
Our implementation of the Newtonian SFC method has been tested by reproducing the WD models presented
in [180, 455], and finding excellent agreement. The compactness parameter GM/Rc2 of the highest-density
WD models considered here reaches ∼ 5× 10−3, hence general-relativistic effects at the precollapse stage
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are small and the error introduced by Newtonian WD models is therefore negligible. Hereafter we will
assume that the Newtonian mass of the equilibrium model represents the baryon mass accounted for when
solving the general-relativistic equations.
The equation governing the stellar equilibrium is given by∫
ρ−1 dP +Φ−
∫
Ω2 ̟ d̟ = C , (4.1)
where Φ is the gravitational potential, Ω is the angular velocity, ̟ is the radial cylindrical coordinate and C
is a constant that will be determined from boundary conditions using the SCF iterations as discussed below.
White dwarfs are stabilized against gravity by electron degeneracy pressure. For constructing precol-
lapse WDs, we assume complete degeneracy for which the WD EOS (e.g., [305]) is given by
P = A[x(2x2 − 3)(x2 + 1)1/2 + 3 sinh−1 x] ; x = (ρ/B)1/3 , (4.2)
where A = 6.01 × 1022 dyn cm−2 and B = 9.82 × 105 Y −1e g cm−3. We set Ye = 0.5, assuming at this
stage that no electron capture has taken place. The integral
∫
ρ−1dP in Eq. (4.1) is the enthalpy H which,
given our choice of WD EOS, can be expressed analytically as
H =
8A
B
[
1 +
( ρ
B
)2/3]
. (4.3)
With this, Eq. (4.1) trivially becomes
H = C − Φ+
∫
Ω2 ̟ d̟ . (4.4)
Following the SCF method, we proceed to first produce a trial density distribution ρ(r, θ) and impose a
rotation law (discussed in the following Sec. 4.2.2).
We then calculate C by using the value for the maximum density and the angular velocity at the center
of the star Ω(̟ = 0) = Ωc,i. Based on the trial density distribution, we calculate H via Eq. (4.4) and
then update the density distribution based on H using the analytic expression (4.3). This updated density
distribution in turn results in a new value for H . We iterate this procedure until all the maximum absolute
values of three relative differences of H , Ω and ρ become less than 10−3.
Progenitor rotational configuration
Our axisymmetric progenitor WD models are assumed to be either in uniform rotation or to follow the
differential rotation law proposed by Yoon & Langer [455]. The latter argued that the rotation law of a WD
that accretes matter at high rates (> 10−7M⊙ yr−1) is strongly affected by angular momentum transport via
the dynamical shear instability (DSI) in the inner region, and due to the secular shear instability (as well as
Eddington-Sweet circulations [409]) in the outer layers. According to their results, the shear rate in the core
remains near the threshold value for the onset of the DSI. This results in a characteristic rotation law which
has an absolute maximum in the angular velocity just above the shear-unstable core. We define ̟p as the
position of this maximum. This position is linked to layers with a density as low as several percent of the
WD central density so that
ρi(̟ = ̟p, z = 0) = fpρc,i, (4.5)
and where, following [111, 455], we choose fp = {0.05, 0.1} in our models. (Note that the differential
rotation law adopted for the models of [111] had fp = 0.05). In the inner regions with ̟ < ̟p, we have
Ω(̟) = Ωc,i +
∫ ̟
0
fshσDSI,crit
̟′
d̟′, (4.6)
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where Ωc,i is the angular velocity at the center and σDSI,crit is the threshold value of the shear rate in the
inner core for the onset of the DSI. fsh is a dimensionless parameter (≤ 1.0) describing the deviation of the
shear rate from σDSI,crit. We compute σDSI,crit assuming homogeneous chemical composition and constant
temperature, in which case σDSI,crit can be estimated as (cf. Eq.(7) of [456]):
σ2DSI,crit ≃ 0.2
( g
109 cm s−2
)
(4.7)
×
(
δ
0.01
)(
Hp
8× 107 cm
)−1(∇ad
0.4
)
,
where g is the free-fall acceleration, Hp is the pressure scale height (= −dr/d lnP ), ∇ad is the adiabatic
temperature gradient (= −(∂ lnT/∂ lnP )s where s is the specific entropy) and δ = (∂ ln ρ/∂ lnT )P . The
quantities δ, Hp and ∇ad are computed using the routines of Blinnikov et al. [54].
At the equatorial surface, the WD is assumed to rotate at a certain fraction fK of the local Keplerian
angular velocity ΩK:
Ω(Re) = fKΩK(Re), (4.8)
where Re is the equatorial radius of the WD and where we have set fK = 0.95. In the region between ̟p
and Re, we again follow [455] and adopt the following rotation law:
Ω(̟)/ΩK = Ω(̟p)/ΩK(̟p) + C(̟ −̟p)a , (4.9)
where the constant C is determined for a given value of a as
C = fK − Ω(̟p)/ΩK(̟p)
(Re −̟p)a . (4.10)
The choice of the exponent a does not have a strong impact on the WD structure because of the constraints
imposed by Ω(̟p) and Ω(Re) at each boundary. In our study, we adopt a = 1.2. For further details, we
refer the reader to Sec. 2.2 of [455].
Saio & Nomoto [361] argued that turbulent viscosity resulting from a combination of a baroclinic insta-
bility (see, e.g., [324]; neglected by Yoon & Langer [456, 455]) and the DSI is so efficient in transporting
angular momentum that the angular velocity becomes nearly uniform in the WD interior, while only surface
layers with mass . 0.01M⊙ rotate differentially [361]. Piro [332], who also considered angular momen-
tum transport by magnetic stresses, confirmed these results. Hence, in order to study the suggested case
of uniform precollapse WD rotation, we complement our differentially rotating WD models with a set of
uniformly rotating AIC progenitors.
Initial temperature profile
Because our initial models are constructed by imposing hydrostatic equilibrium (Eq. (4.1)) with a barotropic
EOS (Eq. (4.2)), the WD structure is independent of temperature. However, the latter is needed as input for
the finite-temperature nuclear EOS used in our AIC simulations. We follow Dessart et al. [111] and impose
a scaling of the temperature with density according to
T (̟, z) = T0 [ρc,i/ρ(̟, z)]
0.35 , (4.11)
where (̟, z) are cylindrical coordinates and ρ0 is the density at which the stellar temperature equals T0.
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Initial electron fraction profile
For the purpose of constructing AIC progenitor WDs in rotational equilibrium we assume that no electron
capture has yet taken place and set Ye = 0.5. A real AIC progenitor, however, will have seen some electron
captures on Ne/Mg/Na nuclei (e.g., [179]) before the onset of dynamical collapse. In addition, electrons
will be captured easily by free protons that are abundant at the temperatures of the WD models considered
here. Hence, a Ye of 0.5 is rather inconsistent with real WD evolution. Dessart et al. [111], who started
their simulations with Ye = 0.5 models, observed an early burst of electron capture. This led to a significant
initial drop of Ye that leveled off after 5−10 ms beyond which the Ye profile evolved in qualitatively similar
fashion to what is known from iron core collapse (see Fig. 4.1 which depicts this drop of Ye at low densities).
To account for this, we adopt as initial Y e(ρ) a parametrization obtained from the equatorial plane of the
models of Dessart et al. [111] at ∼ 7 ms into their evolution when the initial electron capture burst has
subsided. We use these Y e(ρ) data for the Ye evolution of the low-density (ρ < ρc,i) part of the WD during
collapse.
4.2.3 Parameter space
The structure and thermodynamics of the AIC progenitor and the resulting dynamics of the collapse depend
on a variety of parameters that are constrained only weakly by theory and observation (e.g., [297, 456, 455]).
Here, we study the dependence on the central density, rotational configuration and the core temperature. In
the following we lay out our parameter choices and discuss the nomenclature of our initial models whose
key properties we summarize in Table 4.1.
Progenitor white dwarf central density
In order to investigate the impact of the precollapse central WD density ρc,i on the collapse dynamics, we
consider sequences of WD models with central densities in the range from 4×109 g cm−3 to 5×1010 g cm−3.
This range of densities is motivated by previous studies arguing that WDs in this range of ρc,i may experience
AIC [297, 456, 111].
We therefore choose a set of four central densities, i.e., 4× 109, 1× 1010, 2× 1010, 5× 1010 g cm−3,
and correspondingly begin our model names with letters A, B, C, D. We perform AIC simulations of
nonrotating (spherically-symmetric) WDs with central density choices A-D and restrict the rotating models
to the limiting central density choices A and D.
In Fig. 4.2 we plot radial density profiles of our nonrotating WD models to show the strong depen-
dence of the WD compactness on the choice of central density. This aspect will prove important for the
understanding of the collapse dynamics of rapidly rotating models.
Progenitor white dwarf rotational configuration
Since the rotational configuration of AIC progenitor WDs is constrained only poorly, we consider uniformly
rotating (Ωi = Ωc,i everywhere) as well as a variety of differentially rotating WD configurations. To denote
the general rotation type, we use the letter U (D) for uniform (differential) rotation as the second letter in
each model name.
The low-density uniformly rotating model sequence AU{1-5} is set up with initial angular velocities
Ωc,i from 1 to 3.5 rad s−1, where the latter value corresponds to rotation very close to the mass-shedding
limit. The more compact uniformly-rotating sequence DU{1-7} is set up with precollapse Ωc,i from 2 to
9.5 rad s−1, where, again, the latter value corresponds to near-mass-shedding rotation.
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Figure 4.2: The radial profile of the rest-mass density for nonrotating white dwarf models AU0, BU0, CU0 and DU0.
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Figure 4.3: Upper panels: angular velocity as a function of equatorial radius (left panel) and enclosed mass coordinate
(right panel) for three representative precollapse WD models AD3, AD5 and AD10. Lower panels: Angular velocity
normalized to the local Keplerian value as a function of equatorial radius and enclosed mass for the same models.
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Figure 4.4: Colormap of the rest mass density for the precollapse white dwarf models AD1 (right panel) AD5 (center
panel), and AD10 (right panel). The apparent ruggedness of the WD surface layers is a results of the finite resolution
of our computational grid and the mapping procedure in the visualization tool. The ruggedness has no influence on
the collapse and postbounce dynamics of the inner core.
Model sequences AD{1-10}, DD{1-7} are differentially rotating according to the rotation law discussed
in Sec. 4.2.2 and specified by Eqs. (4.6) and (4.9), with the parameter choice fsh = 1 and fp = 0.1 for the
AD sequence and fsh = 1 and fp = 0.05 for the DD sequence. We recall that fp is the fraction of the
central density where the angular velocity has a global maximum. While fp = 0.1 is the standard choice
of [455], we adopt fp = 0.05 for the high-density sequence DD to be in line with the parameter choices
made for the models of Dessart et al. [111]. Test calculations with AD models show that the variation of
fp between 0.05 and 0.10 affects the rotational configuration of the outer WD layers only and does not
have any appreciable effect on the AIC dynamics. For the AD{1-10} sequence, we chose Ωc,i in the range
from 0 to 5.6 rad s−1, resulting in maximum angular velocities Ωmax,i in the range of 2.88 to 8.49 rad s−1.
The higher-density DD{1-7} sequence rotates with Ωc,i in the range from 0 to 18 rad s−1, corresponding to
maximum Ω in the range of 7.69 to 25.84 rad s−1. The values of Ωc,i and Ωmax,i for the individual AD and
DD models are given in Table 4.1. As representative examples resulting from our assumed rotation law, we
plot in Fig. 4.3 for models AD3, AD5, and AD10 the angular velocity and the ratio of the angular velocity
to the local Keplerian value as a function of cylindrical radius and of the enclosed rest mass. In Fig. 4.4, we
plot the colormaps of the rest mass density on the r− θ plane for the representative precollapse WD models
AD1, AD5 and AD10.
In order to study the effect of variations in the degree of differential rotation, we vary the dimensionless
shear parameter fsh for a subsequence of AD models and append suffices f{1 − 4} to their names corre-
sponding to fsh = {0.8, 0.6, 0.4, 0.2}, respectively. Figure 4.5 shows the behavior of the initial angular
velocity distribution with decreasing fsh in the rapidly differentially rotating model AD10.
An important point to mention is the large range of precollapse WD masses covered by our models.
Depending on the initial central density and the rotational setup, our WDs masses range from a sub-MCh
value of 1.39M⊙ in the nonrotating low-ρc,i model AU0 to a rotationally-supported super-MCh mass of
2.05M⊙ in the rapidly differentially rotating model AD13f4. The maximum mass in our sequence of
uniformly rotating WDs is 1.462M⊙ and is obtained in model DU7.
To conclude the discussion of our initial rotational configurations, we present in Fig. 4.6 for all models
the initial values (βi) of the parameter β as a function of their precollapse central angular velocity Ωc,i.
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Figure 4.5: Angular velocity as a function of equatorial radius for model AD10 and varying values of the dimension-
less shear parameter fsh that controls the rate at which the angular velocity increases with ̟ in the region ̟ < ̟p.
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Figure 4.6: Parameter βi versus central angular velocity Ωc,i for our AIC progenitor WD model set.
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Differentially rotating WD models can reach βi of up to ∼ 10% while staying below the mass-shedding
limit. This number is more than a factor of 2 larger than what seems possible in massive star iron core
collapse (see, e.g., [123]), making these rapidly rotating AIC progenitor models potential candidates for a
dynamical nonaxisymmetric rotational instability during their postbounce AIC evolution (see Sec. 4.5).
Progenitor white dwarf core temperature and Ye(ρ) parametrization
We use Eq. (4.11) to set up the initial temperature distribution as a function of density. Dessart et al. chose
ρ0 = ρc,i (= 5×1010 g cm−3 in their models) and T0 = 1010 K for their 1.46M⊙ model, and T0 = 1.3×1010
K for their 1.92M⊙ model. These values (i) are similar to what was used in the earlier work of Woosley &
Baron [445] and (ii) work well with the tabulated EOS employed and the assumption of NSE, but may be
higher than the temperatures prevailing in accreting precollapse WDs in nature (see, e.g., [179, 361, 456]).
While the fluid pressure is affected very little by different temperature distributions, this is not the
case for the free proton fraction which increases strongly with T in the range from 109 to 1010 K and
at precollapse core densities. This increase of the proton fraction can lead to enhanced electron capture
during AIC and in this way may have a significant influence on the AIC dynamics. In order to test the
sensitivity of our AIC simulations on the assumed T0, we not only study models with T0 = 1010 K (at
ρ0 = 5 × 1010 g cm−3, herafter the “high-T” models), but perform also simulations for models set up
with T0 = 5 × 109 K (at ρ0 = 5 × 1010 g cm−3, hereafter the “low-T” models). To obtain the Ye(ρ)
parametrization (see Sec. 4.2.1) for the latter temperature, we re-ran with VULCAN/2D the 1.46M⊙ AIC
model of Dessart et al. up to core bounce with the same setup as discussed in [111], but using the lower
value of T0. We do not indicate the two different initial temperatures in the model names, but list the results
obtained in the two cases side-by-side in Table 4.2.
In addition to variations in deleptonization due to differences in the precollapse WD thermodynamics,
we must also consider the possibility of unknown systematic biases that lead to small values of Ye in the
inner core at bounce (see Sec. 4.2.1). In order to study the effect that larger values of Ye in the inner
core have on the AIC dynamics, we perform a set of test calculations with scaled Ye(ρ) trajectories. We
implement this by making use of the fact that Ye(ρ) is to good approximation a linear function of log(ρ)
(see Fig. 4.1). We change the slope of this function between ρ = 5×1010 g cm−3 and ρ = 2.5×1014 g cm−3
by increasing Ye(ρ = 2.5 × 1014 g cm−3) by 10% and 20%. We pick these particular scalings, since the
20% increase yields inner-core values of Ye at bounce that are very close to those obtained in 1D Boltzmann
neutrino transport simulations of oxygen-neon core collapse [207, 284]. The 10% scaling yields values
in between those of [111] and [207, 284] and, hence, allows us to study trends in AIC dynamics with
variations in deleptonization in between constraints provided by simulations. We will not list the results
of these tests in our summary tables, but discuss them wherever the context requires their consideration
(i.e., Sect. 4.3.1, 4.3.2, 4.4, 4.4.1).
4.3 Collapse dynamics
The AIC starts when the progenitor WD reaches its effective Chandrasekhar mass and pressure support is
reduced due to electron capture in the core. Similar to the case of massive star iron core collapse (e.g., [306,
275, 117, 466] and references therein), the collapse evolution can be divided into three phases:
Infall: This is the longest phase of collapse and, depending on model parameters, lasts between∼ 25 ms
and ∼ 300 ms. The inner part of the WD core (the “inner core”), which is in sonic contact, contracts
homologously (vr ∝ r), while the “outer core” collapses supersonically. Fig. 4.7 shows the time evolution
of the central density for the nonrotating high-T AIC models. In the infall phase, the core contracts slowly,
which is reflected in the slow increase of ρc.
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Table 4.1: Summary of the initial WD models: Ωc,i is the central angular velocity and Ωmax,i = Ω(̟p), M0 is the
total rest-mass and J is the total angular momentum. |Wi| and Erot,i are the gravitational energy and rotational kinetic
energy of the WD, respectively. Re and Rp are the equatorial and polar radii.
Initial Ωc,i Ωmax,i ρc,i M0 J |Wi| Erot,i βi Re Re/Rp
model [rad/s] [rad/s] [1010 g cm−3 ] [M⊙] [1050 ergs] [1050 ergs] [1050 ergs] [%] [km]
AU0 0.000 0.000 0.4 1.390 0.00 37.32 0.00 0.00 1692 1.000
AU1 1.000 1.000 0.4 1.394 0.09 37.50 0.04 0.11 1710 0.988
AU2 1.800 1.800 0.4 1.405 0.16 37.90 0.15 0.38 1757 0.953
AU3 2.000 2.000 0.4 1.409 0.18 38.04 0.18 0.48 1775 0.943
AU4 3.000 3.000 0.4 1.437 0.29 39.04 0.44 1.12 1938 0.848
AU5 3.500 3.500 0.4 1.458 0.36 39.78 0.64 1.60 2172 0.748
BU0 0.000 0.000 1.0 1.407 0.00 51.44 0.00 0.00 1307 1.000
CU0 0.000 0.000 2.0 1.415 0.00 65.28 0.00 0.00 1069 1.000
DU0 0.000 0.000 5.0 1.421 0.00 89.11 0.00 0.00 813 1.000
DU1 2.000 2.000 5.0 1.423 0.03 89.25 0.03 0.04 817 0.995
DU2 3.000 3.000 5.0 1.425 0.05 89.42 0.08 0.09 822 0.988
DU3 3.500 3.500 5.0 1.426 0.06 89.53 0.11 0.12 825 0.983
DU4 5.000 5.000 5.0 1.432 0.09 90.00 0.22 0.24 840 0.963
DU5 7.000 7.000 5.0 1.442 0.13 90.87 0.44 0.49 871 0.920
DU6 9.000 9.000 5.0 1.458 0.17 92.12 0.77 0.83 931 0.853
DU7 9.500 9.500 5.0 1.462 0.18 92.50 0.86 0.94 956 0.828
AD1 0.000 2.881 0.4 1.434 0.28 38.74 0.41 1.07 2344 0.71
AD2 0.327 3.204 0.4 1.443 0.31 39.04 0.49 1.26 2382 0.69
AD3 1.307 4.198 0.4 1.477 0.42 40.25 0.81 2.01 2521 0.64
AD4 2.287 5.174 0.4 1.526 0.56 42.01 1.27 3.01 2707 0.58
AD5 3.000 5.903 0.4 1.575 0.69 43.77 1.74 3.97 2888 0.54
AD6 3.267 6.173 0.4 1.595 0.75 44.47 1.95 4.38 2964 0.53
AD7 3.920 6.833 0.4 1.659 0.93 46.77 2.59 5.55 3200 0.47
AD8 4.247 7,161 0.4 1.706 1.05 48.45 3.02 6.24 3366 0.44
AD9 5.227 8.155 0.4 1.884 1.58 54.69 4.88 8.92 4008 0.35
AD10 5.554 8.485 0.4 1.974 1.87 57.80 5.85 10.13 4338 0.313
DD1 0.000 7.688 5.0 1.446 0.13 90.85 0.51 0.60 1097 0.73
DD2 3.000 10.70 5.0 1.467 0.19 92.52 0.95 1.00 1156 0.69
DD3 6.000 13.73 5.0 1.498 0.26 95.05 1.61 1.70 1238 0.63
DD4 9.000 16.74 5.0 1.544 0.35 98.70 2.57 2.60 1353 0.56
DD5 12.00 19.77 5.0 1.612 0.48 104.08 4.01 3.90 1528 0.48
DD6 15.00 22.81 5.0 1.716 0.68 111.95 6.31 5.60 1819 0.39
DD7 18.00 25.84 5.0 1.922 1.10 126.69 10.77 8.50 2430 0.28
AD1f1 0.000 2.305 0.4 1.422 0.23 38.33 0.30 0.79 2283 0.730
AD1f2 0.000 1.723 0.4 1.413 0.19 38.03 0.22 0.58 2233 0.753
AD1f3 0.000 1.152 0.4 1.406 0.15 37.79 0.16 0.41 2188 0.770
AD1f4 0.000 0.576 0.4 1.401 0.11 37.64 0.11 0.29 2151 0.785
AD3f1 1.307 3.610 0.4 1.457 0.36 39.56 0.62 1.58 2434 0.673
AD3f2 1.307 3.032 0.4 1.441 0.31 39.01 0.47 1.22 2361 0.700
AD3f3 1.307 2.457 0.4 1.428 0.26 38.56 0.36 0.90 2298 0.723
AD3f4 1.307 1.883 0.4 1.417 0.21 38.20 0.26 0.70 2243 0.745
AD6f1 3.267 5.574 0.4 1.555 0.64 43.13 1.54 3.57 2798 0.555
AD6f2 3.267 5.003 0.4 1.522 0.55 41.96 1.23 2.93 2666 0.590
AD6f3 3.267 4.423 0.4 1.494 0.47 41.00 0.97 2.37 2554 0.625
AD6f4 3.267 3.842 0.4 1.472 0.41 40.20 0.76 1.89 2462 0.655
AD9f1 5.227 7.564 0.4 1.772 1.23 50.92 3.71 7.28 3574 0.400
AD9f2 5.227 6.978 0.4 1.691 1.00 48.13 2.89 6.01 3264 0.448
AD9f3 5.227 6.392 0.4 1.630 0.84 46.00 2.29 4.98 3029 0.493
AD9f4 5.227 5.808 0.4 1.584 0.71 44.38 1.83 4.12 2851 0.533
AD10f1 5.554 7.896 0.4 1.833 1.41 53.06 4.35 8.20 3793 0.370
AD10f2 5.554 7.305 0.4 1.741 1.13 49.93 3.37 6.74 3434 0.420
AD10f3 5.554 7.721 0.4 1.665 0.93 47.28 2.64 5.58 3149 0.468
AD10f4 5.554 6.134 0.4 1.611 0.78 44.40 2.10 4.62 2942 0.510
AD11f2 6.000 7.756 0.4 1.815 1.35 52.60 4.16 7.90 3696 0.380
AD12f3 7.000 8.175 0.4 1.914 1.65 56.27 4.23 9.30 4010 0.340
AD12f4 7.000 7.586 0.4 1.798 1.29 52.29 3.99 7.64 3574 0.393
AD13f4 8.000 8.585 0.4 2.049 2.09 61.30 6.75 11.01 4436 0.295
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Table 4.2: Summary of key quantitative results from our AIC simulations. ρmax,b is the maximum density in the core
at the time of bounce tb, |h|max is the peak value of the GW signal amplitude, while βic,b is the inner core parameter β
at bounce. Models marked by unfilled/filled circles (•/◦) undergo a pressure-dominated bounce with/without signif-
icant early postbounce convection. Models marked with the cross sign (×) undergo centrifugal bounce at subnuclear
densities. The values left/right of the vertical separator (|) are for the models with low/high temperature profiles.
Collapse ρmax,b tb |h|max βic,b Collapse ρmax,b tb |h|max βic,b
model [1014 g cm−3] [ms]
»
10−21
at 10 kpc
–
[% ] model [1014 g cm−3] [ms]
»
10−21
at 10 kpc
–
[% ]
AU0 ◦|◦ 2.782|2.807 214.1|204.9 0.27|0.20 0.00|0.00 AD1f1 •|• 2.718|2.733 217.1|207.2 1.57|1.24 2.06|1.80
AU1 •|• 2.697|2.719 214.9|205.5 0.78|0.62 1.27|1.20 AD1f2 •|• 2.759|2.767 215.8|206.2 0.96|0.75 1.26|1.10
AU2 •|• 2.628|2.629 216.7|206.9 2.33|1.90 3.75|3.56 AD1f3 ◦|◦ 2.787|2.795 214.9|205.5 0.47|0.36 0.59|0.49
AU3 •|• 2.610|2.613 217.3|207.4 2.79|2.29 4.49|4.28 AD1f4 ◦|◦ 2.803|2.803 214.4|205.0 0.26|0.18 0.14|0.12
AU4 •|• 2.525|2.508 221.4|210.8 5.01|4.23 8.48|8.19
AU5 •|• 2.461|2.444 224.2|212.9 5.90|5.05 10.46|10.17 AD3f1 •|• 2.560|2.564 222.5|211.5 4.09|3.41 6.26|5.81
AD3f2 •|• 2.583|2.597 220.1|209.6 3.46|2.85 5.23|4.85
BU0 ◦|◦ 2.805|2.800 100.9|95.3 0.19|0.16 0.00|0.00 AD3f3 •|• 2.622|2.631 218.2|208.1 2.76|2.25 4.17|3.87
AD3f4 •|• 2.656|2.662 216.7|207.0 2.03|1.63 3.10|2.90
CU0 ◦|◦ 2.782|2.788 56.3|51.4 0.20|0.24 0.00|0.00
AD6f1 •|• 2.356|2.377 237.6|222.9 6.47|5.77 13.20|12.52
DU0 ◦|◦ 2.797|2.781 27.5|25.2 0.34|0.42 0.00|0.00 AD6f2 •|• 2.395|2.399 233.1|219.7 6.41|5.63 12.31|11.79
DU1 ◦|◦ 2.786|2.777 27.6|25.2 0.23|0.27 0.18|0.17 AD6f3 •|• 2.421|2.424 229.1|216.7 6.28|5.43 11.47|11.06
DU2 ◦|◦ 2.774|2.763 27.6|25.2 0.24|0.31 0.39|0.38 AD6f4 •|• 2.463|2.444 225.7|214.1 5.95|5.12 10.56|10.20
DU3 ◦|◦ 2.756|2.758 27.6|25.2 0.31|0.27 0.53|0.51
DU4 •|• 2.728|2.719 27.6|25.3 0.64|0.55 1.07|1.03 AD9f1 ×|× 1.913|1.994 282.0|250.9 3.88|5.77 20.80|18.84
DU5 •|• 2.669|2.658 27.7|25.3 1.21|1.07 2.04|1.97 AD9f2 •|• 2.000|2.073 265.1|241.7 5.25|6.17 20.10|18.09
DU6 •|• 2.642|2.640 27.8|25.4 1.97|1.73 3.27|3.17 AD9f3 •|• 2.092|2.115 253.9|234.6 6.96|6.41 18.44|17.45
DU7 •|• 2.627|2.619 27.9|25.5 2.17|1.92 3.61|3.50 AD9f4 •|• 2.159|2.166 244.7|228.3 7.30|6.74 17.67|16.74
AD1 •|• 2.661|2.679 218.7|208.5 2.24|1.75 2.96|2.62 AD10f1 ×|× 1.797|1.899 303.4|261.3 3.99|4.14 23.71|21.04
AD2 •|• 2.620|2.616 220.1|209.5 2.85|2.30 3.93|3.55 AD10f2 ×|× 1.901|1.980 272.4|245.2 4.15|5.91 21.07|19.30
AD3 •|• 2.547|2.547 225.5|213.7 4.62|3.93 7.20|6.71 AD10f3 ×|• 1.984|2.042 261.2|239.3 5.52|6.39 20.40|18.53
AD4 •|• 2.447|2.442 232.9|219.4 5.89|5.19 10.58|10.01 AD10f4 •|• 2.096|2.098 249.8|231.7 7.32|6.67 18.70|17.83
AD5 •|• 2.361|2.389 241.1|225.5 6.37|5.68 13.09|12.33
AD6 •|• 2.324|2.355 246.7|229.7 6.39|5.78 14.03|13.18 AD11f2 ×|× 1.734|1.845 296.9|257.6 3.78|4.13 24.23|21.65
AD7 •|• 2.226|2.228 260.0|238.8 6.00|5.73 16.34|15.23
AD8 •|• 2.145|2.167 264.3|240.9 6.01|5.70 17.48|16.30 AD12f3 ×|× 0.319|1.555 372.3|249.4 1.61|4.08 22.88|23.08
AD9 ×|× 1.817|1.911 319.7|267.3 3.40|4.00 23.38|20.69 AD12f4 ×|× 1.432|1.677 298.1|257.9 3.14|4.44 24.58|22.97
AD10 ×|× 1.629|1.790 393.6|284.5 2.36|3.54 24.41|21.25
AD13f4 ×|× 7×10−4|0.312 331.8|322.9 0.40|2.01 15.39|24.02
DD1 ◦|◦ 2.779|2.772 27.5|25.2 0.46|0.37 0.70|0.58
DD2 •|• 2.684|2.686 27.7|25.3 1.24|1.06 1.95|1.81
DD3 •|• 2.642|2.638 27.8|25.5 2.41|2.08 3.76|3.56
DD4 •|• 2.586|2.571 28.1|25.7 3.78|3.29 5.93|5.71
DD5 •|• 2.526|2.498 28.4|25.9 5.22|4.61 8.27|8.09
DD6 •|• 2.457|2.425 28.8|26.3 6.52|5.82 10.57|10.51
DD7 •|• 2.389|2.352 29.2|26.5 7.58|6.81 12.75|12.79
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Figure 4.7: Evolution of the maximum (central) density for the nonrotating low-T models AU0, BU0, CU0 and DU0.
The inset plot displays a zoomed-in view of the maximum density around the time of core bounce on a linear scale. As
clearly discernible from this figure, the collapse dynamics in the plunge and bounce phase are essentially independent
of the initial WD central density. Time is normalized to the time of bounce tb.
Plunge and bounce: The short dynamical “plunge” phase sets in when ρc reaches ∼ 1012 g cm−3, and
the peak radial infall velocity is ∼ 0.1c. At this point, neutrinos begin to be trapped in the inner core.
The latter rapidly contracts to reach nuclear densities (ρnuc ≃ 2.7×1014 g cm−3) at which the nuclear EOS
stiffens, decelerating and eventually reversing the infall of the inner core on a millisecond timescale. Because
of its large inertia and kinetic energy, the inner core does not come to rest immediately. It overshoots its
equilibrium configuration, then bounces back, launching a shock wave at its outer edge into the still infalling
outer core. The bounce and the re-expansion of the inner core is also evident in the time evolution of ρc
shown in Fig. 4.7 which, at core bounce, reaches a value of ∼ 2.8 × 1014 g cm−3 in the nonrotating AIC
models, after which the core slightly re-expands and settles down at ∼ 2.5 × 1014 g cm−3. As pointed out
by extensive previous work (see, e.g., [48, 174, 452, 431, 123] and references therein), the extent of the
inner core at bounce determines the initial kinetic energy imparted to the bounce shock, the mass cut for the
material that remains to be dissociated, and the amount of angular momentum that may become dynamically
relevant at bounce.
Ringdown: Following bounce, the inner core oscillates with a superposition of various damped oscil-
lation modes with frequencies in the range of 500 − 800Hz, exhibiting weak low-amplitude variations in
ρc (Fig. 4.7). These oscillations experience rapid damping on a timescale of 10 ms due to the emission of
strong sound waves into the postshock region which steepen into shocks. The newly born PNS thus rings
down to its new equilibrium state.
The ringdown phase is coincident with the burst of neutrinos that is emitted when the bounce shock
breaks out of the energy-dependent neutrinospheres (see, e.g., [410, 111]). The neutrino burst removes
energy from the postshock regions and enhances the damping of the PNS ringdown oscillations (e.g., [309]),
but, due to the limitations of our present scheme (see Sec. 4.2.1), is not accounted for in our models.
4.3.1 Nonrotating AIC
The set of nonrotating AIC models that we consider here consists of models AU0, BU0, CU0, DU0. As
noted in Section 4.2.3, these models have different central densities with values in the range from 4 ×
109 to 5 × 1010 g cm−3 which, because of the strong dependence of the WD compactness on the central
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density, corresponds to a range of WD radii from 1692 to 813 km (see Fig. 4.2). Once mapped onto our
computational grid and after the initial Y e(ρ) parametrization is applied (see Sec. 4.2.2), all WD models
start to collapse by themselves and no additional artificial pressure reduction is necessary. This is in contrast
to previous work that employed a simple analytic EOS and required an explicit and global change of the
adiabatic exponent to initiate collapse (e.g., [466, 118]).
The free-fall collapse time τff of a Newtonian self-gravitating object of mean density ρmean is propor-
tional to ρ−1/2mean. For our set of spherically-symmetric AIC models we find a scaling τff ∝ ρ−0.87c , where ρc is
the precollapse central density of the WD. This stronger scaling is due to the fact that WD cores are not con-
stant density objects and that the collapse is not pressureless. Furthermore, the pressure reduction initiating
and accelerating collapse is due primarily to electron capture which scales roughly with ρ5/3 (e.g., [48]).
Hence, lower-density WDs collapse only slowly, spending much of their collapse time near their initial
equilibrium states.
In Fig. 4.7, we plot the evolution of the central densities of the nonrotating high-T models. Despite the
strong dependence of the collapse times on the initial central densities, the evolution of ρc around bounce
does not exhibit a dependence on the initial central density. Moreover, the mass and the size of the inner
core is rather insensitive to the initial value of ρc.
These features, somewhat surprising in the light of the strong dependence of the collapse times on the
initial value of ρc, are a consequence of the fact that the inner core mass is determined primarily not by
hydrodynamics, but by the thermodynamic and compositional structure of the inner core set by nuclear and
neutrino physics [48]. However, an important role is played also by the fact that an increase (decrease) of
the central density of an equilibrium WD leads to a practically exact homologous3 contraction (expansion)
of the WD structure in the inner regions (m(̟) . 1M⊙) in the nonrotating case (this can be seen in
Fig. 4.11), at least in the range of central densities considered in this work (as we shall see in Section 4.3.2,
this feature also holds to good accuracy in the case of rotating WDs). These aspects, in combination with
the homologous nature of WD inner-core collapse, make the size and dynamics of the inner core in the
bounce phase practically independent of the central density of the initial equilibrium WDs. Early analytical
work [174, 452, 48] demonstrated (neglecting thermal corrections [74] and rotation) that the mass Mic of
the inner core is proportional to Y 2e in the infall phase during which the fluid pressure is dominated by the
contribution of degenerate electrons. Around bounce, at densities near nuclear matter density, the nuclear
component dominates and the simple Y 2e dependence does not hold exactly any longer. As discussed in
Sec. 4.2.2, we adopt the parametrization Ye(ρ) as extracted from the simulations of Dessart et al. [111]
which predict very efficient electron capture, resulting in an average inner-core Ye at bounce of ∼ 0.18 in
the high-T models. This is significantly lower than in standard iron core collapse where the inner-core Ye
at bounce is expected to be around ∼ 0.25 − 0.30 [410, 230, 71]. In our nonrotating AIC models, we find
inner core masses at bounce Mic,b ∼ 0.27M⊙ 4 (see Fig. 4.13) which are, as expected, significantly smaller
than in iron core collapse (where Mic,b ∼ 0.5M⊙ [71, 72, 230]). Due to their small mass, our AIC inner
cores have less kinetic energy at bounce and reach lower densities than their iron core counterparts. For
example, the nonrotating AIC models exhibit central densities at bounce of ∼ 2.8× 1014 g cm−3, while in
nonrotating iron core collapse, maximum densities of & 3 × 1014 g cm−3 are generally reached at bounce
3For a discussion of homology in the stellar structure context, see [206].
4We define the inner core as the region which is in sonic contact at the time of bounce, i.e.,
Mic,b ≡
Z
|vr|<cs
ρWdV , (4.12)
where W is the Lorentz factor and dV is the invariant 3-volume element. The bounce time is defined as the time when the radial
velocity of the outer edge of the inner core becomes positive. Note that such a measure of the inner core is strictly valid only at the
time of bounce.
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Figure 4.8: Times to core bounce from the onset of collapse as a function of initial central angular velocity Ωc,i.
Shown are the results of the high-T model sequence (the low-T models exhibit identical systematics). Models de-
noted by an unfilled (filled) circle undergo a pressure-dominated bounce with (without) significant prompt postbounce
convection. Models marked by a cross undergo centrifugal bounce at subnuclear densities and models marked with a
small (large) symbol are of set A (D). The colors correspond to various precollapse rotational configurations (see the
legend in Fig. 4.9). Note that due to their much higher initial compactness, the high-density D models (shown in the
inset plot) have much shorter collapse times than their lower-density A counterparts.
in simulations (e.g., [123]). In addition to Mic,b, the bounce density depends also on the stiffness of the
nuclear EOS whose variation we do not explore here (see, e.g., [123, 402]).
Since the free proton fraction at precollapse and early collapse densities grows rather rapidly with tem-
perature in the range from ∼ 109 to ∼ 1010 K (e.g., [69]), the efficiency of electron capture is sensitive to
the temperature of WD matter. For example, in the low-T models, the value of Ye drops to ≃ 0.32 when
the density reaches 1012 g cm−3, while in the high-T models, we obtain Ye ≃ 0.3 at that time. Due to this
dependence of Ye on T , the inner core masses of low-T models are larger by ∼ 10% compared to those
of high-T models. Moreover, since the electron degeneracy pressure is proportional to (Yeρ)4/3 [48], the
collapse times of the low-T models are longer by ∼ 5%. We find similar systematics in test calculations in
which we modify the Ye(ρ) trajectories of low-T models to yield larger Ye at bounce (see Sec. 4.2.3). An
increase of the inner-core Ye by 10% (20%) leads to an increase of Mic,b by ∼ 11% (∼ 25%).
It is important to note that the nonrotating AIC models discussed above as well as all of the other models
considered in this study, experience prompt hydrodynamic explosions. The bounce shock, once formed, does
slow down, but never stalls and steadily propagates outwards. While the shock propagation is insensitive
to the initial WD temperature profile, it shows significant dependence on the initial WD central density:
Owing to the greater initial compactness and the steeper density gradient of the higher-density models, the
shock propagation in those models is faster and the shock remains stronger when it reaches the WD surface.
For example, in the lowest-density progenitor model AU0, the shock reaches the surface within ∼ 120 ms
after its formation, while in the highest density model DU0, it needs only ∼ 80 ms. We point out that
Dessart et al. [111, 113] and previous AIC studies [445, 157] reported significant shock stagnation in the
postbounce phase of AIC due to the dissociation of infalling material and neutrino losses from the postshock
region. Our present computational approach includes dissociation (through the EOS, see Sec. 4.2.1), but
does not account for neutrino losses in the postbounce phase. Hence, the ”prompt” explosions in our models
are most likely an artifact of our incomplete treatment of the postbounce physics.
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Figure 4.9: The maximum density ρmax,b at bounce as a function of the inner core parameter βic,b at bounce for the
entire set of high-T AIC models. Due to the increasing role of centrifugal support, ρmax,b decreases monotonically
with increasing rotation (see the main text for details). The symbol convention for the various sets is explained in the
caption of Fig. 4.8.
4.3.2 Rotating AIC
The AIC of rotating models proceeds through the same stages as AIC without rotation and exhibits sim-
ilar general features, including the well defined split of the WD into an inner core that is in sonic con-
tact and collapses quasi-homologously5, and a supersonically infalling outer core. Conservation of an-
gular momentum leads to an increase of the angular velocity Ω ∝ ̟−2 and of the centrifugal acceler-
ation acent = Ω2̟ ∝ ̟−3. The latter has opposite sign to gravitational acceleration, hence provides
increasing centrifugal support during collapse, slowing down the contraction and, if sufficiently strong,
leading to centrifugally-induced core bounce only slightly above nuclear density or even at subnuclear den-
sity [422, 275].
Just as in the case of nonrotating AIC, models of set A collapse more slowly than D models because of
the dependence of the collapse times on the initial central densities. However, due to centrifugal support,
the collapse times grow with increasing precollapse rotation. This is visualized in Fig. 4.8 in which we
plot the time to core bounce as a function of the initial central angular velocity Ωc,i. The maximum angular
velocity of uniformly rotating models is limited by the WD surface mass-shedding limit and is∼ 3.5 rad s−1
(∼ 9.5 rad s−1) in model AU5 (DU7). The effect of rotation on the collapse time of uniformly rotating
models (dark-green symbols in Fig. 4.8) is small and the time to core bounce increases by ∼ 5% from
zero to maximum precollapse rotation in model set A. The more compact D models collapse much faster
than their lower initial density A counterparts and, in addition, experience a smaller spin-up of their more
compact inner cores. Hence, uniformly rotating D models are less affected by rotation and their collapse
times vary by only ∼ 0.8% from zero to maximum rotation.
As mentioned in Sec. 4.2.2, WD models that rotate differentially according to the rotation law of Yoon
& Langer [455, 456] have an angular velocity that increases from its central value Ωc,i with ̟ up to a
maximum Ωmax,i at the cylindrical radius ̟p, beyond which Ω decreases to sub-Keplerian values at the
surface (see Fig. 4.3). The rate at which Ω increases in the WD core is controlled by the shear parameter
fsh, which we choose in the range from 0.2 to 1. The case fsh = 0.2 corresponds to a nearly uniformly
5The collapse is quasi-homologous because in this case the relation between the infall velocity vr depends on both the radial
coordinate and on the polar coordinate [466].
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Figure 4.10: The inner core parameter βic,b at the time of bounce for all low-T AIC models plotted as a function of the
precollapse central angular velocity Ωc,i. For models with slow to moderately-rapid rotation, βic,b increases roughly
linearly with Ωc,i (at fixed ρc,i and rotation law). In more rapidly rotating models, the growth of βic,b saturates at
∼ 24.5%, and further increase of the progenitor rotation results in a decrease of βic,b. Since D models experience less
spin-up during collapse than A models, an increase of ρc,i at fixed Ωc,i and rotation law results in a decrease of βic,b.
A uniformly rotating model with a given Ωc,i and ρc,i reaches smaller βic,b than the differentially rotating model with
the same Ωc,i and ρc,i. The symbol convention for the various sets is explained in the caption of Fig. 4.8.
rotating inner region, while fsh = 1 corresponds to strong differential rotation with Ω(̟p)/Ωc,i ∼ 2 − 3.
In mass coordinate, this corresponds to a ratio Ω(Mic,b)/Ωc,i of ∼ 1.4− 2.4, where Mic,b ≃ 0.3M⊙ is the
approximate mass that constitutes the inner core at bounce in a nonrotating WD model.
In contrast to uniformly rotating models, differentially rotating WDs are not limited by the mass shed-
ding limit at the surface. As a result, Ωc,i can in principle be increased up to the point beyond which the
precollapse WD inner core becomes fully centrifugally supported and does not collapse at all. For model set
AD, this maximum ofΩc,i is∼ 8 rad s−1 (the low-T model AD13f4, which becomes centrifugally supported
already at a central density of ∼ 7× 1010 g cm−3) while the more compact DD models still collapse rapidly
at Ωc,i ∼ 18 rad s−1 (model DD7). As shown in Fig. 4.8, the most rapidly rotating AD model (AD13f4)
reaches core bounce after a time which is ∼ 55% larger than a nonrotating A model. For the most rapidly
rotating DD model this difference is only ∼ 5%.
In Fig. 4.9 we plot the maximum density ρmax,b at bounce as a function of the inner core parameter βic,b
at bounce. Slowly to moderately-rapidly rotating WDs that reach βic,b . 15% are only mildly affected by
rotation and their ρmax,b decrease roughly linearly with increasing βic,b, but stay close to ρnuc. The effect
of rotation becomes nonlinear in more rapidly rotating WDs. Models of our set that reach βic,b & 18%
(i.e., AD models with Ωc,i & 5 rad s−1) undergo core bounce induced partly or completely centrifugally at
subnuclear densities.
As shown in Fig. 4.10, βic,b is a monotonic function of Ωc,i, but is very sensitive to both the rotation
law and the initial WD compactness. Our most rapidly uniformly rotating models AU5 and DU7 (both near
the mass-shedding limit) reach βic,b of ∼ 10.5% and ∼ 3.6%, respectively. Hence, uniformly rotating WDs
always undergo core bounce due to the stiffening of the nuclear EOS and with little influence of rotation on
the dynamics.
In models where centrifugal effects remain subdominant during collapse, βic,b grows practically linearly
with Ωc,i. This relationship flattens off for models that become partially or completely centrifugally sup-
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independent of the rotational configuration, while an increase (decrease) of the central density leads to homologous
contraction (expansion) of the inner regions. See Sec. 4.2.3 for details of the model setups.
ported near bounce. βic,b grows with increasing rotation up to ∼ 24.5% (model AD13f4), beyond which
any further increase in precollapse rotation leads to a decrease of βic,b, since the inner core becomes fully
centrifugally supported before reaching high compactness and spin-up. In other words, there exists a “cen-
trifugal limit” beyond which centrifugal forces dominate and, as a result, increasing precollapse rotation
leads to a decreasing βic,b at core bounce. This result is analogous to what previous studies [123, 306] found
in the rotating core collapse of massive stars and has consequences for the appearance of nonaxisymmetric
rotational instabilities in PNSs. This will be discussed in more detail in Sec. 4.5.
The influence of the precollapse compactness on the dynamics of rotating AIC can also easily be ap-
preciated from Fig. 4.10. The higher-density, more-compact WDs of set D spin up much less than their
A counterparts since their inner cores are already very compact at the onset of collapse. Hence, a higher-
density WD that reaches a given value of βic,b must have started out with a larger Ωc,i than a lower-density
WD reaching the same βic,b. For the particular choice of initial central densities represented by D and A
models and in the case of uniform or near-uniform rotation, the ratio between the Ωc,i of a D and A model
required to reach the same βic,b is ∼ 5.3. This factor can be understood by considering Fig. 4.11 in which
we plot the enclosed mass as a function of equatorial radial coordinate re of selected A and D initial WD
configurations with slow and rapid rotation. The important thing to notice is that the WD core structure
(M . 0.5M⊙) is insensitive to the rotational configuration and obeys a homology relation. Stated differ-
ently, for a model of set D, a homologous expansion in the radial direction by a factor of ∼ 2.3 yields an
object whose inner part is very similar to a lower-density A model. In turn, the collapse of A models corre-
sponds to a ∼ 2.3 times greater contraction of the WD core compared to their D model counterparts and a
spin up that is greater by a factor of ∼ (2.3)2 ≃ 5.3. This explains the strong dependence of the inner-core
angular velocity and βic,b on the initial central density observed in Fig. 4.10. Furthermore, it suggests that
one can find A−D model pairs that differ greatly in their precollapse angular velocities, but yield the same
rotational configuration at bounce. An example for this is shown in Fig. 4.12 in which we plot for the uni-
formly rotating model pair AU2-DU7 the equatorial angular velocity profile at the time of bounce as well
as the evolution of the central density around the time of bounce. AU2 and DU7 have practically identical
angular velocity profiles and their core structure, core mass and βic,b agree very closely. As can be seen in
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Figure 4.12: Angular velocity profiles in the equatorial plane at the time of core bounce and time-evolution of the
central density ρc (in the inset) for models AU2 and DU7. The initial angular velocity of model DU7 is larger by a
factor of ∼ 5.3 than that of model AU2, but the latter experiences a ∼ 5.3 greater spin-up during collapse. As a result,
these models produce inner cores with almost identical rotational configurations and similar masses in the bounce
phase. This is reflected in an identical evolution of the central densities at bounce.
the inset plot of Fig. 4.12, this results in nearly identical ρc time evolutions around bounce and demonstrates
that WDs with quite different precollapse structure and rotational setup can produce identical bounce and
postbounce dynamics. This can also occur for pairs of differentially rotating models and is an important
aspect to keep in mind when interpreting the GW signal from AIC discussed in Sec. 4.4.
Figure 4.13 shows the mapping between βic,b and the inner core mass Mic,b at bounce for all high-T
models. Rapid (differential) rotation not only increases the equilibrium mass of WDs (see Table 4.1), but
rotational support also increases the extent of the region in sonic contact during collapse. Hence, it may
be expected that Mic,b grows with increasing rotation. However, for WDs below βic,b . 13%, Mic,b is
essentially unaffected by rotation and stays within 0.02M⊙ of the nonrotating value of 0.28M⊙. Only
when the effects of rotation become strong at βic,b & 13 − 18% does Mic,b increase roughly linearly with
βic,b. WDs that undergo centrifugal bounce have βic,b & 18% and correspondingly large inner cores that
are more massive than ∼ 0.5M⊙. Such values of Mic,b are accessible only to differentially rotating WDs.
Also for rotating models, the dependence of the AIC dynamics on the initial temperature of AIC progen-
itor WDs is simple and straightforwardly understood from the nonrotating results discussed in Sec. 4.3.1.
These show that the low-T models yield inner cores that are∼ 10% larger in mass than in their twice-as-hot
high-T counterparts. Due to their larger mass, the inner cores of collapsing low-T AIC progenitors also
contain a larger amount of angular momentum. At fixed rotation law and Ωc,i, they reach values of βic,b
that are larger by up to ∼ 5% (in absolute value!). Hence, lower-T WDs become affected by centrifugal
support, bounce centrifugally, and reach the centrifugal limit at lower Ωc,i than their higher-T counterparts.
Along the same lines behave test calculations in which we impose increased inner-core values of Ye (see
Secs. 4.2.1 and 4.2.3). The increased Ye leads to more massive and more extend inner cores which, in turn,
are more likely to experience a centrifugal support.
To conclude our discussion of rotating AIC, we summarize for the reader that the PNSs born from the
set of differentially (uniformly) rotating AIC models considered here have average angular velocities6 in
6The average angular velocity Ω¯ of the differentially rotating models considered here is computed using the approximation
Ω¯ = Jic/Iic, where Jic is the inner core angular momentum and Iic is the (Newtonian) inner core moment of inertia.
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Figure 4.13: Mass Mic,b of the inner core at bounce for all high-T models versus the parameter βic,b of the inner core
at bounce. The systematics of Mic,b with βic,b are identical for the set of low-T models, but their Mic,b are generally
∼ 10% larger. The symbol convention for the various sets is explained in the caption of Fig. 4.8.
the range from 0 to ∼ 5 radms−1 (∼ 3.3 radms−1), while their pole to equator axis ratios vary from 1 to
∼ 0.4 (∼ 0.6)7. Some of the rapidly rotating WDs produce PNSs with a slightly off-center maximum in
density, though the density distribution of the inner regions does not exhibit a pronounced toroidal geometry.
The clearest deviation from a centrally-peaked density distribution is produced in the case of model AD10,
which reaches βic,b ≃ 21.3 % (βic,b ≃ 24.4 %) in its high-T (low-T ) variant. In this model, the point of
highest density after bounce is located at r ≃ 0.94 km, but the maximum value is larger than the central
density value by only ∼ 0.3%. For models with less rapid rotation, the off-center maximum is much less
pronounced, and completely disappears for βic,b below ∼ 20%.
4.3.3 Shock propagation and the formation of quasi-keplerian disks
As pointed out earlier (see Sec. 4.3.1), all AIC models considered in this study undergo weak hydrodynamic
explosions. This is an artifact of our approach that neglects postbounce neutrino emission, but is unlikely
to strongly affect the results presented in this section, since in the MGFLD simulations of [111], the shock
stalls only for a very short period and a weak explosion is quickly initiated by neutrino heating.
In moderately-rapidly and rapidly rotating AIC (with βic,b & 5%), the shock propagation is significantly
affected by centrifugal effects. The material near the equatorial plane of rotating WDs experiences consid-
erable centrifugal support, and its collapse dynamics is slowed down. As a consequence, the bounce is less
violent and the bounce shock starts out weaker near the equatorial plane than along the poles. Centrifugal
support of low-latitude material also leads to reduced postbounce mass accretion rates near the equatorial
plane, facilitating steady propagation of the shock at low latitudes. In the polar direction, where centrifugal
support is absent, the shock propagates even faster due to the steeper density gradient and smaller polar
radius of the WD. This quickly leads to a prolate deformation of the shock front in all rotating models and
the shock hits the polar WD surface much before it breaks out of the equatorial envelope. This is shown
in Fig. 4.14, where we plot the equatorial and polar profiles of the radial velocity and specific entropy per
baryon for model DD7 at various postbounce times. Due to the prolateness of the shock front, it breaks out
7The PNS formed in the AIC of WDs is surrounded by hot low density material in the early postbounce phase, making it hard
to define the boundary of the PNS unambiguously. For the present rough estimate of the axis ratio, we assume a density threshold
of 1012 g cm−3 to mark the boundary of the PNS.
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Figure 4.14: Profiles of radial velocity (top panels) and specific entropy per baryon (bottom panels) at different
postbounce times for AIC model DD7.
of the polar surface∼ 130 ms before reaching the WD’s equatorial surface. Moreover, due to the anisotropy
of the density gradient and the initial shock strength, the specific entropy of the shock-heated material is
larger by a factor of ∼ 2− 3 along the polar direction.
The asphericity of the shock front and the anisotropy of the shock strength become more pronounced
in AIC with increasing rotation [118, 309]. As pointed out in Section 4.3.1, due to the their greater initial
compactness and thus steeper density gradients, the shock propagates faster in D models: In model DD1,
for example, the shock reaches the surface in the equatorial plane within ∼ 88 ms, while for model AD1,
the corresponding time is ∼ 143 ms.
Rapid rotation and, in particular, rapid differential rotation, increases the maximum allowable WD mass.
The most rapidly uniformly rotating WDs in our model set (i.e., models DU7 and AU5) have an equilib-
rium mass of ∼ 1.46M⊙, which is only slightly above MCh in the nonrotating limit. Our most rapidly
differentially rotating WDs (models AD13f2 and DD7), on the other hand, reach equilibrium masses of up
to ∼ 2M⊙. Much of the rotationally supported material is situated at low latitudes in the outer WD core,
falls in only slightly during collapse, and forms a quasi-Keplerian disk-like structure. The equatorial bounce
shock is not sufficiently strong to eject much of the disk material and “wraps” around the disk structure,
producing only a small outflow of outer disk material at vr . 0.025c. This is in agreement with Dessart
et al. [111], who first pointed out that rapidly rotating AIC produces PNSs surrounded by massive quasi-
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Table 4.3: Summary of properties of the quasi-Keplerian disks formed in the set of AIC models AD, AU, DD and
DU. Hdisk is the thickness and Re is the equatorial radius of the disk, while Mdisk is its mass. These quantities are
computed at the time when the shock reaches the WD surface in the equatorial plane. The disk parameters do not vary
significantly between the two choices of WD temperature considered in this study.
Collapse Re Hdisk/Re Mdisk
model [km] [M⊙]
AU1 347 0.928 .10−3
AU2 401 0.903 .10−3
AU3 447 0.848 .10−3
AU4 732 0.577 0.002
AU5 907 0.484 0.030
DU1 248 0.980 .10−3
DU2 249 0.971 .10−3
DU3 249 0.952 .10−3
DU4 261 0.916 .10−3
DU5 291 0.801 .10−3
DU6 332 0.701 .10−3
DU7 350 0.671 0.007
AD1 866 0.479 0.030
AD2 935 0.452 0.038
AD3 1118 0.437 0.093
AD4 1321 0.410 0.222
AD5 1558 0.374 0.323
AD6 1638 0.370 0.356
AD7 1784 0.377 0.470
AD8 1912 0.382 0.507
AD9 2278 0.342 0.607
AD10 2700 0.296 0.805
DD1 360 0.669 0.005
DD2 402 0.597 0.008
DD3 461 0.525 0.019
DD4 554 0.466 0.054
DD5 670 0.436 0.161
DD6 853 0.374 0.279
DD7 1313 0.255 0.507
Keplerian disk-like structures in the early postbounce phase. As recently investigated by Metzger et al. [264]
(but not simulated here), the hot disk will experience neutrino-cooling on a timescale of ∼ 0.1 s, driving
the disk composition neutron-rich to reach Ye ∼ 0.1 [264, 111], depleting the pressure support and leading
to limited contraction of the inner parts of the disk. The outer and higher-latitude regions expand with a
neutrino-driven wind [111]. As discussed by [264], subsequent irradiation of the disk by neutrinos from the
PNS increases its proton-to-neutron ratio, and Ye may reach values as high as ∼ 0.5 by the time the weak
interactions in the disk freeze out. The disk becomes radiatively inefficient, α-particles begin to recombine
and a powerful disk wind develops, blowing off most of the disk’s remaining material. Metzger et al. [264]
argue that, depending on disk mass, the outflows synthesize of the order of 10−3 − 10−2M⊙ of 56Ni, but
very small amounts of intermediate-mass isotopes, making such AIC explosions spectroscopically distinct
from 56Ni outflows in standard core-collapse and thermonuclear SNe.
Our results, summarized in Tab. 4.3, show that the masses and the geometry of the disks produced in AIC
are sensitive to the angular momentum distribution in the precollapse WDs. In models with uniform rotation
below the mass-shedding limit, only a very small amount of low-latitude material rotates at near-Keplerian
angular velocities. Therefore, most of the outer core material of such models undergoes significant infall, so
that uniformly rotating WDs will generally produce small disks. The largest disk mass for uniform rotation
is Mdisk ∼ 0.03M⊙8 and is produced in model AU5 which rotates near the mass-shedding limit. Since
8We point out that because the disks do not settle down to exact equilibrium right after bounce or not even after shock passage,
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the angular velocity of the outer (̟ > ̟p) core of differentially rotating models is set to reach nearly-
Keplerian values (cf. Eq. (4.9)), most of the outer WD envelope has substantial centrifugal support and thus
the differentially rotating models yield significantly larger Mdisk. For example, model AD4 which has βic,b
and total angular momentum comparable to model AU5 yields a disk mass of ∼ 0.2M⊙.
The total mass of the disk and its equatorial radius (the disk thickness Hdisk) grow with increasing
rotation (see Tab. 4.3). Slowly rotating models such as AD1 have little centrifugally supported material
and acquire spheroidal shape soon after bounce, resulting in a disk mass as small as ∼ 0.03M⊙. More
rapidly rotating models such as AD10 produce significantly more strongly flattened disks, with Re ∼ 2700
km, Hdisk ∼ 800 km and a disk mass Mdisk of ∼ 0.8M⊙. Due to the greater initial compactness of the
higher-density D models, their disks are less massive and have smaller equatorial radii when compared to
A models. Hence, when considering two WDs of set A and D with the same total angular momentum, the
mass and equatorial extent of the disk in the D model will be smaller by a factor of ∼ 1.5− 2.
These results indicate that massive disks of Mdisk & 0.1M⊙ are unlikely to be compatible with the
assumption of uniformly rotating accreting WDs argued for by [361, 332]. In order to produce disks of
appreciable mass and significant 56Ni-outflows in AIC, the progenitor must either be an accreting WD
obeying a differential rotation law similar to that proposed by [456, 455], or may be the remnant of a
binary-WD merger event. However, for the latter, the differential rotation law is unknown and may be very
different from what we consider here (for a discussion of binary-WD merger simulations, see, e.g., [353]
and references therein).
4.4 Gravitational wave emission
In Fig. 4.15, we present the time evolution of the GW strain h at an assumed source distance of 10 kpc for
a representative set of AIC models evolved with the Ye(ρ) parametrization obtained from [111]. The GW
signals of all models have the same overall morphology. This general AIC GW signal shape bears strong
resemblance to GW signals that have been classified as “type III” in the past [466, 118, 316], but also has
features in common with the GW signals predicted for rotating iron core collapse (“type I”, [123]).
The GW strain h in our AIC models is positive in the infall phase and increases monotonically with
time, reaching its peak value in the plunge phase, just ∼ 0.1ms before bounce. Then, h rapidly decreases,
reaching a negative peak value within∼ 1−2ms. While the first positive peak is produced by rapid infall of
the inner core, the first negative peak is caused by the reversal of the infall velocities at bounce. Following
the large negative peak, h oscillates with smaller amplitude with a damping time of ∼ 10 ms, reflecting the
hydrodynamical ringdown oscillations of the PNS. Although all AIC models of our baseline set produce
Type III signals, we can introduce three subtypes whose individual occurrence depends on the parameter
βic,b of the inner core at bounce:
Type IIIa. In slowly rotating WDs (that reach βic,b . 0.7%), strong prompt convective overturn
develops in the early postbounce phase, adding a lower-frequency contribution to the regular ringdown
signal (e.g., models AD1f4, DU3). The largest-amplitude part of this GW signal type comes from the
prompt convection. Nevertheless, the GW signal produced by the bouncing centrifugally-deformed inner
core is still discernible, with the first positive peak being generally larger by a factor of ∼ 2 than the first
negative peak. Subsequent ringdown peaks are smaller by a factor of & 3. We point out that the observed
prompt postbounce convection is most likely overestimated in our approach, since we do not take into
account neutrino losses and energy deposition by neutrinos in the immediate postshock region, whose effect
will quickly smooth out the negative entropy gradient left behind by the shock and thus significantly damp
it is hard to introduce an unambiguous definition of the disk mass. In the present study, we define the disk as the structure that
surrounds the PNS at ̟ > 20 km with densities below 1011 g cm−3 and angular velocity Ω > 0.58ΩK. The latter condition
ensures that the disk cannot contract by more than a factor of ∼ 3 as a result of cooling.
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Figure 4.15: Evolution of the dimensionless GW strain h (in units of 10−21 at a source distance of 10 kpc) as a
function of postbounce time for representative models with different precollapse rotation profiles, central densities and
temperatures (low-T models with solid black lines and high-T with dashed red lines). Models with slow and (almost)
uniform precollapse rotation (e.g., AD1f4 or DU3) develop considerable prompt postbounce convection visible as a
dominating lower-frequency contribution in the waveform. Centrifugal effects damp this prompt convection and the
waveforms of models with moderately-rapid rotation (e.g., AD1, AU4, DD7 and AD8) and of rapidly rotating models
(e.g., AD9 or AD10) exhibit no such contribution to the signal.
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Figure 4.16: Peak value |h|max of the GW amplitude at a source distance of 10 kpc distance for the burst signal of all
models versus the parameter βic,b of the inner core at the time of bounce. At slow to moderately rapid rotation, |h|max
scales almost linearly with βic,b (marked by the dotted straight line), while for βb & 16% centrifugal effects reduce
|h|max. The symbol convention for the various sets is explained in the caption of Fig. 4.8.
this early convective instability in full postbounce radiation-hydrodynamics calculations (see, e.g., [283,
71, 316]).
Type IIIb. In moderately rapidly rotating WDs that reach 0.7 . βic,b . 18% and still experience a
pressure-dominated bounce, convection is effectively suppressed due to a sufficiently large positive specific
angular momentum gradient (e.g., [314]). Hence, there is no noticeable convective contribution to the post-
bounce GW signal (see, e.g., models AD1, AU4, DD7, AD8). For this signal subtype, the peak GW strain
|h|max is associated with the first positive peak while relative values of the amplitudes of the first several
peaks are similar to type IIIa.
Type IIIc. If rotation is sufficiently rapid and leading to βic,b & 18%, the core bounces at subnuclear
densities due to strong centrifugal support. This is reflected in the GW signal by an overall lower-frequency
emission and a significant widening of the bounce peak of the waveform (see, e.g., models AD9, AD10).
In some models of this subtype, the negative peak can be comparable to or slightly exceed that of the first
positive peak in the waveform. This reflects the fact that the plunge acceleration is apparently reduced more
significantly by rotation than is the re-expansion acceleration at core bounce. The postbounce ringdown
peaks in all type IIIc models are smaller by a factor of & 2 compared to the bounce signal. As pointed out
in Sec. 4.3.2, uniformly rotating models do not rotate sufficiently rapidly to experience centrifugal bounce.
Hence, they do not produce a type IIIc signal.
The AIC GW signal morphology is affected only slightly by variations in WD temperature and their
resulting changes in the inner core Ye that are on the few-percent level for the range of precollapse temper-
atures considered here. In test calculations with more substantially increased inner-core values of Ye (see
Secs. 4.2.1 and 4.2.3) and, in turn, significantly larger values of Mic,b, we find signals that are intermediate
between type III and type I.
Key quantitative results from our model simulations are summarized in Tables. 4.2 and 4.4. The wave-
form data for all models are available for download from [388].
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Figure 4.17: Spectral energy density of the GW signal for representative AIC models AD0f3 (top panel), AD4 (center
panel), and AD10 (bottom panel). fmax is the peak frequency of the GWs emitted at core bounce.
4.4.1 Peak gravitational wave amplitude
Across our entire model set, the peak GW amplitude |h|max covers a range of almost two orders of mag-
nitude, from ∼ 10−22 to ∼ 10−20 (at distance to the source of 10 kpc; see Tab. 4.2). |h|max depends on
various parameters and it is difficult to provide a simple description of its systematics that encompasses all
cases. In order to gain insight into how |h|max depends on Ωc,i, on differential rotation, on the initial ρc, on
the precollapse WD temperature, and on the degree of deleptonization in collapse, we describe below the
effects of variations in one of these parameters while holding all others fixed.
(i) In a sequence of precollapse WDs with fixed differential rotation, ρc, and T0, the peak GW amplitude
|h|max increases steeply with Ωc,i in slowly rotating models that do not come close to being centrifugally
supported. When centrifugal effects become dynamically important, |h|max saturates at ∼ 7 × 10−21 (at
10 kpc) and then decreases with increasing Ωc,i. This reflects the fact that such rapidly spinning inner cores
produced by AIC cannot reach high densities and high compactness and that the slowed-down collapse de-
creases the deceleration at bounce, thus reducing |h|max and pushing the GW emission to lower frequencies.
(ii) In a sequence of precollapse WDs with fixed Ωc,i, T0, and ρc, an increase in the degree of WD
differential rotation leads to an increase in the amount of angular momentum present in the WD inner core
at bounce. This translates into an increase of |h|max in models that do not become centrifugally supported
and experience a pressure-dominated bounce. The transition to centrifugal bounce is now reached at lower
values of Ωc,i (see Sec. 4.3.2), so that the centrifugal saturation of |h|max described above in (i) is reached
at much smaller values of Ωc,i.
(iii) In a sequence of precollapse WDs with fixed Ωc,i, T0, and differential rotation and varying ρc,
models with lower (higher) ρc yield larger (smaller) values of |h|max. This is because models that are initially
less compact spin up more during collapse (cf. the discussion in Sec. 4.3.2). However, this systematics holds
only as long as the model does not become centrifugally supported, which happens for lower (higher) ρc
WDs at smaller (greater) Ωc,i.
(iv) When only the WD temperature is varied, we find that for slowly to moderately-rapidly rotating
WDs, high-T models generally reach smaller |h|max than their low-T counterparts. This is because high-T
WDs yield smaller inner cores at bounce, which hold less angular momentum and, as a consequence, are less
centrifugally deformed (see Tab. 4.2 and in Fig. 4.15). However, this behavior reverses in rapidly rotating
WDs for which low-T models are more centrifugally affected and, hence, yield a smaller |h|max than their
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Figure 4.18: Frequency fmax at the maximum of the GW spectral energy density in pressure-dominated bounce and
a subset of centrifugal bounce models versus the parameter βic,b of the inner core at bounce. The symbol convention
for the various sets is explained in the caption of Fig. 4.8.
high-T counterparts.
(v) If the degree of deleptonization is decreased by an ad-hoc increase of inner-core Ye (see Secs. 4.2.1
and 4.2.3) and all else is kept fixed, Mic,b increases and for slowly to moderately rapidly rotating WDs,
|h|max increases. As for the low-T case discussed in the above, this behavior reverses in rapidly rotating
WDs for which high-Ye models are more centrifugally affected and yield smaller |h|max than their lower-Ye
counterparts.
To demonstrate the dependence of |h|max on the overall rotation of the inner core at bounce, we plot in
Fig. 4.16 |h|max as a function of the inner core parameter βic,b at bounce for our high-T models. |h|max
depends primarily on βic,b and is rather independent of the particular precollapse configuration that leads
to a given βic,b. For small βic,b far away from the centrifugal limit, we find |h|max ∝ β0.74ic,b , where we
have obtained the exponent by a power-law fit of high-T models with 1% . βic,b . 13%. This finding
is in qualitative agreement with what [123] saw for iron core collapse. The overall maximum of |h|max is
reached in WDs that yield βic,b ∼ 16%, beyond which |h|max decreases with increasing βic,b.
4.4.2 Gravitational-wave energy spectrum
The total energy emitted in GWs is in the range of ∼ 10−10M⊙c2 . EGW . 2 × 10−8M⊙c2 in the entire
set of models considered in this article. In Fig. 4.17, we plot the GW spectral energy density dEGW/df
of the three models AD1f3, AD4 and AD10 as representative examples of the three signal subtypes IIIa -
IIIc. The top panel shows model AD1f3 as a representative pressure-dominated bounce model with prompt
convection. In such models, there is a strong structured, but broad contribution to the spectrum at low
frequencies. The integral of such a contribution (which is present in all models with slow rotation) can
exceed that from core bounce in these models. This is not the case in model AD1f3, whose GW burst from
bounce is the one leading to the peak at fmax = 720Hz.
The central panel of Fig. 4.17 depicts dEGW/df of model AD4 as a representative pressure-dominated
bounce model in which no significant postbounce convection occurs. The spectrum of this model exhibits
a distinct and narrow high-frequency peak at fmax ∼ 805 Hz. Finally, the bottom panel of Fig. 4.17 refers
to model A10 that experiences centrifugal bounce. In this model, the dynamics is dominated by centrifugal
effects, leading to low frequency emission and fmax = 310Hz, but higher-frequency components are still
discernible and are most likely related to prolonged higher-frequency GW emission from the PNS ringdown.
In Fig. 4.18, we plot the peak frequencies fmax of the GW energy spectrum as a function of the inner core
parameter βic,b for high-T AIC models (the low-T and higher-Ye models show the same overall systematics).
In models that undergo pressure-dominated bounce, fmax increases nearly linearly with βic,b in the region
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Figure 4.19: Time-frequency colormaps of the GW signals of models AD1f3 (type IIIa), AD4 (type IIIb), and AD10
(type IIIc, see also Fig. 4.17). Plotted is the “instantaneous” spectral GW energy density dEGW/df in a 2-ms Gaussian
window as a function of postbounce time. Note the prebounce low-frequency contribution in the moderately-rapidly
rotating models (model AD4, center panel) and rapidly rotating models (model AD10, right panel). The range of the
colormap of the left panel (model AD1f3) is smaller by one dex than those of the other panels.
βic,b . 10 %, while at βic,b in the range of 10 % . βic,b . 20 %, the growth of fmax saturates at
∼ 800 Hz and fmax does not change significantly with further increase of rotation. For very rapid rotation
(βic,b & 20 %), fmax decreases steeply with βic,b, reaching a value of ∼ 400 Hz at βic,b ≃ 23% (not shown
in the figure, see Table 4.4).
While it is straightforward to understand the systematics of fmax at high βic,b where centrifugal effects
slow down collapse and thus naturally push the GW emission to low frequencies, the increase of fmax with
rotation at low to intermediate βic,b is less intuitive. If one assumes that the dominant GW emission at core
bounce in all models is due to the quadrupole component of the fundamental quasi-radial mode of the inner
core, one would expect a monotonic decrease of fmax with increasing rotation and, hence, decreasing mean
core density (see, e.g., [14]). A possible explanation for the increase of fmax at slow to moderately-rapid
rotation is that the primary GW emission in these models is due to the fundamental quadrupole 2f -mode,
whose frequency may increase with rotation. This has been demonstrated by Dimmelmeier et al. [120] who
studied oscillation modes of sequences of γ = 2 polytropes. To confirm this interpretation, and following
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the technique of mode-recycling outlined in [120], we perturb a subset of our postbounce cores with the
eigenfunction of the 2f -mode of a Newtonian nonrotating neutron star. As expected, we find that the re-
sulting dynamics of the postbounce core is dominated by a single oscillation mode with a frequency that
matches within . 10% the peak frequency fmax of dEGW/df of the corresponding slowly or moderately
rapidly rotating AIC model. The interesting details of the mode structure of the inner cores of AIC and iron
core collapse will receive further scrutiny in a subsequent publication.
Finally, in Fig. 4.19, we provide time-frequency analyses of the GW signals of the same representative
models shown in Fig. 4.17. The analysis is carried out with a short-time Fourier transform employing a
Gaussian window with a width of 2ms and a sampling interval of 0.2ms. In all three cases, the core bounce
is clearly visible and marked by a broadband increase of the emitted energy. The slowly-rotating model
AD1f3 emits its strongest burst at 600 − 800Hz (fmax = 720Hz) and subsequently exhibits broadband
emission with significant power at lower frequencies due to prompt convection. Model AD4 is more rapidly
rotating and shows significant pre-bounce low-frequency emission due to its increased rotational deforma-
tion. At bounce, a strong burst, again with power at all frequencies, but primarily at frequencies about its
fmax = 805Hz, is emitted. Much of the postbounce EGW is emitted through ringdown oscillations at fmax
that may be related to the 2f mode of this model’s PNS. Finally, in the rapidly rotating and centrifugally
bouncing model AD10, we observe again low-frequency emission before bounce, but only a small increase
of the primary emission band at bounce to∼ 200−400Hz. Nevertheless, there is still an appreciable energy
emitted from higher-frequency components of the dynamics at bounce and postbounce times.
4.4.3 Comparing GW signals from AIC and iron core collapse
Recent studies [122, 311, 312, 123] have shown that the collapse of rotating iron cores (ICC) produces
GW signals of uniform morphology (so-called “type I” signals, see, e.g., [466]) that generically show one
pronounced spike associated with core bounce with a subsequent ringdown and are similar to the type III
signals found here for AIC. As in the AIC case, the GW signal of ICC has subtypes for slow, moderately
rapid, and very rapid rotation. For comparing AIC and ICC GW signals, we chose three representative AIC
models and then pick three ICC models with similar βic,b from the study of Dimmelmeier et al. [123] whose
waveforms are freely available from [438]. This should ensure that we compare collapse models that are
similarly affected by centrifugal effects for a one-to-one comparison. However, one should keep in mind
that the inner core masses Mic,b at bounce of ICC models are generally larger by ∼ 0.2 − 0.3M⊙ than in
our AIC models (see Sec. 4.3.1).
In Fig. 4.20 we present this comparison and plot the GW signals of the high-T AIC models DU2 (slow
rotation, type IIIa), AU5 (moderately-rapid rotation, type IIIb), and AD10 (very rapid rotation, type IIIc). In
the same order, we superpose the GW signals of the Dimmelmeier et al. [123] models s20A1O05, s20A3O07
and s20A3O15. These models started with the precollapse iron core of a 20M⊙ star and were run with the
same code, EOS, and deleptonization algorithm as our AIC models, though with different, ICC specific
Ye(ρ) trajectories.
The left panel of Fig. 4.20 compares the slowly rotating models DU2 and s20A1O05 that undergo
pressure dominated bounce and exhibit strong postbounce convection. As pointed out before, the latter
is most likely overestimated in our current approach as well as in Dimmelmeier et al.’s. Note that the
width of the waveform peaks associated with core bounce is very similar, indicating very similar emission
frequencies. Model s20A1O05 exhibits a significantly larger signal amplitude at bounce. This is due to
s20A1O05’s larger Mic,b but also to the fact that its βic,b is ∼ 0.7% compared to the ∼ 0.4% of DU2 (a
closer match was not available from [438]). The prompt convection in model s20A1O05 is more vigorous
and generates a larger-amplitude GW signal than in model DU2. This is due to the much steeper density
gradient in the WD core that allows the AIC shock to remain stronger out to larger radii. Hence, it leaves
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Figure 4.20: Evolution of GW signals in the high-T AIC models DU2, AU5, AD10 (black solid lines) and three
massive star iron core-collapse models s20A1O05, s20A3O07 and s20A3O15 (red dashed lines) from the model set
of Dimmelmeier et al. [123]. The AIC model DU2 and the iron core collapse model s20A1O05 undergo pressure-
dominated bounce with significant prompt convection. Models AU5 and s20A3O7 experience pressure-dominated
bounce without significant convection, and models AD10 and s20A3O15 undergo centrifugal bounce. The inner cores
of models DU2, AU5 and AD10 (s20A1O05, s20A3O07 and s20A3O15) reach values of βic,b of about 0.4%, 10.2%
and 21.3% (0.7%, 10.1%, and 21.6%). Times are given relative to the time of core bounce which we mark with a
vertical line.
behind a shallower negative entropy gradient, leading to weaker convection and postbounce GW emission.
In the central panel of Fig. 4.20 we compare two moderately-rapidly rotating models with nearly iden-
tical βic of ∼ 10%. Both models show a pre-bounce rise due to the inner core’s accelerated collapse in the
plunge phase. The AIC inner core, owing to its lower Ye and weaker pressure support, experiences greater
acceleration and emits a higher-amplitude signal than its ICC counterpart in this phase. At bounce, the stiff
nuclear EOS decelerates the inner core, leading to the large negative peak in the GW signal. Because of the
more massive inner core in ICC and since the EOS governing the dynamics is identical in both models, the
magnitude of this peak is greater in the ICC model. Following bounce, the ICC model’s GW signal exhibits
a large positive peak of comparable or larger amplitude than the pre-bounce maximum. This peak is due
to the re-contraction of the ICC inner core after the first strong expansion after bounce. With increasing
rotation, this re-contraction and the associated feature in the waveform become less pronounced. On the
other hand, due to its smaller inertia, the AIC inner core does not significantly overshoot its new postbounce
equilibrium during the postbounce expansion. Hence, there is no appreciable postbounce re-contraction and
no such large positive postbounce peak in the waveform.
Example waveforms of AIC and ICC models experiencing core bounce governed by centrifugal forces
are shown in the right panel of Fig. 4.20. In this case, the pre-bounce plunge dynamics are significantly
slowed down by centrifugal effects and the GW signal evolution is nearly identical in AIC and ICC. At
bounce, the more massive inner core of the ICC model leads to a larger and broader negative peak in the
waveform and its ringdown signal exhibits larger amplitudes than in its AIC counterpart.
Finally, we consider AIC models with variations in the inner-core Ye due either to different precollapse
WD temperatures or ad-hoc changes of the Ye(ρ) parametrization (see Secs. 4.2.1 and 4.2.3). Lower-T WDs
yield larger inner-core values of Ye and, in turn, larger Mic,b and GW signals that are closer to their iron-core
counterparts. The same is true for models in which we impose an increased inner-core Ye: AIC models with
inner-core Ye 10% larger than predicted by [111] still show clear type III signal morphology while models
with 20% larger Ye fall in between type III and type I.
To summarize this comparison: rotating AIC and rotating ICC lead to qualitatively and quantitatively
fairly similar GW signals that most likely could not be distinguished by only considering general signal
characteristics, such as maximum amplitudes, characteristic frequencies and durations. A detailed knowl-
116 CHAPTER 4. ACCRETION-INDUCED COLLAPSE OF WHITE DWARFS
100 1000
f
c
 [Hz]
10-22
10-21
10-20
h c
 
[at
 10
 kp
c f
or
 L
IG
O 
de
tec
tor
]
rotation profile f
sh=1.0
rotation profile f
sh=0.8
rotation profile f
sh=0.6
rotation profile f
sh=0.4
rotation profile f
sh=0.2
uniform rotation
1
2
3
4
Figure 4.21: Detector-dependent characteristic amplitudes of the GW signals of all models at an assumed distance of
10 kpc. The symbol convention for the various sets is described in the caption of Fig. 4.8. See the text for a discussion
of the numbers and arrows.
edge of the actual waveform would be necessary, but even in this case, a distinction between AIC and ICC on
the basis of the comparison presented here would be difficult. It could only be made for moderately-rapidly
spinning cores based on the presence (ICC, type Ib) or absence (AIC, type IIIb) of a first large positive peak
in the waveform, but, again, only if AIC inner cores indeed have significantly smaller Ye than their iron-core
counterparts. ICC and AIC waveforms of types Ia/IIIa and Ic/IIIc are very similar. Additional astrophysical
information concerning the distance to the source and its orientation as well as knowledge of the neutrino
and electromagnetic signatures will most likely be necessary to distinguish between AIC and ICC.
4.4.4 Detection prospects for the gravitational wave signal from AIC
In order to assess the detection prospects for the GW signal from AIC, we evaluate the characteristic signal
frequency fc and the dimensionless characteristic GW amplitude hc. Both quantities are detector-dependent
and are computed using Eq. (2.156) and (2.157), respectively.
In Fig. 4.21, we show hc for all models as a function of fc for an initial 4-km LIGO detector, assuming
a source distance of 10 kpc. For comparison with detector sensitivity, we include initial LIGO’s design hrms
curve [232]. The distribution of our set of models in this figure obeys simple systematics. A number of very
slowly rotating models that undergo pressure-dominated bounce with prompt convection (type IIIa) form a
cluster in frequency in one region (near arrow 1). These models have the overall lowest values of hc and
exhibit low values of fc in the range of 130− 350Hz. Both fc and hc grow with increasing rotation (along
arrow 1). For the pressure-dominated bounce models without significant prompt convection (type IIIb), hc
grows with increasing rotation (along arrow 2), now at practically constant fc of ∼ 350 Hz. Even for these
models, fc is always lower than the typical peak frequency fmax ∼ 700 − 800Hz of their spectral GW
energy densities. This is due to the specific characteristics of the LIGO detector, whose highest sensitivity
is around 100Hz, thus leading to a systematic decrease of fc with respect to fmax.
In more rapidly rotating models, centrifugal effects become more important, leading to greater rotational
deformation of the inner core, but also slowing down the dynamics around core bounce, ultimately limiting
hc and reducing fc (along arrow 3). Models that rotate so rapidly that they undergo centrifugal bounce
(type IIIc) cluster in a separate region in the hc − fc plane (along arrow 4), somewhat below the maximum
value of hc and at considerably lower fc. The systematics for the lower-T models and for other detectors is
very similar. Not surprisingly, given the analogies in the two signals, a similar behavior of hc and fc was
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Figure 4.22: Location of the GW signals from core bounce in the hc–fc plane relative to the sensitivity curves of
various interferometer detectors (as color-coded) for an extended set of models AD. The sources are at a distance of
10 kpc for LIGO, 0.8 Mpc for Advanced LIGO, and 5 Mpc for the Einstein Telescope.
observed in the context of rotating iron core collapse [123].
Figure 4.22 provides the same type of information shown in Fig. 4.21 but also for the advanced LIGO
detector when the source is at 0.8 kpc (e.g., within the Andromeda galaxy), or for the proposed Einstein
Telescope (ET) [138] and a source distance of 5 Mpc. Initial LIGO is sensitive only to GWs coming from a
moderately-rapidly or rapidly rotating AIC event in the Milky Way, but its advanced version will probably be
able to reveal sources also outside the Galaxy, although only within the local group. Finally, third-generation
detectors such as ET, may be sensitive enough to detect some AIC events out to ∼ 5 Mpc.
As pointed out in Secs. 4.4.1 and 4.4.2, the GW signal amplitudes and the spectral GW energy dis-
tribution is determined primarily by βic,b. Hence, given the systematics shown in Fig. 4.21, one may be
optimistic about being able to infer βic,b to good precision from the observation of GWs from a rotating
AIC event. For example, as demonstrated in Fig. 4.18, even the knowledge of only fmax can put some
constraints on βic,b. However, inferring accurately the properties of the progenitor WD using exclusively
information provided by GWs may be extremely difficult given the highly degenerate dependence of βic,b
on the various precollapse WD model parameters discussed in Sec. 4.3.2. To elaborate on this point, we
show in Fig. 4.23 the relation between βic,b and the precollapse WD parameter βi. Even if GWs can provide
good constraints on βic,b, a rather large variety of models with different initial rotational properties would
be able to lead to that same βic,b and additional astrophysical information on the progenitor will be needed
to determine the precollapse rotational configuration. The only exception to this is the possibility of ruling
out uniform WD progenitor rotation if βic,b & 18% (cf. Sec. 4.3.2).
4.5 Prospects for nonaxisymmetric rotational instabilities
Nonaxisymmetric rotational instabilities in PNSs formed in AIC or iron core collapse have long been pro-
posed as strong and possibly long-lasting sources of GWs (see, e.g., [316] for a recent review). The post-
bounce GW emission by nonaxisymmetric deformations of rapidly rotating PNSs could be of similar am-
plitude as the signal from core bounce and, due to its potentially much longer duration, could exceed it in
emitted energy (e.g., [312, 311, 367]). Moreover, since the characteristic GW amplitude hc scales with the
square root of the number of cycles, the persistence of the nonaxisymmetric dynamics for many rotation
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Table 4.4: GW signal characteristics for the high-T AIC models: EGW is the total GW energy, fmax is the peak
frequency of the GW energy spectrum, ∆f50 is the frequency interval around fmax that emits 50 % of EGW. The
nonrotating models are omitted here.
AIC EGW fmax ∆f50
model [10−9M⊙c2] [Hz] [Hz]
AU1 1.1 742.7 31
AU2 5.7 782.7 28
AU3 7.8 786.7 27
AU4 15.7 816.0 49
AU5 17.0 831.9 120
DU1 0.1 768.0 343
DU2 0.3 770.0 556
DU3 0.4 747.0 473
DU4 0.9 745.0 304
DU5 2.0 765.7 26
DU6 4.6 778.3 21
DU7 5.8 788.3 20
AD1 2.2 752.6 33
AD2 3.7 765.4 30
AD3 8.7 790.5 37
AD4 11.8 812.5 115
AD5 14.2 813.6 173
AD6 15.0 815.0 201
AD7 15.5 815.1 220
AD8 13.8 811.0 245
AD9 1.8 806.0 413
AD10 1.0 304.0 126
DD1 0.3 740.0 324
DD2 1.4 746.7 62
DD3 4.6 780.1 21
DD4 9.3 793.6 22
DD5 15.2 813.7 21
DD6 18.5 820.2 48
DD7 22.3 826.9 152
AD1f1 1.3 745.7 54
AD1f2 0.6 731.4 69
AD1f3 0.2 726.5 315
AD1f4 0.1 737.0 476
AD3f1 7.7 787.0 36
AD3f2 7.0 781.2 31
AD3f3 5.5 777.2 27
AD3f4 3.7 769.8 27
AD6f1 15.7 818.0 175
AD6f2 16.0 819.5 165
AD6f3 16.0 822.6 145
AD6f4 15.8 827.6 123
AD9f1 5.4 805.5 323
AD9f2 11.8 813.0 273
AD9f3 15.9 833.0 263
AD9f4 19.5 844.0 254
AD10f1 1.9 808.0 137
AD10f2 5.8 809.0 333
AD10f3 12.1 826.6 269
AD10f4 16.5 840.0 263
AD11f2 3.4 794.0 105
AD12f3 0.8 165.5 44
AD12f4 1.4 231.0 73
AD13f4 0.07 62.5 60
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Figure 4.23: The inner core parameter βic,b at bounce is plotted as a function of the precollapse parameter βi for
high-T models. Due to different central densities and rotation profiles of the precollapse WD models, there is no
one-to-one correspondence between βic,b and βi. Hence, although one can extract βic,b accurately from the bounce
AIC GW signal, it is impossible to put strong constraints on βi using the GW signal.
periods can drastically increase the chances for detection.
The simulations presented in this work impose axisymmetry, hence we are unable to track the formation
and evolution of rotationally induced nonaxisymmetric structures. Nonetheless, since the dynamical high-β
instability can develop only at β above βdyn ≃ 0.25 [22, 250], we can still assess the prospects for such
instabilities by studying the values of β reached by our AIC models. Moreover, as we shall see below, the
analysis of the rotational configuration of the newly formed PNS can give a rough idea about the outlook
also for low-β instabilities.
As shown in Sec. 4.3.2, for not very rapidly rotating models, the parameter βic,b of the inner core at
bounce increases with the progenitor rotation and saturates at ∼ 24.5% (see Fig. 4.10). Immediately after
bounce, the inner core re-expands and, after undergoing several damped oscillations, settles into a new
quasi-equilibrium state with a βic,pb typically smaller by ∼ 3% (in relative value) than that at bounce. The
highest value of βic,pb of our entire model set is∼ 24% (observed in model AD12f4) and most other rapidly
rotating models reach values of βic,pb that are well below this value (cf. Tab. 4.2). Hence, we do not expect
the high-β instability to occur immediately after bounce in most AIC events.
On the other hand, the matter around the PNS experiences rapid neutrino-cooling (not modeled by our
approach) and the PNS contracts significantly already in the early postbounce phase. This results in spin-
up and in a substantial increase of βic,pb. Using the VULCAN/2D code, Ott [310] studied the postbounce
evolution of the PNS rotation of the Dessart et al. AIC models [111]. He found that, in the case of the rapidly
rotating 1.92M⊙ model, the postbounce contraction leads to a growth of βic,pb by ∼ 50% from ∼ 14 %
to ∼ 22 % in the initial ∼ 50 ms after bounce. We expect that a similar increase of the parameter βic,pb
should take place also for the rapidly rotating AIC models considered here. More specifically, if we assume
that β increases by ∼ 50 % within ∼ 50 ms after bounce, we surmise that AIC models with βic,b & 17%
at bounce should reach βic,pb & βdyn within this postbounce interval and thus become subject to the high-β
dynamical instability.
As mentioned in Sec. 4.3.2, uniformly rotating WDs cannot reach βic,pb in excess of ∼ 10.5%. Hence,
they are unlikely to become subject to the high-β dynamical nonaxisymmetric instability, but may contract
and spin up to β ≥ βsec ≃ 14% at which they, in principle, could experience a secular nonaxisymmetric
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instability in the late postbounce phase. However, other processes, e.g., MHD dynamos and instabilities
(see, e.g., [25, 92]) may limit and/or decrease the PNS spin on the long timescale needed by a secular
instability to grow.
In addition to the prospects for the high-β instability, the situation appears favorable for the low-β
instability as well. The latter can occur at much lower values of β as long as the PNS has significant differ-
ential rotation (see, e.g., [377, 435, 357, 93, 307, 367, 312] and references therein). While this instability’s
true nature is not yet understood, a necessary condition for its development seems to be the existence of a
corotation point inside the star, i.e., a point where the mode pattern speed coincides with the local angular
velocity [435, 357]. Bearing in mind that the lowest order unstable modes have pattern speeds of the order
of the characteristic Keplerian angular velocityO(Ωchar) [90], we can easily verify whether such a criterion
is ever satisfied in our models. Assuming a characteristic mass of the early postbounce PNS of ∼ 0.8M⊙
and a radius of ∼ 20 km, we obtain a characteristic Keplerian angular velocity of Ωchar ∼ 4 rad ms−1.
Because most AIC models that reach βic,pb & 15% have a peak value of Ω & 5 rad ms−1, it is straightfor-
ward to conclude that these models will have a corotation point and, hence, that the low-β instability may
be a generic feature of rapidly rotating AIC. We note that even uniformly rotating precollapse models have
strong differential rotation in the postshock region outside the inner core. However, further investigation is
needed to infer whether such models may be also be subject to low-β dynamical instability.
As a concluding remark we stress that the above discussion is based on simple order-of-magnitude
estimates and is therefore rather inaccurate. Reliable estimates can be made only by performing numerical
simulations in 3D that adequately treat the postbounce deleptonization and contraction of the PNS and
that investigate the dependence of the instability on βic,pb, on the degree of differential rotation, and on
the thermodynamic and MHD properties of the PNS. Finally, these calculations will also establish what is
the effective long-term dynamics of the bar-mode deformation. In simulations of isolated polytropes [22,
250] and from perturbative calculations [358], it was found that coupling among different modes tends to
counteract the bar-mode instability on a dynamical timescale after its development. It is yet unclear whether
this behavior will be preserved also in the AIC scenario, where infalling material with high specific angular
momentum may lead to significant changes. This will be the subject of future investigations.
4.6 Summary and conclusions
In this work we have presented the first general-relativistic simulations of the axisymmetric AIC of mas-
sive white dwarfs to protoneutron stars. Using the general-relativistic hydrodynamics code COCONUT,
we performed 114 baseline model calculations, each starting from a 2D equilibrium configuration, using a
finite-temperature microphysical EOS, and a simple, yet effective parametrization scheme of the electron
fraction Ye that provides an approximate description of deleptonization valid in the collapse, bounce, and
very early postbounce phases. The precollapse structure and rotational configuration of WDs that experience
AIC is essentially unconstrained. This prompted us to carry out this work. With our large set of model cal-
culations, we have investigated the effects on the AIC evolution of variations in precollapse central density,
temperature, central angular velocity, differential rotation, and deleptonization in collapse. The inclusion of
general relativity enabled us to correctly describe the AIC dynamics and our extended model set allowed us
for the first time to study systematically GW emission in the AIC context.
We find that the overall dynamics in the collapse phase of AIC events is similar to what has long been
established for rotating iron core collapse. A universal division in homologously collapsing inner core and
supersonically infalling outer core obtains and the self-similarity of the collapse nearly completely washes
out any precollapse differences in stellar structure in the limit of slow rotation. Due to the high degeneracy
of the electrons in the cores of AIC progenitor WDs, electron capture is predicted to be strong already
in early phases of collapse [111], leading to a low trapped lepton fraction and consequently small inner
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core masses Mic,b at bounce of around 0.3M⊙ which decrease somewhat with increasing precollapse WD
temperature due to the temperature dependent abundance of free protons. Test calculations motivated by
potential systematic biases of the AIC Ye(ρ) trajectories obtained from [111] (see Secs. 4.2.1 and 4.2.3)
with inner-core values of Ye increased by ∼ 10% and ∼ 20% yielded values Mic,b larger by ∼ 11% and
∼ 25%.
Our simulations show that rotation can have a profound influence on the AIC dynamics, but will always
stay subdominant in the collapse of uniformly rotating WDs whose initial angular velocity is constrained
by the Keplerian limit of surface rotation. In rapidly differentially rotating WDs, on the other hand, cen-
trifugal support can dominated the plunge phase of AIC and lead to core bounce at subnuclear densities.
We find that the parameter βic,b = (Erot/|W |)ic,b of the inner core at bounce provides a unique mapping
between inner core rotation and late-time collapse and bounce dynamics, but the mapping between precol-
lapse configurations and βic,b is highly degenerate, i.e., multiple, in many cases very different precollapse
configurations of varying initial compactness and total angular momentum, can yield practically identical
βic,b and corresponding collapse/bounce dynamics.
Recent phenomenological work presented in [264, 265] on the potential EM display of an AIC event has
argued for both uniform WD rotation [264, 332] and massive quasi-Keplerian accretion disks left behind at
low latitudes after AIC shock passage. The analysis of our extensive model set, on the other hand, shows
that uniformly rotating WDs produce no disks at all or, in extreme cases that are near mass shedding at the
precollapse stage, only very small disks (Mdisk . 0.03M⊙). Only rapidly differentially rotating WDs yield
the large disk masses needed to produce the enhanced EM signature proposed in [264, 265].
An important focus of this work has been on the GW signature of AIC. GWs, due to their inherently
multi-D nature, are ideal messengers for the rotational dynamics of AIC. We find that all AIC models
following our standard Ye(ρ) parametrizations yield GW signals of a generic morphology which has been
classified previously as type III [466, 118, 310]. This signal type is due primarily to the small inner core
masses at bounce obtained in these models. We distinguish between three subtypes of AIC GW signals.
Type IIIa occurs for βic,b . 0.7% (slow rotation), is due in part to early postbounce prompt convection
and results in peak GW amplitudes |hmax| . 5 × 10−22 (at 10 kpc) and emitted energies EGW . few ×
10−9M⊙ c
2
. Most of our AIC models produce type IIIb GW signals that occur for 0.7 . βic,b . 18%
(moderate/moderately rapid rotation) and yield 6 × 10−22 . |hmax| (at 10 kpc) . 8 × 10−21 and emitted
energies of 9 × 10−10M⊙ c2 . EGW . 2 × 10−8M⊙ c2. Rotation remains subdominant in type IIIa and
type IIIb models and we find that there is a monotonic and near-linear relationship between maximum GW
amplitude and the rotation of the inner core which is best described by the power law |hmax| ∝ 10−21β0.74ic,b .
Furthermore, we find that the frequencies fmax at which the GW spectral energy densities of type IIIa and
IIIb models peak are in a rather narrow range from ∼ 720Hz to ∼ 840Hz and exhibit a monotonic growth
from the lower to the upper end of this range with increasing rotation. This finding suggests that the GW
emission in these models is driven by the fundamental quadrupole (2f ) mode of the inner core.
In the dynamics of AIC models that reach βic,b & 18%, centrifugal effects become dominant and lead to
core bounce at subnuclear densities. Such models must be differentially rotating at the onset of collapse and
produce type IIIc GW signals with maximum amplitudes of 4.0×10−22 . |hmax| (at 10 kpc) . 5.5×10−21,
emitted energies of 10−10M⊙ c2 . EGW . 10−8M⊙ c2, and peak frequencies of 62Hz . fmax . 800Hz.
In contrast too type IIIa and IIIb models, in type IIIc models, |hmax|,EGW, and fmax decrease monotonically
with increasing βic,b.
Combining the information from signal morphology, |hmax|, EGW and fmax, we conclude that already
first-generation interferometer GW detectors should be able to infer the rotation of the inner core at bounce
(as measured by βic,b) from a Galactic AIC event. Due to the degenerate dependence of βic,b on initial
model parameters, this can put only loose constraints on the structure and rotational configuration of the
progenitor WD. However, the observation of an AIC with βic,b & 18% would rule out uniform progenitor
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rotation.
Studying the configurations of the protoneutron stars formed in our AIC models, we find that none of
them are likely to experience the high-β nonaxisymmetric bar-mode instability at very early postbounce
times. We estimate, however, that all models that reach βic,b & 17% will contract and reach the instability
threshold within ∼ 50ms after bounce. Less rapidly spinning models will require more time or will go
unstable to the low-β instability. The latter requires strong differential rotation which is ubiquitous in the
outer PNS and in the postshock region of our AIC models. AIC progenitors, due to their evolution through
accretion or formation through merger, are predestined to be rapidly rotating and form PNSs that are likely
to become subject to nonaxisymmetric instabilities. This is in contrast to the precollapse iron cores of
ordinary massive stars that are expected to be mostly slowly-spinning objects [185, 309]. We conclude
that the appearance of nonaxisymmetric dynamics driven by either the low-β or high-β instability and the
resulting great enhancement of the GW signature may be a generic aspect of AIC and must be investigated
in 3D models.
The comparison of the GW signals of our axisymmetric AIC models with the gravitational waveforms
of the iron core collapse models of Dimmelmeier et al. [123] reveals that the overall characteristics of the
signals are rather similar. It appears unlikely that AIC and iron core collapse could be distinguished on
the basis of the axisymmetric parts of their GW signals alone, unless detailed knowledge of the signal time
series as well as of source orientation and distance is available to break observational degeneracies.
The results of our AIC simulations presented in this work and the conclusions that we have drawn on
their basis demonstrate the complex and in many cases degenerate dependence of AIC outcomes and obser-
vational signatures on initial conditions. The observation of GWs from an AIC event can provide important
information on the rotational dynamics of AIC. However, to lift degeneracies in model parameters and gain
full insight, GW observations must be complemented by observations of neutrinos and electromagnetic
waves. These multi-messenger observations require underpinning by comprehensive and robust computa-
tional models that have no symmetry constraints and include all the necessary physics to predict neutrino,
electromagnetic, and GW signatures.
As a point of caution, we note that the generic type III GW signal morphology observed in our AIC
models is due to the small inner-core values of Ye and consequently small inner core masses predicted by
the Ye(ρ) parametrization obtained from the approximate Newtonian radiation-hydrodynamic simulations
of [111]. Tests with artificially reduced deleptonization show that the signal shape becomes a mixture of
type III found in our study and type I observed in rotating iron core collapse [123] if the Ye in the inner core
is larger by ∼ 20%. In a follow-up study, we will employ Ye(ρ) data from improved general-relativistic
radiation-hydrodynamics simulations [284] to better constrain the present uncertainties of the AIC inner-
core electron fraction.
Although performed using general-relativistic hydrodynamics, the calculations discussed here are lim-
ited to conformally-flat spacetimes and axisymmetry. We ignored postbounce deleptonization, neutrino
cooling, and neutrino heating. We also neglected nuclear burning, employed only a single finite-temperature
nuclear EOS, and were forced to impose ad-hoc initial temperature and electron fraction distributions onto
our precollapse WD models in rotational equilibrium. Future studies must overcome the remaining limita-
tions to build accurate models of AIC. Importantly, extensive future 3D radiation-hydrodynamic simulations
are needed to address the range of possible, in many cases probably nonaxisymmetric, postbounce evolutions
of AIC and to make detailed predictions of their signatures in GWs, neutrinos, and in the electromagnetic
spectrum.
Chapter 5
The Magnetosphere of Oscillating Neutron
Stars in General Relativity
5.1 Introduction
Study of the internal structure of neutron stars (NSs) is of fundamental importance for subatomic physics
since these objects provide a laboratory for studying the properties of high-density matter under very extreme
conditions. In particular, there is the intriguing possibility of using NS oscillation modes as a probe for
constraining models of the equation of state of matter at supranuclear densities. It was suggested long
ago that if a NS is oscillating, then traces of this might be revealed in the radiation which it emits [320,
424, 66, 51, 125, 131]. Recently, a lot of interest has been focussed on oscillations of magnetized NSs
because of the discovery of gamma-ray flare activity in Soft Gamma-Ray Repeaters (SGRs) which are
thought to be the very highly magnetised NSs known as magnetars (for recent review on the SGRs see
[444, 437]). The giant flares in these objects are thought to be powered by global reconfigurations of the
magnetic field and it has been suggested that the giant flares might trigger starquakes and excite global
seismic pulsations of the magnetar crust [411, 412, 369, 131]. Indeed, analyses of the observations of giant
flares have revealed that the decaying part of the spectrum exhibits a number of quasi-periodic oscillations
(QPOs) with frequencies in the range from a few tens of Hz up to a few hundred Hz [197, 394, 436] and
there has been a considerable amount of theoretical effort attempting to identify these with crustal oscillation
modes [167, 362, 226, 383, 384]. While there is substantial evidence that the observed SGR QPOs are
caused by neutron star pulsations, there is a great deal of uncertainty about how stellar surface motion gets
translated into the observed features of the X-ray radiation [393, 394, 421]. To make progress with this, it is
necessary to develop a better understanding of the processes occurring in the magnetospheres of oscillating
neutron stars.
Standard pulsars typically have magnetic fields of around 1012 G while magnetars may have fields of up
to 1014 − 1015 G near to the surface. Rotation of a magnetized star generates an electric field:
Erot ∼ ΩR
c
B , (5.1)
where B is the magnetic field strength, c is the speed of light and Ω is the angular velocity of the star with
radius R. Depending on the rotation velocity and the magnetic field strength, the electric field may be as
strong as 1010 V cm−1 and it has a longitudinal component (parallel to B) which can be able to pull charged
particles away from the stellar surface, if the work function is sufficiently small, and accelerate them up
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to ultra-relativistic velocities. This result led Goldreich & Julian [173] to suggest that a rotating NS with
a sufficiently strong magnetic field should be surrounded by a magnetosphere filled with charge-separated
plasma which screens the accelerating electric field and thus hinders further outflow of charged particles
from the stellar surface. Even if the binding energy of the charged particles is sufficiently high to prevent
them being pulled out by the electric field, the NS should nevertheless be surrounded by charged particles
produced by plasma generation processes [395, 354], which again screen the longitudinal component of the
electric field. These considerations led to the development of a model for pulsar magnetospheres which
is frequently called the “standard model” (an in depth discussion and review of this can be found in, e.g.,
[267, 44, 45]).
Timokhin, Bisnovatyi-Kogan & Spruit (2000) [418] (referred to as TBS from here on) showed that an
oscillating magnetized NS should also have a magnetosphere filled with charge-separated plasma, even if it
is not rotating, since the vacuum electric field induced by the oscillations would have a large radial compo-
nent which can be of the same order as rotationally-induced electric fields. One can show this quantitatively
by means of the following simple arguments. To order of magnitude, the radial component of the vacuum
electric field generated by the stellar oscillations is given by
Eosc ∼ ωξ
c
B , (5.2)
where ω is the oscillation frequency and ξ is the displacement amplitude. Using this together with Eq.(5.1),
it follows immediately that the electric field produced by oscillations will be stronger than the rotationally
induced one for sufficiently slowly-rotating neutron stars, having
Ω .
ωξ
R
. (5.3)
For stellar oscillations with ξ/R ∼ 0.001 and ω ∼ 1 kHz, the threshold is Ω ∼ 1 Hz. Within this context,
TBS developed a formalism extending the basic aspects of the standard pulsar model to the situation for a
non-rotating magnetized NS undergoing arbitrary oscillations. This formalism was based on the assumption
of low current densities in the magnetosphere, signifying that the influence of currents outside the NS on
electromagnetic processes occurring in the magnetosphere is negligibly small compared to that of currents
in the stellar interior. This assumption leads to a great simplification of the Maxwell equations, which then
can be solved analytically. As an application of the formalism, TBS considered toroidal oscillations of a
NS with a dipole magnetic field, and obtained analytic expressions for the electromagnetic field and charge
density in the magnetosphere. (Toroidal oscillations are thought to be particularly relevant for magnetar
QPO phenomena.) They found that the low current density approximation (LCDA) is valid for at least
half of all toroidal oscillation modes and analyzed the energy losses due to plasma outflow caused by these
modes for cases where the size of the polar cap (the region on the stellar surface that is crossed by open
magnetic field lines) is small, finding that the energy losses are strongly affected by the magnetospheric
plasma. For oscillation amplitudes larger than a certain critical value, they found that energy losses due to
plasma outflow were larger than those due to the emission of the electromagnetic waves (assuming in that
case that the star was surrounded by vacuum). Recently, [420] considered spheroidal oscillations of a NS
with a dipole magnetic field, using the TBS formalism, and found that the LCDA again holds for at least
half of these modes. Discussion in [420] also provided some useful insights into the role of rotation for the
magnetospheric structure of oscillating NSs.
The TBS model was a very important contribution and, to the best of our knowledge, remains the
only model for the magnetosphere of oscillating NSs available in the literature. However, it should be
pointed out that it does not include several ingredients that a fully consistent and realistic model ought to
include. Most importantly, it does not treat the magnetospheric currents in a fully consistent way: although
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it gives a consistent solution for around half of the oscillation modes, the remaining solutions turn out to
be unphysical and, as TBS pointed out, this is a symptom of the LCDA failing there. Also, rotation and
the effects of general relativity can be very relevant; in particular, several authors have stressed that using
a Newtonian approach may not give very good results for the structure of NS magnetospheres (see, e.g.,
[43, 287, 276, 279]). However, a more realistic model would naturally be more complicated than the TBS
one whose relative simplicity can be seen as a positive advantage when using it as the basis for further
applications.
The aim of the present work is to give a general relativistic reworking of the TBS model so as to inves-
tigate the effects of the changes with respect to the Newtonian treatment. We derive the general relativistic
Maxwell equations for arbitrary small-amplitude oscillations of a non-rotating spherical NS with a generic
magnetic field configuration and show that they can be solved analytically within the LCDA as in Newto-
nian theory. We then apply this solution to the case of toroidal oscillations of a NS with a dipole magnetic
field and find that the LCDA is again valid for at least half of all toroidal oscillation modes, as in Newtonian
theory. Using an improved formula for the determination of the last closed field line, we calculate the energy
losses resulting from these oscillations for all of the modes for which the size of the polar cap is small and
discuss the influence of GR effects on the energy losses.
The rest of this chapter is organized as follows. In Sec. 5.2 we introduce some definitions and derive
the quasi-stationary Maxwell equations in Schwarzschild spacetime as well as the boundary conditions for
the electromagnetic fields at the stellar surface. In Sec. 5.3 we sketch our method for analytically solving
the Maxwell equations for arbitrary NS oscillations with a generic magnetic field configuration. In Sec. 5.4
we apply our formalism to the case of purely toroidal oscillations of a NS with a dipole magnetic field and
also discuss the validity of the LCDA and the role of GR effects. In Sec. 5.5 we calculate the energy losses
due to plasma outflow caused by the toroidal oscillations. Some detailed technical calculations related to
the discussion in the main part of this work are presented in Appendices A-C.
5.2 General formalism
5.2.1 Quasi-stationary Maxwell equations in Schwarzschild spacetime
The study of electromagnetic processes related to stellar oscillations in the vicinity of NSs should, in prin-
ciple, use the coupled system of Einstein-Maxwell equations. However, such an approach would be overly
complicated for our study here, as it is for many other astrophysical problems. Here we simplify the problem
by neglecting the contributions of the electromagnetic fields, the NS rotation and the NS oscillations to the
spacetime metric and the structure of the NS1, noting that this is expected to be a good approximation for
small-amplitude oscillations. Indeed, for a star with average mass-energy density ρ¯, mass M and radius R,
the maximum fractional change in the spacetime metric produced by the magnetic field is typically of the
same order as the ratio between the energy density in the surface magnetic field and average mass-energy
density of the NS, i.e.,
B2
8πρ¯c2
≃ 10−7
(
B
1015 G
)2(1.4M⊙
M
)(
R
10 km
)3
. (5.4)
The corresponding fractional change in the metric due to rotation is of order
0.1
(
Ω
ΩK
)2
= 10−7
(
Ω
1 Hz
)2(1 kHz
ΩK
)2
(5.5)
1Several authors have, in fact, studied the equilibrium configurations of magnetars by solving the Einstein-Maxwell equations
in full general relativity [58, 60, 87] or by using perturbative techniques [101, 183].
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where ΩK is the Keplerian angular velocity at the surface of the NS. Moreover, in the case of magnetars,
which we consider in our study, the oscillations are thought to be triggered by the global reconfiguration
of the magnetic field. Due to this reason, the corrections due to the oscillations should not exceed the
contribution due to the magnetic field itself given by estimate (5.4). Therefore, we can safely work in
the background spacetime of a static spherical star, whose line element in a spherical coordinate system
(t, r, θ, φ) is given by
ds2 = g00(r)dt
2 + g11(r)dr
2 + r2dθ2 + r2 sin2 θdφ2 , (5.6)
while the geometry of the spacetime external to the star (i.e. for r ≥ R) is given by the Schwarzschild
solution:
ds2 = −N2dt2 +N−2dr2 + r2dθ2 + r2 sin2 θdφ2 , (5.7)
where N ≡ (1− 2M/r)1/2 and M is the total mass of the star. For the part of the spacetime inside the star,
we represent the metric in terms of functions Λ and Φ as
g00 = −e2Φ(r) , g11 = e2Λ(r) =
(
1− 2m(r)
r
)−1
, (5.8)
where m(r) = 4π
∫ r
0 r
′2ρ(r′)dr′ is the volume integral of the total energy density ρ(r) over the spatial
coordinates. The form of these functions is given by solution of the standard TOV equations for spherical
relativistic stars (see, e.g., [370] and they are matched continuously to the external Schwarzschild spacetime
through the relations
g00(r = R) = N
2
R
, g11(r = R) = N
−2
R
, (5.9)
whereN
R
≡ (1−2M/R)1/2. Within the external part of the spacetime, we select a family of static observers
with four-velocity components given by
(uα)
obs
≡ N−1
(
1, 0, 0, 0
)
. (5.10)
and associated orthonormal frames having tetrad four vectors {eµˆ} = (e0ˆ, erˆ, eθˆ, eφˆ) and 1-forms {ωµˆ} =
(ω0ˆ,ωrˆ,ωθˆ,ωφˆ), which will become useful when determining the “physical” components of the electro-
magnetic fields. The components of the vectors are given by equations (6)-(9) of [344].
The general relativistic Maxwell equations have the following form [217]
3F[αβ,γ] = Fαβ,γ + Fγα,β + Fβγ,α = 0 , (5.11)
Fαβ;β = 4πJ
α , (5.12)
where Fαβ is the electromagnetic field tensor and J is the electric-charge 4-current. We consider the region
close to the star (the near zone), at distances from the NS much smaller than the wavelength λ = 2πc/ω. In
the near zone the electromagnetic fields are quasi-stationary, therefore we neglect the displacement current
term in the Maxwell equations. Once expressed in terms of the physical components of the electric and
magnetic fields, equations (5.11) and (5.12) become (see Section 2 of [344] for details of the derivation)
sin θ∂r
(
r2Brˆ
)
+N−1r∂θ
(
sin θBθˆ
)
+N−1r∂φB
φˆ = 0 , (5.13)
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(r sin θ)
∂Brˆ
∂t
= N
[
∂φE
θˆ − ∂θ
(
sin θEφˆ
)]
, (5.14)
(
N−1r sin θ
) ∂Bθˆ
∂t
= −∂φE rˆ + sin θ∂r
(
rNEφˆ
)
, (5.15)
(
N−1r
) ∂Bφˆ
∂t
= −∂r
(
rNE θˆ
)
+ ∂θE
rˆ , (5.16)
N sin θ∂r
(
r2E rˆ
)
+ r∂θ
(
sin θE θˆ
)
+ r∂φE
φˆ = 4πρer
2 sin θ , (5.17)
[
∂θ
(
sin θBφˆ
)
− ∂φBθˆ
]
= 4πr sin θJ rˆ , (5.18)
∂φB
rˆ − sin θ∂r
(
rNBφˆ
)
= 4πr sin θJ θˆ , (5.19)
∂r
(
NrBθˆ
)
− ∂θBrˆ = 4πrJ φˆ , (5.20)
where ρe is the proper charge density. We further assume that the force-free condition,
~E
SC
· ~B = 0 , (5.21)
is fulfilled everywhere in the magnetosphere, implying that the magnetosphere of the NS is populated with
charged particles that cancel the longitudinal component of the electric field. The charge density ρ
SC
re-
sponsible for the electric field ~E
SC
(cf. equation 5.17) is the characteristic charge density of the force-free
magnetosphere; this is appropriate for describing the charge density in the inner parts of the NS magneto-
sphere. We will refer to ~E
SC
as the space-charge (SC) electric field, and to ρ
SC
as the SC charge density.
Finally, we introduce the perturbation of the NS crust in terms of its four-velocity, with the components
being given by
wα ≡ e−Φ
(
1,
dxi
dt
)
= e−Φ
(
1, e−Λδvrˆ,
δvθˆ
r
,
δvφˆ
r sin θ
)
, (5.22)
where δvi = dxi/dt is the relative oscillation three-velocity of the conducting stellar surface with respect to
the unperturbed state of the star.
5.2.2 Boundary conditions at the surface of star
We now begin our study of the internal electromagnetic field induced by the stellar oscillations. We assume
here that the material in the crust can be treated as a perfect conductor and the induced electric field then
depends on the magnetic field and the pulsational velocity field according to the following relations (see
[344] for details of the derivation):
E rˆin = −e−Φ
[
δvθˆBφˆ − δvφˆBθˆ
]
, (5.23)
E θˆin = −e−Φ
[
δvφˆBrˆ − δvrˆBφˆ
]
, (5.24)
Eφˆin = −e−Φ
[
δvrˆBθˆ − δvθˆBrˆ
]
. (5.25)
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Boundary conditions for the magnetic field at the stellar surface (r = R) can be obtained from the
requirement of continuity for the radial component, while leaving the tangential components free to be
discontinuous because of surface currents:
Brˆex|r=R = Brˆin|r=R , (5.26)
Bθˆex|r=R = Bθˆin|r=R + 4πiφˆ , (5.27)
Bφˆex|r=R = Bφˆin|r=R − 4πiθˆ , (5.28)
where iiˆ is the surface current density. Boundary conditions for the electric field at the stellar surface are
obtained from requirement of continuity of the tangential components, leaving E rˆ to have a discontinuity
proportional to the surface charge density Σs:
E rˆex|r=R = E rˆin|r=R + 4πΣs = −N−1R
[
δvθˆBφˆ − δvφˆBθˆ
]
|r=R + 4πΣs , (5.29)
E θˆex|r=R = E θˆin|r=R = −N−1R
[
δvφˆBrˆ − δvrˆBφˆ
]
|r=R , (5.30)
Eφˆex|r=R = Eφˆin|r=R = −N−1R
[
δvrˆBθˆ − δvθˆBrˆ
]
|r=R , (5.31)
where Σs is the surface charge density.
5.2.3 The low current density approximation
The low current density approximation was introduced by TBS, and in the present section we present a brief
introduction to it for completeness. Close to the NS surface, the current flows along the magnetic field lines,
and so in the inner parts of the magnetosphere, it can be expressed as
~J = α(r, θ, φ) · ~B , (5.32)
where α is a scalar function. The system of equations (5.13)–(5.20), (5.21) and (5.32) forms a complete set
but is overly complicated for solving in the general case. However, within the LCDA these equations can,
as we show below, be solved analytically for arbitrary oscillations of a NS with a generic magnetic field
configuration.
The LCDA scheme is based on the assumption that the perturbation of the magnetic field induced by
currents flowing in the NS interior is much larger than that due to currents in the magnetosphere, which are
neglected to first order in the oscillation parameter ξ¯ ≡ ξ/R:
4π
c
~J ≪ ∇× ~B , (5.33)
and
∇× ~B(1) = 0 , (5.34)
where ~B(1) is the first order term of the expansion in ξ¯. This also implies that the current density satisfies
the condition
J ≪ 1
r
(
B(0)
ξ
R
)
c ≈ ρ
SC
(R) c
( c
ωr
)
, (5.35)
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where ρ
SC
(R) is the SC density near to the surface of the star. Here we have used the relation ρ
SC
(R) ≃
B(0)η/cR, where η is the velocity amplitude of the oscillation and ω is its frequency.
In regions of complete charge separation, the maximum current density is given by ρ
SC
c. Since the
absolute value of ρ
SC
decreases with increasing r and because r ≪ c/w in the near zone, condition (5.35)
is satisfied in the magnetosphere if there is complete charge separation there. Since the current in the
magnetosphere flows along magnetic field lines, its magnitude does not change and so condition (5.35) is
also satisfied along magnetic field lines in non-charge-separated regions as long as they have crossed regions
with complete charge separation.
In the following, we solve the Maxwell equations assuming that condition (5.35) is satisfied throughout
the whole near zone. As discussed above, a regular solution of the system of equations (5.13)-(5.20), (5.21)
and (5.32) should exist for arbitrary oscillations and arbitrary configurations of the NS magnetic field and
so, as shown by TBS, if a solution has an unphysical behaviour, this would imply that the LCDA fails for
this oscillation and that the accelerating electric field cannot be screened only by a stationary configuration
of the charged-separated plasma. In some regions of the magnetosphere, the current density could be as high
as
J ≃ ρ
SC
c
( c
ωr
)
. (5.36)
For a more detailed discussion of the LCDA and its validity, we refer the reader to Sections 2.3 and 3.2.1 of
TBS.
5.3 The LCDA solution
5.3.1 The electromagnetic field in the magnetosphere
We now begin our solution of the Maxwell equations, assuming that the LCDA condition (5.35) is satisfied
everywhere in the magnetosphere. Within the LCDA, equations (5.18)-(5.20) for the magnetic field in the
magnetosphere take the form
∂θ
(
sin θBφˆ
)
− ∂φBθˆ = 0 , (5.37)
∂φB
rˆ − sin θ∂r
(
rNBφˆ
)
= 0 , (5.38)
∂r
(
NrBθˆ
)
− ∂θBrˆ = 0 . (5.39)
As demonstrated in [344], the components of the magnetic field Brˆ, Bθˆ and Bφˆ can be expressed in terms
of a scalar function S in the following way:
Brˆ = − 1
r2 sin2 θ
[sin θ∂θ (sin θ∂θS) + ∂φ∂φS] , (5.40)
Bθˆ =
N
r
∂θ∂rS , (5.41)
Bφˆ =
N
r sin θ
∂φ∂rS . (5.42)
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Substituting these expressions into the Maxwell equations (5.14)–(5.16), we obtain a system of equations
for the electric field components which has the following general solution
E rˆ
SC
= −∂r(ΨSC) , (5.43)
E θˆ
SC
= − 1
Nr sin θ
∂t∂φS − 1
Nr
∂θ(ΨSC) , (5.44)
Eφˆ
SC
=
1
Nr
∂t∂θS − 1
Nr sin θ
∂φ (ΨSC) , (5.45)
where Ψ
SC
is an arbitrary scalar function. The terms proportional to the gradient of Ψ
SC
are responsible
for the contribution of the charged particles in the magnetosphere. The vacuum part of the electric field is
given by the derivatives of the scalar function S. Substituting (5.43)-(5.45) into equation (5.17), we get an
expression for the SC charge density in terms of Ψ
SC
:
ρ
SC
= − 1
4πr2
[
N∂r
(
r2∂rΨSC
)
+
1
N
△ΩΨSC
]
, (5.46)
where △Ω is the angular part of the Laplacian:
△Ω = 1
sin θ
∂θ (sin θ∂θ) +
1
sin2 θ
∂φφ. (5.47)
5.3.2 The equation for Ψ
SC
Substituting expressions (5.40)–(5.42) and (5.43)–(5.45) for the components of the electric and magnetic
fields into the force-free condition (5.21), we get the following equation for Ψ
SC
1
sin2 θ
[sin θ∂θ (sin θ∂θS) + ∂φ∂φS] ∂r(ΨSC)−
1
sin θ
[∂φ∂tS∂θ∂rS − ∂θ∂tS∂φ∂rS]
−∂θ∂rS∂θ(ΨSC)−
1
sin2 θ
∂φ∂rS∂φ (ΨSC) = 0 . (5.48)
If the amplitude of the NS oscillations is suitably small (ξ¯ ≪ 1), the function S can be series expanded in
terms of the dimensionless perturbation parameter ξ¯ and can be approximated by the sum of the two lowest
order terms
S(t, r, θ, φ) = S0(r, θ, φ) + δS(t, r, θ, φ) . (5.49)
Here the first term S0 corresponds to the unperturbed static magnetic field of the NS, while δS is the first
order correction to it. At this level of approximation, equation (5.48) for Ψ
SC
takes the form
1
sin2 θ
[sin θ∂θ (sin θ∂θS0) + ∂φ∂φS0] ∂r(ΨSC)−
1
sin θ
[∂φ∂t(δS)∂θ∂rS0 − ∂θ∂t(δS)∂φ∂rS0]
−∂θ∂rS0∂θ(ΨSC)−
1
sin2 θ
∂φ∂rS0∂φ (ΨSC) = 0 . (5.50)
Next we expand S in terms of the spherical harmonics:
S =
∞∑
ℓ=0
ℓ∑
m=−ℓ
S ℓm(t, r)Yℓm(θ, φ) . (5.51)
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where the functions S ℓm are given in terms of Legendre functions of the second kind Qℓ by [342]
Sℓm(t, r) = − r
2
M2
d
dr
[
r
(
1− 2M
r
)
d
dr
Qℓ
(
1− r
M
)]
sℓm(t) . (5.52)
Note that all of the time dependence in (5.52) is contained in the integration constants sℓm(t) which, as we
will see later, are determined by the boundary conditions at the surface of the star. We now series expand
the coefficients Sℓm(t, r) and sℓm(t) in terms of ξ¯
Sℓm(t, r) = S0ℓm(r) + δSℓm(t, r), sℓm(t) = s0ℓm + δsℓm(t) , (5.53)
where all of the time dependence is now confined within the coefficients δSℓm(r, t) and δsℓm(t), while the
coefficients S0ℓm and s0ℓm are responsible for the unperturbed static magnetic field of the star. Using these
results, we can also express S and δS in terms of a series in Yℓm(θ, φ) in the following way
S0 =
∞∑
ℓ=0
ℓ∑
m=−ℓ
S0 ℓm(r)Yℓm(θ, φ), (5.54)
δS =
∞∑
ℓ=0
ℓ∑
m=−ℓ
δS ℓm(t, r)Yℓm(θ, φ) . (5.55)
The variables r and t in the functions Sℓm(t, r) and Sℓm(t, r) can be separated using relation (5.52):
S0ℓm(r) = − r
2
M2
d
dr
[
r
(
1− 2M
r
)
d
dr
Qℓ
(
1− r
M
)]
s0ℓm , (5.56)
Sℓm(t, r) = − r
2
M2
d
dr
[
r
(
1− 2M
r
)
d
dr
Qℓ
(
1− r
M
)]
δsℓm(t) . (5.57)
5.3.3 The boundary condition for Ψ
SC
We now derive a boundary condition for Ψ
SC
at the stellar surface using the behaviour of the electric and
magnetic fields in that region. Following TBS, we assume that near to the stellar surface the interior magnetic
field has the same behaviour as the exterior one:
Brˆ = − C1
r2 sin2 θ
[sin θ∂θ (sin θ∂θS) + ∂φφS] , (5.58)
Bθˆ = C1
e−Λ
r
∂θ∂rS , (5.59)
Bφˆ = C1
e−Λ
r sin θ
∂φ∂rS . (5.60)
Using the continuity condition for the normal component of the magnetic field
[
Brˆ
]
= 0 at the stellar
surface [335] together with the condition e−Λ|r=R ≡ NR, one finds that the integration constant C1 is equal
to one. The interior electric field components can then be obtained by substituting (5.58) – (5.60) (with
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C1 = 1) into (5.23) – (5.25):
E rˆin = −
e−(Φ+Λ)
r sin θ
{
δvθˆ∂φ∂rS − sin θδvφˆ∂θ∂rS
}
, (5.61)
E θˆin =
e−(Φ+Λ)
r sin θ
{
δvrˆ∂φ∂rS +
δvφˆeΛ
r sin θ
[sin θ∂θ (sin θ∂θS) + ∂φ∂φS]
}
, (5.62)
Eφˆin = −
e−(Φ+Λ)
r
{
δvrˆ∂θ∂rS +
δvθˆeΛ
r sin2 θ
[sin θ∂θ (sin θ∂θS) + ∂φ∂φS]
}
. (5.63)
The continuity condition for the θ component of the electric field across the stellar surface (5.30) gives
a boundary condition for ∂θΨSC |r=R:
Ψ
SC,θ
|r=R = −
{
δvφˆ
R sin2 θ
[sin θ∂θ (sin θ∂θS) + ∂φ∂φS] +
Nδvrˆ
sin θ
∂φ∂rS +
1
sin θ
∂t∂φS
}
|r=R , (5.64)
while the continuity condition for Eφˆ (5.31) gives a boundary condition for ∂φΨSC |r=R:
Ψ
SC,φ
|r=R =
{
δvθˆ
R sin θ
[sin θ∂θ (sin θ∂θS) + ∂φ∂φS] +Nδv
rˆ sin θ∂θ∂rS + sin θ∂t∂θS
}
|r=R . (5.65)
Integration of equation (5.64) or equation (5.65) over θ or φ respectively, gives a boundary condition for
Ψ
SC
. We will use the result of integrating equation (5.64) over θ. Assuming that the perturbation depends
on time t as e−iωt, we obtain the following condition, correct to first order in ξ¯,
Ψ
SC
|r=R = −
∫ {
δvφˆ
R sin2 θ
[sin θ∂θ (sin θ∂θS0) + ∂φ∂φS0] +
Nδvrˆ
sin θ
∂φ∂rS0 (5.66)
+
1
sin θ
∂t∂φ(δS)
}
dθ|r=R + eiωtF (φ) ,
where F (φ) is a function only of φ which we will determine below.
The components of the stellar-oscillation velocity field are continuously differentiable functions of r, θ
and φ. The boundary conditions for the electric field (5.30)-(5.31) imply that the tangential components of
the electric field ~E
SC
must be finite. The vacuum terms on the right-hand side of (5.44)-(5.45) and the terms
on both sides of equation (5.45) are also finite. Consequently, the term
−∂φ(ΨSC)
sin θ
|r=R (5.67)
should also be finite. Hence we obtain that ∂φ(ΨSC)|θ=0,π;r=R = 0 and so the function F (φ) in the ex-
pression for boundary condition (5.66) must satisfy the condition (Ψ
SC
)|θ=0,π;r=R = C e−iω t, where C is
a constant. Using gauge invariance, we choose
Ψ
SC
|θ=0;r=R = 0, (5.68)
and from this and equation (5.66), we obtain our expression for the boundary condition for Ψ
SC
at the stellar
surface:
Ψ
SC
|r=R = −
∫ θ
0
{
δvφˆ
R sin2 θ
[sin θ∂θ (sin θ∂θS0) + ∂φ∂φS0] +
Nδvrˆ
sin θ
∂φ∂rS0 (5.69)
+
1
sin θ
∂t∂φ(δS)
}
dθ|r=R .
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5.4 Toroidal oscillations of a NS with a dipole magnetic field
As an important application of this formalism, we now consider small-amplitude toroidal oscillations of a
NS with a dipole magnetic field. For toroidal oscillations in the (ℓ′,m′) mode, a generic conducting fluid
element is displaced from its initial location (r, θ, φ) to a perturbed location (r, θ + ξθ, φ + ξφ) with the
velocity field [426],
δvrˆ = 0 , δvθˆ =
dξθ
dt
=
e−iωtη(r)
sin θ
∂φYℓ′m′(θ, φ) , δv
φˆ =
dξφ
dt
= −e−iωtη(r)∂θYℓ′m′(θ, φ) , (5.70)
where ω is the oscillation frequency and η(r) is the transverse velocity amplitude. Note that in the above
expressions (5.70), the oscillation mode axis is directed along the z-axis. We use a prime to denote the
spherical harmonic indices in the case of the oscillation modes.
5.4.1 The unperturbed exterior dipole magnetic field
If the static unperturbed magnetic field of the NS is of a dipole type, then the coefficients s0ℓm involved in
specifying it have the following form (see eq. 117 of [344])
s0 10 = −
√
3π
2
µ cosχ , s0 11 =
√
3π
2
µ sinχ , (5.71)
where µ is the magnetic dipole moment of the star, as measured by a distant observer, and χ is the inclination
angle between the dipole moment and z-axis. Substituting expressions (5.71) into (5.56) and then the latter
into (5.54), we get
S0 = −3µr
2
8M3
[
lnN2 +
2M
r
(
1 +
M
r
)]
(cos θ cosχ+ eiφ sin θ sinχ) (5.72)
The corresponding magnetic field components have the form
Brˆ0 = −
3µ
4M3
[
lnN2 +
2M
r
(
1 +
M
r
)]
(cosχ cos θ + sinχ sin θeiφ) , (5.73)
Bθˆ0 =
3µN
4M2r
[
r
M
lnN2 +
1
N2
+ 1
]
(cosχ sin θ − sinχ cos θeiφ) , (5.74)
Bφˆ0 =
3µN
4M2r
[
r
M
lnN2 +
1
N2
+ 1
]
(−i sinχeiφ) . (5.75)
At the stellar surface, these expressions for the unperturbed magnetic field components become
Brˆ
R
= fRB0(cosχ cos θ + sinχ sin θe
iφ) , (5.76)
BθˆR = hRB0(cosχ sin θ − sinχ cos θeiφ) , (5.77)
BφˆR = −ihRB0(sinχeiφ) , (5.78)
where B0 is defined as B0 = 2µ/R3. In Newtonian theory B0 would be the value of the magnetic strength
at the magnetic pole but this becomes modified in GR. The GR modifications are contained within the
parameters
hR =
3R2NR
8M2
[
R
M
lnN2
R
+
1
N2
R
+ 1
]
, fR = −
3R3
8M3
[
lnN2
R
+
2M
R
(
1 +
M
R
)]
. (5.79)
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For a given µ, the magnetic field near to the surface of the NS is stronger in GR than in Newtonian theory,
as already noted by [166].
5.4.2 The equation for Ψ
SC
Substituting S0 from (5.72) into equation (5.50), we obtain a partial differential equation containing two
unknown functions Ψ
SC
and δS for arbitrary oscillations of a NS with a dipole magnetic field
−2r2q1(r)
(
cos θ cosχ+ eiφ sin θ sinχ
)
∂r(ΨSC) (5.80)
+∂r
[
r2q1(r)
] (
sin θ cosχ− eiφ cos θ sinχ
)
∂θ(ΨSC)− ∂r
[
r2q1(r)
] eiφ sinχ
sin θ
∂φ(ΨSC)
+
∂r
[
r2q1(r)
]
sin θ
[(
sin θ cosχ− eiφ cos θ sinχ
)
∂φ∂t(δS) + ie
iφ sinχ sin θ∂θ∂t(δS)
]
= 0 ,
where we have introduced a new function q1(r) for simplicity of notation [see Eq. (5.121) for the definition
of q1(r)].
From (5.69), the boundary condition for Ψ
SC
at the stellar surface is
Ψ
SC
|r=R =
∫ θ
0
{
B0RfRδv
φˆ∂θ
(
cos θ cosχ+ eiφ sin θ sinχ
)
− 1
sin θ
∂t∂φ(δS)
}
dθ|r=R . (5.81)
Using the expressions for the velocity field of the toroidal oscillations (5.70) and for the boundary conditions
for the partial derivatives of the SC potential (5.64)-(5.65), we find that ∂tδS is given by (see Appendix A
for details of the derivation)
∂tδS(r, t) =
∞∑
ℓ=0
ℓ∑
m=−ℓ
B0RfR η˜R
ℓ (ℓ+ 1)
r2 qℓ (r)
R2 qℓ (R)
(5.82)
×
∫
4π
[
∂θYℓm
(
sin θ cosχ− eiφ cos θ sinχ
)
+ ieiφ∂φYℓm sin θ sinχ
] Y ∗ℓ′m′(θ, φ)
sin θ
dΩ .
From here on, for simplicity, we will consider only the case with χ = 0. Although our solution depends on
the angle between the magnetic field axis and the oscillation mode axis, focusing on the case χ = 0 does
not actually imply a loss of generality because any mode with its axis not aligned with a given direction can
be represented as a sum of modes with axes along this direction. We have developed a MATHEMATICA
code for analytically solving equation (5.50) and hence obtaining analytic expressions for the electric and
magnetic fields and for the SC density.
The solution of equation (5.80) for the case χ = 0 is given in Appendix B, where we show that the
general solution has the following form
Ψ
SC
= −1
2
m′2
ℓ′(ℓ′ + 1)
B0RfR η˜R
∫ r
R
∂r′ [r
′2q1(r
′)]
q1(r′)
qℓ′(r
′)
R2qℓ′(R)
Yℓ′m′(θ(r
′), φ)
cos θ(r′)
dr′ (5.83)
+Φ2
[√
−r2q1(r) sin θ, φ, t
]
,
where r′ is the integration variable. In order to solve this integral, the function θ(r′) is expressed in terms
r′ and a constant ϕ2 through the characteristic equation (5.135) and, after performing the integration, ϕ2
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is removed again using (5.135). The unknown function Φ2 is determined using the boundary condition for
Φ2|r=R given by (5.142). Once the integral on the right-hand side of (5.142) has been evaluated, we then
express all of the trigonometric functions resulting from the integral, in terms of sin θ. This θ is the value at
r = R. To obtain an expression for the value of Φ2 at a general radius, we write this θ (at r = R) in terms
of the value of θ at a general point (with r > R) using the characteristic relation (5.135), i.e.,
sin θ →
√
[r2q1(r)]/[R2q1(R)]× sin θ , (5.84)
so that
cos θ →
[
1− r
2q1(r)
R2q1(R)
sin2 θ
]1/2
sign(cos θ) , (5.85)
where sign(x) is defined such that sign(x) = +1 if x > 0, and sign(x) = −1 if x < 0. There are then
different expressions for Ψ
SC
in the two regions θ ∈ [0, π/2] and θ ∈ [π/2, π]. If these two expressions
do not coincide at the equatorial plane for r > R, then there will be a discontinuity in Ψ
SC
at θ = π/2,
and quantities that depend on ∂θΨSC will become singular there. As shown by TBS, the function ΨSC is
indeed discontinuous at θ = π/2 for some oscillation modes and, as we discussed in Section 5.2.3 above,
this unphysical behaviour indicates that the LCDA ceases to be valid for those modes. In these cases, the
accelerating electric field cannot be canceled without presence of strong currents which may become as
large as (5.36) in some regions of the magnetosphere. The occurrence of such singularities was explained
by TBS and the reader is referred to Section 3.2 of their paper for a detailed discussion.
Next we discuss how GR effects contribute to our solution. As discussed above, for a given magnetic
moment µ (as measured by a distant observer) the strength of the unperturbed magnetic field near to the
surface of the NS is larger in GR than in Newtonian theory. Due to the linearity of the Maxwell equations,
a perturbation of a stronger magnetic field should produce a larger electric field for the same oscillation
parameters. This in turn should lead to a larger absolute value of the SC density in GR, since the SC density
takes the value necessary to cancel the electric field. In the next Section, we will give a more quantitative
analysis of the GR contribution in our solution.
We point out that the function Ψ
SC
does not depend on ℓ > 1 perturbations to the stellar magnetic field in
the case of axisymmetric (m′ = 0) toroidal modes. This can be seen from the fact that these perturbations are
confined within the δS terms which enter equation (5.80) for the function Ψ
SC
only through a derivative with
respect to φ; hence vanish for the axisymmetric modes. Therefore, the only perturbation to the magnetic field
is due to the ℓ = 1 term, and the solution for these modes is much simpler than that for non-axisymmetric
(m′ 6= 0) modes. It is then convenient to discuss separately the axisymmetric and non-axisymmetric cases.
The solution (5.83) for the m′ = 0 modes at r = R has the following form
Ψ
SC
(r, θ, φ, t) |r=R = −B0RfR η˜R
∫ θ
0
cosϑ∂ϑYℓ′0(ϑ, φ) dϑ . (5.86)
Using the properties of the spherical harmonics, we can express Ψ
SC
(r, θ, φ, t) |r=R for odd ℓ′ modes in the
general form
Ψ
SC
(r, θ, φ, t) |r=R ∼
N∑
n=1
A2n sin
2n θ , (5.87)
while for even ℓ′ modes, the general form of Ψ
SC
is
Ψ
SC
(r, θ, φ, t) |r=R ∼ (A+B cos θ)
N∑
n=1
A2n sin
2n θ , (5.88)
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where the coefficients A, B and A2n do not depend on r and θ. The value of N equals ℓ′/2 + 1 for
even ℓ′ and (ℓ′ + 1)/2 for odd ℓ′. As we discussed above, in order to obtain the solution for Ψ
SC
for
r > R, one has use sin θ → √r2q1(r)/R2q1(R) sin θ on the right-hand sides of (5.87) and (5.88). Thus
the GR effects contribute to the solution for m′ = 0 modes only through terms fR
[
r2q1(r)/R
2q1(R)
]n
,
where n ≥ 1. Note that the factor fR in this term appears due to the boundary condition at the surface
of the star, namely from the continuity of the tangential components of the electric field, while the factor[
r2q1(r)/R
2q1(R)
]n
appears due to the presence of charged particles in the magnetosphere. The second
factor is equal to 1 at the stellar surface and approaches its Newtonian value (R/r)n at large r and small
M/R. Since fR > 1, the absolute value of ΨSC should be greater in GR than in Newtonian theory. For
example, in the case of small θ, the only term which is important is that with n = 1 and hence we get
(Ψ
SC
)
GR
/(Ψ
SC
)
Newt
= fRr
3q1(r)/R
3q1(R). This quantity is shown in Figure 5.1 (left panel), where we
can see that, near to the stellar surface, the function Ψ
SC
is larger in GR than in Newtonian theory, while at
larger r it asymptotically approaches its Newtonian value.
Analysis of the GR contribution to the solution in the case of non-axisymmetric modes is more com-
plicated because in this case the solution depends not only on ℓ = 1 perturbations to the magnetic field but
also on ℓ > 1 perturbations, which are contained in the term ∂t∂φδS of equation (5.80), and contribute to
the solution due to the integral in (5.83). Nevertheless, some rough estimates of the GR effects can be made
in the following way. Near to the stellar surface the integral in (5.83) can be approximated as
fR
∫ r
R
∂z[z
2q1(z)]
q1(z)
qℓ(z)
R2qℓ(R)
Yℓm(θ(z), φ)
cos θ(z)
dz ≃ fR
r2qℓ(r)
R2qℓ(R)
Yℓm(θ(r), φ)
cos θ(r)
. (5.89)
Close to the star, (r2qℓ(r))/(R2qℓ(R)) ≃ 1 and so the leading GR contribution comes from the factor
fR which increases the absolute value of ΨSC with respect to the Newtonian case. Further away from
the star, r2qℓ is approximately proportional to r−ℓ and so the integral in (5.89) can be approximated as ∼
fR(R/r)
ℓ′+1+m′/2 to leading order in R/r. Therefore, while this integral makes an important contribution
to Ψ
SC
near to the star, it becomes negligibly small for ℓ > 1 at r > R as compared with Φ2. The GR effects
contribute to Φ2 through the terms fR
[
r2q1(r)/R
2q1(R)
]n in a similar way to their contribution to Ψ
SC
for
the axisymmetric modes discussed above. This increase of the function Ψ
SC
due to the GR effects also leads
to an increase in the absolute values of the SC density ρ
SC
near to the star, as shown in Figures 5.1 (right
panel) and 5.2 for some toroidal oscillation modes.
5.5 Energy losses
It was shown by TBS that the kinetic energy of the stellar oscillations should be lost through being passed to
plasma near to the stellar surface which then flows out along the open magnetic field lines. Note that within
the framework of the TBS model, electromagnetic fields are considered only in the near zone and so the
existence of the plasma outflow cannot be shown explicitly; however, qualitatively, the mechanism for the
plasma outflow should be the following. The charged particles that were accelerated to high energies by the
longitudinal electric field move along the magnetic field lines in the near zone. If the kinetic energy density
of the plasma at the equator becomes comparable to the energy density of the magnetic field at some point,
then the field line which crosses the equator at that point becomes open. Plasma flowing along open field
lines forms an electromagnetically driven wind which closes at infinity. There is then an electric current
flowing along the stellar surface between positive and negative emission regions. Because this current must
cross the magnetic field lines at the stellar surface, it exerts a braking torque on the NS oscillations and thus
reduces their kinetic energy (see Section 3.2.2 of TBS for more details).
In the following, we carry out a GR calculation of the energy lost by toroidal stellar oscillations due to
plasma outflow. First we calculate the energy losses due to the outflow of a particle along an open field line
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Figure 5.1: Left panel: The ratio (Ψ
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)
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)
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along the polar axis plotted as a function of the
distance from the star, for axisymmetric toroidal modes of a NS with compactnessM/R = 0.2. Right panel:
The ratio (ρ
SC
)
GR
/(ρ
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)
Newt
in the equatorial plane plotted as a function of r, for a star with M/R = 0.2,
for toroidal oscillation modes (2, 0), (1, 1) and (3, 0).
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Figure 5.2: The space-charge density ρ
SC
at r = 1.5R (in units with B0 = η = 1) plotted as a function of θ
for the toroidal oscillation modes (1, 0), (1, 1) and (3, 0). The solid lines refer to the SC density ρ
SC
in the
relativistic theory, while its Newtonian value is shown by the dashed lines.
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from a given point on the stellar surface. For this purpose, we start by considering the motion of the charged
particle along the θ-direction on the stellar surface (where it crosses the magnetic field lines, hence exerts a
braking torque on the stellar oscillations). The equation of motion for a test particle of mass m in a generic
electromagnetic field has the general form [217]
m
Dwα
dτ
= eFαβwβ , (5.90)
where D/dτ is a comoving derivative, wα is the four-velocity of the particle given by
wα =
uα + vα√
1− v2 , (5.91)
uα is the 4-velocity of the static observer (5.10), and vα is the velocity of the particle relative to the static
observer.
Because of time-invariance, there exists a timelike Killing vector ξα such that ξαξα = −N2. The four-
velocity of the static observer can be expressed in terms of ξα as uα = N−1ξα, and therefore the energy of
the particle is given by
E = −pαξα = −mwαξα . (5.92)
Contracting the equation of motion (5.90) with the Killing vector ξα gives
ξαmw
α
;βw
β = −eFαβ uα + vα√
1− v2 ξβ , (5.93)
The right-hand side of this can be rewritten as
−eFαβ uα + vα√
1− v2 ξβ = eF
αβ vβξα√
1− v2 = eF
αβN
uβvα√
1− v2 = e
EαˆvαˆN√
1− v2 , (5.94)
while the left-hand side can be transformed as
ξαmw
α
;βw
β = m(wαξ
α);βw
β −mξα;βwαwβ , (5.95)
The second term on the right-hand of this equation vanishes due to antisymmetry of the tensor ξα;β . There-
fore, the projection of the equation of motion onto the Killing vector can be written as
dE
dτ
= eN
Eαˆvαˆ√
1− v2 . (5.96)
For particles moving along the θ-direction, this equation takes the form
dE = eE
αˆRN2R√
1− v2 dθ . (5.97)
Integrating this over the interval (0, θ), we get
∆E = eRN2R
∫ θ
0
Eαˆdθ. (5.98)
Note that in deriving this last equation, we have used the fact that v ≪ 1. The quantity ∆E measures
the energy that would be carried away by a particle that leaves the surface of the star from a point with
coordinates (R, θ, φ). In order to calculate the energy loss per unit time through a given surface element
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dS, ∆E needs to be multiplied by the the current density, jα and integrated over the surface element nαdS,
where nα is the unit spacelike vector orthogonal to the surface r = R. The energy loss per unit time due to
plasma emission through the surface element dS is then given by
dL = ∆E(θ, φ)jαˆ(R, θ, φ)nαˆ R2 sin θdθdφ , (5.99)
while the total energy loss L from the NS is obtained by integrating dL over the entire open field line region
on the stellar surface.
Now we determine the angle θ0 at which the last closed magnetic field line intersects the stellar surface.
Following TBS, we define the last closed line as being that for which the kinetic energy density of the
outflowing plasma at the equator becomes equal to the corresponding energy density of the NS magnetic
field. We now derive a mathematical condition for this. The energy-momentum tensor of the electromagnetic
field is [217]
Tαβem =
1
4π
(
FασF βσ −
1
4
gαβFµνFµν
)
. (5.100)
Using this expression, one can obtain an expression for the energy density of the electromagnetic field
Eem = NTαβuαuβ = NB
2 + E2
8π
. (5.101)
The method for the calculation of the last closed field line proposed by TBS [equation (65) of TBS] is
based on an implicit assumption that the plasma flows out from the star isotropically and its kinetic energy is
distributed uniformly over the surface of a sphere with radius r = Ra, where Ra is the radial coordinate of
the point where the last closed field line crosses the equatorial plane. However, according to the definition
of the last closed field line, the outflowing plasma should move along the field lines throughout the region
r < Ra and so its energy cannot be distributed uniformly over the sphere r = Ra. In the following,
we derive an alternative formula for the calculation of θ0 that takes into account the correction due to the
anisotropic plasma outflow along the magnetic field lines.
If the stellar magnetic field is dipolar, then the density of the field lines decreases with distance from
the centre of the star. Since the charged particles move along the field lines, this implies that the kinetic
energy density of a comoving element of plasma should decrease monotonically with r as the field lines
separate (we are assuming here that the plasma speed along the field lines is roughly constant). Since for
dipole magnetic field lines fr sin2 θ/r = const, it is easy to show the energy density of the plasma when
it reaches the equatorial plane is smaller by a factor of 0.5R3/(R3afR) compared to its value at the stellar
surface (assuming that the angle θ is small). Therefore, the kinetic energy density of the outflowing plasma
at the point (Ra, 0, φ) is given by
ǫpl(Ra, 0, φ) =
1
2fR
NR
NRa
R3
R3a
∆Ejαˆnαˆ , (5.102)
where NRa =
√
1− 2M/Ra and the factor NR/NRa accounts for the gravitational redshift of the energy
of the plasma. The energy density of the magnetic field lines at the same point is determined from (5.101)
and has the following form
ǫem(Ra, 0, φ) =
NRa
32π
R6
R6a
B20 , (5.103)
Note that Ra ≫ R for small θ0, and so in this case NRa ≈ 1 to good accuracy; from here on we will
consider only the case of small θ0 and take NRa = 1. Also j
rˆ ≫ j θˆ for small θ, and so in the following we
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will neglect the θ component of the current above the polar cap. The last closed field line is determined by
the conditions
ǫpl(Ra, 0, φ) = ǫem(Ra, 0, φ) . (5.104)
Substituting (5.103) and (5.102) into (5.104), one can obtain an algebraic equation
16πNR∆EρSC = f4RB20θ60 (5.105)
for determining θ0 after expressing ∆E in terms of θ0. Once we know θ0, we can calculate the total energy
of the outflowing plasma by integrating (5.99) over the entire open field line region of the stellar surface:
L =
∫ 2π
0
dφ
∫ θ0
0
dθ |j rˆ(R, θ, φ) ∆E(θ, φ)|R2 sin θ . (5.106)
The motion of charged particles in strong magnetic fields can be approximated as a relativistic motion along
the field lines. This is a reasonable approximation because the electrons are estimated to become relativistic
at a height of a few centimeters above the stellar surface. Therefore in the frame of the static observer we
take [287]
j rˆ = ρc
Brˆ
B
(5.107)
where ρ(R, θ, φ) is the SC density.
TBS solved the Newtonian version of (5.105)2 and calculated L for three modes: (1,1), (2,0) and (3,0).
They also estimated the order of magnitude of the energy loss L and the angle θ0 for all of the oscillation
modes for which θ0 is small. They found that θ0 is small for modes with m′ < 3 and, as we will see later,
this result also holds in GR. We will next solve the relativistic equation (5.105) and calculate θ0 and L for
all of the modes (ℓ′,m′) for which the angle θ0 is small. We will present elsewhere a study of the case for
large θ0.
In order to solve equation (5.105) and calculateL in the case of small θ0, we use the following procedure.
First, we approximate equation (5.131) and the boundary condition (5.130) for small θ by expanding all of
the functional dependence on θ in a Taylor series, taking into account only terms of the two lowest orders in
θ. Secondly, we solve this equation and calculate ρ
SC
and ∆E using the approximate solution for Ψ
SC
. Then,
we calculate the angle θ0 by substituting ρSC and ∆E into (5.105). Finally, substituting the expressions for
θ0, ρSC and ∆E into (5.106), gives us the expression for L. Since the methods for solving equation (5.131)
for m′ = 0 and m′ 6= 0 exploit a similar technique, we present just the solution for m′ = 0 below, in this
Section, while the solution for non-axisymmetric modes is presented in Appendix C.
For small angles θ, the spherical harmonic Yℓm(θ, φ) can be approximated by the sum of the first two
lowest order terms in the expansion in terms of θ
Yℓm(θ, φ) ≈ A(1)ℓm(φ) θm +A(2)ℓm(φ) θm+2 . (5.108)
In this case, the characteristics (5.135) take the form
ϕ =
√
−r2q1(r) θ . (5.109)
Specialising to small θ in the boundary condition (5.130) for Ψ
SC
, gives the following expression:
Ψ
SC
|r=R = −B0RfR η˜RA(2)ℓ′0 θ2 . (5.110)
2It should be noted here that, as we mentioned above, TBS uses a slightly different formula for the determination of θ0 which
does not take into account the anisotropy of the plasma outflow.
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In order to calculate ΨSC for arbitrary r, one has to replace θ in this equation by
√
[r2q1(r)]/[R2q1(R)] θ,
following the argument given earlier for sin θ, and this then gives the solution:
Ψ
SC
= −B0RfR η˜R
r2q1(r)
R2q1(R)
A
(2)
ℓ′0 θ
2 . (5.111)
Substituting this into formula (5.46), we obtain the expression for the SC density:
ρ
SC
=
B0fR η˜R
πN
R
R
r2q1(r)
R2q1(R)
A
(2)
ℓ′0 . (5.112)
SubstitutingΨSC as given by (5.111) into (5.44), we obtain the expression for electric fieldE θˆSC . Substituting
this into (5.98) gives ∆E :
∆E(θ, φ) = B0RfR η˜RNRA(2)ℓ′0 θ2 . (5.113)
Using this expression for ∆E in equation (5.105), we obtain an algebraic equation for θ0, which has the
following solution:
θ0 = 2N
1/4
R
[
η˜RA
(2)
ℓ′0
fR
]1/2
. (5.114)
Substituting (5.113) and (5.107) into (5.106), gives us the following expression for the total energy loss:
Lℓ′0 =
1
2
[
B0RfR η˜RA
(2)
ℓ′0
]2
θ40 , (5.115)
and then using (5.114) in equation (5.115), gives
Lℓ′0 = 8NR
[
B0R η˜
2
R
(A
(2)
ℓ′0)
2
]2
. (5.116)
The energy losses for non-axisymmetric modes are calculated in Appendix C. The angle θ0 and the energy
loss L are given by expressions (5.149) and (5.151) in that case. Note that determining θ0 using the direct
relativistic extension of the TBS method would give a value that is smaller than (5.114) by a constant factor
of 20.5, causing L to be smaller by a factor of 4. For the m′ = 1 modes, these correction factors are (2π)0.25
and 2π respectively, while for the m′ = 2 modes they are (3π)0.5 and (3π)3.
We now continue our discussion with analysis of the contribution of the effects of GR to the quantities
θ0 and Lℓ′0. The ratio of θ0 in GR to its Newtonian counterpart for a given oscillation amplitude [i.e., for
(η˜R)GR = (η˜R)Newt] can be obtained using equation (5.114):
(θ0)
GR
(θ0)
Newt
=
N
1/4
R
f
1/2
R
. (5.117)
This ratio is shown in Figure 5.3 (left panel) plotted as a function of the stellar compactness parameterM/R.
It can be seen that in GR, the angle θ0 is smaller than in Newtonian theory (it approaches its Newtonian
value as M/R→ 0), meaning that GR effects lead to the polar cap being smaller. The reason for this can be
understood in the following way. The angle θ0 is determined from equation (5.105) and it is convenient to
analyze the relativistic effects by looking at this equation. The contribution from the curvature is contained
here in three terms: i) the factor f4
R
on the right-hand side, ii) the factor NR on the left-hand side and
iii) a factor f2
R
on the left-hand side that is contained implicitly within the term ∆Eρ
SC
. The first of these
three terms accounts for the modification of the geometry of the background dipole magnetic field lines due
to the curvature. As we discussed above, the magnetic field lines obey the relation fr sin θ/r2 = const,
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with fr = 1 in the Newtonian case but fr > 1 in GR. This means that a magnetic field line with a given
energy density at r = Ra on the equatorial plane, crosses the stellar surface closer to the pole in GR than in
Newtonian theory. The second relativistic factor accounts for the redshift of the kinetic energy of the plasma
due to the displacement from r = R to r = Ra. Finally, the third factor is responsible for the amplification
of the energy density of the outflowing plasma caused by the increase of the magnetic field strength (for
a given magnetic moment) due to GR effects. The last of these would obviously lead to an increase of θ0
in GR if it were acting alone. However, this effect is counteracted by the change of the geometry of the
magnetic field lines and the gravitational redshift and those two effects are substantially stronger, giving
the result that the angle θ0 is smaller in GR than in Newtonian theory. Note that, as expected, the ratio
(θ0)
GR
/ (θ0)
Newt
for the axisymmetric toroidal modes does not depend on ℓ′, while for the general m′ 6= 0
modes, there is dependence on ℓ′. This is because, as discussed above, the function Ψ
SC
for m′ = 0 depends
only on the lowest ℓ = 1 perturbation to the magnetic field since the higher ℓ perturbations are contained in
the term ∂φ∂tδS which disappears in axisymmetry.
The ratio of the angle θ0 in GR to its Newtonian counterpart, for m′ 6= 0 modes, can be obtained using
equation (5.149) (see Appendix C for details of the derivation):
(θ0)
GR
(θ0)
Newt
=
(
NR
f2
R
|Dℓ′m′ |GR
|Dℓ′m′ |Newt
) 1
6−2m′
. (5.118)
Figure 5.3 (central and right panels) shows the ratio of angle θ0 in GR to its Newtonian equivalent for
the modes m′ = 1, 2 for several values of ℓ′. As can be seen in these plots, θ0 is smaller in GR than in
Newtonian theory also for the m′ = 1 and m′ = 2 modes. The reason for this is similar to that for the
m′ = 0 modes which we discussed above. We have made the analysis for values of ℓ′ up to ℓ′ = 10 and the
ratio (θ0)
GR
/ (θ0)
Newt
was found to be rather insensitive to the values of ℓ′. (The dependence on ℓ′ is due to
the fact that (ρ
SC
)
GR
/ (ρ
SC
)
Newt
is generally larger for higher ℓ′ at small θ0.)
The ratio of the energy losses for the m′ = 0 modes in GR and in Newtonian theory is equal to NR, as
one can obtain using equation (5.116), and this is plotted in the left panel of Figure 5.4. The GR modification
is caused by the gravitational redshift of the plasma energy; the other “magnetic” GR effects do not influence
this, because the shrinking of the polar cap and the increase in the plasma energy density exactly compensate
each other.
The ratio of the energy losses for the m′ 6= 0 modes in GR and in Newtonian theory can be straightfor-
wardly obtained using equation (5.151):
(Lℓ′m′)
GR
(Lℓ′m′)
Newt
= f4
R
N
1+m′
3−m′
R
(
f−2
R
|Dℓ′m′ |GR
|Dℓ′m′ |Newt
) 4
3−m′
. (5.119)
This is also shown in Figure 5.4 where one can see that the energy loss of the m′ 6= 0 modes is smaller in
GR than in Newtonian theory. The reason for this is the same as for the m′ = 0 modes discussed above, i.e.,
the increase in the energy density of the outflowing plasma cannot compensate the shrinking of the polar
cap. Moreover, for the m′ = 2 modes, the energy density of the outflowing plasma is proportional to θ2m′
(see eqs. (5.98) and (5.147)) and so the total energy losses are very sensitive to the size of the polar cap.
Because of this, the ratios of the total energy losses for the m′ = 2 modes in GR and in Newtonian theory
are much smaller than those for the m′ = 0 and m′ = 1 modes.
5.6 Summary
In this work, we have described our general relativistic model for the force-free magnetosphere of an oscil-
lating, non-rotating neutron star. Our approach is based on the previous Newtonian model developed by TBS
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and focuses on toroidal modes which are thought to be particularly relevant for magnetar QPO phenomena.
We have taken the spacetime geometry to be spherically symmetric and have neglected any modifications of
it caused by the electromagnetic fields, the stellar oscillations and the magnetospheric plasma. Within this
context, we have derived the general relativistic Maxwell equations for arbitrary small-amplitude oscillations
of a neutron star with a generic magnetic field configuration and have shown that, as in the Newtonian case,
they can be solved analytically for the force-free configuration of the electromagnetic fields (i.e. E|| ≪ B)
under the low current density approximation (LCDA). We have applied our formalism to small-amplitude
toroidal oscillations of a neutron star with a dipole magnetic field and have found that the LCDA is valid
for at least half of these modes in GR, as in the Newtonian calculations of TBS. We have also discussed the
contribution of the GR effects to our solution, finding that they lead to an increase in the absolute values of
the electromagnetic fields and the space charge (SC) density near to the stellar surface.
We have calculated the energy losses due to plasma outflow resulting from these oscillations, focusing
on cases where the size of the polar cap is small so that one can expand the Maxwell equations as Taylor
series in powers of θ, retaining only the two lowest order terms. This approach leads to a great simplification
and allowed us to perform a thorough analysis of the solution. We have found that in GR, the polar cap is
smaller than in Newtonian theory and have shown that this is due to the change in the geometry of the dipole
magnetic field and the gravitational redshift of the energy of the outflowing plasma. Also, we found that the
oscillation modes which have small θ0, all have m′ < 3 as in the Newtonian case.
The total energy loss resulting from the stellar oscillations causing plasma outflow through the polar cap
region, is determined through an integral over the whole polar cap area, and so it depends on both the kinetic
energy density of the outflowing plasma and the surface area of the polar cap. Although GR effects lead to
some increase in the energy density of the outflowing plasma (due to the increase in the surface magnetic
field strength for a given magnetic moment), the area of the polar cap is smaller in GR and we have found
that the increase in the energy density of the outflowing plasma cannot compensate for the shrinking in size
of the polar cap. Therefore the total energy losses for the toroidal oscillation modes are significantly smaller
in GR than in Newtonian theory.
In conclusion, we point out that while our calculations represent an advance with respect to previous
ones, they still do not include a number of very important aspects which would be necessary for a realistic
description of these phenomena. Most importantly, as noted above, they do not take account of electric
currents flowing in the magnetosphere. Inclusion of these in a consistent way would require solving a version
of the non-linear “pulsar equation” [266] for oscillating neutron stars, possibly by adopting a numerical
approach similar to that of [103] (see also [178, 419]) or performing time-dependent simulations of the
magnetosphere [385, 211, 261]. This will be the subject of future investigations.
5.7 Appendix A: Calculation of δS
The derivative with respect to φ of the right hand side of equation (5.64) must be equal to the derivative with
respect to θ of the left-hand side of (5.65). Using this condition and expression (5.49) for S, we obtain
△Ω(∂tδS)|r=R = −
[(
Nδvrˆ∂r△ΩS0 + δv
θˆ
r
∂θ△ΩS0 + δv
φˆ
r sin θ
∂φ△ΩS0
)
+
△ΩS0
r sin θ
(
∂θ(sin θδv
θˆ) + ∂φδv
φˆ
)
+N∂r∂θS0 ∂θδv
rˆ +
N
sin2 θ
∂r∂φS0 ∂φδv
rˆ
]
|r=R. (5.120)
We now introduce a new function for shorthand:
qℓ(r) = −M d
dr
[
r
(
1− 2M
r
)
d
dr
Qℓ
(
1− r
M
)]
. (5.121)
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Using this notation, one can rewrite equations (5.57) and (5.55) in the following way
δSℓm(r, t) =
r2qℓ(r)
M3
δsℓm(t), (5.122)
δS(t, r, θ, φ) =
∞∑
ℓ=0
ℓ∑
m=−ℓ
r2qℓ(r)
M3
δsℓm(t)Yℓm(θ, φ). (5.123)
Substituting the right hand side of the last equation into the left hand side of (5.120), we get
r2
M3
∞∑
ℓ=0
ℓ∑
m=−ℓ
qℓ (r) ∂tδsℓm(t) ℓ(ℓ+ 1)Yℓm|r=R (5.124)
=
[(
Nδvrˆ∂r△ΩS0 + δv
θˆ
r
∂θ△ΩS0 + δv
φˆ
r sin θ
∂φ△ΩS0
)
+
△ΩS0
r sin θ
(
∂θ(sin θδv
θˆ) + ∂φδv
φˆ
)
+N∂r∂θS0 ∂θδv
rˆ +
N
sin2 θ
∂r∂φS0 ∂φδv
rˆ
]
|r=R.
Multiplying now both sides of this equation by Y ∗ℓ′m′(θ, φ), integrating it over solid angle 4π and using the
orthogonality condition for spherical harmonics
∫
Y ∗ℓ′m′YℓmdΩ = δℓ′ℓδm′m, we obtain
∂tδsℓm(t) =
M3
ℓ′(ℓ′ + 1) r2qℓ′ (r)
∫
4π
[(
Nδvrˆ∂r△ΩS0 + δv
θˆ
r
∂θ△ΩS0 + δv
φˆ
r sin θ
∂φ△ΩS0
)
(5.125)
+
△ΩS0
r sin θ
(
∂θ(sin θδv
θˆ) + ∂φδv
φˆ
)
+N∂r∂θS0 ∂θδv
rˆ +
N
sin2 θ
∂r∂φS0 ∂φδv
rˆ
]
Y ∗ℓ′m′(θ, φ)dΩ|r=R.
In the case of toroidal oscillations of a NS in the mode (ℓ′,m′), the oscillation velocity components are
given by (5.70). Substituting the right-hand sides of (5.70) and (5.72) into (5.125), we get the following
expression for ∂tδsℓm(t) for a NS with a dipole magnetic field
∂tδsℓm(t) =
1
ℓ (ℓ+ 1)
B0fRM
3η˜
R
Rqℓ (R)
(5.126)
×
∫
4π
[
∂θYℓm
(
sin θ cosχ− eiφ cos θ sinχ
)
+ ieiφ∂φYℓm sin θ sinχ
] Y ∗ℓ′m′(θ, φ)
sin θ
dΩ ,
where η˜
R
= ηRe
−iω
R
t
. Substituting this into (5.123), we obtain the expression for δS for a toroidal oscilla-
tion mode (ℓ′,m′) of a NS a with dipole magnetic field
∂tδS(r, t) =
∞∑
ℓ=0
ℓ∑
m=−ℓ
B0RfR η˜R
ℓ (ℓ+ 1)
r2 qℓ (r)
R2 qℓ (R)
(5.127)
×
∫
4π
[
∂θYℓm
(
sin θ cosχ− eiφ cos θ sinχ
)
+ ieiφ∂φYℓm sin θ sinχ
] Y ∗ℓ′m′(θ, φ)
sin θ
dΩ .
If the magnetic dipole moment is aligned with the oscillation mode axis (χ = 0), one can easily show
that
∂tδsℓm(t) =
im
ℓ (ℓ+ 1)
B0RfRM
3η˜
R
δℓ′ℓδm′m
R2 qℓ (R)
, (5.128)
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∂tδS =
ım′
ℓ′(ℓ′ + 1)
B0RfR η˜R
r2 qℓ′(r)
R2 qℓ′(R)
Yℓ′m′ , (5.129)
where δℓ′ℓ is the Kronecker tensor.
5.8 Appendix B: Solution of the Ψ
SC
Equation for χ = 0
Substituting the right hand side of equation (5.129) and expressions (5.70) into (5.81), we obtain a boundary
condition for the function Ψ
SC
for toroidal oscillations of a NS, for the case χ = 0:
Ψ
SC
|r=R = −B0RfR η˜R
∫ θ
0
[
cosϑ∂ϑYℓ′m′(ϑ, φ)− m
′2
ℓ′ (ℓ′ + 1)
Yℓ′m′(ϑ, φ)
sinϑ
]
dϑ , (5.130)
where ϑ is the integration variable. Substituting the expression for ∂tδS given by (5.129) into equation
(5.80), we obtain an equation for the SC potential, Ψ
SC
, for a toroidal oscillation mode (ℓ′,m′) of a NS
having a dipole magnetic field aligned with the oscillation mode axis
−2r2q1(r) cos θ ∂r(ΨSC) + ∂r[r2q1(r)] sin θ ∂θ(ΨSC) (5.131)
− m
′2
ℓ′(ℓ′ + 1)
B0RfR η˜R∂r[r
2q1(r)]
r2qℓ′(r)
R2qℓ′(R)
Yℓ′m′(θ, φ) = 0 .
This is a first-order partial differential equation. According to a well-known theorem from the theory
of such equations, (5.131) is equivalent to the following system of first-order ordinary differential equations
(see, for example, Chapter II of Volume II of [108] for a thorough discussion)
− dr
2r2q1(r) cos θ
=
dθ
∂r[r2q1(r)] sin θ
(5.132)
=
dΨ
SC
m′2
ℓ′(ℓ′+1)B0RfR η˜R∂r[r
2q1(r)]
r2qℓ′ (r)
R2qℓ′ (R)
Yℓ′m′(θ, φ)
=
dφ
0
=
dt
0
.
The characteristics of this system are
ϕ0 = t , (5.133)
ϕ1 = φ , (5.134)
ϕ2 =
√
−r2q1(r) sin θ , (5.135)
ϕ3 = ΨSC +
1
2
m′2
ℓ(ℓ+ 1)
B0RfR η˜R
∫
∂r[r
2q1(r)]
q1(r)
qℓ′(r)
R2qℓ′(R)
Yℓ′m′(θ(r), φ)
cos θ(r)
dr , (5.136)
where θ(r) depends on the variable r due to (5.135):
θ (r) = arcsin
(
ϕ2√−r2q1(r)
)
. (5.137)
The integral of equation (5.131) is an arbitrary function of ϕ0, ϕ1, ϕ2 and ϕ3:
Γ(ϕ0, ϕ1, ϕ2, ϕ3) = 0 . (5.138)
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Using this, one can obtain an expression for the general solution of equation (5.131):
Ψ
SC
= −1
2
m′2
ℓ′(ℓ′ + 1)
B0RfR η˜R
∫
∂r[r
2q1(r)]
q1(r)
qℓ′(r)
R2qℓ′(R)
Yℓ′m′(θ(r), φ)
cos θ(r)
dr (5.139)
+Φ1
[√
−r2q1(r) sin θ, φ, t
]
,
where Φ1 is an arbitrary function that has to be determined from the boundary condition (5.130). Using
(5.130), we can obtain a boundary condition for Φ1:
Φ1
[√
−r2q1(r) sin θ, φ, t
]
|r=R = ΨSC |r=R (5.140)
+
1
2
m′2
ℓ′(ℓ′ + 1)
B0RfR η˜R
∫
∂r[r
2q1(r)]
q1(r)
qℓ′(r)
R2qℓ′(R)
Yℓ′m′(θ(r), φ)
cos θ(r)
dr|r=R ,
where Ψ
SC
|r=R is given by (5.130). Now using equations (5.139) and (5.140), we can write a final expres-
sion for the general solution of equation (5.131) in the following form
Ψ
SC
= −1
2
m′2
ℓ′(ℓ′ + 1)
B0RfR η˜R
∫ r
R
∂r′ [r
′2q1(r
′)]
q1(r′)
qℓ′(r
′)
R2qℓ′(R)
Yℓ′m′(θ(r
′), φ)
cos θ(r′)
dr′ (5.141)
+Φ2
[√
−r2q1(r) sin θ, φ, t
]
,
where r′ is the integration variable. The function θ(r) under this integral must be substituted by (5.137)
and, after performing the integration, the function φ2 should be replaced by (5.136). The unknown function
Φ2
[√−r2q1(r) sin θ, φ, t] is determined using boundary condition (5.130):
Φ2
[√
−r2q1(r) sin θ, φ, t
]
|r=R (5.142)
= −B0RfR η˜R
∫ θ
0
[
cosϑ ∂ϑYℓ′m′(ϑ, φ)− m
′2
ℓ′ (ℓ′ + 1)
Yℓ′m′(ϑ, φ)
sinϑ
]
dϑ .
In order to obtain Φ2 for arbitrary r, one has to express the right hand side of this equation in terms of sin θ,
and then replace sin θ by
√
[r2q1(r)]/[R2q1(R)] × sin θ. We then have our analytical expression for the
function Ψ
SC
for toroidal oscillations of a NS.
5.9 Appendix C: Energy losses for m′ 6= 0 modes
In this Section we solve equation (5.131) and calculate θ0 together with the total energy losses for non-
axisymmetric toroidal oscillation modes for small θ0. Taking the limit of small θ in the boundary condition
(5.130) for Ψ
SC
, we obtain the following approximate expression for ΨSC |r=R
ΨSC |r=R = −B0RfR η˜R
{[
1− m
′
ℓ′(ℓ′ + 1)
]
A
(1)
ℓ′m′θ
m′ (5.143)
+

A(2)ℓ′m′ − m′A
(1)
ℓ′m′
2(m′ + 2)
−
m′2
(
A
(1)
ℓ′m′/6 +A
(2)
ℓ′m′
)
(m′ + 2)ℓ′(ℓ′ + 1)

 θm′+2}.
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Using this result, one can show that the general solution of equation (5.131) for small θ has the following
form
Ψ = −B0RfR η˜Rg1(r)m/2
{[
m2
ℓ′(ℓ′ + 1)
∫ r
R
g′1(r)
g1(r)m/2+1
gℓ′(r)
gℓ′(R)
dr
+
1
g1(R)m
′/2
[
1− m
′
ℓ′(ℓ′ + 1)
] ]
A
(1)
ℓ′m′θ
m′ +
[ [
m′ + 3
6
A
(1)
ℓ′m′ +A
(2)
ℓ′m
]
g1(r) (5.144)
×
∫ r
R
g′1(r)
g1(r)m
′/2+2
gℓ′(r)
gℓ′(R)
dr − m
′A
(1)
ℓ′m
6
∫ r
R
g′1(r)
g1(r)m
′/2+1
gℓ′(r)
gℓ′(R)
dr +
g1(r)
g1(R)m
′/2+1
×
[
A
(2)
ℓ′m′ −
m′
2(m′ + 2)
A
(2)
ℓ′m′ −
m′2
(m′ + 2)ℓ′(ℓ′ + 1)
(
1
6
A
(1)
ℓ′m′ +A
(2)
ℓ′m′
)]
+
m′
6
[
1− m
′
ℓ′(ℓ′ + 1)
](
g1(r)
g1(R)
− 1
)]
θm
′+2
}
,
where we have introduced a new function gℓ(r) = r2qℓ(r) for simplicity of notation. Using (5.44) and
(5.98), we obtain an expression for ∆E :
∆E = −B0RfR η˜RNR
∫ θ
0
cos θ∂θYℓ′m′dθ . (5.145)
Substituting the expansion of Yℓ′m′ for small θ given by (5.108) into (5.145), we get the following expression
for ∆E for small θ
∆E = −B0RfR η˜RNR
[
A
(1)
ℓ′m′θ
m′ +
(
A
(2)
ℓ′m′ −
m′
2(m′ + 2)
A
(1)
ℓ′m′
)
θm
′+2
]
. (5.146)
Now substituting (5.144) into (5.46), we get an expression for ρ
SC
(R, θ, φ):
ρ
SC
(R, θ, φ) = −B0fR η˜R
πNRR
Dℓ′m′(R,M)θ
m′ , (5.147)
where we have introduced a new quantity Dℓ′m′(R,M) for simplicity of notation:
Dℓ′m′(R,M) =
m′
48
{
4A
(1)
ℓ′m′(1 +m
′)
[
1− m
′
ℓ′(ℓ′ + l)
]
+
3
ℓ′(ℓ′ + 1)
{
8m′(1 +m′)
[
A
(1)
ℓ′m′m
′
2(2 +m′)
+
(A
(1)
ℓ′m′ + 6A
(2)
ℓ′m′)m
′2
6(ℓ′ + ℓ′2)(2 +m′)
−A(2)ℓ′m′
]
(5.148)
+
A
(1)
ℓ′m′(2M −R)
g1(R)2gℓ′(R)
[
∂rg1(r)
(
ℓ′(ℓ′ + l) gℓ′(R)(4g1(R) + (m
′ − 2)R∂r g1(r)
+ 2mRg1(R)∂rgℓ′(r)
)
+ 2ℓ′(ℓ′ + l)Rg1(R)gℓ′(R)∂
2
r,rg1(r)
]}}
|r=R .
Substituting (5.146) and (5.147) into (5.105), we obtain an algebraic equation for θ0 for m 6= 0 toroidal
oscillation modes, which has the solution
θ0 =
[
16NR η˜
2
R
|A(1)ℓ′m′Dℓ′m′(R,M)|
f2
R
] 1
6−2m′
. (5.149)
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We can see from this expression that θ0 is small for modes with m′ < 3, in agreement with the estimate of
TBS. Remarkably, θ0 does not depend on B0 as in the case of m′ = 0. Substituting (5.146), (5.147) and
(5.107) into (5.106) gives
Lℓ′m′ =
2
(m′ + 1)π
(B0RfR η˜R)
2 |A(1)ℓ′m′ Dℓ′m′(R,M)| θ2m
′+2
0 . (5.150)
Replacing θ0 in this equation by the right hand side of equation (5.149), we obtain
Lℓ′m′ =
B20R
2f4
R
N
1+m′
3−m′
R
8π(m′ + 1)
[
16η˜2
R
|A(1)ℓ′m′ Dℓ′m′(R,M)|
f2
R
] 4
3−m′
. (5.151)
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Chapter 6
Future perspectives and concluding
remarks
In this thesis, we have presented the results from our study of the dynamics of accretion-induced collapse
(AIC) of white dwarfs and phase-transition-induce collapse (PTIC) of neutron stars, as well as the associated
gravitational wave emission (Chapters 3-4). As a second topic of this thesis, we have presented a study of
the effects of general relativity on the magnetospheres of oscillating neutron stars (Chapter 5). Detailed
summaries of the results were presented at the end of the corresponding chapters.
Here we conclude by outlining some future tasks for improving the modelling of both AIC and PTIC,
as well as a broader class of stellar core collapse phenomena in the context of GW emission, supernova
explosions and long gamma-ray bursts (GRBs).
Our study of the PTIC of neutron stars presented here should be considered as a first step towards a
better understanding of the phase-transition-induced dynamics of neutron stars. In the present study, we
assumed that the conversion front progates supersonically and used simplified EoS. Due to the presently
very limited knowledge about the phase transition, some of the aspects of the physical processes underlying
the investigated scenario are necessarily simplified. The treatment of the EoS as a representation of matter
in the mixed phase experiencing a phase transition is rather crude, especially when one considers the be-
haviour of fluid elements undergoing successive stages of compression and decompression, and changing
the proportions of the phases. Moreover, our modelling neglects any possible effects from local heating,
or from the creation and subsequent emission of neutrinos during the collapse and the subsequent phase of
the oscillations. Future studies of the PTIC should improve on this by, in particular, exploiting better and
more consistent treatment of the phase-conversion process and the interface between the two phases. The
knowledge and experience obtained from the simulations of the thermonuclear combustion in, e.g.,, type
Ia supernovae (see, e.g., [451] for a review) could be a useful guide for the future modelling of the phase
transformations in neutron stars.
The core temperature in accreting white dwarfs is expected to be of the order of∼ 108 K [361]. Ignition
of the thermonuclear burning of neon and oxygen in the infall phase of AIC rapidly increases the core
temperature to ∼ 109.7 K. In the simulations presented here, we do not model this initial increase of the
temperature, but rather start with a precollapse WD already with core temperature of ∼ 109.7 K. In order to
model AIC more accurately, one should correctly model this initial thermonuclear heating of the WD core.
At temperatures below ∼ 109 K, nuclear statistical equilibrium does not hold, hence one cannot repre-
sent a state of nuclear matter just by three quantities ρ, T and Ye. Instead, the thermodynamic quantities
depend also on the mass fractions of all of the nuclear species. In this case, one has to advect different nu-
clear fluid components separately as well as to take into account their thermonuclear reactions [207]. Robust
techniques for doing this have already been developed in the context of core-collapse supernova simulations
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(e.g.,[338, 71, 207]). Another point is that, the tabulated EoSs presently available for numerical simulations
are unable to handle temperatures below ∼ 109 [222, 372, 372]. Progress in improving this would be very
welcome.
Another shortcoming of our AIC simulations, which is shared also with state-of-the-art multi-dimensional
simulations of stellar iron core collapse in general relativity [123, 311, 312, 310], is in the treatment of the
postbounce deleptonization and neutrino-cooling. The deleptonization scheme used in our work (and also
in [123, 311, 312, 310]), models deleptonization very efficiently only in the collapse phase, while in the
postbounce phase, all of the relevant neutrino-processes are completely ignored [229]. Therefore, although
the collapse and bounce dynamics is well captured by our current scheme, the late postbounce evolution is
poorly described. In fact, the postbounce deleptonization significantly affects the rotational configuration of
PNSs: the postbounce cooling and contraction of the latter may lead to increase of its parameter T/|W | by
∼ 50 % within ∼ 50 ms after bounce (see the discussion in Section 4.5). Contrary to that, in our current
approach, T/|W | of the PNS hardly changes in that phase. With such a drawback, it is hard to make accurate
predictions about the late postbounce evolution.
In order to make progress with this, it is necessary to combine a multi-dimensional GR hydrodynamics
code with a numerical scheme that can treat all of the relevant postbounce neutrino-processes (at least qual-
itatively correctly). Ideally, such a scheme should be simple to implement and computationally inexpensive
in order to enable one to perform extensive parameter studies. One of the schemes that fulfills these re-
quirements is the neutrino-leakage scheme [142, 57, 430, 355, 351, 213]. Original neutrino-leakage scheme
ignore the neutrino heating and pressure, but this shortcoming can easily be overcome by using a neutrino-
heating prescriptions similar to those suggested by [286, 199] and the neutrino-pressure treatment outlined
in [229]. Implementation of the leakage scheme together with the prescriptions for the neutrino-heating and
pressure in a multi-dimensional GR hydrodynamics code is currently under developments by the author as
well as by other groups (see, e.g., [317] and references therein). In more distant future, GR hydrodynamics
codes should incorporate more detailed and accurate neutrino transport schemes.
One of the prime motivation for our GR neutrino-leakage code is the study of the postbounce evolution
of the PNSs formed in massive star iron core collapse. Of a particular interest is more accurate estimate of
the prospects for the development of the high- and low-T/|W | rotational instabilities in massive star iron
core collapse. Extensive parameter studies should establish the dependence on the progenitor mass, rotation,
degree of differential rotation, and the details of the EoS of the nuclear matter.
In addition to the more accurate treatment of the deleptonization, future codes should be able to take
into account the effects of magnetic fields. This is relevant not only in the context of GW emission, but also
in the modelling of the supernova explosions and the long GRBs. Collapse of rapidly rotating magnetized
stellar cores has recently received significant attention because of their possible connection with type Ibc SN
explosions and long GRBs [449]. In rapidly rotating stellar iron core-collapse, magneto-rotational instability
as well as dynamo processes are thought to increase the magnetic field strength up to 1015 G near to the
protoneutron star in some cases [79]. Such strong magnetic fields are expected to significantly affect the
shock propagation and explosion dynamics. Moreover, they would transport angular momentum away from
the collapsed core to the postshock region and possibly interact with unstable nonaxisymmetric modes.
Investigation of the role of magnetic fields in rapidly rotating stellar collapse will be the subject of future
investigations. Solution of the problem of SN explosions and GRBs is likely to be a decade long problem,
requiring continuous advances in physics, numerical algorithms and computer science [313].
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