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Abstract
We refine and develop the inverse scattering theory on a lattice in
such a way that the Ablowitz–Ladik lattice and derivative NLS lattices
as well as their matrix analogs can be solved in a unified way. The
inverse scattering method for the (matrix analog of the) Ablowitz–
Ladik lattice is simplified to the same level as that for the continuous
NLS system. Using the linear eigenfunctions of the Lax pair for the
Ablowitz–Ladik lattice, we can construct solutions of the derivative
NLS lattices such as the discrete Gerdjikov–Ivanov (also known as
Ablowitz–Ramani–Segur) system and the discrete Kaup–Newell sys-
tem. Thus, explicit solutions such as the multisoliton solutions for
these systems can be obtained by solving linear summation equations
of the Gel’fand–Levitan–Marchenko type. The derivation of the dis-
crete Kaup–Newell system from the Ablowitz–Ladik lattice is based
on a new method that allows us to generate new integrable systems
from known systems in a systematic manner. In an appendix, we de-
scribe the reduction of the matrix Ablowitz–Ladik lattice to a vector
analog of the modified Volterra lattice from the point of view of the
inverse scattering method.
Keywords: Lax pair, inverse scattering, integrable space discretization,
N -soliton solution, nonlinear Schro¨dinger (NLS), Ablowitz–Ladik lattice
(integrable space-discrete NLS), derivative NLS, Kaup–Newell system,
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2
1 Introduction
The cubic nonlinear Schro¨dinger (NLS) equation [1, 2] is probably the most
prominent example of an integrable partial differential equation in 1 + 1
space-time dimensions. The inverse scattering method for the NLS equation
devised by Zakharov and Shabat [1] was reformulated by Ablowitz, Kaup,
Newell and Segur [3, 4] in a user-friendly and broadly-applicable manner.
Since then various extensions of the NLS equation have been obtained within
the framework of the inverse scattering method. Among them, we mention
two kinds of extensions: (i) space-discrete NLS systems1 wherein the spatial
variable is discretized [6,7] and (ii) derivative NLS systems wherein the non-
linear terms involve differentiation with respect to the spatial variable [8–12].
For these extensions, the inverse scattering method can be applied on a case-
by-case basis, but its application requires more steps and is apparently more
complicated than that for the original NLS system [3, 4].
The main objective of this paper is twofold. First, we develop the inverse
scattering method on a lattice and correct the widespread impression that it is
essentially more complicated than the inverse scattering method on the line.
Second, we show that the derivative NLS systems can be solved using the
inverse scattering method for the NLS system; however, this paper focuses on
the space-discrete case.2 To be specific, we consider (a matrix generalization
of) the Ablowitz–Ladik lattice [6] that is an integrable space discretization
of the NLS system. The inverse scattering method for the Ablowitz–Ladik
lattice reported in the existing literature involves some onerous processes pe-
culiar to the discrete case; in fact, they are redundant and can be avoided.
For this purpose, we only need to start with an eigenvalue problem that is
trivially equivalent to the Ablowitz–Ladik eigenvalue problem up to a simi-
larity transformation and inversion of the spatial coordinate. Then, all the
key quantities such as the scattering data become even functions of the con-
ventional spectral parameter; thus, we can use its square as a new (and more
essential) parameter. This considerably simplifies the subsequent computa-
tions. Moreover, by the inversion of the spatial coordinate, we no longer
need to normalize the “integral kernels” of the linear eigenfunctions (Jost so-
lutions) to express the potentials in the Ablowitz–Ladik eigenvalue problem
explicitly. This is in contrast to the conventional approach wherein one has
to first introduce the “integral kernels” and then normalize them; in the lit-
erature (see, e.g., [15,16]), they are usually denoted as K(n,m), K(n,m) and
κ(n,m), κ(n,m), respectively. Thus, we can successfully refine the inverse
1The problem of how to discretize the continuous time variable in integrable space-
discrete systems has a long history, see [5] and references therein.
2Relevant results on continuous derivative NLS systems can be found in [13, 14].
3
scattering method associated with the (matrix) Ablowitz–Ladik eigenvalue
problem; both the potentials and the linear eigenfunctions are determined
from the scattering data through a set of linear summation equations in the
most transparent manner.
In our previous paper [17], we proposed a systematic method of generating
new integrable systems from known systems through inverse Miura maps.3
As a result, two derivative NLS systems, namely, the Gerdjikov–Ivanov (also
known as Ablowitz–Ramani–Segur) system [10, 11] and the Chen–Lee–Liu
system [9], were constructed from the Lax representation4 for the NLS sys-
tem; the same prescription applies to the space-discrete case. Thus, the
inverse scattering method for the Ablowitz–Ladik lattice can also provide
the solutions of the space-discrete Gerdjikov–Ivanov system and the space-
discrete Chen–Lee–Liu system in a unified way. In this paper, we propose yet
another method of generating new integrable systems from known systems.
In particular, by applying this new method to the Ablowitz–Ladik lattice,
we obtain a lattice system that is essentially equivalent to the space-discrete
Kaup–Newell system studied in [20, 21]; its solutions can be expressed in
terms of the linear eigenfunctions associated with the Ablowitz–Ladik lat-
tice. Thus, the space-discrete Kaup–Newell system can also be solved us-
ing the inverse scattering method for the Ablowitz–Ladik lattice; note that
among the derivative NLS systems, the Kaup–Newell system [8] is the most
important for physical applications.
The main body of this paper is organized as follows. In section 2, we
start with the Lax representation for the Ablowitz–Ladik lattice; using its
linear eigenfunctions, we derive two derivative NLS lattices. First, we apply
the method proposed in [17] and derive the space-discrete Gerdjikov–Ivanov
system. Second, we propose a new systematic method and obtain the space-
discrete Kaup–Newell system. We can also derive and solve the space-discrete
Chen–Lee–Liu system, but we do not present it in this paper; the interested
reader is referred to appendix B of [17] and section 3 of [20]. In section 3,
we present a streamlined version of the inverse scattering method for the
Ablowitz–Ladik lattice. In section 4, we combine the results of sections 2
and 3 and show that the derivative NLS lattices can be solved by the inverse
scattering method associated with the Ablowitz–Ladik eigenvalue problem.
Their multisoliton solutions can be derived from the linear summation equa-
tions in a straightforward manner. The last section, section 5, is devoted to
concluding remarks.
3 The original Miura map transforms the modified KdV equation (or, more generally,
its one-parameter generalization called the Gardner equation) to the KdV equation [18].
4The term was coined after Lax’s work on the KdV hierarchy [19].
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In this paper, we consider the general case where the dependent variables
take their values in matrices [7, 22] in such a way that the operations such
as addition and multiplication in the equations of motion make sense. In
appendix A, we consider the reduction of the matrix Ablowitz–Ladik lattice
to a vector analog of the modified Volterra lattice and discuss the effect of
the reduction on the scattering data; this considerably refines our previous
results given in [23, 24].
2 Ablowitz–Ladik lattice and derivative NLS
lattices
2.1 Lax representation for the Ablowitz–Ladik lattice
We start with the matrix Ablowitz–Ladik eigenvalue problem written in the
nonstandard form:5[
Ψ1,n
Ψ2,n
]
=
[
zI zQn
z−1Rn z
−1I
] [
Ψ1,n+1
Ψ2,n+1
]
, (2.1)
where z is a constant spectral parameter and I is the identity matrix of
arbitrary size. For simplicity, we assume that all the entries in (2.1), such
as the potentials Qn and Rn, are l × l square matrices. It is also possible to
consider the more general case where Qn is an l1 × l2 matrix and Rn is an
l2 × l1 matrix; however, the results for that case can be easily obtained by
setting some rows and columns in Qn and Rn as identically zero.
The time evolution of the linear eigenfunction can be introduced in such
a way that it is compatible with the eigenvalue problem (2.1). The most
illustrative example is given by[
Ψ1,n
Ψ2,n
]
t
=
[
(−z2 + 1)bI + bQn−1Rn −z
2bQn−1 − aQn
−bRn − z
−2aRn−1 (1− z
−2)aI + aRn−1Qn
] [
Ψ1,n
Ψ2,n
]
.
(2.2)
Here, a and b are arbitrary scalar constants; in fact, they may depend on
the time variable t in an arbitrary manner (see, e.g., [26,27]), but we do not
discuss it in this paper. The compatibility condition for the overdetermined
linear system, (2.1) and (2.2), with the isospectral condition zt = 0 implies
the time evolution equations for Qn and Rn:{
Qn,t − aQn+1 + bQn−1 + (a− b)Qn + aQnRnQn+1 − bQn−1RnQn = O, (2.3a)
Rn,t − bRn+1 + aRn−1 + (b− a)Rn + bRnQnRn+1 − aRn−1QnRn = O. (2.3b)
5Actually, in the simplest 2× 2 matrix case, (2.1) can be identified with a special case
of the eigenvalue problem studied in [25].
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We call (2.3) the (matrix) Ablowitz–Ladik lattice/system [6, 7]; (2.1) and
(2.2) comprise its Lax representation. The symbol O on the right-hand side
of the equations implies that the dependent variables can take their values in
matrices. In fact, there exist infinitely many ways to define such an isospec-
tral time evolution (cf. [28, 29]), depending on the choice of the temporal
Lax matrix in (2.2) as a Laurent polynomial in z2; they provide the positive
flows of the Ablowitz–Ladik hierarchy (cf. appendix A of [20] for the neg-
ative flows) and each of them is uniquely determined by its linear part or,
equivalently, the dispersion relation.
2.2 Space-discrete Gerdjikov–Ivanov system
In this subsection, using the method proposed in [17], we derive the space-
discrete Gerdjikov–Ivanov system from the Lax representation for the Ablowitz–
Ladik lattice. The result is essentially the same as that given in [17], but we
restate it here for the self-containedness and readability of the paper.
We consider a 2l × l matrix-valued solution to the pair of linear equations
(2.1) and (2.2) such that Ψ1,n is an l × l invertible matrix. Then, in terms of
the l × l matrix Pn := Ψ2,nΨ
−1
1,n, (2.1) and (2.2) can be rewritten as a pair of
discrete and continuous matrix Riccati equations for Pn,
Rn = µPn − Pn+1 + µPnQnPn+1, (2.4a)
Pn,t = −bRn − µ
−1aRn−1 + (1− µ
−1)aPn + (µ− 1)bPn
+ aRn−1QnPn − bPnQn−1Rn + µbPnQn−1Pn + aPnQnPn, (2.4b)
where µ := z2. The first relation (2.4a) defines the Miura map (Qn, Pn) 7→ (Qn, Rn).
Using (2.4a), we can eliminate Rn and Rn−1 in (2.3a) and (2.4b) to obtain
a closed system for (Qn, Pn), i.e., the space-discrete Gerdjikov–Ivanov sys-
tem [20]:
Qn,t − aQn+1 + bQn−1 + (a− b)Qn + aQn (µPn − Pn+1)Qn+1
− bQn−1 (µPn − Pn+1)Qn + aµQnPnQnPn+1Qn+1 − bµQn−1PnQnPn+1Qn = O, (2.5a)
Pn,t − bPn+1 + aPn−1 + (b− a)Pn − bPn (Qn−1 − µQn)Pn+1
+ aPn−1 (Qn−1 − µQn)Pn + bµPnQn−1PnQnPn+1 − aµPn−1Qn−1PnQnPn = O. (2.5b)
2.3 Space-discrete Kaup–Newell system
In this subsection, we propose yet another method of generating new inte-
grable systems from known systems using a fundamental set of linear eigen-
functions. The method is applicable to a matrix Lax representation of ar-
bitrary size, but for brevity we describe it in the simplest case of a 2× 2
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Lax representation as well as its block-matrix generalization involving two
potentials. In this paper, we consider the space-discrete case (see [14] for the
continuous case).
Suppose that a lattice system admits the Lax representation[
Ψ
(j)
1,n
Ψ
(j)
2,n
]
=
[
L11,n L12,n
L21,n L22,n
][
Ψ
(j)
1,n+1
Ψ
(j)
2,n+1
]
, (2.6a)
[
Ψ
(j)
1,n
Ψ
(j)
2,n
]
t
=
[
M11,n M12,n
M21,n M22,n
][
Ψ
(j)
1,n
Ψ
(j)
2,n
]
, (2.6b)
where all the entries are assumed to be square matrices of the same size.
Because the method requires a full set of linearly independent eigenfunctions,
the superscript (j) with j = 1 or 2 is used to designate the two eigenfunctions.
We apply a gauge transformation defined using one eigenfunction to the other
eigenfunction as[
Ψ
(2)
1,n
Ψ
(2)
2,n
]
7→
[
Ψ
(1)−1
1,n O
O Ψ
(1)−1
2,n
][
Ψ
(2)
1,n
Ψ
(2)
2,n
]
=
[
Ψ
(1)−1
1,n Ψ
(2)
1,n
Ψ
(1)−1
2,n Ψ
(2)
2,n
]
.
Then, the Lax representation (2.6) is transformed to the degenerate form:[
Ψ
(1)−1
1,n Ψ
(2)
1,n
Ψ
(1)−1
2,n Ψ
(2)
2,n
]
=
[
I −Ψ
(1)−1
1,n L12,nΨ
(1)
2,n+1 Ψ
(1)−1
1,n L12,nΨ
(1)
2,n+1
Ψ
(1)−1
2,n L21,nΨ
(1)
1,n+1 I −Ψ
(1)−1
2,n L21,nΨ
(1)
1,n+1
][
Ψ
(1)−1
1,n+1Ψ
(2)
1,n+1
Ψ
(1)−1
2,n+1Ψ
(2)
2,n+1
]
,
[
Ψ
(1)−1
1,n Ψ
(2)
1,n
Ψ
(1)−1
2,n Ψ
(2)
2,n
]
t
=
[
−Ψ
(1)−1
1,n M12,nΨ
(1)
2,n Ψ
(1)−1
1,n M12,nΨ
(1)
2,n
Ψ
(1)−1
2,n M21,nΨ
(1)
1,n −Ψ
(1)−1
2,n M21,nΨ
(1)
1,n
][
Ψ
(1)−1
1,n Ψ
(2)
1,n
Ψ
(1)−1
2,n Ψ
(2)
2,n
]
.
Indeed, there are only 2 + 2 independent quantities in these Lax matrices.
Thus, we can express them in terms of the components of the linear eigen-
function as
Ψ
(1)−1
1,n L12,nΨ
(1)
2,n+1 =
(
Ψ
(1)−1
1,n Ψ
(2)
1,n −Ψ
(1)−1
1,n+1Ψ
(2)
1,n+1
)(
Ψ
(1)−1
2,n+1Ψ
(2)
2,n+1 −Ψ
(1)−1
1,n+1Ψ
(2)
1,n+1
)−1
,
(2.7)
Ψ
(1)−1
2,n L21,nΨ
(1)
1,n+1 =
(
Ψ
(1)−1
2,n Ψ
(2)
2,n −Ψ
(1)−1
2,n+1Ψ
(2)
2,n+1
)(
Ψ
(1)−1
1,n+1Ψ
(2)
1,n+1 −Ψ
(1)−1
2,n+1Ψ
(2)
2,n+1
)−1
,
(2.8)
and
Ψ
(1)−1
1,n M12,nΨ
(1)
2,n =
(
Ψ
(1)−1
1,n Ψ
(2)
1,n
)
t
(
Ψ
(1)−1
2,n Ψ
(2)
2,n −Ψ
(1)−1
1,n Ψ
(2)
1,n
)−1
, (2.9)
Ψ
(1)−1
2,n M21,nΨ
(1)
1,n =
(
Ψ
(1)−1
2,n Ψ
(2)
2,n
)
t
(
Ψ
(1)−1
1,n Ψ
(2)
1,n −Ψ
(1)−1
2,n Ψ
(2)
2,n
)−1
. (2.10)
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Note that (2.6a) also implies the two important relations:
Ψ
(1)−1
1,n L11,nΨ
(1)
1,n+1 = I −Ψ
(1)−1
1,n L12,nΨ
(1)
2,n+1, (2.11)
Ψ
(1)−1
2,n L22,nΨ
(1)
2,n+1 = I −Ψ
(1)−1
2,n L21,nΨ
(1)
1,n+1. (2.12)
Typically, L11,n and L22,n are ultralocal functions of L12,n and L21,n, such as
L11,n = αI + βL12,nL21,n, L22,n = γI + δL21,nL12,n,
where α, β, γ and δ are scalar functions of the spectral parameter. Thus, we
can try to solve (2.11) and (2.12) to express Ψ
(1)−1
1,n Ψ
(1)
1,n+1 and Ψ
(1)−1
2,n Ψ
(1)
2,n+1
in terms of Ψ
(1)−1
1,n L12,nΨ
(1)
2,n+1 and Ψ
(1)−1
2,n L21,nΨ
(1)
1,n+1. This is relatively easy
if either L11,n or L22,n is a constant scalar matrix, e.g., β or δ vanishes in the
above example. Then, using (2.7) and (2.8), we can also express
Ψ
(1)−1
1,n L12,nΨ
(1)
2,n = Ψ
(1)−1
1,n L12,nΨ
(1)
2,n+1
(
Ψ
(1)−1
2,n Ψ
(1)
2,n+1
)−1
,
Ψ
(1)−1
1,n+1L12,nΨ
(1)
2,n+1 =
(
Ψ
(1)−1
1,n Ψ
(1)
1,n+1
)−1
Ψ
(1)−1
1,n L12,nΨ
(1)
2,n+1,
Ψ
(1)−1
2,n L21,nΨ
(1)
1,n = Ψ
(1)−1
2,n L21,nΨ
(1)
1,n+1
(
Ψ
(1)−1
1,n Ψ
(1)
1,n+1
)−1
,
Ψ
(1)−1
2,n+1L21,nΨ
(1)
1,n+1 =
(
Ψ
(1)−1
2,n Ψ
(1)
2,n+1
)−1
Ψ
(1)−1
2,n L21,nΨ
(1)
1,n+1, etc.
recursively in terms of
un := Ψ
(1)−1
1,n Ψ
(2)
1,n, vn := Ψ
(1)−1
2,n Ψ
(2)
2,n. (2.13)
In general, M12,n and M21,n are local (but not ultralocal) functions of L12,n
and L21,n. Therefore, with the aid of the above relations, (2.9) and (2.10)
can be rewritten as a closed lattice system for un and vn.
Let us illustrate the method using the matrix Ablowitz–Ladik lattice (2.3)
as an example. By setting
L11,n = zI, L22,n = z
−1I,
(2.11) and (2.12) provide the useful relations
Ψ
(1)−1
1,n+1Ψ
(1)
1,n = z
(
I −Ψ
(1)−1
1,n L12,nΨ
(1)
2,n+1
)−1
, (2.14)
Ψ
(1)−1
2,n+1Ψ
(1)
2,n = z
−1
(
I −Ψ
(1)−1
2,n L21,nΨ
(1)
1,n+1
)−1
. (2.15)
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The Lax representation, (2.1) and (2.2), implies simple relations between
off-diagonal elements of the temporal and spatial Lax matrices, i.e.
M12,n + z
−1aL12,n + zbL12,n−1 = O,
M21,n + zbL21,n + z
−1aL21,n−1 = O,
which can be rewritten as
Ψ
(1)−1
1,n M12,nΨ
(1)
2,n + z
−1aΨ
(1)−1
1,n L12,nΨ
(1)
2,n+1Ψ
(1)−1
2,n+1Ψ
(1)
2,n
+ zbΨ
(1)−1
1,n Ψ
(1)
1,n−1Ψ
(1)−1
1,n−1L12,n−1Ψ
(1)
2,n = O,
Ψ
(1)−1
2,n M21,nΨ
(1)
1,n + zbΨ
(1)−1
2,n L21,nΨ
(1)
1,n+1Ψ
(1)−1
1,n+1Ψ
(1)
1,n
+ z−1aΨ
(1)−1
2,n Ψ
(1)
2,n−1Ψ
(1)−1
2,n−1L21,n−1Ψ
(1)
1,n = O.
Substituting (2.14) and (2.15) and subsequently (2.7)–(2.10) into the above
relations, we arrive at a closed system for Ψ
(1)−1
1,n Ψ
(2)
1,n and Ψ
(1)−1
2,n Ψ
(2)
2,n.
Proposition 2.1. Consider two linearly independent solutions of (2.1) and
(2.2) and write them as in (2.6) with j = 1 or 2. Then, un and vn defined in
(2.13) satisfy the following system:
un,t +
a
µ
(un − un+1)
[
I + (vn − un)
−1(un − un+1)
]−1
+ µb
[
I − (un−1 − un)(vn − un)
−1
]−1
(un−1 − un) = O, (2.16a)
vn,t + µb (vn − vn+1)
[
I + (un − vn)
−1(vn − vn+1)
]−1
+
a
µ
[
I − (vn−1 − vn)(un − vn)
−1
]−1
(vn−1 − vn) = O, (2.16b)
where µ = z2.
Remarks:
(i) The system (2.16) with µb = (a/µ)∗ allows both the complex conjuga-
tion reduction vn = σu
∗
n and the Hermitian conjugation reduction vn = σu
†
n,
where σ = ±1. In addition, by setting vn = −un, (2.16) with µb = a/µ re-
duces to a single matrix equation,
un,t = un
[
(un+1 + un)
−1 − (un + un−1)
−1]un,
up to a rescaling of t. In the scalar case, this belongs to Yamilov’s list of
Volterra-type lattices in [30]; in the matrix case, it allows further reductions
9
to various multicomponent systems (cf. [31]).
(ii) The system (2.16) provides a space-discrete analog of the system studied
by Svinolupov and Sokolov [32]; their system gives a matrix generalization of
the Heisenberg ferromagnet model written in a two-component form [33,34].
Indeed, (2.16) in the scalar case is closely related to the lattice Heisenberg
ferromagnet model [35] and its simplest higher symmetry [36, 37].
(iii) The system (2.16) in the scalar case appeared in the recent paper [38]
(also see [39]). In this context, it is natural to rewrite (2.16) as a two-
component system for the pair of variables un and v
−1
n (cf. (4.8) in [33]).
In (2.16), the two variables un and vn interact with each other through
the quantity (vn − un)
−1, which can be used as a new dependent variable.
Indeed, a direct calculation shows the following two propositions.
Proposition 2.2. Let un and vn satisfy the system (2.16). Then, the new
pair of variables qn and rn,
qn := ∆
+
nun (= un+1 − un) , rn := (vn − un)
−1 ,
satisfies the space-discrete Kaup–Newell system [20]:
qn,t −∆
+
n
[
a
µ
(I − qnrn)
−1 qn + µb (I + qn−1rn)
−1 qn−1
]
= O, (2.17a)
rn,t −∆
+
n
[
µb (I + rnqn−1)
−1 rn +
a
µ
(I − rn−1qn−1)
−1 rn−1
]
= O, (2.17b)
where ∆+n denotes the forward difference operator.
Proposition 2.3. Let un and vn satisfy the system (2.16). Then, the new
pair of variables q˜n and r˜n,
q˜n := (vn − un)
−1 , r˜n :=∆
+
n vn−1 (= vn − vn−1) ,
also satisfies the space-discrete Kaup–Newell system (2.17) for q˜n and r˜n.
10
3 Inverse scattering method for the Ablowitz–
Ladik lattice
3.1 Revisiting the Ablowitz–Ladik eigenvalue problem
In this section, we describe the inverse scattering method associated with the
matrix Ablowitz–Ladik eigenvalue problem (2.1),[
Ψ1,n
Ψ2,n
]
=
[
zI zQn
z−1Rn z
−1I
] [
Ψ1,n+1
Ψ2,n+1
]
. (3.1)
Here, the potentials Qn and Rn are assumed to decay sufficiently rapidly at
spatial infinity:
lim
n→±∞
Qn = lim
n→±∞
Rn = O. (3.2)
The matrix generalization of the Ablowitz–Ladik lattice [6] first considered
in the early 1980s [7] is still a topic of interest in discrete integrable sys-
tems (see [20,40,41] and references therein). In our previous papers [23,24],
we presented the inverse scattering method for the matrix Ablowitz–Ladik
lattice while assuming some symmetry conditions on the potentials Qn and
Rn. Here, we remove such assumptions and consider the general case of l × l
square matrices Qn and Rn; recall that the results on rectangular matrix po-
tentials can be obtained by setting some rows/columns in Qn and Rn as zero.
The inverse scattering method reported here bypasses some redundant com-
putation and consideration contained in the existing literature on the same
subject, so we believe that this is the most streamlined version. The results
in the previous work [23,24] can be reproduced by imposing some reduction
conditions on the scattering data; this is briefly sketched in appendix A. In
addition, we fix some minor inconsistencies in [23, 24], though they do not
affect the main results of these papers.
All the flows of the matrix Ablowitz–Ladik hierarchy are associated with
the same eigenvalue problem (3.1), so they can be solved together by the
inverse scattering method. However, in the following, we concentrate on the
matrix Ablowitz–Ladik lattice (2.3) to illustrate the method in an easy-to-
read manner. We stress that in contrast to other methods of obtaining special
solutions, the inverse scattering method can provide the general solution
formulas. Moreover, the method can determine not only the potentials Qn
and Rn but also a fundamental set of linear eigenfunctions, which will be
used in section 4.
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3.2 Jost solutions and relevant quantities
To analyze the general case of the matrix potentials Qn and Rn, we consider
the adjoint equation,6
[
Φ1,n+1 Φ2,n+1
]
=
[
Φ1,n Φ2,n
] [ zI zQn
z−1Rn z
−1I
]
. (3.3)
Indeed, a discrete analog of Lagrange’s identity,
[
Φ1,n Φ2,n
]{[ Ψ1,n
Ψ2,n
]
−
[
zI zQn
z−1Rn z
−1I
] [
Ψ1,n+1
Ψ2,n+1
]}
−
{[
Φ1,n+1 Φ2,n+1
]
−
[
Φ1,n Φ2,n
] [ zI zQn
z−1Rn z
−1I
]}[
Ψ1,n+1
Ψ2,n+1
]
= −∆+n
{[
Φ1,n Φ2,n
] [ Ψ1,n
Ψ2,n
]}
,
implies that (3.1) and (3.3) can be said to be adjoint to each other. Thus,
we can introduce an l × l matrix function W [ · , · ] for a pair of solutions to
(3.1) and (3.3) as
W [Φn,Ψn] :=
[
Φ1,n Φ2,n
] [ Ψ1,n
Ψ2,n
]
= Φ1,nΨ1,n + Φ2,nΨ2,n,
which is n-independent:
W [Φn,Ψn] =W [Φn+1,Ψn+1].
In addition to the rapidly decaying boundary conditions (3.2), we assume
that the spatial Lax matrix defining the eigenvalue problem is invertible:
det (I −QnRn) 6= 0, ∀n ∈ Z. (3.4)
Because log [det (I −QnRn)] is a conserved density for the matrix Ablowitz–
Ladik hierarchy [7], this assumption is preserved under the time evolution.
Thus, a set of column-vector (or row-vector) solutions to the eigenvalue prob-
lem (3.1) (or (3.3)) that are linearly independent at some lattice site, say
n = n0, remain independent for all n ∈ Z.
6Note that if we consider a square matrix solution Ψn to the eigenvalue prob-
lem Ψn = Ln(z)Ψn+1, then its inverse Φn := Ψ
−1
n
satisfies the eigenvalue problem
Φn+1 = ΦnLn(z).
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We introduce Jost solutions φn(z), φn(z) and ψn(z), ψn(z) at a fixed time
that satisfy (3.1) and the boundary conditions,
znφn →
[
I
O
]
z−nφn →
[
O
−I
]
 as n→ −∞ (3.5a)
and
z−nψn →
[
O
I
]
znψn →
[
I
O
]
 as n→ +∞. (3.5b)
The time evolution of the Jost solutions will be considered in subsection 3.4.
Note that the overbar does notmean complex conjugation in this paper. Sim-
ilarly, we introduce adjoint Jost solutions φadn (z), φ
ad
n (z) and ψ
ad
n (z), ψ
ad
n (z)
that satisfy (3.3) and the boundary conditions,
znφadn →
[
O −I
]
z−nφadn →
[
I O
] } as n→ −∞ (3.6a)
and
z−nψadn →
[
I O
]
znψadn →
[
O I
] } as n→ +∞. (3.6b)
Because the l + l (= 2l) columns of the Jost solutions ψn and ψn form a
fundamental set of solutions to the eigenvalue problem (3.1), we can set on
the unit circle |z| = 1 as
φn(z) = ψn(z)A + ψn(z)B, (3.7a)
φn(z) = ψn(z)B − ψn(z)A. (3.7b)
Here, A, B, B and A are n-independent l × l matrices, which depend on
the spectral parameter z and are called scattering data. According to the
asymptotic behaviors of the Jost solutions (3.5)–(3.6), we can express them
on |z| = 1 as
A =W [ψadn , φn], (3.8a)
B =W [ψadn , φn], (3.8b)
B =W [ψadn , φn], (3.8c)
A = −W [ψadn , φn]. (3.8d)
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We can rewrite the eigenvalue problem (3.1) in the following equivalent
forms:7 [
z−nΨ1,n
z−nΨ2,n
]
=
[
z2I z2Qn
Rn I
] [
z−(n+1)Ψ1,n+1
z−(n+1)Ψ2,n+1
]
, (3.9a)
[
znΨ1,n
znΨ2,n
]
=
[
I Qn
z−2Rn z
−2I
] [
zn+1Ψ1,n+1
zn+1Ψ2,n+1
]
. (3.9b)
Thus, in view of the boundary conditions (3.5), znφn, z
−nφn, z
−nψn and z
nψn
depend on z only through z2. Similarly, (3.3) can be rewritten as[
zn+1Φ1,n+1 z
n+1Φ2,n+1
]
=
[
znΦ1,n z
nΦ2,n
] [ z2I z2Qn
Rn I
]
, (3.10a)
[
z−(n+1)Φ1,n+1 z
−(n+1)Φ2,n+1
]
=
[
z−nΦ1,n z
−nΦ2,n
] [ I Qn
z−2Rn z
−2I
]
,
(3.10b)
so z−nψadn and z
nψadn depend on z only through z
2. Therefore, relations
(3.8) imply that the scattering data A, B, B and A are even functions of z
(cf. [37]); they can be denoted as A(µ), B(µ), B(µ) and A(µ), where
µ = z2.
We introduce the following representations of the Jost solutions ψn and
ψn:
z−nψn =
y
∞∏
i=n
[
µI µQi
Ri I
] [
O
I
]
=:
[
O
I
]
+
∞∑
k=0
µk+1K(n, n+ k), (3.11a)
znψn =
y
∞∏
i=n
[
I Qi
µ−1Ri µ
−1I
] [
I
O
]
=:
[
I
O
]
+
∞∑
k=0
µ−k−1K(n, n + k),
(3.11b)
which are assumed to be uniformly convergent in |µ| ≤ 1 and |µ| ≥ 1, re-
spectively (cf. (3.2)). Here and hereafter, the order of the matrix product is
defined as
y
m∏
i=n
Xi := XnXn+1 · · ·Xm,
x
m∏
i=n
Xi := XmXm−1 · · ·Xn, m ≥ n,
7In the area of orthogonal polynomials, the Ablowitz–Ladik eigenvalue problem in a
similar rewritten form was studied by G. Baxter in the early 1960s after the seminal work
of G. Szego¨, see [42, 43].
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and the “integral kernels” K(n,m) and K(n,m) are µ-independent 2l × l
matrices denoted in terms of l × l matrices as
K(n,m) =
[
K1(n,m)
K2(n,m)
]
, K(n,m) =
[
K1(n,m)
K2(n,m)
]
, m ≥ n.
We substitute (3.11a) and (3.11b) into (3.9a) and (3.9b), respectively. Noting
that they are identities in µ, we can express the “integral kernels” recursively
in terms of the potentials Qn and Rn; the most important relations are
K1(n, n) = Qn, (3.12)
K2(n, n) =
∞∑
j=n
RjQj+1,
and
K2(n, n) = Rn, (3.13)
K1(n, n) =
∞∑
j=n
QjRj+1.
In a way similar to (3.11), we can also express the other (adjoint) Jost
solutions as power series in either µ or µ−1. Indeed, noting the identity,[
µI µQn
Rn I
] [
µ−1(I −QnRn)
−1 −Qn(I − RnQn)
−1
−µ−1Rn(I −QnRn)
−1 (I − RnQn)
−1
]
=
[
I O
O I
]
,
we obtain
znφn =
x
n−1∏
i=−∞
[
(I −QiRi)
−1 −µQi (I −RiQi)
−1
−Ri (I −QiRi)
−1 µ (I − RiQi)
−1
] [
I
O
]
, (3.14a)
z−nφn =
x
n−1∏
i=−∞
[
µ−1 (I −QiRi)
−1 −Qi (I − RiQi)
−1
−µ−1Ri (I −QiRi)
−1 (I − RiQi)
−1
] [
O
−I
]
,
(3.14b)
z−nψadn =
[
I O
] x∞∏
i=n
[
(I −QiRi)
−1 −µQi (I −RiQi)
−1
−Ri (I −QiRi)
−1 µ (I − RiQi)
−1
]
,
znψadn =
[
O I
] x∞∏
i=n
[
µ−1 (I −QiRi)
−1 −Qi (I − RiQi)
−1
−µ−1Ri (I −QiRi)
−1 (I − RiQi)
−1
]
, etc.
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Thus, (3.8a) and (3.8d) imply that A(µ) and A(µ) can be written explicitly
as
A(µ) =
[
I O
] x∞∏
i=−∞
[
(I −QiRi)
−1 −µQi (I −RiQi)
−1
−Ri (I −QiRi)
−1 µ (I − RiQi)
−1
] [
I
O
]
,
(3.15a)
A(µ) =
[
O I
] x∞∏
i=−∞
[
µ−1 (I −QiRi)
−1 −Qi (I − RiQi)
−1
−µ−1Ri (I −QiRi)
−1 (I − RiQi)
−1
] [
O
I
]
.
(3.15b)
Therefore, as long as Qn and Rn decay sufficiently rapidly as n→ ±∞,
znφn and z
−nψadn are analytic on and inside the unit circle (|µ| ≤ 1), and
z−nφn and z
nψadn are analytic on and outside the unit circle (|µ| ≥ 1). Conse-
quently, A(µ) and A(µ) can be analytically continued for |µ| ≤ 1 and |µ| ≥ 1,
respectively.8 A more precise discussion on the analytical properties of the
Jost solutions can be made using a discrete analog of the approach in [4];
that is, we can rewrite the eigenvalue problem in the form of linear summa-
tion equations and discuss the convergence of their Liouville–Neumann-type
series solutions. However, we omit such a discussion in this paper.
3.3 Gel’fand–Levitan–Marchenko equations
We multiply (3.7a) and (3.7b) from the right by znA(µ)−1 and z−nA(µ)−1,
respectively, to obtain
[znφn](µ)A(µ)
−1 = [znψn](µ) + [z
−nψn](µ)B(µ)A(µ)
−1µn, (3.16a)
[z−nφn](µ)A(µ)
−1 = −[z−nψn](µ) + [z
nψn](µ)B(µ)A(µ)
−1µ−n. (3.16b)
Here, “(µ)” emphasizes that the argument of the functions is µ(= z2) rather
than z.
Then, we substitute the summation representations (3.11) into the right-
hand side of (3.16a) and operate with
1
2pii
∮
C
dµµm−n (m ≥ n) (3.17)
8Here, we use the term “analytic continuation” loosely. See appendix B of [44] for a
rigorous treatment of “analytic continuation” in the delicate case, e.g., when Qn and Rn
do not decay exponentially fast as n→ ±∞.
16
on both sides. Here, C denotes the counterclockwise contour along the unit
circle |µ| = 1. Thus, we obtain
J(n,m) = K(n,m) +
[
O
FC(m)
]
+
∞∑
k=0
K(n, n + k)FC(m+ k + 1), (3.18)
where
J(n,m) :=
1
2pii
∮
C
[znφn](µ)A(µ)
−1µm−ndµ, (3.19)
FC(m) :=
1
2pii
∮
C
B(µ)A(µ)−1µmdµ.
Because of the analyticity of [znφn](µ) and A(µ) in |µ| ≤ 1, we can evaluate
J(n,m) using the residue theorem. Recall that the inverse of the matrix
A(µ) is given by
A(µ)−1 =
1
detA(µ)
A˜(µ),
where the tilde denotes the adjugate (i.e., transposed cofactor) matrix. Thus,
the singularities of the integrand in (3.19) are determined by the zeros of
detA(µ). For simplicity, we assume that the matrix function A(µ)−1 only has
isolated simple poles in |µ| < 1, denoted as {µ1, µ2, . . . , µN}, and is regular
on |µ| = 1.9 In fact, the more general case where A(µ)−1 also has higher
order poles can be recovered by taking a suitable coalescence limit of two or
more simple poles afterward.
In the neighborhood of µ = µj, we can expand A(µ) andA(µ)
−1 as (cf. [45,
46])
A(µ) = A(µj) + (µ− µj)A
′(µj) + O((µ− µj)
2), detA(µj) = 0,
A(µ)−1 =
1
µ− µj
A
(−1)
j + A
(0)
j +O(µ− µj), A
(−1)
j 6= O, (3.20)
where
A(µj)A
(−1)
j = O, A(µj)A
(0)
j + A
′(µj)A
(−1)
j = I.
Thus, using (3.5b), (3.6b) and (3.8a), we obtain
z−nψadn
[
znφnA
(−1)
j z
nψn
]
=
[
A(µ)A
(−1)
j O
]
=
[
O O
]
at µ = µj.
9We should not assume such a strong condition as detA(µ) has only simple zeros, which
was assumed in our previous papers [23, 24]. Indeed, a zero of multiplicity k of detA(µ)
may be cancelled by a zero of multiplicity k − 1 of A˜(µ) to give a simple pole of A(µ)−1.
However, this correction does not affect the validity of the formulas in [23, 24].
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Because z−nψadn consisting of l rows satisfies the boundary condition in (3.6b)
and the eigenvalue problem (3.10b), the rank of [z−nψadn ](µj) is equal to l for
all n ∈ Z. Similarly, the rank of [znψn](µj) is l for all n ∈ Z. Therefore, there
exists an l × l matrix Cj such that
[znφn](µj)A
(−1)
j = [z
−nψn](µj)Cjµ
n
j . (3.21)
Here, Cj must be n-independent, because both z
nφn and z
nψn satisfy the
same eigenvalue problem (3.9b). The matrix Cj can be intuitively considered
as B(µj) limµ→µj (µ− µj)A(µ)
−1, but it is, in general, different from the naive
residue limµ→µj (µ − µj)B(µ)A(µ)
−1. Indeed, B(µ) can have a discontinuity
at µ = µj. Because φnA
(−1)
j and ψnCj vanish exponentially for n→ −∞
and n→ +∞ respectively, each nonzero column vector of the 2l × l matrix
φnA
(−1)
j = ψnCj at z
2 = µj gives a bound state in the potentials Qn and Rn.
Therefore, using the residue theorem with the aid of (3.20) and (3.21),
we can compute the right-hand side of (3.19) as
J(n,m) =
N∑
j=1
[z−nψn](µj)Cjµ
m
j
=
N∑
j=1
{[
O
I
]
+
∞∑
k=0
µk+1j K(n, n + k)
}
Cjµ
m
j
= −
[
O
FD(m)
]
−
∞∑
k=0
K(n, n+ k)FD(m+ k + 1),
where
FD(m) := −
N∑
j=1
Cjµ
m
j .
Substituting this expression for J(n,m) into (3.18), we obtain a linear sum-
mation equation of the Gel’fand–Levitan–Marchenko type,
K(n,m) +
[
O
F (m)
]
+
∞∑
k=0
K(n, n + k)F (m+ k + 1) =
[
O
O
]
, m ≥ n.
(3.22)
Here, F (m) is defined as
F (m) := FC(m) + FD(m)
=
1
2pii
∮
C
B(µ)A(µ)−1µmdµ−
N∑
j=1
Cjµ
m
j . (3.23)
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Note that FC and FD correspond to the contributions of the continuous and
discrete spectra, respectively.10
Remark. Using the expressions (3.14a) and (3.15a), we can evaluate [znφn](µ)
and A(µ) in the limit µ→ 0 as (cf. [15, 25, 40])
lim
µ→0
[znφn](µ) =
[
I
−Rn−1
] xn−1∏
i=−∞
(I −QiRi)
−1 ,
lim
µ→0
A(µ) =
x
∞∏
i=−∞
(I −QiRi)
−1 .
Because limµ→0A(µ) is invertible (cf. (3.4)), we have µj 6= 0, j = 1, 2, . . . , N .
Note that instead of (3.17), we can operate with 1
2pii
∮
C
dµµ−1 on (3.16a) with
(3.11). Thus, we can express limµ→0[z
nφn](µ)A(µ)
−1 as
lim
µ→0
[znφn](µ)A(µ)
−1 =
[
I
F (n− 1)
]
+
∞∑
k=0
[
K1(n, n+ k)
K2(n, n+ k)
]
F (n+ k).
From the above three relations, we obtain
[
I
−Rn−1
] y∞∏
i=n
(I −QiRi) =
[
I
F (n− 1)
]
+
∞∑
k=0
[
K1(n, n+ k)
K2(n, n+ k)
]
F (n+ k).
The nonlocal quantities on the left-hand side can be used to transform the
matrix Ablowitz–Ladik lattice (2.3) to other systems [7].
Next, we substitute the summation representations (3.11) into the right-
hand side of (3.16b) and operate with
1
2pii
∮
C
dµµn−m−2 (m ≥ n) (3.24)
on both sides. Thus, we obtain
J(n,m) = −K(n,m) +
[
FC(m)
O
]
+
∞∑
k=0
K(n, n+ k)FC(m+ k + 1), (3.25)
10In this section, we often follow the notation of Ablowitz et al. [6, 15, 16].
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where
J(n,m) :=
1
2pii
∮
C
[z−nφn](µ)A(µ)
−1µn−m−2dµ, (3.26)
FC(m) :=
1
2pii
∮
C
B(µ)A(µ)−1µ−m−2dµ.
Because of the analyticity of [z−nφn](µ) and A(µ) in |µ| ≥ 1, we can evaluate
J(n,m) using the residue theorem. We assume that A(µ)−1 only has isolated
simple poles in |µ| > 1, denoted as {µ1, µ2, . . . , µN}, and is regular on |µ| = 1.
In the neighborhood of µ = µj, we expand A(µ) and A(µ)
−1 as
A(µ) = A(µj) + (µ− µj)A
′(µj) + O((µ− µj)
2), detA(µj) = 0,
A(µ)−1 =
1
µ− µj
A
(−1)
j + A
(0)
j +O(µ− µj), A
(−1)
j 6= O, (3.27)
where
A(µj)A
(−1)
j = O, A(µj)A
(0)
j + A
′(µj)A
(−1)
j = I.
Thus, using (3.5b), (3.6b) and (3.8d), we obtain
znψadn
[
z−nφnA
(−1)
j z
−nψn
]
=
[
−A(µ)A
(−1)
j O
]
=
[
O O
]
at µ = µj.
In the same way as the derivation of (3.21), there exists an n-independent
l × l matrix Cj such that
[z−nφn](µj)A
(−1)
j = [z
nψn](µj)Cjµ
−n
j . (3.28)
Therefore, using the residue theorem with the aid of (3.27) and (3.28),
we can compute the right-hand side of (3.26) as
J(n,m) = −
N∑
j=1
[znψn](µj)Cjµ
−m−2
j
= −
N∑
j=1
{[
I
O
]
+
∞∑
k=0
µ−k−1j K(n, n+ k)
}
Cjµ
−m−2
j
= −
[
FD(m)
O
]
−
∞∑
k=0
K(n, n+ k)FD(m+ k + 1),
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where
FD(m) :=
N∑
j=1
Cjµ
−m−2
j .
Substituting this expression for J(n,m) into (3.25), we obtain another linear
summation equation of the Gel’fand–Levitan–Marchenko type,
−K(n,m) +
[
F (m)
O
]
+
∞∑
k=0
K(n, n+ k)F (m+ k + 1) =
[
O
O
]
, m ≥ n.
(3.29)
Here, F (m) is defined as
F (m) := FC(m) + FD(m)
=
1
2pii
∮
C
B(µ)A(µ)−1µ−m−2dµ+
N∑
j=1
Cjµ
−m−2
j . (3.30)
Remark. Using the expressions (3.14b) and (3.15b), we can evaluate [z−nφn](µ)
and A(µ) in the limit |µ| → ∞ as (cf. [40])
lim
|µ|→∞
[z−nφn](µ) =
[
Qn−1
−I
] xn−1∏
i=−∞
(I − RiQi)
−1 ,
lim
|µ|→∞
A(µ) =
x
∞∏
i=−∞
(I − RiQi)
−1 .
Because lim|µ|→∞A(µ) is invertible (cf. (3.4)), A(µ)
−1 does not have poles at
infinity, which is indeed consistent with the computation for J(n,m). Note
that instead of (3.24), we can operate with 1
2pii
∮
C
dµµ−1 on (3.16b) with
(3.11). Thus, we can express lim|µ|→∞[z
−nφn](µ)A(µ)
−1 as
lim
|µ|→∞
[z−nφn](µ)A(µ)
−1 = −
[
−F (n− 1)
I
]
+
∞∑
k=0
[
K1(n, n + k)
K2(n, n + k)
]
F (n+ k).
From the above three relations, we obtain
[
−Qn−1
I
] y∞∏
i=n
(I − RiQi) =
[
−F (n− 1)
I
]
−
∞∑
k=0
[
K1(n, n+ k)
K2(n, n+ k)
]
F (n+ k).
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The nonlocal quantities on the left-hand side can be used to transform the
matrix Ablowitz–Ladik lattice (2.3) to other systems [7].
The Gel’fand–Levitan–Marchenko equations (3.22) and (3.29) relate the
scattering data to the potentials Qn and Rn through (3.12) and (3.13). The
required set of the scattering data is given by B(µ)A(µ)−1 and B(µ)A(µ)−1
for |µ| = 1, {µj, Cj}j=1,2,...,N and {µj, Cj}j=1,2,...,N , which define F (m) and
F (m) as in (3.23) and (3.30). Because F (m) and F (m) are “linear” in the
scattering data, we can consider a linear superposition of different sets of
scattering data at this level. In fact, we will show in the next subsection that
F (m) and F (m) satisfy linear evolution equations.
3.4 Time evolution
Under the rapidly decaying boundary conditions (3.2), the temporal part
of the Lax representation (2.2) for the Ablowitz–Ladik lattice (2.3) has the
asymptotic behavior:[
Ψ1,n
Ψ2,n
]
t
∼
[
(−µ+ 1)bI O
O (1− µ−1)aI
] [
Ψ1,n
Ψ2,n
]
as n→ ±∞.
This can be used to fix the time dependence of the leading order terms in Ψ1,n
and Ψ2,n (cf. (3.5)). Thus, we can introduce the explicitly time-dependent
Jost solutions φ
(t)
n and φ
(t)
n as
znφ
(t)
n := e(−µ+1)btznφn → e
(−µ+1)bt
[
I
O
]
z−nφ
(t)
n := e(1−µ
−1)atz−nφn → e
(1−µ−1)at
[
O
−I
]
 as n→ −∞ (3.31a)
and ψ
(t)
n and ψ
(t)
n as
z−nψ
(t)
n := e(1−µ
−1)atz−nψn → e
(1−µ−1)at
[
O
I
]
znψ
(t)
n := e(−µ+1)btznψn → e
(−µ+1)bt
[
I
O
]
 as n→ +∞, (3.31b)
respectively; they satisfy both the eigenvalue problem (2.1) and the time-
evolution equation (2.2).
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To determine the time dependence of the scattering data, we rewrite the
defining relations (3.7) as
φ(t)n = ψ
(t)
n A+ ψ
(t)
n Be
−[(µ−1)b+(1−µ−1)a]t,
φ (t)n = ψ
(t)
n Be
[(µ−1)b+(1−µ−1)a]t − ψ(t)n A.
Note that φ
(t)
n , φ
(t)
n , ψ
(t)
n and ψ
(t)
n satisfy the same equation (2.2) and the
columns of ψ
(t)
n and ψ
(t)
n are linearly independent. Thus, the time depen-
dences of A, B and A, B for |µ| = 1 are given by
A(µ, t) = A(µ, 0), B(µ, t) = B(µ, 0)e[(µ−1)b+(1−µ
−1)a]t (3.32)
and
A(µ, t) = A(µ, 0), B(µ, t) = B(µ, 0)e−[(µ−1)b+(1−µ
−1)a]t, (3.33)
respectively. This implies that A(µ, t), A(µ, t), B(µ, t)e−[(µ−1)b+(1−µ
−1)a]t and
B(µ, t)e[(µ−1)b+(1−µ
−1)a]t are generating functions of the integrals of motion.
Because the “analytic continuation” of A(µ) and A(µ) into the regions
|µ| ≤ 1 and |µ| ≥ 1, respectively, is unique and remains time-independent
(cf. (3.15)), the positions of the simple poles of A(µ)−1 and A(µ)−1 and the
corresponding residues,
{
µj , A
(−1)
j
}
j=1,2,...,N
and
{
µj, A
(−1)
j
}
j=1,2,...,N
, are also
time-independent. For (3.21) and (3.28), we can apply a similar discussion
as used to obtain (3.32) and (3.33), so the time dependences of Cj and Cj
are given by
Cj(t) = Cj(0)e
[(µj−1)b+(1−µ
−1
j )a]t (3.34)
and
Cj(t) = Cj(0)e
−[(µj−1)b+(1−µ
−1
j )a]t, (3.35)
respectively.
Substituting (3.32)–(3.35) into (3.23) and (3.30), we obtain the explicitly
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time-dependent forms of F (n) and F (n) as
F (n, t) =
1
2pii
∮
C
B(µ, 0)A(µ, 0)−1µne[(µ−1)b+(1−µ
−1)a]tdµ
−
N∑
j=1
Cj(0)µ
n
j e
[(µj−1)b+(1−µ
−1
j )a]t, (3.36)
F (n, t) =
1
2pii
∮
C
B(µ, 0)A(µ, 0)−1µ−n−2e−[(µ−1)b+(1−µ
−1)a]tdµ
+
N∑
j=1
Cj(0)µ
−n−2
j e
−[(µj−1)b+(1−µ
−1
j )a]t. (3.37)
Thus, it is easy to see that F (n, t) and F (n, t) satisfy the pair of uncoupled
linear evolution equations:
∂F (n, t)
∂t
− bF (n + 1, t) + aF (n− 1, t) + (b− a)F (n, t) = O, (3.38a)
∂F (n, t)
∂t
− aF (n + 1, t) + bF (n− 1, t) + (a− b)F (n, t) = O. (3.38b)
Note that these equations coincide with the linear part of the equations for
Rn and Qn (see (2.3)). In addition, F (n, t) and F (n, t) are required to de-
cay rapidly as n→ +∞ so that the Gel’fand–Levitan–Marchenko equations
(3.22) and (3.29) are well-posed.
Because of the linear nature of the sum terms in (3.36) and (3.37), we can
take a coalescence limit of two or more simple poles of A(µ)−1 and A(µ)−1
directly. Thus, we obtain the following generalized expressions for F (n, t)
and F (n, t):
F (n, t) =
1
2pii
∮
C
B(µ, 0)A(µ, 0)−1µne[(µ−1)b+(1−µ
−1)a]tdµ
−
N∑
j=1
Mj∑
k=0
C
(k)
j (0)
(
∂
∂µj
)k
µnj e
[(µj−1)b+(1−µ
−1
j )a]t,
F (n, t) =
1
2pii
∮
C
B(µ, 0)A(µ, 0)−1µ−n−2e−[(µ−1)b+(1−µ
−1)a]tdµ
+
N∑
j=1
Lj∑
k=0
C
(k)
j (0)
(
∂
∂µj
)k
µ−n−2j e
−[(µj−1)b+(1−µ
−1
j
)a]t.
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These expressions encompass the most general case where A(µ)−1 and A(µ)−1
have arbitrarily higher order poles. Moreover, they satisfy the same linear
equations (3.38) as the original expressions (3.36) and (3.37).
Instead of using the partial differentiation with respect to µj and µj, one
can consider the matrix functionsXnebt(X−I)+at(I−X
−1) and Y −n−2e−bt(Y −I)−at(I−Y
−1)
with constant invertible matrices X and Y in Jordan normal form. Indeed,
they satisfy the linear equations of the form (3.38), so linear combinations of
the independent elements of each matrix function can be used to replace the
sum terms in F (n, t) and F (n, t). Readers interested in such an approach
are referred, e.g., to [41, 47–52].
3.5 Exact linearization
To reconstruct the potentials Qn and Rn from the scattering data through
(3.12) and (3.13), we rewrite the Gel’fand–Levitan–Marchenko equations
(3.22) and (3.29) as “closed” linear summation equations for K1(n,m) and
K2(n,m). Thus, the general solution formulas for the matrix Ablowitz–Ladik
lattice (2.3) can be presented in the form:
Qn = K1(n, n), (3.39a)
Rn = K2(n, n), (3.39b)
K1(n,m) = F (m)−
∞∑
i=0
∞∑
k=0
K1(n, n+ i)F (n+ i+ k + 1)F (m+ k + 1), m ≥ n,
(3.39c)
K2(n,m) = −F (m)−
∞∑
i=0
∞∑
k=0
K2(n, n+ i)F (n+ i+ k + 1)F (m+ k + 1), m ≥ n.
(3.39d)
Here, the time dependence of the functions is suppressed; F (n) and F (n)
are solutions of the linear uncoupled system (3.38) and decay rapidly as
n→ +∞. More generally, the set of formulas (3.39) can provide the solutions
for any flow of the matrix Ablowitz–Ladik hierarchy if F (n) and F (n) satisfy
the linear part of the equations for Rn and Qn, instead of (3.38). Hence,
(3.39) realizes an exact linearization of the matrix Ablowitz–Ladik hierarchy
in the sense of [10] (also see [53, 54] and Proposition A.2). As long as F (n)
and F (n) decay rapidly as n→ +∞, so do Qn and Rn determined by (3.39).
However, the requirement that Qn and Rn should also decay as n→ −∞
imposes nontrivial conditions on F (n) and F (n), which will be touched upon
in the next subsection.
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3.6 Multisoliton solutions
To construct exact solutions in explicit form, we consider the special case
of B(µ) = B(µ) = O on |µ| = 1; this is preserved under the time evolu-
tion (cf. (3.32) and (3.33)) and corresponds to the reflectionless potentials
(cf. (3.7)). Moreover, we assume that A(µ)−1 and A(µ)−1 only have simple
poles (see [41] for the more general case). Thus, we can set
F (n, t) = −
N∑
j=1
Cj(t)µ
n
j , F (n, t) =
N∑
j=1
Cj(t)µ
−n−2
j , (3.40)
where the time dependences of Cj and Cj are given by (3.34) and (3.35). We
also set
K1(n,m; t) =
N∑
j=1
Gj(n, t)µ
−m−2
j , K2(n,m; t) =
N∑
j=1
Hj(n, t)µ
m
j , (3.41)
and substitute all these expressions into (3.39c) and (3.39d); recalling that
|µj| < 1 (j = 1, 2, . . . , N) and |µj| > 1 (j = 1, 2, . . . , N), we can evaluate the
infinite sum. Thus, we obtain a linear algebraic system for determining Gj
and that for Hj as
[
G1µ
−n−2
1 G2µ
−n−2
2 · · · GN µ
−n−2
N
] U11 · · · U1N... . . . ...
U
N1
· · · U
NN

=
[
C1µ
−n−2
1 C2µ
−n−2
2 · · · CN µ
−n−2
N
]
(3.42a)
and
[
H1µ
n
1 H2µ
n
2 · · · HN µ
n
N
]  V11 · · · V1N... . . . ...
VN1 · · · VNN
 = [ C1µn1 C2µn2 · · · CN µnN ] .
(3.42b)
Here, all the entries in (3.42) are l × lmatrices; the block matrices U = (Ujk)1≤j,k≤N
and V = (Vjk)1≤j,k≤N are defined as
Ujk := δjkI −
N∑
i=1
µn+1i µ
−n−3
k(
1−
µi
µj
)(
1−
µi
µk
)Ci(t)Ck(t)
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and
Vjk := δjkI −
N∑
i=1
µ−n−3i µ
n+1
k(
1−
µj
µi
)(
1−
µk
µi
)Ci(t)Ck(t),
respectively. Here, δjk denotes the Kronecker delta. Thus, using (3.39a),
(3.39b) and (3.41), we obtain
Qn(t) = K1(n, n; t)
=
[
G1µ
−n−2
1 · · · GN µ
−n−2
N
] I...
I

=
[
C1(t)µ
−n−2
1 · · · CN(t)µ
−n−2
N
] U11 · · · U1N... . . . ...
U
N1
· · · U
NN

−1  I...
I
 ,
(3.43a)
Rn(t) = K2(n, n; t)
=
[
H1µ
n
1 · · · HN µ
n
N
]  I...
I

=
[
C1(t)µ
n
1 · · · CN(t)µ
n
N
]  V11 · · · V1N... . . . ...
VN1 · · · VNN

−1  I...
I
 . (3.43b)
This provides the multisoliton solutions of the nonreduced matrix Ablowitz–
Ladik lattice (2.3); some additional conditions on {µj , Cj}j=1,2,...,N and {µj, Cj}j=1,2,...,N
need to be satisfied for (3.43) to exhibit solitonic behavior.
In the simplest nontrivial case of N = N = 1, we obtain the one-soliton
solution of (2.3) in the form:
Qn(t) = D(n, t)
I − µ1µ1(
1− µ1
µ1
)2D(n, t)D(n, t)

−1
, (3.44a)
Rn(t) = D(n, t)
I − µ1µ1(
1− µ1
µ1
)2D(n, t)D(n, t)

−1
, (3.44b)
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whereD(n, t) := C1(0)µ
−n−2
1 e
−[(µ1−1)b+(1−µ
−1
1
)a]t andD(n, t) := C1(0)µ
n
1e
[(µ1−1)b+(1−µ
−1
1
)a]t.
For this solution to decay also as n→ −∞, we require that limn→−∞Qn(t)l = 0
for any n-independent column vector l of dimension l and similar for Rn(t).
Thus, considering the Maclaurin series for (I −X)−1 where X is the corre-
sponding matrix in (3.44a) or (3.44b), we obtain the following conditions on
the kernels of the l × l matrices C1 and C1:
Ker
(
C1C1C1
)
= Ker
(
C1
)
and
Ker
(
C1C1C1
)
= Ker (C1) .
Note that these conditions remain invariant under the time evolution (cf. (3.34)
and (3.35)). They can also be written in a more easy-to-understand form:
Ker (C1) ∩ Im
(
C1
)
= Ker
(
C1
)
∩ Im (C1) = {0}.
Consequently, we have rank
(
C1
)
= rank (C1).
For general values of N and N , it is rather difficult to grasp the condition
that Qn and Rn given by (3.43) should also decay as n→ −∞. Thus, we
take a different route. In view of the first component of (3.29) and the second
component of (3.22), relations (3.40) and (3.41) together with (3.11) imply
that
[znψn](µj)Cjµ
−n−2
j =
[
Gj(n, t)µ
−n−2
j
∗
]
, j = 1, 2, . . . , N,
[z−nψn](µj)Cjµ
n
j =
[
∗
Hj(n, t)µ
n
j
]
, j = 1, 2, . . . , N.
Thus, Gj and Hj are closely related to the bound-state eigenfunctions. Ow-
ing to the connection formulas (3.28) and (3.21) as well as the boundary
conditions (3.5a), Gjµ
−n−2
j and Hjµ
n
j must decay as n→ −∞. If this is sat-
isfied, then Qn and Rn in (3.43) naturally vanish as n→ −∞. The relations
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(3.42) for determining Gjµ
−n−2
j and Hjµ
n
j can be rewritten as
[
G1 G2 · · · GN
]
−
[
G1 G2 · · · GN
]

µn+1
1
µ−n−2
1
1−
µ1
µ1
I · · ·
µn+1
N
µ−n−2
1
1−
µN
µ1
I
...
. . .
...
µn+1
1
µ−n−2
N
1−
µ1
µ
N
I · · ·
µn+1
N
µ−n−2
N
1−
µN
µ
N
I

×

1
µ1−µ1
C1C1 · · ·
1
µ
N
−µ1
C1CN
...
. . .
...
1
µ1−µN
CNC1 · · ·
1
µ
N
−µN
CNCN
 = [ C1 C2 · · · CN ] (3.45a)
and
[
H1 H2 · · · HN
]
−
[
H1 H2 · · · HN
]

µn1µ
−n−3
1
1−
µ1
µ1
I · · ·
µn
1
µ−n−3
N
1−
µ1
µ
N
I
...
. . .
...
µnNµ
−n−3
1
1−
µN
µ1
I · · ·
µn
N
µ−n−3
N
1−
µN
µ
N
I

×

1
1
µ1
− 1
µ1
C1C1 · · ·
1
1
µN
− 1
µ1
C1CN
...
. . .
...
1
1
µ1
− 1
µ
N
C
N
C1 · · ·
1
1
µN
− 1
µ
N
C
N
CN
 = [ C1 C2 · · · CN ] . (3.45b)
Then, we multiply both sides of (3.45a) from the right by an n-independent
column vector of dimension l×N and consider the limit n→ −∞. Thus, we
obtain the condition
Ker

1
µ1−µ1
C1C1 · · ·
1
µ
N
−µ1
C1CN
...
. . .
...
1
µ1−µN
CNC1 · · ·
1
µ
N
−µN
CNCN
 ⊆ Ker [ C1 C2 · · · CN ] .
(3.46a)
Similarly, from (3.45b), we obtain
Ker

1
1
µ1
− 1
µ1
C1C1 · · ·
1
1
µN
− 1
µ1
C1CN
...
. . .
...
1
1
µ1
− 1
µ
N
C
N
C1 · · ·
1
1
µN
− 1
µ
N
C
N
CN
 ⊆ Ker [ C1 C2 · · · CN ] .
(3.46b)
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The two conditions (3.46a) and (3.46b) can be combined and simplified to
provide more easy-to-understand conditions on the scattering data in the
reflectionless case. For this purpose, we need the following lemma.
Lemma 3.1. Define the (M − 1)×M matrix elements dij ∈ C as
dij :=
〈ai, bj〉
λi − νj
, i ∈ {i1, i2, . . . , iM−1}, j ∈ {j1, j2, . . . , jM}.
Here, λi and νj are parameters, ai and bj are nonzero vectors of dimension
l and 〈 · , · 〉 stands for the scalar product. For dij to be well-defined, we as-
sume λi 6= νj for all i and j, but we do not require λiα 6= λiβ or νjα 6= νjβ
for α 6= β. Instead, we assume the following condition: for any subset
{k1, k2, . . . , kγ} ⊆ {j1, j2, . . . , jM} such that νk1 = νk2 = · · · = νkγ , the vec-
tors
bk1 , bk2 , . . . , bkγ
are linearly independent. Then, if the equality
M∑
α=1
(−1)α−1
∣∣∣∣∣∣∣
di1j1 · · · di1jα−1 di1jα+1 · · · di1jM
...
...
...
...
diM−1j1 · · · diM−1jα−1 diM−1jα+1 · · · diM−1jM
∣∣∣∣∣∣∣ bjα = 0
is valid, all the scalar coefficients must be zero, where | · | stands for the
determinant. In other words, the above vector equation holds true only in
the trivial case; note that this equation can be written compactly as∣∣∣∣∣∣∣∣∣
bj1 · · · bjM
di1j1 · · · di1jM
...
...
diM−1j1 · · · diM−1jM
∣∣∣∣∣∣∣∣∣
= 0,
using the Laplace expansion formally.
We omit the proof of this lemma. To obtain useful information from
the conditions (3.46), we first remove the trivial subspace of the kernels
commonly contained on both sides. From a given l × l matrix W , we extract
the maximum number of linearly independent column vectors to form an
l × rank(W ) matrix W (c). Similarly, we extract the maximum number of
linearly independent row vectors fromW to form a rank(W )× l matrixW (r).
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With this notation, (3.46a) and (3.46b) can be rewritten in more compact
forms as
Ker

1
µ1−µ1
C
(r)
1 C
(c)
1 · · ·
1
µ
N
−µ1
C
(r)
1 C
(c)
N
...
. . .
...
1
µ1−µN
C
(r)
N C
(c)
1 · · ·
1
µ
N
−µN
C
(r)
N C
(c)
N
 ⊆ Ker [ C(c)1 C(c)2 · · · C(c)N ]
(3.47a)
and
Ker

1
1
µ1
− 1
µ1
C
(r)
1 C
(c)
1 · · ·
1
1
µN
− 1
µ1
C
(r)
1 C
(c)
N
...
. . .
...
1
1
µ1
− 1
µ
N
C
(r)
N
C
(c)
1 · · ·
1
1
µN
− 1
µ
N
C
(r)
N
C
(c)
N
 ⊆ Ker [ C(c)1 C(c)2 · · · C(c)N ] .
(3.47b)
With the aid of Lemma 3.1, we can prove the following two propositions.
Proposition 3.2. Assume that
N∑
j=1
rank (Cj) ≤
N∑
j=1
rank
(
Cj
)
,
and the condition (3.47a) is satisfied. Then, the above inequality becomes
an equality,
N∑
j=1
rank (Cj) =
N∑
j=1
rank
(
Cj
)
, (3.48)
and the matrix on the left-hand side of (3.47a) must be invertible, i.e.∣∣∣∣∣∣∣∣
1
µ1−µ1
C
(r)
1 C
(c)
1 · · ·
1
µ
N
−µ1
C
(r)
1 C
(c)
N
...
. . .
...
1
µ1−µN
C
(r)
N C
(c)
1 · · ·
1
µ
N
−µN
C
(r)
N C
(c)
N
∣∣∣∣∣∣∣∣ 6= 0. (3.49)
Proposition 3.3. Assume that
N∑
j=1
rank (Cj) ≥
N∑
j=1
rank
(
Cj
)
,
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and the condition (3.47b) is satisfied. Then, the above inequality becomes
an equality,
N∑
j=1
rank (Cj) =
N∑
j=1
rank
(
Cj
)
,
and the matrix on the left-hand side of (3.47b) must be invertible, i.e.∣∣∣∣∣∣∣∣∣
1
1
µ1
− 1
µ1
C
(r)
1 C
(c)
1 · · ·
1
1
µN
− 1
µ1
C
(r)
1 C
(c)
N
...
. . .
...
1
1
µ1
− 1
µ
N
C
(r)
N
C
(c)
1 · · ·
1
1
µN
− 1
µ
N
C
(r)
N
C
(c)
N
∣∣∣∣∣∣∣∣∣
6= 0. (3.50)
By combining Propositions 3.2 and 3.3, we arrive at the following theo-
rem.
Theorem 3.4. Assume that (3.43) provides the multisoliton solutions of the
matrix Ablowitz–Ladik lattice (2.3), which decay as n→ ±∞ and produce
the bound states of the associated eigenvalue problem (3.1). Then, the scat-
tering data must satisfy the three conditions (3.48)–(3.50).
Note that the time evolution does not change these conditions (cf. (3.34) and
(3.35)).
Remark. Here, we only considered the case where the time variable t is
fixed at some finite value. In the limits t→ ±∞, the solitons generally sep-
arate from one another and restore their original shapes. Thus, for (3.43)
to describe proper multisoliton collisions through the passage of time, we
have to impose additional conditions, i.e., the above conditions for subsets of
{µj, Cj}j=1,2,...,N and {µj, Cj}j=1,2,...,N . Some relevant results were obtained
independently in [41].
3.7 Complex conjugation reduction
When b = a∗, the matrix Ablowitz–Ladik lattice (2.3) allows the complex
conjugation reduction Rn = σQ
∗
n with a real constant σ (cf. [7]). In particu-
lar, the simplest reduction Rn = −Q
∗
n can be realized in formulas (3.39) by
identifying F (n) with the complex conjugate of F (n), i.e.
F (n) = {F (n)}∗ , (3.51)
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which is naturally preserved under the time evolution (3.38) with b = a∗.
Indeed, this relation can be derived by exploiting the symmetry of the eigen-
value problem (3.1) with Rn = −Q
∗
n; that is, if[
Ψ1,n(z)
Ψ2,n(z)
]
is an eigenfunction, then
±
[
−Ψ2,n(1/z
∗)
Ψ1,n(1/z
∗)
]∗
gives another eigenfunction of the same problem. Thus, we can reflect this
symmetry in the Jost solutions and the scattering data to confirm (3.51).
In particular, the N -soliton solution of the matrix Ablowitz–Ladik equa-
tion,
Qn,t − aQn+1 + a
∗Qn−1 + (a− a
∗)Qn − aQnQ
∗
nQn+1 + a
∗Qn−1Q
∗
nQn = O,
is obtained by setting b = a∗, N = N and
µj =
1
µ∗j
, Cj(t)µ
−2
j = −{Cj(t)}
∗ , j = 1, 2, . . . , N
in formula (3.43a) with (3.34). The reduced set of scattering data is required
to satisfy the conditions (3.49) and (3.50); in fact, they are equivalent under
this reduction. In addition, (3.49) (or (3.50)) for subsets of {µj, Cj}j=1,2,...,N
should also be satisfied. Throughout this paper, we do not discuss the issue
of regularity of solutions and the term “soliton solution” is used in a broad
sense. That is, it may have singularities at some values of the independent
variables n and t.
4 Solution formulas for the derivative NLS
lattices
4.1 Solutions of the space-discrete Gerdjikov–Ivanov
system
In this subsection, we solve the space-discrete Gerdjikov–Ivanov system de-
rived in subsection 2.2 by using the results in section 3. Note that the
nonzero parameter µ in the space-discrete Gerdjikov–Ivanov system (2.5) is
nonessential; it can be fixed at any nonzero value, say 1, using a simple point
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transformation and rescalings of the parameters a and b (cf. [17, 20]). In
addition, as is clear from the defining relation of the Miura map (2.4a), the
limit µ→ 0 is trivial and need not be considered separately. Thus, in the
following, we consider the space-discrete Gerdjikov–Ivanov system (2.5) with
µ = 1:
Qn,t − aQn+1 + bQn−1 + (a− b)Qn + aQn (Pn − Pn+1)Qn+1
− bQn−1 (Pn − Pn+1)Qn + aQnPnQnPn+1Qn+1 − bQn−1PnQnPn+1Qn = O, (4.1a)
Pn,t − bPn+1 + aPn−1 + (b− a)Pn − bPn (Qn−1 −Qn)Pn+1
+ aPn−1 (Qn−1 −Qn)Pn + bPnQn−1PnQnPn+1 − aPn−1Qn−1PnQnPn = O. (4.1b)
In section 3, we developed the inverse scattering method associated with
the matrix Ablowitz–Ladik eigenvalue problem (3.1) under the vanishing
boundary conditions on the potentials Qn and Rn (cf. (3.2)). The remaining
unknown Pn in (4.1) can be determined from a linear eigenfunction through
the simple formula
Pn = Ψ2,nΨ
−1
1,n
∣∣
µ(=z2)=1
. (4.2)
Because there is some arbitrariness in choosing the linear eigenfunction, we
need to specify boundary conditions to determine Pn uniquely. Thus, we
assume that not only Qn but also Pn decays rapidly as n→ ±∞:
lim
n→±∞
Qn = lim
n→±∞
Pn = O. (4.3)
This is consistent if we choose the linear eigenfunction appearing in the right-
hand side of (4.2) as [
Ψ1,n
Ψ2,n
]
:= ψn,
and assume that the scattering data B(µ) vanishes at µ = 1, i.e., B(1) = O
(see (3.5) and (3.7a)). In fact, the Jost solution ψn as well as φn does not
satisfy the time part of the Lax representation (2.2), so it is more appropri-
ate to use the explicitly time-dependent Jost solutions introduced in subsec-
tion 3.4. However, the overall multiplicative factor e(−µ+1)bt as introduced in
(3.31) plays no role in formula (4.2), so in view of (3.11b), we can express Pn
as
Pn =
{
∞∑
k=0
K2(n, n + k)
}{
I +
∞∑
k=0
K1(n, n+ k)
}−1
.
This expression enables us to determine Pn from the set of scattering data
with the aid of the Gel’fand–Levitan–Marchenko equations (3.22) and (3.29);
however, for later convenience, we take an alternative approach.
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Because the space-discrete Gerdjikov–Ivanov system (4.1) is “symmetric”
with respect to Qn and Pn, there must be a formula for expressing Qn in a
manner similar to (4.2). Such a formula can be established by identifying an
appropriate Ablowitz–Ladik eigenvalue problem that is gauge equivalent to
the original problem (3.1); the corresponding gauge transformation is often
referred to as a Ba¨cklund–Darboux transformation. Then, in the new gauge,
the roles of Qn and Pn are swapped and Pn appears directly as a potential in
the Ablowitz–Ladik eigenvalue problem. In other words, there exists another
Miura map from the space-discrete Gerdjikov–Ivanov system (4.1) to the
Ablowitz–Ladik lattice in the form (Qn, Pn) 7→ (Q˜n, Pn).
Let us consider the original Ablowitz–Ladik eigenvalue problem (3.1) with
Rn = Pn − Pn+1 + PnQnPn+1 (cf. (2.4a)):
(AL1) :
[
Ψ1,n
Ψ2,n
]
=
[
zI zQn
z−1 (Pn − Pn+1 + PnQnPn+1) z
−1I
] [
Ψ1,n+1
Ψ2,n+1
]
.
(4.4)
Indeed, this can be rewritten as another Ablowitz–Ladik eigenvalue problem:
(AL2) :
[
Φ1,n
Φ2,n
]
=
[
zI z (−Qn +Qn+1 +QnPn+1Qn+1)
z−1Pn+1 z
−1I
] [
Φ1,n+1
Φ2,n+1
]
,
(4.5)
using the gauge transformation defined as[
Φ1,n
Φ2,n
]
:=
[
(z−2 − 1)Ψ1,n −Qn (I − PnQn)
−1 (Ψ2,n − z
−2PnΨ1,n)
(I − PnQn)
−1 (Ψ2,n − z
−2PnΨ1,n)
]
(4.6)
=: gn
[
Ψ1,n
Ψ2,n
]
.
The explicit form of the transformation matrix gn is unimportant; only its
asymptotic behavior as n→ ±∞ is needed:
lim
n→±∞
gn =
[
(z−2 − 1) I O
O I
]
.
For the original Jost solutions for (AL1) defined as (3.5), the Jost solutions
for (AL2) are given as
φ(AL2)n (z) =
1
z−2 − 1
gnφ
(AL1)
n (z), φ
(AL2)
n (z) = gnφ
(AL1)
n (z), (4.7a)
ψ(AL2)n (z) = gnψ
(AL1)
n (z), ψ
(AL2)
n (z) =
1
z−2 − 1
gnψ
(AL1)
n (z). (4.7b)
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Indeed, they satisfy both the eigenvalue problem (4.5) and the boundary
conditions (3.5). The case of z2 = 1 can be understood in the corresponding
limit.
In view of the aforementioned condition B(1) = O, it is natural to modify
the defining relations (3.7) of the scattering data for (AL1) on |µ| = 1 as
φ(AL1)n = ψ
(AL1)
n A(µ) + ψ
(AL1)
n (µ
−1 − 1)B(µ), (4.8a)
φ (AL1)n = ψ
(AL1)
n B(µ)− ψ
(AL1)
n A(µ). (4.8b)
Then, relations (4.7) between the Jost solutions for (AL1) and those for
(AL2) imply that the defining relations of the scattering data for (AL2) on
|µ| = 1 become
φ(AL2)n = ψ
(AL2)
n A(µ) + ψ
(AL2)
n B(µ), (4.9a)
φ (AL2)n = ψ
(AL2)
n (µ
−1 − 1)B(µ)− ψ(AL2)n A(µ). (4.9b)
The bound-state eigenvalues are determined by the positions of the simple
poles of A(µ)−1 in |µ| < 1 and A(µ)−1 in |µ| > 1; the more general case of
higher order poles can be recovered by taking a suitable coalescence limit.
Because of the uniqueness of the “analytic continuation”, the bound-state
eigenvalues are common to (AL1) and (AL2):
µ
(AL1)
j = µ
(AL2)
j = µj, j = 1, 2, . . . , N,
µ
(AL1)
j = µ
(AL2)
j = µj, j = 1, 2, . . . , N.
Owing to (4.7), the corresponding matrices Cj and Cj (cf. (3.21) and (3.28))
for (AL1) and (AL2) can be expressed as
C
(AL1)
j =
(
µ−1j − 1
)
Cj, C
(AL2)
j = Cj, j = 1, 2, . . . , N, (4.10a)
C
(AL1)
j = Cj, C
(AL2)
j =
(
µ−1j − 1
)
Cj, j = 1, 2, . . . , N. (4.10b)
By combining the above relations, the functions F (m) and F (m) for (AL1)
and (AL2) (cf. (3.23) and (3.30)) can be written as
F (AL1)(m) = F (m− 1)− F (m), F (AL2)(m) = F (m), (4.11a)
F (AL1)(m) = F (m), F (AL2)(m) = F (m+ 1)− F (m), (4.11b)
in terms of the original F (m) and F (m) defined as (3.23) and (3.30). Clearly,
the modification of the scattering data for (AL1) and (AL2) as described
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above does not change their time dependences given by (3.32)–(3.35). Thus,
each of the pairs (F, F ), (F (AL1), F (AL1)) and (F (AL2), F (AL2)) satisfies the
same linear evolutionary system (3.38).
We can construct the Gel’fand–Levitan–Marchenko equations for the space-
discrete Gerdjikov–Ivanov system (4.1) by combining (3.39a) and (3.39c) for
(AL1) and (3.39b) and (3.39d) for (AL2), i.e.
Qn = K
(AL1)
1 (n, n),
Pn+1 = K
(AL2)
2 (n, n),
K
(AL1)
1 (n,m) = F
(AL1)(m)−
∞∑
i=0
∞∑
k=0
K
(AL1)
1 (n, n+ i)F
(AL1)(n + i+ k + 1)
× F (AL1)(m+ k + 1), m ≥ n,
K
(AL2)
2 (n,m) = −F
(AL2)(m)−
∞∑
i=0
∞∑
k=0
K
(AL2)
2 (n, n+ i)F
(AL2)(n + i+ k + 1)
× F (AL2)(m+ k + 1), m ≥ n.
Substituting (4.11) and changing the notation slightly, we obtain
Qn = K (n, n), (4.12a)
Pn = K (n, n), (4.12b)
K (n,m) = F (m) +
∞∑
i=0
∞∑
k=0
K (n, n+ i) {F (n+ i+ k + 1)− F (n+ i+ k)}
× F (m+ k + 1), m ≥ n, (4.12c)
K (n,m) = −F (m− 1)−
∞∑
i=0
∞∑
k=0
K (n, n+ i)
{
F (n+ i+ k + 1)− F (n+ i+ k)
}
× F (m+ k), m ≥ n. (4.12d)
Note that F and F satisfy the linear part of the equations for Pn and Qn,
which is (3.38) for the space-discrete Gerdjikov–Ivanov system (4.1).
In the case of B(µ) = B(µ) = O on |µ| = 1, which corresponds to the
reflectionless potentials for both (AL1) and (AL2), we can solve the Gel’fand–
Levitan–Marchenko equations (4.12) to obtain the soliton solutions in closed
form. The derivation is essentially the same as in the Ablowitz–Ladik case
described in subsection 3.6; naturally, the multisoliton solutions of the space-
discrete Gerdjikov–Ivanov system (4.1) can be obtained directly by applying
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the correspondence relations (4.10) to (3.43), i.e.
Qn(t) =
[
C1(t)µ
−n−2
1 · · · CN(t)µ
−n−2
N
] U11 · · · U1N... . . . ...
U
N1
· · · U
NN

−1  I...
I
 ,
(4.13a)
Pn(t) =
[
C1(t)µ
n−1
1 · · · CN(t)µ
n−1
N
]  V11 · · · V1N... . . . ...
VN1 · · · VNN

−1  I...
I
 .
(4.13b)
Here, all the entries in (4.13) are l × lmatrices; the block matrices U = (Ujk)1≤j,k≤N
and V = (Vjk)1≤j,k≤N are defined as
Ujk := δjkI −
N∑
i=1
(1− µi)µ
n
i µ
−n−3
k(
1−
µi
µj
)(
1−
µi
µk
)Ci(t)Ck(t),
Vjk := δjkI +
N∑
i=1
(
1− µ−1i
)
µ−n−2i µ
n
k(
1−
µj
µi
)(
1−
µk
µi
)Ci(t)Ck(t),
and the time dependences of Cj and Cj are given by (3.34) and (3.35). Note
that the three conditions (3.48)–(3.50) must be satisfied for (4.13) to describe
proper multisoliton solutions decaying as n→ ±∞ (cf. Theorem 3.4). In
addition, we need to impose similar conditions for subsets of the soliton
parameters so that the solitons interact with each other properly throughout
the time evolution.
When b = a∗, the space-discrete Gerdjikov–Ivanov system (4.1) allows the
complex conjugation reduction Pn = iσQ
∗
n−1/2 with a real constant σ [20].
That is, two originally uncoupled systems, (4.1) with n ∈ Z and (4.1) with
n ∈ Z+ 1/2, can be related by this reduction to give a single equation with
n ∈ Z/2. Clearly, the value of σ is nonessential, so we set σ = 1 and consider
the reduction Pn = iQ
∗
n−1/2. This reduction can be realized at the level of
formulas (4.12) by setting
F (n) = −i
{
F
(
n− 1
2
)}∗
,
which is consistent with the time evolution (3.38) with b = a∗. In particular,
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the N -soliton solution of the space-discrete Gerdjikov–Ivanov equation,
Qn,t − aQn+1 + a
∗Qn−1 + (a− a
∗)Qn + iaQn
(
Q ∗
n− 1
2
−Q ∗
n+ 1
2
)
Qn+1
− ia∗Qn−1
(
Q ∗
n− 1
2
−Q ∗
n+ 1
2
)
Qn − aQnQ
∗
n− 1
2
QnQ
∗
n+ 1
2
Qn+1 + a
∗Qn−1Q
∗
n− 1
2
QnQ
∗
n+ 1
2
Qn = O,
is obtained by setting b = a∗, N = N and
µj =
1
µ∗j
, Cj(t)µ
−2
j = i
{
Cj(t)µ
− 1
2
j
}∗
, j = 1, 2, . . . , N
in formula (4.13a) with (3.34). The imaginary unit (roman i) should not be
confused with the index of summation (italic i) in the definition of Ujk. The
reduced set of scattering data is required to satisfy the condition (3.49) (or
(3.50)) and its smaller versions corresponding to subsets of the solitons.
4.2 Solutions of the space-discrete Kaup–Newell sys-
tem
In this subsection, we solve the space-discrete Kaup–Newell system (2.17)
derived in subsection 2.3 by applying the results in section 3. Because the
parameter µ is nonessential in (2.17), we set µ(= z2) = 1 and consider the
space-discrete Kaup–Newell system in the form:{
qn,t −∆
+
n
[
a (I − qnrn)
−1 qn + b (I + qn−1rn)
−1 qn−1
]
= O, (4.14a)
rn,t −∆
+
n
[
b (I + rnqn−1)
−1 rn + a (I − rn−1qn−1)
−1 rn−1
]
= O. (4.14b)
Recall that ∆+n denotes the forward difference operator: ∆
+
n fn := fn+1 − fn.
We assume vanishing boundary conditions at spatial infinity:
lim
n→±∞
qn = lim
n→±∞
rn = O. (4.15)
Propositions 2.1 and 2.2 imply that the solution of (4.14) can be obtained as
qn = ∆
+
n
(
Ψ
(1)−1
1,n Ψ
(2)
1,n
)∣∣∣
µ=1
, rn =
(
Ψ
(1)−1
2,n Ψ
(2)
2,n −Ψ
(1)−1
1,n Ψ
(2)
1,n
)−1∣∣∣∣
µ=1
,
(4.16)
using two linearly independent eigenfunctions of the linear problem, (2.1) and
(2.2), associated with the Ablowitz–Ladik lattice (cf. (2.6)); this is in contrast
to the space-discrete Gerdjikov–Ivanov system, which can be derived using
only one linear eigenfunction as described in subsection 2.2. Proposition 2.3
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implies that rn in (4.16) can be rewritten in the difference form as qn; to
see this explicitly, we need to identify an appropriate linear problem for the
Ablowitz–Ladik lattice, which is gauge equivalent to the original problem.
It turns out that the gauge transformation connecting (AL1) and (AL2)
considered in subsection 4.1 plays the desired role.
Suppose that the two eigenfunctions appearing in (4.16) satisfy (AL1).
Moreover, we choose the linear eigenfunction appearing in (4.2) as
Pn = Ψ
(1)
2,nΨ
(1)−1
1,n
∣∣∣
µ(=z2)=1
.
Recall that (AL1) and (AL2) involve this Pn and are connected through the
gauge transformation (4.6). Thus, the two linear eigenfunctions for (AL2)
can be introduced as[
Φ
(1)
1,n
Φ
(1)
2,n
]
:=
1
z−2 − 1
gn
[
Ψ
(1)
1,n
Ψ
(1)
2,n
]
,
[
Φ
(2)
1,n
Φ
(2)
2,n
]
:= gn
[
Ψ
(2)
1,n
Ψ
(2)
2,n
]
, (4.17)
so that both of them become nontrivial in the limit µ(= z2)→ 1. Note that
(4.5) and (4.6) imply that
Φ
(1)
2,n = z
−1Pn+1Ψ
(1)
1,n+1 + z
−1 (I − Pn+1Qn+1) Φ
(1)
2,n+1,
Φ
(2)
2,n = z
−1
(
z−2 − 1
)
Pn+1Ψ
(2)
1,n+1 + z
−1 (I − Pn+1Qn+1) Φ
(2)
2,n+1.
Thus, the ratio between these quantities in the limit µ(= z2)→ 1 satisfies
Φ
(2)−1
2,n−1Φ
(1)
2,n−1
∣∣∣
µ→1
=
[
(I − PnQn) Φ
(2)
2,n
]−1 [
PnΨ
(1)
1,n + (I − PnQn) Φ
(1)
2,n
]∣∣∣∣
µ→1
=
(
Ψ
(2)
2,n − z
−2PnΨ
(2)
1,n
)−1
PnΨ
(1)
1,n + Φ
(2)−1
2,n Φ
(1)
2,n
∣∣∣∣
µ→1
=
(
Ψ
(1)−1
2,n Ψ
(2)
2,n −Ψ
(1)−1
1,n Ψ
(2)
1,n
)−1
+ Φ
(2)−1
2,n Φ
(1)
2,n
∣∣∣∣
µ→1
.
Therefore, the formula for determining rn in (4.16) can be replaced with
rn = −∆
+
n
(
Φ
(2)−1
2,n−1Φ
(1)
2,n−1
)∣∣∣
µ→1
, (4.18)
which uses the two linear eigenfunctions for (AL2).
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We set [
Ψ
(1)
1,n
Ψ
(1)
2,n
]
:= ψ (AL1)n ,
[
Ψ
(2)
1,n
Ψ
(2)
2,n
]
:= ψ(AL1)n , (4.19)
so that (cf. (4.17) and (4.7b))[
Φ
(1)
1,n
Φ
(1)
2,n
]
= ψ (AL2)n ,
[
Φ
(2)
1,n
Φ
(2)
2,n
]
= ψ(AL2)n . (4.20)
In view of (3.5), (4.8) and (4.9), this choice is indeed consistent with the
boundary conditions (4.15). To be precise, we should use the explicitly
time-dependent Jost solutions introduced in subsection 3.4, which satisfy
not only the Ablowitz–Ladik eigenvalue problem (3.1) but also the time-
evolution equation (2.2); however, this makes no difference in the limit µ→ 1
(cf. (3.31b)), so the above choice is valid in formulas (4.16) and (4.18). Thus,
with the aid of (3.11), the solution of the space-discrete Kaup–Newell system
(4.14) can be expressed as
qn = ∆
+
n

[
I +
∞∑
k=0
K
(AL1)
1 (n, n + k)
]−1 ∞∑
k=0
K
(AL1)
1 (n, n+ k)
 , (4.21a)
rn = −∆
+
n

[
I +
∞∑
k=0
K
(AL2)
2 (n− 1, n− 1 + k)
]−1 ∞∑
k=0
K
(AL2)
2 (n− 1, n− 1 + k)
 .
(4.21b)
Recall that the infinite sums in (4.21) are assumed to be convergent; this
is satisfied if the potentials in (AL1) and (AL2) decay sufficiently rapidly
as n→ ±∞ (cf. (3.11)). To realize an exact linearization of the space-
discrete Kaup–Newell system (4.14), we introduce new quantities K(n,m)
and K(n,m) for m ≥ n as
K(n,m) :=
[
I +
∞∑
k=0
K
(AL1)
1 (n, n + k)
]−1 ∞∑
s=m
K
(AL1)
1 (n, s),
K(n,m) := −
[
I +
∞∑
k=0
K
(AL2)
2 (n− 1, n− 1 + k)
]−1 ∞∑
s=m−1
K
(AL2)
2 (n− 1, s),
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so that qn = ∆
+
nK(n, n) and rn =∆
+
nK(n, n). Let us derive the linear sum-
mation equation for K(n,m) from the Gel’fand–Levitan–Marchenko equa-
tions (3.22) and (3.29) for (AL1). From (3.22), we have
K
(AL1)
1 (n, p) +
∞∑
j=0
K
(AL1)
1 (n, n+ j)F
(AL1)(p+ j + 1) = O, p ≥ n.
Thus, taking the sum with respect to p, we obtain the relation
∞∑
p=n+k
K
(AL1)
1 (n, p) = −
∞∑
j=0
[
∞∑
s=n+j
K
(AL1)
1 (n, s)−
∞∑
s=n+j+1
K
(AL1)
1 (n, s)
]
×
∞∑
p=n+k
F (AL1)(p+ j + 1). (4.22)
From (3.29), we have
K
(AL1)
1 (n, s) = F
(AL1)(s) +
∞∑
k=0
K
(AL1)
1 (n, n+ k)F
(AL1)(s)
−
∞∑
k=0
[
∞∑
p=n+k
K
(AL1)
1 (n, p)
] [
F (AL1)(s+ k)− F (AL1)(s+ k + 1)
]
, s ≥ n,
where (a variant of) the summation by parts formula is used. Thus, taking
the sum with respect to s and using the fact that F (AL1)(n) decays rapidly
as n→ +∞, we obtain
∞∑
s=m
K
(AL1)
1 (n, s) =
[
I +
∞∑
k=0
K
(AL1)
1 (n, n+ k)
]
∞∑
s=m
F (AL1)(s)
−
∞∑
k=0
[
∞∑
p=n+k
K
(AL1)
1 (n, p)
]
F (AL1)(m+ k), m ≥ n.
Substituting (4.22) into the last term and multiplying both sides from the
left by
[
I +
∑∞
k=0K
(AL1)
1 (n, n+ k)
]−1
, we arrive at the linear summation
equation for K(n,m):
K(n,m) =
∞∑
s=m
F (AL1)(s) +
∞∑
j=0
∞∑
k=0
[K(n, n + j)−K(n, n + j + 1)]
×
∞∑
p=n+k
F (AL1)(p+ j + 1)F (AL1)(m+ k), m ≥ n,
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which can be rewritten using (4.11) as
K(n,m) =
∞∑
s=m
F (s) +
∞∑
j=0
∞∑
k=0
[K(n, n + j)−K(n, n+ j + 1)]F (n+ j + k)F (m+ k), m ≥ n.
In a similar way, we can derive the linear summation equation for K(n,m)
from the Gel’fand–Levitan–Marchenko equations (3.22) and (3.29) for (AL2)
as
K(n,m) =
∞∑
s=m−1
F (AL2)(s) +
∞∑
j=0
∞∑
k=0
[
K(n, n+ j)−K(n, n + j + 1)
]
×
∞∑
p=n+k−1
F (AL2)(p+ j + 1)F (AL2)(m+ k − 1)
=
∞∑
s=m−1
F (s)−
∞∑
j=0
∞∑
k=0
[
K(n, n + j)−K(n, n + j + 1)
]
F (n+ j + k)F (m+ k − 1),
m ≥ n,
where (4.11) is used. Combining the above results, we obtain a set of formulas
for the solutions of the space-discrete Kaup–Newell system (4.14), which tend
to zero as n→ +∞, in the form [21]:
qn =∆
+
nK(n, n), (4.23a)
rn =∆
+
nK(n, n), (4.23b)
K(n,m) = F(m) +
∞∑
j=0
∞∑
k=0
[K(n, n + j)−K(n, n + j + 1)]
× [F(n+ j + k + 1)− F(n+ j + k + 2)]
[
F(m+ k)−F(m+ k + 1)
]
, m ≥ n,
(4.23c)
K(n,m) = F(m)−
∞∑
j=0
∞∑
k=0
[
K(n, n+ j)−K(n, n+ j + 1)
]
×
[
F(n+ j + k)− F(n + j + k + 1)
]
[F(m+ k)−F(m+ k + 1)] , m ≥ n.
(4.23d)
Here, the functions F(n) and F(n) are defined as F(n) :=
∑∞
s=n−1 F (s) and
F(n) :=
∑∞
s=n F (s), respectively; they satisfy the same linear evolutionary
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system as F (n) and F (n) (cf. (3.38)) and decay rapidly as n→ +∞. Note
that the set of formulas (4.23) can provide the solutions for any flow of the
space-discrete Kaup–Newell hierarchy if F(n) and F(n) satisfy the corre-
sponding linear system.
In the same way as for the other lattice systems, we can derive the mul-
tisoliton solutions of the space-discrete Kaup–Newell system (4.14) from the
set of formulas (4.23); this corresponds to the special case of reflectionless
potentials for both (AL1) and (AL2). For simplicity, we assume that A(µ)−1
and A(µ)−1 only have simple poles and set
F(n, t) =
N∑
j=1
Cj(t)µ
n
j , F(n, t) =
N∑
j=1
Cj(t)µ
−n
j , (4.24)
where the time dependences of Cj and Cj are given as (3.34) and (3.35), i.e.
Cj(t) = Cj(0)e
[(µj−1)b+(1−µ
−1
j )a]t, Cj(t) = Cj(0)e
−[(µj−1)b+(1−µ
−1
j )a]t.
We also set
K(n,m; t) =
N∑
j=1
Gj(n, t)µ
−m
j , K(n,m; t) =
N∑
j=1
Hj(n, t)µ
m
j , (4.25)
and substitute the expressions (4.24) and (4.25) into (4.23c) and (4.23d).
Because |µj| < 1 (j = 1, 2, . . . , N) and |µj| > 1 (j = 1, 2, . . . , N), we can
evaluate the infinite sum to obtain linear algebraic systems for determining
Gj and Hj , respectively. They can be written as
[
G1µ
−n
1 G2µ
−n
2 · · · GN µ
−n
N
] U11 · · · U1N... . . . ...
U
N1
· · · U
NN
 = [ C1µ−n1 C2µ−n2 · · · CN µ−nN ]
(4.26a)
and
[
H1µ
n
1 H2µ
n
2 · · · HN µ
n
N
]  V11 · · · V1N... . . . ...
VN1 · · · VNN
 = [ C1µn1 C2µn2 · · · CN µnN ] .
(4.26b)
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Here, all the entries in (4.26) are l × lmatrices; the block matrices U = (Ujk)1≤j,k≤N
and V = (Vjk)1≤j,k≤N are defined as
Ujk := δjkI −
N∑
i=1
(
1− µ−1j
)
(1− µi)
(
1− µ−1k
)(
1−
µi
µj
)(
1−
µi
µk
) µn+1i µ−nk Ci(t)Ck(t)
and
Vjk := δjkI +
N∑
i=1
(1− µj)
(
1− µ−1i
)
(1− µk)(
1−
µj
µi
)(
1−
µk
µi
) µ−ni µnk Ci(t)Ck(t),
respectively. Thus, with the aid of (4.23a), (4.23b) and (4.25), we obtain the
multisoliton solutions of the space-discrete Kaup–Newell system (4.14) in the
difference form:
qn(t) = ∆
+
n

[
C1(t)µ
−n
1 · · · CN (t)µ
−n
N
] U11 · · · U1N... . . . ...
U
N1
· · · U
NN

−1  I...
I

 ,
(4.27a)
rn(t) = ∆
+
n
[ C1(t)µn1 · · · CN(t)µnN ]
 V11 · · · V1N... . . . ...
VN1 · · · VNN

−1  I...
I

 .
(4.27b)
When b = a∗, the space-discrete Kaup–Newell system (4.14) allows not
only the complex conjugation reduction rn = iσq
∗
n−1/2 but also the Hermitian
conjugation reduction rn = iσq
†
n−1/2, where σ is a real constant [20]. Each
reduction relates two originally uncoupled systems, (4.14) with n ∈ Z and
(4.14) with n ∈ Z+ 1/2, to provide a single equation with n ∈ Z/2. Clearly,
the value of σ is nonessential, so we set σ = 1 and consider the Hermitian
conjugation reduction rn = iq
†
n−1/2. This reduction can be realized at the
level of formulas (4.23) by setting
F(n) = i
{
F
(
n + 1
2
)}†
,
which is consistent with the time evolution (cf. (3.38) with b = a∗). In par-
ticular, the N -soliton solution of the space-discrete Kaup–Newell equation,
qn,t −∆
+
n
[
a
(
I − iqnq
†
n− 1
2
)−1
qn + a
∗
(
I + iqn−1q
†
n− 1
2
)−1
qn−1
]
= O, (4.28)
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is obtained by setting b = a∗, N = N and
µj =
1
µ∗j
, Cj(t) = i
{
Cj(t)µ
1
2
j
}†
, j = 1, 2, . . . , N
in formula (4.27a), where Cj(t) = Cj(0)e
[(µj−1)a∗+(1−µ
−1
j )a]t. The imaginary
unit (roman i) should not be confused with the index of summation (italic
i) in the definitions of Ujk and Vjk. The N -soliton solution thus obtained
is a space-discrete analog of the N -soliton solution of the continuous matrix
Kaup–Newell equation reported in [14]. Note that the square matrix equation
(4.28) can be further reduced to a vector equation by setting all but one of
the columns (or rows) of qn to zero; its N -soliton solution can be obtained
in the same way as described in [55].
5 Concluding remarks
In this paper, we have developed the inverse scattering method associated
with the matrix Ablowitz–Ladik eigenvalue problem and its applications to
space-discrete analogs of derivative NLS systems. In particular, the most
streamlined version of the inverse scattering method on a lattice is formu-
lated, which can avoid redundant processes present in the existing literature.
Thus, we are now able to understand the inverse scattering method for the
Ablowitz–Ladik lattice as a direct discrete analog of the inverse scattering
method for the continuous NLS system; in essence, the discrete case is no
longer more complicated than the continuous case. Moreover, we can char-
acterize the space-discrete derivative NLS systems using the potentials and
linear eigenfunctions appearing in the Lax representation for the Ablowitz–
Ladik lattice. On the basis of this characterization, we can solve the space-
discrete derivative NLS systems by preparing two relevant copies of the in-
verse scattering formulas for the Ablowitz–Ladik lattice and considering a
Ba¨cklund–Darboux transformation between them. This provides a unifica-
tion of the inverse scattering method for the NLS system and that for the
derivative NLS systems in the discrete setting; such a unification is also pos-
sible in the continuous case (see [13, 14]). The multisoliton solutions of the
space-discrete derivative NLS systems can be obtained in a straightforward
manner within this unified framework; they reduce to the multisoliton so-
lutions of the derivative NLS systems in the continuous space limit. Note
that the space-discrete Kaup–Newell system allows the introduction of the
potential variables with respect to the discrete spatial coordinate and can
be rewritten locally in terms of these variables; our solution formulas reflect
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this property accurately, that is, by construction any solution is written in
the difference form using the forward difference operator.
We assumed vanishing boundary conditions at spatial infinity, namely, as
n→ +∞ and n→ −∞. In the case of matrix-valued dependent variables,
this assumption imposes highly nontrivial conditions on the scattering data,
which become almost trivial in the scalar case (cf. (3.48)). For simplicity,
we derived such conditions in the reflectionless case of the potentials; how-
ever, they are expected to be valid in the general case, because in the limits
t→ ±∞ the contribution of the continuous spectrum would become negligi-
ble (cf. (3.36) and (3.37) with b = a∗). Note also that our approach of solving
the derivative NLS systems using the NLS eigenvalue problem is applicable
under other boundary conditions that are amenable to the inverse scattering
method or its generalizations. In addition, although we mainly considered
the first nontrivial flows of the integrable hierarchies, our approach can be
applied, with minor amendments, to the higher flows as well as the negative
flows of the hierarchies.
A Reduction to the vector modified Volterra
lattice
In this appendix, we consider the reduction of the matrix Ablowitz–Ladik
lattice (2.3) to the vector modified Volterra lattice:
qn,t =
(
1 + 〈qn, qn〉
)
(qn+1 − qn−1). (A.1)
Here, qn is a row vector of arbitrary dimension and 〈 · , · 〉 stands for the
scalar product. The scalar (i.e., one-component) modified Volterra lattice
was introduced by Hirota [56] and the two-component case was studied by
Ablowitz and Ladik [6]. The vector generalization (A.1) was recognized as an
integrable system in the late 1990s (see, e.g., references in [57]); it can also
be considered as the simplest space-discrete analog of the vector modified
KdV equation [32, 58]:
qt = qxxx + 6〈q, q〉qx. (A.2)
As was shown in our previous paper [23] (also see [24]), the inverse scat-
tering method formulated for the matrix Ablowitz–Ladik lattice (2.3) can be
applied to the vector modified Volterra lattice (A.1) by imposing suitable
reduction conditions on the scattering data. Here, we revisit this problem
and derive the reduction conditions in a more convincing manner.
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We introduce a set of 2M−1 × 2M−1 matrices {e1, e2, . . . , e2M−1} that are
linearly independent and satisfy the anticommutation relations:
{ej, ek}+ := ejek + ekej = −2δjkI. (A.3)
Note that they are the generators of the Clifford algebra. We set the matrix-
valued dependent variables Qn and Rn as
Qn = q
(1)
n I +
2M−1∑
j=1
q(j+1)n ej, (A.4a)
Rn = −q
(1)
n I +
2M−1∑
j=1
q(j+1)n ej . (A.4b)
Then, because of (A.3), they satisfy the important relation:
QnRn = RnQn = −〈qn, qn〉I.
Here, qn = (q
(1)
n , . . . , q
(2M)
n ). Using this relation, it is easy to see that the
choice (A.4) reduces the matrix Ablowitz–Ladik lattice (2.3) with a = b = 1
to the vector modified Volterra lattice (A.1). Lax representations involv-
ing the generators of the Clifford algebra were introduced in the pioneering
papers [59, 60], but our choice (A.4) is more efficient and useful because it
contains the unit matrix I. As a natural analog of the complex conjugate,
we define the Clifford conjugate for the linear span of {I, e1, e2, . . . , e2M−1}
as
Q̂n = q
(1)
n I −
2M−1∑
j=1
q(j+1)n ej , R̂n = −q
(1)
n I −
2M−1∑
j=1
q(j+1)n ej .
Note that
̂̂
Qn = Qn, Rn = −Q̂n, QnQ̂n = Q̂nQn = 〈qn, qn〉I, etc. In short,
the Clifford conjugate denoted by ̂ changes the sign of the coefficients of
{e1, e2, . . . , e2M−1}. This definition of the Clifford conjugate is very useful in
the following discussion.
Let us discuss how the reduction (A.4) constrains the scattering data for
the matrix Ablowitz–Ladik lattice. The main role is played by the quantity
Pn = Ψ2,nΨ
−1
1,n defined from the Lax representation, (2.1) and (2.2), which
satisfies the pair of discrete and continuous matrix Riccati equations (2.4).
We can show in an inductive manner that under the reduction (A.4), Pn also
takes its values in the linear span of {I, e1, e2, . . . , e2M−1}. We assume that
the expression,
Pn = −p
(1)
n I +
2M−1∑
j=1
p(j+1)n ej , (A.5)
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is valid at some value of n and write its coefficients as pn := (p
(1)
n , . . . , p
(2M)
n ).
Then, noting the relations derivable from the anticommutation relations
(A.3),
PnP̂n = P̂nPn = 〈pn,pn〉I,
Q̂nP̂n + PnQn = −2〈pn, qn〉I, (A.6)
Q̂nP̂nQ̂n =
(
Q̂nP̂n + PnQn
)
Q̂n − PnQnQ̂n = −2〈pn, qn〉Q̂n − 〈qn, qn〉Pn,(
I − µQ̂nP̂n
)
(I − µPnQn) =
(
1 + 2µ〈pn, qn〉+ µ
2〈pn,pn〉〈qn, qn〉
)
I,
we can rewrite (2.4a) as
Pn+1 = (I − µPnQn)
−1
(
µPn + Q̂n
)
=
1
1 + 2µ〈pn, qn〉+ µ
2〈pn,pn〉〈qn, qn〉
(
µPn + Q̂n − µ
2Q̂nP̂nPn − µQ̂nP̂nQ̂n
)
=
1
1 + 2µ〈pn, qn〉+ µ
2〈pn,pn〉〈qn, qn〉
[
µ (1 + 〈qn, qn〉)Pn +
(
1 + 2µ〈pn, qn〉 − µ
2〈pn,pn〉
)
Q̂n
]
.
Thus, the expression (A.5) is also valid for Pn+1, and the coefficients satisfy
the recursion relation written in the vector form:
pn+1 =
µ (1 + 〈qn, qn〉)pn − (1 + 2µ〈pn, qn〉 − µ
2〈pn,pn〉) qn
1 + 2µ〈pn, qn〉+ µ
2〈pn,pn〉〈qn, qn〉
.
In a similar way, we can show using (2.4a) that if the expression (A.5) is valid
for Pn+1, then it is also valid for Pn. Therefore, under a suitable boundary
condition on Pn, such as limn→−∞ Pn = O or limn→+∞ Pn = O, so that the
expression (A.5) is valid at the boundary, Pn indeed takes its values in the
linear span of {I, e1, e2, . . . , e2M−1} for all n ∈ Z. Moreover, using (2.4b), we
can easily check that this property is preserved under the time evolution.
Substituting the expressions
Rn = anPn + bnPn+1,
Qn = −R̂n = −anP̂n − bnP̂n+1
into (2.4a), we can express the scalar coefficients an and bn in terms of pn and
pn+1. Thus, qn can be written explicitly using pn and pn+1, which defines a
Miura map to the vector modified Volterra lattice (A.1). The corresponding
modified system, i.e., the closed differential-difference equation for pn can be
obtained from (2.4b), but we do not present it here (cf. [57, 61]).
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Because (2.4a) can be rewritten as
µ−n−1Rn = µ
−nPn − µ
−n−1Pn+1 +
(
µ−nPn
) (
µn+1Qn
) (
µ−n−1Pn+1
)
,
it is possible that µ−nPn for |µ| = 1 has finite limits as n→ ±∞ under the
decaying boundary conditions on Qn and Rn (cf. (3.2)). In particular, the
above difference equation with the boundary condition limn→−∞ µ
−nPn = O
defines the other boundary value limn→+∞ µ
−nPn, which belongs to the linear
span of {I, e1, e2, . . . , e2M−1}. The defining relation (3.7a) of the scattering
data together with (3.5) implies that on the unit circle |µ| = 1,[
znI O
O z−nI
]
φn =
[
I O
O µ−nI
]
znψnA+
[
µnI O
O I
]
z−nψnB
→

[
I
O
]
as n→ −∞,[
A(µ)
B(µ)
]
as n→ +∞.
Thus, if we set µ−nPn as µ
−nPn = (z
−nφ2,n)(z
nφ1,n)
−1 using the above linear
eigenfunction, we find that limn→+∞ µ
−nPn = B(µ)A(µ)
−1 takes its values
in the linear span of {I, e1, e2, . . . , e2M−1}. More precisely, we should use
the explicitly time-dependent Jost solution φ
(t)
n as introduced in (3.31a), but
this makes no difference in the above discussion. In addition, the established
property of B(µ)A(µ)−1 is preserved under the time evolution.
For |µ| < 1, we can still consider the difference equation (2.4a) for Pn with
the boundary condition limn→−∞ Pn = O by setting Pn = (z
nφ2,n)(z
nφ1,n)
−1;
however, in this case the other boundary value limn→+∞ µ
−nPn does not exist
in general. Thus, we need to take a more delicate limit for n and µ to extract
meaningful information from Pn. Let us evaluate the n→ +∞ behavior of
the Jost solution [znφn](µ) in the neighborhood of µ = µj (|µj| < 1) at which
A(µ)−1 has a simple pole. Recalling the results in subsections 3.2 and 3.3,
we obtain that
[znφn](µ)× (µ− µj)A(µ)
−1 =
[
(µ− µj) {I + o(1)}+ o(µ
n
j )
(µ− µj) o(1) + Cjµ
n
j + o(µ
n
j )
]
.
Thus, if we take the limit of n→ +∞ and µ→ µj while maintaining the
balance condition |µ− µj| ∼
∣∣µnj ∣∣, we arrive at the desired formula:
Pn =
1
µ− µj
Cjµ
n
j + o(1).
50
Hence, Cj also takes its values in the linear span of {I, e1, e2, . . . , e2M−1};
naturally, this property is preserved under the time evolution.
Combining the above results, we conclude that F (n, t) as given in (3.36)
with a = b = 1 (or its generalization corresponding to the case of higher order
poles of A(µ)−1) can be expressed in the form:
F (n, t) = f (1)(n, t)I −
2M−1∑
j=1
f (j+1)(n, t)ej . (A.7)
We remark that the quantity Pn := Ψ1,nΨ
−1
2,n defined from another linear
eigenfunction of the Ablowitz–Ladik eigenvalue problem (2.1) satisfies
Qn = µ
−1Pn −Pn+1 + µ
−1PnRnPn+1,
or equivalently,
Pn+1 =
(
I − µ−1PnRn
)−1 (
µ−1Pn −Qn
)
.
Because Qn and Rn in (A.4) are related as Rn = −Q̂n, we can identify Pn
with the Clifford conjugate of Pn as
Pn(µ) = −P̂n(µ
−1).
Here, we assume that the boundary conditions for Pn and Pn are compatible
in the above identification, e.g., limn→−∞Pn = limn→−∞ Pn = O. Thus, if
we set Pn = (z
−nφ1,n)(z
−nφ2,n)
−1 using the Jost solution φn as introduced in
(3.5a) (or the explicitly time-dependent one φ
(t)
n in (3.31a)) and compare it
with Pn = (z
nφ2,n)(z
nφ1,n)
−1, we obtain the following relations:
• B(µ)A(µ)−1 on |µ| = 1 is the Clifford conjugate of B(µ−1)A(µ−1)−1,
• µj =
1
µj
, Cj = −
1
µ2j
Ĉj , j = 1, 2, . . . , N(= N), up to renumbering.
Therefore, F (n, t) as given in (3.37) with a = b = 1 is equal to the Clifford
conjugate of F (n, t):
F (n, t) = F̂ (n, t)
= f (1)(n, t)I +
2M−1∑
j=1
f (j+1)(n, t)ej . (A.8)
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Here, the vector fn(t) := (f
(1)(n, t), . . . , f (2M)(n, t)) satisfies the linear evolu-
tion equation fn,t = fn+1 − fn−1 (cf. (3.38)) and decays rapidly as n→ +∞.
In fact, (A.7) and (A.8) provide not only necessary but also sufficient
conditions for the corresponding potentials Qn and Rn to be expressed as
(A.4) without using ejek, eiejek, etc.
Proposition A.1. If F (n, t) and F (n, t) are given as (A.7) and (A.8), then
the potentials Qn and Rn reconstructed from the set of exact linearization
formulas (3.39) can be expressed in the form (A.4).
Before proving Proposition A.1, we need to state one proposition and
two lemmas. We first show that the set of formulas (3.39) realizes an exact
linearization of the matrix Ablowitz–Ladik lattice.
Proposition A.2. Suppose that F (n, t) and F (n, t) satisfy the pair of linear
evolution equations (3.38) and decay sufficiently rapidly as n→ +∞. Then,
the Liouville–Neumann-type series for the potentials Qn and Rn defined by
formulas (3.39) solve the matrix Ablowitz–Ladik lattice (2.3) exactly.
Remark. Only the case a = b = 1 is relevant to the vector modified Volterra
lattice (A.1), but we find it more convenient to prove Proposition A.2 for
general values of a and b.
Proof of Proposition A.2. Using (3.39), we obtain the Liouville–Neumann-
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type series for Qn and Rn in the form:
Qn = F (n)−
∞∑
i1,i2=0
F (n+ i1)F (n+ i1 + i2 + 1)F (n+ i2 + 1)
+
∞∑
i1,i2,i3,i4=0
F (n+ i1)F (n+ i1 + i2 + 1)F (n+ i2 + i3 + 1)F (n+ i3 + i4 + 1)F (n+ i4 + 1)
− · · ·
=
∞∑
k=0
(−1)kQ(k)n , (A.9a)
Rn = −F (n) +
∞∑
i1,i2=0
F (n+ i1)F (n+ i1 + i2 + 1)F (n+ i2 + 1)
−
∞∑
i1,i2,i3,i4=0
F (n+ i1)F (n+ i1 + i2 + 1)F (n+ i2 + i3 + 1)F (n+ i3 + i4 + 1)F (n+ i4 + 1)
+ · · ·
=
∞∑
k=0
(−1)k+1R(k)n . (A.9b)
Here,
Q(0)n := F (n), R
(0)
n := F (n), (A.10a)
and Q
(k)
n and R
(k)
n for k ≥ 1 are defined as
Q(k)n :=
∞∑
i1,i2,...,i2k=0
F (n+ i1)F (n+ i1 + i2 + 1)F (n+ i2 + i3 + 1)F (n+ i3 + i4 + 1)
× · · ·F (n+ i2k−2 + i2k−1 + 1)F (n+ i2k−1 + i2k + 1)F (n+ i2k + 1),
(A.10b)
R(k)n :=
∞∑
i1,i2,...,i2k=0
F (n+ i1)F (n+ i1 + i2 + 1)F (n+ i2 + i3 + 1)F (n+ i3 + i4 + 1)
× · · ·F (n+ i2k−2 + i2k−1 + 1)F (n+ i2k−1 + i2k + 1)F (n+ i2k + 1).
(A.10c)
Note that Q
(k)
n and R
(k)
n are “polynomials” of degree 2k + 1 in F and F with
their arguments bounded below but unbounded above. We only consider the
region of (n, t) where the series in (A.9) are absolutely convergent and admit
termwise differentiation by t.
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In the following, we use the shift operator En as well as its inverse E
−1
n
defined as
Enf(n) := f(n+ 1), E
−1
n f(n) := f(n− 1),
and the forward difference operator ∆+iα in each index of summation iα,
∆+iαf(. . . , iα, . . .) := f(. . . , iα + 1, . . .)− f(. . . , iα, . . .).
Then, using (3.38), we can compute the time derivative of Q
(k)
n for k ≥ 1 to
obtain[
∂t − aEn + bE
−1
n + (a− b)I
]
Q(k)n
= a
∞∑
i1,i2,...,i2k=0
{
F (n+ i1 + 1)
✿✿✿✿✿✿✿✿✿✿✿
F (n+ i1 + i2 + 1)F (n+ i2 + i3 + 1) · · ·F (n+ i2k + 1)
− F (n+ i1)F (n+ i1 + i2)
✿✿✿✿✿✿✿✿✿✿✿✿
F (n+ i2 + i3 + 1) · · ·F (n+ i2k + 1)
+ · · ·
− F (n+ i1)F (n+ i1 + i2 + 1) · · ·F (n+ i2k−1 + i2k)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿
F (n+ i2k + 1)
+ F (n+ i1)F (n+ i1 + i2 + 1) · · ·F (n+ i2k−1 + i2k + 1)F (n+ i2k + 2)
✿✿✿✿✿✿✿✿✿✿✿✿
− F (n+ i1 + 1)
✿✿✿✿✿✿✿✿✿✿✿
F (n+ i1 + i2 + 2)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿
· · ·F (n+ i2k−1 + i2k + 2)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿
F (n+ i2k + 2)
✿✿✿✿✿✿✿✿✿✿✿✿
}
+ b
∞∑
i1,i2,...,i2k=0
{
−F (n+ i1 − 1)
✿✿✿✿✿✿✿✿✿✿✿
F (n+ i1 + i2 + 1)F (n+ i2 + i3 + 1) · · ·F (n+ i2k + 1)
+ F (n+ i1)F (n+ i1 + i2 + 2)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿
F (n+ i2 + i3 + 1) · · ·F (n+ i2k + 1)
− F (n+ i1)F (n+ i1 + i2 + 1)F (n+ i2 + i3)
✿✿✿✿✿✿✿✿✿✿✿✿
· · ·F (n+ i2k + 1)
+ · · ·
+ F (n+ i1)F (n+ i1 + i2 + 1) · · ·F (n+ i2k−1 + i2k + 2)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿
F (n+ i2k + 1)
− F (n+ i1)F (n+ i1 + i2 + 1) · · ·F (n+ i2k−1 + i2k + 1)F (n+ i2k)
✿✿✿✿✿✿✿✿
+ F (n+ i1 − 1)
✿✿✿✿✿✿✿✿✿✿✿
F (n+ i1 + i2)
✿✿✿✿✿✿✿✿✿✿✿✿
· · ·F (n+ i2k−1 + i2k)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿
F (n+ i2k)
✿✿✿✿✿✿✿✿
}
,
where the arguments shifted from the original ones in Q
(k)
n are underscored
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with a wavy line. We can further rewrite it as
a
∞∑
i1,i2,...,i2k=0
{
∆+i1
[
F (n+ i1)F (n+ i1 + i2)
✿✿✿✿✿✿✿✿✿✿✿✿
F (n+ i2 + i3 + 1) · · ·F (n+ i2k + 1)
]
+∆+i3
[
F (n+ i1)F (n+ i1 + i2 + 1)F (n+ i2 + i3 + 1)F (n+ i3 + i4)
✿✿✿✿✿✿✿✿✿✿✿✿
· · ·F (n + i2k + 1)
]
+ · · ·
+∆+i2k−1
[
F (n+ i1) · · ·F (n+ i2k−2 + i2k−1 + 1)F (n+ i2k−1 + i2k)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿
F (n+ i2k + 1)
]
−
k∑
α=1
∆+i2α−1
[
F (n+ i1)F (n+ i1 + i2 + 1) · · ·F (n+ i2α−2 + i2α−1 + 1)
× F (n+ i2α−1 + i2α + 1)F (n+ i2α + i2α+1 + 2)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿
· · ·F (n+ i2k + 2)
✿✿✿✿✿✿✿✿✿✿✿✿
]}
+ b
∞∑
i1,i2,...,i2k=0
{
∆+i2
[
F (n+ i1)F (n+ i1 + i2 + 1)F (n+ i2 + i3)
✿✿✿✿✿✿✿✿✿✿✿✿
· · ·F (n+ i2k + 1)
]
+∆+i4
[
F (n+ i1) · · ·F (n+ i3 + i4 + 1)F (n+ i4 + i5)
✿✿✿✿✿✿✿✿✿✿✿✿
· · ·F (n+ i2k + 1)
]
+ · · ·
+∆+i2k
[
F (n+ i1)F (n+ i1 + i2 + 1) · · ·F (n+ i2k−1 + i2k + 1)F (n+ i2k)
✿✿✿✿✿✿✿✿
]
−
k∑
β=1
∆+i2β
[
F (n+ i1 − 1)
✿✿✿✿✿✿✿✿✿✿✿
F (n+ i1 + i2)
✿✿✿✿✿✿✿✿✿✿✿✿
· · ·F (n+ i2β−1 + i2β)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿
F (n+ i2β + i2β+1)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿
× F (n+ i2β+1 + i2β+2 + 1) · · ·F (n+ i2k + 1)
]}
= a
∞∑
i1,i2,...,i2k=0
∑
1≤α≤β≤k
∆+i2α−1∆
+
i2β
[
−F (n + i1)F (n+ i1 + i2 + 1) · · ·F (n+ i2α−2 + i2α−1 + 1)
× F (n+ i2α−1 + i2α)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿
F (n+ i2α + i2α+1 + 1) · · ·F (n+ i2β−1 + i2β + 1)
× F (n+ i2β + i2β+1 + 1)F (n+ i2β+1 + i2β+2 + 2)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿
· · ·F (n+ i2k + 2)
✿✿✿✿✿✿✿✿✿✿✿✿
]
+ b
∞∑
i1,i2,...,i2k=0
∑
1≤α≤β≤k
∆+i2α−1∆
+
i2β
[
F (n+ i1 − 1)
✿✿✿✿✿✿✿✿✿✿✿
F (n+ i1 + i2)
✿✿✿✿✿✿✿✿✿✿✿✿
· · ·F (n+ i2α−2 + i2α−1)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿
× F (n+ i2α−1 + i2α)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿
F (n+ i2α + i2α+1 + 1) · · ·F (n+ i2β−1 + i2β + 1)
× F (n+ i2β + i2β+1)
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿
F (n+ i2β+1 + i2β+2 + 1) · · ·F (n+ i2k + 1)
]
,
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which is equal to
a
∑
1≤α≤β≤k
− ∞∑
i1,...,i2α−2=0
F (n+ i1)F (n+ i1 + i2 + 1) · · ·F (n+ i2α−2 + 1)
×
∞∑
i2α,...,i2β−1=0
F (n+ i2α)F (n+ i2α + i2α+1 + 1) · · ·F (n+ i2β−1 + 1)
×
∞∑
i2β+1,...,i2k=0
F (n+ i2β+1 + 1)F (n+ i2β+1 + i2β+2 + 2) · · ·F (n+ i2k + 2)

+ b
∑
1≤α≤β≤k
 ∞∑
i1,...,i2α−2=0
F (n+ i1 − 1)F (n+ i1 + i2) · · ·F (n+ i2α−2)
×
∞∑
i2α,...,i2β−1=0
F (n+ i2α)F (n+ i2α + i2α+1 + 1) · · ·F (n+ i2β−1 + 1)
×
∞∑
i2β+1,...,i2k=0
F (n+ i2β+1)F (n+ i2β+1 + i2β+2 + 1) · · ·F (n+ i2k + 1)

= − a
∑
1≤α≤β≤k
Q(α−1)n R
(β−α)
n Q
(k−β)
n+1 + b
∑
1≤α≤β≤k
Q
(α−1)
n−1 R
(β−α)
n Q
(k−β)
n .
Thus, we obtain[
∂t − aEn + bE
−1
n + (a− b)I
]
Q(k)n
= − a
∑
1≤α≤β≤k
Q(α−1)n R
(β−α)
n Q
(k−β)
n+1 + b
∑
1≤α≤β≤k
Q
(α−1)
n−1 R
(β−α)
n Q
(k−β)
n , k ≥ 1.
(A.11a)
Similarly, we also obtain[
∂t − bEn + aE
−1
n + (b− a)I
]
R(k)n
= − b
∑
1≤α≤β≤k
R(α−1)n Q
(β−α)
n R
(k−β)
n+1 + a
∑
1≤α≤β≤k
R
(α−1)
n−1 Q
(β−α)
n R
(k−β)
n , k ≥ 1.
(A.11b)
Because of (A.9), (A.10a) and (3.38), relations (A.11) imply that{
Qn,t − aQn+1 + bQn−1 + (a− b)Qn = −aQnRnQn+1 + bQn−1RnQn,
Rn,t − bRn+1 + aRn−1 + (b− a)Rn = −bRnQnRn+1 + aRn−1QnRn.
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These are exactly the equations of motion for the matrix Ablowitz–Ladik
lattice (2.3). 
In the following, we set a = b = 1, which simplifies (3.38) to{
∂tF (n, t) = F (n+ 1, t)− F (n− 1, t), (A.12a)
∂tF (n, t) = F (n+ 1, t)− F (n− 1, t). (A.12b)
Here, F (n, t) and F (n, t) are required to decay rapidly as n→ +∞. For
the moment, we do not impose the conditions (A.7) and (A.8), and consider
the general case where F (n, t) and F (n, t) are independent matrix functions.
Then, we can rewrite (A.11) as recurrence relations for Q
(k)
n and R
(k)
n that
were originally defined as (A.10), i.e.
Q(k)n =
(
I + En∂t −E
2
n
)−1 [
−
∑
1≤α≤β≤k
Q
(α−1)
n+1 R
(β−α)
n+1 Q
(k−β)
n+2 +
∑
1≤α≤β≤k
Q(α−1)n R
(β−α)
n+1 Q
(k−β)
n+1
]
,
(A.13a)
R(k)n =
(
I + En∂t −E
2
n
)−1 [
−
∑
1≤α≤β≤k
R
(α−1)
n+1 Q
(β−α)
n+1 R
(k−β)
n+2 +
∑
1≤α≤β≤k
R(α−1)n Q
(β−α)
n+1 R
(k−β)
n+1
]
(A.13b)
for k ≥ 1, and Q
(0)
n = F (n, t) and R
(0)
n = F (n, t). Here, the inverse operator
(I + En∂t −E
2
n)
−1
is defined using the Maclaurin series as(
I + En∂t − E
2
n
)−1
:=
∞∑
j=0
Ejn (En − ∂t)
j ,
where the action of ∂t on F (n, t) and F (n, t) is given by (A.12).
In fact, the linear operator I + En∂t −E
2
n has a nontrivial kernel that
contains F (n, t) and F (n, t) as well as their spatial/temporal shifts, so it is not
invertible in general; however, this does not cause any problem in obtaining
(A.13). To confirm this, it is sufficient to note that no “polynomials” of
degree 2k + 1 (k ≥ 1) in F and F can vanish by the action of I + En∂t − E
2
n,
as long as their spatial arguments are bounded below.
Lemma A.3. For general F (n) and F (n) satisfying the linear evolution
equations (A.12), assume that the following equality is valid:(
I + En∂t − E
2
n
) ∞∑
i1,i2,...,i2k+1=0
γi1i2...i2k+1F (n+ i1 + α1)F (n+ i2 + α2)F (n+ i3 + α3)
× · · ·F (n+ i2k + α2k)F (n+ i2k+1 + α2k+1) = O.
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Here, γi1i2...i2k+1 ∈ C and αj ∈ Z≥0 are constants, and k ≥ 1. Then, the equal-
ity must be trivial, i.e.
γi1i2...i2k+1 = 0, ∀i1, i2, . . . , i2k+1 ∈ Z≥0.
This lemma can be easily verified by ordering the nonzero terms involved
in the summation, e.g., using sums of the arguments such as
(n + i1 + α1) + (n+ i2 + α2) + (n+ i3 + α3) + · · ·+ (n+ i2k+1 + α2k+1),
(n+ i2 + α2) + (n+ i3 + α3) + · · ·+ (n+ i2k+1 + α2k+1), etc.
Note that both En∂t and E
2
n increase the values of the arguments in each
term, while I leaves them invariant. Thus, the equality implies that the coef-
ficient of the first term in the ordering, which has the minimum values of the
arguments, must be zero. Therefore, there is no first term and all γi1i2...i2k+1
must vanish. 
Lemma A.3 guarantees that the difference betweenQ
(k)
n defined as (A.10b)
and the right-hand side of (A.13a) does not belong to the kernel of I + En∂t −E
2
n.
Thus, (A.13a) is indeed an exact equality; the same applies to (A.13b).
On the basis of the recurrence relations (A.13), we can prove Proposi-
tion A.1 by induction. To this end, we need to use one lemma, which is a
direct consequence of the anticommutation relations (A.3) for the generators
of the Clifford algebra (cf. (A.6)).
Lemma A.4. If the square matrices X and Y take their values in the linear
span of {I, e1, e2, . . . , e2M−1}, then
XŶ + Y X̂
is a scalar matrix and coincides with X̂Y + Ŷ X . Thus, up to an overall
factor, it can be considered as the definition of an inner product. Here, ̂
denotes the Clifford conjugate, which changes the sign of the coefficients of
{e1, e2, . . . , e2M−1}.
Proof of Proposition A.1. Because of (A.9), we need only show that, for all
k ∈ Z≥0,
Q
(k)
n and R
(k)
n take their values in the linear span of
{I, e1, e2, . . . , e2M−1} and satisfy the Clifford conju-
gation relation R
(k)
n = Q̂
(k)
n .
(♣)
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Note that this is true for k = 0 (cf. (A.7), (A.8) and (A.10a)). We assume
that (♣) is true for k ≤ L and then proceed to show (♣) for k = L+ 1.
Lemma A.4 implies that the quantity appearing in (A.13a) with k = L+ 1,
β∑
α=1
Q
(α−1)
n+1 R
(β−α)
n+1 =
1
2
β∑
α=1
[
Q
(α−1)
n+1 R
(β−α)
n+1 +Q
(β−α)
n+1 R
(α−1)
n+1
]
=
1
2
β∑
α=1
[
Q
(α−1)
n+1 Q̂
(β−α)
n+1 +Q
(β−α)
n+1 Q̂
(α−1)
n+1
]
, 1 ≤ β ≤ L+ 1,
is a scalar matrix and coincides with the quantity appearing in (A.13b) with
k = L+ 1,
β∑
α=1
R
(α−1)
n+1 Q
(β−α)
n+1 =
1
2
β∑
α=1
[
R
(α−1)
n+1 Q
(β−α)
n+1 +R
(β−α)
n+1 Q
(α−1)
n+1
]
=
1
2
β∑
α=1
[
Q̂
(α−1)
n+1 Q
(β−α)
n+1 + Q̂
(β−α)
n+1 Q
(α−1)
n+1
]
, 1 ≤ β ≤ L+ 1.
Similarly, we also have
L+1∑
β=α
R
(β−α)
n+1 Q
(L+1−β)
n+1 =
L+1∑
β=α
Q
(β−α)
n+1 R
(L+1−β)
n+1 = scalar, 1 ≤ α ≤ L+ 1.
Thus, the recurrence relations (A.13) imply that (♣) holds true for k = L+ 1.
Therefore, by complete induction, (♣) is true for all k ∈ Z≥0. 
Remark. By considering the continuous space limit of Proposition A.1, we
can obtain similar results on the corresponding reductions of the continuous
matrix NLS hierarchy. In particular, we can identify the reduction condi-
tions on the scattering data to solve the vector modified KdV equation (A.2)
and the vector sine-Gordon equation [59] by the inverse scattering method
(see [62]). In addition, it is an easy task to consider a continuous analog of
Proposition A.2 that realizes an exact linearization of the matrix NLS system.
Proposition A.1 demonstrates that under the restrictions (A.7) and (A.8)
on F (n, t) and F (n, t), we can solve the vector modified Volterra lattice
(A.1) by the inverse scattering method. Moreover, if the vector dependent
variable qn is real-valued, we need to restrict the components of the vector
fn(t) = (f
(1)(n, t), . . . , f (2M)(n, t)) appearing in (A.7) and (A.8) to be real-
valued. Recall that in the reflectionless case of the potentials, if A(µ)−1 only
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has isolated simple poles, F (n, t) is given as (cf. (3.36) with a = b = 1)
F (n, t) = −
N∑
j=1
Cj(0)µ
n
j e
(µj−µ
−1
j )t, (A.14)
where 0 < |µj| < 1. Thus, the configuration of {µ1, µ2, . . . , µN} must be sym-
metric with respect to the real µ-axis, that is, they either take real values or
occur in complex conjugate pairs. Up to a reordering, they can be classified
into the following three types:
(I) µ2k−1 = µ
∗
2k = ake
iθk , 0 < ak < 1, 0 < θk < pi, k = 1, 2, . . . , N1,
(II) 0 < µj < 1, j = 2N1 + 1, . . . , 2N1 +N2,
(III) −1 < µj < 0, j = 2N1 +N2 + 1, . . . , 2N1 +N2 +N3 (= N).
Each of the corresponding matrices {C1(0), C2(0), . . . , CN(0)} takes its values
in the linear span of {I, e1, e2, . . . , e2M−1}, wherein the coefficients are all
real for type (II) and type (III). For type (I), the coefficients associated with
µ2k−1 and those associated with µ2k form a complex conjugate pair so that
the coefficients of {I, e1, e2, . . . , e2M−1} in (A.14) become real-valued [23,24].
The nature of the three types (I)–(III) can be unveiled by constructing
the corresponding one-soliton solutions. Type (II) provides the trivial vector
analog of the one-soliton solution of the scalar modified Volterra lattice,
qn(t) =
sinhα
cosh [αn+ 2(sinhα)t+ δ]
u, 〈u,u〉 = 1.
Type (III) provides a very similar solution,
qn(t) =
(−1)n sinhα
cosh [αn− 2(sinhα)t+ δ]
u, 〈u,u〉 = 1,
which reflects the form-invariance of the vector modified Volterra lattice (A.1)
under the transformation qn → (−1)
nqn, t→ −t. For type (I), we need to
impose an additional condition to exclude a breather solution so that a pure
soliton solution with a time-independent profile can be obtained [23, 24].
Thus, the one-soliton solution of type (I) is given by
qn(t) =
ceiβn+2i(coshα sinβ)t + c∗e−iβn−2i(coshα sinβ)t
cosh [αn+ 2(sinhα cos β)t+ δ]
with 〈c, c〉 = 0 and 2〈c, c∗〉 = (sinhα)2. This is indeed the most general one-
soliton solution, because it reduces to type (II) and type (III) in the limit
β → 0 and β → pi, respectively.
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Proposition A.1 enables us to formulate the inverse scattering method for
the vector modified Volterra lattice (A.1), as well as the relevant continuous
systems, with satisfactory rigor. As by-products, it can also generate nu-
merous nontrivial identities for some rational functions of {µ1, µ2, . . . , µN}.
Indeed, for F (n, t) and F (n, t) given as (A.7) and (A.8), the coefficients of
ejek (j 6= k), eiejek (i 6= j 6= k 6= i), etc. in Q
(k)
n for k ≥ 1 defined as (A.10b)
must vanish (cf. (♣)). For the reflectionless case of the potentials, we can
express these coefficients explicitly in terms of the scattering data, which
indeed provide nontrivial identities. If A(µ)−1 only has isolated simple poles,
F (n) and F (n) are given as
F (n) = −
N∑
j=1
Cjµ
n
j , F (n) = −
N∑
j=1
Ĉjµ
n
j . (A.15)
Here, {µ1, µ2, . . . , µN} are pairwise distinct and satisfy 0 < |µj| < 1, and ̂
denotes the Clifford conjugate. The time dependence of Cj and Ĉj is irrel-
evant in this context and thus is omitted. Substituting (A.15) into (A.10b)
and computing the multiple sum with respect to i1, i2, . . . , i2k, we obtain
Q(k)n = −
N∑
j1,j2,...,j2k+1=1
µnj1µ
n+1
j2
µn+1j3 µ
n+1
j4
· · ·µn+1j2k µ
n+1
j2k+1
Ĉj1Cj2Ĉj3Cj4 · · ·Cj2kĈj2k+1
(1− µj1µj2) (1− µj2µj3) (1− µj3µj4) · · ·
(
1− µj2kµj2k+1
)
for k ≥ 1. Thus, we can state the following proposition.
Proposition A.5. For {e1, e2, . . . , e2M−1} satisfying the anticommutation
relations ejek + ekej = −2δjkI, all the coefficients of quadratic or higher
terms such as ejek (j 6= k) and eiejek (i 6= j 6= k 6= i) in the quantity,∑
{j1,j2,...,j2k+1}
={i1,i2,...,i2k+1}
Ĉj1Cj2Ĉj3Cj4 · · ·Cj2kĈj2k+1
µj1 (1− µj1µj2) (1− µj2µj3) (1− µj3µj4) · · ·
(
1− µj2kµj2k+1
) ,
vanish identically. Here, {i1, i2, . . . , i2k+1} is any (repeated) combination of
positive integers (1 ≤ i1 ≤ i2 ≤ · · · ≤ i2k+1) and
Cj = c
(1)
j I +
2M−1∑
α=1
c
(α+1)
j eα, Ĉj = c
(1)
j I −
2M−1∑
α=1
c
(α+1)
j eα.
Because {c
(1)
j , c
(2)
j , . . . , c
(2M)
j } for j ∈ {i1, i2, . . . , i2k+1} at a fixed time can
be chosen arbitrarily, each identity obtained this way splits into as many
identities as the number of different products of {c
(i)
j } involved in the identity.
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For example, when {i1, i2, . . . , i2k+1} are pairwise distinct, we can simply
set them as {1, 2, . . . , 2k + 1}. Thus, the coefficients of the highest products
of {ej} such as e1e2 · · · e2k+1 provide the identity:
∑
{j1,j2,...,j2k+1}
={1,2,...,2k+1}
sgn
(
1 2 . . . 2k + 1
j1 j2 . . . j2k+1
)
µj1 (1− µj1µj2) (1− µj2µj3) (1− µj3µj4) · · ·
(
1− µj2kµj2k+1
) = 0.
Considering the lower products such as e1e2 · · · e2k, e1e2 · · · e2k−1, . . ., e1e2,
we obtain various extensions of the above identity, wherein the sign of the
permutation is replaced with more elaborate functions that still take values
in {+1,−1}.
Proposition A.5 can be generalized in many different directions. First,
we can consider the case where A(µ)−1 also has second or higher order poles.
Thus, µnj in (A.15) can be replaced with more general functions decaying
as n→ +∞. Second, instead of using Proposition A.1 designed for solving
the vector modified Volterra lattice (A.1), we can consider corresponding
results for other integrable systems having a Lax representation of the same
type. That is, any integrable system with vector dependent variables can
provide a similar result if it can be obtained as a reduction of a matrix-valued
integrable system using the generators of the Clifford algebra. In particular,
starting with the solution formulas for the matrix generalizations of the NLS,
derivative NLS, modified KdV as well as their discrete analogs [21], we can
obtain various interesting variants of Proposition A.5.
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