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Abstract
Nonequilibrium Heat and Spin Transport in
Materials with Long Carrier Relaxation Lengths
Sean Evan Sullivan, Ph.D.
The University of Texas at Austin, 2018
Supervisors: Li Shi
and
Jianshi Zhou
Many modern technologies rely on the ability to shuttle energy and information from
one point to another, which is accomplished through the fine control of the various
microscopic energy, charge, and spin carriers that exist as quantized excitations in ma-
terials. The continued advancement of devices for computation and energy conversion
and storage, however, is stymied by the lack of material systems that can effectively
and efficiently transport these microscopic carriers without dissipating their energy
or encoded information en route.
This work seeks to advance the understanding of how materials can be en-
gineered to maximize energy carrier transport by studying three different classes of
vi
materials that achieve their properties in different ways. In particular, heat or spin
transport are studied in suspended two-dimensional graphene far from equilibrium,
semiconducting boron arsenide (BAs), and heterostructures consisting of Pt and the
magnetic insulator yttrium iron garnet (YIG). Transport in these materials is investi-
gated using a variety of experimental approaches, including inelastic light scattering
spectroscopies, thermal conductance, and lock-in magnetotransport measurements.
In addition, signal modulation coupled with frequency domain analysis are utilized
to create new sensitive non-contact thermometers and magnetometer microprobes
based on Raman and Brillouin light scattering (BLS) spectroscopies.
Micro-Raman measurements of high thermal conductivity (κ) suspended graphene
show that focused optical excitation can drive different phonon polarizations out of
local thermal equilibrium, with the low-frequency flexural acoustic (ZA) phonons be-
ing underpopulated inside the submicron laser spot, complicating the determination
of diffusive κ from the Raman thermometry measurements. Furthermore, numeri-
cal lock-in based Raman thermometry is developed to provide noncontact thermal
transport measurements and validate BAs as the only known semiconductor with
ultrahigh bulk κ, approaching 1000 Wm−1K−1 at room temperature. Lastly, lock-
in magnetotransport and electrothermal measurements of Pt/YIG heterostructures
show that spin caloritronic effects such as the spin Peltier effect can modulate the
Pt resistance, although the influence of the spin Seebeck effect needs to be evaluated
in future experiments. An analytical multitemperature model for coupled spin and
heat transport in the heterostructure is used to compute the temperature profiles
and evaluate the spin-mediated heat flux at the Pt/YIG interface. Meanwhile, mod-
ulated BLS measurements are explored as a sensitive magnetometer to probe magnon
injection due to the spin Hall effect in the Pt.
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Chapter 1
Introduction
One of the hallmarks of the last century was the development of the micropro-
cessor, a technology that opened the doors for massive new industries and revolution-
ized the way people lead their lives. Such developments were enabled by advances in
condensed matter physics and materials science, which teased out the requisite trans-
port phenomena residing in clumps of atoms and established the scalable processing
required to turn these atomic clumps into affordable consumer devices. Unfortunately,
as one shapes these materials into devices and biases them into a state of driven ac-
tivity, entropy rears its head causing these cold groupings of atoms to heat up. The
beautifully clear and controllable signals observed at low temperatures become noisy
as things jiggle about, scatter and diffuse. Switches become less switchable, pristine
order melts into disorder, and the flow of energy, previously free and unimpeded, is
stymied. The second law of thermodynamics imposes itself on this and all other forms
of human activity and industry: relegating our endeavors to diminished simulacra of
their theoretical greatness. One hopes, however, that there exist materials − certain
configurations of atoms − that, with a little human intervention, can mitigate the
second law and allow our creations to approach their telos. In particular, this means
finding materials that enable the management of the heat that we generate in the
activities of everyday life.
The study of energy transport in materials is applicable not only to micro-
electronics, where heat dissipation has been cited as one of the greatest barriers to
continued advancement in the industry,1,2 but also spans to the extremes of scale.
From grid-scale power generation and transmission grappling with quads of rejected
1
energy3 to qubits in quantum computers fighting decoherence at millikelvin temper-
atures,4 transmission of energy in condensed matter holds the key.
Developing materials that can effectively transport energy requires a funda-
mental understanding of microscopic processes at play that contribute to transport.
Classically, heat transfer in materials is described by Fourier’s law of heat conduction,
which relates the temperature gradient developed across a material in response to an
applied heat flux by the phenomenological thermal conductivity (κ). For a given heat
flux, a material with a higher κ develops a proportionally smaller temperature gra-
dient as compared with a material with lower κ. On the macroscale, one can readily
extract a value for κ via experiment, and that value neatly packages the requisite
information on a material’s thermal performance. However, as electronic devices are
now routinely produced with characteristic length scales on the order of the relaxation
lengths and wavelengths of the energy carriers − namely, lattice vibrations, magnetic
excitations, and charge carriers − the importance of the microscopic energy transport
picture becomes clear from an engineering perspective. Fortunately, the theoretical
tools and experimental methods necessary to understand energy transport at the
nanoscale have been growing to meet the shrinking size of our specimens for study.
Over the past several decades, great emphasis has been placed on reducing κ
in order to develop superior direct energy conversion materials like thermoelectrics.
5,6 In contrast, this work seeks to advance the understanding of how energy can be
efficiently transported inside materials by focusing on several examples of materials
and material systems that achieve efficient and long-distance energy or spin transport
in their own unique ways, studying the local nonequilibrium behavior that can arise
in these materials, and developing sensitive techniques to probe the transport by the
energy carriers.
In semiconductors and insulators, heat is predominately transmitted by vibra-
tions in the atomic lattice, or phonons. In the early 1970s, Glenn Slack outlined
a list of criteria necessary for achieving a high thermal conductivity by phonons.7
Namely, such materials should have relatively simple crystal structure, have strong,
stiff atomic bonding, low-mass atomic nuclei, and low anharmonicity. This pointed
out diamond and other insulators with low-mass elements like cubic boron nitride
(cBN), as well as some conductors like graphitic carbon. Chapter 2 describes what
happens when energy carriers in a high thermal conductivity material, graphene, are
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weakly coupled to one another. In a graphene sheet, an appreciable contribution
to the thermal conductivity comes from the acoustic phonons that propagate in the
plane of the sheet, with an out-of-plane polarization. These ZA phonons have long
energy relaxation lengths because they are weakly involved in resistive scattering
processes.8 In Chapter 2, micro-Raman spectroscopy experiments are used to drive
different phonon polarizations in suspended graphene out of local thermal equilib-
rium and measure their equivalent temperatures. The results are coupled with a
first principles-based multitemperature model to show that graphene’s ZA phonons
are underpopulated in the focused laser heating experiments. Such nonequilibirum
would reduce the contribution of the ZA modes to the thermal conductivity, and re-
duce overall heat spreading, which is of fundamental importance in graphene-based
devices.
While Slack’s criteria have pointed primarily to light-element compounds for
realizing high phonon thermal conductivity, within the last decade, theoretical calcu-
lations have predicted the semiconductor boron arsenide (BAs), that contains light
boron and heavy arsenic atoms, to achieve ultrahigh thermal conductivity at room
temperature due to its unique phonon band structure. In Chapter 3, a new non-
contact modulated Raman thermometry technique is developed to measure the ul-
trahigh thermal conductivity of BAs crystals, and validate BAs as the only semicon-
ductor with ultrahigh thermal conductivity, having room temperature bulk values
approaching 1000 Wm−1K−1. Furthermore, a BAs microstructure is studied using a
combination of microfabricated resistance heater/thermometers and the modulated
Raman technique.
And lastly, the spin Hall effect (SHE) in heavy normal metals like platinum
(Pt) has become an essential ingredient for the detection and interconversion of charge
and spin-based currents. Coupled with the magnetic insulator yttrium iron garnet
(YIG), which is capable of transporting pure spin currents over long distances with-
out the capacitive effects of charge transport, SHE-based spin current transduction
and the interfacial transport of spin and energy between the YIG and the metal is
central to potential devices that are dependent upon spin-heat coupling. In addition,
separation of spin Hall effects from other effects is necessary for the correct interpre-
tation of measurements of the spin Seebeck effect (SSE) and reciprocal spin Peltier
effect (SPE). Chapter 4 presents an analysis of spin and spin-mediated energy transfer
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at the interface of Pt films and YIG crystals. First, an analytical model for coupled
spin and heat transport in the heterostructure is developed. Using a sensitive Wheat-
stone circuit approach, lock-in electrothermal measurements then provide information
about the phonon temperature in the Pt while amplitude-modulated micro-Brillouin
light scattering (BLS) measurements directly probe the population distribution of
magnons at the Pt/YIG interface. Harmonic analysis of the electro- and optothermal
measurements, along with magnetic field dependence, allow separation of other spuri-
ous thermoelectric and magnetotransport effects, isolating the measured temperature
and magnon frequency modulation at the first harmonic to either the SPE or Oersted
fields. The amplitude-modulated approach developed here demonstrates BLS as a
sensitive local and multifunctional magnetometer.
Materials that can effectively transport energy in the form of heat have im-
portant applications in heat spreading for thermal management. Meanwhile, those
materials that can play host to magnetic excitations over long distances are applica-
ble to devices that encode information in spin, such as computer memories, as well
as classical and quantum logic architectures. The synthesis between these seemingly
disparate fields lies in the burgeoning domain of spin caloritronics, which studies the
relationship between heat, spin, and charge transport in materials. The remaining
sections in this chapter are intended to provide a relevant introduction into heat,
spin, and charge transport by phonons, magnons, and electrons in materials and at
interfaces, with a focus on spin caloritronics.
1.1 Transport by Phonons, Magnons, and Elec-
trons in Materials and Interfaces
Traditionally, devices have been restricted to the control of one or two energy
carriers. Classical transistors manipulate electronic transport, producing heat as a
byproduct. Meanwhile, thermoelectric materials utilize the coupling between heat
and charge carriers to actuate the interconversion between heat and electricity. In
effect, these excited energy carriers are the “working fluid” of the device. By leverag-
ing the interactions between charge, spin, and thermal transport, spin caloritronics
obtains an additional working fluid, and seeks new routes for functional devices. Mo-
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tivated by several discoveries, including the spin Seebeck effect (SSE)9 and the spin
Peltier effect (SPE),10 spin, charge, and heat coupling has yielded the generation and
control of spin currents for spintronic applications in functional logic and memory
devices, including thermally driven spin transfer torque11,12, all magnon-based tran-
sistors and spin valves,13–15 as well as potential new methodologies for direct energy
conversion.16–18 Because it involves charge, heat, and spin transfer, a spin caloritronic
device is an ideal place to introduce transport by phonons, magnons, and electrons.
Utilizing a material structure that is important in spin caloritronic experiments −
the interface between a magnetic insulator and a heavy metal − as a framework, we
will introduce the transport behavior of these various energy carriers, as well as some
experimental techniques that are used to characterize them.
1.1.1 Heat and Spin Transport in a Magnetic Insulator
The classic depiction is that adding heat to a material causes its atoms to
jiggle about. The energies levels of thermal vibrations of the atoms in a crystal lat-
tice are discrete, and just as photons are the quanta of the electromagnetic field,
we can describe phonons as quantized excitations of the atomic “elastic field” of the
material. Phonons are generally the dominant heat carriers in semiconductors and
insulators, and the thermophysical properties of these systems, like the thermal con-
ductivity and specific heat can often be well-described by considering phonons alone.
Magnetic materials, on the other hand, have an additional degree of ordering in their
individual magnetic moments. Collective excitations in the magnetic ordering that
lead to a change in net magnetization are called spin waves, and these spin waves
can be quantized into quasiparticles called magnons. While phonons are perturba-
tions that are restored by the strength of the bonds between atoms, magnons are
perturbations that are restored by dipolar and exchange interactions between spins.
Whereas phonons only carry heat, magnons can carry both heat and spin, i.e. the
quanta of angular momentum. Coupling between phonons and magnons − that is,
the interaction between the moving atomic lattice and the magnetic lattice plays an
important role in spin caloritronics.
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Lattice Dynamics: Prediction of Normal Modes
An important concept for understanding transport by elastic waves is the dis-
persion relation, which can be conveniently introduced with classical harmonic forces
and Newton’s equations of motion. Consider a model atomic lattice that consists of
a one-dimensional (1D) chain of atoms. If atom number l in the chain is displaced
from its equilibrium position by rl, under the harmonic approximation, its potential
energy is19–21
Ul =
1
2
Cr2l (1.1)
The force on atom l is the derivative of the potential energy with respect to the
displacement:
Fl = −dUl
drl
= −Crl (1.2)
where C is the “spring constant” that represents the stiffness of the interaction be-
tween adjacent atoms. To make the model slightly more general, consider a 1D chain
of alternating heavy and light atoms with masses M and m, respectively, as illus-
trated in Fig. 1.1. The equilibrium spacing between adjacent M atoms or adjacent
m atoms is called the lattice parameter, a, and each adjacent M and m atom pair
can be grouped together in a unit cell, which can be translated by integers of a to
generate the crystal lattice.
Figure 1.1: Schematic of a one-dimensional diatomic chain.
For heavy atoms with displacements r and light atoms with displacements u, relating
Newton’s second law to equation 1.2 yields two equations of motion (EOM):
M
d2rl
dt2
= −C (ul−1 − rl)− C (ul − rl) = −C (ul−1 − 2rl + ul)
m
d2ul
dt2
= −C (rl−1 − ul)− C (rl − ul) = −C (rl−1 − 2ul + rl)
(1.3)
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noting that only interactions between the nearest neighboring atoms are considered.
To simulate a real (effectively infinite) crystal, we can apply periodic boundary con-
ditions that wrap the 1D chain into a circle with circumference L. The solutions are
of the form
rl(x, t) = re
−i(ωt−qla)
ul(x, t) = ue
−i(ωt−qla) (1.4)
where ω is the angular frequency of the oscillation, la defines the position, and the
wavevector q = 2pin/L in which n takes a positive integer value up to the number of
unit cells that fit within the length L. Plugging (1.4) into (1.3) yields the system of
equations [
Mω2 − 2C C (1 + e−iqa)
C (1 + eiqa) mω2 − 2C
][
r
u
]
= 0 (1.5)
Setting the determinant of the first matrix to zero, the solutions are
ω2(q) = C
(
1
M
+
1
m
)
± C
[(
1
M
+
1
m
)2
− 4 sin
2 qa
2
mM
] 1
2
(1.6)
The result is that there are two real solutions for the frequency ω at each particular
wavevector q. These two frequencies are the normal modes of the system and are so-
called because they are completely independent of one another. Plotted as a function
of q, the dispersion of the two normal modes for our 1D chain appear as two separate
branches in Fig. 1.2. Because the second term in Eqn. (1.6) indicates that the
frequency varies sinusoidally with q, it is common practice to plot only q values that
result in one full period of oscillation, usually −pi/2 < q < pi/2, which is referred to
as the first Brillouin zone.
The higher frequency branch shows the normal mode corresponding to out-
of-phase vibrations between m and M atoms within a single unit cell and is often
referred to as the optical branch because, in many materials, these vibrations are
similar in frequency to and couple strongly with light. If one were to model a 1D
chain that had more than two types of atoms in a single unit cell, the number of
optical branches would increase with the number of unique atom types since there
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is a proportional increase in the number of normal modes. Similarly, a crystal with
only one unique atom in its basis, like elemental metals, has no optical branches in
its dispersion.
Meanwhile, the lower frequency branch, or acoustic branch, represents the
coherent motion of atoms in a unit cell. As the name implies, low-momentum acoustic
phonons are responsible for carrying sound in materials. As the ratio m/M between
the masses of the two constituent atoms decreases, the two normal modes move further
apart in frequency. Thus, materials that have a large difference in the masses of their
constituent atoms can be expected to have a large separation between their optical and
acoustic normal modes. The slope of the different branches, the frequency change per
wavevector change, has units of velocity. This is the so-called phonon group velocity
and is much higher for the dispersive acoustic branch than for the flatter optical
branch.
Figure 1.2: Dispersion of normal mode vibrations in a 1D diatomic chain for different
atomic mass ratios, m/M .
The process detailed above is commonly used to predict the phonon dispersions
in materials and is referred to as lattice dynamics (LD).22 In LD, a parametrized
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function − harmonic or otherwise − that approximates the potential energy of atoms
in the lattice is used to calculate the forces on the atoms, and Newtonian mechanics
with periodic boundary conditions is used to calculate the dispersion.
Molecular Dynamics and a Demonstration of Anharmonicity
In real materials, the potential that characterizes the atomic interaction is
not harmonic. Intuitively, one would expect the interaction between two bonded
atoms to diminish as they are pulled farther apart. This is indeed the case: the
potential is no longer the perfect parabola of the harmonic case, but rather flattens
out as the interatomic spacing is increased. This anharmonicity has implications for
determining material properties and the normal modes, as is illustrated below using
molecular dynamics.
While LD is particularly useful for calculating phonon dispersions in materials,
it does not inherently capture the dynamical behavior of atoms in time, which is es-
pecially applicable for describing transport. An extension of LD, where the equations
of motion are updated temporally, is called molecular dynamics (MD). MD solves the
equations of motion for each atom l:
r˙l = vl
v˙l =
Fl
ml
(1.7)
where the time differentiation is done by a finite difference method over discrete time
steps, ∆t. Using a simple Verlet-type algorithm, the atomic velocities are calculated
as23
r˙l =
r (t+ ∆t)− r (t−∆t)
2∆t
(1.8)
To demonstrate this in practice, consider a 1D chain of three atoms, A, B,
and C all with mass m. The potential characterizing the interactions between the
atoms is either harmonic like Eqn. (1.2) or has been parametrized to be anharmonic
like atoms in a real material. The harmonic potential case is illustrated in Fig. 1.3.
When the atoms are at equilibrium, rAB = rBC = r0. Starting from the equilibrium
configuration, dynamics are initiated by perturbing atom C slightly and using the
Verlet algorithm to integrate the equations of motion to obtain the updated atomic
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Figure 1.3: Harmonic potential for three-particle system. (a) Equilibrium positions of
three atoms with spacings rAB and rBC and a plot of the harmonic potential (inset).
(b) Contour plot of the potential energy surface for the three-particle system as a
function of rAB and rBC .
positions and velocities in time. The interatomic spacings rAB, rBC during the MD
simulation are shown by the black line in Fig. 1.4(a) overlaid on the potential energy
surface contour plot. For this case, perturbing the position of atom C results only
in a periodic change in rBC . Meanwhile, Fig. 1.4(b) shows the resulting velocity of
atom A in time. The linear reaction causes atom A to move in a perfect sinusoid,
as evidenced by the single peak in the Fourier transform (FFT) of its velocity (Fig.
1.4(c)). To summarize, the perturbation of atom C causes only the distance rBC to
change, while atoms A and B move rigidly together, with distance rAB remaining at
equilibrium. The perturbation has excited a normal mode of the system, and there
is no coupling between changes in rBC to rAB.
Let us now consider a more realistic potential by including anharmonicity. The
Lennard-Jones (LJ) potential is an anharmonic potential that has been used to model
non-covalently bonded systems and is frequently used as a didactic example24. It is
given by
ULJ(r) = 4
(
σ12
r12
− σ
6
r6
)
(1.9)
where  and σ are constants. The three-particle system with the LJ potential is
illustrated in Fig. 1.5.
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Figure 1.4: Harmonic positions and velocities. (a) The changes in rAB and rBC during
the MD simulation (traced out by the black line) overlaid on the potential energy
surface for the system. The collinear reaction caused by a perturbation of atom C
from its equilibrium position causes only a periodic change in the separation rBC
while rAB remains at equilibrium. (b) The velocity of atom A changes sinusoidally,
indicated by the single fundamental frequency in the FFT (c).
Figure 1.5: Lennard-Jones potential for three-particle system. (a) Equilibrium posi-
tions of three atoms with spacings rAB and rBC and a plot of the LJ potential (inset).
(b) Contour plot of the LJ potential energy surface for the three-particle system as a
function of rAB and rBC .
When dynamics are performed as with the harmonic potential case, a perturba-
tion to atom C initiates a reaction that now causes both the spacings rAB and rBC to
change in time (Fig. 1.6(a)). Additionally, the velocity of atom A is no longer a per-
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fect sinusoid, but contains multiple frequency components as shown in Fig. 1.6(b,c).
Instead of just exciting the single normal mode as in the harmonic potential, multiple
vibrational modes are excited at different frequencies. Intuitively, one can say that
the power input to initiate the collinear reaction must now be subdivided among
multiple frequencies that result from anharmonic coupling that is inherent in the po-
tential. On the other hand, all of the power goes into exciting one normal mode in the
harmonically bonded system. Notice, too, that the system spends a larger fraction
of its time the region where both rAB and rBC are larger than the equilibrium value,
r0. This result is equivalent to an expansion of the lattice, where anharmonically
bonded atoms tend to spend more time farther apart when they are excited to an
energy level so that they sweep out a larger portion of their interatomic potential.
This is an illustrative example of the effects of anharmonicity, which plays a vital role
in limiting energy transport and causing thermal expansion in real materials.
Figure 1.6: Lennard-Jones positions and velocities. (a) The changes in rAB and rBC
during the MD simulation (traced out by the black dots) overlaid on the potential
energy surface for the system.The collinear reaction caused by a perturbation of atom
C from its equilibrium position causes a coupled change in both rAB and rBC . (b)
The velocity of atom A changes periodically, but with higher higher-order frequency
components indicated by the multiple harmonics in the FFT (c).
Magnetic Excitations
When atoms or ions have electronic configurations with a net, permanent mag-
netic moment, their magnetic moments can also order on a magnetic lattice. Materials
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whose adjacent magnetic lattice sites have parallel magnetic moments are considered
to be ferromagnetic. Meanwhile, materials with ordering of antiparallel magnetic
moments of the same magnitude are antiferromagnetic, and those with antiparallel
magnetic moments with different magnitude are ferrimagnetic. The magnetic insu-
lator yttrium iron garnet (YIG) is a ferrimagnet; however, it is often modeled as
a ferromagnet, with its ferrimagnetic character only becoming evident at elevated
temperatures.25 In equilibrium at zero temperature, the magnetic moments in ferro-
magnets all point exactly in the same direction, which is the direction of magneti-
zation for the entire crystal and may be set by the application of an external field.
However, as the temperature is increased, thermal fluctuations cause the magnetic
moment vectors to deviate from their perfectly aligned configuration, reducing the
net magnetization. Instead of spins completely flipping over one-by-one, a lower en-
ergy configuration is to distribute the melting of magnetic order via spin precession,
where the individual magnetic moments each sweep out a conical solid angle that is
centered around the net magnetization vector, ~M . Shown schematically in Fig. 1.7,
the mechanism by which the gyroscope-like motion of the individual magnetic mo-
ments reduce the total magnetization can be understood intuitively in the following
way. As the temperature is increased, the magnetic moments sweep out a larger and
larger cone. As the magnetic moments now have larger vector components that point
away from the direction where they would all be perfectly aligned, their components
along ~M are diminished, and the net magnetization of the crystal is reduced. As each
magnetic moment µ precesses about ~M , an external magnetic field H will exert a
torque τ = µ×H . This can be re-written in terms of the change of the net magnetic
moment per volume, M , in time as
dM
dt
= γ(M ×H) (1.10)
where γ is the gyromagnetic ratio. Strong, short-range exchange interactions and
weaker, but longer-range dipolar interactions between spins cause this behavior to be
distributed through the magnetic lattice as a wave of precessing spins. Considering
nearest-neighbor exchange interactions, the EOM for a spin ~S = M|M | on ferromagnetic
lattice site l is
d~Sl
dt
=
(
2J
}
)(
~Sl × ~Sl−1 + ~Sl × ~Sl+1
)
(1.11)
13
where } is the reduced Planck’s constant, and J is a measure of the strength of the
interaction (in units of energy) between adjacent spins, called the exchange constant.
This EOM forms the basis for spin waves. In real materials, however, spin precession
does not continue indefinitely, but rather is dissipates over time, which limits the
lifetime for spin waves. This was handled in a phenomenological fashion when Gilbert
added a viscous damping-like parameter 0 < αG < 1 to the Eqn. (1.10) as
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d~S
dt
= γ(~S ×H) + αG(~S × d
~S
dt
) (1.12)
which is commonly referred to as the Landau-Lifshitz-Gilbert (LLG) equation.
Figure 1.7: Schematic illustration of vibrational waves in an atomic lattice (gray) and
spin waves in a ferromagnetic lattice (blue) that is coupled to the atomic lattice. The
vibrational motion of atoms sitting on the atomic lattice are restored by the elastic
strength of the interatomic bonds, whereas the precessional (gyroscope-like) motion
of a spin on the magnetic lattice is influenced by torques applied by neighboring
magnetic moments with an exchange constant, J , that mediates the interaction. The
phase of the precessional motion marches forward by a set amount from one magnetic
lattice site to the next, forming a spin wave that is distributed in space.
The EOM for spin precession in ferromagnets has wavelike solutions of the
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form a(r, t) = aei(qr−ωt) with frequency
ω =
√
ωH(ωH + γµ0M0 sin
2 θ) (1.13)
where ωH is the spin wave frequency in response to a fieldH0, and sin
2 θ = (q2x+q
2
y)/q
2
for a magnetic field along zˆ. Equation (1.13) describes the dispersion relation for
magnetostatic, or dipolar spin waves in a ferromagnet. Meanwhile, spins are subject to
interactions with their nearest neighbors by the exchange interaction, which applies an
effective exchange field Hex and modifies the spin wave frequency with an additional
term that depends on the wavevector as ωH + Aq
2, where A is referred to as the
exchange stiffness. The dispersion is then modified to
ω(q) =
√
(ωH + γAq2)(ωH + γAq2 + γµ0M0 sin
2 θ) (1.14)
which includes both exchange and dipolar interactions. While the dispersion of lat-
tice and spin waves can be described well with classical Newtonian EOMs, in crys-
tals, these waves have discrete energy levels. The quanta of elastic waves are called
phonons, while the quanta of spin waves are called magnons. Quantization implies
that their frequency (ω) versus wavevector (q) dispersion relation is equivalent to a
dispersion of quasiparticles with discrete units of energy }ω and pseudomomentum
}q. Unlike phonons, however, magnons also carry quanta of angular momentum, }S.
The number of quasiparticles can be characterized by a population distribution, f ,
given by the Bose-Einstein distribution
fm,p =
1
exp [(}ωm,p − µm,p) /kBTm,p]− 1 (1.15)
where µ is the chemical potential, kB is the Boltzmann constant, T is the temperature,
and the subscripts m, p refer to magnon or phonon, respectively. In equilibrium,
µm,p = 0 and (1.15) becomes the equilibrium Bose-Einstein distribution, n0. A zero
chemical potential implies that there is no energy penalty for creating or annihilating
a quasiparticle and so the total particle number is not a conserved quantity. As the
temperature T is increased, the number of magnons or phonons with energy }ω and
at particular wavevector q increases as well. In particular, an increase in T causes
that quasiparticle mode to become more populated, and this effect plays a large role
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in determining the temperature-dependent behavior of materials. The energy of a
particular phonon or magnon mode is characterized by its population as
m,p = }ωm,p
(
nm,p +
1
2
)
(1.16)
where }ω/2 is the zero-point energy that arises out of the quantum harmonic oscillator
solution for elastic and spin waves, which invokes the uncertainty principle. The term
“mode” is used to denote a population of phonons or magnons at a particular q in
the dispersion with a particular polarization.
Quantizing these excitations also helps to simplify the description of energy
transport through the Boltzmann transport equation (BTE). In essence, the BTE
provides bookkeeping for the changes to a population distribution in time and at a
particular location by keeping track of mechanisms that can add to or subtract from
the population distribution in real space (r), momentum space (q), and time (t). Since
the individual particles carry energy and momentum, the BTE nicely encapsulates
energy and mass transport due to changes in particle number. The BTE reads
∂f
∂t
+
dr
dt
· ∇rf + dq
dt
· ∇qf = ∆f
∆t
≈ f − f0
τ
(1.17)
where ∆f
∆t
is the rate of change in particle population at point r, q and is often con-
siderably simplified by the relaxation time approximation (RTA) as (f−f0)/τ .27 The
RTA introduces a time τ that describes how long it takes a nonequilibrium particle
distribution to relax back to the equilibrium distribution f0. Various scattering mech-
anisms contribute in varying degrees to the relaxation rate 1/τ . During scattering
events, magnons and phonons must obey energy and momentum conservation, for N
number of states scattering into M number of states:
}
N∑
i
ωi = }
M∑
j
ωj
}
N∑
i
qi = }
M∑
j
qj ±G
(1.18)
where G is a reciprocal lattice vector that can be equal to zero and N + M = 2,
3, or 4-particle scattering. In this way, magnons and phonons can exchange energy
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and momentum during scattering events with one other, while also creating and
annihilating new magnons and phonons. While the number of phonons is not a
conserved quantity (µp = 0), magnons may have a finite chemical potential under
quasi-equilibrium conditions, meaning that the number of magnons is a conserved
quantity and the magnon chemical potential is not necessarily equal to zero. In this
case, it is useful to separate the types of scattering mechanisms that conserve particle
number from those non-conserving scattering processes. Figure 1.8 and Table 1.1
summarize some of the number-conserving and non-conserving scattering mechanisms
for magnons and phonons. Because magnons carry spin angular momentum in
Figure 1.8: Illustration of different scattering mechanisms for magnons and phonons
in a magnetic insulator. Impurity (2-particle) scattering can conserve particle number
and energy, but results in a change in wavevector. Three-particle scattering does not
conserve particle number, whereas four-particle scattering does, yet both types of
scattering result in energy relaxation.
addition to energy and pseudomomentum, magnon number density is directly linked
to the crystal’s net magnetization. In particular, the net saturation magnetization
per unit volume (–V ) of a ferromagnet as a function of temperature is
M (T ) = M(0)− gµB
–V
∑
q
fm(T, q) (1.19)
where M(0) is the saturation magnetization at zero temperature, g is the Lande´
g-factor, µB is the Bohr magneton, and the number of magnons nm is summed over
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Table 1.1: Magnon and Phonon Scattering Processes
Scattering Conserve Relax Remarks
Mechanism number? spin?
Impurity Y N 2-particle scattering
3-phonon N n/a
3-magnon N Y Only allowed for small q
dipolar magnons
4-phonon Y n/a
4-magnon Y N Dominated by large q exchange
magnons
Phonon-magnon Y, N N, Y Can be number-conserving
or non-conserving
q. The quantity gµB describes how much each spin in a particular magnetic material
contributes to the magnetization, and so as the number of magnons increases with
increasing temperature, the net saturation magnetization of the crystal decreases.
Thus, scattering processes that do not change the number of magnons preserve the
net magnetization, while those processes that create (annihilate) magnons reduce
(increase) the net saturation magnetization.
As discussed before, there are both dipolar and exchange interactions between
spins in a ferromagnet. Strong exchange interactions occur over very short length
scales on the order of the interatomic spacing, whereas dipolar interactions can act
over longer distances, but are in general weaker. Therefore, in the long wavelength
(small q) regime, it is dipole interactions that dominate magnon transport, while
exchange interactions dominate magnon transport in the short wavelength (large q)
limit.25 Because three-magnon scattering is only allowed for dipolar magnons, scat-
tering events that do not conserve magnon number, and therefore spin, are dominant
for small q magnons. In contrast, and especially in YIG, four-magnon scattering
dominates the exchange magnons at larger q values. These higher-energy magnons
are populated only at elevated temperatures, and so spin-conserving four-magnon
scattering may dominate over the three-magnon scattering that is limited to small-q
magnons.28 Both three-magnon and four-magnon scattering can relax energy, and so
they both contribute to the energy relaxation rate 1/τm,; however, only three-magnon
scattering results in a relaxation of spin. Therefore, in ferromagnetic insulators such
as YIG, there are two different timescales for energy relaxation (τm,) and for spin
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relaxation (τm,S). These can be recast into length scales as
lm,(q) = vm(q)τm,(q)
lm,S(q) = vm(q)τm,S(q)
(1.20)
where vm is the magnon group velocity. Because τm, is shorter than τm,S, the magnon
spin relaxation length, lm,S, can be significantly longer than the energy relaxation
length at elevated temperatures.29
Phonons, in comparison, do not ordinarily carry spin angular momentum,30
and so are parametrized only by the length scale over which they relax energy. Ad-
ditionally, three-phonon scattering is not as restricted as three-magnon scattering,
and it, in fact, occurs with a much higher probability than four-phonon scattering.
Thus, the thermal energy transport in most materials can be described well by con-
sidering only three-phonon processes at room temperature and below. However, four-
phonon scattering can play an important role in materials with large anharmonicity
or uniquely engineered phonon band structures, such as high thermal conductivity
BAs.31–36
Magnon and Phonon Thermal Conductivity
Both magnons and phonons can make contributions to the thermal conduc-
tivity of a material. A temperature gradient dT/dx applied across a material will
cause a difference in the magnon and phonon number densities from one region of the
material to the next. This gradient in particle number density naturally results in
diffusion down the gradient. Since both phonons and magnons carry energy, i.e. they
make some contribution to the material’s specific heat, the diffusive flux of magnons
or phonons results in a heat flux. In this particle picture, consider a distribution of
particles in a material in with each carrying energy }ω and traveling with velocity vx
in one dimension. Under the relaxation time approximation, each particle will carry
its energy over distance l,x = vxτ before relaxing its energy in a scattering event.
Therefore the energy flux is given by the product of the particle velocity, the energy,
and the number of particles per unit volume as
Qx(x, q) =
1
–V
vx}ω(q)f(t, x, q) (1.21)
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The distribution function f(t, x, q) for magnons and phonons is given by the Bose-
Einstein distribution. Under steady state conditions, both the temperature gradient
dT/dx and the particle distribution function not vary in time. Since the Bose-Einstein
distribution just depends on temperature, the distribution function in Eqn. (1.21) can
be written in terms of the temperature gradient based on the Boltzmann transport
equation as
f(x, q) = f0(x, q)− τvxdf0
dT
dT
dx
(1.22)
where f0(x, q) is the equilibrium Bose-Einstein distribution. Inserting into Eqn.
(1.21) yields
Qx(x, q) =
1
–V
vx}ω(q)
[
f0(x, q)− τvxdf0
dT
dT
dx
]
(1.23)
which describes the particular heat flux contribution by a particular phonon or
magnon mode. By adding together contributions from all modes (all polarizations p
and points along q in the dispersion), the total phonon or magnon heat flux can be
obtained. When this is done, the heat flux Qx is related to the temperature gradient
dT/dx by a collection of terms
Qx = − 1
–V
∑
p,q
[
}ω(q)v2xτ
df0
dT
]
dT
dx (1.24)
and
κx =
1
–V
∑
p,q
[
}ω(q)v2xτ
df0
dT
]
=
1
–V
∑
p,q
[
}ω(q)vxl,x
df0
dT
]
(1.25)
is the thermal conductivity along the x direction for either magnons or phonons. Thus
those modes that make an appreciable contribution in terms of (1) group velocity vx,
(2) specific heat C(q) = d
dT
(}ωD(ω)f(T, ω)), or (3) have a long relaxation time τ or
length l,x will make the dominate contribution to the thermal conductivity. For most
insulators, κ is dominated by acoustic phonons with their high group velocities. In
YIG, magnons neither have very high group velocities nor make a large contribution
to the specific heat, and so their contribution to the thermal conductivity is almost
negligible.37 However, ultrahigh group velocity magnons have been shown to make
the dominant contribution to thermal conductivity in some quasi-low dimensional
antiferromagnets.38–40
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1.1.2 Heat, Charge, and Spin Transport in a Normal Metal
Nonmagnetic heavy metals, e.g. platinum (Pt), are used extensively in spin-
heat coupling experiments. In metals, charge- and spin-carrying electrons take the
predominate role as energy carriers. By virtue of their lack of a band gap, metals
have a large number of electrons above the Fermi energy that are available to trans-
port heat, charge, or spin. That is to say, there is a large density of states (DOS)
in the metal’s conduction band. This DOS can be so high that the electrons can
behave as “gas” of charged particles, or plasma, that interact over large distances by
the Coulomb interaction, resulting in long-range behavior. Similar to magnons and
phonons in the MI, this gas of electronic excitations in the metal can be driven to
transport by diffusion, which is a statistical phenomenon where particles in a region
with greater particle density tend toward regions with lower density. The non-uniform
particle density can be driven by thermal gradients, where one region is at an elevated
temperature and has a proportionally higher population, relative to the colder region.
The electron population distribution is given by the Fermi-Dirac distribution
fe =
1
exp [(e − F ) /kBT ] + 1 (1.26)
where F is the Fermi energy.
The Boltzmann transport equation under the linearized relaxation time ap-
proximation for electrons is
∂f
∂t
+
dr
dt
· ∇rf︸ ︷︷ ︸
diffusion
+
F
me
· ∇vf︸ ︷︷ ︸
forced
=
f − f0
τ︸ ︷︷ ︸
collision
(1.27)
Given that each electron carries the elementary charge −e, they are subject
to forces F mediated by the Coulomb interaction. As before, contributions to τ are
added in parallel and can come from a variety of sources, including electron-electron
scattering, electron-phonon scattering, and scattering by impurities. In addition, a
spatial gradient in electron distribution generates a gradient in the electrochemical
potential ∇Φ, that includes contributions from the electrostatic and chemical poten-
tial. When the chemical potential gradient is zero, the gradient in the electrochemical
potential yields the electric field −∇Φ = EWhen the gradient in the electron popula-
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tion distribution is caused by diffusion down a temperature gradient, this is referred
to as the Seebeck effect, and physically represents the entropy carried per conduction
electron. The Seebeck effect and other coupled charge-heat transport phenomena are
referred to broadly as thermoelectric effects. The charge and energy currents that
develop in response to gradients are often written as relating to phenomenological
thermoelectric transport coefficients. These charge and heat current densities, Jc and
JQ are expressed as
19,41
Jc = L11∇Φ− L12∇T
JQ = L21∇Φ− L22∇T
(1.28)
where Lij are phenomenological coefficients. In the 1930s, Onsager showed that these
transport coefficients obey the reciprocity relation LijT = Lji.
42,43 The experimen-
tally relevant transport coefficients like electrical conductivity (σ), Seebeck coefficient
(α), and electronic thermal conductivity (κe) can be determined from various mea-
surements where Jc, JQ, ∇Φ, and ∇T are controlled parameters as
σ = L11
α = L12/L11
κe = L22 − L21α
(1.29)
and so (1.28) becomes
Jc = σ(∇Φ− α∇T )
JQ = ΠJe − κ∇T
(1.30)
where the Π = αT is the Peltier coefficient and is obtained from Onsager reciprocity of
the Seebeck coefficient. The Peltier effect is the generation or absorption of heat that
is proportional to a charge current flowing through a material. In addition, currents
flowing through a conductor will generate irreversible heating due to the interaction
of the charge carriers with the atomic lattice. This is referred to as Joule heating
and is proportional to J2c . The total combination of reversible and irreversible heat
production caused by charge current flow in a conductor was originally written by
Domenicali as44
J2c
σ
+∇ · (κ∇T )− TJc · ∇α = 0 (1.31)
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in which the first term is the irreversible Joule heating, the second term is the irre-
versible flow of heat down the temperature gradient (Fourier’s law), and the last term
is the production or absorption of heat due to Peltier/Seebeck effect. An additional
term due to the Thomson effect − irreversible heat flow down a temperature gradi-
ent − should be added to (1.31) for completeness: βJc∇T , where β is the Thomson
coefficient. The electrical conductivity L11 = σ can be phenomenologically related to
the electronic thermal conductivity as
κe
σ
=
k2B
e2
LT (1.32)
in which kB is the Boltzmann constant, and L is a dimensionless value called the
Lorenz number. Wiedemann and Franz showed that L is roughly constant for a
variety of common metals. Therefore, at a given temperature, a metal with high σ
(low resistivity), can be expected to have a proportionally higher electronic thermal
conductivity.
Magnetic Field-Dependent and Spin-Dependent Transport
In addition to carrying charge and energy, electrons carry quantized angular
momentum that is comprised of both orbital and intrinsic contributions. The latter
of which is referred to as spin. This spin has two possible states, ±}/2, often re-
ferred to as spin-up and spin-down. Ordinary paramagnetic metals have the same
density of states for up-spins as for down-spins and so the average net spin of the
conduction electrons is zero. In spite of this, paramagnetic metals can still transport
spin-polarized currents over a limited distance, called the spin diffusion length, be-
fore the spin polarization is averaged out. In the presence of a magnetic field, the
transport behavior of a metal’s electron gas can be altered. The Lorentz force re-
sults in transverse acceleration on moving charges. For negatively charged carriers
traveling with a velocity vx along the x-direction, a magnetic field applied along the
y-direction, By, will apply a force along −z: Fz = −evx × By. In a current-carrying
conductor, this means that a transverse magnetic field deflects the charge carriers to
one side, creating a potential difference perpendicular to the current flow, as shown
in Fig. 1.9(a). This is known as the Hall effect, and it can be probed by measuring
the transverse voltage that develops in the presence of a magnetic field.
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In a ferromagnetic conductor, an electron current feels additional transverse
forces that depend on the electron spin, with opposite spin polarizations feeling
oppositely-directed forces. Since the charge current in a ferromagnetic conductor
is spin-polarized and dependent on the magnetization direction, these forces cause an
unequal distribution of the spin-polarized electrons to be sent to one side, also causing
a transverse voltage to develop (Fig. 1.9(b)). This is referred to as the anomalous
Hall effect (AHE) and arises predominately from the interaction between electrons’
orbital and spin angular momentum, both intrinsically between and during scatter-
ing events.45,46 A variety of phenomena have been identified as possible sources for
the transverse spin-dependent interactions, including extrinsic side-jump scattering
47 and spin-skew scattering,48 as well as intrinsic mechanisms such as the spin-orbit
interaction yielding a non-zero Berry curvature in the band structure.49,50
This effect may be present in normal metals, too, but since they do not sustain
spin-polarized currents, the spin-dependent transverse forces do not result in a volt-
age. Instead, it results in a segregation of electrons purely by their spin polarization,
resulting in a transverse spin current with no net charge (Fig. 1.9(c)). This mecha-
nism was identified by D’yakanov in the 1970s51 and eventually referred to as the spin
Hall effect (SHE) by Hirsch in the 1990s.52 The SHE has been found to be strongest
in metals that exhibit strong interactions between their electrons’ orbital and angular
momenta, or spin-orbit coupling. In general, these tend to be heavier metals like
Pt, Ta, or W. The strength of the SHE is measured by the fraction of an ordinary
charge current that the SHE can transduce into a pure spin current. Often called the
“spin Hall angle”, it is defined as ΘSH =
e
}
σcxx
σsxz
, where σcxx is the longitudinal charge
current conductivity and σsxz is the transverse spin current conductivity, or spin Hall
conductivity.53
1.1.3 Coupled Transport at a Metal/MI Interface
When a spin current-carrying conductor is placed in close proximity to a mag-
netic insulator, the carriers in the two different materials become free to exchange
energy and spin angular momentum. Predominately, the flux of energy between the
metal and MI is carried by acoustic phonons that are transmitted across the interface.
Given that the two materials may have different phonon spectral properties, there is
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Figure 1.9: Schematic illustration of (a) the Hall effect in a normal metal (NM), (b)
the anomalous Hall effect in a ferromagnetic metal (FM) with magnetization M along
−y, and (c) the spin Hall effect in a NM.
an thermal resistance associated with the interface called the Kaptiza resistance that
results in a temperature drop between the two materials. Referring back to Eqn.
(1.31), in the Pt, the phonons can be appreciably heated through electron-phonon in-
teractions by irreversible Joule heating by the electron current and electron diffusion
down the thermal gradient. In addition, the Pt phonons can be heated or cooled by
the Peltier effect. A phonon heat flux across the interface from the Pt will result in
a temperature rise of the phonons in the MI.54–56
In addition, the presence of the spin degree of freedom in both the metal
and the MI facilitates the exchange of spin angular momentum between the two.
Since angular momentum is a vector quantity, the exchange is highly dependent
on orientation. When a transverse spin current Js is generated in a metal (M1)
that is adjacent to another conductor (M2), the spin-polarized conduction electrons
that make up Js are free to enter the conduction band of M2. In the case where
there is no net transfer of charge, the outflow of an electron from M1→M2 must be
balanced by an inflow of an electron from M2→M1. While no net charge is transferred,
there is still the possibility for the net transfer of spin angular momentum given by
the difference in spin polarization between the outflowing and inflowing electrons.
The resulting transfer of angular momentum exerts a torque on the magnetization,
~τ = −M × Is ×M , from one set of spins to another that is proportional to the spin
current.57 This spin transfer torque (STT) modifies the magnetization dynamics and
adds a source term to the LLG equation:
(
∂M
∂t
)
torque
= γ
Ms
M × Is ×M .57,58
Now consider the case for a heavy NM film (e.g. Pt) on a MI (e.g. YIG). Shown
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schematically in Fig. 1.10, the spin Hall effect generates a transverse spin current and
a “spin accumulation” at the MI interface. Because the insulating YIG cannot accept
the transfer of electrons from the Pt, they are scattered at the interface. Some of
these scattering events result in Pt electrons flipping their spin polarization direction
(Fig. 1.10(b)). Conservation of angular momentum during spin-flip scattering is
maintained by the transfer of spin to the magnons in the YIG, resulting in change
in the magnon population and thus the local magnetization. The changing magnon
population is equivalent to heating or cooling depending on the orientation of the YIG
magnetization relative to the orientation of the Pt electron spin polarization vectors.
The spin-flip mediated interaction between the Pt electrons and the YIG magnons can
facilitate the exchange of energy between the two materials. When the two vectors are
orthogonal, the spin current applies a torque on the YIG magnetization direction, but
does not affect the magnetization magnitude or the magnon population. When the
electron spin polarization vectors in the Pt and the magnetization direction in the YIG
are parallel or antiparallel, the transfer of energy with the magnons is maximized with
the heat current exchanged following the relation Jq ∝ Jc ×M . This spin-mediated
transfer of energy has been termed the spin Peltier effect (SPE).10,59,60
Figure 1.10: Schematic illustration of (a) the spin Hall effect injecting spin angular
momentum from Pt into YIG. (b) A cross-cut view that shows the spin-flip scattering
mechanism and the resulting change in the YIG magnetization. (c) Top-down view
showing the torque applied to the YIG magnetization when the spin polarization
vector and is orthogonal to M .
The reciprocal of the SPE, the spin Seebeck effect (SSE), has enjoyed greater
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study over a longer time compared to the SPE. The SSE is the generation of a spin
current in response to a temperature gradient (∇T ) and was first thought to have
been observed a decade ago by Uchida in a Pt/Ni81Fe19 structure with an in-plane
collinear ∇T and magnetic field.61 The expectation was that in-plane ∇T was driving
an in-plane diffusional spin current in the ferromagnetic metal film that was then able
to be detected by the inverse spin Hall effect (ISHE) in the Pt electrodes; however, the
measurements were complicated by temperature gradients between the Pt/Ni81Fe19
and the possibility of additional thermoelectric effects. Uchida subsequently con-
firmed the SSE a couple years later in Pt/YIG structures where the applied ∇T was
applied across the interface between the Pt and the magnetic material, and orthog-
onal to the magnetization in the YIG.9 The discovery of both the SSE and of the
utility of the SHE/ISHE have driven forward the field of spin caloritronics, as well as
spin current manipulation in magnetic insulators.
1.1.4 Experimental Techniques
As outlined in the above discussion, there are a limited number of experimen-
tally observable quantities that can be measured to quantify spin caloritronic effects;
namely, temperature, voltage, and magnetization. The purpose of this section is to
briefly outline some of the experimental techniques used to observe these quantities
as applied to spin caloritronics.
Electrical Detection
Perhaps the first major confirmation of a coupled spin, heat, and charge phe-
nomenon was offered by the detection of the spin Seebeck effect (SSE) in Pt/YIG.
9 Here, a temperature gradient across the Pt/YIG interface drove a diffusive spin
current from the YIG into the Pt film. The transverse spin current Js with spin
polarization vector ~s parallel to the YIG magnetization was then partially converted
into longitudinal electric field by the inverse spin Hall effect (ISHE) in the Pt as
EISHE = (ΘSHρPt)Js × ~s, where ρPt is the platinum electrical resistivity.62 The de-
tected voltage signal in a SSE measurement is given by37,63
VSSE = CMI∆Tm−eGrΘSHρ∆xη
λ
l
tanh
l
2λ
(1.33)
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where CNM contains the physical properties of the MI and ∆Tm−e is the temperature
difference between electrons in the NM and magnons in the MI. Additionally, Gr is the
real component of the spin-mixing conductance of the interface, λ is the spin-flip diffu-
sion length, l is the film thickness, and ∆x is the distance between the voltage probes.
The term η is called the backflow correction factor, given as η =
[
1 +Grρλ coth
l
λ
]−1
.
Since its discovery, the ISHE has been an essential mechanism for allowing the elec-
tronic detection of spin currents. SSE/ISHE-based measurements have been extended
to nonlocal geometries where a spin current injected into a magnetic insulator by the
spin Hall effect64 or by laser heating65 and the resulting laterally diffusing spin cur-
rent in the YIG is detected some distance away using the ISHE in a separate NM
transducer line. The sensitivity of these measurements is improved using lock-in
detection.
Measurement of the modest temperature changes caused by the reciprocal SPE,
however, has fundamentally been more difficult than SSE measurements. The first
report of the SPE in Pt/YIG by Flipse utilized a thermopile device consisting of a
series of microfabricated thermocouples.10 Measurements of the changing electrical
resistance in the metal films can also provide a considerable amount of information
on both temperature and magnetization. Resistance thermometry is a particularly
sensitive technique that is able to distinguish small temperature changes. In the
high temperature limit, the resistivity of a nonmagnetic metal is sensitive to the
temperature of acoustic phonons as described by the Bloch-Gru¨neisen relation19
ρ(T ) = gep
T 5
Θ5
∫ ΘD/T
0
x5
(ex − 1)(1− e−x)dx (1.34)
where gep is the electron-phonon coupling parameter and ΘD is the Debye tempera-
ture.
In magnetic conductors, the resistivity is dependent on the orientation of the
magnetization, an effect which is generally referred to as magnetoresistance (MR). A
variety of MR effects have been observed that show unique dependence on the angle
of an applied magnetic field and can be used to characterize the magnetotransport
behavior.66–68 In NM/MI structures, meanwhile, there is a nonlocal MR effect in
the NM that results from the spin Hall effect and spin angular momentum transfer
between the two, called spin Hall magnetoresistance (SMR).63,69,70 SMR arises arises
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when the SHE generates a spin current in a NM film that travels normal to the
film thickness with spin polarization vectors parallel to the film surface. As the spin
current attempts to enter a neighboring MI, it is reflected back from the surface into
the NM film, which results in the spin accumulation near the surface. The reflected
current, however, can also generate a resistance modulation in the NM caused by
the ISHE. The reflection of the spin current back into the NM and the subsequent
voltage modulation by the ISHE is dependent on the magnetization direction of the
MI and has been termed the spin Hall magnetoresistance. When the magnetization
of the adjacent MI is perpendicular to the spin polarization of the spin current,
the spin current may be absorbed at the interface of the metal and the MI by the
transfer of angular momentum, which applies a torque on the magnetization of the MI,
minimizing the reflected spin current. On the other hand, when the magnetization
and spin polarization are parallel, a small fraction of the spin current is absorbed
at the interface and so the reflected spin current is larger. The ISHE then converts
this reflected spin current into a voltage that reduces the resistance. SMR can thus
be summarized as a coexistence of the SHE/ISHE in the NM film, whose signal is
dependent on the magnetization direction of an adjacent ferromagnet.
Lock-in Infrared Thermography (LIT)
For measurements close to room temperature where infrared thermal emission
is appreciable, temperature modulations in NM/MI heterostructures resulting from
spin caloritronic effects have been observed by means of lock-in infrared detection.
In these measurements, a sensitive calibrated infrared camera monitors the emission
change of a device that is coated with a highly emissive substance to homogenize
the emissivity as a modulated charge current is passed through it. By collecting
infrared emission maps at the harmonics of the modulated current frequency over
many measurement cycles, the temperature sensitivity can be improved into the mK
range. This technique has recently been used to characterize the SPE in Pt/YIG,
59 W/YIG, Au/YIG, and Pt/Al2O3/YIG
71, as well as to separate the SPE from the
anomalous Ettingshausen/Nernst effect (AEE/ANE) in Pt/YIG and FePt/Si based
on the magnetic field dependence of the two effects.72 These will be discussed in
greater detail in Chapter 4, but the Nernst and Ettingshausen effects are reciprocal
effects that develop in conductors when a flowing charge current, temperature gradient
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∇T and magnetic field B or magnetization M are all orthogonal to one another. In
particular, the Ettinsghausen effect generates a heat flux QE = NTB×Jc, where N
is the Nernst coefficient. In addition, LIT has recently been employed to observe the
anisotropic magneto-Peltier effect (AMPE) in nickel.73 The AMPE is the dependence
of the local Peltier coefficient in a ferromagnetic metal on the angle between a charge
current and the metal’s magnetization and can result in Peltier cooling in the absence
of a junction with another conductor with a different Peltier coefficient.
Ferromagnetic Resonance (FMR)
Ferromagnetic resonance (FMR) is a spectroscopic technique that is extremely
important in characterizing the aforementioned Gilbert damping, and thus spin wave
transport, in ferromagnetic materials. Its principle of operation relies on the asymp-
totic nature of the frequency-dependent magnetic susceptibility χ = M/H . The
susceptibility for a ferromagnet is
χ =
χ0
1− (ω/ω0)2 (1.35)
where ω0 = ω0(Hext) is the resonance frequency that depends on the applied ex-
ternal field.74 Ferromagnetic resonance occurs when ω → ω0(Hext), causing Eqn.
(1.35) to diverge. Experimentally, this is realized by applying an excitation source
with frequency ω/2pi usually in the microwave (GHz) range to a ferromagnetic spec-
imen by means of an antenna. By sweeping an external applied magnetic field, the
field-dependent resonant frequency can be tuned so that ω → ω0(Hext). This is
because the FMR frequency is field-dependent as described by the Kittel equation
ω0(Hext) = γ
√
Hext(Hext +Ms), where Ms is the saturation magnetization. When
the resonance condition is met, the material absorbs a great deal of electromagnetic
radiation from the excitation source, creating a lot of magnons, and resulting in a
large dip in the transmitted microwave spectrum. This results in the driven gener-
ation of a large population of spin waves with frequency ω in the material. Using a
microwave spectrum analyzer, the line width of the peak (in units of magnetic field)
can be measured. Generically, the field-swept line width is related to the damping
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parameter αG as
75
∆H = ∆H0 +
2αGω
| γ | (1.36)
FMR measurements have revealed the low damping parameters in bulk and thin film
YIG crystals76,77, and have additionally been used to investigate the spin-flip diffusion
length and spin Hall angle in Pt on magnetic cobalt78 and spin pumping from the
spin Hall effect at NM/YIG interfaces.79
Nitrogen Vacancy (NV) Center Magnetometry and Thermometry
Naturally occurring in carbon diamond, nitrogen-vacancy (NV) centers are a
pair of adjacent point defects in the diamond crystal structure. NV centers consist
of a nitrogen atom sitting on one of the carbon atom sites which is next to a vacant
site, as shown in Fig. 1.11. NV centers can be found in natural diamond, as-grown
in synthetic diamond, or artificially introduced by ion implantation.80
This coupled NV center in the C diamond environment acts like a molecule
with discrete energy levels that are dependent on the NV center’s spin state. NV
centers exist in a charge neutral (NV0) and negative (NV−) configuration, which
have different electronic structures. Figure 1.11(b) shows the electronic structure for
a NV− center. Upon excitation by a 532 nm laser, the excited states can decay by
emitting photons, which can be measured by photoluminescence (PL) microscopy.
In the PL spectra, there is a so-called zero phonon line (ZPL) that corresponds
primary transition energy between the ground and excited state. In the the NV−
case, the ZPL corresponds to a wavelength of 638 nm. Other PL features may be
observed relating to the ground and excited spin triplet states. The ground spin triplet
state is split into three spin sublevels with a splitting between the lower one and the
degenerate upper two of 2.87 GHz, which is called the zero-field splitting energy.
The lower sublevel corresponds to an electron spin quantum number of ms = 0,
while the upper two are degenerate and correspond to ms = ±1. In the presence
of a magnetic field B, however, Zeeman splitting causes these upper two states to
split in energy by 2γB, where γ is the electron gyromagnetic ratio. This magnetic
field-dependent splitting can be observed in optically detected magnetic resonance
(ODMR) experiments, which are functionally similar to FMR measurements.81 In
ODMR, the PL spectra from a NV center are measured while an external microwave
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field is swept in frequency. When the microwave frequency reaches resonance with the
zero field splitting transition (2.87 GHz for NV−), there is a dip in the fluorescence
intensity. By applying an external field, two dips at different microwave frequencies
can be seen that correspond to the ms = 0→ −1 and the ms = 0→ +1 transitions.
The splitting between the two observed dips in the ODMR spectra resulting from the
±1 spin state splitting is extremely sensitive to the local magnetic field, temperature,
and strain.
Figure 1.11: (a) Nitrogen-vacancy center defect in the crystal structure of diamond.
(b) Electronic structure for a NV− center showing the optical transitions, zero phonon
line (ZPL) at 1.945 eV (638 nm), as well as the zero-field splitting of the ground state
(2.87 GHz) and the field-dependent Zeeman splitting, 2γB, in the ground state triplet.
Fiducial NV centers have also been used as sensitive nanoscale magnetome-
ters82 and temperature sensors.83 NV centers placed in close proximity to magnetic
materials such as YIG have been used to directly detect spin waves, citing potential
applications in quantum information buses84. In addition, NV centers have been used
to quantify the magnon chemical potential in microwave YIG devices, finding that it
can be tuned by driving the system’s FMR.85
Brillouin Light Scattering Spectroscopy (BLS)
While FMR spectroscopy probes the interaction between microwave photons
and spin waves in a ferromagnetic material, both magnons and phonons can interact
strongly with visible light as well. Inelastic light scattering spectroscopies including
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Raman spectroscopy and Brillouin light scattering spectroscopy (BLS) have become
a popular method for directly characterizing the energy and populations of equilib-
rium and nonequilibrium phonons and magnons in materials. In particular, BLS has
proven to be a powerful technique for investigating spin waves. Quasiparticle excita-
tions like magnons and phonons make small perturbations to a material’s dielectric
susceptibility tensor that vary both in time and in space. These time- and space-
varying perturbations in the material can then mediate interactions with the electric
field and magnetic field components of incoming photons. Through this process, in-
coming light can exchange energy and momentum with the material by creating or
annihilating quasiparticles, referred to as a Stokes process and anti-Stokes process,
respectively. The exchange of energy and momentum can be written as
}ωout = }(ωin − ωe) (Stokes)
}ωout = }(ωin + ωe) (anti-Stokes)
}kout = }(kin ± qe)
(1.37)
where e refers to the material excitation. Both Raman and BLS measure the energy
shift of outgoing photons from from Stokes or anti-Stokes scattering events relative to
the energies of incident photons from a coherent light source. Raman experiments typ-
ically probe excitations with frequencies in the 300 GHz to 10s of THz range, usually
corresponding to higher energy optical phonons in materials. Meanwhile the Bril-
louin scattering process involves much lower energy acoustic phonons and magnons
with frequencies in the GHz range.86 To achieve an adequate spectral resolution with
energy shifts so near to the laser frequency, a standard diffraction grating-based spec-
trometer approach is insufficient to measure Brillouin-scattered light. Instead, an
interferometric approach is often taken, whereby a scanning Fabry-Pe´rot interferom-
eter cavity is used to select for different frequencies of light around the laser frequency
and the intensity is measured by a colorblind photon counter when the cavity allows
a certain frequency of light to pass. A Fabry-Pe´rot (FP) interferometer consists of
an optical cavity made up by two parallel mirrors with spacing L. In an ideal FP
cavity, light of wavelength λ will only be transmitted through the cavity when the
constructive interference condition L = nλ/2 is met, where n is an integer. That is,
light is transmitted when an integer number of half wavelengths can fit within dis-
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tance L. By scanning the spacing L, different wavelengths of light can be let through.
Fig. 1.12 shows a typical micro-BLS experimental setup and the operating principle
of the BLS interferometer. Perhaps the most standard design is that by Sandercock
and colleagues,87 which utilizes two FP cavities with slightly different mirror spacings
and a total of six optical passes through the cavities (three through FP1 and three
through FP2) to improve contrast and free spectral range without sacrificing spectral
resolution.
The inelastic scattering mechanism for magnons and phonons is subtly differ-
ent. Alterations in the dielectric susceptibility due to changes in the local magne-
tization can facilitate interactions with light through magneto-optic effects. Light
scattered in this manner by magnons has its polarization rotated 90◦ relative to the
incoming light polarization due to scattering selection rules (Appendix A). Mean-
while, light scattered by phonons preserves its original polarization. The micro-BLS
system schematized in the left portion of Fig. 1.12 is set up for the measurement
of magnons. Here, vertically polarized light from the laser is transmitted through a
Glan-Laser calcite polarizer, which acts like a polarizing beam splitter. The light is
then focused onto the sample by an objective lens where it scatters with the magnons,
emitting inelastically scattered light with shifted frequency and polarization rotated
by 90◦. The scattered light collected by the objective lens then passes back through
the Glan-Laser polarizer, which separates the vertical and horizontal polarization
components. The horizontally polarized light scattered by magnons is then rejected
by the Glan-Laser polarizer and sent to the tandem scanning Fabry-Pe´rot interferome-
ter. Detection of phonons can be performed by inserting a quarter-wave (1/4λ) plate
immediately before the microscope objective lens to convert the linearly polarized
light into circular polarization, equivalent to a 45◦ rotation in polarization.
The magnon spectrum can then be directly measured by the interferometer.
For the confocal geometry shown in Fig. 1.12, the in-plane wavevector of the magnon
probed by BLS is set by the angle of incidence of the incoming photons, θ as88,89
qm,|| =
4pi
λ
sin θ (1.38)
As a result, in the complete backscattering configuration (θ = 0◦), the probed magnon
wave vector is zero, corresponding to the Γ point. Meanwhile, the magnon frequency
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Figure 1.12: Schematic of a typical micro-BLS measurement setup for probing spin
waves.
fm, given as the center of the magnon peak when it is fit by a Lorentzian func-
tion, can be related to the change in magnon population, thus making BLS a local
magnetometer.
BLS measurements have played an important role in probing spin wave phe-
nomena in magnetic materials. By changing the angle of incidence, one can select for
different wavevectors of magnons probed in-plane. Using this approach, angle-resolved
BLS measurements have been used to probe magnon dispersions near the Γ-point.
88,90 In addition, spatially resolved measurements have been able to visualize spin
wave transport,91,92 while time-resolved measurements have allowed measurement of
fast-propagating spin waves93 and pointed toward the formation of Bose-Einstein con-
densates by magnons in YIG during microwave pumping.94 In addition, steady-state
micro-BLS measurements have been demonstrated as phonon and magnon tempera-
ture sensors in a variety of materials,95–97 and simultaneous measurement of magnons
and phonons has been used to probe the magnon spin-flip relaxation length in YIG.
98
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1.2 Summary
The intent of the beginning of this chapter was to provide an introduction
to the fundamental questions that this work seeks to investigate regarding materials
with effective energy and spin carrier transport. In particular, this work investigates
(1) whether focused laser excitation can drive phonons out of local equilibrium in
long mean free path graphene, (2) if the semiconductor BAs does indeed have ul-
trahigh room temperature thermal conductivity, (3) new methodologies to improve
the sensitivity of inelastic light scattering thermometry, and (4) how much energy is
transferred across Pt/YIG interfaces due to the spin Peltier effect.
An additional purpose of this chapter was to introduce some of the requisite
transport phenomena necessary to understand the coupling between heat, spin, and
charge that is leveraged in the field of spin caloritronics. Using a normal metal/magnetic
insulator heterostructure as a pedagogical framework, it explored the different the
transport of heat and spin by phonons and magnons in the magnetic insulator, charge
and spin transport by electrons in the normal metal, and the coupling of all three at
the interface between the two. Finally, several experimental methodologies important
to probing and driving spin-heat-charge coupling phenomena were outlined.
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Chapter 2
Nonequilibrium Phonons in
Suspended Graphene
1
2.1 Background
2.1.1 Energy Transport in sp2 Carbons
Elemental carbon forms strong covalent bonds with itself that arise out of dif-
ferent hybridizations − or mixing of valence states − of the carbon atoms’ electrons.
Specifically, the 2s and 2p orbitals mix giving rise to spn (n =1, 2, 3) hybridized
orbitals. The result is that carbon atoms can form several different crystal config-
urations or allotropes. When one 2s and three 2p orbitals mix, they produce four
hybridized sp3 orbitals that form covalent bonds in a tetrahedral arrangement. This
is the basis for the diamond structure. On the other hand, when one 2s and two 2p
orbitals mix, they form three hybridized sp2 bonds that all lie in the same plane but
spaced 120◦ apart plus one additional p orbital. This strong directional sp2 bond-
ing results in hexagonal sheetlike carbon structures, forming the basis for layered
graphite. All carbon allotropes consist of simple unit cells with light atoms that form
1The content of this chapter was published in S. Sullivan, A. Vallabhaneni, I. Kholmanov, X.
Ruan, J. Murthy, and L. Shi, Nano Lett. 17, 2049 (2017). L.S., J.M., and X.R. designed research.
S.S. and I.K. grew and transferred graphene. S.S. fabricated the substrates and performed mea-
surements. A.V. performed ab initio calculations. S.S. and L.S. wrote the manuscript and all other
authors commented on and edited the manuscript.
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very stiff covalent bonds with one another. These characteristics meet the criteria
outlined by Slack in the 1970s for materials with high thermal conductivity, which is
why diamond and basal plane graphite have some of the highest room temperature
thermal conductivity values of any material.7
By isolating, in particular, the sp2 carbon allotropes, one can obtain structures
with reduced dimensionality, including 2D graphene, as well as rolled-up versions like
carbon nanotubes (1D) and fullerenes (0D). As a result of quantum confinement and
the uncovering of new symmetries, the transport behavior in low-D structures differs
somewhat from that in 3D.27,99,100 A celebrated example is that of graphene.
2.1.2 Graphene
Graphene has been of great interest for use in next-generation electronic and
optoelectronic devices due to its superior electronic and thermal transport character-
istics. In particular, it has been found to have an exceedingly high electronic mobility,
101,102 large8,103,104 and debated length-divergent105 phonon thermal conductivity, as
well as unique hydrodynamic electronic transport106 and predicted hydrodynamic
phonon transport at elevated temperatures.107,108 The reasons for these phenomena
lie in graphene’s unique structure.
The valence and conduction bands in monolayer graphene approach each other
with linear dispersion near the K high-symmetry points at the corners of the Bril-
louin zone and intersect directly at each of the six K-points. The sp2 hybridized
states leave one additional p orbital that can form a pi bond that overlaps with one
of the three σ bonds, yielding two delocalized electrons and and thus two double-
bonds per aromatic ring in graphene. This means that one particular K-point is not
equivalent to its neighbors, dividing the six K-points into two sets of three inequiv-
alent, but degenerate K and K’ points. Furthermore, the atomic nuclei themselves
in the graphene sheet can readily vibrate with a polarization that is out of the plane
of the sheet. Acoustic phonons in graphene with out-of-plane polarization, or flex-
ural acoustic (ZA) phonons have a quadratic dispersion near the Γ symmetry point
and have long umklapp scattering mean free paths.8 Meanwhile, the optical phonons
(vibrations between the two inequivalent C atoms in the graphene unit cell) have
much higher energies than the ZA and in-plane acoustic phonons. Calculations of
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the graphene phonon dispersion and temperature-dependent phonon density of states
can be found in Appendix B. The performance of graphene-based devices is directly
linked to the scattering processes between electrons and phonons, as well as scattering
between these different phonon modes.
Energy Relaxation in Graphene
On short enough time or length scales, energetic excitation of a material can
result in considerable nonequilibrium among its energy carriers. To make functional
devices out of these materials, it is important to understand the cascade of scattering
and thermalization mechanisms that can eventually lead to equilibrium, or to investi-
gate if significant nonequilibrium will be maintained within the device. In graphene,
optical or electrical excitation generates hot charge carriers with energies on the order
of several hundred meV. These hot carriers scatter with one another to reach local
thermal equilibrium on a time scale on the order of 0.1 ps and over a length scale of
100 nm.109–112 The charge carriers then relax their energy by scattering with optical
and acoustic phonons over different time and length scales that depend on the charge
carrier energy, the phonon modes that are involved, as well as defects and extrinsic
scattering pathways from the environment. For hot carriers with energies above the
large, ∼ 196 meV, optical phonon energy, optical phonon emission is the dominant
cooling mechanism.113 In the absence of defects, meanwhile, hot carriers with energies
below 196 meV must relax their energy by scattering with acoustic phonons.113 How-
ever, the intrinsic scattering rates between charge carriers and acoustic phonons in
undoped graphene are highly restricted at room temperature and above because the
small Fermi surface of graphene restricts the maximum allowable scattering phonon
wavevector to qmax = 2kF , where kF is the Fermi wavevector. This restricted scat-
tering means that these lower energy charge carriers are slower to cool113–115, and the
weak charge carrier-acoustic phonon coupling has been used to explain the enhanced
optical response due to carrier multiplication in graphene photodetectors and bolome-
ters.116,117 The temperature at which phonons with wavevector q = 2kF are populated
is called the Bloch-Gru¨neisen temperature, TBG.
118 The presence of defects, however,
enables “supercollision” cooling of carriers by making the entire thermal distribution
of phonons accessible via two-phonon scattering, even when the phonon temperature
is greater than TBG.
115,119,120 For supported graphene, hot charge carriers can have
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additional extrinsic scattering pathways due to surface polar optical phonons and
charged impurity scattering in the substrate.121
Despite disorder and substrate effects, several ultrafast optical measurements of
both suspended and supported graphene have revealed rapid thermalization between
hot carriers and optical phonons on the order of 50 to 150 fs111,122–125 and subse-
quent cooling of the optical phonons with acoustic phonons on a slower timescale of
2 to 3 ps.111,124 These measurements obtain the time scales for hot charge carriers
and optical phonons to cool down to the ambient temperature, while assuming that
the acoustic phonons are not significantly heated. In contrast, several measurements
have indicated that the acoustic phonons in highly biased graphene devices are ap-
preciably heated.126–128 If the acoustic phonons in the ultrafast measurements were
appreciably heated, one might expect the measured cooling times to be longer than
the observed relaxation time because the acoustic phonons would also take some time
to cool. While the dispersive acoustic phonons typically dominate the contribution
to the thermal conductivity, they must be appreciably populated to contribute to
heat spreading. The complex interplay between a unique electronic band structure
Figure 2.1: Schematic of hot carrier decay around the Dirac point in graphene.
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and phonon dispersion leads to graphene’s unique nature that can be probed with
electrical and optical characterization. As outlined above and uncovered in many
prior measurements, graphene’s transport characteristics leave it prone to a variety
of nonequilibrium phenomena. Past studies are focused primarily on hot charge car-
riers and their cooling pathways with the acoustic phonon “bath”. However, little
attention has be paid to whether or not the various acoustic phonon populations are in
thermal equilibrium with one another. Such a consideration is important not only for
heat spreading in and performance of graphene optoelectronic devices, but also in Ra-
man opto-thermal measurements, which, as a non-contact technique, has become an
increasingly popular method for measuring thermal transport in graphene and other
2D materials.103,104,126,127,129–134 These Raman measurements rely on optical heating
directly from the laser probe, and the heating power is obtained based on the optical
absorption. Even for graphene alone, different measurements have obtained a large
range of thermal conductivity values. The variation in these measurements has been
partly attributed to the different optical absorption values used in the data analysis
103,104,129. However, given the propensity for nonequilbrium behavior in graphene, it
is possible that the Raman measurement itself could drive the energy carriers out of
equilibrium.
In one Raman measurement of graphene,130 the authors assume a thermal-
ization length of 1 µm between hot electrons and phonons and use this length scale
in their numerical solutions to the heat diffusion equation instead of the ∼ 0.5 µm
laser spot; they base this off of prior results.113,122 Moreover, Cai et al.104 found evi-
dence to suggest that the lower-frequency acoustic phonons were in the quasi-ballistic
regime and were at a lower temperature than the higher frequency optical phonons in
their Raman-based thermal conductivity measurements of suspended graphene using
different laser spot sizes. In addition, recent first-princples-based multitemperature
calculations by Vallabhaneni et al.135 have indicated that hot charge carriers and
different phonon polarizations can be driven out of local thermal equilibrium under
laser heating in Raman experiments. Such nonequilibrium between different phonon
polarizations would not only affect the interpretation of Raman measurements but
would also affect the contribution to the thermal conductivity made by the lower
frequency acoustic phonons, which ordinarily dominate heat spreading in suspended
graphene under equilibrium conditions.136,137 Nonequilibrium that is sustained over
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moderately long length scales could have deleterious effects on the performance of
graphene-based devices. The Raman-based experiments described below have been
designed to both drive and probe phonon nonequilibrium in graphene.
2.1.3 Raman Spectroscopy
The Raman process involves inelastic scattering between the incident photons
and a population of Raman-active vibrational modes, either directly or mediated by
electronic transitions. In first-order Raman scattering experiments, the wavevectors
of the probe photons are often quite small, thereby restricting measurements to ex-
citations very near the Brillouin zone (BZ) center. Additionally, visible light has
relatively high energy in the range of a couple eV and tends to polarize dipoles in
materials that oscillate at frequencies comparable to optical phonon frequencies, thus
the strongest interactions for incoming light in Raman experiments typically involve
high-energy electronic states and optical phonons. As an inelastic scattering process,
the probe photons exchange energy and momentum with excitations in the material.
Conservation of energy and momentum requires
}ωs = }(ωi − ωe) (Stokes)
}ωs = }(ωi + ωe) (anti-Stokes)
}ks = }(ki ± qe)
(2.1)
where s, i, and e refer to the frequency (ω) or wavevector (k or q) of the scattered
photon, incident photon, and material excitation, respectively. The frequency of the
scattered photon will differ from the incident photons by an amount that is equal to
the frequency of the material excitation. When ωs < ωi, the quasiparticles in the ma-
terial have gained energy, which is referred to as a Stokes process. In the anti-Stokes
process, ωs > ωi, and represents a transfer of energy from the quasiparticles in the
material to the scattered photon. In the Raman experiment, these processes appear
in the spectra as peaks centered about the particular energy of the phonons that
are interacting with the light, }ωe = }(ωi ± ωs). Meanwhile, the relative intensities
of these peaks are proportional to the population of quasiparticles with which the
photons exchange energy. In semiconductors or Dirac metals such as graphene, both
first and second order processes are mediated by optically-induced electronic transi-
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tions.138 Further details and theory behind inelastic light scattering can be found in
Appendix A.
Graphene Raman Spectrum
The Raman spectrum of graphene is rich in information. Figure 2.2 shows
a representative Raman spectrum for suspended single layer graphene (SLG) in the
range of 1000 to 4000 wavenumbers (cm−1) on the Stokes side, while the inset shows
the temperature dependence of the Stokes and anti-Stokes signal for the Raman band
centered near 1580 cm−1, which is about 196 meV. Before discussing the Raman mea-
surements of phonon temperature and graphene thermal conductivity, it is helpful to
discuss the origins of these various peaks in the Raman spectrum. The peak centered
near 1580 cm−1 is often referred to as the G-band and results from a one-phonon
inelastic scattering process involving an in-plane polarized longitudinal optical (LO)
phonon at the Brillouin zone center (Γ). One-phonon processes are only Raman-active
if their wavevector is zero and their symmetry results in a change in polarizability,
which can be determined from group theory. The G-band arises when incident light
excites electronic transitions between the filled valence (pi∗) band and empty conduc-
tion (pi) band in the graphene Dirac cone. An intraband transition then results in
the emission of a phonon with zero wavevector and relatively high energy, which is
the zone-center LO phonon (Fig. 2.3(a)).139
In addition, some graphitic samples may have a strong D-peak that arises from
the breathing mode of the six-membered C rings in graphene and requires a defect (i.e.
missing C atom) to be activated.139 Thus graphitic samples with few defects do not
have a clearly defined D-peak. The D-peak involves in-plane transverse optical (TO)
phonons near the Brillouin zone corner K-points (Fig. 2.3(b)). In defect-assisted
Raman processes, phonons with non-zero wavevectors can be elastically scattered by
defects, relaxing the zero-momentum Raman selection requirement. Additionally, the
D-band is dispersive with the laser excitation energy due to the Kohn anomaly at K.
140,141
The large 2D-band centered at roughly twice the D-band frequency near 2670
cm−1, on the other hand, involves the absorption or emission of two in-plane trans-
verse optical (iTO) phonons near the K points with relatively large and opposite
wavevectors. Because the 2D-band involves two phonons, it does not require defects
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Figure 2.2: Stokes Raman spectrum of suspended monolayer graphene. Inset: tem-
perature dependence of the Stokes and anti-Stokes G-band.
Table 2.1: Origin of Raman-Active Bands in SLG
Designation Frequency (cm−1) Symmetry-Point Phonons Involved
D 1350 Γ TO
G 1580 Γ LO
(D+D”) 2450 Γ-K iTO + LA
2D 2670 K 2×iTO
2D’ 3240 Γ 2×LO
to be activated (Fig. 2.3(d)). There are two other peaks visible on either side of
the 2D-band in Fig. 2.2: the (D+D”) band near 2450 cm−1 and the 2D’-band near
3240 cm−1. The (D+D”) peak arises from electronic-transition mediated scattering
by a combination of two phonons, the aforementioned TO phonon and a longitudinal
acoustic (LA) phonon along the Γ−K direction.139,142 The 2D’-band, meanwhile, is
an overtone peak of two LO (D’) phonons with small, opposite wavevectors near the
zone-center (Fig. 2.3(e)).139 Several first-and second-order Raman peaks are summa-
rized in Table 2.1.
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Figure 2.3: Schematics for electronic excitation-mediated Raman processes in
graphene. The black arrow corresponds to an photon absorption, gray dashed arrows
correspond to phonons, red arrows correspond to photon emission, and blue dashed
arrows correspond to defect-mediated processes. (a) The single-phonon G-band in
graphene arises from photon absorption and emission with no change in wavevector,
corresponding to the Γ-point. (b) Intervalley defect-mediated process producing the
D-band and (c) intravalley defect-mediated process yielding the D’ band. (d) Inter-
valley two-phonon processes corresponding to the 2D overtone peak (two D phonons
with opposite wavevectors) or the combination D + D” band. (e) Intravalley 2D’
process.
2.2 Experimental Design
2.2.1 Substrate Fabrication, Graphene Growth, and Assem-
bly
Opto-thermal measurements were performed on monolayer graphene suspended
over holes etched in a substrate, providing a circular membrane geometry for the
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measurements, as in previous studies.104,129,131 The substrates used here consisted of
nominally 400 nm-thick low-stress silicon nitride (SiNx) deposited on 500 µm-thick
silicon wafers. Square suspended membranes of SiNx were formed on one side of the
wafers by patterning the backside silicon nitride with CF4 reactive ion etching (RIE)
and subsequently etching the underlying silicon in a 4% vol/vol solution of tetram-
ethylammonium hydroxide (TMAH) in H2O heated at 90
◦C. The backside of the
suspended nitride membranes was then coated with several nanometers of chromium
by electron beam evaporation. Arrays of holes ranging in diameter from 2 to 20 µm
were then cut in the nitride membranes using focused ion beam (FIB) milling. Follow-
ing milling, the holey membranes were cleaned in piranha solution (2:1 H2SO4:H2O2)
to remove any organic contaminants on the surface.
Monolayer graphene was grown via low pressure chemical vapor deposition
(LPCVD) on copper foils.143,144 Prior to growth, 25 µm-thick Alfa Aesar 99.8% metal
basis Cu foils (stock number 13382) were etched overnight in glacial acetic acid.
Immediately following acetic acid etching, they were rinsed with DI water and placed
in 10% hydrochloric acid (HCl) for 20 minutes. The foils were then rinsed with DI
water, acetone, isopropyl alcohol (IPA), and dried with dry nitrogen gas. The cleaned
foils were loaded in a clean quartz tube, which was then evacuated to the base pressure
of the vacuum system (approximately 0.1 mTorr). Hydrogen gas was flowed (5 sccm)
while the tube furnace was heated to 1035 ◦C in 30 minutes. The foils were annealed
at 1035 ◦C under 5 sccm H2 flow for one hour. After annealing, 5 sccm of methane
(CH4) was flowed in addition to the H2 for 10 minutes. The vacuum was throttled
until the pressure was approximately 400 mTorr and the furnace was turned off and
allowed to cool while the gases continued to flow. Graphene grown on Cu foils was
characterized using scanning electron microscopy and Raman spectroscopy using a
488 nm laser to minimize Cu fluorescence.
The as-grown graphene on copper foil was then cut into ∼1 cm2 squares that
were flattened between two clean glass slides. These squares were placed on a clean
microscope cover slip and the edges of the foil taped down. A solution of 4% 496k
g/mol molecular weight polymethyl methacrylate (PMMA) in chlorobenzene was spin
coated on the graphene/copper at 3500 rpm for one minute. The PMMA-coated
squares were then removed from the cover slips and the tape-covered edges were
cut off. The PMMA was then cured at 120 ◦C for five minutes. The squares were
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then floated uncoated side-down in 10% nitric acid for two minutes and then rinsed
with DI water to remove graphene on the backside of the Cu foil. These squares
were then transferred to an aqueous solution of 0.15 M ammonium persulfate (APS)
in H2O where they were allowed to float until the copper foil completely etched
away. Following copper etching, the floating PMMA/graphene was then transferred
to a bath of clean DI water using a spoon and allowed to float for several minutes.
This was then repeated with another bath of DI water, where the PMMA/graphene
was allowed to float for one hour. The floating PMMA/graphene was then scooped
up with the holey membrane substrate and allowed to dry in air. After drying,
the PMMA/graphene/substrate was dipped carefully in warm acetone and slowly
removed at a 45◦ angle and then placed in a tube furnace, which was evacuated to
∼1 mTorr. The sample was then heated following the profile shown in Fig. 2.4 under
a flow of H2 and Ar gas at a pressure of 2 Torr to soften, decompose, and remove
much of the remaining PMMA on the graphene surface without tearing the suspended
graphene.
25 °C
165 °C
425 °C
0.5 hr
0.75 hr
1.5 hr
2 hr
0.5 hr
Figure 2.4: Heating profile used to remove PMMA residue from the suspended and
supported graphene on holey silicon nitride membranes under hydrogen and argon
flow at a pressure of 2 Torr.
Following graphene transfer and removal of the PMMA, the samples were
mounted inside a small homebuilt vacuum chamber and a thin (150 µm) microscope
coverslip was placed above and sealed with epoxy. Inside the chamber, the samples
were mounted to a flat resistive ceramic heater with a built-in K-type thermocouple
using a small amount of silver paint. This heater was capable of temperatures up
to 400 ◦C. The sample chamber was evacuated and the whole assembly placed on a
confocal Raman microscope system. Using a 50× objective lens, a 532 nm laser was
focused through the coverslip and on the center of graphene suspended over the holes
for Raman measurements.
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Figure 2.5: Scanning electron micrograph of a holey silicon nitride membrane with
one hole covered by monolayer graphene and one hole uncovered.
2.2.2 Characterization of Laser Spot Size and Absorption
Characterization of the focused Gaussian beam radius and the laser absorption
by the graphene is critical to extract the graphene thermal conductivity. The laser
spot size was measured using a modified knife edge method.104 A clean silicon wafer
was cleaved and approximately 100 nm of gold was deposited on the sharp cleaved
edge using an electron beam evaporator. Using the piezoelectric nanopositioning
stage on the Raman microscope (WITec Alpha 300), the edge was scanned in 20 nm
increments across the probe laser, taking a Raman spectrum at each point. This
measurement was repeated 20 times. The same type of coverslip used in the vacuum
chamber was placed over the silicon sample to simulate the conditions of the graphene
measurements. The integrated intensity (I) of the silicon 520 cm−1 Raman peak was
then plotted as a function of position and fit using a cubic spline. The derivative of this
fit yielded a Gaussian peak that could be fit with the function dI
dx
(x) = Ae−(x−x0)
2/r2
with the fitting parameter r being the Gaussian beam radius of the laser spot. This
procedure yielded a Gaussian beam radius of 360 ± 3 nm, which is comparable to
previous measurements performed on the same Raman microscope system.
To measure the absorption of the 532 nm laser by the graphene, the graphene/holey
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SiNx substrate was placed on top of a laser power meter. The laser power was mea-
sured through a graphene covered 10 µm-diameter hole, as well as through an un-
covered 10 µm-diameter hole. The difference in the two measured laser power values
yielded an absorption of 3.1 ± 1.4% for monolayer graphene.
2.3 Raman Measurements of Suspended Graphene
Following characterization of the laser spot profile and absorption, Raman
measurements were carried out on graphene suspended over a 10 µm-diameter hole.
Five different ambient stage temperatures ranging between 297 K and 598 K and
four different incident laser powers between 0.77 mW and 4.71 mW were used, taking
between 6 and 27 measurements at each condition. For these measurements, a 600
line/mm grating was used to obtain two different spectra: one that includes four
different Stokes peaks in the range from 1000 to 4000 cm−1, and one that includes
both the anti-Stokes and Stokes G-band (∼1580 cm−1) in the same measurement.
The positions of the four Stokes peaks, and the intensity of the anti-Stokes and
Stokes G-band peaks were then taken by fitting each peak to a Lorentzian function
Y (x) = 2
pi
Γ
(x−x0)2+Γ2 where Γ is the full width at half-maximum (FWHM), and x0
is the peak position. The background was subtracted prior to fitting by assuming it
followed a linear profile in a window 100 to 200 cm−1 window centered around the first
guess for x0. Fig. 2.2 shows a representative Stokes Raman spectrum of high-quality
monolayer suspended graphene.
2.3.1 Raman-Based Temperature Measurements
Intuitively, the intensity of the Raman signal is proportional to the popula-
tion, and thus equivalent temperature, of phonons involved in the Raman process.
However, the intensity is also dependent on the specifics of the optical measurement
setup, including focusing, as well as variations in the Raman cross-section for dif-
ferent phonon modes.138 In order to limit these effects, the ratio (ρ = IaS/IS) of
the integrated intensity of the anti-Stokes peak relative to that of the Stokes peak is
often taken to cancel out mode-dependent and experimental setup-specific contribu-
tions. The Stokes and anti-Stokes intensities of the G-band in graphene, which arises
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from a first-order Raman process, are proportional to CS(ωL − ωG)4(nG + 1) and
CaS(ωL + ωG)
4nG, respectively, where nG is the occupation of the zone-center optical
phonon mode described by the Bose-Einstein distribution, nG =
[
e
−}ωG
kBT − 1
]−1
, Cx
is a calibration factor that, among other things, accounts for the spectral sensitivity
of the spectrometer at either the anti-Stokes or Stokes frequency, and ωL is the laser
frequency.126,145,146 Thus, taking the ratio yields
ρ = C
(
ωL + ωG
ωL − ωG
)4
e
−}ωG
kBTO (2.2)
in which C = CaS/CS and TO is the phonon temperature of the population of lon-
gitudinal optical (LO) phonons that contribute to the Raman G-band in graphene.
The anti-Stokes/Stokes intensity ratio has previously been employed as a temperature
sensor in graphitic materials including graphene126,127,129 and CNTs.147
In addition to the intensity ratio, the positions of the 2D- and G-bands in
graphene have been demonstrated as temperature sensors and used in prior studies to
measure the thermal conductivity of supported and suspended graphene.103,104,126,127,131
The Raman peak position (ω) is related to the phonon energy E = }ω. As the tem-
perature increases, bond softening and anharmonic coupling with additional phonons
(recall the discussion on normal modes in Chapter 1) lead to a decrease in the phonon
energy, meaning the Raman-measured peak position is also redshifted. The shift in the
Raman peak frequencies contain information on the populations, and thus tempera-
tures, of the intermediate frequency phonon (IFP) and acoustic phonon polarizations
that are involved in the anharmonic decay process of the Raman-active modes, in
addition to thermal expansion.148 In particular, the Raman frequency shift can be
described by the real portion of the phonon self-energy, ∆(ω), which describes the
renormalization of the phonon frequency when anharmonic interactions are included.
For a phonon mode with wavevector q on branch j, the real portion of the self-energy
consists of three parts:149,150
∆(qj, ω) = ∆0 + ∆
(3)(qj, ω) + ∆(4)(qj, ω) (2.3)
in which the first term ∆0 is the thermal expansion and the last term ∆
(4) corresponds
to a quartic anharmonic correction resulting from four-phonon scattering and gives
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rise to a constant frequency shift similar to the thermal expansion. The third-order
term ∆(3), meanwhile, can be written in terms of the imaginary portion of the phonon
self-energy Γ(ω) using the Kramers-Kronig relation
∆(3)(qj, ω) = − 2
pi
PV
∫ ∞
0
ω′
ω′2 − ω2 Γ(ω
′)dω′ (2.4)
where PV denotes the Cauchy principle value, and the imaginary component of the
phonon-self energy is given as
Γ(ω) =| V +3 |2 (1 + n1 + n2)D+(ω)+ | V −3 |2 (n2 − n1)D−(ω) (2.5)
which considers the interaction of phonon modes with Bose-Einstein occupation fac-
tors n1 = n(q1, j1) and n2 = n(q2, j2). Here, V3(q1j1, q2j2) is the cubic coefficient
in the expansion of the anharmonic potential energy, D(ω) is the two-phonon den-
sity of states, and the superscripts ± represent sum and difference scattering events.
Graphene’s negative coefficient of thermal expansion contributes to an increase of the
Raman frequency with increasing temperature; however, this effect is small compared
with the downshift caused by anharmonic phonon-phonon scattering. As such, the
frequency redshift during laser heating is a reflection of the increasing population of
the various interacting phonon modes, which can not necessarily be described by the
equilibrium Bose-Einstein distribution at a single temperature. This peak shift based
temperature measurement is in contrast to using intensity ratio as a temperature
sensor, which is directly sensitive to that particular phonon population.
2.4 Raman-Measured Temperatures and Thermal
Conductivity in Suspended Graphene
To use the anti-Stokes/Stokes intensity ratio, Eqn. (2.2), as a temperature
sensor, the coefficient C needed to first be calibrated. In these measurements, the
calibration was performed by measuring the ratio ρ as a function on incident laser
power, ranging from 0.77 mW to 4.7 mW. The laser power-dependent and tempera-
ture dependent G-band anti-Stokes/Stokes intensity ratio for the suspended graphene
are shown in Fig. 2.6. The calibration factor was obtained at the highest stage tem-
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perature (Tstage = 598 K) so that an anti-Stokes signal could be resolved even at
the lowest laser power. Owing to graphene’s large optical phonon energies, the anti-
Stokes intensity was too weak to be clearly measured at low laser powers and stage
temperatures. The ρ versus Plaser data were then fit with a second order polynomial
and the value ρ0 = ρ(Plaser = 0) was extrapolated, as shown by the red dashed curve
in Fig. 2.6(a). With the extrapolated intensity ratio, Eqn. (2.2) was solved to obtain
the calibration factor C = 0.68 ± 0.06. Once calibrated, the range of C values was
used to obtain the corresponding optical phonon temperature TO at each laser power
and stage temperature using Eqn. (2.2).
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Figure 2.6: The G-band anti-Stokes/Stokes intensity ratio as a function of laser power
(a) and stage temperature (b) for the suspended graphene. The red dashed curve in
(a) is a fit to the data at the 598 K and is used to extrapolate the intensity ratio at
zero incident laser heating, allowing the coefficient C to be obtained from Equation
(2.2).
The Stokes peak shifts for all the Raman bands as a function of laser power
and stage temperature are shown in Fig. 2.7. For the (D+D”)-band in particular,
which consists of contributions from a TO and a LA phonon, the LA (D”) phonon
contribution can be obtained from ωD′′ = ω(D+D′′)−ω2D/2 as in prior works.139,145,151
In the measurements discussed here, a linear fitting of the data obtained at the
lowest laser power was used to obtain the temperature coefficient of the peak position,
χ = dω/dT , for each peak (gray dashed lines). Even at the lowest power used
(0.77 mW), laser heating can be expected in the monolayer graphene. However, by
extrapolating the laser power-dependent data to the case of zero laser heating for the
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lowest stage temperature (297 K) by fitting with a second-order polynomial (purple
dashed lines), the Raman shift (ω0) was found in the case of no laser heating at room
temperature (T∞) where the graphene phonons would be at equilibrium. Thus, the
temperature measured from the Raman peak shift is T eq = (ω−ω0)χ−1 +Tstage, which
yields a temperature where all the phonon modes are presumed to be in equilibrium.
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Figure 2.7: Stokes Raman shift as function of laser power and ambient temperature
for the G-band (a, b), D+D”-band (c, d), 2D-band (e, f), 2D’-band (g, h), and the
D”-band (i, j). The dashed purple lines at the lowest stage temperature are quadratic
fits to the peak shift vs. laser power data. The dashed gray lines at the smallest laser
power are linear fits to the peak shift vs. ambient temperature.
2.4.1 Nonequilibrium Phonon Temperatures
Figure 2.8 shows the measured phonon temperatures based on the G-band anti-
Stokes/Stokes intensity ratio and positions of the different peaks. Especially at low
stage temperatures, there is an evident difference between the temperatures obtained
by different spectral features, with those temperatures obtained by the intensity ratio
being the highest and the temperatures obtained from the D” peak shift the lowest.
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Such nonequilibrium can be observed up to incident laser powers of 2 mW and ambient
temperatures of Tstage = 523 K. Because the calibration procedure for the peak shift
data relies on the fitting of the second-order polynomial fit to the data obtained at the
lowest stage temperature, those data points that fall considerably outside of the peak
shift range covered by the fitting were not included in the temperature conversion,
i.e. those data points in Fig. 2.7 that fall outside of the y-axis range covered by the
dashed purple lines.
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Figure 2.8: Measured temperatures of the suspended graphene based on different
Raman spectral features. Filled triangles represent optical phonon temperatures (TO)
obtained from the intensity ratio, while the filled and open circles, filled diamonds,
and filled and open squares are the equivalent temperatures measured by the shift of
the G-band, 2D-band, 2D’-band, (D+D”)-band, and the D” frequencies, respectively.
Multitemperature Model
To better understand the observed nonequilibrium, first-principles calculations
and a multitemperature model were employed by Xiulin Ruan’s group (Purdue). As
in their previous work, density functional perturbation theory (DFPT) was used to
directly calculate the electron-phonon and phonon-phonon scattering rates.135 Un-
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der conditions simulated to be equivalent to the experiment, the DFPT-calculated
scattering rates were then fed into a multitemperature model to compute the temper-
atures of the hot electrons and six phonon polarizations in graphene as energy was
transferred from the incident photons to the electrons and optical phonons and to
the acoustic phonons at different rates. These calculations were performed on a 5× 5
µm2 Cartesian domain with quarter-symmetry to simulate the experimental measure-
ments of graphene suspended over a 10 µm-diameter hole. The two can be considered
equivalent because the calculated temperature rise 5 µm from the center is found to
be negligible. The calculation results are dependent on the contribution of electrons
to the thermal conductivity, κe. Past measurements have indicated much lower κe
than the intrinsic first-principles calculated value as attributed to defects in measured
samples.135 As such, different values of κe were trialed in the calculations. Figure 2.9
shows the calculated electronic, iTO, LO, and ZA temperature distributions at the
lowest stage temperature and laser power for an electronic thermal conductivity of
the form κe = (20Wm
−1K−1)Te/(300 K).
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Figure 2.9: Multitemperature model calculations for graphene suspended over a 10 µm
× 10 µm hole under an incident laser power of 0.77 mW, Tstage = 297 K, beam radius
of 360 nm, and laser absorptivity of 3.1%. The color plots correspond to temperature
distributions for (a) electrons, (b) in-plane transverse optical (iTO) phonons, (c) longi-
tudinal optical (LO) phonons, and (d) flexural acoustic (ZA) phonons. The electronic
thermal conductivity was assumed to follow the relation κe = (20Wm
−1K−1)Te/(300
K). Results provided by Ajit Vallabhaneni and Xiulin Ruan.
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Meanwhile, one-dimensional temperature profiles along the x-axis for the elec-
trons and all six phonon polarizations are indicated in Fig. 2.10, which shows the
sharp drop off outside the Gaussian laser spot.
Figure 2.10: Calculated temperature profiles along the x-axis based on the multi-
temperature model for Tstage = 297 K, 0.77 mW incident laser power, and κe =
(50Wm−1K−1)Te/(300 K). Calculations provided by Ajit Vallabhaneni and Xiulin
Ruan.
The effect of changing κe in the calculations was found to have only a small
effect on the nonequilibrium between energy carriers, as summarized in Table 2.2,
which lists the average temperatures inside the laser spot for the different carriers.
The reason for the small sensitivity lies in the fact that the contribution to thermal
conductivity by hot electrons is rather small in comparison with the contribution
from phonons. As a result, despite the relatively elevated electron temperatures
within the Gaussian laser spot, the electron heat current drops appreciably beyond
the Gaussian beam radius, while the relative contribution to the heat current from
the ZA phonons increases dramatically, as shown in Fig. 2.11. The ZA phonons
are found to contribute the greatest to the overall heat spreading, despite having a
lower temperature rise. This results from the the ZA phonons’ large specific heat
and thermal conductivity contribution. In addition, Appendix B summarizes the
temperature profiles and time-resolved pseudo-atomic heat currents obtained by a
molecular dynamics (MD) simulation of pointlike heating in a freestanding graphene
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sheet using a modified Tersoff potential.
Table 2.2: Calculated Average Energy Carrier Temperatures in the Laser Spot at
Different Laser Powers, Stage Temperatures, and Electronic Thermal Conductivities
κe Power Tstage Te TLO TTO TZO TLA TTA TZA
(Wm−1K−1) (mW) (K) (K) (K) (K) (K) (K) (K) (K)
20Te/300 0.77 297 358.1 329.6 343.2 318.1 321.2 321.7 304.7
50Te/300 0.77 297 358.1 326.2 338.5 316.3 319.0 319.3 304.4
20Te/300 0.77 448 492.4 481.9 486.2 477.1 480.9 480.8 468.5
50Te/300 0.77 448 488.3 479.1 482.8 474.9 478.2 478.0 467.3
20Te/300 0.77 523 567.3 560.4 563.3 556.6 559.8 559.7 549.5
50Te/300 0.77 523 563.1 557.0 559.5 553.8 556.5 556.4 547.6
20Te/300 0.77 598 643.7 638.9 641.1 635.8 638.5 638.4 630.2
50Te/300 0.77 598 639.2 635.0 636.9 632.4 634.6 634.5 627.5
20Te/300 3.5 297 484.1 434.1 454.4 402.2 423.8 423.3 339.2
50Te/300 3.5 297 470.3 422.9 442.1 393.8 412.3 411.9 337.3
20Te/300 4.71 297 530.0 478.0 499.4 442.8 470.4 469.6 359.2
50Te/300 4.71 297 513.1 463.5 483.6 431.3 455.4 454.7 356.2
The effects of the heating condition − laser power and stage temperature −
on the calculated local nonequilibrium are also summarized in Table 2.2. The largest
predicted local nonequilibrium occurs between the electronic temperature and the ZA
phonon temperature. Even at the lowest laser powers of 0.77 mW, the ZA phonons
are still predicted to be relatively underpopulated compared with the other energy
carriers. The underpopulation of the ZA phonons can be more easily seen by taking
the ratio of the average ZA temperature rise relative to the temperature rise of the
other carriers, as indicated in Table 2.3. In this table, a smaller ratio reflects larger
nonequilibrium. The prior calculation by Vallabhaneni et al.,135 indicates that these
ratios remain small and that nonequilibrium persists even down to laser powers as
low as 10 µW. In fact, based on these and previous calculations, the ∆TZA/∆Tx ratio
decreases as the laser power or ambient temperature is reduced, meaning nonequilib-
rium is more prevalent. As the temperature of the graphene is lowered, the relaxation
length for the hot charge carriers to exchange their energy with optical and acoustic
phonons is increased, so that the nonequilibrium is increased. This trend, of course,
would not be expected to persist to zero laser power where there should be complete
equilibrium. Thus, the dependence of the local non equilibrium on the laser power is
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Figure 2.11: Calculated heat transfer rate contribution along the x-axis from the
different energy carriers across a square domain concentric with the laser spot. The
heat transfer rate is normalized by the total input heating rate from the laser. In-
cident laser power is 0.77 mW, Tstage = 297 K, and κe = (20Wm
−1K−1)Te/(300 K).
Calculations provided by Ajit Vallabhaneni and Xiulin Ruan.
expected to be nonmonotonic.
To make clear the comparison between the experiment and simulation, the
apparent and predicted temperatures for the two highest laser powers at the lowest
stage temperature (Tstage = 297 K) are plotted in Fig. 2.12. The obtained T
eq from
the Raman peak shifts are all significantly lower than the TO values extracted from the
anti-Stokes/Stokes intensity ratio, and the T eq values decrease in magnitude and away
from TO as one moves from the G-band, 2D-band, 2D’-band, (D+D”)-band, to the D”
frequency. At the largest incident laser power used, 4.71±0.08 mW, temperatures are
TO = 536±19 K, T eqG = 498±13 K, T eq2D = 460±10 K, T eqD′′ = 397±10 K. In comparison,
the results from the multitemperature model are plotted as black horizontal bars
overlaid with the experimental data. Under the simulated experimental conditions
using κe = (20Wm
−1K−1)Te/(300 K), the temperatures are Te = 530 K, TLO = 478
K, TLA = 470 K, and TZA = 359 K. The difference between the calculated TLA
and TZA of 110 K is larger than the 52 K difference between Te and TLO, and the
only 8 K difference between TLO and TLA. The calculations suggest that under these
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Table 2.3: Ratios of the Calculated Average ZA Phonon Temperature Rise Relative
to Other Energy Carriers in the Laser Spot
κe Power Tstage
∆TZA
∆Te
∆TZA
∆TLO
∆TZA
∆TTO
∆TZA
∆TZO
∆TZA
∆TLA
∆TZA
∆TTA
(Wm−1K−1) (mW) (K)
20Te/300 0.77 297 0.13 0.25 0.17 0.38 0.33 0.32
50Te/300 0.77 297 0.14 0.26 0.19 0.39 0.34 0.34
20Te/300 0.77 448 0.42 0.57 0.50 0.67 0.59 0.59
50Te/300 0.77 448 0.44 0.58 0.51 0.68 0.60 0.60
20Te/300 0.77 523 0.57 0.68 0.63 0.77 0.70 0.70
50Te/300 0.77 523 0.58 0.70 0.64 0.78 0.71 0.71
20Te/300 0.77 598 0.68 0.77 0.73 0.84 0.78 0.78
50Te/300 0.77 598 0.69 0.78 0.74 0.84 0.79 0.79
20Te/300 3.5 297 0.18 0.23 0.20 0.30 0.24 0.24
50Te/300 3.5 297 0.19 0.25 0.22 0.33 0.26 0.26
20Te/300 4.71 297 0.23 0.31 0.27 0.40 0.33 0.33
50Te/300 4.71 297 0.23 0.32 0.28 0.42 0.35 0.35
conditions, the greatest nonequilibrium among the energy carriers is actually between
the different acoustic phonon polarizations, with the ZA phonons being substantially
underpopulated relative to the in-plane polarized TA and LA phonons. The origin
is the restricted phase space for scattering of ZA phonons by either electrons or
other phonon polarizations − since monolayer graphene has out-of-plane reflection
symmetry, scattering processes cannot involve an odd number of ZA phonons.8,137,152
In comparison to the experimental measurements, the TO extracted from the
intensity ratio of the G-band, which involves a LO phonon, is slightly higher than
the calculated TLO. This disparity may be due to the ignorance of defects in the
calculations, as defects could reduce different phonon polarizations’ contributions to
thermal conductivity. The measured T eqG , meanwhile, is comparable to TLA and TTA
obtained from the calculations. As discussed previously, the G-band arises from an
LO phonon near the zone center (Γ) and scatters with two intermediate frequency
phonons (IFPs) in the LA and TA branches that have equal and opposite wavevectors.
148 As such, one expects T eqG to be affected by the populations of LA and TA phonons
away from Γ. In contrast, the 2D-band involves two TO phonons around the K-point,
which involves intraband transitions that span from one K-valley to the next. The
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Figure 2.12: Measured temperatures for the two highest incident laser powers and
calculated energy carrier temperatures at the highest laser power (black bars) for
Tstage = 297 K. κe = (20Wm
−1K−1)Te/(300 K).
TO phonon can not only scatter with IFPs, but also can decay into another optical
phonon and a low frequency acoustic phonon near Γ.139,148,151,153 Thus, T eq2D is more
affected by the temperatures of lower frequency phonons than T eqG . The measured
T eq2D < T
eq
G therefore indicates a lower temperature of low-frequency acoustic phonons
near Γ as compared with the IFPs in the TA and LA branches away from the zone-
center. Also an overtone peak, the 2D’-band results from scattering of photoexcited
carriers by two LO phonons with equal and opposite wavevectors near Γ. In contrast
to the 2D-band, the LO phonons involved here occur within a single K-valley before
scattering with IFPs that decay into TA and LA phonons.139 However, the decay
processes for both 2D and 2D’ bands ultimately involve similar types of acoustic
phonons, and so the resulting T eq2D is similar to T
eq
2D′ . Finally, the (D+D”)-band arises
from scattering with one TO phonon (D) and one LA phonon (D”) around K. Because
the LA phonon that contributes to D” can scatter with a pair of ZA phonons, T eqD′′
is expected to have the greatest sensitivity to the ZA phonon population. Compared
with the other measured temperatures, the lower T eqD′′ is in qualitative agreement with
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the calculation results that predict underpopulated ZA phonons within the laser spot.
For such nonequilibrium to be present and sustained in the measurement, the length
scale over which the ZA phonons exchange energy with other carriers − the so-called
thermalization length − must be larger than the submicron laser spot size.
Sustained nonequilibrium behavior among the energy carriers in graphene, es-
pecially the ZA phonon polarizations, can have implications in photoexcited and
electrically biased graphene devices. In addition, previous opto-thermal Raman mea-
surements of graphene have assumed energy carrier equilibrium in their heat diffusion
analysis to extract thermal conductivity. The measured thermal conductivity based
on the multimodal temperature results helps to illustrate the effects of this assump-
tion.
2.4.2 Apparent Thermal Conductivity of the Suspended
Graphene
Based on the knowledge of the spatial profile of the Gaussian laser beam,
the laser absorption, and the measured temperature, one can calculate the thermal
conductivity of the suspended graphene provided that the transport is in the diffusive
regime. The procedure follows from Cai et al.104, in which the heat diffusion equation
is solved analytically in the cylindrical coordinate while the temperature rise and
power dissipated in the graphene is understood to follow the same Gaussian profile as
that of the focused laser spot. In this model, the peak temperature rise is at the very
center, and the temperature at the edge of the hole very close to the temperature of
the ambient. The temperature probed by the Raman measurement is the average of
this temperature profile weighted by the Gaussian beam. Specifically, for a hole with
radius R and a Gaussian beam radius of r0, the temperature measured by Raman is
Tm ≈
∫ R
0
T (r)e
−r2
r20 rdr∫ R
0
e
−r2
r20 rdr
(2.6)
where the temperature profile T (r) is found to be
T (r) = T1 +
Q
2piκt
ln
R
r
β(r), for r ≤ R (2.7)
62
in which T1 is the temperature at r = R, Q is the laser power absorbed in the
graphene, κ is the apparent thermal conductivity, t u 0.335 nm is the thickness of
the graphene, and β(r) =
[
1 +
Ei (−r2/r20)−Ei (−R2/r20)
2 lnR/r0
]
with Ei being the exponential
integral. When the laser is focused on the center of the suspended graphene, the
thermal resistance measured by Raman is
Rm = Rg +Rc (2.8)
where Rg = (Tm − T1)/Q is the equivalent thermal resistance of the suspended
graphene and Rc = (T1 − Ta)/Q is the equivalent contact thermal resistance be-
tween the nitride membrane and the supported graphene at the edge of the hole and
Ta is the ambient substrate temperature. Since T1 = T (R) is not explicitly known,
but instead depends on the contact resistance between the membrane and the sup-
ported graphene, the derived expression for the contact thermal resistance from Cai
et al.
Rc = 1
2piR
√
gtκs
K0(zR)
K1(zR)
(2.9)
is used to estimate the thermal contact resistance in these measurements, where
K0 and K1 are the zeroth- and first-order modified Bessel functions of the second
kind, respectively, and zR = (g/κst)
1/2R. Using the values from Cai et al. for the
thermal interface conductance per unit area, g = 28+16/−9.2 MW m−2 K−1, and the
supported graphene thermal conductivity, κs = 370+650/−320 W m−1 K−1, a contact
thermal resistance of Rc ≈ (1.6 + 1.5/−0.75)× 104 K/W is obtained. With the value
for Rc known, T1 and Rg can be obtained, and the graphene thermal conductivity
can be calculated as
κ =
ln (R/r0)
2pitRg α (2.10)
where the parameter α = Tm−T1
T0−T1 β(r0) accounts for the Gaussian distribution of the
heater/sensor and T0 is the temperature at r = r0. As discussed in §2.4, Rc is small
in comparison with the total measured thermal resistance, Rm ≈ (1.6 ± 0.74) × 106
K/W, which is calculated as the measured graphene temperature rise by either peak
shift or the intensity ratio divided by the absorbed laser power.
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Uncertainty Analysis
The uncertainties in the thermal conductivity values were propagated from the
initial measurements of Raman peak position and intensity measured under different
heating conditions. Between 6 and 27 Raman acquisitions ranging from 30 seconds
to one minute were taken at each condition. The random uncertainties of the peak
position, Pω¯, and of the intensity ratio, Pρ¯, were taken using Student’s t-distribution
with double-sided 95% confidence. For n measurements, the random uncertainty of
quantity X is
PX¯ =
tn−1,95sX√
n
(2.11)
where the value tn−1,95 is the t-distribution value for 95% confidence and n−1 degrees
of freedom, and sX is the standard deviation of the n measured values of X. The
total uncertainty in X is then
UX¯ =
√
(PX¯)2 + (BX¯)2 = δX, (2.12)
implying that the Studentized random uncertainty PX¯ and the bias uncertainty BX¯
are added in quadrature, if a bias uncertainty can be attributed. For functions such
as thermal conductivity that depend upon multiple measured variables, each with
their own uncertainty, the total error must be propagated. Given a function f(X, Y ),
the error in f due to uncertainties in independent variables X and Y are summed in
quadrature:154
δf =
√
(
∂f
∂X
δX)2 + (
∂f
∂Y
δY )2 (2.13)
The uncertainty in the thermal conductivity values calculated by Eqn. (2.10) is
propagated from random uncertainties in the measurements, systematic uncertainties
in the laser power absorption, laser spot size, and hole size, and uncertainties in the
supported graphene thermal conductivity and interfacial thermal conductance taken
from Cai et al. as summarized in Fig 2.13.
Apparent Thermal Conductivity of Suspended Graphene
Figure 2.14 shows the apparent thermal conductivity of the suspended graphene
extracted via Eqn. (2.10) for an incident laser power of 4.71 mW, utilizing the different
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Figure 2.13: Uncertainty propagation for the thermal conductivity calculation.
apparent temperatures from the Raman measurement. For a given stage tempera-
ture, the extracted thermal conductivity values can vary widely depending on if a
particular peak shift or the anti-Stokes/Stokes intensity ratio was used to measure
the temperature. Apparent temperatures measured from the peak shift of Raman
bands that involve low frequency phonons, like the (D+D”)-band (filled squares), are
especially lower than the temperatures measured directly from the population of the
zone-center LO phonon population taken from the intensity ratio (triangles). The
measured higher temperatures result in the extraction of proportionally lower ther-
mal conductivities. This effect can potentially explain the relatively lower thermal
conductivity values obtained in a Raman measurement of suspended SLG based on
the intensity ratio,129 as compared with the higher values obtained from measure-
ments based on peak shift.103,104,131,155 The values shown in Fig. 2.14 are comparable
to the thermal conductivities measured for similar CVD graphene samples utilizing
peak shift as a temperature sensor.104,131
Thermal conductivity is a diffusive property that is only meaningful if local
equilibrium is established among the propagating energy carriers. Recalling Eqn.
(1.17), the steady-state Boltzmann transport equation for phonons with group veloc-
ity vg can be written as
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Figure 2.14: Apparent thermal conductivity of suspended graphene at extracted using
different phonon temperatures obtained from the Raman spectra. All values were
measured at an incident laser power of 4.71 mW.
vg · ∇rf0 = −f − f0
τ
(2.14)
where f0 =
1
exp (}ω/kBT )−1 is the equilibrium Bose-Einstein distribution at temperature
T . Since f0 depends on T , Eqn. (2.14) can be rewritten as
f(r, q) = f0 − τ df0
dT
vg · ∇T (2.15)
The phonon heat flux within volume –V along direction r can be determined by sum-
ming over all polarizations p and all wavevectors q
Qqr(r) =
1
–V
∑
p
∑
q
}ω(q, p)
[
f0(T )− τ df0
dT
dT
dr
vg,r
]
(2.16)
If a local equilibrium distribution f0(T ) can be defined, the total heat flux contribution
can be summed over all polarizations p, and the Fourier law is recovered as Qqr =
−κr dTdr from Eqn. (2.16). On the other hand, if no local equilibrium distribution at
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temperature T can be defined, then the inherently diffusive description of κ described
by the Fourier law is not meaningful.
2.5 Summary
Single layer graphene was grown by LPCVD and suspended over 10 µm-
scale holes. Heating in the suspended graphene caused by a tightly focused laser
heater/probe was investigated by opto-thermal micro-Raman measurements. In these
measurements, the temperature and power-dependence of the G-band anti-Stokes/Stokes
intensity ratio, along with the peak shifts of four Raman peaks were calibrated as tem-
perature sensors. Depending on which Raman spectral feature was used as a sensor,
the measured temperature of the graphene varied significantly, even under the same
heating conditions.
In addition, a first-principles-based multitemperature simulation was used to
show that the focused laser heating heats different energy carriers by different amounts,
driving a local thermal nonequilibrium between the energy carriers. In particular,
the greatest nonequilibrium was predicted between the out-of-plane acoustic (ZA)
phonons and the in-plane polarized acoustic (TA and LA) phonons, rather than be-
tween the hot charge carriers and optical phonons or between the optical phonons and
acoustic phonons. An analysis of the scattering pathways for the different Raman-
active phonons, along with the simulation results, showed that the different Raman
peaks are sensitive to different phonon populations in the graphene and that the
observed nonequilibrium behavior should be sustained only when the thermalization
length scales are larger than the size of the laser probe.
To illustrate the effects of the nonequilibrium, the apparent thermal conductiv-
ity of the suspended graphene was extracted from the various measured temperatures
and was found to vary considerably based on which apparent temperature was used.
The reason for the variability lies in the necessity to be able to define a single local
temperature for all the energy carriers that contribute to the thermal conductiv-
ity inside the laser spot. Under equilibrium conditions, the ZA phonons ordinarily
make the dominant contribution to thermal conductivity; however, given that they
are relatively underpopulated compared to the other carriers, they cannot achieve
their full heat spreading potential. The experimental and simulation results have
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implications for the graphene opto-electronic devices operating far from equilibrium,
where the driven nonequilibrium among the acoustic phonons could drastically re-
duce heat spreading performance and the nonequilibrium between the high-energy
carriers and acoustic phonons can affect electronic transport. In addition, the results
call into question the meaningfulness of ascribing a thermal conductivity based on
opto-thermal Raman measurements when the heater/probe spot size is smaller than
the energy carrier relaxation lengths in the material under investigation.
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Chapter 3
Unusual Ultrahigh Thermal
Conductivity in Boron Arsenide
1
3.1 Predicted High-κ Criteria-Breaking Boron Ar-
senide
In the early 1970s, Glenn Slack outlined the criteria necessary for achieving a
high thermal conductivity via phonon transport in materials.7 Namely, a high-κ ma-
terial should consist of light atoms with a low abundance of isotopic impurities that
form strong interatomic bonding and are arrayed in a simple crystal structure. These
1The content in §3.3 in this chapter was published in F. Tian, B. Song, X. Chen, N.K. Ravichan-
dran, Y. Lv, K. Chen, S. Sullivan, J. Kim, Y. Zhou, T.H. Liu, M. Goni, Z. Ding, J. Sun, G.A.G.
Udalamatta Gamage, H. Sun, H. Ziyaee, S. Huyan, L. Deng, J. Zhou, A.J. Schmidt, S. Chen, C.W.
Chu, P.Y. Huang, D. Broido, L. Shi, G. Chen, and Z. Ren, Science (80-. ). 361, 582 (2018).
F.T., B.S., and X.C. contributed equally. F.T. and Z.R. designed the crystal growth process. F.T.
grew the crystal samples. B.S., K.C., M.G., T.-H.L., Z.D., A.J.S., and G.C. performed the ther-
mal conductivity measurements and analyses by microprobe. X.C., S.S., J.K., Y.Z., J.Z., and L.S.
performed the thermal conductivity measurements by steady-state and Raman methods and the
electrical transport property measurements. N.K.R. and D.B. performed the thermal conductivity
calculations. Y.L. and P.Y.H. performed electron microscopy characterization in the Fredrick-Seitz
Material Research Laboratory Central Facilities. J.S., G.A.G.U.G., H.S., H.Z., L.D., S.H., S.C., and
C.-W.C. performed structural characterizations. F.T., B.S., X.C., D.B., L.S., G.C., and Z.R. wrote
the paper. All authors contributed to the discussion of the results and writing of the manuscript.
The project was directed and supervised by Z.R., G.C., L.S., and D.B.
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criteria neatly explain the large thermal conductivity found in the carbon allotropes
diamond and basal plane graphite: C is a light element that forms very strong cova-
lent bonds, and the diamond and hexagonal crystal structures are relatively simple.
However, in 2013, Lindsay, Broido, and Reinecke proposed a new potential route to
high κ through a phonon band engineering approach.31 Using first principles calcu-
lations, they predicted that an extraordinarily high thermal conductivity could be
achieved in binary compounds in which the two constituent elements have drastically
different masses, due to the resulting unique phonon bandstructure. In Chapter 1,
it was shown that changing the ratio of the constituent atomic masses in a diatomic
solid farther from unity resulted in an increased gap between the optical and acous-
tic phonon branches (recall Fig. 1.2). Lindsay, Broido, and Reinecke predicted that
the semiconductor boron arsenide (BAs) would have a large phonon band gap due
to its light boron and heavy arsenic atoms. Additionally, the trio predicted that
the acoustic phonon branches in BAs would be relatively bunched together even at
wavevectors far away from the Brillouin zone center. They expected the combination
of acoustic phonon bunching and large optical-acoustic phonon bandgap to reduce
the phase space for phonon-phonon scattering, leading the way for BAs to have a
theoretical room temperature (RT) thermal conductivity value comparable to dia-
mond at around 2000 W m−1 K−1 when considering up to three-phonon scattering.
Since then, however, experimental verification of ultrahigh κ in BAs was stymied by
the difficulty of growing sufficiently large, high-quality BAs single crystals. In 2017,
calculations that included phonon-phonon scattering up to the fourth order revised
the original 2000 W m−1 K−1 RT value down to 1400 W m−1 K−1,32 which is still
quite high, yet unusual because four-phonon scattering was previously considered to
make a negligible contribution to the thermal resistance in most materials. Addi-
tionally, even if specimens with high thermal conductivity could be produced, there
are many challenges to accurately measuring their κ that arise from the necessarily
small temperature gradients in high conductance samples and the issue of contact
resistance between temperature probes and the sample. As a result, there is a need
to develop sensitive contact-free methods for probing thermal transport in materials
with larger κ.
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3.2 Non-Contact Measurements for High-κ Mate-
rials
Materials with high thermal conductivity will develop proportionally small
temperature gradients in response to a relatively modest heat flux that would gener-
ate large gradients in a low-κ material. As a result, it is necessary to use temperature
sensors that can sensitively distinguish the small temperature drops across the mate-
rial. The need for high sensitivity is especially important for small, mm- or µm-scale
samples. Many of the most sensitive temperature sensing approaches are often ac-
tuated by electrical detection, including resistance thermometry and thermocouples,
and require physical contact with the sample. However, there is always a resistance
associated with imperfect thermal contact between the temperature probe and the
sample, resulting in a temperature drop between the sample and sensor.54 Further-
more, if the thermal contact is good, and the sensors and leads themselves have
non-negligible thermal conductance and radiation, there can be heat loss from the
sample material through the sensor contacts.
To address some of these issues, several non-contact microprobe techniques
have been developed to probe thermal transport in materials, including time and fre-
quency domain thermoreflectance (TDTR and FDTR, respectively). These methods
often utilize a metal transducer layer that is deposited on top of the polished smooth
sample in order to improve the reflectivity signal. Typically, a pulsed or modulated
pump laser will heat the sample while a probe laser will then interrogate the change
in reflectivity after some time or phase delay. By measuring the reflectivity change
for various delays, the data can be fit to a model that includes the thermal conduc-
tivity of the sample and the thermal interface conductance between the transducer
film and the sample.156 While long time and phase delays provide information on how
the heat is spreading far from the probe region, there are experimental limitations to
both the maximum length of the delay and the fidelity of the measured reflectance
signal for large delay times. These limitations make it difficult for microprobe mea-
surements to adequately probe thermal transport processes far away from the probed
region and throughout the bulk of a sample, thereby relegating them to quasi-local
measurements of thermal conductivity.
As discussed in Chapter 2, Raman spectroscopy can be calibrated as a local
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temperature sensor. Other inelastic light scattering spectroscopies (ILS), including
Brillouin light scattering (BLS), have also been demonstrated as non-contact tem-
perature sensors.95–97 However, the precision of Raman and other ILS thermometry
techniques has traditionally been relatively poor, with a temperature sensitivity on
the order of 10 K.104,131,135,157 The poor sensitivity of traditional Raman thermometry
limits its utility for detection of the small temperature gradients in materials with
high thermal conductivity. To circumvent these sensitivity limitations, modulation
techniques can be employed, as will be discussed later. Further complications in Ra-
man thermometry measurements can arise if the mean free paths of the predominate
heat carriers in the sample are sufficiently long and the thermalization length between
the Raman-active optical phonons and the heat carrying excitations is larger than the
laser probe’s spot size. When the thermalization length exceeds the probe spot size,
significant nonequilibrium of the optical phonons can be sustained and the thermal
transport becomes non-Fourier, as discussed in detail in Chapter 2. Finally, a major
limitation of ILS thermometry is the typical ignorance of the laser power absorbed
by the sample, which, under standard analysis, is a critical quantity for obtaining the
thermal conductivity.
Laser flash analysis (LFA) is another non-contact optical technique that is
used to probe thermal transport in materials. LFA measurements are time-resolved
measurements in which a material’s thermal diffusivity (α) can be obtained from the
heat equation ∂T
∂t
= α∇2T . In LFA measurements, a strong heat pulse, usually in the
form of a bright light, is incident on one side of a sample. Over the course of time, the
thermal emission on the opposite side of the sample is monitored by an infrared (IR)
sensor. Once the heat pulse traverses the sample to reach the monitored side, the
surface temperature rise is detected by the IR sensor and the delay time is recorded.
In one dimension with adiabatic boundaries and a short heating pulse, the thermal
diffusivity is obtained as158
α ≈ −L
2 ln 1
4
pi2t1/2
(3.1)
in which L is the distance between the heated and probed surface and t1/2 is the time
to half maximum temperature rise. The measured thermal diffusivity can be coupled
with the specific heat (Cp) measured by calorimetry to obtain the thermal conduc-
tivity: κ = αρCp where ρ is the density. However, there are key limitations relating
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to the size and geometry of allowed samples in LFA measurements. Specifically, the
typical sample geometry requires mm-scale rectangles, which limits its use for small
samples or those samples with varying aspect ratios. Additionally, different samples
may have different emissivities at their surfaces, and so samples are typically coated
with graphite to homogenize sample-to-sample emissivity variation.
Finally, a technique that represents a synthesis of the two above is laser flash
Raman.159 In this measurement, a high aspect ratio sample is cantilevered from or
suspended between two heat sinks while a laser probe is focused to either the end of
the cantilevered sample or the center of the suspended sample. In this configuration,
two types of Raman measurements are performed: a traditional measurement with a
continuous wave (CW) laser and a measurement with short laser pulses separated by
long delay times. These two configurations represent two separate heating configu-
rations, with the CW laser providing completely steady-state heating and the pulsed
laser providing completely transient heating. In short, two separate solutions to the
heat equation can be obtained for these two cases, and by normalizing them, the op-
tical absorptivity can be canceled while the thermal diffusivity can still be obtained.
Key limitations in laser flash Raman are the requirement of additional optics to pro-
vide the laser pulses, a more cumbersome analysis, and necessary pre-knowledge of
the material’s specific heat in order to obtain its thermal conductivity.
3.3 Measurement of BAs Crystals with Ultrahigh
Bulk κ
Large BAs crystals on the scale of several mm have recently been grown at the
University of Houston (UH) and UT Dallas via a seeded chemical vapor transport
(CVT) technique.35,36,160 In Tian et al.,35 the thermal conductivity of various samples
cut from the crystals grown at UH was investigated by several techniques performed
by different groups, including TDTR and FDTR performed in Gang Chen’s group
at MIT, and steady-state bulk thermal conductivity measurement by a comparative
method performed at UT. Meanwhile, samples cut from these crystals were inves-
tigated for defects by transmission electron microscopy (TEM) at the University of
Illinois Champaign-Urbana in Pinshane Huang’s group, while theoretical calculations
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of the BAs thermal conductivity were performed in David Broido’s group at Boston
College. Additionally, electrical resistance, mobility, and Seebeck measurements were
carried out at UT Austin.
3.3.1 Bulk Steady-State Measurements
In the steady-state comparative method, because the reference and sample are
placed thermally in series, the thermal conductivity of the sample can be obtained as
follows.
Qh = −κr∇TrAr = −κs∇TsAs
∴ κs =
κr∇TrAr
∇TsAs =
κr∆TrArls
∆TsAslr
(3.2)
where Qh is the heater power, ∆T is the temperature drop, A is the cross-sectional
area, l is the distance over which ∆T is measured, and the subscripts s and r refer to
the sample and reference, respectively. In this approach, pre-knowledge of reference
thermal conductivity κr at a particular ambient temperature can yield the sample
thermal conductivity without measurement of the heater power Qh. The thermal
conductivity of three BAs samples were evaluated in the temperature range of 150 K
to 300 K using this method.
Several crystals obtained from UH were diced into large aspect ratio bars (sam-
ples numbered 3, 4, and 5) with lengths on the order of 2 mm and lateral dimensions of
approximately 100 µm × 200 µm using a wafer dicing saw (DAD 321) and a diamond-
coated blade with with a thickness of 100 µm. Shown in the schematic in the inset
of Fig. 3.1(a), the long, thin BAs bars were adhered by silver epoxy end-to-end with
a 0.4 mm × 0.4 mm × 4 mm Si bar. Two sets of differential thermocouples each
consisting of two copper/constantan (Ni0.45Cu0.55) junctions in series were fabricated
with D = 12.7 µm wire and attached to the BAs sample and the Si reference with
superglue. A heater was attached to the far end of the Si reference, while the opposite
end of the BAs was adhered to a Cu heat sink with silver epoxy. The temperature
drops across the Si reference and the BAs sample were measured by the voltage signal
from the differential thermocouples. The thermal conductivity of the Si reference bar
was measured using the thermal transport measurement option in a Quantum Design
Physical Properties Measurement System (PPMS) and by the comparative method
using another Si bar as a reference, and was found to be consistent with literature
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values,161,162 as shown in Fig. 3.1(b).
Figure 3.1: (a) Illustration of the steady state comparative method used to measure
the BAs bulk thermal conductivity by both Raman and differential thermocouples
(TC). (b) Thermal conductivity of Si measured by PPMS and a steady state com-
parative method with another Si bar, as compared to two literature values.161,162
At each ambient temperature, the temperature drops ∆Tr along the Si ref-
erence and ∆Ts along the sample were measured by the voltage signal from the
differential thermocouples at different heater powers, Qh. Using a current source,
four different heating currents (Ih) were applied to the heater with a resistance of
Rh ≈ 350 Ω, and the heating power was approximated as Qh ≈ I2hRh. The slopes
based on linear fits to ∆T versus Qh were then used to calculate the ratio between
the reference and the sample temperature gradients in order to obtain the sample
thermal conductivity. As previously mentioned, this approach was verified on a Si
sample (Fig. 3.1(b)).
Using the thermocouples, the room temperature thermal conductivity ranged
from about 570 Wm−1K−1 for sample #4 to about 900 Wm−1K−1 for sample #5, as
shown in Fig. 3.2. If the BAs samples do indeed have such high thermal conduc-
tivities, the thermal contact resistance at the thermocouple junctions could play a
significant role and add error to the measurement. To investigate the role of thermal
contact resistance and to validate the high thermal conductivity of the thermocouple
measurement, a form of contact-free Raman thermometry with improved temperature
sensitivity was developed.
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Figure 3.2: Temperature-dependent bulk thermal conductivity of BAs samples #3-5
obtained by the steady state comparative method using Si as a reference. Based on
measurements performed by Xi Chen.
3.3.2 Probing Intrinsic Thermal Conductivity by Lock-in Ra-
man Thermometry (LIRT)
In a typical Raman thermometry measurement, the Raman shift as a function
of ambient temperature is used to calibrate the peak shift as a temperature sensor.
At a given heating condition, many measurements of the peak shift are taken and
the average shift can be converted into a temperature rise. However, as discussed
previously, this approach has poor sensitivity and is inadequate for detecting the
small temperature gradients in high conductivity materials. To improve the sensitivity
of Raman thermometry and to investigate the role of contact resistance in thermal
transport measurements, a numerical lock-in approach has been developed.35
In these measurements, a DC current supplied to the heater was modulated
to follow a sinusoid of the form I(j) = I0 sin
2jpi
N
where I0 = 15 mA is the maximum
current supplied to the heater, N = 12 is the number of discrete points per complete
cycle, and the integer j increases from 0 to 25N . At roughly 1000 seconds, the
period of each measurement cycle was kept rather long in order to ensure steady state
had been reached. The position of the 520 cm−1 Raman band was used as a local
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temperature sensor for Si and the 698 cm−1 band was used for BAs, and the probe spot
was scanned along x, choosing locations close to the thermocouple junctions, in order
to quantify the temperature drops. Figure 3.3(a) shows the measured temperature
rise measured by LIRT at two locations on the Si and the BAs at room temperature.
Fig. 3.3(b) shows the amplitude spectrum for the Raman shift at the two locations,
points 1 and 2, along the BAs bar. The spectrum for point 2 is shifted by 0.2 along the
x-axis for clarity. The amplitude of the second harmonic peak shift was converted into
a temperature rise using the Raman temperature coefficients, χSi = −0.0176 cm−1/K
and χBAs = −0.02094 cm−1/K. The Raman temperature coefficients were calibrated
by placing both the Si and BAs directly in contact with a hot plate and measuring
the Raman shift at various hot plate temperatures, as shown in Fig. 3.3(c,d).
The ability for LIRT to improve upon the sensitivity of ordinary Raman mea-
surements is demonstrated in the following comparison. Figure 3.4 shows the Raman-
measured temperature rise at two locations on the Si and the BAs bars as a function
of heater current (a) and heater power (b) when all 25 of the measurements at the
same heating current were averaged together. The temperature gradients obtained
from the average of these measurements were 4.0±2.1 K/mm for the Si and 2.4±1.7
K/mm for the BAs for a heater power of 81 mW. The random uncertainties are large
because averaging the measurements also includes the broad spectrum of noise.
In comparison, the temperature gradients measured by the LIRT approach are
2.6±0.6 K/mm on the Si and 2.2±0.4 K/mm along the BAs bar. The numerical lock-
in approach and Fourier component analysis substantially reduces the uncertainty by
eliminating noise at other frequency components by isolating only the heating signal
at the Joule heating frequency. In analyzing frequency spectra, there are two distinct
types of noise: frequency-dependent or “1/f” noise, and “white” noise or random
noise. In order to maximize the signal-to-noise ratio, it is important to choose a
modulation frequency that ensures that the measured signal is in the frequency-
independent white noise regime. As shown in Fig. 3.5, the signal at the second
harmonic is outside of the 1/f noise region.
In addition, drift in the ambient temperature was eliminated by subtracting
the Raman peak shift measured at the first point in each cycle when no current was
applied, I(0) = I0 sin 0 = 0, from the other 11 points in the cycle. The FFT of the
data obtained with this zero-point offset approach has a smaller noise floor than the
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Figure 3.3: (a) Measured temperature drop as a function of x along the Si bar and
BAs bar (circles). Lines are linear fits. The inset schematically shows the comparative
method. (b) Amplitude spectrum of the Raman shift taken at x = 3.38 mm (location
1) and x = 4.39 mm (location 2) along the BAs bar. They are offset by 0.2 along
the x-axis so that the two can be distinguished. The inset shows the raw Raman
peak position modulation caused by the heating. Peak shift as a function of hot plate
temperature for (c) Si and (d) BAs. The lines are linear fits, obtaining χSi = −0.0176
cm−1/K and χBAs = −0.02094 cm−1/K, and the insets show prototypical Raman
peaks.
amplitude spectrum of the peak shift alone. The signal-to-noise ratio (SNR) of the
second harmonic peak in the zero-point offset amplitude spectrum was as large as 140,
meaning the ratio of the noise floor to the signal was only about 0.7%. This represents
the relative uncertainty in the Raman peak shift measurement. In comparison, the
difference in the peak amplitudes shown in Fig. 3.3(b) was 15%, indicating that this
measurement approach is sufficiently sensitive to resolve the temperature drop along
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Figure 3.4: Measured temperature rise at two locations along the Si reference and
BAs sample as a function of heater current (a) and heater power (b). Dashed lines
are fits to the data, quadratic in (a) and linear in (b).
Figure 3.5: (a) Measured Raman shift over 25 heating cycles. (b) The FFT of (a)
with the 1/f and white noise regions indicated.
the sample. Further details about the uncertainty analysis in the measurements will
be discussed below.
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Uncertainty Analysis for the Steady-State Comparative Measurements
and LIRT
As derived in Eqn. (3.2), the thermal conductivity of a sample in the compar-
ative method is obtained as
κs =
κr∇TrAr
∇TsAs (3.3)
in which temperature gradient is given as ∇T = ∆T/∆x, and the temperature drop
∆T across length ∆x = x2 − x1 is measured by either the differential thermocouples
or by scanning the Raman probe laser. As such, in the LIRT measurement, the
temperature drop is ∆T = ∆T2 −∆T1, where ∆Ti is the temperature rise measured
at location i. As before, the uncertainty in κs is calculated by the quadrature sum:
δκs =
[(
∂κs
∂κr
δκr
)2
+
(
∂κs
∂∇Tr δ∇Tr
)2
+
(
∂κs
∂Ar
δAr
)2
+
(
∂κs
∂∇Ts δ∇Ts
)2
+
(
∂κs
∂As
δAs
)2]1/2
(3.4)
In the Raman measurements in particular, the uncertainty in the temperature drop
is obtained from the quadrature sum of the uncertainties in ∆Ti as
δ∆T =
[(
∂∆T
∆T1
δ∆T1
)2
+
(
∂∆T
∆T2
δ∆T2
)2]1/2
(3.5)
The uncertainty in each Raman-measured temperature rise ∆Ti arises from
two sources − the uncertainty in the measured Raman shift ∆ω and uncertainty in
the calibrated Raman temperature coefficient χ. The uncertainty in ∆ω is quantified
by the SNR of the second harmonic peak amplitude in the FFT of the zero-point
offset Raman shift data. As discussed previously, the relative uncertainty in the
peak shift is on the order of 0.7%, which is appreciably smaller than the random
uncertainty obtained by simply averaging the data together. Once the Raman shift
∆ω is measured, it is then converted into a temperature rise based on the Raman
temperature coefficient χ = dω/dT , which is the second source of random uncertainty.
The temperature rise measured by Raman at point i is ∆Ti =
∆ω
χ
and its uncertainty
is
δ∆Ti =
[(
∂∆Ti
∆ωi
δ∆ωi
)2
+
(
∂∆Ti
∂χ
δχ
)2]1/2
(3.6)
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The coefficient χ is obtained by a least-squares fit to a set of N data point
pairs (Tp, ωp). The least-squares fit algorithm obtains the slope as
χ =
N
∑N
p=1 Tpωp −
∑N
p=1 Tp
∑N
p=1 ωp
N
∑N
p=1(Tp)
2 −
(∑N
p=1 Tp
)2 (3.7)
Therefore the random uncertainty in χ propagated through the least-squares fit is
δχ =
[
N∑
p=1
(
∂χ
∂ωp
)2
δω2p +
N∑
p=1
(
∂χ
∂Tp
)2
δT 2p
]1/2
(3.8)
in which δωp is the random uncertainty in n measurements of the Raman shift taken
at each temperature point Tp. This uncertainty is given by
δωp =
tn−1,95σωp√
n
(3.9)
where tn−1,95 is the t-distribution value for 95% confidence and n − 1 degrees of
freedom, and σωp is the standard deviation in the n measured ωp values.
With the uncertainties in the Raman measurements propagated, the tempera-
ture gradients along the Si and the BAs can be quantified with reasonable precision
in a contact-free measurement. As shown in the comparison in Fig. 3.6(a), tem-
perature gradients measured by the differential thermocouples and by LIRT are the
same within uncertainty. Figure 3.6(b) shows the thermal conductivity of the three
BAs samples measured by the thermocouples in addition to that measured by LIRT
(open triangle). The temperature in the LIRT measurement was taken as the cryo-
stat ambient temperature plus the average temperature rise in the BAs because a
larger heating power was used in LIRT as compared with the thermocouple-based
measurements. The non-contact measurements by LIRT validate BAs as the only
semiconductor with ultrahigh thermal conductivity.
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Figure 3.6: (a) Comparison of the temperature gradients (∇T ) measured on the Si
and BAs #3 by thermocouples (TC) and LIRT at an ambient temperature of 308.9 K
and a heater power of 81 mW. (b) Temperature-dependent bulk thermal conductivity
of BAs samples #3-5 obtained by the steady state comparative method and lock-in
Raman for BAs #3 (open triangle).
3.4 Measurement of Thermal Transport in a BAs
Microrod
As shown in prior work from UT Austin, BAs microstructures can be obtained
during the chemical vapor transport (CVT) growth process when using boron particles
as a source/seed.163–165 These structures nucleate on the surface of the boron particles
and grow outward into high aspect ratio needles or microrods. Figure 3.7 shows one
such microrod that was transferred to a microfabricated device, with one end of the
rod resting on a suspended metal serpentine heater patterned on a silicon nitride
membrane and the other end resting on the surface of a silicon nitride/silicon wafer.
The adjacent suspended heating membrane is left blank. The side-view scanning
electron micrograph in Fig. 3.7(b) shows the roughly conical cross-section of the
microrod. After transfer, ∼1.5 µm of aluminum was deposited on the two ends of the
rod by electron beam evaporation through a shadow mask in order to enhance thermal
contact between the suspended heater and the supported heat sink. The device was
then loaded into an optical cryostat (Montana Instruments) and evacuated to high
vacuum by a turbomolecular pump.
Measurement of the thermal conductance of the microrod was carried out using
the suspended serpentine metal line as a heater with quantifiable heating power and
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Figure 3.7: Scanning electron micrographs of the BAs microrod with one end resting
on a suspended heater/thermometer device and the other end supported on the sub-
strate (a) in perspective and (b) up-close side view. The inset in (b) is a top-down
view.
using micro-Raman thermometry to probe the temperature rise at various locations
along the sample’s length. A λ = 532 nm laser with a power of approximately
115 µW was focused through a 50× long working distance objective lens onto the
microrod while a direct heating current, I was provided to the serpentine on the
heating membrane to generate a Joule heating power of Qh = I
2Rh. The Raman-
active zone-center T2 phonons in the cubic BAs produce inelastically scattered light
with a Raman shift of approximately 698 cm−1. This Stokes-shifted light was sent
to a Raman spectrometer with a 320 mm focal length and a diffraction grating with
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2400 grooves per mm to achieve a spectral resolution of around 1.1 cm−1.
3.4.1 LIRT Measurements of a BAs Microrod
Lock-in Raman thermometry was again employed to investigate the intrinsic
thermal conductivity of BAs. In this approach, the DC heating current was stepped
in discrete intervals to follow a sinusoidal pattern of the form I(j) = I0 sin
2jpi
N
where
I0 ≈ 350µA, N = 12, and the integer j increases from 0 to 40N , i.e. 40 full periods of
12 discrete points were used. At each of the discrete values of the heating current, the
Raman spectrum at a particular point along the BAs was collected over 6 seconds,
meaning each cycle took approximately 72 seconds. This is shown schematically in
Fig. 3.8(a), which shows a false-color scanning electron micrograph of the suspended
microrod and the three measured locations at 11.9, 36.9, and 70 µm away from the
heater edge indicated by green circles. During the measurement, the voltage and
the current though the heating line are measured. Each applied DC heating current
I(j) generates a Joule heating power of Qh(j) = I(j)
2Rh in the serpentine heater and
QL(j) = I(j)
2RL in the current-carrying leads with resistance RL. Because the power
depends quadratically on the supplied current, Qh and QL, and thus the temperature
rise ∆T will vary at twice the frequency of the applied current, or 2νJ . The measured
heating current over the first 10 cycles of a measurement is shown in Fig. 3.8(b),
while the corresponding measured Raman shift at a point in the BAs microrod is
shown to oscillate at twice the frequency of the applied heater current (Fig. 3.8(c)).
Fourier frequency component analysis was used to isolate the Raman shift
at various points in the BAs microrod due to heating in the suspended membrane.
The fast Fourier transform (FFT) algorithm as implemented by Matlab was used to
convert the Raman shift time-series data, e.g. that shown partially in Fig. 3.8(c), into
the frequency domain. Fig. 3.9(a) displays the amplitude spectra obtained by the
FFT of the Raman shift time-series data obtained at each of the three points along
the microrod at T = 298 K. The only evident peak in the amplitude spectra occurs
at the second harmonic, 2νJ , which is the same frequency as the Joule heating in the
suspended heater. Compared to traditional Raman thermometry measurements, this
numerical lock-in approach improves the sensitivity by removing the broad spectrum
of noise at other frequency components through the isolation of only the Joule heating
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Figure 3.8: (a) False-color scanning electron micrograph of the suspended BAs micro-
rod with the locations of the Raman-measured temperature rise indicated schemat-
ically by the green circles. (Inset) Raman spectrum collected at T = 233.5 K. (b)
Measured heater current over the 10 first cycles. The 12 discrete points per cycle
approximate a sine with frequency νJ . (c) Corresponding Raman shift over the first
10 cycles.
component at the second harmonic. The Raman spectra taken when there is no
heating applied to the device (Qh = QL = 0) were used to calibrate the peak shift
versus ambient temperature slope, shown in Fig. 3.9(b). By using the slope χ =
dfR
dT
, the second harmonic amplitude 〈δfR〉2νJ can be converted into an equivalent
temperature rise at the point x probed by the laser as
∆T (x) =
〈δfR〉2νJ (x)
χ(x)
(3.10)
The procedure of obtaining the ∆T versus position (x) was performed for
multiple ambient temperatures between 233.5 K and 320 K. During the Raman mea-
surements, the heater current, two-probe voltage, and four-probe voltage across the
suspended heater was simultaneously measured. In addition, the two-probe and four-
prove I-V characteristics of the adjacent blank suspended heating device were mea-
sured under the same ambient conditions.
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Figure 3.9: (a) Amplitude spectra of the measured Raman shift data at the three
different points probed along the length of the microrod. The large peak at the
second harmonic of the current excitation frequency decreases as function of distance
from the heating membrane. (b) Measured Raman shift as a function of ambient
cryostat temperature when there is no heating applied to the device. (c) Equivalent
temperature rise as a function of position using the amplitude of the second harmonic
peaks in (a) and the slope of (b) to convert to ∆T .
Differential Measurement to Isolate BAs Heat Flux
To obtain the thermal conductance of the sample, it is necessary to know the
heat flow though it. As shown schematically in Fig. 3.10(a), both heater islands
are connected to the ambient environment at temperature T0 by six silicon nitride
beams. The excitation current is delivered to the heating membrane through leads on
beams i = 1, 2 for the blank device and i = 7, 8 for the device with the BAs sample,
thereby generating heating power QL on each of the leads. QL generates a parabolic
temperature distribution along the length of the beams that is symmetric about the
halfway point, causing half of the heat flow QL/2 to go toward the heating membrane
and half to go to the ambient. Meanwhile, current flow through the serpentine heaters
on the membranes generates a heating power Qh,B and temperature rise ∆Th,B =
Th,B−T0 on the blank heater island, and similarly a heating power Qh,S on the heater
island with the sample generates a temperature rise ∆Th,S = TS −T0. The generated
heat is transferred to the environment through the beams, each with nominal thermal
conductance gB and through the BAs sample with conductance GBAs. For the blank
heater, the heat flow through the beams into the substrate can be written as
Q1−2 = 2 (gb∆Th,B +QL,B/2)
Q3−6 = 4gb∆Th,B
(3.11)
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and for the heater with the sample:
Q7−8 = 2 (gb∆Th,S +QL,S/2)
Q9−12 = 4gb∆Th,S
QBAs = GBAs∆Th,S
(3.12)
Figure 3.10(b) shows the equivalent thermal circuit for this configuration, with the
total beam resistance Rb = 1/(6gb). This makes the assumption that the beam
conductances gb are nominally the same for both the blank and non-blank heater
islands, which is typically true to within 5%.166 In addition, the heat generated in
each of the heater islands must be balanced exactly by the heat dissipation in the
substrate due to the conservation of energy:
Qh,B + 2QL,B = Q1−2 +Q3−6
= 2 (gb∆Th,B +QL,B/2) + 4gb∆Th,B
= Gb∆Th,B +QL,B
(3.13)
for the blank device, and
Qh,S + 2QL,S = Q7−8 +Q9−12 +QBAs
= 2 (gb∆Th,S +QL,S/2) + 4gb∆Th,S +QBAs
= ∆Th,SGb +QBAs +QL,S
(3.14)
for the heater with the sample, with Gb = 6gb. Eqns. (3.13) and (3.14) simplify to
Qtotal,B = Qh,B +QL,B = Gb∆Th,B
Qtotal,S = Qh,S +QL,S = ∆Th,SGb +QBAs
(3.15)
Therefore, a measurement of Qtotal,B versus ∆Th,B in the blank device can obtain
the total beam conductance Gb, and the heat flux through the BAs, QBAs, can be
isolated.
The voltage drop between two points where current-carrying lines meet the sub-
strate, V2p yields the heating power Qh + 2QL = IhV2p. Meanwhile, the power in the
serpentine heater is obtained from the four-probe voltage configuration as Qh = IhV4p.
Therefore, the power dissipated in the current-carrying leads isQL = Ih (V2p − V4p) /2,
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Figure 3.10: (a) Schematic of the two suspended micro-heaters that comprise the
measurement device and the heat conduction pathways to the environment. (b) The
equivalent thermal circuit.
and the beam conductance can be obtained from the blank device and Eqn. 3.15
as Gb = (Qh,B +QL,B) /∆Th,B. The temperature rise in the heaters is measured
by resistance thermometry − measuring the change in resistance in the blank and
sample-contacting heaters ∆Rh,B and ∆Rh,S. At each of the environment tempera-
tures, T0, the resistance of the heater is measured at zero heating power Rh(Ih = 0),
which yields the temperature coefficient of the blank and sample-contacting resistance
thermometers dRh,B/dT and dRh,S/dT , respectively. The temperature rises are thus
∆Th,B = ∆Rh,B/(dRh,B/dT ) and ∆Th,S = ∆Rh,S/(dRh,S/dT ). Fig. 3.11(b) shows
the blank heater plus lead power, Qh,B + QL,B, versus the heater temperature rise
∆Th,B for T0 = 298 K. From Eqn. 3.15, the slope yields the total beam conductance
of Gb ≈ 130 nW/K. With the extracted beam conductance, the heat flow through
the sample is then
QBAs = Qh,S +QL,S −Gb∆Th,S (3.16)
where QL,S is again obtained from the difference between the two-probe and four-
probe voltage measurements.
Assuming one dimensional heat conduction, the heat flux through the sample is re-
lated to its thermal conductivity as
QBAs = Qx = −κBAsAcdT
dx
(3.17)
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Figure 3.11: (a) Blank serpentine heater resistance as a function of applied heating
current at T0 = 298 K. Gray, dashed line is a quadratic fit. (b) Serpentine heater +
lead power versus temperature rise in the blank heater. The line is a linear fit whose
slope yields the beam conductance, Gb.
where Ac is the cross-sectional area of the microrod and varies along the length of the
conically-shaped sample. The thermal conductivity can be obtained by numerically
integrating Fourier’s law and solving for the temperature in terms of the varying
cross-sectional area:
dT = Qx
dx
κAc(x)∫ ∆T (x)
0
dT =
∫ x
0
Qx
dx
κAc(x)
∆T (x) = ∆T (0) +
Qx
κ
∫ x
0
1
Ac(x)
dx
(3.18)
The cone-shaped microrod had an elliptical cross-section with a semi-major
axis half-length of a1 = 4.6 µm and semi-minor axis half-length of b1 = 3.3 µm on the
large end of the cone and a2 = 3.1 µm and b2 = 2.0 µm on the small end of the cone
as measured by SEM. The cross-sectional area is assumed to vary along x according
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to
Ac(x) = pir1(x)r2(x)
where
r1(x) =
(a2 − a1)x
L
+ a1
r2(x) =
(b2 − b1)x
L
+ b1
(3.19)
The last equation in (3.18) is fit to the experimentally measured temperatures
at the three different positions along x and the thermal conductivity κ can be obtained
based on the fit. The uncertainty is then estimated based on the difference between the
numerically calculated temperature and the experimentally measured temperatures.
The thermal conductivity of the microrod as a function of temperature is shown in
Fig. 3.12.
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Figure 3.12: Thermal conductivity of the BAs microrod as a function of average
temperature as measured by lock-in Raman.
3.5 Origin of Reduced Thermal Conductivity in
BAs
Previous measurements of BAs have obtained thermal conductivity values only
as high as a couple hundred Wm−1K−1 in relatively small crystals or microstructures.
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160,165,167, and recently in large crystals.168 The relatively low thermal conductivi-
ties were attributed to elemental impurities from the source materials, crystal grain
boundaries, charge carrier-phonon scattering due to unintentional doping, point de-
fects including isotopic disorder, and vacancies resulting from arsenic deficiency. The
latter, for example, was thought to be especially plausible due to the disparate melt-
ing temperatures and thus vapor pressures between elemental boron and arsenic in
the growth process and the As deficiency was found to be as high as 2.8%.167 How-
ever, Fig. 3.13 shows representative X-ray photoelectron spectroscopy (XPS) signals
for the As 3d and B 1s peaks for a BAs particle grown by CVT. Based on the XPS
spectra, the atomic ratio of As:B is calculated to be 49.98:50.02, indicating an As
deficiency of only about 0.04% in this sample. However, other impurities may be the
cause of the reduced thermal conductivity, which is presently being investigated by
time of flight secondary ion mass spectrometry (TOF-SIMS) analysis.
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Figure 3.13: XPS spectrum for a CVT-grown BAs particle after 15 seconds of sput-
tering with argon ions. The calculated As:B ratio of the particle is 49.98:50.02.
Figure 3.14 shows the measured thermal conductivity of the three bulk BAs
samples grown at UH measured by the steady-state comparative method and LIRT
along with the results for the microrod grown at UT. The red solid line is the in-
trinsic thermal conductivity calculated from first principles by David Broido’s group.
Specifically, density functional perturbation theory (DFPT) was used to obtain the
interatomic force constants (IFCs) up to the fourth order. A full solution of the Boltz-
mann transport equation (BTE) for phonons including three-phonon, four-phonon,
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and Tamura-type isotope impurity scattering using the natural abundance of 10B/11B
was implemented to obtain the intrinsic thermal conductivity. While the bulk ther-
mal conductivity values obtained for BAs are quite high, it is clear that they are
still below the theoretical limit. In addition to three-phonon, four-phonon, and iso-
tope impurity scattering, the experimental measurements were fit with the additional
phonon-point defect scattering rates and grain boundary scattering. A mass variance
parameter, g, was used to characterize the strength of the scattering by point defects.
Meanwhile, the grain boundary scattering rate was taken as 1/τ gbλ = L/vλ, where L
is the characteristic grain size and vλ is the group velocity of mode λ. As indicated
in the legend, sample BAs #4 is found to have the smallest characteristic grain size
and largest mass variance parameter, while #5 has the largest grain size and lowest
g. In addition, it was found that the experimental data could not be adequately
fit by considering three-phonon scattering alone. In particular, the full BTE con-
sidering three-phonon scattering alone predicts a considerably weaker temperature
dependence of the thermal conductivity.35
Furthermore, cross-sectional TEM analysis was performed on BAs crystals
grown at UH. While no point defects or vacancies were clearly visible, planar defects
including mirror twin boundaries were observed. In addition, TDTR and FDTR
measurements found variation in the thermal conductivity at different locations on
the same sample. For sample #1, the lowest measured room temperature value was
640±70 Wm−1K−1, while the largest was 1160±130 Wm−1K−1. The fitting of the ex-
perimental data to the calculations, the cross-sectional TEM results, and the spatially
varying thermal conductivity indicate that planar defects such as grain boundaries
and point defects, including vacancies or impurity atoms, play an important role and
may be the cause for reduced bulk κ in the measured crystals. These results moti-
vate the very sensitive dependence of BAs thermal conductivity on any defects in the
crystal.
3.6 Summary
Millimeter-scale boron arsenide (BAs) crystals grown at UH were measured to
have high thermal conductivities by a variety of techniques. To investigate the bulk
thermal conductivity (κ) of these crystals, a steady-state comparative method us-
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Figure 3.14: Temperature-dependent bulk thermal conductivity of BAs samples #3-5
obtained by the steady state comparative method and lock-in Raman (open triangle)
and for a BAs microrod obtained by lock-in Raman (black circles). The lines are
theoretical calculations that include three- and four-phonon scattering, as well as
scattering by isotopic disorder and point defects and grain boundaries. Boundary
scattering mean free path L and point scattering strength parameter g are specified
in the legend. The shaded bands demarcate the uncertainties in the experimentally-
measured data.
ing silicon (Si) as a reference material and differential thermocouples as temperature
sensors was employed. These measurements obtained room temperature thermal con-
ductivity values up to almost 1000 Wm−1K−1. However, measurements of high ther-
mal conductivity materials are prone to errors due to thermal resistance at contacts
made with the high-κ sample. To investigate the role of thermal contact resistance
and to validate the ultrahigh κ of BAs, a contact-free lock-in Raman technique was
developed.
The lock-in Raman thermometry (LIRT) utilized a modulated heating profile
that followed a discrete sinusoid. Steady-state was reached at each heating condition,
and the peak shift in the Raman spectrum of either the Si or the BAs was used
as a temperature sensor. Fourier component analysis of the results was used to
isolate the second harmonic component of the Raman shift caused by the modulated
Joule heating in the heater placed on the Si. This approach was found to help
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eliminate the broad spectrum of noise that is ordinarily averaged into traditional
Raman thermometry measurements, and improves the sensitivity to be better than 1
K. The measured temperature gradients, and thus thermal conductivity of the BAs
was found to match that obtained by the differential thermocouples, thereby showing
a minimal effect of contact resistance in the measurements and validating BAs as the
only semiconductor with ultrahigh thermal conductivity.
In addition, the thermal conductivity of a BAs microstructure grown at UT
Austin was measured by LIRT. In lieu of a comparative method, the heat flux through
the sample was quantified by using a suspended microfabricated heater/sensor device
in a differential configuration. By performing thermal circuit analysis of the blank and
sample-contacting heaters, the heat flux through the sample was able to be isolated
and the thermal conductivity was obtained.
Finally, BAs has been predicted to have a bulk thermal conductivity some-
what higher than the crystals measured here at around 1300 Wm−1K−1. While pre-
viously predicted to have even larger thermal conductivity (> 2000 Wm−1K−1) based
on calculations including up to three-phonon scattering, new first-principles calcu-
lations have indicated an appreciable effect of four-phonon scattering in BAs. The
temperature-dependence of the experimental results was only able to be fit by in-
cluding three- and four-phonon scattering. In addition, the inclusion of phonon-grain
boundary scattering and phonon-point defect scattering to fit the experimental re-
sults, along with cross-sectional transmission electron microscopy of crystals indicates
the importance of planar defects (e.g. mirror twin boundaries) and point defects on
boron arsenide’s thermal transport characteristics. While these results finally val-
idate BAs as an ultrahigh-κ semiconductor, there is still much to be understood
about its synthesis-processing-thermal properties relationships, as well as improving
the scalability of BAs growth.
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Chapter 4
Spin-Mediated Energy Transport
In Magnetic Insulator-Heavy
Metal Heterostructures
4.1 Background
The generation, control, and detection of pure spin currents is central to any
spintronic device. Past and present iterations of such devices have relied heavily on
ferromagnetic metals to generate polarized spin currents or to modulate the magne-
totransport behavior of charge currents through their magnetization-dependent resis-
tance, or magnetoresistance (MR). A panoply of MR effects have been uncovered in
metallic ferromagnets, including anisotropic magnetoresistance (AMR),66 giant mag-
netoresistance (GMR),68,169 and tunnel magnetoresistance (TMR),67,170–172 and play
a critical role in modern data storage technologies.173 In addition, MR effects have
been uncovered in normal metals that are in close proximity to ferromagnets and are
enabled by the spin Hall effect (SHE).63,69,70 Predicted by D’yakonov in the 1970s and
first referred to as such by Hirsch in the late 1990s, the SHE in a normal metal can
convert some portion of an ordinary charge current into a pure spin current (i.e. net
zero charge, yet finite angular momentum) that flows transverse to the charge current;
meanwhile, the inverse effect can generate a transverse electric potential from a pure
spin current.51,52,174
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Because the generated pure spin current does not have to be collinear with
the ordinary charge current, the SHE has opened up the possibility for launching
and detecting spin currents in magnetic insulators (MIs). In such a configuration,
a normal metal film in which the SHE is appreciable is deposited on top of the
MI. When a charge current is passed through the metal film, a pure spin current is
generated across the film thickness and results in a so-called “spin accumulation” at
the metal/MI interface. The polarized spins of the itinerant electrons in the metal
are then free to exchange angular momentum with magnons in the MI via a torque,
and can generate spin diffusion in the MI that is mediated by magnons. Similarly,
a spin current in the MI can polarize a spin current in the metal at the interface,
generating a pure spin current across the film thickness that the inverse spin Hall
effect (ISHE) can convert into a detectable voltage. The SHE and ISHE have become
essential ingredients in driving and detecting spin currents in magnetic insulators,
which have potential applications in the field of magnonics. The generation and
control of magnon-based spin currents has recently enabled magnonic spin valves
and transistors in NM/MI structures.13–15 In addition, the SHE/ISHE are central to
a variety of spin caloritronic phenomena, including the spin Seebeck effect (SSE),
which is the generation of a spin current driven by a temperature gradient and its
reciprocal, the spin Peltier effect (SPE).
Spin Peltier Effect
As shown in Fig. 4.1, a charge current Jc in a normal metal (NM) flowing
along x generates a pure spin current Js along y with spin polarization along z due to
the spin Hall effect. When the magnetization M is perpendicular to spin polarization
vectors s±1/2 of the electrons in the NM, spin-flip scattering at the interface enables
the injection of a spin current that generates a spin transfer torque (STT) on the
magnetic order parameter in the MI. The torque attempts to rotate the magnetization,
but this does not result in a change in the magnitude of the magnetization or the
magnon population. However, whenM of the underlying MI is parallel or antiparallel
to s±1/2, the transfer of angular momentum can annihilate or create a magnon in the
YIG, altering the magnon population, equivalent to a heat current Jq ∝ Js ∝ Jc×M .
The concomitant transfer of energy between the NM electrons and the MI magnons
that goes along with the spin current is the spin Peltier effect (SPE).
96
Figure 4.1: Illustration of the spin Hall effect injection of spin current from a normal
metal (NM) to a magnetic insulator (MI).
In addition to spin caloritronic effects that modulate temperature by spin-
dependent phenomena, there are variety of competing thermoelectric and thermo-
magnetic effects that can cause spurious temperature and voltage modulations. For
example, in a conductor, the ordinary Peltier effect can generate a heat current pro-
portional to the charge current times the Peltier coefficient Π. In the presence of a
magnetic field H , the ordinary Ettingshausen effect (OEE), which is the reciprocal
of the Nernst effect, generates a transverse heat current QE = NTB × Jc, where
N is the Nernst coefficient, T is the temperature, and B is the magnetic induction
and is proportional to the applied magnetic field H .175 If the metal conductor in
proximity to the MI is magnetic or is subject to proximity-induced magnetization,
furthermore, this opens the door to a variety of magnetotransport and spin-dependent
thermoelectric effects, including the anomalous Hall effect (AHE) and the anomalous
Ettingshausen effect (AEE). These many commingling phenomena can make detec-
tion and interpretation of the SPE challenging.
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YIG
Yttrium iron garnet (YIG) is an insulating ferrimagnet with chemical com-
position Y3Fe5O12. With its relatively complex garnet crystal structure having 80
atoms (four formula units) per unit cell,176,177, its thermal conductivity is rather low
at around 10 to 11 Wm−1K−1 at room temperature.98,178 Eight of its 20 magnetic
Fe3+ ions sit on octahedral sites, while the remaining 12 occupy tetrahedral coordina-
tions with the neighboring O2− ions, giving its magnon spectrum 20 distinct branches.
176,179 Despite the complex magnon structure, YIG is unsurpassed in terms of its effi-
cient long-range transport spin currents borne by magnons owing to its low damping
parameter, αG.
64,65 YIG can be grown in high-quality bulk single crystals using the
traveling solvent floating zone technique.98,180 In addition, excellent lattice matching
with gadolinium gallium garnet (GGG) allows for the growth of high-quality YIG
thin films via liquid phase epitaxy,181 molecular beam epitaxy,79 and pulsed laser
deposition.77
This chapter presents a measurement of coupled charge, spin, and heat trans-
port in Pt/YIG structures. Using lock-in electrothermal measurements, the Pt resis-
tance is found to modulate at the second harmonic. An analytical multitemperature
model for the heterostructure is developed and the spin-mediated heat flux and the
resulting temperature profiles are derived in the Pt and YIG. In addition, amplitude
modulated micro-Brillouin light scattering (BLS) measurements are used to directly
probe the magnon population in the YIG at the interface with the Pt, estimating
the change in the magnon number density. Meanwhile, spatially-resolved BLS mea-
surements coupled with a 2D magnon diffusion model estimate the magnon spin-flip
diffusion length λm in the YIG.
4.2 Coupled Heat and Spin Transport at the Pt/YIG
Interface and in the YIG
4.2.1 Model for Spin-Mediated Heat Transfer in Pt/YIG/GGG
We first consider a prototypical heterostructure consisting of Pt/YIG/GGG
that is common in SPE/SSE measurements. To better describe the coupled spin
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and heat transfer resulting from the SPE, an analytical multitemperature model that
includes the Pt electrons and phonons, the YIG phonons and magnons, and the
GGG phonons is developed. In this model, it is assumed that the temperature of
the phonons in the Pt line can be probed using resistance thermometry, resulting
from the electron-phonon interaction in the Pt. By solving the coupled differential
equations, we can relate the Pt phonon temperature to the equivalent temperature
of the magnons in the YIG, and the rate of spin-dependent heat transfer between the
Pt and YIG.
Recalling §1.1.1, two- and four-magnon scattering relax energy but not spin and
therefore, the magnon-phonon energy relaxation length `mp is considerably shorter
than the micron-scale spin-flip diffusion length λm.
37,182 If the width of the Pt line to
be measured is much larger than the Pt film thickness l and `mp, transport directly
beneath the Pt line can be considered as one-dimensional (1D) and it is possible to
analytically obtain the spatial distributions of the different temperatures of magnons,
phonons, and electrons in the heterostructure. To summarize the derivations outlined
in Appendix E, the coupled heat equations considering a two-temperature model for
electrons and phonons in the Pt were solved in tandem with coupled equations for
phonons and magnons in the YIG and phonons in the GGG. The coupled equations
are
in Pt:
∇ · (κPt∇θp,P t + κe,P t∇θe−p,P t) + q = 0
∇2θe−p,P t − θe−p,P t
`2ep
+
q
κe,P t
= 0
in YIG:
∇ · (κY IG∇θp,Y IG + κm,Y IG∇θm−p,Y IG) = 0
∇2θm−p,Y IG − θm−p,Y IG
`2mp
= 0
in GGG:
∇ · (κp,GGG∇θp,GGG) = 0
(4.1)
Here, subscripts m, p, and e refer to magnons, phonons, and electrons, respectively.
θm−p and θe−p are the difference between the temperature rises for magnons and
phonons in the YIG and between electrons and phonons in the Pt, and `mp and `ep
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are the energy carrier thermalization lengths for the YIG and Pt, respectively. The
source term in the Pt, q, is the heat generation. From these equations, the spin-
mediated heat flux Qis, across the Pt/YIG interface can be calculated in terms of
the Pt phonon temperature rise, θp,P t. If the SPE is appreciable, a component of
the Pt electron temperature change results from the direct exchange of energy and
spin angular momentum between the Pt electrons and the YIG magnons. The Pt
phonon temperature change is then affected by the Pt electron temperature through
electron-phonon coupling.19 Resistance thermometry would provide information on
the Pt phonon temperature averaged over the thickness of the Pt line as 〈θp,P t〉 =
1
l
∫ l
0
θp,P t(y)dy. In the absence of other sources of heating, the measured average Pt
phonon temperature 〈θp,P t〉 would depend on the spin-mediated heat flux as
〈θp,P t〉 ≈
 1GP + `epκPt
[
coth
(
l
`ep
)
− `ep
l
]
+
`mp
κY IG
cosh
(
d
`mp
)
− 1
sinh
(
d
`mp
)
Qis (4.2)
In the model, d = 10 µm is the YIG film thickness, l = 7 nm is the thickness of
the Pt, and Gp is the phonon-mediated thermal conductance per unit area of the
Pt/YIG interface (1/Gp is the Kapitza resistance). Our collaborators in the Cahill
group (UIUC) have measured Gp ≈ (170 ± 50) MW m−2K−1 for Pt/YIG interfaces,
which equates to a Kaptiza length of `K ≡ κY IG/Gp ≈ 60 ± 20 nm. The thermal
conductivity of YIG is approximately 10 W m−1 K−1 based on several measurements,
98,183,184 (§4.2.3) and the electron-phonon coupling length in Pt can be calculated
as `ep ≈
√
κe,P t/g = 9.4 nm, where κe,P t = 22 W m
−1 K−1 is obtained from the
Wiedemann-Franz relation and the measured electrical resistivity (ρ) of the Pt line
(assuming a resistance of 1000 Ω, w = 20 µm, L = 400 µm), and g = 2.5 × 1017 W
m−3 K−1 is the reported electron-phonon coupling constant for Pt.185,186
The calculated Qis/〈θp,P t〉 ratio is shown in Fig. 4.2, and is in the range of (2 −
21) ×103 W cm−2 K−1 for the above Gp range and `mp in the reported range between
1 nm and 250 nm.37,182 The second term in Eqn. (4.2) is the thermal resistance in
the Pt and is small in comparison with the Kapitza resistance given by the first term.
The third term, meanwhile, is the thermal resistance in the the YIG within a distance
`mp of the interface.
In addition, we can calculate the temperature profiles in the vicinity of the
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Figure 4.2: The ratio of spin-mediated interfacial heat flux to Pt phonon temperature
rise for a range of `mp of 1 to 250 nm and GP ≈ (170 ± 50) × 106 W m−2 K−1
calculated from Eqn. 4.2. The upper dashed line corresponds to GP = 220 × 106 W
m−2 K−1, while the lower line corresponds to GP = 120 × 106 W m−2K−1.
Pt/YIG interface. The coupled equations in Eqn. (4.1) have analytical solutions
in Pt:
θe,P t(y) =
κp,P t
κPt
[
b1 sinh
(
y
`ep
)
+ b2 cosh
(
y
lep
)]
+ b3y + b4
θp,P t(y) = −κe,P t
κPt
[
b1 sinh
(
y
`ep
)
+ b2 cosh
(
y
lep
)]
+ b3y + b4
in YIG:
θm,Y IG(y) =
κp,Y IG
κY IG
[
a1 sinh
(
y
`mp
)
+ a2 cosh
(
y
`mp
)]
+ a3y + a4
θp,Y IG(y) = −κm,Y IG
κY IG
[
a1 sinh
(
y
`mp
)
+ a2 cosh
(
y
`mp
)]
+ a3y + a4
(4.3)
where ai and bi are coefficients described in Appendix E.
Figure 4.3 shows the calculated temperature profiles in the Pt and YIG under
spin Peltier cooling assuming a magnon-phonon thermalization length scale of `mp =
250 nm in the YIG.182 The spin Hall injection of magnons in the YIG drives a the
magnon and phonon temperatures out of local thermal equilibrium, which is sustained
over a distance `mp away from the interface. In the Pt, the electron temperature and
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thus the phonon temperature is reduced while the equivalent magnon temperature in
the YIG is greatly increased. Within a distance of `mp from the interface, meanwhile,
the phonon temperature is dragged down by the phonon-mediated heat flux from the
Pt.
Figure 4.3: Analytically calculated Pt electron (solid blue) and phonon (dashed blue)
temperature profiles and, and YIG phonon (dashed red) and equivalent magnon (solid
red) temperature profiles during spin Peltier cooling at the Pt/YIG interface, assum-
ing `mp = 250 nm. The equivalent magnon temperature is divided by a factor of 1000
for clarity.
Temperature rises in the Pt can expected to be small − in the mK range −
based on prior SPE measurements.10,71 In addition, there are several other thermo-
electric and magnetotransport effects that could interfere with the detection of the Pt
phonon temperature change by resistance thermometry. It is important to consider
these effects in order to design an experiment to mitigate them.
102
4.2.2 Phenomenological Spin and Charge Transport in the
Pt
This section outlines some of the various effects that are important to consider
for the experimental detection of the SPE/SSE in a device that consists of a thin Pt
line deposited on a YIG film grown on GGG with coordinates described in Fig. 4.4.
Specifically, there are several commingling effects that can cause either resistivity or
voltage modulations in electrical measurements of the Pt line. These are derived here
phenomenologically.
Figure 4.4: Coordinate system for the Pt/YIG/GGG structure.
Consider the electrical transport in the Pt line phenomenologically with elec-
tron particle current density vector q and charge current density vector J . When the
spin Hall effect (SHE) is negligible, the charge current is
J0 ≡ −eq0 = −σ∇Φ− σα∇T
∇Φ = −ρJ0 − α∇T
(4.4)
where the Φ is the electrochemical potential, the superscript 0 refers to the case where
the spin Hall angle ΘSH = 0, e is the elementary charge, ρ = σ
−1 is the electrical
resistivity tensor, and α is the Seebeck coefficient tensor. In addition, each electron
may carry some spin polarization. The flow of spin polarization carried by each
particle, qij can be defined for flow direction along i and spin polarization along j.
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Based on this definition, the SHE can be written as174
qij = q
0
ij −ΘSHijkq0k (4.5)
where ΘSH is the spin Hall angle and xyz = −yxz = yzx = −zyx = zxy = −xzy = 1
is the Levi-Civita symbol. Similarly, the inverse spin Hall effect (ISHE) can be written
as
qi ≡ Ji−e = q
0
i + ΘSHijkq
0
jk
Ji = J
0
i − eΘSHijkq0jk
(4.6)
And similarly for a current in the j direction
qj ≡ Jj−e = q
0
j + ΘSHjklq
0
kl
Jj = J
0
j − eΘSHjklq0kl
(4.7)
Based on Eqn. (4.4), the potential gradient along direction i would be
∂Φ
∂i
= −ρijJ0j − αij
∂T
∂j
(4.8)
Rearranging Eqn. (4.7) and inserting into Eqn. (4.8) yields
∂Φ
∂i
= −ρijJj − eρijΘSHjklq0kl − αij
∂T
∂j
(4.9)
Based on the coordinate system shown in Fig. 4.4, when the current is flowing
in the Pt line along x and the longitudinal voltage (the integral of the potential
gradient) is also measured along x, one has
∂Φ
∂x
= −ρxxJx − eρxjΘSHjklq0kl − αxj
∂T
∂j
(4.10)
Magnetic Field Perpendicular to the Current
If there is a temperature gradient along y into the YIG driven by self-heating
in the Pt and a magnetic field perpendicular to the Pt along z, then the second term
104
becomes
eρxxΘSHq
0
yz (4.11)
where the spin polarization density current along y, q0yz could be non-zero due to
the spin Seebeck effect (SSE) and would be proportional to the temperature gradient
dT/dy, which is proportional to J2x due to Joule heating. The voltage modulation
from this term is due to the inverse spin Hall effect (ISHE) and can also arise from
reflected spin current at the Pt/YIG interface. This coexistence of the SHE and the
ISHE underpins the spin Hall magnetoresistance (SMR). In addition, the resistivity
components can be written in terms of the ordinary Hall coefficient RH based on the
relation
− ijkRH ≡ 1
Bk
(
∂Ei
∂Jj
)
∇T=0
ρij = ρ0δij − ijkBkRH(1− δij)
(4.12)
Thus the resistivity for Bx = By = 0 is
ρxx = ρ0
ρxy = −BzRH
ρxz = 0
(4.13)
Furthermore, an appreciable temperature gradient along y would yield the
third term αxy
∂T
∂y
, where αxy represents contributions from both the ordinary Nernst
effect and the anomalous Nernst effect. Both the ISHE and Nernst contributions
would be proportional to the temperature gradient along y that is proportional to J2x .
The ordinary Nernst effect is the generation of an electric field Ei in response
to an orthogonal temperature gradient ∂T/∂j and magnetic field Bk. The Nernst
coefficient is given as
N ≡ −ijk
[
1
µ0Bk
∂Ei
∂ ∂T
∂j
]
J=0,M=0
(4.14)
In a ferromagnetic conductor, a local magnetizationM can give rise to the anomalous
Nernst effect (ANE):
NA ≡ −ijk
[
1
µ0Mk
∂Ei
∂ ∂T
∂j
]
J=0,B=0
(4.15)
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where µ0 is the vacuum permeability.
To relate these Nernst coefficients and their field dependence to the coefficient
αxy, consider the definition of the Seebeck coefficient
αjk =
∂Ej
∂ ∂T
∂k
(4.16)
and so the term αxy is
αxy = −ijkBkN − ijkµ0MkNA (4.17)
For Bx = By = 0 and Mx = My = 0, one has
αxy = −NBz − µ0MzNA (4.18)
And so the total contribution to the electric potential gradient along x is
∂Φ
∂x
= −ρxxJx︸ ︷︷ ︸
Peltier/SPE
− eρxxΘSHq0yz︸ ︷︷ ︸
SSE+ISHE; SMR
−αxy ∂T
∂y︸ ︷︷ ︸
Nernst
−αxx∂T
∂x︸ ︷︷ ︸
Seebeck
(4.19)
All four contributions can yield a change in the resistance measured along x
either by causing a modulation in the resistivity ρxx, or by producing a voltage. In
a lock-in measurement utilizing an AC current, those phenomena that are linearly
proportional to the current, including the ordinary Peltier and spin Peltier effect,
will modulate the Pt temperature at the same frequency as the applied current,
νJ . Furthermore, these temperature modulations at νJ will also modulate the Pt
resistivity at νJ . The voltage signal that the lock-in amplifier detects is related to
the resistivity modulation by Ohm’s law as V2νJ = IνJRνJ , where RνJ = ρνJ
L
A
and
L and A are the Pt length and cross-section, respectively. The product of the two
sines yields a voltage modulation at twice the measurement frequency, 2νJ . The
temperature modulation occurs out-of-phase with the sine at νJ , and thus has a
phase of pi/2 at the second harmonic.187 Because the second, third, and fourth term
in Eqn. (4.19) are also temperature-dependent, they would also appear at the second
harmonic with phase of pi/2, with a slight distinction for the SMR contribution to
the second term. The SMR is independent of the applied current and would thus
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only modulate the longitudinal voltage at the first harmonic.63,69 Meanwhile, Joule
heating causes temperature modulations at the frequency of the Joule heating power
Q2νJ = IνJVνJ , and thus its voltage signal arises at the third harmonic, 3νJ .
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Magnetic Field Parallel to the Current
For a magnetic field applied parallel to the current direction and zero compo-
nents along other directions, Bz = By = 0,
ρzj = ρ0δzj − zjxBxRH(1− δzj) (4.20)
and so the resistivities are
ρzx = 0
ρzy = BxRH
ρzz = ρ0
(4.21)
In addition, the Nernst coefficient is
αzy = NBx + µ0MxNA (4.22)
Consider the case of a transverse (Hall) measurement of the voltage along z. The
gradient in the electrical potential along z is given as
∂Φ
∂z
= eρzzΘSHq
0
yx︸ ︷︷ ︸
SSE+ISHE; SMR
− αzy ∂T
∂y︸ ︷︷ ︸
Nernst/Ettingshausen
(4.23)
in which q0yx is again driven by the SSE and Joule heating that is proportional to J
2
x .
This SSE+ISHE/SMR term would contribute to a transverse voltage measured along
z and has an opposite sign from the SSE+ISHE/SMR term from the longitudinal
measurement.
4.2.3 Lock-in Electrothermal Measurements
Lock-in electrothermal measurements of the Pt resistance were employed to
study the effects of coupled spin-heat transfer at the Pt/YIG interface, utilizing a
device design intended to reduce some of the spurious signals in the longitudinal
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resistance measurements. The samples were fabricated on 10 µm-thick, [111] YIG
films grown on a gadolinium gallium garnet (GGG) substrate via liquid phase epitaxy
in Miguel Levy’s group (Michigan Tech).181 Two parallel 7 nm-thick Pt lines with
lateral dimensions 20 µm x 500 µm were patterned onto the YIG with a spacing of
420 µm, as shown in Fig. 4.5. For the fabrication of the Pt transducers, the YIG
surface was cleaned in a piranha solution for 10 minutes, followed by deposition of
an 80 nm-thick Ti film. The Ti film under two 20 µm x 500 µm open windows
of a photoresist mask was etched to expose YIG, which was cleaned with oxygen
plasma for 3 minutes at a RF power of 20 W and inductively coupled plasma (ICP)
power of 500 W prior to the deposition of 7 nm thick Pt by radio-frequency (RF)
sputtering. The Pt deposited on Ti was removed by etching the underlying Ti in
10% HF solution, leaving only the two Pt lines on the YIG surface. Subsequently,
6 nm of Cr and 60 nm-thick Au were deposited through a photoresist mask via an
electron beam deposition and subsequent liftoff process to form the bonding pads
and leads. Similar devices were also patterned on [111] GGG crystals purchased from
MTI Crystal.
Figure 4.5: Optical image of the parallel-line Pt/YIG device. The scale bar is 400
µm. The dark background is the YIG film, the gray lines are the Pt, and the yellow
regions are gold electrodes.
The resulting parallel Pt lines had almost the same resistance of close to 1 kΩ.
When a charge current is driven through the Pt lines on top of the YIG, there are
various thermoelectric, magnetoelectric, and magnetothermal effects that can give
rise to longitudinal voltages measured along the length of the Pt lines, as discussed
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in the previous section. These can include ordinary Joule heating, Peltier/Seebeck
effects at the junctions of the Pt with the Cr/Au probes, inductive coupling in the
measurement circuit, ordinary and anomalous Nernst/Ettingshausen effects, as well
as the spin Peltier effect (SPE), the spin Seebeck effect (SSE), and the spin Hall
magnetoresistance (SMR). In order to minimize the first three and to isolate the
magnetothermal effects, lock-in measurements were performed on the two parallel Pt
lines using a differential double Wheatstone bridge configuration.
A sinusoidal charge current with frequency ν = νJ ≈ 5 Hz was applied to the
Pt lines from the voltage output of a lock-in amplifier (SRS 830). Because both the
ordinary Peltier/Seebeck effect and the magnetothermal effects can be detected from
the second harmonic, out-of-phase (quadrature) voltage signal from the lock-in, it was
necessary to devise an experimental setup to minimize the ordinary Peltier effect and
maximize the SPE. This was accomplished by taking advantage of the magnetic-field
dependence of these two effects. When the applied magnetic field, and thus the YIG
magnetization direction M , is perpendicular to the direction of the current flow in
the Pt lines, the SPE/SSE is expected to be maximized. Meanwhile, the ordinary
Peltier effect has no such dependence on the magnetic field or YIG magnetization.
In the measurement configuration shown in Fig. 4.6, the AC current in the two Pt
lines flows antiparallel and the voltage difference between two different segments of
each circuit is measured by two lock-in amplifiers, represented by VA and VB. In
the presence of a perpendicular magnetic field, the two counter-propagating currents
produce opposite signs of the SPE in each of the Pt lines, thereby maximizing the
difference signal measured between the two lines. On the other hand, the ordinary
Peltier effect and Joule heating in each of the lines should be approximately the same
and does not depend on the magnetic field orientation, defined by α in Fig. 4.6(a),
and so these contributions are minimized in this configuration.
The measured voltage for this device is V2νJ = V2νJ ,A − V2νJ ,B. Despite mea-
suring at the second harmonic of the excitation frequency, the large first harmonic
signal can overwhelm the detection circuit of the lock-in amplifiers unless a sufficiently
high dynamic reserve is chosen. To maximize sensitivity, a double Wheatstone bridge
circuit is employed to reduce the first harmonic component, allowing the lock-ins to
operate with a sufficiently high sensitivity to detect the small signals arising from the
SPE and eliminating the SMR, which occurs at the first harmonic. To accomplish
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this, variable resistance potentiometers were included in the circuit (shown by boxes
with arrows in Fig. 4.6. The resistance of the various legs of the circuit were then
adjusted by tuning the potentiometers in order to nullify the first harmonic in-phase
(VX) signal measured by lock-in A, lock-in B, and the difference between the two:
VνJ ,X → 0 at the highest output voltage amplitude used, 5 Vrms. After balancing the
bridge, the second harmonic in-phase and quadrature components were measured as
a function of the output voltage amplitude using a time constant (τ) of 10 seconds.
The output voltage was stepped as 1, 3, 5, 4, 2, 0.004 Vrms, taking five measurements
at each voltage condition separated by 7τ .
Figure 4.6: (a) Schematic of the double-Wheatstone bridge detection circuit used for
the lock-in electrothermal measurements. (b) Equivalent circuit diagram.
The results of the lock-in electrothermal measurements for an applied field of
H = 350 Oe are summarized in Fig. 4.7. The golden circles and upright triangles
represent measurements taken for α = 90◦ and α = 0◦, respectively, while the dark
blue circles and upside-down triangles represent measurements taken for α = −90◦
and α = 180◦, respectively. In addition to measurements on the Pt/YIG/GGG device,
another device was fabricated on Pt/GGG as a reference. GGG is not magnetically
ordered at room temperature and so no SPE or anomalous Nernst/Ettingshausen
effects are expected to be present. Magnetic-field dependent effects in the Pt like
the ordinary Nernst effect, however, should still be present. Measurements from the
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Pt/GGG device are shown as open symbols.
While the SPE/SSE signal is expected to show up in the quadrature second
harmonic signal, the in-phase components were also measured for reference. Fig-
ure 4.7(a) shows that there is no apparent trend in the in-phase components of
the double-Wheatstone voltage as the output voltage amplitude is increased. The
quadrature voltage components, on the other hand, (Fig. 4.7(b)) show a clear
trend with increasing output voltage amplitude, the Pt/GGG device included. The
field-dependence of these measurements is more clearly visualized when the voltage
measured for fields (anti)parallel to the current flow is subtracted from those mea-
sured at perpendicular fields. This field-offset voltage is defined as ∆V2νJ (±90◦) =
V2νJ (±90◦) − V2νJ (0◦ or 180◦), and is shown in Fig. 4.7(c) for the in-phase compo-
nents and Fig. 4.7(d) for the quadrature. While the offset in-phase voltages show
neither field dependence nor output voltage dependence, the quadrature components
for the Pt/YIG/GGG sample show a pronounced quadratic dependence on the output
voltage that flips sign when the magnetic field orientation is changed from +90◦ to
−90◦. The quadrature results for the Pt/GGG sample, however, show no apparent
trend, indicating that the Nernst effect is not apparent in these measurements. Fur-
thermore, recent electrical and lock-in infrared thermography (LIT) measurements
of Pt/YIG, FePt/Si and other heterostructures have revealed that the spin Peltier
effect dominates anomalous Ettingshausen/Nernst effects based on the difference in
the magnetic field-dependence of the two effects.71,72,189 Thus, the contributions to
the longitudinal voltage signal can be written as
∂Φ
∂x
= −ρxxJx︸ ︷︷ ︸
SPE
− eρxxΘSHq0yz︸ ︷︷ ︸
SSE+ISHE
(4.24)
However, further measurements are necessary to adequately separate resistivity mod-
ulations arising from the SPE from the SSE/ISHE voltage.
To investigate the origin of the observed signals, additional measurements were
performed on modified Wheatstone circuits. A test bridge circuit consisting entirely
of precision resistors and potentiometers with similar resistances to the Pt lines was
constructed outside the magnetic cryostat and the same measurement procedure was
carried out. The in-phase and quadrature signals for the test bridge are shown in
Fig. 4.8. Despite not being inside the cryostat, the quadrature components show a
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Figure 4.7: (a) In-phase and (b) quadrature second harmonic voltages, V2νJ = V2νJ ,A−
V2νJ ,B, obtained from the double-Wheatstone device as a function of magnetic field
orientation α for a Pt/YIG/GGG device (filled symbols) and at Pt/GGG device
(unfilled symbols). The purple shading in (b) highlights the trend of the Pt/GGG
results. The difference in perpendicular and parallel field-measured (c) in-phase and
(d) quadrature voltages, ∆V2νJ (±90◦) = V2νJ (±90◦)− V2νJ (0◦ or 180◦).
slight downward trend with increasing output voltage, similar to the results shown in
Fig. 4.7(b). This indicates some level of voltage-dependent noise or coupling present
in the measurement circuit that lies outside the cryostat.
It is also conceivable that there could be a source of crosstalk between the two
Pt lines mediated by spin currents in the YIG. If this were the case, a spin Hall-driven
spin current injected into the YIG by Pt line 1 would diffuse the distance between
the two lines and drive a spin current into Pt line 2, thereby generating a longitudinal
voltage from the ISHE that could be detected in the bridge measurement. To rule out
this possibility, a double-Wheatstone bridge circuit was constructed in which one of
the Pt lines was replaced by a set of precision resistors and potentiometers, as shown
in the circuit diagram in Fig. 4.9, and the results for this bridge configuration are
summarized in Fig. 4.10. The trends in the in-phase and quadrature raw voltages are
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Figure 4.8: Second harmonic (a) in-phase and (b) quadrature voltages measured in
a test Wheatstone bridge circuit consisting of precision resistors and potentiometers
outside of the magnetic cryostat.
similar to the bridge measurement between two Pt lines; however, as apparent in Fig.
4.10(b), the overall background signal is larger. In addition, the quadrature voltages
obtained by subtracting the voltages measured at (anti)parallel fields show a similar
quadratic dependence, but are only half in magnitude of the signals collected for the
two Pt line case. The measured signal indicates that the magnetic-field dependent
effect is present in one Pt line and is not a result of crosstalk between the two lines.
Equivalent Temperature Rise in the Pt
If the origin of the second harmonic quadrature voltage signals to the SPE
rather than the SSE+ISHE, they can be converted into an equivalent temperature rise
occurring at the first harmonic, θνJ , with knowledge of the first harmonic Pt resistance
change and the temperature coefficient of the Pt resistance, dR2/dT . Referring to Fig.
4.9, one arm consists of a precision resistor (R0) and a Pt line, where R2 is the four-
probe resistance and R1 and R3 are the small and approximately equal resistances
of the lead wires. The other arm consists of two precision resistors (R′0 and R
′
2) and
two potentiometers (R′1 and R
′
3), all with small temperature coefficients. Voltages VA
and VB are measured between the two arms, and the potentiometers are tuned until
VA, VB, and VA− VB are nullified at the first harmonic when a sinusoidal voltage VνJ
is applied. The in-phase component of the first harmonic resistance change for the
one Pt line in the bridge circuit can be obtained as follows. Referring to Fig. 4.9, the
measured voltages VA and VB are
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Figure 4.9: Double-Wheatstone bridge with one Pt line replaced by precision resistors.
VA = V
(
R2 +R3
Rt
− R
′
2 +R
′
3
R′t
)
VB = V
(
R3
Rt
− R
′
3
R′t
) (4.25)
These can be expanded as
VA = V
(
R02 + ∆R2 +R
0
3 + ∆R3
R0t + ∆Rt
− R
′
2 +R
′
3
R′t
)
VB = V
(
R03 + ∆R3
R0t + ∆Rt
− R
′
3
R′t
) (4.26)
where R01, R
0
2, R
0
3, and R
0
t are the unmodulated (zero-current) resistances and Rt =
R0 + R1 + R2 + R3, and ∆Ri are the changes in resistances. Under the balancing
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a = 90°
a = –90°
a = 0
a = 180°
(a) (b)
(c) (d)
Figure 4.10: (a) In-phase and (b) quadrature second harmonic voltages, V2νJ =
V2νJ ,A − V2νJ ,B, obtained from the double-Wheatstone device as a function of mag-
netic field orientation α for one of the Pt lines on YIG/GGG balanced with a set
of precision resistors. The difference in perpendicular and parallel field-measured (c)
in-phase and (d) quadrature voltages, ∆V2νJ (±90◦) = V2νJ (±90◦)− V2νJ (0◦ or 180◦).
conditions, VA → 0 and VB → 0, therefore
VA = V
(
∆R2 + ∆R3
R0t
− R
0
2 +R
0
3
R0t
2 (∆R2 + ∆R3)
)
VB = V
(
∆R3
R0t
− R
0
3
R0t
2
∆R3
) (4.27)
Solving for ∆R2 under the reasonable assumption R1 ≈ R3 and ∆R1 ≈ ∆R3 yields
∆RνJ ,X = −2R0t 2
(R0 +R
0
2)∆VA,2νJ ,Y − (R0 −R02)∆VB,2νJ ,Y
VνJ (R
2
0 + 2R0R
0
3 +R
0
2R0)
(4.28)
Here, R0 can be made equal to R
0
2 in order to minimize the voltage drop across the
relatively small lead wire resistance. Similarly, for the bridge circuit consisting of Pt
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lines in both arms (Fig. 4.6(b)), the resistance modulation of the Pt is
∆RνJ ,X = −R0t 2
(R0 +R
0
2)∆VA,2νJ ,Y − (R0 −R02)∆VB,2νJ ,Y
VνJ (R
2
0 + 2R0R
0
3 +R
0
2R0)
(4.29)
The above resistance modulation can then be converted into an equivalent average
phonon temperature rise in the Pt at the first harmonic as
〈θνJ 〉 = ∆RνJ ,X
dT
dR2
(4.30)
where dT
dR2
is obtained from temperature-dependent measurements. Figure 4.11 shows
the temperature-dependent resistance and the four-probe voltage-current character-
istics of the Pt/YIG/GGG device. The temperature measurements Fig. 4.11(a) were
carried out by placing the device in an oven and yields a slope of dR2/dT = 1.01 Ω/K.
In addition, the voltage-current characteristics of the device indicate approximately
40 K average temperature rise in the Pt due to Joule heating when 6 mA of DC
current is passed through the line (Fig. 4.11(c,d)).
Based on Eqn. (4.30) and the calibrated dT/dR2 (Fig. 4.11(a)), the sec-
ond harmonic quadrature signals can be converted into an average temperature rise.
Shown as a function of the equivalent current amplitude, Fig. 4.12 indicates the Pt
resistance modulation for the circuit consisting of two Pt lines (a) and the circuit con-
sisting of one Pt line (b). While the measured voltage from the single Pt line bridge
circuit is half of that from the two-line circuit, the resulting resistance modulation
and temperature rise obtained from the two measurement configurations is almost
the same. This indicates that each Pt line in the device contributes to one-half of the
signal shown in Fig. 4.7(a) and Fig. 4.12(a).
If the measured resistance modulation in Fig. 4.12 is attributable to the
SPE, this spin Peltier magnetoresistance (SPMR) implies that each additional mil-
liampere of charge current in the Pt lines generates 0.25 mK of heating or cooling, i.e.
〈θνJ ,P t〉/IνJ ≈ ±0.25 mK/mA. This is comparable to several recent measurements of
the spin Peltier effect in Pt/YIG structures.10,59,60
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Figure 4.11: (a) The resistance of the Pt transducer line measured at a low bias
current as a function of the sample stage temperature. The dashed line is a linear
fit to the data and yields the temperature coefficient of resistance. (b) Measured
four-probe voltage versus current for one of the Pt lines on YIG/GGG. (c) Change in
the Pt resistance (left axis) and temperature (right axis) as a function of the heating
current. (d) Temperature rise in the Pt line as a function of the heating power,
Q = IV .
Figure 4.12: Equivalent first harmonic resistance modulation (left axis) and equivalent
temperature rise (right axis) as a function of excitation current, as obtained from the
second harmonic Wheatstone voltage signals for (a) two Pt lines and (b) one Pt line
and one set of precision resistors.
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Frequency Dependence
It is known that Joule self-heating in metal films on substrates is very sensitive
to the frequency of the measurement. This forms the basis for the 3ω measurement,
which investigates the frequency dependence of the third harmonic voltage signals
that arise from the Joule heating at the second harmonic.188 These signals can then
be converted into a temperature rise and the frequency dependence can be used to
extract the thermal conductivity of the substrate. To investigate whether there was
any significant frequency dependence in the measurement of the first harmonic voltage
signals, the bridge measurement of the second harmonic voltages was carried out at
a higher frequency. Fig. 4.13 shows no appreciable difference in the second harmonic
voltage signals for the case Vout = 5 Vrms at the original νJ = 5.066 Hz and at
νJ = 10.132 Hz. This indicates that whatever effect that would be modulating the Pt
phonon temperature at the first harmonic is weakly dependent on frequency in this
range, and has a thermal length scale shorter than ∼ √α/(4piνJ) ≈ 160 µm, where
α ≈ 3.2 × 10−6 m2s−1 is the thermal diffusivity of YIG or GGG, which have similar
thermal properties.
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Figure 4.13: (a) Raw and (b) offset second harmonic voltage signals measured for
a double Wheatstone bridge between two Pt lines on YIG/GGG at two different
frequencies using VνJ = 5 Vrms. (c) Equivalent first harmonic resistance modulation.
On the other hand, 3ω measurements of a double bridge consisting of one Pt
line and a set of precision resistors show a pronounced frequency dependence. Based
on the bridge circuit in Fig. 4.9, the second harmonic temperature rise (Joule heating)
measured from the third harmonic voltage signal is given by
〈θ2νJ 〉 = ∆R2νJ ,Y
dT
dR2
= −2R0t 2
dT
dR2
(R0 +R
0
2)∆VA,3νJ ,X − (R0 −R02)∆VB,3νJ ,X
VνJ (R
2
0 + 2R0R
0
3 +R
0
2R0)
(4.31)
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The resistance modulation ∆R2νJ and the equivalent temperature rise θ2νJ obtained
from the 3ω measurements is shown in Fig. 4.14 in a frequency range from about 1
to 200 Hz.
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Figure 4.14: Second harmonic resistance modulation (left axis) and equivalent tem-
perature rise (right axis) obtained from 3ω measurements of a double bridge consisting
of one Pt line on YIG/GGG and a set of precision resistors as a function of excitation
frequency.
The thermal conductivity of the substrate can be obtained as
κ =
V 3νJR
0
2 ln (f1/f2)
(4piLR0t
4
)
dR2
dT
(R20 + 2R0R
0
3 +R
0
2R0)
(R0 +R02)∆VA,3νJ ,X − (R0 −R02)∆VB,3νJ ,X
(4.32)
where f1 and f2 are two different measurement frequencies, L is the length of the
Pt line segment representing R2, and ∆V = V (f2) − V (f1). Based on the measure-
ments in Fig. 4.14, the thermal conductivity of the YIG/GGG is measured to be 10
Wm−1K−1, which is consistent with prior measurements.98,183,184
This difference in frequency dependence between these two measurements can
potentially provide insight into the origins of the resistance modulation. The lack
of a frequency dependence in the second harmonic measurements is consistent with
the SPE, which results from the direct exchange of energy between Pt electrons and
YIG magnons, and only has a very short thermal length scale of `mp. Due to the
small thermal length scale, the SPE should remain frequency independent until very
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high frequencies. However, the frequency dependence may also be consistent with the
SSE if the thermally generated spin flux is proportional to the phonon temperature
gradient rather than simply the phonon temperature rise in the YIG. This is because
the length scale of the temperature drop would also scale with the change in frequency
due to the changing thermal penetration depth. As a result, the temperature gradient
could be roughly frequency independent.
Separation of the SPE from the SSE+ISHE
Based on the above analysis ,the measured longitudinal voltage signal is either
due to resistivity modulations from the SPE or due to voltage modulations from self-
heating-driven SSE coupled with the ISHE. It is unknown whether these two effects
would have different frequency dependencies. However, some insight into the origins
of the voltage signal may be obtained by transverse Hall measurements. As discussed
in §4.2.2, the longitudinal voltage in the bridge measurements is proportional to
∂Φ
∂x
= −ρxxJx︸ ︷︷ ︸
SPE
− eρxxΘSHq0yz︸ ︷︷ ︸
SSE+ISHE
(4.33)
whereas a transverse voltage measured at the second harmonic would be proportional
to
∂Φ
∂z
= eρzzΘSHq
0
yx︸ ︷︷ ︸
SSE+ISHE
(4.34)
By adding Hall probes onto the Pt lines, the transverse voltage can be measured
along z when a magnetic field and current flow is applied along x. The measured
voltage signal would be proportional to the length of Pt between the voltage probes,
and so the transverse voltage could be compared with the longitudinal voltage by a
geometric scaling factor. Since the transverse signal should only contain components
due to the SSE+ISHE, this comparison can be used to determine if the longitudinal
signal is primarily due to the SPE or the SSE+ISHE or if some combination of the
two either enhances or reduces the overall measured signal. In addition, the lack of
frequency dependence observed in the second harmonic measurements is consistent
with the SPE, which should occur over a very small length scale. However, this
effect could also be consistent with the SSE+ISHE if the SSE-generated spin flux is
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proportional to the temperature gradient rather than simply the temperature rise.
Spin Peltier Heat Flux
If the resistance modulation at the second harmonic is ascribed to the SPE, the
interfacial heat flux can be obtained using the previously derived model in Eqn. (4.2).
Based on the measured first harmonic Pt phonon temperature rises and the range of
values for Gp and `mp, and the ratio 〈θp,P t,νJ 〉/IνJ = 0.25 K/A, each additional mA of
charge current in the Pt line results in spin-mediated heat flux across the interface of
(1.9± 1.1) W cm−2, which is appreciable in comparison to the ∼ 10 W cm−2 of Joule
heating at 1 mA of current. As shown in Fig. 4.15, the interfacial heat transfer due
to the SPE would begin to dominate that caused by Joule heating for currents below
∼ 0.2 mA.
Figure 4.15: Calculated interfacial heat flux due to Joule heating (black line) and due
to spin-mediated transfer (shaded blue region) based on the measured 〈θp,P t,νJ 〉/IνJ ,
a range of values for Gp, and `mp = 250 nm.
Even though the calculated SPE heat flux is appreciable compared with heat
flux due to Joule heating, the temperature rise caused by the SPE is roughly three
orders of magnitude smaller than that caused by the Joule heating. This is because
only the thin layer of YIG within roughly `mp of the interface is available to provide
thermal resistance to sustain the temperature difference. The nonequilibrium magnon
distribution would also be expected to maintain a non-zero chemical potential over
distance λm from the interface.
85,190 The population of magnons in the YIG at the
interface with the Pt can be investigated directly with BLS.
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4.3 Direct Characterization of the Magnons in Pt/YIG
by Brillouin Light Scattering
In addition to the lock-in electrothermal characterization of the Pt/YIG/GGG
heterostructures, spin-dependent transport across the Pt/YIG interface was investi-
gated using micro-Brillouin light scattering spectroscopy (BLS). Similar to the nu-
merical lock-in based Raman measurements discussed in Chapter 3, by modulating
the electrical excitation in discrete intervals, BLS can be adapted to provide informa-
tion about the thermal magnon population in the YIG that depends on the harmonic
frequency of the measurement. This frequency dependence can be utilized isolate the
different contributions to the changing magnon population, including Joule heating
and spin caloritronic phenomena.
The magnon frequency in YIG probed by BLS follows from the dispersion
relation for dipolar-exchange magnons,98
fm(q,M,H) =
γ
2pi
√
(H +Ha − 4piNM + Aq2)(H +Ha − 4piNM + Aq2 + 4piM)
(4.35)
in which γ = 17.6 GHz kOe−1 is the gyromagnetic ratio, M is the YIG magnetization,
H is the applied external field, Ha is the anisotropy field of about 10 Oe,
191 N = 0.08
is the demagnetization factor along the applied field direction, and A is the exchange
stiffness constant of (5.4 ± 0.1) × 10−9 Oe cm2.98 The peak frequency fm measured
by BLS corresponds to the magnon mode measured with wavevector q, which is set
by the wavevector of the light in the measurement.
Brillouin Light Scattering Experiments
In the experiments here, a 100× objective lens was used to focus a λ = 532 nm
single-mode laser (Spectra-Physics Excelsior) through the semi-transparent Pt lines
onto the underlying YIG surface. The laser power prior to the objective lens was con-
trolled by neutral density (ND) filters to a level of 18.5 mW. Whereas light-matter
interactions with phonons do not change the polarization of light, light inelastically
scattered by magnons has its polarization rotated by 90◦ relative to the incident light.
Detection of the light scattered by magnons in the YIG was realized experimentally in
the following way. Vertically polarized light from the laser was transmitted through
122
a Glan-laser calcite polarizer oriented to maximize vertically polarized light trans-
mission, which was then focused onto the sample with the long working distance lens
(Mitutoyo Plan Apo SL infinity corrected). Inelastic scattering by magnons resulted
in light with shifted frequencies and horizontal polarization, which was collected by
the objective lens. This horizontally polarized light was then rejected by the Glan-
laser polarizer and sent to the tandem scanning Fabry-Pe´rot interferometer (TFP-1,
JRS Scientific Instruments, now TableStable Ltd.).
The first mirror cavity in the tandem Fabry-Pe´rot interferometer was set to
an equilibrium mirror spacing of L1 = 9 mm, giving a free spectral range (FSR)
of ∆λ = c/(2L1) = 16.7 GHz. In the 10 µm-thick YIG film, the frequency of the
thermal magnons at an applied field of H = 350 Oe was found to be roughly 9.5
GHz. Using the BrilliaNT LabVIEW code, a region of interest (ROI) was defined
around the anti-Stokes magnon peak appearing on the right side of the spectrum.
The settings for the ROI control the distance and speed over which the mirror cavity
spacing is scanned, and the operation of the shutter that blocks elastically scattered
light from the sample. For this particular measurement, the right-side of the spectrum
was obtained by sweeping the mirrors 0.64 FSR. The right-side ROI was set to begin
at 0.49 FSR and ended at 0.64 FSR. A slowness factor of 7 or 8 was applied, meaning
that the mirror cavities spent a factor of 7 or 8 longer in this region (0.49 to 0.64 FSR
≈ 8 to 10.7 GHz). The number of channels was set to 800 channels/FSR, which sets
the number of discrete points during the mirror cavity scan at which the detector is
gated to count the photons. Therefore a higher number of channels implies a higher
number of points along the x-axis of the BLS spectra. Increasing the slowness factor
and the number of channels also increases the time for the mirrors to make one full
scan. It is necessary to balance the different parameters in order that the sweep time
does not greatly exceed one second/scan; otherwise, the auto-alignment of the mirror
cavities will not work effectively and the alignment will drift over time. Further details
about the BLS interferometer and operating procedure can be found in Appendix C.
Frequency-Domain BLS Measurements
While the scanning monochromator approach of the BLS interferometer al-
lows for improved spectral resolution and the ability to measure small shifts into
the GHz range, the mechanism of operation is incompatible with standard optical
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lock-in homodyne detection schemes that ordinarily require very fast response times.
192 As in Chapter 3, an amplitude-modulated approach using discrete DC currents
was employed to provide frequency-domain analysis of the BLS measurements. These
measurements for the Pt/YIG/GGG structures are summarized schematically in Fig.
4.16. In these measurements, the a discrete DC current was stepped to follow the
form I(j) = I0 sin
2jpi
N
, with N = 16 and the integer j ramping from 0 to 200N . At
each j, the device was allowed to equilibrate for 0.5 seconds, the current and four-
probe voltage were measured, and then a BLS spectrum was taken, integrating over
60 scans of the mirror cavities and using the parameters listed above. A represen-
tative magnon peak is shown in Fig. 4.16(b). One full cycle had a period of about
1100 seconds, and so each measurement of 200 cycles took approximately 60 hours.
Each BLS spectrum was saved in its own distinct file, while the current and voltage
measurements were collected into two files at the end of the measurement. By fitting
each collected magnon peak with an asymmetric Lorentzian function, the magnon fre-
quency fm (Fig. 4.16(c)), intensity, and full width at half-maximum (FWHM) were
obtained as a function of I(j) (Fig. 4.16(e)). The FFT algorithm was used to take
the discrete Fourier transform of the fm(j) data to obtain the amplitude spectrum
of the magnon measurements. As shown in Fig. 4.16(d), the amplitude spectrum
shows that the magnon frequency was modulated at the first, second, fourth, and
sixth harmonics of the applied current frequency νJ .
These measurements were carried out under several different magnetic field
orientations at angle α to the Pt lines. In addition, the amplitude of the current I0
was varied from 5 to 8 mA. When the applied in-plane magnetic field H, and thus
the YIG magnetization M were made perpendicular to the direction of the current
flow in the Pt lines (α = ±90◦), the spin-mediated energy transfer between the spin
Hall-generated spin current in the Pt and the magnons in the YIG is expected to be
maximized.10,59,60 The measured magnon peak position is sensitive to changes in the
local magnetization M .98,193,194 Based on Eqn. (1.19), since each magnon carries a
magnetic moment of −gµB, the measured magnon frequency shift (∆fm) is sensitive
to the number density of magnons.
In general, the BLS-measured magnon peak down shifts in frequency and
broadens as the excitation charge current is increased in the Pt. This behavior is
predominately due to the Joule heating in the Pt line that causes a reduction in
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Figure 4.16: (a) Schematic illustration of the measurements of the magnon popula-
tion in YIG directly beneath the center of the Pt line. (b) A representative measured
magnon peak. (c) Measured magnon peak frequency modulation and (d) the ampli-
tude spectrum when a discretized sinusoidal electrical current flows in the Pt line, as
shown in (e) the measured current modulation and (f) the corresponding amplitude
spectrum.
the YIG magnetization and can be visualized by plotting the BLS intensity at each
frequency measured by the interferometer as a function of the excitation current, as
shown in Fig. 4.17.
To separate the effects of Joule heating from those due to spin Hall injection or
other phenomena, frequency-domain spectral analysis was once again employed. The
results of the amplitude-modulated BLS measurements can be analyzed by examining
the current amplitude (I0) and angle (α) dependence of the amplitudes 〈fm,ν〉 and
phase lag (φν) of the various peaks that appear in the fm amplitude spectra, e.g. that
shown in Fig. 4.16(d). Figure 4.18(a-c) shows the dependence of the peak amplitude
(b) and the phase (c) obtained from the FFT of the modulated magnon peak data.
The even-harmonic components show no sensitivity or dependence on the applied
magnetic field: both the amplitude, 〈fm,2nν〉, and phase φ2nν for the even harmonic
components do not change appreciably with α. Therefore the 〈fm,2nν〉 components
are attributed mainly to modulation of M by Joule heating that is proportional to
J2c . On the other hand, the first harmonic peak is sensitive to the magnetic field
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Figure 4.17: Averaged BLS intensity (colorbar) for different measured frequencies
(y-axis) at different excitation currents in the Pt (x-axis) when H is perpendicular
to the Pt line (α = 90◦).
angle. When the field is perpendicular, the amplitude of this first harmonic peak
remains roughly constant if the field is flipped from +90◦ to −90◦. However, when
the field is made to be collinear with the Pt line, the first harmonic amplitude drops
to the noise floor. Furthermore, 〈fm,νJ 〉 shows an approximately linear dependence
on I0 when α = 90
◦ (Fig. 4.18(d)), revealing its origin in a mechanism that is linear
with I0.
The phase angle from the FFT is obtained as atan2(Y, X), where atan2 is the
four-quadrant inverse tangent, and Y and X are the quadrature and in-phase compo-
nents of the FFT signal, respectively. The excitation current is output to follow a sine
wave with zero phase. In the exponential form, the phase of the sine is pi/2; there-
fore, frequency components computed from the FFT with phase angles of ±pi/2 are
in-phase with the applied current. The phase lag φν shown in Fig. 4.18(c) is obtained
as the difference between the phase angle from the FFT and the phase angle of the
applied sinusoidal current. The ±pi/2 phase lags of the even-harmonic components
imply that they are always out-of-phase with the applied current, regardless of field
orientation. Meanwhile, the first harmonic components observed when the magnetic
field is perpendicular to the line are in-phase. Furthermore, the phase lag of 〈fm,νJ 〉
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Figure 4.18: (a) Optical micrograph of the Pt/YIG sample with the definition of
angle α. The scale bar is 400 µm. (b) The amplitudes and (c) the phase lag (φν)
of the measured fm modulation frequency components at I0 = 8 mA and different α
values as indicted in (b). (d) The first-harmonic fm amplitude as a function of I0 for
α = 90◦. Both axes are in the logarithmic scale and the slope of the linear fit is 1.04.
flips from 0 to pi when the magnetic field is flipped from +90◦ to −90◦. This behavior
indicates that whatever phenomenon is causing the magnetization modulation at the
first harmonic frequency flips its sign when the magnetic field is reversed.
Origin of the First Harmonic Peak Shift
Based on the dependence of the amplitude and phase on the magnetic field ori-
entation and applied current, the phenomenon that causes magnetization modulation
at the first harmonic should be (1) linearly proportional to the charge current, (2)
disappear when the magnetic field is parallel to the Pt line, and (3) flip signs when
the perpendicular magnetic field polarity is flipped. While linearly proportional to
I0, the ordinary Peltier effect, which is independent of α, cannot yield the observed
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change in φνJ and 〈fm,νJ 〉. The aforementioned ordinary Ettingshausen effect (OEE)
can, under a magnetic field, generate a heat current that travels transverse to an ap-
plied charge current. The lock-in electrothermal measurements of Pt/GGG provided
evidence that the OEE is was insignificant in those measurements. To be doubly-sure,
further modulated BLS measurements were carried out at different magnetic field in-
tensities. The OEE heat current is proportional to the the magnetic field induction
B, which is proportional to the applied field H . If the OEE effect were dominating
the first harmonic magnetization modulation, then the signal should increase with
increasing applied field. Figure 4.19 shows a variation of less than 2% in the first
harmonic magnon frequency modulation when the magnetic field is increased from
350 Oe to 1 kOe, indicating that the OEE plays a negligible role in the measurement
results.
Figure 4.19: (a) The first harmonic and (b) the second harmonic magnon frequency
modulation as a function of applied perpendicular magnetic field.
In addition, platinum is close to the Stoner ferromagnetic instability, and it
was hypothesized that Pt could become magnetized in close proximity to a magnetic
insulator like YIG.195,196 In such a case, the Pt film would be subject to magneto-
transport phenomena such as the anomalous Hall effect (AHE) and the anomalous
Nernst/Ettingshausen effect (ANE/AEE) that could modulate the Pt temperature in
the presence of a magnetic field and a charge current. However, subsequent electri-
cal measurements have found these effects to be negligible in comparison with spin
Seebeck and Peltier effects in Pt/YIG structures189 and LIT measurements have re-
vealed the dominance of the SPE over the anomalous Ettingshausen effect.71,72 For
128
these reasons, the AHE and AEE are not expected to play an important role in these
measurements.
Oersted Field
The dispersion relation for dipolar-exchange spin waves in YIG is given by
Eqn. (4.36):
fm(q,M,H) =
γ
2pi
√
(H +Ha − 4piNM +Dq2)(H +Ha − 4piNM +Dq2 + 4piM)
(4.36)
in addition to changes in magnetization M , the BLS-probed magnon frequency is
sensitive to changes in the external field H. As shown in Fig. 4.20, a changing
external field modulates the zero-wavevector magnon gap, effectively shifting the
dispersion up or down in frequency.
Figure 4.20: Calculated dipolar-exchange magnon dispersion based on Eqn. (4.36)
for a range of wavevectors q near the Γ point for four different applied fields
A current-carrying conductor will generate a magnetic field according to the
law of Biot-Savart. Often referred to as the Oersted field,85,190,197 this magnetic field
would wrap around the rectangular Pt line given by the left-hand rule for electrons.
This effect would be linearly proportional to the charge current in the Pt, would be
maximized when the YIG magnetization was made perpendicular to the Pt (and thus
(anti)parallel to the Oersted field), and would flip phase when the the perpendicular
magnetic field is reversed. In Appendix D, the magnitude of the Oersted field is
derived analytically and the equilibrium magnon frequency at different magnetic fields
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is used to show that the Oersted field could result in appreciable first harmonic
modulation. In an attempt to separate the effect of the Oersted field from spin
transfer phenomena at the Pt/YIG interface, a set of modulated BLS measurements
is underway on two new devices patterned on 3 µm-thick YIG films: one consisting
of Pt/YIG/GGG as before, and one with a 10 nm layer of Al2O3 grown by atomic
layer deposition (ALD) between the Pt and the YIG. In principle, the Al2O3 should
allow the effects of the Oersted field to be felt by the YIG, yet block any direct spin
transfer. Figure 4.21 shows the measured first harmonic peak shift amplitudes as a
function of current amplitude for these two new devices when a magnetic field of 350
Oe is applied perpendicular to the Pt lines.
Figure 4.21: Comparison of the first harmonic amplitude of the magnon frequency
modulation for the Pt/Al2O3/YIG device (red) and the Pt/YIG device (blue) as a
function of applied charge current amplitude I0 when a field of 350 Oe is applied
perpendicular to the Pt line. Note that both axes are on a log scale, and the dashed
lines are linear fits to the data with a slope of about 1.3 and 1.7 for the red and blue,
respectively.
However, these two different devices have resistances that differ by about 50%
and so a direct comparison is difficult. The difference in resistance could be attributed
to nonuniform Pt film thickness during sputtering or different Pt wetting behavior on
Al2O3 as compared to YIG. To provide a direct comparison, further device fabrication
is underway in attempt to produce Pt films deposited on either Al2O3/YIG or directly
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on YIG that have measured sheet resistances within 10% of one another. Once this
is obtained, the Pt will be patterned into lines and gold electrical contacts will be
deposited.
Spatially-Resolved Modulated BLS Measurements
To characterize the lateral length scales of magnon diffusion in the 10 µm-thick
YIG, amplitude-modulated micro-BLS measurements were carried out as a function
of position away from the edge of the current-carrying Pt line (along the z-axis in
Fig. 4.22(a)). The amplitudes of all the harmonics of the frequency shift were found
to fall off as the laser was scanned a distance ∆z away from the Pt edge. As shown
in Fig. 4.22(b), the first harmonic component in particular drops off precipitously,
while the second harmonic amplitude falls off over a longer length scale. If the first
harmonic signal is driven primarily by magnon diffusion in the YIG and not from
the Oersted field, it is possible to extract a magnon spin-flip diffusion length (λm)
from these measurements. Directly beneath the Pt line, transport can be considered
to be one-dimensional (1D) because the laser spot size is small compared to the 20
µm width of the Pt. The 1D magnon diffusion equation is (see Appendix E.1.2 for
further derivation)
∇2nm = nm − n0
λ2m
=
δn
λ2m
(4.37)
where δn is the deviation in the magnon number density nm, from the equilibrium
number density n0 at a local phonon temperature Tp. This can be related to the
gradient in the phonon temperature and the first harmonic magnon frequency change
δfm as
∇2θp,Y IG +∇2m,ν = 1
λ2m
m,ν (4.38)
where θ ≡ T − T∞, T∞ is the ambient temperature, and
m,ν ≡ δndn0
dTp
=
δfm
∂fm
∂Tp
(4.39)
(Appendix E.1.2). As the laser is scanned away from the Pt, the 1D approximation is
no longer valid, and so we are then tasked with solving Eqn. (4.38) in two dimensions.
This task is additionally complicated by the Gaussian nature of the laser beam,
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which implies that those quantities probed by the laser represent an average over
the Gaussian distribution of the beam in 2D. The calculation was accomplished by
a 2D finite element approach outlined in Appendix E.2. In brief, Eqn. (4.38) was
solved in 2D for a variety of λm values and compared with experimental results.
Specifically, the ratio between two of the experimentally-measured first harmonic
frequency shifts (at points ∆z2 and ∆z1 away from the Pt line) were compared with
the equivalent cases in the simulation for a range of λm. When the ratio from the
simulation 〈〉∆z2/〈〉∆z1 (solid line in Fig. 4.22(c)) was found to equal the ratio from
experiment 〈fm,νJ 〉∆z2/〈fm,νJ 〉∆z1 (dashed line in Fig. 4.22(c)), that represented the
best-fit value for λm and was found to be ∼ 0.95 µm. This value was then plugged
back into the diffusion equation and used to solve for 〈fm,νJ 〉. This solution is plotted
as the solid blue line in Fig. 4.22(b).
Figure 4.22: (a) Schematic of the nonlocal BLS measurements. (b) Measured first
harmonic (blue circles) and second harmonic (red triangles) magnon frequency shift
as a function of distance ∆z away from the edge of the Pt. The blue line is a best-fit
to the two-dimensional magnon diffusion equation and represents λm ≈ 0.95 µm. (c)
Solution to the non-dimensionalized magnon diffusion equation in 2D for a range of
λm (solid line) in comparison with experimental results (dashed line).
Given that the Oersted field is appreciable, the precipitous drop in the first
harmonic signal away from the Pt line is likely due to the decaying Oersted field
rather than magnon diffusion in the YIG. In this case, the actual value of λm may
be longer than 0.95 µm, but can simply not be detected by BLS. However, previous
works have obtained magnon spin flip diffusion lengths on the order of several microns
in YIG that is still much smaller than the 420 µm spacing between the two parallel
Pt lines, indicating again that magnon diffusion between the two should be negligible
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at room temperature.64,71,98
4.3.1 Measurement of Magnon Number Density at the In-
terface
From the BLS measurements, the magnon frequency shift is related to the
change (∆nm) in the magnon population (nm) according to
∆nm = −(gµB ∂fm
∂M
)−1∆fm (4.40)
for a small ∆fm,
98 where the measured temperature-dependentM and fm yield
∂fm
∂M
=
∂fm
∂T
/∂M
∂T
. For these YIG/GGG/YIG crystals, ∂fm
∂T
was obtained by temperature-
dependent BLS measurements, as shown in Fig. 4.23(a). Meanwhile, M(H) mea-
surements (Fig. 4.23(b)) and M(T ) measurements (Fig. 4.23(c)) using vibrating
sample magnetometry (VSM), were used to obtain ∂M
∂T
.
Figure 4.23: (a) BLS-measured magnon frequency change ∆fm as function of ambient
temperature rise. The dashed line is a second-order polynomial fit. (b) Magnetic mo-
ment as a function of the applied magnetic field for the YIG/GGG/YIG (10 µm/500
µm/10 µm) sample in emu per cubic centimeter of YIG measured by a vibrating sam-
ple magnetometer at 300 K. The result indicates approximately 3.5×1021 cm−3 Bohr
magnetons at the saturation magnetization in the YIG film. (c) Magnetic moment
per cubic centimeter of YIG in the temperature range between 300 K to 400 K at
an applied field of 350 Oe. The line is a linear fit to the data. The slope indicates
∂M
∂T
= −197 JT−1m−3K−1.
Based on this calibration, if the first harmonic frequency modulation measured
by BLS is due to the SHE injection of spin, the measured 〈fm,νJ 〉 beneath the center
of the Pt line can be used to obtain the number density of magnons that are injected
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across the interface. The derivation of the analytical solution is in Appendix E leading
up to Eqn. (E.66). In brief, the first harmonic modulation of the BLS frequency is
expected to occur from two sources: the transfer of pure spin flux Js,νJ and from the
spin-mediated heat flux Qis,νJ across the interface. For simplicity, the terms relating
the magnon frequency shift to the pure spin flux are lumped into a coefficient α1 and
those terms relating the frequency shift to heat flux are lumped into a coefficient α2:
fm,νJ = α1
Js,νJ
eDmMˆz
+ α2Q
i
s,νJ
(4.41)
where e is the elementary charge, Dm is the magnon diffusivity in the YIG, and Mˆz is
the unit vector magnetization perpendicular to the Pt line and α1 and α2 are defined
in Appendix E.1.2. Inside the laser spot, these quantities are weighted by the radial
Gaussian beam distribution that also decays vertically into the YIG:
〈fm,νJ 〉 = 〈α1〉
Js,νJ
eDmMˆz
+ 〈α2〉Qis,νJ (4.42)
In addition, the pure spin flux by magnons at the Pt/YIG interface (with units of A
m−2) can be related to the gradient in the magnon number density as
Js = eDm
(
∂nm
∂y
)
y=0
Mˆz (4.43)
Therefore, even with an ignorance of the magnon diffusivity Dm or the magnitude of
Js, the gradient in the magnon number density can be found as(
∂nm
∂y
)
y=0
=
1
〈α1〉
[〈fm,νJ 〉 − 〈α2〉Qis,νJ ] (4.44)
For the range of `mp up to 250 nm and λm ≈ 0.95 µm, the term containing the spin
mediated heat flux Qis,νJ is much smaller than the term containing 〈fm,νJ 〉. Based on
this approximation and with a knowledge of the beam profile and the YIG absorp-
tivity, the magnon number density at the interface is obtained as
nm,νJ ,y=0 ≈ −
cosh d
λm
gµB
∂fm
∂M
〈cosh
(
d+y
λm
)
〉
〈fm,νJ 〉 (4.45)
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Figure 4.3.1 shows the extracted magnon number density using Eqn. (4.45) as a
function of the applied charge current amplitude I0 in the Pt. Based on this analysis,
the magnon number density increases linearly with the applied I0 at a rate of 1.9×1019
cm−3 for every additional mA of current in the Pt line. In comparison, the M(H)
measurements in Fig. 4.23(b) indicate approximately 3.5×1021 cm−3 Bohr magnetons
at saturation at room temperature in the YIG film. The Lande´ g-factor is ∼ 2 for
YIG − almost the same as for a free electron spin − meaning each magnon reduces
the YIG’s magnetization by roughly two Bohr magnetons. Assuming the relationship
continues linearly, this means a charge current of around 92 mA would inject enough
magnons across the interface to desaturate the YIG magnetization.
Figure 4.24: (a) Calculated magnon number density as a function of vertical position
y (purple line) within the YIG generated by the SHE. (b) Magnon number density
at the Pt/YIG interface as a function of the applied charge current.
4.4 Summary
Coupled spin-heat transport was studied at the interface of Pt and yttrium iron
garnet (YIG) films using lock-in electrothermal and Brillouin light scattering experi-
ments. A multitemperature model describing the coupled spin-heat transport in the
heterostructure was solved analytically in one dimension, yielding the temperature
profiles for the energy carriers in the Pt and YIG and estimating the spin-mediated
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heat flux. In addition, an analysis of the various thermoelectric, magnetothermal,
and spin caloritronic effects identified those effects that could would yield a signal
during lock-in measurements. The lock-in electrical measurements were carried out
at the second harmonic frequency of the charge current modulation in the Pt line,
where the spin Peltier effect would be expected to cause resistivity modulation due
to modulations in the Pt phonon temperature and the spin Seebeck effect (SSE) +
inverse spin Hall effect (ISHE) would produce a voltage. Utilizing a double-Pt line de-
vice in a Wheatstone bridge configuration, effects such as the ordinary Peltier effect,
Joule heating, and inductive coupling were minimized in the electrical measurements.
Furthermore, the second harmonic measurements of Pt/YIG/GGG showed a depen-
dence on the magnetic field orientation, whereas those performed on Pt/GGG did
not, showing that the ordinary Nernst effect is not detectable in the measurements.
In addition, frequency-dependent measurements of the third harmonic voltage signal
due to Joule heating, coupled with circuit analysis of the double Wheatstone circuit
extract the thermal conductivity of the YIG/GGG to be 10 Wm−1K−1. While it is
difficult to separate out the contribution from the SPE and that from the SSE+ISHE,
if the resistance modulations at the second harmonic are ascribed to a changing Pt
phonon temperature at the first harmonic, then the spin Peltier effect causes 0.25
mK temperature change for each mA of current in the Pt line. Based on the model,
a spin-mediated heat flux across the interface was found to be 1.9± 1.1 W cm−2 for
each additional mA of current in the Pt. This heat flux is appreciable compared to
Joule heating and would dominate the Joule heating for currents below about 0.2
mA.
In addition, micro-Brillouin light scattering (BLS) measurements were used to
characterize the changing magnon population directly at the Pt/YIG interface when
current was passed through the Pt line. Using an amplitude modulated approach
and frequency domain analysis, the change in magnetization in the YIG due to Joule
heating could be separated from other effects. In particular, the first harmonic of the
magnon frequency shift was found to depend on the direction of the magnetic field
applied to the YIG. The first harmonic component was maximized when the field was
perpendicular to the flow of the charge current, and flipped its phase by 180◦ when
the magnetic field polarity was flipped. Additionally, the first harmonic component
disappeared when the magnetic field was made parallel to the current flow in the Pt
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line. This angle dependence is consistent with both spin Hall injection of spin current
from the Pt to the magnon population in the YIG, as well as Oersted fields around
the Pt line. Additionally, spatially resolved modulated BLS measurements were per-
formed as the laser was scanned away from the edge of the Pt. In conjunction with
a 2D numerical solution to the magnon diffusion equation, we found the first har-
monic signal in the BLS frequency shift decayed over a characteristic length scale of
∼ 0.95 µm, which may likely be due to the decaying Oersted field rather than magnon
diffusion in the YIG. Finally, using temperature-dependent magnetometry measure-
ments of the YIG crystals, BLS was calibrated as a sensitive local magnetometer. In
particular, an analytical model was used to shown that if the measured change in
magnetization by BLS is due to the SHE injection of magnons, then magnon number
density increases by 1.9× 1019 cm−3 for for each additional mA of current flowing in
the Pt line.
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Chapter 5
Conclusion
The purpose of this work has been to investigate the mechanisms and trans-
port characteristics of energy and spin carriers and in materials systems that offer
minimal resistance to the carrier transport, as well as to develop measurement tech-
niques with sufficient sensitivity to better characterize this transport. In particular,
this work examined local nonequilibrium among different phonon polarizations in sus-
pended graphene, validated the ultrahigh thermal conductivity of boron arsenide, and
investigated spin-heat coupling in Pt/yttrium iron garnet (YIG) heterostructures.
Probing the carrier transport processes in materials with high thermal con-
ductivity or low spin wave damping requires sensitive experimental techniques that
can adequately drive and resolve the small signals that arise without inadvertently
interfering with the intrinsic transport properties or introducing artifacts into the
measured signal. Here, inelastic light scattering (ILS) spectroscopy was used as a non-
contact technique to probe heat and spin transport in graphene, BAs, and YIG. In
addition, microfabricated electrical measurement devices were used to probe the ther-
mal transport in a suspended BAs microstructure and to measure the spin-mediated
heat transport driven by the spin Hall effect at Pt/YIG interfaces.
Using a tightly-focused laser to heat suspended graphene, it was found that
the different phonon polarizations in the graphene sheet could be driven out of local
thermal equilibrium with one another. By performing Raman measurements at dif-
ferent laser intensities and ambient temperatures, the intensity ratio and peak shift
of the graphene G-band and the shift of several higher-order bands were used as tem-
perature sensors. The laser heating-induced temperature rise obtained from each of
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these temperature sensors was found to be different. In tandem, a first principles-
based multitemperature simulation of the experimental conditions predicted that the
tightly-focused heater would preferentially heat electrons and optical phonons in the
graphene, which then cool over some time and length scale by thermalizing with the
acoustic phonons. Because the focused heating laser is also the probe, within the
small region probed by the beam, the energy carriers have not come to thermal equi-
librium. The experimental results coupled with the multitemperature model and an
analysis of the scattering pathways in graphene suggest that the long mean free path
flexural acoustic (ZA) phonons are appreciably underpopulated in the measurement.
The nonequilibrium among the energy carriers, in particular the acoustic phonon po-
larizations, implies that an extraction of thermal conductivity from the measurements
is not meaningful. These results can partially explain the very different values of ther-
mal conductivity obtained by micro-Raman measurements of suspended graphene and
advise checking for equilibrium in future Raman measurements of two-dimensional
(2D) materials. In addition, the results are expected to motivate the future study of
other 2D materials that can have long mean free path energy carriers. The results
additionally motivate the future study of the effects of nonequilibirum on the perfor-
mance graphene devices when small regions of the material are subject to electrical
or optical excitation.
Raman measurements were additionally employed to validate the high thermal
conductivity (κ) in bulk BAs crystals. While BAs had been predicted to achieve
an ultrahigh κ at room temperature due to its unique phonon band structure, prior
measurements of as-synthesized crystals yielded conductivities only as high as a few
hundred Wm−1K−1. However, large high-quality crystals recently grown by collabora-
tors at the University of Houston have indicated that they may indeed have excellent
thermal transport properties: steady-state comparative measurements indicated that
their room temperature thermal conductivity was as high as around 900 Wm−1K−1,
while microprobe measurements indicated κ of > 1000 Wm−1K−1 in some places.
However, the bulk steady-state comparative measurements relied on thermocouples
that make contact with the sample and are thus subject to heat loss and thermal
contact resistance. In addition, the spatial inhomogeneity evident in the microprobe
measurements made the extraction of a bulk thermal conductivity value for the sam-
ples difficult. In order to validate the high bulk thermal conductivity in BAs, Raman
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thermometry was utilized as a non-contact temperature probe in the comparative
steady-state measurements. In order to improve the temperature sensitivity of Ra-
man, however, a modulated heating approach was developed. In this approach, the
current supplied to the heater was stepped in discrete intervals to follow a sine and
the Raman peak shift of either the Si reference or the BAs sample was used as a tem-
perature sensor. Frequency domain analysis of the modulated Raman shift isolated
the shift caused only by the heating at the second harmonic, improving the sensitivity
by removing the broad spectrum of noise at other harmonics. These measurements
yielded a similarly high κ, validating BAs as the only semiconductor with ultrahigh
thermal conductivity. In addition, modulated Raman measurements were carried out
on a suspended BAs microrod using a microfabricated heater/thermometer and a
differential method to isolate the heat flux. The microrod also had relatively high κ.
While these results do show that BAs can indeed achieve high thermal conductivity,
however, there is much to be understood regarding the mechanisms that reduce ther-
mal conductivity and where these fit into the synthesis-processing-thermal properties
paradigm for BAs.
Lastly, a combination of lock-in magnetotransport measurements and mod-
ulated signal Brillouin light scattering (BLS) measurements were used to evaluate
coupled-spin and heat transfer at Pt/YIG interfaces. We developed an analytical
one-dimensional multitemperature model for the heterostructure that considered elec-
tron and phonon temperatures in the Pt, magnon and phonon temperatures in the
YIG, and phonon temperature in the GGG. Utilizing a double-Wheatstone bridge
configuration to remove spurious signals and maximize sensitivity, lock-in electrical
measurements showed a quadrature voltage signal that was modulated at the second
harmonic frequency and was dependent on the orientation of the magnetic field. Such
a signal is consistent with resistivity modulation due to the spin Peltier effect (SPE),
or a longitudinal electric field resulting from the spin Seebeck effect (SSE) and the
inverse spin Hall effect (ISHE). If the second harmonic signal can be ascribed to the
SPE, the developed model yields the spin-mediated heat flux at the interface driven
by the spin Hall effect (SHE) in the Pt to be about 1.9 ± 1.1 W cm−1. In addi-
tion, modulated micro-BLS measurements were used to directly probe the changing
magnetization at the Pt/YIG interface based on the spectrum of thermal magnons
in the YIG. Frequency domain analysis was able to separate the contributions to re-
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duced magnetization by Joule heating in the Pt at the even harmonics. Meanwhile,
a change in magnetization that was linearly proportional to the applied charge cur-
rent was observed and its magnetic field dependence is consistent with either direct
spin injection into the YIG driven by the SHE or a magnetization change caused by
Oersted fields in proximity to the Pt conductor. An analytical model for the magnon
number density at the interface was developed and related to the BLS results. Sen-
sitive detection and isolation of individual spincaloritronic effects in such structures
is challenging. Further work is underway to separate the effects of the Oersted fields
in the BLS measurements. Meanwhile, this work demonstrates that the sensitiv-
ity of BLS can be improved using a modulated technique, enhancing its utility as
a sensitive scanning magnetometer. These results will likely stimulate optothermal
and electrothermal investigations into additional SHE-driven and SSE/SPE-driven
phenomena in new heterostructures.
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Appendix A
Theory of Inelastic Light
Scattering in Crystals
The exchange of energy and momentum between material excitations (quasi-
particles) and light follows from the microscopic theory of light-matter interaction.
The origins of light-matter interaction from a classical perspective can be described
in the following way.
1. The oscillating electric field of incident light causes the electrons to redistribute
about their ionic nuclei, thus creating an oscillating local polarization in the
material.
2. Material excitations such as phonons or magnons slightly affect the local com-
plex susceptibility and make spatially periodic changes to the material’s optical
properties like the refractive index. Specifically they affect the oscillating dipoles
that result from the incident light.
3. An oscillating dipole emits radiation. The oscillating dipoles that are affected
by phonons/magnons emit photons at a different frequency than the incident
light.
The changing electric field of scattered light Es can be expressed in terms of
the dipoles that are polarized by the incident light with polarization p as198,199
dEs = − k
2
s
4pi0r
exp [iks · r]rˆ × rˆ × p (A.1)
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Figure A.1: Schematic of the inelastic light scattering mechanism by quasiparticles.
(Top) incoming light polarizes a material. (Bottom) quasiparticle excitations such as
magnons or phonons in the material affect the dielectric susceptibility, which alters
the frequency of the oscillating dipoles and light is emitted at a shifted frequency
from.
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where r is the distance from the viewpoint to the dipole and 0 is the permittivity of
free space. Furthermore, the dipole induced by the incident light, p, can be written
in the terms of the polarization per unit volume P times the differential volume
element d–V . P arises from the volumetric effect of the incident electric field Ei on
the dielectric susceptibility tensor ←→χ :
p = 0
←→χ ·Ei exp [−iki · r]d–V (A.2)
Quasiparticle excitations in the material can modulate the susceptibility as δ←→χ exp [±iq · r],
where q is the wavevector of the quasiparticle. The scattered light is thus
dEs = − k
2
s
4pi0r
exp [i(ki ± q − ks) · r]rˆ × rˆ ×←→χ ·Eid–V (A.3)
More commonly, scattering processes are represented in terms of their differential
scattering cross-section (scattered power per solid angle) as
dσ
dΩ
=
r2 | es ·Es |2
ei ·Ei =
k4s
(4pi0Ei)2
| es · δ←→χ · ei |2 exp [i(ki ± q − ks) · r]d–V (A.4)
where ei and es are the polarization vectors of the incident and scattered light, re-
spectively. Integrating over volume yields the momentum conservation requirement
ks = ki ± q. This requirement causes the exponential term to → 1. Utilizing the
dispersion relation for light ω = ck, one obtains
dσ
dΩ
=
ω4s –V
2
(4pi0)2c4
| es · δ←→χ · ei |2 (A.5)
where c is the speed of light and –V is the volume of the material. The differential
scattering cross-section determines the scattering intensity, and thus affects the in-
tensity of signals measured by inelastic light scattering spectroscopy. The expression
derived above explains why the expression for the Raman intensity ratio has the ω4
dependence.
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Optical Phonons
Optical phonons result from those normal modes that involve relative atomic
motion between the distinct atoms within a unit cell. Intuitively, the frequencies
would be large due to the strong bonding interaction within a unit cell. Opti-
cal phonons modulate the susceptibility tensor by directly changing the crystal or
molecules polarizability, resulting in Raman scattering. The differential scattering
cross-section for Raman scattering by optical phonons is
dσ
dΩ
=
}ω4s –V 2
32(pi0)2c4ω(q)
| es · d
←→χ ′
dξ
· ei |2 ×
n(q) + 1(Stokes)n(q)(anti-Stokes) (A.6)
where ξ is the normal mode coordinate.
Acoustic Phonons
Light scattering by acoustic phonons, or Brillouin scattering, is effectuated by
the perturbations in a material’s dielectric tensor due to strain waves caused by the
coherent displacement of atoms. The strain wave for a displacement u0 with po-
larization ek is
138 εjk(q) = u0ekqj exp [i(qr − ω(q)t)], where ω(q) is acoustic phonon
frequency. The differential scattering cross-section for Brillouin scattering by acoustic
phonons is
dσ
dΩ
=
4ω4s –V
2ω(q)
(4pi)240c
4ρv2g
| es · ←→P · ei |2 ×
n(q) + 1(Stokes)n(q)(anti-Stokes) (A.7)
where ρ is the material density, vg is the phonon group velocity, and the strain wave
modifies the components of the elasto-optic tensor
←→
P .86
Magnons
Magnons produce time- and spatially distributed variations in the local mag-
netization, which can modulate the susceptibility. The differential scattering cross-
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section for scattering by magnons is given by
dσ
dΩ
=
}Msω4s n¯
2pic4
| A− |2 nm(q) + 1(Stokes)| A+ |2 nm(q)(anti-Stokes) (A.8)
where n¯ is the refractive index, Ms is the saturation magnetization, and the coef-
ficients A∓ are dependent on the incident and scattered light polarization and the
magneto-optic tensors
←→
G and
←→
K .200 For the case that the applied field and satura-
tion magnetization are along zˆ, [001],
A− = 2MsG44(ezi e
+
s + e
+
i e
z
s) + iK(e
z
i e
+
s − e+i ezs)
A+ = 2MsG44(e
z
i e
−
s + e
−
i e
z
s)− iK(ezi e−s − e−i ezs)
(A.9)
Here,
←→
G and
←→
K are magneto-optic tensors that, for a cubic crystal like YIG have
many zero components, and ei and es are the usual incident and scattered light
polarizations. The superscripts indicate transverse polarization components e± =
ex ± iey. Thus the polarization selection rules shown in the A± coefficients indicate
that the scattering cross-section is maximized when the incident and scattered light
have orthogonal polarizations.
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Appendix B
Molecular Dynamics Simulation of
Point-Like Heating in Freestanding
Graphene
B.1 Simulation Parameters
Using the molecular dynamics package LAMMPS201, several different experi-
ments were carried out on graphene in silico using the Stampede cluster maintained
by TACC. Throughout all simulations, the Tersoff potential optimized by Lindsay and
Broido202 for studying thermal transport in graphene was used, along with a constant
timestep of 1 fs. The pairwise Tersoff empirical interatomic potential (EIP) consists of
repulsive and attractive terms, the latter of which includes a coordination-dependent
bond angle coefficient that seeks to optimize the angles between neighboring atoms
to match those found in strong covalently bonded systems like graphene. The generic
Tersoff potential is written as
Uij = fC(rij) [fR(rij) + bijfA(rij)] (B.1)
where rij is the separation betweens atoms i and j and fR(r) = Ae
−λ1r and fA(r) =
−Be−λ2r are attractive and repulsive pairwise functions, respectively. fC is a cutoff
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function
fC(r) =

1, r < R−D
1
2
− 1
2
sin
[
pi
2
(r −R)/D], R−D < r < R +D
0, r > R +D
(B.2)
where R and D are parameters with units of distance. The bij term modulates the
bond strength as a function of coordination number:
bij =
(
1 + βnζnij
)− 1
2n
ζij =
∑
k 6=i,j
fC(rij)g(θijk)e
[λ33(rij−rik)3]
g(θ) = 1 +
c2
d2
− c
2[
d2 + (h− cos θ)2]
(B.3)
in which θijk is the angle between atoms i and k subtended at atom j and β, n, c, d,
h, and λx are fitting parameters. The Tersoff parameters optimized by Lindsay and
Broido to closely reproduce the acoustic phonon dispersion were used in this study.
Specifically, the B and h parameters have been modified from the original Tersoff
potential parameters for carbon.202
The structures that were studied all consisted of pristine, single layer graphene
ranging in size from 340 to 68,000 atoms. These structures were generated to have
the Tersoff-optimized lattice parameter a = 2.492 A˚; however, following structure
initialization, energy minimization was performed on the structures to ensure an op-
timal configuration prior to thermalization. The graphene was then thermalized by
initiating a Gaussian distribution of velocities and equilibrated at the desired tem-
perature and zero in-plane pressure under the isobaric-isothermal (NPT) ensemble,
using a Nose´-Hoover thermostat/barostat. After thermalization, the structure was
allowed to relax in the microcanonical (NVE) ensemble. Total thermalization and
relaxation times ranged from 600 ps to 1 ns.
To examine the effects on phonon dispersion and density of states as described
by the Lindsay-Broido-Tersoff potential, graphene structures 17 x 10 unit cells (340
atoms) in size were used. After thermalizing and relaxing at the desired tempera-
ture, the LAMMPS command fix phonon was used to calculate the dynamical matrix
averaged over a 2.5 ns period. The post processing code Phana 203 allowed for the cal-
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culation of phonon dispersion curves and phonon density of states using a fluctuation-
dissipation method. The phonon dispersion curves were numerically calculated with
300 discrete values between high-symmetry q-points, and the phonon density of states
were calculated on a 34× 20× 1 Monkhorst-Pack mesh.
B.2 Phonon Dispersion and Density of States Cal-
culation
Calculations of the graphene phonon dispersion and density of states (DOS)
were carried out at three different ambient temperatures: 150 K, 300 K and 1500 K.
Figure B.1(a-c) shows the calculated phonon dispersion curves along the Γ−M−K
path at the three different temperatures. The waviness of (a) and (b) indicate the
2.5 ns sampling time in the fluctuation-dissipation method calculation is insufficient
for temperatures far below graphene’s Debye temperature. However, the results are
similar to those shown by Lindsay and Broido using this potential and are close to the
experimentally-derived dispersions for graphene.202 In all cases, the linear LA and TA
branches, the quadratic ZA branch, and the three optical branches can all be seen,
with group velocities that appear close to experimental values with vg,LA ≈ 15 km/s
and vg,TA ≈ 22 km/s.
As the temperature is increased, the first feature of note is a general downshift
in the vibrational frequencies. This trend can be explained by the nature of the bond-
ing interactions and the accurate depiction of anharmonicity and bond softening by
the potential. While the exact frequency shifts may not be accurately described by
this potential, the trend is there. Figure B.1(d) shows the relatively large DOS for the
high-frequency optical modes, which is consistent with experimental and other theo-
retical studies.204 Lower frequency phonons, like the flexural acoustic (ZA) phonons,
are expected to dominate at low temperatures.8,137 Slight evidence of this trend can
be seen in the phonon dispersions and density of states: at all three temperatures,
the lower frequency phonon populations are about the same. As temperature is in-
creased, only the density of states of higher frequency optical phonons grows. It is
important to note that MD does not take into account quantum phenomena, such as
the Uncertainty Principle, and so cannot fully describe phonon behavior far below the
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Figure B.1: Graphene phonon dispersions calculated from molecular dynamics using
the Lindsay-Broido-Tersoff potential at (a) 150 K, (b) 300 K, and (c) 1500 K. (d)
shows the calculated phonon density of states at the three different temperatures.
Debye temperature, which is quite high (∼2100 K205) for graphene. The disparities
are especially large for optical phonons, which occur at higher frequencies and consist
of atomic vibrations that are more highly localized. Additionally, the phonon disper-
sion curves for temperatures far below TDebye (150 K, 300 K) are less smooth than
that for 1500 K. As the temperature increases, the sampling of the Green’s function
becomes better and the averaged dynamical matrix is better converged. The undu-
lations occurring in the phonon dispersions at low temperatures can be mitigated by
choosing a longer (> 2.5 ns) correlation time to compute the dynamical matrix.
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B.3 Point-like Heating in a Graphene Sheet
To simulate the effects of laser heating on a graphene membrane, a scaled-
down version of an experimental configuration was required due to computational
limitations. A 68,000 atom square sheet of graphene with periodic boundary con-
ditions was used with the laser-heated region defined in a cylindrical region with a
radius of 10 unit cells (24.92 A˚) in the center of the sheet. Several methods were
attempted in order to simulate the heat input of the laser, including introducing a
constant heat current, as well as introducing an oscillating electric field while using
a potential that includes electrostatic interactions, such as reaxFF. However, simply
thermostatting the laser-heated region to a higher temperature (2000 K) while ther-
mostatting the periphery atoms to 300 K seemed to perform the best and was far
less computationally intensive than using reaxFF. In this heat source/sink geometry,
the dynamics of the atoms in between the laser spot region and the periphery atoms
− atoms within an annulus of inner radius 10a and outer radius 80a, were described
using the microcanonical (NVE) ensemble, while the atoms beyond the outer radius
were thermostatted to 300 K (Fig. B.2).After allowing this system to develop over
about 2 ns, the individual atomic temperatures and pseudo-heat currents were aver-
aged over 10 ps time intervals (approximately one tenth the thermal time constant
for graphene205,206) for a total of 1.1 ns.
Using the dual thermostatting method, a radial temperature gradient was gen-
erated from the center of the 42 nm x 42 nm graphene sheet. This temperature profile
can be seen visually in Fig. B.3(a), which shows the color-coded atomic temperature
distribution. These atomic temperatures are calculated based on the per-atom ki-
netic energies and are averaged every 10 ps. Fig. B.3(b) shows a temperature profile
with spatial averaging performed azimuthally, while Fig. B.3(c) shows the Cartesian
spatially averaged profile. The profiles are roughly Gaussian.
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Figure B.2: Atomistic model of the freestanding graphene sheet used for the pointlike
heating experiments. The central portion was thermostatted to 2000 K in the NVT
ensemble, the central annulus was allowed to evolve under the NVE ensemble, and the
outer atoms were thermostatted to 300 K under NVT. The atom coloring correspond
to atomic temperatures.
Figure B.3: Temperature profiles under pointlike heating temporally averaged over 1
ns (a) per atom, (b) spatially averaged azimuthally, and (c) spatially averaged on a
Cartesian mesh.
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B.4 Atomic Heat Current Distribution
In addition to temperature, it is possible to examine the heat flux on an atomic
basis via MD. Commonly used in the Green-Kubo equilibrium formalism, heat flux
transported by a group of atoms is defined as
JQ =
1
Ω
[∑
i
TiUivi −
∑
i
←→si vi
]
(B.4)
where vi, Ti and Ui are the velocity, kinetic energy, and potential energy of the i
th
atom,←→si is the six-component virial stress tensor, and Ω is the total volume contain-
ing the group of atoms. Computing only the summands will provide the atomic flux
vector; however an appropriate volume, Ω, must be chosen to be dimensionally cor-
rect. While it is possible to calculate per-atom volumes through Voronoi tessellation
in LAMMPS, this is a computationally expensive undertaking. Instead of tessellation
and to avoid the arbitrariness of defining an atomic volume, only the summands in
brackets are computed to obtain atomic pseudo-heat current vectors that have units
of [W m] instead of the typical [W m−2] for heat flux.23,207 Visualizations of the radial
and out-of-plane components of the atomic pseudo-heat current are shown in Fig. 3.
Fig. 3 (a) shows a radial heat flux that is similar in profile to the temperature distribu-
tion in Fig. B.3(a). The snapshots, each averaged over 10 ps, shown in Fig. B.4(b-d)
indicate a wave of relatively high out-of-plane-polarized heat current that propagates
radially outward from the heated spot. This real space visualization is similar to the
ZA phonon modes in graphene, which have an out-of-plane polarization, but propa-
gate in-plane. This atomic heat current “wave” can be seen at different times over
the 1 ns run, and has a relatively slow velocity of 500-700 m/s. ZA phonons have a
quadratic dispersion (and q-dependent group velocity), but are known for traveling
with low group velocities close to or slightly above this range near the Γ-point.208,209
However, due to the periodic boundary conditions of the simulation, the heat currents
re-enter the simulation domain on the opposite sides.
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Figure B.4: Per-atom pseudo-heat current vectors in the graphene sheet with pointlike
heating with polarization (a) in-plane and (b-d) out-of-plane. Units are on the order
of 1 to 5×10−19 W m. Snapshots (b-d) show the radial outward propagation of a heat
current with out-of-plane polarization at a velocity of 500-700 m/s.
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Appendix C
BLS Measurement Procedure
C.1 Description of the Micro-Brillouin Light Scat-
tering (BLS) Experiment
A schematic of a micro-BLS measurement for magnons and the inside of the
interferometer are reproduced in Fig. C.1. The Sandercock tandem Fabry-Pe´rot
interferometer87 consists of two cavities of parallel mirrors with reflective coatings
optimized for light near λ = 532 nm. The first Fabry-Pe´rot (FP1) cavity has a
spacing of L1 while the second (FP2) has a spacing L2. In an ideal FP cavity, light
of wavelength λ will only be transmitted through the cavity when the constructive
interference condition L = nλ/2 is met, where n is an integer. By scanning the
spacing L, different wavelengths of light can be let through. However, in practice,
the mirrors do not behave as a perfect filter. Instead, the transmittance has a finite
spectral width as described by the Airy function
T ≈ 1
1 + 4F
2
pi2
sin 2piL
λ
2 (C.1)
where F is called the finesse and is related to the quality of the mirror’s reflectivity.
The cavities in the Sandercock interferometer have a finesse of about 100. BLS spectra
are acquired by slightly scanning the mirror spacing and measuring the intensity of the
transmitted light. The frequency range and resolution of a measurement is related
to the equilibrium mirror spacing L. By setting the mirrors to smaller spacing, a
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larger frequency range can be observed. This is quantified by the free spectral range
(FSR), which describes the frequency spacing between two transmitted peaks of light
at wavelength λ as the mirror cavity is scanned. It is given by ∆λ = c/(2L), where
c is the speed of light. The spectral resolution of the instrument is related to ∆λ
and the finesse by δλ = ∆λ/F . Therefore, the smaller the mirror spacing, the larger
the FSR and the poorer the spectral resolution. The Sandercock design utilizes
two interferometer cavities to increase the the FSR and improve contrast without
sacrificing resolution. Cavities FP1 and FP2 have slightly different mirror spacings,
L1 and L2 as shown in Fig. C.1. In order for light to be transmitted through both
cavities, the constructive interference condition must be met for both, i.e. L1 = nλ/2
and L2 = mλ/2. This is satisfied only for large multiples of the FSR for the first cavity,
and in effect increases the FSR of the whole system. In the design here, light makes
six passes through the FP cavities (3 through the first and 3 through the second),
which enhances the filtering effect of the cavities and improves the contrast. The
transmitted beam is ultimately focused through a pinhole and onto the avalanche
photo diode (APD). The APD relies on a photsensitive semiconductor diode that
produces a large voltage upon excitation by a photon. An amplification mechanism
allows the detector to register single photons. The intensity of the incoming light is
measured by counting the number of photons that reach the detector within a very
short time-gated increment. This gating is synchronized to the scanning of the mirrors
by means of a timing board inside the BLS control unit and allows the intensity to
be associated with a particular frequency of light. In order to protect the sensitive
APD from overload and damage by the very strong elastic light reflected from the
sample, a shutter is placed after the entrance pinhole. This shutter closes every time
the mirrors scan to a spacing where 532 nm light would be allowed to be transmitted.
The transmittance of light through the cavities is very sensitive to the spacing
and mirror orientation and is only optimized when the internal surfaces of the mirrors
are parallel. The mirrors are maintained parallel to one another throughout the
measurement by means of a feedback control loop mechanism. A weak (∼< 1 mW)
reference beam of λ = 532 nm light is allowed to enter the beam path. This is
accomplished by a beam sampler placed just after the laser, which picks off a weak
portion of the beam and directs it to the light diffusing optic on the side of the BLS. A
beam splitter then couples this diffuse reference beam into ordinary beam path. When
156
the shutter is closed to block the elastic light from the sample, the reference beam is
still allowed to enter and transmits through the cavities. A set of two piezoelectric
transducers (PZTs) on the non-scanning mirror of each of the mirror cavities provides
fine adjustment to the mirror angle. Throughout the measurement, the voltages on
the PZTs are continuously tuned to maximize the transmission of the reference beam,
thereby maintaining mirror alignment. In addition, the scanning stage is mounted
on an active vibration damping mechanism. A three-axis accelerometer monitors
ambient vibrations and a series of PZTs are used to attenuate these by actuation along
the appropriate axis with a frequency and amplitude necessary to deconstructively
interfere with the detected vibration.
Figure C.1: Key components of the tandem scanning Fabry-Pe´rot interferometer.
C.2 Standard Operating Procedure for Micro-BLS
Measurements
1. Verify that all potential beam paths to the avalanche photodiode
(APD) detector are blocked
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(a) Check that both the entrance pinhole to the BLS and the exit pinhole to
the detector are in-between pinhole increments (i.e. blocking the beam)
2. Turn on the laser
(a) Press the black toggle switch on the 532 nm Excelsior Spectra-Physics laser
to begin warm-up
(b) Once the “Enable” LED is lit (∼3 minutes), you may turn the key to
enable emission
(c) Open the shutter on the laser head
3. Select the appropriate mirror spacing for your measurement
(a) Current mirror spacing (in mm) is displayed on the dial gauge just inside
the circular panel on the front of the interferometer
(b) Use the knob on the left side of the interferometer to select the Z motors
(c) Use the +/- switch to set the mirror spacing to the appropriate value
(d) Note: free spectral range (FSR) of the interferometer is given by FSR =
c/2L in which c is the speed of light and L is the mirror spacing.
4. Check the condition of the interferometer
(a) The scan amplitude LED on the top panel to the right of the interferometer
should be amber (in the center)
(b) If the LED is not in the center and amber, open the top cover and use
the small rod tool (in the BLS components drawer) to adjust the capacitor
spacing until it is amber again
(c) The shutter switch should be toggled to“Window”
(d) The other LEDs should be either amber or green
(e) If not, the coarse mirror motors may need to be adjusted (see step 6)
5. Start the BrilliaNT software in LabVIEW
(a) Once it has started, input your mirror spacing on the bottom right or
under the “Parameters” tab
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(b) Click on the “Reflection” mode button in the upper left to place the inter-
ferometer in reflection alignment mode
(c) Double-check that the beam path to the detector is blocked
(d) In the software, make sure it is running and that the scale on the spectrum
is set to “Auto”
(e) Flip the detector power switch, which is located on the rear of the top
panel to the right of the interferometer
(f) The “Detector” LED should light up red
(g) Watch the spectrum in the software and wait for the dark counts to appear
(these should be small, ∼1 count, and there should be very few)
(h) With your eyes on the spectrum, open the pinhole to the detector
(i) In reflection mode, the background signal should be ∼300 cts/channel.
If it is larger, close the pinhole immediately
(j) Click “Auto Align” along the top to begin the mirror alignment procedure
(k) The software will sweep the positions of the two cavity mirrors using piezo
actuators in order to find the optimal parallel mirror alignment
(l) It will then switch to tandem mode and look for the transmission peak
(m) If the transmission peak is not visible or any of the piezo LEDs are far
from the center of their range, proceed to step 6. Else go on to 7.
6. Manual alignments
(a) If the piezos are far out of range, it may be necessary to use the motors
for adjustment
i. Click on “Set PZT” and use the left and right mouse buttons to select
the offending piezo
ii. Use the game controller to return the piezo to the center of its range
iii. Watching the peaks in reflection mode, adjust the corresponding motor
on the interferometer with the +/- switch until the negative peak for
that mirror cavity becomes strongly visible again
iv. Use the “Set PZT” to fine tune the peak
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(b) If a strong peak cannot be observed in transmission (tandem) mode, the
manual “Set PZT” can be used to optimize the negative peaks in reflection
mode
i. Adjust each of the different piezos until there are two distinct, sharp
peaks − one for each Fabry-Pe´rot cavity
ii. Use the dZ piezos to make these peaks exactly overlap
iii. Use the Z piezo (X and A on controller) to center this peak around 0
iv. Switch to Tandem mode
7. Set up your sample
(a) Your sample should be placed underneath the objective lens
(b) The lens height can be coarsely adjusted with the rail system
(c) Turn the two knobs on the side of the rail and support the weight of the
objective as you slide it up and down
(d) Fine alignment can be performed with the knob at the bottom of the
translation stage to which the objective is mounted (100 ×) or the small
knob above the lens (50×)
(e) With the laser on, adjust the height of the objective until the laser light
coming out of the Glan-Laser polarizer forms a bright focused spot on a
white card of paper, indicating that your sample is in focus
(f) Alternatively, turn on the blue LED light source and observe the image
from the optical camera
(g) Adjust the laser power to your desired value using the neutral density filter
wheel and verify with the power meter placed under the ?-wave plate
(h) Adjust the 1/4-wave plate to either magnon or phonon mode
8. Begin the measurement
(a) In BrilliaNT, select “Measurement” mode
(b) Block the beam leading from the sample to the interferometer
(c) Select the appropriate input pinhole
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(d) Unblock the beam while keeping an eye on the spectrum to make sure the
signal is not too large
(e) Adjust your region of interest in BrilliaNT and set desired number of chan-
nels and extended measurement time
(f) Make sure each scan of the mirrors is on the order of or less than 1 second
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Appendix D
Oersted Field from a Rectangular
Conductor in Proximity to YIG
D.1 Oersted field from a Rectangular Conductor
For an infinitesimally thin wire transporting a constant current I, the magnetic
field produced at radial position r is given by the Biot-Savart Law as
B(r) =
µ0
2pi
I
r
(D.1)
To find the field from a rectangular conductor, consider it as a bundle of many
infinitesimal wire conductors with cross-sections dS = dzdy. We wish to calculate
the field at an arbitrary point (z′, y′) that is distance r from the element dS and at
an angle β from the z-axis. To do this, we will perform an integration over all the
bundled conductors in the rectangle.
Geometrically, r is defined as r =
√
(z′ − z)2 + (y′ − y)2, and the vector potential at
(z′, y′) can be defined based on the angle β as
dBz(z
′, y′) = γ
sin β
r
dzdy
dBy(z
′, y′) = −γ cos β
r
dzdy
dBx(z
′, y′) = 0
(D.2)
where γ = µ0J
2pi
and J = I/(tw) is the current density. Based on the coordinates
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Figure D.1: Schematic of the coordinate system.
shown in Fig. D.1,
sin β =
y′ − y√
(z′ − z)2 + (y′ − y)2
cos β =
z′ − z√
(z′ − z)2 + (y′ − y)2
(D.3)
The z magnetic field component is
Bz(z
′, y′) = γ
∫ t
0
∫ w/2
−w/2
dBz(z
′, y′)dzdy
= γ
∫ t
0
∫ w/2
−w/2
y′ − y
(z′ − z)2 + (y′ − y)2dzdy
(D.4)
And similarly the y field component is
By(z
′, y′) = γ
∫ t
0
∫ w/2
−w/2
dBy(z
′, y′)dzdy
= γ
∫ t
0
∫ w/2
−w/2
z′ − z
(z′ − z)2 + (y′ − y)2dzdy
(D.5)
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By using the transformation of variables u = z′ − z, the field components can be
re-written as
Bz(z
′, y′) = γ
∫ t
0
∫ z′+w/2
z′−w/2
y′ − y
u2 + (y′ − y)2dudy
By(z
′, y′) = γ
∫ t
0
∫ z′+w/2
z′−w/2
u
u2 + (y′ − y)2dudy
(D.6)
which can readily be solved numerically.
Below are plots of the in-plane (Bz) and out-of-plane (By) components for a con-
stant current in a Pt line with dimensions t = 7 nm and w = 20 µm.
Figure D.2: Bz as a function of depth (a) and lateral distance (b). By as a function
of depth (c) and lateral distance (d). The blue lines correspond to I = 8 mA and the
orange lines correspond to I = 5 mA. (a) and (c) are evaluated at z′ = 0 while (b)
and (d) are evaluated at y′ = 0.
164
Figure D.3: (a) Bz in both dimensions and (b) By in both dimensions for I = 8 mA.
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The power of the probe beam as a function of y inside the YIG film follows an
exponential decay
Plaser(y
′) = P0e−αabsy
′
(D.7)
where P0 is the peak laser power right at the Pt/YIG interface (y
′ = 0) and αabs =
5× 104 m−1 is the measured absorption of the YIG. The dissipated power density as
a function of y′ is
P˙ (y′) = −∂Plaser
∂y′
= −αabsP0e−αabsy′ (D.8)
When the laser probe is placed in the center of the Pt line, the magnetic field is
constant as a function of lateral position z. The Oersted magnetic field sampled by
the BLS probe is given by the weighted average of the beam as it decays into the YIG
film of thickness d = 10 µm:
〈Bz,y〉 =
∫ y′=−d
0
Bz,y(z
′ = 0, y′)P˙ (y′) dy′∫ y′=−d
0
P˙ (y′) dy′
(D.9)
Additionally, the magnon frequency fm in the YIG has been measured as a function
of applied magnetic field Bext applied along z, as shown in Fig. D.4. The slope
dfm
dBext
indicates that the magnon frequency increases approximately 32 MHz for each
additional mT of Bext.
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Figure D.4: BLS-measured magnon frequency as a function of applied magnetic field.
When the laser is placed in the center of the Pt, the y components of the Oersted field
are negligible, so only 〈Bz〉 will have an effect on the measured 〈fm〉. The calculated
field can be related to an estimated shift in the magnon frequency as 〈Bz〉 dfmdBext , and is
plotted as the thick solid line in comparison with the measured first harmonic 〈fm,νJ 〉
in Fig. D.5.
Figure D.5: Measured first harmonic BLS peak shift (circles) and calculated shift due
to weighted Oersted field (thick solid line). The dashed line is a fit to the measurement
data. Note that both axes are on a log scale.
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Appendix E
Analytical Solution of Coupled
Spin and Heat Transfer in
Pt/YIG/GGG Heterostructures
1
1Much of the heavy lifting for the analytical derivations outlined in this section was done by Prof.
Li Shi. They are included here in their complete form for reference pertaining to Chapter 4.
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E.1 Analytical solutions of one-dimensional cou-
pled spin and heat diffusion equations
The coordinates used in the following discussion are defined in Fig. E.1.
y
0
-d
l
GGG
YIG
Pt
z
Figure E.1: Schematic illustration of the Pt/YIG/GGG structure.
E.1.1 Temperature distributions
The experiments have been conducted at a modulation frequency much slower than
the thermal time constant of the system. Consequently, the time derivative terms are
negligible in all the equations, which become essentially the same as the steady state
equations. Inside the gadolinium gallium garnet (GGG), the Fourier transform of the
heat diffusion equation is used to obtain the frequency (ν) components as
∇ · (κp,GGG∇θp,GGG,ν) = 0 (E.1)
where κp,GGG is the thermal conductivity of GGG, θ ≡ T − T∞, where T is the
temperature and T∞ is the ambient temperature, the subscript p is used to denote
phonon, and the subscript ν is used to denote the frequency component.
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Inside the YIG,
∇ · (κp,Y IG∇θp,Y IG,ν) + gmp (θm,Y IG,ν − θp,Y IG,ν) = 0
∇ · (κm,Y IG∇θm,Y IG,ν) + gmp (θp,Y IG,ν − θm,Y IG,ν) = 0
(E.2)
where κp,Y IG and κm,Y IG are the phonon and magnon contributions to the thermal
conductivity (κY IG) of YIG, gmp is the magnon-phonon coupling constant, and the
subscripts p and m represent phonons and magnons, respectively. These two coupled
equations are equivalent to
∇ · (κY IG∇θp,Y IG,ν + κm,Y IG∇θm−p,Y IG,ν) = 0
∇2θm−p,Y IG,ν − θm−p,Y IG,ν
`2mp
= 0
(E.3)
where θm−p ≡ θm − θp, `mp ≡
[
gmp
(
1
κp,Y IG
+ 1
κm,Y IG
)]−1/2
is the magnon-phonon
thermalization length in YIG, and the spatial variation of κm,Y IG and κp,Y IG have
been ignored.
Inside the Pt,
∇ · (κp,P t∇θp,P t,ν) + gep (θe,P t,ν − θp,P t,ν) = 0
∇ · (κe,P t∇θe,P t,ν) + gep (θp,P t,ν − θe,P t,ν) + qν + qTh,ν = 0
(E.4)
where the subscript e denotes electrons, the Joule heating density (q) and the Thom-
son heating density (qTh) are q = ρJc · Jc and qTh = βJc · ∇θe,P t, respectively, and
Jc is the charge current density vector, ρ is the electrical resistivity, κp,P t and κe,P t
are the phonon and electron contributions to the thermal conductivity (κPt) of Pt,
gep is the electron-phonon coupling constant, and β is the Thomson coefficient. For
the sample configuration shown in Fig. E.1, the electric current consists of only the x
component (Jx) in a Pt thin film of thickness tPt deposited on YIG and the magnetic
field has only the component (Bz) along the z direction. Because Jc and ∇θe,P t are
aligned along the in-plane and cross-plane direction of the Pt film, qTh = 0. Thus,
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these two coupled equations are equivalent to
∇ · (κPt∇θp,P t,ν + κe,P t∇θe−p,P t,ν) + qν = 0
∇2θe−p,P t,ν − θe−p,P t,ν
`2ep
+
qν
κe,P t
= 0
(E.5)
where θe−p ≡ θe − θp, `ep ≡
[
gep
(
1
κe,Pt
+ 1
κp,Pt
)]−1/2
is the electron-phonon thermal-
ization length in Pt, and the spatial variation of κe,P t and κp,P t have been ignored.
Transport is approximately one-dimensional inside the micron-scale laser spot right
beneath the center of the 20 µm-wide Pt line. Hence,
θm−p,ν = a1,ν sinh
(
y
`mp
)
+ a2,ν cosh
(
y
`mp
)
for y ≤ 0 (E.6)
and
θe−p,ν = b1,ν sinh
(
y
`ep
)
+ b2,ν cosh
(
y
`ep
)
+
qν`
2
ep
κe,P t
for y ≥ 0 (E.7)
where the a and b coefficients depend on the frequency ν component. In addition,
∇ · (κY IG∇θp,Y IG,ν) = −∇ · (κm,Y IG∇θm−p,Y IG,ν) = −κm,Y IG
`2mp
[
a1,ν sinh
y
`mp
+ a2,ν cosh
y
`mp
]
∇ · (κPt∇θe,P t,ν) = −∇ · (κm,Y IG∇θm−p,Y IG,ν)− qν = −κe,P t
`2ep
[
b1,ν sinh
y
`ep
+ b2,ν cosh
y
`ep
]
− qν
(E.8)
Hence,
θp,Y IG,ν = −κm,Y IG
κY IG
[
a1,ν sinh
y
`mp
+ a2,ν cosh
y
`mp
]
+ a3,νy + a4,ν
θp,P t,ν = −κe,P t
κPt
[
b1,ν sinh
y
`ep
+ b2,ν cosh
y
`ep
]
− qν
2κPt
y2 + b3,νy + b4,ν
(E.9)
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and
θm,Y IG,ν = θp,Y IG,ν + θm−p,Y IG,ν
=
κp,Y IG
κY IG
[
a1,ν sinh
y
`mp
+ a2,ν cosh
y
`mp
]
+ a3,νy + a4,ν
θe,P t,ν = θp,P t,ν + θe−p,P t,ν
=
κp,P t
κPt
[
b1,ν sinh
y
`ep
+ b2,ν cosh
y
`ep
]
+ qν
(
`2ep
κe,P t
− y
2
2κPt
)
+ b3,νy + b4,ν
(E.10)
The Pt surface (y = l) is adiabatic,(
∂θp,P t,ν
∂y
)
y=l
= 0 (E.11)
and
QE,ν − κe,P t
(
∂θe,P t,ν
∂y
)
y=l
= 0 (E.12)
where the ordinary Ettingshausen heat current density QE,ν = κPtΞBzJx,ν , and the
Ettingshausen coefficient Ξ is related to the Nernst (N ) coefficient according to the
Bridgman relation, κPtΞ = NT . Hence,(
∂θp,P t,ν
∂y
)
y=l
= − κe,P t
κPt`ep
[
b1,ν cosh
(
l
`ep
)
+ b2,ν sinh
(
l
`ep
)]
− qνl
κPt
+ b3,ν = 0
(
∂θe−p,P t,ν
∂y
)
y=l
= −b1,ν
`ep
cosh
(
l
`ep
)
+
b2,ν
`ep
sinh
(
l
`ep
)
=
QE,ν
κe,P t
(E.13)
Thus
b3,ν =
QE,ν + qνl
κPt
(E.14)
and
b2,ν = −b1,ν coth
(
l
`ep
)
+
QE,ν`ep
κe,P t sinh
l
`ep
(E.15)
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At the Pt/YIG interface (y = 0), the spin mediated heat current density (Qis,ν) and
phonon mediated heat current density (Qip,ν) are
Qis,ν = QE,ν − κe,P t
(
∂θe,P t,ν
∂y
)
y=0
= −κm,Y IG
(
θm,Y IG,ν
∂y
)
y=0
Qip,ν = −κp,P t
(
∂θp,P t,ν
∂y
)
y=0
= −κp,Y IG
(
θp,Y IG,ν
∂y
)
y=0
(E.16)
These equations satisfy the energy conservation for the Pt film,
Qis,ν +Q
i
p,ν + qνl = 0 (E.17)
In addition,
b1,ν = `ep
(
∂θe−p,P t,ν
∂y
)
y=0
=
`epQE,ν
κe,P t
− `epqνl
κp,P t
−
(
1
κp,P t
+
1
κe,P t
)
`epQ
i
s,ν (E.18)
so that
b2,ν =
1− cosh l
`ep
κe,P t sinh
l
`ep
`epQE,ν + coth
(
l
`ep
)
`epqνl
κp,P t
+ coth
(
l
`ep
)(
1
κp,P t
+
1
κe,P t
)
`epQ
i
s,ν
(E.19)
Similarly,
a1,ν = `mp
(
∂θm−p,Y IG,ν
∂y
)
y=0
= −`mpqνl
κp,Y IG
−
(
1
κp,Y IG
+
1
κm,Y IG
)
`mpQ
i
s,ν (E.20)
In addition,
qνl = −Qis,ν −Qip,ν
= κm,Y IG
(
∂θm,Y IG,ν
∂y
)
y=0
+ κp,Y IG
(
∂θp,Y IG,ν
∂y
)
y=0
= (κm,Y IG + κp,Y IG) a3,ν
(E.21)
Thus,
a3,ν =
qνl
κY IG
(E.22)
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The spin mediated heat flux (Qm,GGG,ν) and phonon mediated heat flux (Qp,GGG,ν)
respectively, across the YIG/GGG interface (y = −d) are
Qm,GGG,ν = −κm,Y IG
(
∂θm,Y IG,ν
∂y
)
y=−d
= 0
Qp,GGG,ν = −κp,Y IG
(
∂θp,Y IG,ν
∂y
)
y=−d
(E.23)
These equations satisfy the energy conservation for the YIG layer, −Qis,ν − Qip,ν +
Qm,GGG,ν +Qp,GGG,ν = 0, so that Qp,GGG,ν = −qνl. Hence,(
∂θm−p,Y IG,ν
∂y
)
y=−d
=
a1,ν
`mp
cosh
(−d
`mp
)
+
a2,ν
`mp
sinh
(−d
`mp
)
= − qνl
κp,Y IG
, (E.24)
which is used to obtain
a2,ν = a1,ν coth
(
d
`mp
)
+
`mpqνl
κp,Y IG sinh
d
`mp
=
1− cosh d
`mp
κp,Y IG sinh
d
`mp
`mpqνl − coth
(
d
`mp
)(
1
κp,Y IG
+
1
κm,Y IG
)
`mpQ
i
s,ν
(E.25)
The heat conduction across the YIG/GGG substrate can be calculated as
QGGG,ν = −GGGGθp,Y IG,ν (y = −d) (E.26)
where GGGG is the thermal conductance per unit area of the YIG/GGG interface for
heat conduction from the YIG through the GGG substrate to the ambient. Thus,
QGGG,ν = −GGGG
{
−κm,Y IG
κY IG
[
a1,ν sinh
(−d
`mp
)
+ a2,ν cosh
(−d
`mp
)]
− a3,νd+ a4,ν
}
= −qνl
a4,ν =
[
1
GGGG
+
d
κY IG
− κm,Y IG`mp
κY IGκp,Y IG
1− cosh d
`mp
sinh d
`mp
]
qνl − κm,Y IG`mp
κY IG sinh
d
`mp
(
1
κp,Y IG
+
1
κm,Y IG
)
Qis,ν
(E.27)
174
At the Pt/YIG interface (y = 0), the phonon mediated heat flux (Qip,ν) can be
calculated as
Qip,ν = Gpθ
i
p−p,ν (E.28)
where
θip−p,ν ≡ (θp,Y IG,ν)y=0 − (θp,P t,ν)y=0 =
κe,P t
κPt
b2,ν − b4,ν − κm,Y IG
κY IG
a2,ν + a4,ν
b4,ν =
1− cosh l
`ep
κPt sinh
l
`ep
`epQE,ν
+
[
1
Gp
+ coth
(
l
`ep
)(
1
κp,P t
+
1
κe,P t
)
κe,P t
κPt
`ep −
1− cosh d
`mp
sinh d
`mp
(
1
κp,Y IG
+
1
κm,Y IG
)
κm,Y IG`mp
κY IG
]
Qis,ν
+
[
1
Gp
+
1
GGGG
+
d
κY IG
+ coth
(
l
`ep
)
κe,P t`ep
κPtκp,P t
− 2 κm,Y IG`mp
κY IGκp,Y IG
1− cosh d
`mp
sinh d
`mp
]
qνl.
(E.29)
In addition, the spin mediated heat flux (Qis,ν) across the Pt/YIG interface can be
calculated as
Qis,ν = Πsgs
Vs,ν
2
+Gsθ
i
m−e,ν (E.30)
where Πs ≡
(
∂Qis,ν
∂Js
)
θim−e,ν=0
is the spin Peltier coefficient of the interface spin flux,
Js = gs
(
Vs,ν
2
− Ssθim−e,ν
)
, and related to the spin Seebeck coefficient, Ss ≡
(
∂Vs,ν
2∂θim−e,ν
)
Js=0
,
via the Onsager relationship Πs = SsT , gs is the interface spin conductance per unit
area, Gs ≡
(
∂Qis,ν
∂θim−e,ν
)
Vs,ν=0
is the spin-mediated thermal interface conduction mea-
sured under vanishing spin accumulation (Vs,ν), and θ
i
m−e,ν is defined as
θim−e,ν ≡ (θm,Y IG,ν)y=0− (θe,P t,ν)y=0 =
κp,Y IG
κY IG
a2,ν +a4,ν− κp,P t
κPt
b2,ν− qν
(
`2ep
κe,P t
)
− b4,ν .
(E.31)
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Hence,
Qis,ν
=
Πsgs
Vs,ν
2Gs
− 1−cosh
l
`ep
κe,Pt sinh
l
`ep
`epQE,ν −
[
1
Gp
+
`2ep
κe,Ptl
+ `ep
κp,Y IG
coth
(
l
`ep
)
− `mp
κp,Y IG
1−cosh d
`mp
sinh d
`mp
]
qνl
1
Gp
+ 1
Gs
+ coth
(
l
`ep
)(
1
κp,Pt
+ 1
κe,Pt
)
`ep + coth
(
d
`mp
)(
1
κp,Y IG
+ 1
κm,Y IG
)
`mp
(E.32)
First harmonic component (ν = νJ) of the Pt temperature
When Jx = J0 sin 2piνJt, q does not contain the first harmonic component: qνJ = 0.
θp,P t,νJ (y) = −
κe,P t
κPt
[
b1,νJ sinh
(
y
`ep
)
+ b2,νJ cosh
(
y
lep
)]
+ b3,νJy + b4,νJ (E.33)
where
b1,νJ =
`epQE,νJ
κe.P t
−
(
1
κp,Y IG
+
1
κm,Y IG
)
`epQ
i
s,νJ
b2,νJ =
1− cosh l
`ep
κe,P t sinh
l
`ep
`epQE,νJ + coth
(
l
`ep
)(
1
κp,Y IG
+
1
κm,Y IG
)
`epQ
i
s,νJ
b3,νJ =
QE,νJ
κPt
b4,νJ =
1− cosh l
`ep
κe,P t sinh
l
`ep
`epQE,νJ
+
[
1
Gp
+ coth
(
l
`ep
)(
1
κp,P t
+
1
κe,P t
)
κe,P t
κPt
`ep −
1− cosh d
`mp
sinh d
`mp
(
1
κp,Y IG
+
1
κm,Y IG
)
κm,Y IG`mp
κY IG
]
Qis,νJ
(E.34)
and
Qis,νJ
=
Πsgs
Vs,νJ
2Gs
− 1−cosh
l
`ep
κe,Pt sinh
l
`ep
`epQE,νJ
1
Gp
+ 1
Gs
+ coth
(
l
`ep
)(
1
κp,Pt
+ 1
κe,Pt
)
`ep + coth
(
d
`mp
)(
1
κp,Y IG
+ 1
κm,Y IG
)
`mp
(E.35)
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The first harmonic component of the average phonon temperature rise across the Pt
film thickness is
〈θp,P t,νJ 〉 =
1
l
∫ l
0
θp,P t,νJ (y)dy
= −κe,P t`ep
κPtl
{
b1,νJ
[
cosh
(
l
`ep
)
− 1
]
+ b2,νJ sinh
(
l
`ep
)}
+ b3,νJ
l
2
+ b4,νJ
(E.36)
Thus,
〈θp,P t,νJ 〉 = 〈θp,P t,νJ 〉Qis,νJ + 〈θp,P t,νJ 〉QE,νJ (E.37)
where the two components are
〈θp,P t,νJ 〉Qis,νJ =
{
1
Gp
+
κe,P t
κPt
(
1
κp,P t
+
1
κe,P t
)
`ep
[
coth
(
l
`ep
)
− `ep
l
]
+
κm,Y IG`mp
κY IG
(
1
κp,Y IG
+
1
κm,Y IG
) cosh d
`mp
− 1
sinh d
`mp
}
Qis,νJ
(E.38)
and
〈θp,P t,νJ 〉QE,νJ =
[
1
2`ep
+
1− cosh l
`ep
sinh l
`ep
]
`ep
κPt
QiE,νJ (E.39)
Comparison between the Pt phonon measurement results obtained on the Pt/YIG
and Pt/YIG/GGG structures suggests that 〈θp,P t,νJ 〉QE,νJ  〈θp,P t,νJ 〉Qis,νJ , so that
〈θp,P t,νJ 〉 ≈ 〈θp,P t,νJ 〉Qis,νJ (E.40)
In addition, because κe,P t  κp,P t and κp,Y IG  κm,Y IG,
〈θp,P t,νJ 〉 ≈
 1GP + `epκPt
[
coth
(
l
`ep
)
− `ep
l
]
+
`mp
κY IG
cosh
(
d
`mp
)
− 1
sinh
(
d
`mp
)
Qis,νJ (E.41)
which can be used to evaluate Qis,νJ from the measured 〈θp,P t,νJ 〉. For GP ≈ (170 ± 50)
× 106 W m−2Kˆ−1, the Kaptiza length `K ≡ κY IG/Gp ≈ 60± 20 nm. The thermal
conductivity of YIG is approximately 10 W m−1 K−1 based on several measurements,
98,183,184 (§4.2.3) and the electron-phonon coupling length in Pt can be calculated
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as `ep ≈
√
κe,P t/g = 9.4 nm, where κe,P t = 22 W m
−1 K−1 is obtained from the
Wiedemann-Franz relation and the measured electrical resistivity (ρ) of the Pt line,
and g = 2.5 × 1017 W m−3 K−1 is the reported electron-phonon coupling constant
for Pt.185,186 The calculated Qis,νJ/〈θp,P t,νJ 〉 ratio is shown in Fig. E.2, and is in the
range of (2 − 21) ×103 W cm−2 K−1 for the above Gp range and `mp in the reported
range between 1 nm and 250 nm.37,182
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Figure E.2: The ratio of spin-mediated interfacial heat flux to Pt phonon temperature
rise for a range of `mp of 1 to 250 nm and GP ≈ (170 ± 50) × 106 W m−2 K−1
calculated from Eqn. E.41. The upper dashed line corresponds to GP = 220 × 106
W m−2 K−1, while the lower line corresponds to GP = 120 × 106 W m−2K−1.
E.1.2 Interface spin pumping and relaxation in YIG
The magnon diffusion equation in YIG is
∇2nm = nm − n0
λ2m
(E.42)
where nm is the magnon number density, n0 is the magnon number density given by
the equilibrium distribution function at the local phonon temperature (Tp), and λm
is the magnon spin-flip diffusion length. Based on the definition δn ≡ nm − n0, the
diffusion equation can be expanded as(
dn0
dTp
)
∇2Tp +
(
d2n0
dT 2p
)
|∇Tp|2 +∇2δn = δn
λ2m
(E.43)
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Because each magnon carries a magnetic moment of −gµB, where g is the Lande´ g
factor, and µB is the Bohr magneton,
dn0
dTp
= − 1
gµB
∂M
∂Tp
(E.44)
and
d2n0
dT 2p
= − 1
gµB
∂2M
∂T 2p
(E.45)
where M is the magnitude of the local magnetization vector (M ). Because the mea-
sured M shows a highly linear dependence on Tp in the temperature range between
300 and 400 K according to Fig. 4.23(c), the d
2n0
dT 2p
term vanishes to yield98
∇2Tp,Y IG +∇2m = m
λ2m
(E.46)
where m ≡ δndn0
dTp
. The deviation δn results in a a change in M as δM = −gµBδn.
The δM further results in a shift δfm of the magnon frequency fm as δfm ≈ ∂fm∂M δM =
−∂fm
∂M
gµBδn. Thus, m =
δfm
∂fm
∂Tp
.
The Fourier transform is used to obtain the frequency components as
∇2θp,Y IG +∇2m,ν = 1
λ2m
m,ν (E.47)
where θ ≡ T − T∞ and T∞ is the ambient temperature. In addition,
∇2θp,ν = − κm,Y IG
κY IG`2mp
[
a1,ν sinh
(
y
`mp
)
+ a2,ν cosh
(
y
`mp
)]
(E.48)
Thus
m,ν = c1,νsinh
(
y
λm
)
+ c2,νcosh
(
y
λm
)
+ c3,νsinh
(
y
`mp
)
+ c4,νcosh
(
y
`mp
)
(E.49)
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where
c3,ν =
κm,Y IG
κY IG
(
1− `2mp
λ2m
)a1,ν
c4,ν =
κm,Y IG
κY IG
(
1− `2mp
λ2m
)a2,ν (E.50)
The spin flux across the Pt/YIG interface (y = 0) is
Js = eDm
(
∂nm
∂y
)
y=0
Mz√
Mz
2
∂nm
∂y
=
∂(n0 + δn)
∂y
=
dn0
dTp
(
∂θp
∂y
+
∂m
∂y
) (E.51)
Thus,
Js,ν = −eDm
gµB
∂M
∂Tp
Mz√
M2z
(
∂θp,ν
∂y
+
∂m,ν
∂y
)
y=0(
∂θp,ν
∂y
)
y=0
= − κm,Y IG
κY IG`mp
a1,ν + a3,ν(
∂m,ν
∂y
)
y=0
=
c1,ν
λm
+
κm,Y IG
κY IG`mp
(
1− `2mp
λ2m
)a1,ν
(E.52)
and
c1,ν = − Js,νλmeDm
gµB
∂M
∂Tp
Mz√
M2z
+
κm,Y IGλm
κY IG`mp
(
1− λ2m
`2mp
)a1,ν − a3,νλm (E.53)
The spin flux across the YIG/GGG interface (y = −d) vanishes, thus(
∂θp,ν
∂y
+
∂m,ν
∂y
)
y=−d
= 0
c2,ν =
κm,Y IGλm
`mpκY IG
(
1− λ2m
`2mp
)a2,ν + 1− cosh dλm
sinh d
λm
λma3,ν −
λm coth
d
λm
eDm
gµB
∂M
∂Tp
Mz√
M2z
Js,ν
(E.54)
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First harmonic component (ν = νJ) of the YIG temperature and magnon
frequency
The first harmonic component of the YIG phonon temperature is
θp,Y IG,vJ = −
κm,Y IG
κY IG
[
a1,vJ sinh
(
y
`mp
)
+ a2,vJ cosh
(
y
`mp
)]
+ a3,vJy + a4,vJ (E.55)
where
a1,νJ = −
(
1
κp,Y IG
+
1
κm,Y IG
)
`mpQ
i
s,νJ
a2,νJ = −
(
1
κp,Y IG
+
1
κm,Y IG
)
coth
(
d
`mp
)
`mpQ
i
s,νJ
a3,νJ = 0
a4,νJ = −
`mp
κp,Y IG sinh
d
`mp
Qis,νJ
(E.56)
Thus,
θp,Y IG,νJ =
[
cosh
(
y + d
`mp
)
− 1
]
csch
(
d
`mp
)
`mp
κp,Y IG
Qis,νJ (E.57)
In addition,
c1,νJ = −
λm
eDm
gµB
∂M
∂Tp
Mz√
Mz
Jz,νJ −
λm
κp,Y IG
(
1− λ2m
`2mp
)Qis,νJ
c2,νJ = −
λm coth
d
λm
eDm
gµB
∂M
∂Tp
Mz√
Mz
Jz,νJ −
λm
κp,Y IG
(
1− λ2m
`2mp
) coth( d
`mp
)
Qis,νJ
c3,νJ = −
1
κp,Y IG
(
1− `2mp
λ2m
)`mpQis,νJ
c4,νJ = −
1
κp,Y IG
(
1− `2mp
λ2m
)`mp coth( d
`mp
)
Qis,νJ
(E.58)
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Hence,
θp,Y IG,vJ + m,vJ
= − λm
eDm
gµB
∂M
∂Tp
Mz√
M2z
csch
d
λm
cosh
y + d
λmp
Js,vJ − csch
d
`mp
`mp
κp,Y IG
Qis,vJ
− λm
κp,Y IG
(
1− λ2m
`2mp
) csch d
`mp
cosh
y
λm
+
d
`mp
Qis,vJ
+
1
1− λ2m
`2mp
cosh
y + d
`mp
cosh−1
d
`mp
`mp
κp,Y IG
Qis,vJ
(E.59)
First Harmonic BLS Peak Shift
The first harmonic frequency components of the BLS peak shift is
fm,vJ = fm,Tp,vJ (y) + δfm,vJ (y) = (θp,Y IG,vJ + m,vJ )
∂fm
∂Tp
= α1
Js,vJ
eDm
Mz√
M2z
+ α2Q
i
s,vJ
(E.60)
where
α1 =
λm
∂fm
∂Tp
eDm
gµB
∂M
∂Tp
Mz√
M2z
csch
(
d
λm
)
cosh
(
d+ y
λm
)
(E.61)
α2 =
 `mp(
1− λ2m
`2mp
) cosh(d+ y
`mp
)
− λm(
1− λ2m
`2mp
) cosh( d
`mp
+
y
λm
)
− `mp
 csch
(
d
`mp
)
κp,Y IG
∂fm
∂Tp
(E.62)
Thus, the first harmonic magnon frequency shift in the laser spot is
〈fm,vJ 〉 = 〈θp,Y IG,νJ
∂fm
∂Tp
〉+ 〈m,νJ
∂fm
∂Tp
〉 = 〈α1〉 Js,vJ
eDm
Mz√
M2z
+ 〈α2〉Qis,vJ (E.63)
where 〈ξ〉 is the weighted average of a function ξ inside the Gaussian laser spot. Since
the interfacial thermal conductance, Gp, is relatively high, the θp,Y IG,νJ in Eqn. E.56
is expected to be close in magnitude to the the measured 〈θp,P t,νJ 〉 = 0.76 mK, so
that the quantity 〈θp,Y IG,νJ ∂fm∂Tp 〉 would be three orders of magnitude smaller than the
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measured 〈fm,νJ 〉 and 〈m,νJ ∂fm∂Tp 〉. In addition,(
∂nm,νJ
∂y
)
y=0
=
Js,νJ
eDm
Mz√
M2z
= −
∂M
∂Tp
gµBλm
∂fm
∂Tp
csch
(
d
λm
)
〈cosh d+y
λm
〉
[〈fm,νJ 〉 − 〈α2〉Qis,νJ ]
(E.64)
Hence, the first harmonic component of the magnon density at the YIG/Pt interface
is
nm,νJ ,y=0 =
dn0
dTp
(θp,Y IG,νJ + m,νJ )y=0
= − 1
gµB
∂M
∂Tp
{
cosh
(
d
λm
)
∂fm
∂Tp
〈cosh
(
d+y
λm
)
〉
〈fm,νJ 〉
+
[〈cosh( d
`mp
+ y
λm
)
〉 − 〈cosh
(
d+y
λm
)
〉
〈cosh
(
d+y
λm
)
〉
cosh
(
d
λm
)
λm(
1− λ2m
`mp
)
+
cosh
(
d
λm
)
− 〈cosh
(
d+y
λm
)
〉
〈cosh
(
d+y
λm
)
〉
`mp
]csch( d
`mp
)
κp,Y IG
Qis,νJ
}
(E.65)
For `mp in the range between 1 and 250 nm and λm ≈ 0.95 µm, the term containing
Qis,νJ is much smaller than the term containing 〈fm,νJ 〉. Hence,
nm,νJ (y) ≈ nm,νJ ,y=0
cosh
(
y+d
λm
)
cosh
(
d
λm
)
≈ −
∂M
∂Tp
cosh d
λm
gµB
∂fm
∂Tp
〈cosh
(
d+y
λm
)
〉
〈fm,νJ 〉
(E.66)
This equation is used to calculate the density of magnons injected to the YIG interface
based on the measured 〈fm,νJ 〉 at different currents in Pt, as shown in Fig. E.3.
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Figure E.3: Magnon population generated by the SHE at the Pt/YIG interface as a
function of the applied charge current.
As a comparison, the M-H curve shown in Fig. 4.23(b) indicates approximately
3.5×1021 cm−3 Bohr magnetons at the saturation magnetization in the YIG film.
E.1.3 Gaussian convolution and weighting
The laser intensity inside the Gaussian spot is
I(r, y) =
I0
1 + (y/y0)2
exp
[
−2r
2
w20
1
1 + (y/y0)2
− αabsy
]
(E.67)
where y0 = piw
2
0n/λ0, w0 is the Gaussian beam radius, and I0 is the peak intensity
right beneath the Pt/YIG interface, n is the index of refraction of YIG, λ0 is the laser
wavelength in vacuum, and αabs = 5× 104 m−1 is the measured absorption coefficient
for YIG. Thus the spatially varying power density of the green probe laser is
Q(r, y) = −∂I(r, y)
∂y
=
[
2y
[1 + (y/y0)2] y20
− 4r
2y
w0y20 [1 + (y/y0)
2]2
+ αabs
]
I0
1 + (y/y0)2
e
− 2r2
w20[1+(y/y0)
2]
−αabsy
(E.68)
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Thus, the weighted average is calculated as
〈ξ〉 =
∫∞
0
dy
∫∞
0
ξ(r, y)Q(r, y)r dr∫∞
0
dy
∫∞
0
Q(r, y)r dr
=
∫∞
0
dy
∫∞
0
r drξ(r, y)
[(
2y
[1+(y/y0)2]
2y20
− 2r2
w0
2y
y20 [1+(y/y0)
2]3
+ αabs
1+(y/y0)2
)
e
− 2r2
w20[1+(y/y0)
2]
−αabsy
]
∫∞
0
dy
∫∞
0
r dr
[(
2y
[1+(y/y0)2]
2y20
− 2r2
w0
2y
y20 [1+(y/y0)
2]3
+ αabs
1+(y/y0)2
)
e
− 2r2
w20[1+(y/y0)
2]
−αabsy
]
(E.69)
The weighted average 〈ξ〉 is what is truly being measured by the BLS laser probe.
For example, the weighted average of lumped coefficient α1 used in the analysis of
spin current transfer at the Pt/YIG interface is
〈α1〉 =
∫∞
0 dy
∫∞
0 −
λm
∂fm
∂Tp
eDm
gµB
∂M
∂Tp
Mz√
Mz
csch d
λm
cosh d+y
λm
( 2y
(1+(y/y0)
2)y20
− 2r2
w0
2y
y20(1+(y/y0)
2)3
+
αabs
1+(y/y0)
2
)
e
− 2r2
w20(1+(y/y0)
2)
−αabsy
r dr
∫∞
0 dy
∫∞
0
( 2y
(1+(y/y0)
2)y20
− 2r2
w0
2y
y20(1+(y/y0)
2)3
+
αabs
1+(y/y0)
2
)
e
− 2r2
w20(1+(y/y0)
2)
−αabsy
r dr
(E.70)
which is equivalent to
〈α1〉 = −
∂fm
∂Tp
gµBλ
2
m csch
d
λm
(
αabsλm cosh
d
λm
+ sinh d
λm
)
eDm
∂M
∂Tp
(α2absλ
2
m − 1)
(E.71)
Following the same procedure,
〈α2〉 =
∂fm
∂Tp
`mpαabs
λ2m−`2mp
αabs
+
`mp
2
e
−d
`mp
`mp
 1
1
`mp
+αabs
+
`mpe
2d
`mp
`mpαabs−1
−λm
 1
1
λm
+αabs
+ λme
2d
`mp
λmαabs−1
 csch d
`mp
κp,Y IG(`2mp−λ2m)
(E.72)
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E.2 2D finite element calculation of magnon diffu-
sion
As the BLS laser probe is scanned away from the edge of the Pt line, the one-
dimensional approximation for transport directly beneath the Pt is no longer valid,
and so we are tasked with solving Eqn. E.47 in two dimensions using a finite element
method.
Because 〈θp,Y IG,νJ 〉 is three orders of magnitude smaller than 〈m,νJ 〉, as discussed
above, the dimensionless magnon spin diffusion equation can be reduced to
∇2m,ν = 1
λ2m
m,ν , (E.73)
A numerical solution of this equation was obtained in a two-dimensional domain using
the commercial software package COMSOL. The domain was set up to simulate a
cross-section of the YIG underneath the 20 µm-wide Pt, and had dimensions of 10
µm in the vertical direction (y) and 50 µm in z, with the z = 0 boundary bisecting
the Pt line lengthwise. With λm as a variable parameter, (z, y) was calculated on a
rectangular mesh with the following boundary conditions in Cartesian coordinates
∂(z=0µm,y)
∂y
= 0
∂(z=50µm,0)
∂y
= 0
∂(z<10µm,y=0µm)
∂y
= C
(z = 50µm, y) = 0,
with the third boundary condition indicating the injection of spin into the YIG under
the Pt and the constant C is taken as unity in the simulation for convenience.
Following each calculation, the result was interpolated, and the Gaussian-weighted
average of the normalized magnon frequency change ((z,y)) was computed as a func-
tion of the distance (∆z) between the edge of the Pt and the center of the laser
spot in the physical measurement. The Gaussian weighting was carried out over the
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interpolated result within the simulation domain at each ∆z value.
The calculation result is shown in Fig. E.4. The normalized value of
〈〉∆z2
〈〉∆z1
is plotted in Fig. 4.22(c) for different values of λm. The optimum value of λm is
selected when the calculation result intersects with the experimental data such that
〈〉∆z2
〈〉∆z1
=
〈fm,∆z2 〉
〈fm,∆z1 〉
, and is found to be 0.95 µm.
𝝐(z,y)
Figure E.4: Two-dimensional solution to the magnon diffusion equation (Eqn. E.73)
for a λm value of 10 µm.
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