Abstract-In this correspondence, in extension of Piret's bound for codes over phase-shift keying (PSK) signal sets, we investigate the application of the Gilbert-Varshamov (GV) bound to a variety of distance-uniform (DU) signal sets in Euclidean space. It is shown that four-dimensional signal sets matched to binary tetrahedral, binary octahedral, and binary icosahedral groups lead to better bounds compared to the bounds for signal sets matched to dicyclic groups with the same number of signal points and comparable symmetric PSK signal sets.
I. INTRODUCTION
For codes designed for the Hamming distance, the asymptotic Gilbert-Varshamov (GV) bound gives an achievable lower bound on the normalized rate of the code for a specified normalized Hamming distance. For a length-n code C over a q-ary alphabet with minimum Hamming distance d H (C), the asymptotic GV bound [21] is the normalized distance, and Hq(x) is the generalized entropy function given by H q (x) = 0x log q x q 0 1 0 (1 0 x) log q (1 0 x) where 0 x ( q01 q ). In this correspondence, in extension of Piret's bound [17] for codes over phase-shift keying (PSK) signal sets, we investigate the application of the GV bound to a variety of distanceuniform (DU) signal sets in Euclidean space [6] , [14] . A signal set is said to be DU if the Euclidean distance distribution of all the points in the signal set from a particular point is the same from any signal point. Examples of DU signal sets are all binary signal sets, symmetric PSK signal sets, orthogonal signal sets, simplex signal sets, hypercubes in any dimension, and signal sets matched to groups [13] , [14] . A signal set S is said to be matched to a group G if there exists a mapping from G onto S such that for all g and g 0 in G dE (g); (g 0 ) = dE (g 01 g 0 ); (e) (2) where d E (x; y) denotes the squared Euclidean distance (SED) between x; y 2 S and e is the identity element of G. Signal sets matched to groups constitute an important ingredient in the construction of geometrically uniform codes [6] and those matched to noncommutative groups have been shown [13] to be superior to signal sets matched to commutative groups in terms of having capacity exceeding the PSK limit [3] . Existence of DU signal sets not matched to any group is shown in [20] . In terms of probability of error, if the signal set S = fs 0 ; s 1 ; . . . ; s M01 g is matched to a group then the probability of error when s i is transmitted is independent of i, whereas if it is DU then only the union bound is independent of i.
A version of the GV bound that yields geometrically uniform codes was given by Loeliger [16] . This bound applies for signal sets matched to the additive group of a finite field (elementary Abelian groups), for example, M -PSK when M is prime and for simplex signal sets with power of a prime number of signal points. Piret [17] has obtained an asymptotic lower bound for codes over symmetric PSK signal sets for Euclidean distance of the signal space code and has shown that i) the asymptotic GV bound for q = 2 and q = 3 is obtainable from the bounds for 2-PSK and 3-PSK signal sets and ii) his bound for M = 4 is obtainable by multiplying by 2 the corresponding values of the case for M = 2; no such match exists with the GV bound for M 5.
The present correspondence begins by stating a general version of the GV bound that is applicable to any DU signal set. We then use this bound to investigate a variety of DU signal sets in Euclidean space like Hamming spaces [12] and signal sets matched to groups. In particular, we consider two-, three-, and four-dimensional signal sets matched to groups and compare them in terms of this bound. Among symmetric PSK and asymmetric PSK we show that the symmetric PSK signal set leads to a better bound. In three dimensions, we consider the Massey signal set [13] and obtain the GV bound for different parameters. We also show that, among the four-dimensional signal sets matched to dicyclic, binary tetrahedral, binary octahedral, and binary icosahedral groups, signal sets matched to dicyclic groups lead to smaller GV bound compared to signal sets matched to the remaining three groups for the same number of signal points. Also, we compare signal sets in different dimensions in terms of this bound based on spectral rate.
A class of Euclidean space codes is said to be asymptotically good if, for a fixed normalized SED, the normalized rate of the code is bounded away from zero as the length of the code approaches infinity. Using the well-known distance bound due to Ginzburg [9] , we point out (Theorem 2) that certain multilevel constructions [10] , [11] give good classes of Euclidean space codes.
The correspondence is organized as follows. In Section II, we present a version of the GV bound (Theorem 1) applicable to any DU signal set and specialize it to simplex signal sets and Hamming spaces. Application of the GV for various signal sets in two, three, and four dimensions matched to groups and their comparison based on the bound normalized with respect to dimension constitute Section III. Section IV deals with construction of good Euclidean space codes by multilevel construction. Concluding remarks constitute Section V and the modifications of the Piret's proof leading to the bound of Theorem 1 are presented in the Appendix.
II. GV BOUND FOR DU SIGNAL SETS
The following theorem is a version of the GV bound that applies to any DU signal set. 
which is the Gilbert bound: if the balls of radius nd 2 around all codewords do not cover the whole signal space, the code could be augmented by at least one codeword. As shown in [15] , we also have
where is the probability distribution defined in (4) and (5) and b is the base of the logarithm in the definition of H(). Combining (6) and (7) yields (3).
The asymptotic version of Theorem 1 along with the proof obtained by using modifications in Piret's proof [17] is given in the Appendix. Henceforth, we refer to the bound given by (3) as the extended GV (EGV) bound.
For simplex signal sets of size q, for any given point, the remaining (q 01) signal points are at the same SED. If a q-ary alphabet is used to designate the q points then for any chosen point the remaining (q 0 1) points are at the same Hamming distance. This suggests that the EGV bound for simplex signal sets and the classical GV bound are the same up to scaling of the distance.
Corollary 1 (Simplex Signal Sets):
For all values of q, the GV bound given in (1) can be obtained from the EGV bound when specialized to codes over simplex signal sets up to a scaling factor. Using (10) in (3) and choosing
and after substituting
(3) coincides with (1) but for the base of the logarithm. Note that the ranges also coincide, since
The substitutions given by (11) and (12) can be combined to obtain the relation between the normalized SED in the EGV bound and the normalized Hamming distance in the classical GV bound to give A signal set is said to form an mth-order q-ary Hamming space [12] if there exists a labeling of the signal set with q-ary m-tuples with the property that the SED between any two signal points is proportional to the Hamming distance between the corresponding labels. Notice that the symmetric 4-PSK set forms a second-order binary Hamming space and, more generally, the N -dimensional cube is an N th-order binary Hamming space. In Corollary 2, we obtain the EGV bound for Hamming spaces. Proof: Since S is an mth-order q-ary Hamming space, it has q m points. Let S 0 be the subset of S such that the labels of elements of S 0 differ only in one fixed coordinate. S 0 is a simplex signal set consisting of q signal points. Codes of length n over S can be considered as codes of length mn over S 0 . Hence, we have R L (S; ) = mR L (S 0 ; ) = right-hand side of (13):
Corollary 2 (Hamming Spaces
Note that S 0 is a simplex signal set consisting of q points, hence R L (S 0 ; ) is given by Corollary 1.
Since a simplex signal set with M points is a first-order M -ary Hamming space, Corollary 2 is a generalization of Corollary 1. Applying Corollary 2 to the N -dimensional hypercube, the EGV bound obtained is R L (S; ) = NR L (S 00 ; ), where S 00 is a one-dimensional hypercube, i.e., the binary antipodal signal set.
Example 1:
The three-dimensional cube is a third-order binary Hamming space. Taking the points to be on a unit sphere the SED distribution from (000) is f0; 4=3; 4=3; 8=3; 4=3; 8=3; 8=3; 4g. The EGV bound for codes over this cube is 3(1 0H 2 (=4)). Similarly, for the four-dimensional cube the EGV bound is 4(1 0 H2(=4)).
III. EGV BOUND FOR SIGNAL SETS MATCHED TO GROUPS IN TWO, THREE, AND FOUR DIMENSIONS
In this section, we apply the EGV bound to investigate two-, three-, and four-dimensional signal sets matched to groups.
A. Two-Dimensional Signal Sets Matched to Groups
The two classes of signal sets in two dimensions matched to groups are those matched to cyclic groups (symmetric PSK (SPSK)) and those matched to dihedral groups (asymmetric PSK (APSK)). Several authors have studied codes over APSK signal sets [1] , [2] , [5] , [7] . In general, such signal sets are matched to D2M under the mapping
where is the angle of asymmetry. Fig. 1(a) shows the general 2M -APSK signal set matched to D2M . As the angle of asymmetry is increased the curve moves up toward the 8-SPSK curve. Notice also that as the angle of asymmetry increases the APSK signal set tends more and more toward SPSK signal set. The corresponding plots for 16-SPSK and 16-APSK were seen to have similar patterns. Three observations from these plots are as follows:
1) signal sets matched to cyclic groups (SPSK) give better bound than signal sets matched to dihedral groups (APSK) with the same number of elements;
2) for APSK signal sets, the EGV bound gives a better distance as the angle of asymmetry increases; and 3) as the number of points in the signal set increases, the bounds differ only for smaller values of normalized distance, i.e., the range of values of for which the bounds for symmetric and asymmetric PSK are the same increases.
Although these observations are based on 8-and 16-point signal sets it is conjectured that these are true for PSK signal sets with any even number of points.
B. Three-Dimensional Signal Sets Matched to Groups
Loeliger [13] has discussed a class of three-dimensional signal sets observed by Massey with points on a unit sphere matched to cyclic groups with even number of elements which we refer as Massey signal sets. Fig. 2(a) shows a Massey signal set, with parameter r, matched to a cyclic group with eight elements. In general, a Massey signal set with 2M points has its points on two circles parallel to the x-y plane separated by a distance 2r along the z-axis, with M points on each circle. The points on each circle constitute an M -SPSK signal set with one M -SPSK signal set when projected onto the other circle forming another M -SPSK signal set which is a rotated version of the other one by =M. The points on each circle are indexed by f0; 2; . . . ; 2M 02g and f1; 3; . . . ; 2M 0 1g in the anticlockwise direction. It is easy to check that this signal set is matched to the cyclic group of integers modulo 2M under the natural mapping. In the next section, we show that the Massey signal set with eight points is superior to 8-SPSK and three-dimensional cube in terms of having a better bound.
For M =64, Fig. 2(b) shows the EGV bound for several values of r:
From Fig. 2(b) , it is seen that the best bound depends on the normalized distance. For instance, the curve for r = 0:5 intersects with the curves for all other values shown in the figure. For M = 8, also there is no unique value of r for which the bound is tighter than for all other values of r. 
C. Bounds for Four-Dimensional Signal Sets Matched to Groups
Modulation schemes with four-dimensional signal sets have been studied by several authors [13] , [24] , [4] , [19] , [8] , [18] , [22] , [23] . Gersho and Lawrence [8] describe the basic theory and implementation for a particular lattice type, four-dimensional signal set, which readily lends itself to simple encoding and decoding with around 1.2-dB gain in noise margin over the conventional two-dimensional 16-point QAM signaling. Moreover, a four-dimensional signal set matched to a noncommutative group with 7200 signal points has been observed to have higher capacity than the PSK limit [13] . In this subsection, we apply the EGV bound for four-dimensional signal sets matched to dicyclic, binary tetrahedral, binary octahedral, and binary icosahedral groups. The class of signal sets matched to dicyclic groups includes those matched to the quaternion group and generalized quaternion groups since these two are special cases of dicyclic groups. These groups are simply described in terms of the quaternions as follows The groups of interest to us are the following finite subgroups of H. The special case M = 2 gives the quaternion group Q 8 = f6e; 6j; 6k; 6lg with eight elements.
2 4) The Binary Icosahedral Group G120: This group consists of 120 elements and is obtainable as elements generated by Figures for four-dimensional signal sets matched to binary tetrahedral group with 24 elements, binary octahedral group with 48 elements, binary icosahedral group with 120 elements, and other numerous groups can be seen in [4] . Note that a signal point is specified by four coordinates with the first two coordinates in the x1-x2 plane and the other two in the x 3 -x 4 plane. The mapping that matches these signal sets to the respective groups is the common mapping (ae + bj + ck + dl) = (a; b; c; d), which can be easily verified to satisfy (2) . From the EGV bound for signal sets matched to dicyclic groups of different order (curves not shown in the correspondence), it was observed that for larger values of the normalized distance the number of points in the signal set does not matter and when a smaller normalized distance is the requirement, a larger number of points in the signal set are desirable; an observation which is true for SPSK signal sets as pointed out in [17] . The existence of DC 24 , DC 48 , and DC 120 makes these directly comparable with G24, G48, and G120, respectively, in terms of their bounds, as shown in Fig. 4 . The bounds for codes over DC 48 and DC 120 appear indistinguishable. As seen from this set of bounds, signal sets matched to a binary tetrahedral group, a binary octahedral group, and a binary icosahedral group give better bounds than signal sets matched to dicyclic groups with the same number of signal points.
D. Comparison of Signal Sets Based on Spectral Rate
For band-limited applications, the rate of the code per dimension is the appropriate parameter based on which signal sets are to be compared. To facilitate this we measure the rate of the code per two dimensions, i.e., and call it the spectral rate (rate in bits per symbol per two dimensions) of the code. In this subsection, we compare the signal sets based on the spectral rate. It immediately follows from the closed-form expression for the bound (given following Corollary 2), for any N -dimensional cube that for all values of N , the N -dimensional cube has the same spectral rate as that of 4-SPSK. Fig. 5 shows the normalized EGV bound for the Massey signal set with eight elements, any N -dimensional cube, and the signal set matched to DC 16 . Notice that the comparison is made among signal sets of different sizes in different dimensions but having the same number of signal points per dimension. For the Massey signal set, the parameter r is chosen to be 0:6. It is seen from Fig. 5 that the Massey signal set gives a better normalized bound compared to the other two. In particular, the Massey signal set with eight points has a better bound than 4-SPSK. However, this superiority of the Massey signal set over the corresponding SPSK signal set is not true in general.
For instance, the Massey signal set with 64 points is not superior in comparison to the 16-SPSK signal set. This is demonstrated in Fig. 6 . However, the supremacy of both the Massey signal set and the SPSK signal set over the corresponding signal set matched to dicyclic groups holds in this case as well. Note that the value of r that gives the best bound for the 64-point Massey signal set is not unique; depending on the value of , values between 0:4 and 0:6 for r gives the best bound. The 16-SPSK gives a larger value for spectral rate for all values of . Fig. 7 shows the EGV bound for a spectral rate of signal sets matched to G 24 and DC 24 . The bound corresponding to 5-SPSK is also shown. Note that the 5-SPSK signal set has a slightly higher rate. It has 25 points in four dimensions compared to 24 for the other two signal sets considered. This amounts to a slight advantage in favor of 5-SPSK. In spite of this, the signal set matched to G 24 gives a tighter bound than the 5-SPSK signal set. Clearly, G24 gives larger values compared to signal sets matched to DC 24 . Similar bounds for comparison between signal sets matched to G48 , DC48 , and the closest SPSK signal set, 7-SPSK, are shown in Fig. 8, leading to a similar conclusion. The closest SPSK signal set that can be compared with signal sets matched to G 120 and DC120 is the 11-SPSK signal set. Fig. 9 shows the bounds for these signal sets with an identical conclusion.
IV. ASYMPTOTICALLY GOOD EUCLIDEAN SPACE CODES
A class of Euclidean space codes is said to be good if, as the length of the code approaches infinity, neither the normalized rate nor the normalized distance approach zero. In this section ,we show that in a multilevel construction [9] - [11] of Euclidean space codes, by choosing each component code from a class of asymptotically good Hamming distance codes, one obtains asymptotically good Euclidean space codes.
An L-level multilevel construction of a Euclidean space code over a signal set S uses a number L of block codes Ci , called component codes, of size M i over alphabets A i of size q i , i = 1; 2; . . . ; L, each 1i ; a 2i ; . . . ; a Li ) specify a signal point in S and the L codewords together specify a sequence of n points from S. The collection of all such n-length sequences over S corresponding to all possible combinations of codewords from component codes constitute the Euclidean space code. Notice that the resulting Euclidean space code is in nN dimensions if the dimension of S is N . If each of the component codes are from a class of codes, then corresponding to each choice of code in that class we get a Euclidean space code-thus, a class of codes for each component code to choose from specifies a class of Euclidean space codes. Theorem 2 uses the well-known distance bound by Ginzburg [9] to show that if the class of codes from which the component codes are asymptotically good in Hamming distance, then the multilevel construction will lead to an asymptotically good class of Euclidean space codes. The normalized rate of the Euclidean space code is
Now if each component code is from an asymptotically good class of codes then both n and ln(M ) n are bounded away from zero for all i as n tends to infinity. This implies that both n and R n are bounded away from zero for all i as n tends to infinity.
V. CONCLUSION
In this correspondence, in extension of Piret's work, the application of an extended version of the GV bound to a variety of DU signal sets in Euclidean space has been investigated. Some of the possible directions for further research are as follows. 1) In Section III, it has been observed for 8-and 16-PSK signal sets that introduction of asymmetry of any angle matched to dihedral groups gives a smaller bound. It is conjectured that it is true for any even-number PSK signal sets. It will be interesting to attempt a proof of this conjecture.
2) An important direction to pursue is to identify the conditions on the component codes in the multilevel construction that will result in Euclidean space codes that exceed the EGV bound.
3) A natural problem to attempt is to classify the known classes of Euclidean space codes in terms of asymptotic goodness. 
Moreover, exhibiting the independence of the right-hand side of (16) on the choice of u, it is denoted by 
Equation (17) corresponds to [17, eq. (11)]. The rest of the proof is identical to that of Piret's and hence omitted, except that we point out the following. The arguments leading to [17, eqs. (11) - (24)] hold in our case also with 4 sin
