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Abstract
This paper investigates necessary and sufficient conditions for the existence of an affine
parameter-dependent Lyapunov function assuring the Hurwitz (or Schur) stability of a poly-
tope of matrices. A systematic procedure for constructing a family of linear matrix inequalities
conditions of increasing precision is given. At each step, a set of linear matrix inequalities
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1. Introduction
The stability of compact sets of matrices is a subject that has been studied since
many years and presents a wide range of applications in areas such as linear alge-
bra and control systems. Special attention has been devoted to the investigation of
Hurwitz and Schur stability of polytopes of matrices using the Lyapunov approach,
which has provided appealing numerical tools and can be extended to deal with a
great variety of similar problems. Through this approach, the stability of a matrix
A ∈ Rn×n can be inferred by means of a Lyapunov function v(x) : Rn → R (usually
quadratic on x) such that v(x) > 0 and v˙(x) < 0 for all x /= 0, x ∈ Rn.
The use of Lyapunov functions to assess the stability of a polytope of matrices
gives rise to conditions that can be cast as linear matrix inequalities (LMIs). In the
LMI framework, the stability can be verified through convex optimization problems
which can be efficiently solved by polynomial time algorithms [1,2]. The quadratic
stability, i.e. the use of a quadratic Lyapunov function v(x) = x′Px with a con-
stant symmetric positive definite matrix P not depending on the uncertainty, pro-
vides a simple sufficient condition in terms of a set of LMIs described only at the
vertices of the polytope. The existence of a feasible solution assures the stability
of the entire domain. In control systems, quadratic stability has been used as the
starting point to deal with several problems such as robust control and filter design
includingH2 andH∞ criteria (see [3] and references therein). The results based on
quadratic stability are specially adequate to handle time-varying uncertain parame-
ters, but can be very conservative in the evaluation of the stability of polytopes of
matrices.
Affine parameter-dependent Lyapunov functions v(x) = x′P(α)x, where P(α)
depends affinely on α, have been used to reduce the conservatism in the evaluation
of stability of matrix polytopes. In [4], the feasibility of a set of LMIs with extra
matrix variables provides a set of Lyapunov matrices whose convex combination
assures the Hurwitz stability of the polytope. The Schur counterpart results appeared
in [5] and the generalization to cope with stability of the polytope of matrices with
respect to any convex region in the complex plane in [6]. Exploiting the algebraic
structure of the Lyapunov condition applied to a general matrix inside the polytope,
sufficient conditions for the existence of an affine parameter-dependent Lyapunov
matrix assuring the stability of the polytope have been given in [7] (Schur case) and
[8] (Hurwitz case). The conditions in [7,8] are, in general, less conservative than the
ones in [4–6], and all of them encompass the quadratic stability as a special case. A
numerical comparison can be found in [9] and a more general result (containing the
above ones) has been given in [10], where the ideas of introducing extra variables and
of exploring the algebraic structure were combined to provide sufficient conditions
for the stability of a polytope of matrices with respect to a generic convex region in
the complex plane.
Recently, higher degree parameter-dependent Lyapunov functions have been used
to provide less conservative evaluations of stability domains. Sufficient LMI condi-
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tions based on homogeneous polynomially parameter-dependent Lyapunov functions
v(x) = x′P(α)x with P(α) of arbitrary degree on α are presented in [11]. A fam-
ily of sufficient LMI conditions of increasing precision for the Hurwitz stability of
uncertain matrices is given in [12], where a feasible solution is associated to the
existence of a polynomially parameter-dependent Lyapunov function. As the degree
of the polynomial increases, more free variables are added to the LMIs and the con-
ditions tend asymptotically to the necessity. Some of these results can be adapted to
deal with polytopes of matrices and to address Schur stability as well, but in gen-
eral the conditions are more directly applicable to the Hurwitz stability of affine
parameter-dependent uncertain matrices.
It is worth mentioning the approaches based on real algebraic geometry as, for
instance, [13,14] that investigate the positivity of polynomials over compact sets
and the sum-of-squares decomposition [15,16]. As shown in [17], the stability of a
matrix depending affinely on uncertain parameters lying inside a known interval can
be investigated by means of a sequence of LMI relaxations. See also [18] for details
about polynomial optimization tools. However, the application of these conditions
to analyze the stability of polytopes of matrices is not immediate and the method
does not provide a parameter-dependent Lyapunov function which would be of great
interest for many reasons, such as to extend the results to cope with other require-
ments in the context of control systems as for instance positive realness, stability of
time-delay systems,H2 andH∞ guaranteed cost computation, etc. LMI relaxations
tending to exactness that can be used to assess Hurwitz stability through the existence
of a polynomially parameter-dependent Lyapunov function have also been given in
[19,20] for matrices with a linear fractional dependence on the uncertain parameters.
All the methods cited above rely on the increase of the number of variables to pro-
vide numerically tractable LMI conditions as close as possible to the exact solution
which can be solvable through convex optimization and semi-definite programming
[21,22].
The aim here is to investigate the Hurwitz (Schur) stability of a polytope of matri-
ces by means of the existence of an affine parameter-dependent Lyapunov function.
Using the results from [7] and [8] as a starting point, a family of LMIs of increas-
ing precision yielding less and less conservative results is defined. The number of
decision variables remains constant, being determined by the number of vertices in
the polytope and the dimension of the matrices, and the number of LMIs increases
at each step. Whenever an affine parameter-dependent Lyapunov function exists,
the necessity is attained through the proposed relaxation procedure. The proposed
conditions can be viewed as an extension of the Pólya’s Theorem to the case of
matrix valued functions [23]. This strategy has also been used in [19,20] for stability
analysis and in many other contexts involving copositive programming (see for in-
stance [24]). Applying the same method to stability conditions that use extra matrix
variables, exactness is obtained with a smaller number of relaxation steps (and,
consequently, smaller number of LMIs). The results are illustrated by numerical
examples.
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2. Notation
The symbol (′) indicates transpose; P > 0 ( 0) means that P is symmetric
positive (semi) definite. λmax(P ) means the maximum and λmin(P ) the minimum
eigenvalue of matrix P . R represents the set of real numbers, Z+ the set of non-
negative integers {0, 1, 2, . . .} and M! denotes factorial, i.e. M! = M(M − 1)(M −
2) · · · (2)(1) for M ∈ Z+ with 0! = 1. N is used to denote the number of vertices of
a polytope and also the dimension of vector α associated to a generic matrix inside
the polytope.
3. Preliminaries
Consider the polytope of real square matrices defined by
A
{
A(α) : A =
N∑
i=1
αiAi; α ∈ N
}
, (1)
where N is the number of vertices and N stands for the unit simplex, i.e.
N =
{
α ∈ RN ;
N∑
i=1
αi = 1; αi  0
}
.
The aim here is to provide necessary and sufficient computationally verifiable con-
ditions such that a symmetric positive definite affine parameter-dependent Lyapunov
matrix given by
P(α) =
N∑
i=1
αiPi; α ∈ N, (2)
with Pi = P ′i > 0, i = 1, . . . , N to be determined, assures the Hurwitz (Schur) sta-
bility ofA through the use of the Lyapunov function v(x) = x′P(α)x.
The following lemmas give necessary and sufficient conditions for the Hurwitz
(Schur) stability ofA in terms of a generic parameter-dependent Lyapunov function
P(α) = P(α)′ > 0, but the conditions must be fulfilled for all α ∈ N thus resulting
in problems of infinite dimension.
Lemma 1. The setA is Hurwitz stable if and only if there exists a symmetric positive
definite parameter-dependent matrix P(α) ∈ Rn×n such that one of the following
equivalent conditions holds ∀α ∈ N :
(a) (α)A(α)′P(α) + P(α)A(α) < 0.
(b) d(α)(α1 + α2 + · · · + αN)d(A(α)′P(α) + P(α)A(α)) < 0; ∀d ∈ Z+.
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Condition (a) is straightforwardly obtained through the use of v(x) = x′P(α)x
as a Lyapunov function associated to the differential equation x˙ = A(α)x. For any
fixed α ∈ N and for all d ∈ Z+, the equivalence between (a) and (b) is immediate
since α ∈ N implies (∑Ni=1 αi)d = 1 for all d ∈ Z+. Note that P(α) in Lemma
1 does not have a special structure and the verification of stability is based on the
existence of a positive definite Lyapunov matrix for any choice of α ∈ N , which is
a well known result.
For instance, imposing P(α) = P in condition (a) of Lemma 1 one has the qua-
dratic stability condition, which can be verified by simply testing the existence of
P = P ′ > 0 such that
A′iP + PAi < 0; i = 1, . . . , N. (3)
Note that the existence of P = P ′ > 0 satisfying (3) is a necessary and sufficient
condition for the existence of P(α) = P such that Lemma 1 holds. However, qua-
dratic stability is only a sufficient condition for the Hurwitz stability ofA.
The aim here is to investigate necessary and sufficient conditions for the existence
of P(α) given by (2), a class of Lyapunov functions that can provide less conser-
vative results for the stability analysis of A than quadratic stability. The algebraic
properties of condition (b) of Lemma 1, which defines a family of polynomials whose
number of monomials is parametrized on d ∈ Z+, will be used to provide a complete
characterization of the existence of P(α) given by (2) assuring the Hurwitz stability
ofA in terms of linear matrix inequalities formulated only at the vertices ofA.
A similar lemma can be presented for the Schur stability ofA:
Lemma 2. The setA is Schur stable if and only if there exists a symmetric positive
definite parameter-dependent matrix P(α) ∈ Rn×n such that one of the following
equivalent conditions holds ∀α ∈ N :
(a) A(α)′P(α)A(α) − P(α) < 0.
(b) (α1 + α2 + · · · + αN)d(A(α)′P(α)A(α) − P(α)) < 0; ∀d ∈ Z+.
The same remarks of Lemma 1 also apply to Lemma 2. Condition (a) can be
obtained from the use of the Lyapunov function v(x) = x′P(α)x applied to the dif-
ference equation x(t + 1) = A(α)x(t). The existence of P = P ′ > 0 such the qua-
dratic stability condition
A′iPAi − P < 0; i = 1, . . . , N (4)
holds is a necessary and sufficient condition for the existence of P(α) = P satisfying
Lemma 2 [25], being a sufficient condition to the Schur stability ofA.
In the literature, several results have appeared providing sufficient conditions for
the existence of an affine parameter-dependent Lyapunov function P(α) given by
(2) satisfying Lemmas 1 (Hurwitz case) or 2 (Schur case) [4–8]. In most cases, the
results are simple to be tested, being formulated in terms of LMIs defined at the
vertices of A but nothing is said with respect to the necessity. It is important to
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mention that there are existence results for polynomial parameter-dependent P(α)
of arbitrary degree satisfying Lemma 1 [26] and that LMI relaxations can be used to
test the roots of the polynomial det(sI − A(α)) for α ∈ N [13], but the necessary
conditions for the existence of an affine parameter-dependent Lyapunov function
P(α) given by (2) satisfying Lemma 1 or Lemma 2 have not been investigated. This
paper is devoted to solve this problem, exploiting properties of real algebraic geom-
etry in condition (b) of both lemmas to construct a family of LMI conditions that
converges asymptotically to the necessity.
Before presenting the main results, some definitions and preliminaries are needed.
DefineK(d) as the set of N-tuples obtained as all possible combinations of k1k2 · · ·
kN , ki ∈ Z+, i = 1, . . . , N such that k1 + k2 + · · · + kN = d .K(d) is the th N-
tuple ofK(d) which is lexically ordered,  = 1, . . . , J (d). For a fixed N , the num-
ber of elements in K(d) is given by J (d) = (N + d − 1)!/(d!(N − 1)!) and the
associated standard multinomial coefficients are C(d) = d!/(k1!k2! · · · kN !),
k1k2 · · · kN =K(d),  = 1, . . . , J (d). As an example consider N = 3 and d = 2,
which yields J (2) = 6,K(2) = {002, 011, 020, 101, 110, 200} and the coefficients
C(d) = {1, 2, 1, 2, 2, 1}.
Consider also the modified multinomial coefficients used in this paper
Ci (d, a) =


d!
k1! · · · (ki − a)! · · · kN ! , if ki − a ∈ Z+,
0, otherwise,
Cij (d, a, b) =


d!
k1! · · · (ki − a)! · · · (kj − b)! · · · kN ! , if
{
ki − a ∈ Z+,
kj − b ∈ Z+,
0, otherwise,
Cij(d, a, b, c)
=


d!
k1! · · · (ki − a)! · · · (kj − b)! · · · (k − c)! · · · kN ! , if


ki − a ∈ Z+,
kj − b ∈ Z+,
k − c ∈ Z+,
0, otherwise
all of them depending on k1k2 · · · kn =K(d),  = 1, . . . , J (d).
The following result is known in the literature as the Pólya’s Theorem [23].
Theorem 1. Let F(α)F(α1, α2, . . . , αN) be a real homogeneous polynomial
which is positive ∀α ∈ N. Then for a sufficiently large d ∈ Z+, the product
(α1 + α2 + · · · + αN)dF (α)
has all its coefficients strictly positive.
Recently, a bound on the value of d , tighter than previous ones from the literature,
has been provided in [27].
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Theorem 2. Let
F(α) =
J (g)∑
=1
C(g)βα
k1
1 α
k2
2 · · ·αkNN ; k1k2 · · · kN =K(g)
be a homogeneous polynomial function of degree g which is positive on the simplex
N. The polynomial
(α1 + α2 + · · · + αN)dF (α)
has positive coefficients if
d >
g(g − 1)L
2κ
− g,
where
L = max{|β|,  = 1, . . . , J (g)}; κ = min
α∈N
F (α).
In next section, the main results of the paper are presented. The proof of conver-
gence to the necessity is based on a generalization of Theorem 2 to the case of matrix
valued homogeneous polynomial functions.
4. Main results
In this section, it is shown how to construct a sequence of LMI conditions of
increasing precision such that an affine parameter-dependent Lyapunov matrix P(α)
given by (2) assures the Hurwitz (Schur) stability ofA.
4.1. Hurwitz case
Note that, when P(α) is given by (2), the left-hand side of condition (a) in Lemma
1 can be written as
(α) = A(α)′P(α) + P(α)A(α) =
N∑
i=1
α2i (A
′
iPi + PiAi)︸ ︷︷ ︸
THi
+
N−1∑
i=1
N∑
j=i+1
αiαj (A
′
iPj + PjAi + A′jPi + PiAj )︸ ︷︷ ︸
THij
. (5)
A simple condition assuring the Hurwitz stability of A is obtained by imposing
that Pi = P ′i > 0 must be such that THi < 0 and THij < 0, i = 1, . . . , N , j = i +
1, . . . , N . Clearly, this is sufficient to ensure that P(α) given by (2) is an affine
parameter-dependent Lyapunov function satisfying Lemma 1. This idea, first ex-
ploited in [8], introduces some conservatism since, although the existence of
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Pi = P ′i > 0 such that THi < 0 is a necessary condition for the stability of A (the
vertices must be stable), THij not necessarily needs to be negative definite to assure
that the overall sum is negative definite.
Now, observe that (5) represents a homogeneous polynomial matrix valued func-
tion of degree two on the parameter α. Using the left-hand side of condition (b)
in Lemma 1, polynomials of larger degrees can be obtained, yielding for a generic
d ∈ Z+
d(α) =
J (d+2)∑
=1

 N∑
i=1
Ci (d, 2)THi +
N−1∑
i=1
N∑
j=i+1
Cij (d, 1, 1)THij


︸ ︷︷ ︸
T
×αk11 αk22 · · ·αkNN ; k1k2 · · · kN =K(d + 2), (6)
which is a homogeneous polynomial of degree d + 2. In what follows, the main
result of the paper concerning Hurwitz stability is given.
Theorem 3. An affine parameter-dependent Lyapunov matrix P(α) given by (2) as-
sures the Hurwitz stability ofA if and only if there exist symmetric positive definite
matrices Pi, i = 1, . . . , N and a sufficiently large d such that, for  = 1, . . . , J (d +
2), the following LMIs hold:
T =
N∑
i=1
Ci (d, 2)THi +
N−1∑
i=1
N∑
j=i+1
Cij (d, 1, 1)THij < 0;
k1k2 · · · kN =K(d + 2). (7)
Proof. Sufficiency. It is straightforward to show that, if there exist symmetric pos-
itive definite matrices Pi , i = 1, . . . , N and d ∈ Z+ such that (7) holds for  =
1, . . . , J (d + 2) then, from Eq. (6), one can conclude that the conditions of Lemma
1 are verified.
Necessity. Defining
L max
=1,...,J (2)
λmax(−T); κ min
α∈N
λmin(−(α)),
it is clear that for any vector w such that w′w = 1 one has
L  max
=1,...,J (2)
w′(−T)w; min
α∈N
w′(−(α))w  κ.
Choosing d ∈ Z+ such that d  U/L − 2, Theorem 2 assures that all coefficients
w′(−T)w,  = 1, . . . , J (d + 2) of the polynomial w′(−d(α))w are positive. Since
the choice of w is arbitrary, the conclusion is that all LMIs T,  = 1, . . . , J (d + 2)
are negative definite. 
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The main idea of Theorem 3 is simply to exploit the positivity of α ∈ N , impos-
ing that each term in (7) is negative definite to guarantee d(α) < 0. As d grows,
a larger number of LMIs which are increasingly less conservative need to be ver-
ified. A feasible solution Pi = P ′i > 0, i = 1, . . . , N for any fixed d is sufficient
to assure d(α) < 0 and is also feasible for larger values of d . Note that the num-
ber of scalar variables is given by N(n + 1)n/2 (entries of the symmetric matri-
ces Pi , i = 1, . . . , N) and does not depend on d . Whenever there exists an affine
parameter-dependent Lyapunov function given by (2) such that (α) < 0, the relax-
ation procedure converges to necessity as d increases. The result can be viewed as a
generalization of the Theorem of Pólya to the case of matrix valued functions. The
determination of an exact bound for d , however, depends on an accurate evaluation
of (α) with P(α) given by (2) for all α ∈ N , which can be a very demanding
task. Note however that tighter bounds specific for the case investigated here could
be obtained taking into account the fact that, if a parameter-dependent Lyapunov
function exists, then N matrix valued coefficients are necessarily negative definite
(stability of the vertices).
It is worth of mention that the case d = 0 provides a sufficient condition which
is equivalent to the one in [8]. Note also that, as discussed in [26], the complete
characterization of the Hurwitz (or Schur) stability of a polytopeA may require, in
the general case, polynomial type Lyapunov functions v(x) = x′P(α)x with P(α)
of degree larger than one on α.
4.2. Schur case
A similar development can be applied to the Schur case. The left-hand side of
condition (a) in Lemma 2 can be written
A(α)′P(α)A(α) − P(α)
= A(α)′P(α)A(α) −
(
N∑
i=1
αi
)2
P(α)
=
N∑
i=1
α3i (A
′
iPiAi − Pi)
+
N∑
i=1
N∑
j /=i;j=1
α2i αj (A
′
iPiAj + A′jPiAi + A′iPjAi − 2Pi − Pj )
+
N−2∑
i=1
N−1∑
j=i+1
N∑
k=j+1
αiαjαk
(
A′jPiAk + A′kPiAj
+A′iPjAk + A′kPjAi + A′iPkAj + A′jPkAi − 2(Pi + Pj + Pk)
)
. (8)
218 R.C.L.F. Oliveira, P.L.D. Peres / Linear Algebra and its Applications 405 (2005) 209–228
In [7], a sufficient condition for the existence of P(α) given by (2) assuring the
Schur stability ofA has been given in terms of the matrix valued coefficients of the
polynomial of degree three in Eq. (8). Again, polynomials of larger degrees can be
obtained from the left-hand side of condition (b) in Lemma 2, providing for a generic
d ∈ Z+
J (d+3)∑
=1

 N∑
i=1
Ci (d, 3)TSi +
N∑
i=1
N∑
j /=i;j=1
Cij (d, 2, 1)TSij
+
N−2∑
i=1
N−1∑
j=i+1
N∑
k=j+1
Cijk(d, 1, 1, 1)TSijk

αk11 αk22 · · ·αkNN ;
k1k2 · · · kN =K(d + 3), (9)
where
TSiA′iPiAi − Pi; TSijA′iPiAj + A′jPiAi + A′iPjAi − 2Pi − Pj ;
TSijk A′jPiAk + A′kPiAj + A′iPjAk + A′kPjAi
+A′iPkAj + A′jPkAi − 2(Pi + Pj + Pk).
Theorem 4. An affine parameter-dependent Lyapunov matrix P(α) given by (2) as-
sures the Schur stability of A if and only if there exist symmetric positive definite
matrices Pi, i = 1, . . . , N and a sufficiently large d such that, for  = 1, . . . , J (d +
3), the following LMIs hold:
N∑
i=1
Ci (d, 3)TSi +
N∑
i=1
N∑
j /=i;j=1
Cij (d, 2, 1)TSij
+
N−2∑
i=1
N−1∑
j=i+1
N∑
k=j+1
Cijk(d, 1, 1, 1)TSijk < 0; k1k2 · · · kN =K(d + 3).
(10)
Proof. Similar to the proof of Theorem 3, being thus omitted. 
4.3. Study of case: N = 2
Consider that the conditions of Theorem 3 are applied to a polytopeA with N =
2 vertices. In this case,
TH1 = A′1P1 + P1A1; TH2 = A′2P2 + P2A2,
TH12 = A′1P2 + P2A1 + A′2P1 + P1A2.
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Then, for d = 0, the number of LMIs is J (2) = 3, K(2) = {02, 11, 20} and the
LMIs are
TH1 < 0; TH2 < 0, (11)
which are necessary conditions and
TH12 < 0. (12)
For d = 1, the number of LMIs is J (3) = 4, K(3) = {03, 12, 21, 30} and the
LMIs are (11) and
TH1 + TH12 < 0; TH2 + TH12 < 0. (13)
Note that a feasible solution to (11) and (12) is also feasible to (11)–(13), but the
converse is not true, since the constraint (12) is more restrictive than (13). For d = 2,
the number of LMIs is J (4) = 5,K(4) = {04, 13, 22, 31, 40} and the LMIs are (11)
and
2TH1 + TH12 < 0; TH1 + TH2 + 2TH12; 2TH2 + TH12 < 0.
For d = 3, the number of LMIs is J (5) = 6,K(5) = {05, 14, 23, 32, 41, 50} and
the LMIs are (11) and
3TH1 + TH12 < 0; 3TH2 + TH12 < 0,
3TH1 + TH2 + 3TH12 < 0; 3TH2 + TH1 + 3TH12 < 0
and so on. It is important to stress that the existence of P1 = P ′1 > 0 and P2 = P ′2 >
0 satisfying the LMIs (11) is a necessary condition for stability and that the new LMIs
are obtained as linear combinations of TH1 , TH2 and TH12 . This is also true for larger
values of N , i.e. the existence of Pi = P ′i > 0 such that THi < 0, i = 1, . . . , N is a
necessary condition for the Hurwitz stability ofA (stability of the vertices) and the
new LMIs are written as linear combination of THi and THij . As d increases, the new
LMIs become easier to be fulfilled and, if an affine parameter-dependent Lyapunov
function assuring the Hurwitz stability exists, the necessity is attained.
4.4. Extended conditions
LMI conditions which are equivalent to the conditions of Lemmas 1 (Hurwitz
case) and 2 (Schur case) but present a larger number of decision variables can be
formulated through the use of the Finsler’s Lemma [28].
Lemma 3. The set A is Hurwitz (Schur) stable if and only if there exists a
symmetric positive definite parameter-dependent matrix P(α) ∈ Rn×n and para-
meter-dependent matrices X(α) ∈ R2n×n such that one of the following equivalent
conditions holds ∀α ∈ N :
(a) (α)Q(α) +X(α)B(α) +B(α)′X(α)′ < 0,
(b) (α1 + α2 + · · · + αN)d(Q(α) +X(α)B(α) +B(α)′X(α)′) < 0; ∀d ∈ Z+,
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with
B(α) = [A(α) −I]
and Q(α) given by
QH (α) =
[
0 P(α)
P (α) 0
]
; QS(α) =
[−P(α) 0
0 P(α)
]
for the Hurwitz and Schur cases, respectively.
As in Lemmas 1 and 2, α ∈ N and the equivalence between (a) and (b) is
straightforward. For a fixed α, the equivalence between Lemma 3 and Lemma 1
(a) and Lemma 2(a) can be proved by using the Finsler’s Lemma (see, for instance,
[28] for details). To see that the conditions of Lemma 3 assure the ones in lemmas
1 and 2 (that is, the sufficiency part), simply pre-multiply (α) by  [I A(α)′]
and post-multiply by ′.
If a special structure of P(α) is considered, as for instance an affine parameter-
dependent matrix as in (2), from the conditions of Lemma 3 less conservative LMI
tests for evaluating the Hurwitz (Schur) stability ofA can be obtained following the
lines presented in [10]. Due to the extra matrix variable X(α), whose structure is
also supposed to be affine dependent on the parameter α, the results obtained in [10]
are less conservative than the ones presented in [7] (Schur case) and [8] (Hurwitz
case). The relaxation method proposed here can also be applied to the condition (b)
in Lemma 3, as stated in the following theorem.
Theorem 5. An affine parameter-dependent Lyapunov matrix P(α) given by (2) as-
sures the stability ofA if and only if there exist symmetric positive definite matrices
Pi, i = 1, . . . , N, and matrices Xi ∈ R2n×n, i = 1, . . . , N and a sufficiently large
d such that, for  = 1, . . . , J (d + 2), the following LMIs hold:
N∑
i=1
Ci (d, 2)TFi +
N−1∑
i=1
N∑
j=i+1
Cij (d, 1, 1)TFij <0; k1k2 · · · kN =K(d + 2),
(14)
where
TFi = Qi + XiBi + B ′iX′i;
TFij = Qi + Qj + XjBi + B ′iX′j + XiBj + B ′jX′i (15)
and Qi, i = 1, . . . , N are respectively given, for the Hurwitz and Schur cases, by
QHi =
[
0 Pi
Pi 0
]
; QSi =
[−Pi 0
0 Pi
]
.
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Proof. The proof is very similar to the proof of Theorem 3, being based on the fact
that part (b) in Lemma 3 can be written as a polynomial of degree d + 2 given by
J (d+2)∑
=1

 N∑
i=1
Ci (d, 2)TFi +
N−1∑
i=1
N∑
j=i+1
Cij (d, 1, 1)TFij

αk11 αk22 · · ·αkNN ;
k1k2 · · · kN =K(d + 2), (16)
with P(α) given by (2), X(α) by
X(α) =
N∑
i=1
αiXi; α ∈ N
and
QH (α) =
N∑
i=1
αiQHi ; QS(α) =
N∑
i=1
αiQSi ; α ∈ N.
The LMIs of Theorem 5 assure (α) < 0 for all α ∈ N , ∀d ∈ Z+. 
Due to the extra matrix variables Xi ∈ R2n×n, i = 1, . . . , N , the results obtained
through Theorem 5 are less conservative and encompass the ones provided by Theo-
rems 3 and 4 for a given d . See [10] for a discussion concerning this aspect when d =
0. Furthermore, these extra matrices allows a faster convergence to the necessary
conditions for the existence of an affine parameter-dependent Lyapunov function
P(α), as illustrated by means of numerical experiments in next section.
Finally, note that Theorem 5 could easily be extended to cope with the stability
analysis with respect to any convex region in the complex plane with an appropriate
choice of Q(α), following the lines depicted in [6,10].
5. Numerical experiments
Firstly, series of thousands stable polytopes of matrices have been generated fol-
lowing the methodology described in [10] for n = 2, 3, 4, N = 2, 3, 4. It is important
to stress that not necessarily these polytopes are identifiable as stable by means of
affine parameter-dependent Lyapunov functions. These stable polytopes have been
tested through the conditions of Theorem 3 and Theorem 5 (Hurwitz case, shown
in Table 1) and Theorem 4 and Theorem 5 (Schur case, shown in Table 2) for d =
0, 1, 2, 3, 4, 5, 6, 7. Note that the results obtained by the conditions of Theorem 5 are
always less conservative than (or equal to, at least) the ones provided by Theorem
3 (Hurwitz stability) or Theorem 4 (Schur stability). Note also that the maximum
number of positive evaluations using Theorem 5 occurs for values of d which are
always smaller than the corresponding values of d when Theorem 3 or Theorem 4
are used. Actually, the number of stable polytopes identified by Theorem 3 and
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Table 1
Number of stable polytopes identified by Theorem 3 (T3) and by Theorem 5 (T5), for n = 2, 3, 4 and N = 2, 3, 4 (1000 stable polytopes have been generated
for each pair n,N ) as a function of d ∈ [0, 7] (Hurwitz case)
n N d
0 1 2 3 4 5 6 7
T3 T5 T3 T5 T3 T5 T3 T5 T3 T5 T3 T5 T3 T5 T3 T5
2 2 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
3 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
4 999 1000 999 1000 999 1000 999 1000 1000 1000 1000 1000 1000 1000 1000 1000
3 2 954 977 955 977 957 977 958 977 958 977 958 977 958 977 958 977
3 905 962 910 963 918 963 924 963 932 963 934 963 935 963 936 963
4 916 965 921 965 930 965 934 965 940 966 941 966 942 966 946 966
4 2 940 978 943 978 946 978 947 978 949 978 950 978 951 978 952 978
3 876 952 891 952 899 953 910 953 915 953 916 953 916 953 917 953
4 884 951 892 951 905 951 911 952 918 952 922 952 924 952 928 952
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Table 2
Number of stable polytopes identified by Theorem 4 (T4) and by Theorem 5 (T5), for n = 2, 3, 4 and N = 2, 3, 4 (1000 stable polytopes have been generated
for each pair n,N ) as a function of d ∈ [0, 7] (Schur case)
n N d
0 1 2 3 4 5 6 7
T4 T5 T4 T5 T4 T5 T4 T5 T4 T5 T4 T5 T4 T5 T4 T5
2 2 898 995 915 995 920 995 927 995 938 995 942 995 946 995 948 995
3 722 988 778 989 818 989 837 990 849 991 6868 991 882 991 893 991
4 592 984 685 988 733 988 774 988 796 988 817 988 830 988 841 988
3 2 871 969 898 969 907 969 916 969 919 969 924 969 927 969 934 969
3 700 915 764 920 797 921 822 921 836 921 849 921 857 921 866 921
4 568 887 677 895 720 896 739 897 760 898 782 898 798 898 811 898
4 2 877 960 891 960 905 960 912 960 919 960 922 960 926 960 931 960
3 686 905 741 907 786 909 807 909 822 909 830 910 841 910 848 910
4 548 848 633 858 685 859 714 861 737 861 755 861 766 861 773 861
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Theorem 4 is (in general) still increasing with d and larger values of d would be
necessary to achieve the same numbers provided by Theorem 5. The tables also
indicate that the maximum number of stable polytopes admitting an affine parameter-
dependent Lyapunov function given by (2) has probably already been reached by the
conditions of Theorem 5 for d  4 in all the cases analyzed. As discussed in [12],
polynomially parameter-dependent Lyapunov functions of larger degree on α would
be necessary to test the stability of polytopes of matrices as n and N increase.
Now, to illustrate how the relaxation procedure evolves as d increases, two exam-
ples are considered. The first one is concerned with the Schur stability of the N = 2
vertex polytope described by matrices
A1 =
[
0.4041 1.4504
0.0368 0.4325
]
; A2 =
[−0.1177 −0.2375
1.7534 −0.0484
]
. (17)
Using the relaxation procedure proposed in Theorem 4, the affine parameter-depen-
dent Lyapunov function v(x) = x′(α1P1 + α2P2)x, α1 + α2 = 1, with vertices
P1 =
[
0.7523 −0.7189
−0.7189 2.9316
]
; P2 =
[
2.4793 −0.1631
−0.1631 0.2065
]
has been obtained for d = 6. Table 3 shows the maximum eigenvalues of the LMIs
given by (10),  = 1, . . . , J (d + 3), for d = 0, . . . , 6. Note that the values at the ver-
tices, given respectively by the maximum eigenvalue of A′1P1A1 −P1 and A′2P2A2 −
P2, are maintained while the others evolve until all the terms become negative. See
also Fig. 1 where the maximum value for each row of Table 3 has been plotted as
a function of d , illustrating how all the matrix valued coefficients become negative
definite. Notice however that nothing can be said about the behavior of the posit-
ive eigenvalues until convergence is attained. An affine parameter-dependent matrix
given by (2) assuring Schur stability of the polytope exists if and only if a sufficiently
large d exists such that all eigenvalues of the LMIs given by (10) are negative, but
the results do not assure the monotonic decreasing of the maximum of λmax (nor of
the sum of the positive λmax) of the LMIs as a function of d .
The second example illustrates the evolution of the LMI conditions of Theorem 3
(Hurwitz case) as a function of d . The polytope is defined by the N = 3 vertices
Table 3
Evolution of the maximum eigenvalues of the LMIs given by (10),  = 1, . . . , J (d + 3), for
d = 0, . . . , 6 in the stability analysis of the polytope described by the vertices (17) (Schur case)
d Maximum eigenvalues
0 −0.024 3.175 0.718 −0.006
1 −0.024 1.464 0.605 0.378 −0.006
2 −0.024 −0.195 1.519 0.191 0.164 −0.006
3 −0.024 −1.737 1.250 0.643 0.222 0.020 −0.006
4 −0.024 −3.008 −0.491 1.252 0.111 0.228 −0.083 −0.006
5 −0.024 −3.814 −3.692 0.479 0.277 −0.066 0.144 −0.161 −0.006
6 −0.024 −4.219 −8.241 −3.281 −0.242 −0.910 −0.114 −0.029 −0.223 −0.006
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Fig. 1. Maximum of the λmax of each LMI (10) as a function of d = 0, . . . , 6 for the stability analysis of
the polytope described by the vertices (17) (Schur case).
A1 =

−0.0996 0.9846 −0.4496−0.9045 −0.0387 0.9657
0.6933 −0.7612 −0.4179

 ;
A2 =

−0.4061 0.9017 −0.3194−0.3740 −0.1498 0.5358
−0.4592 −0.5424 −0.3608

 ;
(18)
A3 =

−0.6327 −0.3142 0.87160.6263 −0.6932 0.9598
−0.0090 −0.9367 0.3422

 . (19)
All the matrix valued coefficients become negative definite for d = 4, yielding the
parameter-dependent Lyapunov function
v(x) = x′(α1P1 + α2P2 + α3P3)x; α ∈ N
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described by the vertices
P1 =

 0.2125 −0.0922 −0.1425−0.0922 0.2555 −0.0179
−0.1425 −0.0179 0.2127

 ;
P2 =

0.3590 0.0932 0.03350.0932 0.6263 0.0476
0.0335 0.0476 0.5642

 ;
P3 =

 0.2062 0.0694 −0.02490.0694 0.5477 −0.2869
−0.0249 −0.2869 0.8296

 .
Fig. 2 shows the maximum of the λmax of T given by (7),  = 1, . . . , J (d + 2)
as a function of d = 0, . . . , 4. Note that, whenever an affine parameter-dependent
Lyapunov function exists, the convergence is assured by Theorem 2. Unfortunately,
nothing can be said about the evolution of maximum of the λmax of T, given by (7),
 = 1, . . . , J (d + 2). For instance, there is no guarantee of a monotonic decreasing.
As a final remark, it is interesting to notice that the extra decision variables in
Theorem 5 allows a feasible solution to be obtained with d = 0 in both examples
considered here.
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Fig. 2. Maximum of the λmax of T, given by (7),  = 1, . . . , J (d + 2), as a function of d = 0, . . . , 4 for
the stability analysis of the polytope described by the vertices (18) and (19) (Hurwitz case).
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6. Conclusion
A relaxation procedure has been used to construct a sequence of LMI conditions
assuring the existence of an affine parameter-dependent Lyapunov function for the
Hurwitz (or Schur) stability of a polytope of matrices. As the number of LMI in-
creases the sufficient conditions becomes also necessary for the existence of such a
function. The results can easily be extended to deal with other requirements based
on parameter-dependent Lyapunov functions in the context of control systems.
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