Abstract. We consider families of non-self-adjoint perturbations of self-adjoint harmonic and anharmonic oscillators. The norms of spectral projections of these operators are found to grow at intermediate rates from arbitrarily slowly to exponentially rapidly.
Introduction
Let T be an operator on a separable Hilbert space H; we consider operators T which are unbounded, densely defined, and have compact resolvents. In this case, the spectrum of T consists of at most countable number of isolated eigenvalues accumulating at infinity. For an eigenvalue λ, we may take an ε > 0 smaller than the distance from λ to any other eigenvalue, and we define the spectral projection P λ via the Cauchy integral formula (1.1)
See, e.g., [10, Thm. VII.3.18, VII. 4.5] . The range of P λ is a finite-dimensional space consisting of root vectors of T corresponding to λ. We follow [8, Sec. 3.3] in distinguishing between collections of vectors {f j } ∞ j=0 in a Hilbert space H which are complete, minimal complete, or bases. A set is complete if the closure of its linear span is all of H; a minimal complete set is minimal with respect to this property; and a basis is one where each f ∈ H admits a unique sequence of scalars {α j } In constrast with the case where T is normal, the spectral projections of a nonnormal operator T are not, in general, orthogonal. We study simple differential operators on the real line which admit minimal complete systems of eigenvectors {u k } ∞ k=0 which are not bases. This is implied by any result showing that the norms of the spectral projections are unbounded; see e.g. [8, Lem. 3.3.3] . For more detailed information, we consider the question of asymptotics for the norms of spectral projections. Our operators act on the Hilbert space of functions L 2 (R), with norm
Rapid growth of norms of spectral projections for non-self-adjoint differential operators is well-known. In [7, Thm. 6 , 10], Davies shows growth more rapid than 
acting on L 2 (R), with m > 0, c ∈ C\R, and | arg c| < C(m) some positive mdependent constant. The exact exponential rate of spectral projection growth for the complex harmonic oscillators
also acting on L 2 (R), was computed by Davies and Kuijlaars in [9] . Exponential rates of growth for a wider variety of operators in one dimension were computed by Henry in [13] and [14] , including In these cases, the eigenvalues of the operators are simple and have modulus tending towards ∞; write {λ k } ∞ k=0 for the eigenvalues ordered by increasing modulus and P k for the corresponding spectral projections. The results in [9] and [13] give exponential growth in k of the L 2 (R) operator norms of the projections P k , which is of the form lim k→∞ 1 k log P k = c for some c ∈ (0, ∞). Our focus here is to demonstrate the existence of natural classes of operators for which (1.2) lim k→∞ 1 k σ log P k = c with c ∈ (0, ∞) and where σ can take any value in (0, 1); slower rates of growth, such as polynomial, may be obtained as well; see Theorems 2.6 and 3.7 and Section 4.1.
These operators arise as non-self-adjoint perturbations B of self-adjoint Schrödinger operators T . The perturbations are relatively bounded with respect to the selfadjoint operator, meaning that The infimum of all possible b is called the T -bound; see [15, Sec. IV.1.1]. The perturbations considered in Sections 2 and 3 obey the stronger condition that they are s-subordinated to T , which is to say that
see [16, Sec. 1.5, 1.9] . Note that this property implies that B is T -bounded with T -bound zero.
The property of s-subordination is important in several steps of our analysis, including showing that L = T + B, like T , has a compact resolvent and a complete system of root vectors which we may explicitly describe. It also qualitatively indicates why the growth of spectral projection norms is slower than the growths found in [9] and [13] , where the skew-adjoint parts of the operators are not s-subordinated to the self-adjoint parts for any 0 ≤ s < 1.
The plan of this paper is follows. In Section 2, we consider natural perturbations of the harmonic oscillator. In Section 3, we introduce a family of perturbations of anharmonic oscillators with more varied rates of growth. Finally, in Section 4, we indicate further generalizations, examples, and related results.
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Perturbations of the harmonic oscillator
2.1. Definition of the operators. Our first object of study is the harmonic oscillator in dimension one,
and the non-self-adjoint operator L = T + B with the skew-adjoint perturbation
See [6, Sec. 3.7] for a discussion of the Sobolev spaces W n,2 (R). Despite the ssubordination of B to T , significant effects from the nonnormality of L appear. Specifically, we show that the spectral projections of L satisfy (1.2) with σ = 1/2.
Elementary facts.
The harmonic oscillator (2.1) is a well-studied operator which plays a fundamental role in physics as the model for a Schrödinger operator near a minimum of the potential. Its spectrum is the set of all positive odd integers,
with each point in the spectrum being an eigenvalue of multiplicity one. The eigenfunctions are also very well understood. The Hermite polynomials,
are polynomials of degree k. Furthermore, each H k is either an odd or even function. An orthonormal basis for L 2 (R) consisting of eigenfunctions of T is given by the Hermite functions,
As |x| → ∞, the Gaussian factor e −x
proving the left-hand side inequality in (2.8) with k 1 = 1/9.
Lemma 2.3. Let T and B be the operators defined in (2.1) and (2.2). Then B is s-subordinated to T + 1 for s = 1/2; that is, there exists C > 0 such that
Proof. We note that, since T is clearly a positive-definite operator, we have
Therefore, using the equivalence of norms (2.8),
It follows immediately from Lemma 2.3 that B is also relatively bounded with respect to T with T -bound equal to zero, that is, for every ε > 0 there exists a positive constant C(ε) such that
Hence, the operator sum
is a closed operator; see [15, Thm. IV.1.1]. It also follows easily that L has a compact resolvent, by recalling that the resolvent of T is compact and applying [15, Thm. IV.1.16] considering L + r as a perturbation of T + r for r > 0 sufficiently large. It is also easy to see that the adjoint of L may be written
2.4. Characterization of the eigenfunctions. Define
using the fact that the Hermite functions h k (x) are entire functions.
written in (2.1), and satisfy the eigenfunction relations (2.13)
Proof. The first claim follows from simple calculations and estimates like (2.5). We note that
and similarly for L * , hence (2.13) follows. The norm characterization (2.14) follows from taking the Fourier transform. We are allowed to make a complex change of variables given the decay estimate (2.5) and that h k is holomorphic on all of C. Thereforẽ
Each h k is either odd or even, and by (2.6), we obtain (2.14) for f k . The same statement for g k follows from replacing a with −a.
each point being a simple eigenvalue, and thus every root vector of L is a multiple of an f k and every root vector of L * is a multiple of a g k .
Proof. Interchanging a with −a interchanges L and L * , so we need only consider the claim about L and the {f k }. Let us prove that (
The linear span of the Hermite polynomials {H k } defined in (2.3) forms the set of all polynomials. Therefore, for every k ≥ 0,
Since the functionw (ξ) =ṽ(ξ)e −aξ−ξ 2 decays rapidly near infinity in any strip {|ℑξ| ≤ A}, its inverse Fourier transform
may be extended to a holomorphic function on all of C. But (2.15) shows that
Since w(x) is everywhere equal to its Taylor series, w = 0 on all of R. We conclude that v = 0, as claimed.
We next show that the completeness of {f k } ∞ k=0 implies that there can be no other root vectors of L. Let P k denote the spectral projection associated with λ k , so
Assume that there exists some µ ∈ Spec L\ Spec T , and write Q for the associated spectral projection. Then QP k = 0 and Qf k = QP k f k = 0 for each k, and so by completeness of {f k } we see that Q = 0, a contradiction. We may show similarly that the algebraic multiplicity of each eigenvalue is one, since if dim Ran P k > 1 and g ∈ Ran P k \{0} is orthogonal to f k , the continuous linear functional w → P k w, g is zero on the linear span of {f j } ∞ j=0 which is dense in L 2 (R). Therefore g = 0, a contradiction.
2.5.
Computation of spectral projection norms. We now compute the norms of the spectral projections of L. It is obvious that f j , g k = δ jk , using the Kroenecker delta. By Lemma 2.5 the spectral projection P k for L defined in (2.10) associated with λ k has the representation (2.16)
and so (2.17)
Theorem 2.6. Let P k denote the spectral projection for L, defined in (2.10), for the eigenvalue λ k = 1 + 2k + a 2 . Then we have the asymptotic formula (2.18)
All these statements are also true forL = T +B, withB defined in (2.7).
Remark 2.7. It is clear that a ∈ C with ℜa = 0 may be considered, since |f k | and |g k | are only determined by ℜa. Therefore, for a ∈ C with ℜa = 0, the conclusion of Theorem 2.6 holds with a replaced by ℜa.
Proof. From Lemma 2.4 and (2.17), we have that
One measure of correlation between Hermite polynomials is given in [12, Formula 7.374.7]: for n ≥ m,
Here, L n m are the Laguerre polynomials [21, Chap. V]. This effectively tests the portion of H m (x)H n (x) localized, by a Gaussian, to a neighborhood of y. We choose n = m = k and note that (2.19)
Asymptotics for the Laguerre polynomials may be found in [21, Thm. 8.
where the bound may be taken uniform on compact subsets of C\R + . The conclusion (2.18) follows immediately from (2.19) and (2.20).
Perturbations of anharmonic oscillators
3.1. Definition of operators. We now broaden our class of operators to consider perturbations of anharmonic oscillators
The operator T is self-adjoint, is bounded from below, and has a compact resolvent; see e.g. [20, Thm. XII.67]. The spectrum of T is discrete and contains only simple eigenvalues, so we may write
The simplicity of eigenvalues can be shown using the Wronskian. Let
denote corresponding orthonormal eigenvectors satisfying
Since the potential is even, the eigenfunctions are either even or odd functions.
We look for perturbations of T which give nice properties like those exploited in Lemma 2.4. We wish to have
as eigenfunctions of our perturbed operator and its adjoint, in parallel with the Fourier transforms of f k and g k in (2.12). This leads us to the formal conjugation
We therefore consider the perturbation
We show that B is s-subordinated, for some s ∈ (0, 1), to T + 1 and define the perturbed operator as
cf. Section 2.3. Again, using the standard perturbation results [15, Thm. IV.1.1, IV.1.16], it follows that L is closed with compact resolvent. Consequently, the operator family 
Before we show the s-subordination of B, we derive an estimate on the graph norm of T , which can be also used to find the characterization of Dom(T ) in (3.1). We may also write the domain of T in terms of T itself; see Remark 2.2.
Lemma 3.1. Let T be the operator defined in (3.1), except we allow any β ≥ 2. Then there exist positive constants k 1 , k 2 such that, for all f ∈ Dom(T ),
Proof. The second inequality with k 2 = 2 is straightforward from the CauchySchwarz inequality.
To simplify notation, write
Then, again using integration by parts
and since, for any ε > 0, there exists C(ε) > 0 with
we see that
and by letting ε = 1/2β(β − 1), we deduce the first inequality in (3.9).
Lemma 3.2. Let T and B be the operators defined in (3.1) and (3.5). Then B is s-subordinated to T + 1 for
That is to say, there exists a C > 0 such that
Proof. It is sufficient to derive (3.12) for f ∈ C ∞ 0 (R), since this set is a core for T ; see e.g. [19, Thm. X.11] .
To estimate Bf , we begin with the triangle inequality:
We wish to separate multiplication and differentiation in the mixed term p ′ f ′ , so we write (3.14)
In what follows, we allow C > 0 to change from line to line. Writing X = (1 + x 2 ) 1/2 and for 0 ≤ δ ≤ β, from Hölder's inequality we see that
From the graph norm equivalence (3.9), the estimate X β ≤ C(1 + |x| β ), and the
and so
Identical reasoning applied on the Fourier transform side shows that
From our hypothesis (3.6), it is then easy to bound the four quantities
for varying values of s < 1. Since (T + 1)f ≥ f , the largest s, appearing in
gives an upper bound for every term in (3.13) and (3.14), proving (3.12). Notice that s < 1 from our hypotheses on α in (3.6).
3.2.
Basic properties of eigenfunctions of T . To understand the eigenfunctions of L = T + B, we first need to better understand the eigenfunctions of T in (3. 
It follows that
From [3, Eq. (8.11)], we have following the pointwise estimate for the orthonormal eigenvectors {u k } ∞ k=0 of T with constant K = K(β) and x ≥ 0:
We recall that |u k (x)| is always an even function, so similar estimates for x < 0 follow. We prove some additional elementary properties of the u k . To establish decay estimates off of a scaled neighborhood of the points x = ±λ 1/β k , we introduce the endpoints
Lemma
For any fixed β > 2, we also have concentration of the eigenfunctions near ±λ k in that, for each ε > 0, (3.21) lim
Proof. Since |u k | is even, we only need to consider x ≥ 0. We have c > 0 sufficiently small, depending on ε but not on k, such that, for k sufficiently large,
This may be seen by using the integral over only x + ε/2,k ≤ t ≤ x as a lower bound and estimating
Integrating and repeating the same trick of absorbing λ, with x ≥ x + ε,k , gives (3.22) . Since the denominator in (3.17) is bounded from below by (3.23) ∀x
k , the bound (3.20) then follows from (3.17) and the fact that λ k → ∞.
When x < x − ε,k , we have the same bound as (3.23). Therefore, using the size of
Therefore when β > 2,
follows from the fact that λ k → ∞. The corresponding fact for the integral over {|x| ≥ x + ε,k } follows from integrating (3.20) , and then (3.21) is a consequence of the fact that u k 2 = 1.
Characterization of eigenfunctions.
Lemma 3.4. Consider the operator L in (3.7) for p obeying (3.6). Then the functions f k and g k , defined in (3.3), belong to Dom(L) = Dom(L * ) = Dom(T ) and satisfy the eigenfunction relations
Proof. The functions are in Dom(T ) by (3.6) and (3.20) . The eigenvalue equations (3.24) follow from (3.4). 
In the notation of Theorem A.1, we use f (x) = |x| β and g(x) = µ to arrive at the error-control function
We then have two linearly independent solutions given as
The remainders are bounded by a quantity involving the variation of F on [R, ∞):
With β > 2, F ′ is easily seen to be integrable on [R, ∞) when R > 0. If we select R so large that
A similar analysis shows that, on (−∞, −R], one has two
with a similar expression and error bounds on (−∞, −R] as R → ∞.
We now turn to a solution of the differential equation
It is evident that u = e −p f solves an ordinary differential equation
For R > 0,
for a ± ∈ C and w ± from (3.25). However, thanks to (3.6), we see that e p w + cannot be in L 2 ([R, ∞)), since using (3.25) we arrive at an exponential of |x| 1+β/2 + p(x) which tends to infinity as x → ∞. Therefore the assumption that f ∈ L 2 (R) implies that a + = 0 in the representation (3.28). Similar reasoning shows that u = A − W − on (−∞, −R] for some A − . Moreover, we can conclude, using once again Theorem A.1, that u ∈ Dom(T ), if f ∈ Dom(T ) is a solution of (3.27).
Having seen that each eigenfunction f ∈ Dom(T ) ∩ ker(L − µ) leads to u = e −p f ∈ Dom(T ) ∩ ker(T − µ), in view of Lemma 3.4, we conclude that the spectra of the operators T and L are identical.
In order to obtain agreement of the algebraic multiplicities, defined as the dimensions of the spaces of root vectors, we consider the family
as in (3.8). The reasoning above gives that all L t have identical spectrum. Fix an eigenvalue λ ∈ Spec T and an ε > 0 smaller than the distance from λ to any other eigenvalue. Using [15, Thm. IV.1.16], we have that the trace of the spectral projection,
is a continuous function of t. This trace gives the dimension of the space of root vectors associated with the eigenvalue λ, and therefore the algebraic multiplicity of each eigenvalue matches that of T = L 0 , which is one.
Lemma 3.6. The collections {f k } and {g k } defined in (3.3) are complete in L 2 (R).
Proof. We need only consider the claim about L and the f k . We use the Keldysh theorem [11, Thm. X.4.1] in a version stated in [16, Thm. I. 4.3] . It suffices to show that the resolvent of T + 1 is of finite order, meaning that it is in some Schatten class S r with r ∈ (0, ∞), and that its spectrum lies on a finite number of rays. Since T + 1 is a positive-definite self-adjoint operator, its spectrum lies on (0, ∞) and coincides with its set of singular values. From the asymptotics (3.16), we have that (T + 1) −1 ∈ S r , for any r > 2 + β 2β .
Since B is s-subordinated to T + 1 with s < 1, it is relatively compact to T ; see 
3.4.
Computation of spectral projection norms. We now compute the norms of the spectral projections of L for special choices of p. As in Section 2.5, (2.16) and (2.17), it is easy to see that the norm of the k-th spectral projection for L is equal to .7) with this p. Let P k denote the spectral projection for L at the eigenvalue λ k , as defined in (1.1). Then
where Ω β is as in (3.16) and
Remark 3.8. Notice that σ may take any value in (0, 1), even for fixed β, if we allow α to vary between 0 and 1 + β/2.
Proof. Since p(x) in (3.29) was chosen odd and the eigenfunctions u k (x) are odd or even, we have (3.32)
Again using symmetries, we may write the norm as the integral of an even function on the positive half line:
Seeking to bound |u k (x)| 2 cosh(2p(x)), we use the fact that p(x) is increasing on [0, ∞) and the fact that |u k (x)|, for x > 0, is well-localized to a scaled neighborhood of x = λ 1/β k , as shown in Lemma 3.3. Recall the definition (3.19) of the endpoints x ± ε,k . Recall also that p obeys (3.6).
From (3.20) we have that, for k sufficiently large and c > 0 sufficiently small,
From the fact that the upper bound is integrable and that λ k → ∞, we have for each ε > 0 that
Next, we note that this implies an upper bound on P k : using (3.33), (3.34), and that u k 2 L 2 = 1, we have for each ε > 0 fixed that (3.35)
Since we have chosen p(x) increasing, the supremum is achieved at the right endpoint of the interval and
From (3.21) in Lemma 3.3 and symmetry of |u k (x)|, we have a corresponding lower bound for P k :
Using the fact that p(x) is increasing, this infimum is always attained at the left endpoint x − ε,k . We therefore have
Since p(x) → ∞ as x → ∞, we have that
Taking a logarithm inside the limit in (3.36) and dividing by 2p(x
Noting that lim x→∞ p(x) x α = 1 and recalling the definition of x + ε,k from (3.19), we obtain for each ε > 0 that lim sup
Since the left-hand side no longer depends on ε, we can take ε → 0 + to conclude that lim sup
An identical procedure applied to (3.38) gives us lim inf
Having established the limit, the conclusion of the theorem, (3.30), follows from (3.16).
Additional remarks
4.1. Finding other orders of growth. We also consider the question of finding spectral projections with orders of growth different from those in Theorem 3.7. In particular, we might like to find operators with spectral projections {P k } ∞ k=0
where log P k grows more rapidly or slowly than k σ for any σ ∈ (0, 1). Growth of log P k like k has already been established in [9] and [13] among others, and we have no examples demonstrating more rapid growth. Now, we consider as a motivating example the case of growth like k/(log k) c for any c > 0.
Such a rate of growth requires a p(x) growing too quickly to satisfy the bounds (3.6) with α < 1 + β/2. Nonetheless, the same characterization of the spectrum and eigenvectors of T + B in Section 3 remain true for α = 1 + β/2 when we add a small-angle assumption
or C 1 > 0 sufficiently large and depending on β, and any C 2 > 0. We omit most of the details. Note that we replace the s-subordination in Lemma 3.2 with a bound of type
with C 3 , C 4 > 0 depending on β and C 2 only. Taking C 1 sufficiently large allows us to show that B is (T + r)-bounded with (T + r)-bound less than 1 for r > 0 sufficiently large. The compactness of the resolvent follows. Similar considerations allow us to use Theorem A.1 to prove an analog of Lemma 3.5. Finally, to prove the completeness of eigenvectors of L when s-subordination with 0 ≤ s < 1 is unavailable, we can use the result of Matsaev [17] , reproduced in [4, Lem. 2] . To this end, it can be shown that the numerical range of L = T + B is contained in a cone whose aperture can be made as small as we wish if C 1 is chosen large enough in (4.1). Then the bound
,
, can be used to show decay of the resolvent norm along a sufficient number of rays in C. An estimate on s-numbers of (L − z 0 ) −1 can be shown using [11, Prop. VI. 1.3] with the representation of the resolvent
for z 0 < 0 and |z 0 | sufficiently large. Specifically, one arrives at the estimate
Therefore we can apply the result of Matsaev [17] and demonstrate that the natural families of eigenvectors are complete. The only remaining challenge lies in the evaluation of the norms of the eigenfunctions. If p(x) is odd, we may use (3.33). If p(x) is increasing and if exp 2p(x) may be bounded by the decay of the eigenfunctions (3.20), we may apply (3.36) and (3.38) . Recall the definition (3.19) of x ± ε,k . We may directly evaluate p(x ± ε,k ) for upper and lower bounds (again using that p is increasing), or under weak hypotheses we may say that P k ≈ cosh(2p(λ 1/β k )). One sufficient hypothesis which controls the variation of p is that
Note that this is a natural assumption; cf. (3.6) and (3.29).
We illustrate with some straightforward examples which indicate that any reasonable rate of growth tending to infinity more slowly than exp(k/C) should be realizable as the norms of a sequence of spectral projections. (log |x|) γ . With β > 2, we have that p(x) ∈ C 2 (R), and the bounds (4.1) follow easily. Furthermore, p(x) is odd and increasing for x > 0 sufficiently large. Let {P k } ∞ k=0
denote the spectral projections for the perturbed operator L defined as in Section 3 with the same β.
Fixing ε > 0, we can use the fact that log |x| → ∞ and Lemma 3.3 to show again that the principal contribution to the spectral projection norms (3.32) comes from
we may apply (3.16), (3.36), and (3.38) and then take ε → 0 + to show that
We may directly consider
when C 1 > 0 is sufficiently large depending on β. However, we emphasize that we are no longer able to take ε → 0 + in Lemma 3.3 while ensuring an integrable upper bound for |u k (x)| cosh(2p(x)) for x > x + ε,k . Our methods therefore leave us with exponential growth at a rate of k in a range, i.e. for the spectral projections of the corresponding operator, we have an estimate of the form 1
Example 4.3. For p(x) sufficiently small, we may obtain very low rates of growth as well as sharpening our type of estimates in that we no longer need to take logarithms of the spectral projection norms. For γ > 0, let p(x) = γ log x, ∀x ≥ 2 and extend p(x) on the whole real line to be smooth, odd, and equal to zero when |x| ≤ 1. Then since
we can easily check that
Example 4.4. We can continue to lower the rate of growth, creating a smooth odd extension of p(x) = log log x, ∀x ≥ e 
We may rephrase this in the following proposition. . Recall that the existence of a Riesz basis, instead of an Abel basis, is impossible when the norms of spectral projections grow without bound. That the root vectors of an operator may fail to be a Riesz basis, or even an Abel basis, is typically connected with resolvent growth away from the eigenvalues of the operator; see [23] and the many references therein.
4.3.
Perturbations arising from complex-valued or non-odd p. We begin by noting that the analysis in Section 3 is completely insensitive to an imaginary part of p. Recalling the conjugation (3.4), we can write
Therefore so long as r ∈ C 2 (R) is a real-valued function, we can define the operator T +B(p+ir) via (4.2) and (4.3) and note that its spectral properties are determined entirely by the real part p.
We also note that the assumption that p is odd in most of Sections 2 and 3 was not essential. Without it, one cannot use symmetries to produce a formula like (3.33), which integrates only on [0, ∞), and without a dominant contribution from e ±p(x) near the endpoints of [−λ
, we can no longer neglect the contribution coming from the interior of that interval. Nonetheless, it is not a fundamental obstruction to integrate over all of R to find f k and g k separately.
To illustrate the different asymptotic regimes which appear, we present an example where p(x) is even and p(x) → +∞ as |x| → ∞. Since the principal contribution to g k therefore comes from x small compared with λ 1/β k , we return to the case of the harmonic oscillator where we may apply precise oscillatory asymptotics for the Hermite functions.
x be the harmonic oscillator as in Section 2 and let p(x) = a 1 + x 2 , a > 0.
(The extension to a ∈ C with ℜa = 0 is obvious.) We introduce the perturbation
Since B is obviously a bounded operator from the Sobolev space W 1,2 (R) to L 2 (R), it is s-subordinated to T with s = 1/2. We may therefore define
as in Section 2 or 3.
We can see that Spec(T ) = Spec(L) and that the spectral projection norms are again given by
for L and L * are complete by the same argument as in Lemma 2.5.
We remark that equally sharp asymptotics could be found assuming only that p ∈ C 2 (R), that p ′ and p ′′ are bounded, and that p(x) = b ± x+O(|x| −1 ) as x → ±∞ with b ± = 0. Proposition 4.6. Let P k denote the spectral projection for L, defined in (4.4), for the eigenvalue λ k = 1 + 2k. Then we have the asymptotic formula (4.5)
Proof. In order to analyze f k , begin by introducing
the computation of which follows directly from the computations in the proof of Theorem 2.6. Then
It is easy to use the Taylor series to show that
For an upper bound for the error f k 2 − Ψ a , we only need to note that the contribution when |x| ≤ √ k is negligible compared with Ψ a since, using that 2
The same reasoning shows that Ψ a as defined in (4.6) is determined by the integral over {|x| ≥ √ k} with exponentially small relative error. Therefore
We conclude that
We turn to analysis of g k (x), using the Plancherel-Rotach asymptotics presented in [21, Thm. 8.22.9] . We define θ via
and introduce the phase function
Fix any 0 < ε < 1; for instance, ε = 1/2 suffices for what follows. Write
From [21, Thm. 8.22 .9], we have the following estimate as k → ∞ uniformly on {|x| ≤ x * }:
This puts us in an oscillatory regime whenever |x| ≤ x * . We proceed, more or less, by using the principle of nonstationary phase to show that sin 2 ψ k (x) dx converges weakly to (1/2) dx on {|x| ≤ x * } as k → ∞.
Using elementary trigonometric function identities, we can show that
Note that there exists C > 0 for which ψ
We exploit that h k 2 = 1 and that p(x) is increasing as |x| → ∞, and therefore
sin θ(x)
We then evaluate the oscillating part of the integrand using integration by parts. Write v(x) = e −2p(x) / sin(θ(x)); from rapid decay of the numerator, it is easy to see that v and v ′ are uniformly integrable on {|x| ≤ x * }. Then Combining (4.6) with (4.7) and (4.9) gives the conclusion of the proposition.
4.4.
Higher orders of derivatives. In Sections 2 and 3, we considered only differential operators of order two. It would be natural to extend our approach to operators with derivatives of higher order, such as
We might then proceed to construct perturbations in the same manner as (3.4):
We do not have a complete analysis of this situation, but we instead indicate the possible steps and difficulties and provide an example.
Let V (x) = |x| β , β > 0.
• We may obtain a graph norm equivalence
using a similar argument to Lemma 3.1.
• We need to show that B is subordinated to T . Using Young's inequality to see that for γ, j ≥ 0,
one can show that the hypothesis |p (k) (x)| ≤ C(1 + x 2 ) (α−k)/2 , α < β 2m + 1, k = 0, . . . , 2m suffices to prove that B is s-subordinated to T with s = 1 − 1 2m + max{α − 1, 0} β ∈ 1 − 1 2m , 1 .
• We would need a result replacing Theorem A.1 to prove that the only eigenvectors of L are of the form e p(x) u k (x) for u k a root vector of T .
• We would need estimates like (3.16), describing the asymptotics of the eigenvalues of T , and like (3.17) and (3.18) , describing the localization of the root vectors of T , in order to evaluate the norms of the spectral projections of L.
Putting this ambitious program aside, we here only mention a simple example of a higher-order operator.
Example 4.7. Let m > 1 and β = 2, so that
Since this is a positive-definite self-adjoint operator which is unitarily equivalent tõ These eigenfunctions clearly form a biorthonormal system with g k (x) = u k (x − ia), and so we may evaluate
as in the proof of Theorem 3.7.
We may conclude that the spectral projections {P k } ∞ k=0 of L obey the asymptotics lim k→∞ log P k k 1/(1+m) = 2a
where Ω β is defined in (3.16) .
