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Abstract
We consider a real, massive scalar field on PAdSd+1, the Poincare´ domain of the (d + 1)-
dimensional anti-de Sitter (AdS) spacetime. We first determine all admissible boundary conditions
that can be applied on the conformal boundary, noting that there exist instances where “bound
states” solutions are present. Then, we address the problem of constructing the two-point function
for the ground state satisfying those boundary conditions, finding ultimately an explicit closed
form. In addition, we investigate the singularities of the resulting two-point functions, showing
that they are consistent with the requirement of being of Hadamard form in every globally hyper-
bolic subregion of PAdSd+1 and proposing a new definition of Hadamard states which applies to
PAdSd+1.
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I. INTRODUCTION
Quantum field theory on curved backgrounds is nowadays a well-established, thriving
branch of mathematical and theoretical physics. In the past decade, especially thanks to the
algebraic approach [1, 2], not only several specific models, including those with perturbative
interactions, were thoroughly studied, but also foundational and structural aspects, such as
renormalization or local gauge invariance, were analyzed.
A cornerstone of most of the recent papers is the assumption that the underlying back-
ground is globally hyperbolic. This condition on the geometry of the spacetime guarantees
that solutions to wave like operators, such as the Klein-Gordon, the Dirac or the Proca
equation, can be found in terms of an initial value problem. As a consequence, whenever
one considers a free field theory, one can follow a well-established quantization scheme, to
associate with any such systems an algebra of observables, encompassing the information
on structural properties such as dynamics, locality and causality. The only choice consists
in the selection of a quantum state, but, also in this respect, it is nowadays universally ac-
cepted that a physically acceptable criterion lies in the so-called Hadamard condition. This
is a technical requirement which guarantees on the one hand that the singular behavior of
the two-point function G+(x, x′) of the underlying free field theory mimics in the ultraviolet
regime that of the Poincare´ vacuum, while, on the other hand, the quantum fluctuations of
all observables are finite, [3, 4]. As a consequence one can give a covariant definition of Wick
polynomials, extending the standard one on Minkowski spacetime, and, as a by-product, in-
teractions can be introduced at a perturbative level. In other words, if one focuses the
attention on quasi-free/Gaussian states, selecting a physically acceptable state boils down
to the construction of a positive, two-point function G+(x, x′). This is a solution of the
equation of motion in both entries, with a prescribed singular behavior. The most famous
examples of Hadamard states are the Poincare´ vacuum and the Bunch-Davies state on de
Sitter spacetime [5, 6], but several construction schemes are nowadays known, especially on
black hole [3, 7–9] and cosmological spacetimes [10–13].
The situation changes drastically the moment we drop the assumption of the spacetime
being globally hyperbolic. Already at a classical level we face additional difficulties since we
cannot construct and characterize the solutions of the equation of motion just in terms of
an initial value problem. It is therefore tempting to take the easy path of concluding that
these scenarios are not of interest since they bear no physical information. This attitude is
not justified as there are renowned, experimentally verified effects, e.g. the Casimir force,
which are described by field theoretical models whose underlying geometry is not that of a
globally hyperbolic spacetime, since the manifold possesses boundaries [14].
Another relevant instance of a manifold which is not globally hyperbolic, while being
central in several, important physical models is the (d+1)-dimensional anti de Sitter AdSd+1
spacetime, d ≥ 2. This is a maximally symmetric solution of the vacuum Einstein equations
with a negative cosmological constant Λ whose underlying manifold M ' S1 × Rd is such
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that the time coordinates runs along S1, hence yielding closed timelike curves [15, §5.2].
In this paper, we will focus on this class of backgrounds, more precisely on the so-
called Poincare´ fundamental domain PAdSd+1 which covers only a portion of the full AdSd+1
spacetime and which is extensively used in the prominent AdS/CFT correspondence — see
for example the recent monograph [16]. Contrary to AdSd+1, PAdSd+1 can be described as
the subset Rd × (0,∞) of Rd+1 endowed with the metric ds2 = `2
z2
(−dt2 + dz2 + δijdxidxj),
i, j = 1, . . . , d−1, where `2 = −d(d−1)
Λ
and where (t, z, xi) are standard Cartesian coordinates
with z ranging only over the half line. One can realize per direct inspection that we can
attach to PAdSd+1 a conformal, timelike boundary at z = 0.
From the point of view of the matter content, we will consider a real, massive scalar
field, with a possibly non minimal coupling to scalar curvature. Although the dynamics
is ruled by the Klein-Gordon operator, its smooth solutions cannot be constructed only
starting from suitable initial data, but one needs also to prescribe boundary conditions at
z = 0. This additional input has dramatic effects at the level of quantum theory, both
in the construction of the collection of all possible observables and in the identification of
a physically acceptable quantum state. In this paper, we will be focusing on the second
problem. As a matter of fact we will be asking ourselves two questions. The first is if one
can construct the two-point function G+(x, x′) for the ground state. This must be invariant
under all isometries of PAdSd+1, a solution of the equations of motion in both entries and
it must also encode the choice of boundary conditions. The second question is whether
such G+(x, x′) is the two-point function for a physically acceptable state. In this respect,
the notion of Hadamard states cannot be invoked since it is strongly tied to spacetimes
which are globally hyperbolic. When such a requirement is missing, there is no universally
accepted replacement and actually this is an interesting open problem. Nonetheless, a
minimal request, which one can ask, is that at least the restriction of the two-point function
to any globally hyperbolic subregion of PAdSd+1 is of Hadamard form, a condition which
can be traced back to [17].
As a first step, we will be showing that for a certain range of the mass and curvature
coupling no boundary condition at z = 0 is required, whereas for its complement a whole
one-parameter family of boundary conditions can be considered. As a second step, we
will show that a two-point function G+(x, x′) with the desired characteristics exists and
it encodes in particular the choice of boundary conditions. It is important to stress that,
while Dirichlet and Neumann are always unproblematic choices (whenever admissible), the
Robin boundary conditions are rather tricky. As a matter of fact, we will prove that there
exist instances where, upon choosing Robin boundary conditions, “bound states” solutions,
which are exponentially suppressed for large z, appear. This is a very troublesome feature,
first of all since it destroys the invariance under the PAdSd+1 isometry group. This peculiar
scenario is drastically different from the usual free field theories and for this reason we will
highlight its existence, leaving a more detailed analysis to future works.
In terms of the singular behavior of G+(x, x′), we will show that singularities occur
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whenever x and x′ are connected by a null geodesic, possibly reflected at the boundary.
This behavior is consistent not only with the requirement that G+(x, x′) be of Hadamard
form in every globally hyperbolic subregion, but also with the construction via the method of
images of the two-point function, associated with the Casimir effect [14], which corresponds
to one of the particular cases considered here: a massless, conformally coupled scalar field.
It is important to stress that we are not the first ones to study the quantization of a
real, massive scalar field in anti-de Sitter, since a first analysis appeared already in the
late 1970s in [18]. Also the construction of a maximally symmetric two-point function was
tackled before, see [19, 20]. Other recent works for this and other matter fields on AdS
include [21, 22]. Yet, these works considered only the special case of the Dirichlet boundary
condition, which corresponds to the Friedrichs extension of the Helmholtz operator built
out of the PAdSd+1 metric at constant time. In [23], the Friedrichs extension was shown
to be only one of the possible self-adjoint extensions of the Helmholtz operator, which
correspond to different Robin boundary conditions. In this paper, we use an alternative
method to determine all these possible boundary conditions1 and, in addition, we construct
the associated two-point functions for a ground state, obtaining their singular behavior.
The paper is organized as follows: In Section II, we will recall the basic structural,
geometric properties of AdSd+1 and in particular of the associated Poincare´ fundamental
domain. In Section III, we will consider the Klein-Gordon equation on PAdSd+1 and, by
means of a conformal rescaling, we will transform it to a wave equation with a singular
potential on H˚d+1, the subset of Minkowski spacetime with z > 0. After a Fourier transform
in the directions orthogonal to z we will reduce the dynamics to a one-dimensional ordinary
differential equation of Sturm-Liouville type. This is a well studied topic, in particular
with reference to the assignment of boundary conditions at the endpoint of the domain of
definition of the equation. As a matter of fact, at the point z = 0, where we want to prescribe
boundary conditions, the potential of the differential equation is singular. Hence, it fails
the usual idea that Dirichlet, Neumann or Robin boundary conditions are nothing but a
prescription at the boundary of the behavior of a linear combination between a solution of
the differential equation and its derivatives. We will outline how this obstruction can be
circumvented in the language of a Sturm-Liouville problem. In Section IV, we will construct
via a mode expansion the two-point functions for all admissible boundary conditions. We
will show that for a certain class of Robin boundary conditions “bound states” solutions
appear, while, in all other cases, one can push the analysis to the very end obtaining a
closed form expression for the two-point function. In addition, we will show invariance
under all isometries of the background, hence proving that we have constructed a maximally
symmetric state. Finally, we will study the singular behavior of the two-point function,
unveiling its consistence with the standard Hadamard prescription in all globally hyperbolic
1 In the spirit of analyzing a correspondence between dynamical theories in the bulk and in the boundary of
an AdS spacetime, one might wish to adapt to this case the Wentzell boundary conditions, a generalized
version of the Robin ones. A preliminary, recent investigation along these lines can be found in [24].
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subregions and proposing a new definition of Hadamard states which apply to PAdSd+1.
II. ANTI-DE SITTER AND THE POINCARE´ DOMAIN
In this paper, our starting point is the anti-de Sitter spacetime, AdSd+1, the maximally
symmetric solution to the (d + 1)-dimensional Einstein’s equation (d ≥ 2) with a negative
cosmological constant Λ. It can be constructed starting from the embedding space M2,d,
that is, Rd+2 endowed with metric
ds2 = η˜ABdXAdXB = −dX20 − dX21 +
d+1∑
i=2
dX2i ,
where (X0, ..., Xd+1) are the standard Cartesian coordinates, and considering only the region
identified by the relation
−X20 −X21 +
d+1∑
i=2
X2i = −`2 , `2 .= −
d(d− 1)
Λ
. (2.1)
For our purposes and in many physical applications, we do not work directly on AdSd+1,
but rather on the Poincare´ fundamental domain, PAdSd+1, which is identified via the coor-
dinate transformation 
X0 =
`
z
t ,
Xi =
`
z
xi , i = 1, ..., d− 1,
Xd = `
(
1− z2
2z
+
−t2 + δijxi xj
2z
)
,
Xd+1 = `
(
1 + z2
2z
− −t
2 + δijxi xj
2z
)
,
(2.2)
where both t and all xi are ranging over the whole R, whereas z ∈ (0,∞). This translates the
constraint which descends from the identity Xd + Xd+1 =
`
z
, hence showing that PAdSd+1
covers only half of the full AdSd+1 (see Fig. 1). In addition, the metric of the Poincare´
domain becomes
ds2 =
`2
z2
(−dt2 + dz2 + δijdxidxj) , i = 1, ..., d− 1 , (2.3)
where δij stands for the Kronecker delta. Hence, PAdSd+1 is conformal to a portion of
Minkowski spacetime, the “upper-half plane”
H˚d+1 .= {(t, x1, . . . , xd−1, z) ∈ Rd+1 | z > 0} ,
where we adopted the same Cartesian coordinates as in (2.3). If we endow H˚d+1 with the
standard Minkowskian metric η, then η = Ω2g = z
2
`2
g where g is the metric (2.3) of PAdSd+1
and Ω = z
`
is the conformal factor.
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FIG. 1. Conformal diagram of AdSd+1 and the Poincare´ domain and the representation with one
spatial dimension restored.
To finish this short introduction on the geometric aspects of the background, let us briefly
describe the notion of invariant distance in AdS. One can proceed in two distinct, albeit
equivalent ways. Intrinsically, one can define the geodesic distance s on PAdSd+1 between
two arbitrary points x and x′ and Synge’s world function σ given by σ(x, x′) .= 1
2
s(x, x′)2. In
view of (2.1), one can start instead from the chordal distance se between x and x
′ through
the embedding space M2,d and from Synge’s world function defined on M2,d as
σe(x, x
′) .=
1
2
se(x, x
′)2 =
1
2
η˜AB(XA −X ′A)(XB −X ′B) , (2.4)
with the constraint that x and x′ are two points constrained by (2.1), hence lying in AdSd+1.
These two notions are related by
cosh
(s
`
)
= 1 +
s2e
2`2
, cosh
(√
2σ
`
)
= 1 +
σe
`2
(2.5)
(see e.g. Section 2.4 of [25]). In the rest of the paper, we set ` ≡ 1.
III. MASSIVE SCALAR FIELD ON ADS
A. Klein-Gordon equation
We consider a real, massive scalar field φ : PAdSd+1 → R such that
Pφ =
(
g −m20 − ξR
)
φ = 0 , (3.1)
where g is the D’Alembert wave operator built out of (2.3), m0 is the mass of the scalar
field, ξ is the scalar-curvature coupling constant and R = −d(d+ 1) is the Ricci scalar.
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In order to study the solutions of this equation, we follow a slightly unconventional
strategy which relies on the observation made previously that PAdSd+1 is conformal to H˚d+1
and it consists in translating (3.1) into a partial differential equation intrinsically defined on
H˚d+1. This is a standard procedure, see e.g. Appendix D of [26]. Let φ : PAdSd+1 → R be any
solution of (3.1) and let Φ
.
= Ω
1−d
2 φ. The latter can be read as a scalar field Φ : H˚d+1 → R,
solution of the equation
PηΦ =
(
η − m
2
z2
)
Φ(z) = 0 , (3.2)
in which η is the standard wave operator built out of the Minkowski metric η and we
define2 m2
.
= m20 + (ξ − d−14d )R. In other words, the Klein-Gordon equation in PAdSd+1 is
transformed to a wave equation on H˚d+1 with a potential, singular at z = 0.
In order to construct solutions of (3.2), in view of the invariance of the metric under
translations along the directions orthogonal to z, we take the Fourier transform,
Φ(x, z) =
∫
Rd
ddk
(2pi)
d
2
eik·x Φ̂k(z) , (3.3)
where x
.
= (t, x1, . . . , xd−1), k
.
= (ω, k1, . . . , kd−1) and Φ̂k are solutions of
L Φ̂k
.
=
(
− d
2
dz2
+
m2
z2
)
Φ̂k(z) = λ Φ̂k(z) , λ ≡ q2 .= ω2 −
d−1∑
i=1
k2i . (3.4)
This is a singular Sturm-Liouville equation3 on z ∈ (0,+∞) with spectral parameter λ.
To fully specify a well-posed Sturm-Liouville problem, we need to add at most two bound-
ary conditions at the endpoints 0 and +∞. The required number and the form of the
boundary conditions depend on the classification of the endpoints, as explained in the next
section. After specifying appropriate boundary conditions, it is known that there is a contin-
uous spectrum contained in (0,∞) and, for some boundary conditions, there is also a point
spectrum with negative eigenvalues, which is indicative of the existence of “bound states”
in the space of solutions of (3.4), that is, exponentially decaying solutions in z. To the best
knowledge of the authors of this paper, these solutions have not been discussed so far in the
literature of scalar field theory on AdS.
The next step is therefore to study the possible (λ-independent) boundary conditions
that can be applied to this problem. For that purpose, as a preliminary step, we note that
two linearly independent solutions of (3.4) are
√
z Jν
(√
λz
)
and
√
z Yν
(√
λz
)
, where Jν and
Yν are the Bessel functions of the first and second kinds, respectively, and
ν
.
=
1
2
√
1 + 4m2 . (3.5)
We assume that ν ∈ [0,∞) or, equivalently, m2 ∈ [−1
4
,∞) (the lower bound is the
Breitenlohner-Freedman bound [28]).
2 Note that m2 differs from the “effective mass” m20 + ξR used in other references.
3 A good reference on singular Sturm-Liouville problems is [27].
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B. Endpoint classification
The types of boundary conditions that are allowed at a given endpoint depend on the
integrability of the solutions near the endpoint. This classification of endpoints for a Sturm-
Liouville problem has its origins with Weyl’s classical limit-point and limit-circle theory [29].
A modern overview may be found e.g. in [27]. Here, we summarize the main results.
For the Sturm-Liouville problem (3.4) the two endpoints are 0 and +∞.
1. Endpoint 0
Concerning the endpoint 0, it is classified as
(i) regular if the “potential term” z 7→ m2
z2
∈ L1(0, z0) for some z0 ∈ (0,+∞), i.e. if
m2 = 0 (ν = 1
2
); otherwise, it is singular, i.e. if m2 6= 0 (ν 6= 1
2
);
(ii) limit-circle (notation LC) if, for some λ ∈ C, all solutions of the equation are in
L2(0, z0) for some z0 ∈ (0,+∞); otherwise, it is limit-point (notation LP).
Given that, for any λ > 0, z 7→ √z Jν
(√
λz
) ∼z→0 zν+ 12 is in L2(0, z0) for all ν ∈ [0,∞) and
that z 7→ √z Yν
(√
λz
) ∼z→0 z−ν+ 12 is in L2(0, z0) only if ν ∈ [0, 1), for any z0 ∈ (0,+∞), we
may conclude that the endpoint 0 is LC for ν ∈ [0, 1) (in particular, it is regular for ν = 1
2
)
and LP for ν ∈ [1,∞).
2. Endpoint +∞
As for the endpoint +∞, it is classified as
(i) singular, as it is not finite;
(ii) limit-circle (notation LC) if, for some λ ∈ C, all solutions of the equation are in
L2(z0,+∞) for some z0 ∈ (0,+∞); otherwise, it is limit-point (notation LP).
For any λ ∈ C, we see that the solutions z 7→ √z Jν
(√
λz
) ∼z→+∞ cos (√λz − νpi2 − pi4 )
and z 7→ √z Yν
(√
λz
) ∼z→+∞ sin (√λz − νpi2 − pi4 ) are not in L2(z0,+∞) for all ν ∈ [0,∞).
There is a solution, given by z 7→ √z H(1)ν
(√
λz
) ∼z→+∞ exp [i(√λz − νpi2 − pi4 )], called
the first Hankel function, which is in L2(z0,+∞) when Im(λ) 6= 0, but any other linearly
independent solution is not. Hence, the endpoint +∞ is always LP.
C. Boundary conditions
In this section, we identify the λ-independent boundary conditions that may be assigned
to the endpoints of the Sturm-Liouville problem (3.4). Their necessity and type essentially
depend on the classification of the endpoints given in the previous section.
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We note that in [23] the boundary conditions that can be applied to the conformal
boundary of AdS were determined by finding all self-adjoint extensions of the Helmholtz
operator built out of the PAdSd+1 metric. Here, we give an alternative method that is
consistent and complements that of [23] and, in addition, it gives an account of the “bound
states” solutions that occur for a class of boundary conditions.
We pick as a fundamental pair of solutions
{
Φ̂1k, Φ̂
2
k
}
, with
Φ̂1k(z) =
√
pi
2
q−ν
√
z Jν(qz) , (3.6a)
Φ̂2k(z) =

−
√
pi
2
qν
√
z J−ν(qz) , ν ∈ (0, 1) ,
−
√
pi
2
√
z
[
Y0(qz)− 2
pi
log(q)
]
, ν = 0 .
(3.6b)
For future reference, we note that Φ̂1k is the principal solution at the endpoint 0, as it
is the unique solution (up to scalar multiples) such that limz→0+ Φ̂1k(z)/Ψ̂k(z) = 0 for every
solution Ψ̂k which is not a scalar multiple of Φ̂
1
k. The other solution Φ̂
2
k is called a non-
principal solution and is not unique, as it may be given by a linear combination of the
principal solution with any linearly independent solution.
A general solution may then be written as
Φ̂k(z) = Nk
[
cos(α) Φ̂1k(z) + sin(α) Φ̂
2
k(z)
]
, (3.7)
where Nk and α ∈ [0, pi) are independent of z. The fundamental solutions (3.6) were chosen
such that α is in addition independent of k.
We note that this Sturm-Liouville problem is discussed in Section 4.11 of the classical
work of Titchmarsh [30], in the context of Fourier-Bessel expansions, and instead of α, it is
used a constant c ∈ R, also independent of k, which is related to α by c = cot(α).
We consider separately the following cases for different values of ν.
1. Case ν = 12
This corresponds to the massless, conformally coupled scalar field. The endpoint 0 is
regular in this case, whereas the endpoint +∞ is singular.
The fundamental pair of solutions
{
Φ̂1k, Φ̂
2
k
}
reduces to
Φ̂1k(z) =
√
piz
2q
J 1
2
(qz) =
sin(qz)
q
, Φ̂2k(z) = −
√
piqz
2
J− 1
2
(qz) = − cos(qz) . (3.8)
Since the endpoint 0 is regular, the most general homogeneous boundary condition that
may be applied is a Robin boundary condition in its regular form
cos(α) Φ̂k(0) + sin(α) Φ̂
′
k(0) = 0 , α ∈ [0, pi) . (3.9)
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The particular case which selects the principal solution Φ̂1k, i.e. α = 0, is called the Friedrichs
boundary condition and it corresponds to the standard homogeneous Dirichlet boundary
condition Φ̂k(0) = 0. Other common examples are the homogeneous Neumann boundary
condition, Φ̂′k(0) = 0, which corresponds to α =
pi
2
, and the transparent boundary conditions,4
which corresponds to α = pi
4
.
An important feature occurs when we impose a Robin boundary condition with c > 0
or, equivalently, α ∈ (0, pi
2
). In this case, it can be shown (Section 4.11 of [30]) that the
spectrum of the eigenvalue problem associated with the Sturm-Liouville problem (3.4) does
not consist purely of the continuous spectrum but it also includes a negative eigenvalue
λbs = −c2 = − cot2(α). This indicates the existence of a “bound state” solution, that is,
of a mode solution which exponentially decays with z, given by e−cz = e− cot(α)z, and which
satisfies trivially the boundary condition. This eigenvalue implies that the Fourier transform
(3.3) does not represent the full solution to the equation when c > 0. A general solution
for a boundary condition of this type needs to include this “bound state”, besides the usual
propagating modes.
2. Case ν ∈ [0, 1) \ {12}
In this case, the endpoint 0 is singular and limit-circle. Hence, both solutions Φ̂1k and
Φ̂2k are square integrable near the origin and may be used to construct a general solution.
However, a Robin boundary condition written in the regular form (3.9) is no longer valid,
as for instance limz→0 Φ̂2k(z) diverges.
To motivate a natural way to implement a Robin boundary condition for a singular
endpoint, note that in the regular case (3.9) may be equivalently written as
lim
z→0
{
cos(α)Wz
[
Φ̂k, Φ̂
1
k
]
+ sin(α)Wz
[
Φ̂k, Φ̂
2
k
]}
= 0 , (3.10)
since Φ̂1k(0) = 0,
(
Φ̂1k
)′
(0) = 1, Φ̂2k(0) = −1 and
(
Φ̂1k
)′
(0) = 0 when ν = 1
2
. In the expression,
Wz[u, v]
.
= u(z)v′(z) − v(z)u′(z) is the Wronskian of two differentiable functions u and v.
However, (3.10) is also valid in the singular case as the limit exists.5 Hence, one may take
(3.10) as the form of a Robin boundary condition when the endpoint 0 is singular and limit-
circle, a natural generalization of the regular case. Therefore, (3.10) is the most general
boundary condition that can be applied for all ν ∈ (0, 1).
The important particular example of the Friedrichs boundary condition, which selects the
principal solution at 0, corresponds to α = 0 and we use it to define the generalized Dirichlet
boundary condition. When ν ∈ (0, 1), we also define the generalized Neumann boundary
4 The transparent boundary conditions were used in [18] for the quantization of the massless, conformally
coupled scalar field.
5 In fact, the Wronskians in (3.10) are independent of z, but this formula remains valid if instead of the
solutions Φ̂1k, Φ̂
2
k we pick two functions u and v whose Wronskian limit is non-zero and Lu and Lv are
square integrable near the origin (see more details in [27]).
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ν = 12
√
1 + 4m2 Classification of z = 0 Boundary condition at z = 0
ν = 12 Regular (R) cot(α) Φ̂k(0) + Φ̂
′
k(0) = 0
ν ∈ [0, 1), ν 6= 12 Limit-circle (LC) cot(α)Wz
[
Φ̂k, Φ̂
1
k
]
+Wz
[
Φ̂k, Φ̂
2
k
]
= 0
ν ∈ [1,∞) Limit-point (LP) Not required
TABLE I. Allowed boundary conditions at z = 0, with α ∈ [0, pi) and Φ̂1k and Φ̂2k defined in (3.6).
condition to correspond to α = pi
2
, which selects the non-principal solution Ψ̂2k. However,
note that, given the non-uniqueness of non-principal solutions, there is no unique way to
define a generalized Neumann boundary condition in the singular case which reduces to the
standard definition in the regular one, Φ̂′k(0) = 0. For instance, since J− 1
2
(z) = −Y 1
2
(z),
the boundary condition obtained by replacing Φ̂2k in (3.10) by a solution proportional to
qν
√
z Yν(qz) and setting α =
pi
2
is not equivalent to the generalized Neumann boundary
defined above. Finally, when ν = 0, we define these examples of generalized boundary
conditions similarly.6
As in the regular case, it can be shown (Section 4.11 of [30]) that, if c > 0, or, equiva-
lently, α ∈ (0, pi
2
), there is a negative eigenvalue in the spectrum of the eigenvalue problem
associated with the Sturm-Liouville problem (3.4), λbs = −c1/ν = − cot1/ν(α) if ν ∈ (0, 1)
and λbs = −e−pic = −epi cot(α) if ν = 0. Hence, there is a “bound state” solution of the form√
z Kν(
√|λbs| z) ∼z→∞ e−√|λbs| z, where Kν is the modified Bessel solution of the second
kind. This negative eigenvalue implies once more that the Fourier transform (3.3) does not
represent the full solution to the equation when c > 0. A general solution for a bound-
ary condition of this type needs to include this “bound state” solution, besides the usual
propagating modes.
3. Case ν ∈ [1,∞)
In this case, the endpoint 0 is singular and limit-point. Among the two fundamental
solutions (3.6), only the principal solution Φ̂1k is square integrable near the origin and, hence,
no boundary condition is required. In practice, this is as if one had chosen the generalized
Dirichlet boundary condition. Furthermore, there are no eigenvalues in the spectrum of the
eigenvalue problem associated with the Sturm-Liouville problem (3.4) and thus there is no
“bound state” solution.
All the cases analyzed above and the allowed boundary conditions, when necessary, are
summarized in Table I.
6 The definition of Neumann boundary conditions for the non-regular cases varies from author to author,
given the non-uniqueness of non-principal solutions. For instance, in [23], when ν = 0 it coincides with
the Dirichlet boundary condition.
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IV. TWO-POINT FUNCTION
In this section we calculate the two-point or Wightman function7 G+ for a massive scalar
field on PAdSd+1
G+(x, x′) .= 〈ψ|Φ(x)Φ(x′)|ψ〉 , (4.1)
for the ground state |ψ〉. We perform the calculation in two ways: by a mode expansion
and by closed form solutions of the differential equation satisfied by G+. We show that both
approaches coincide in Appendix A.
A. Mode expansion
In order to construct the two-point function for the ground state, we first use a mode
expansion, a procedure already advocated in previous works, e.g. [31], but always in the
special case of Dirichlet boundary conditions. Here, we want to consider all admissible
boundary conditions discussed in the previous section. We perform the calculation for the
two-point function G+H in H˚d+1, but we can immediately obtain the two-point function on
PAdSd+1, by using the relation G
+(x, x′) = (zz′)
d−1
2 G+H(x, x
′).
Starting from (3.2), we look for G+H satisfying
(Pη ⊗ I)G+H = (I⊗ Pη)G+H = 0 . (4.2)
where Pη is the operator defined in (3.2). We consider the Fourier transform
8
G+H(x, z;x
′, z′) =
∫
Rd
ddk
(2pi)
d
2
eik·(x−x
′) Ĝ+k (z, z
′) . (4.3)
The remaining unknown Ĝ+k (z, z
′) is a solution of
(L⊗ I) Ĝ+k = (I⊗ L) Ĝ+k = λ Ĝ+k ,
and where appropriate boundary conditions are applied at z = 0 and z′ = 0 when ν ∈ [0, 1).
Given that G+H is radially symmetric in the (d − 1) spatial directions excluding the z-
direction, instead of a Fourier transform along those directions we consider instead a Hankel
or Fourier-Bessel transform
G+H(x, x
′) = lim
→0+
∫ ∞
0
dω√
2pi
e−iω(t−t
′−i)
∫ ∞
0
dk k
(
k
r
) d−3
2
J d−3
2
(kr) Ĝ+k (z, z
′) .
7 In the literature of algebraic quantum field theory, the two-point function associated with a given algebraic
state ω is denoted by ω2. Also, note that G
+ is sometimes reserved for the advanced propagator.
8 The Fourier transforms exists, as we are performing the computation for the ground state, which is
maximally symmetric on AdS. For the two-point function of any other quantum state, it is sufficient to
add a smooth, positive and symmetric bisolution of (4.2).
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where r
.
=
∑d−1
i=1 (x
i − x′i), only positive frequencies are taken for the ground state and i
was introduced to regularize the two-point function [32]. Finally, a change of integration
variables q2
.
= ω2 − k2 leads to
G+H(x, x
′) = lim
→0+
∫ ∞
0
dq q
∫ ∞
0
dk k
e−i
√
k2+q2(t−t′−i)√
2pi(k2 + q2)
(
k
r
) d−3
2
J d−3
2
(kr) Ĝ+k (z, z
′) .
At this point, some comments are in order. The antisymmetric part of the two-point func-
tion is given by iG(x, x′), where G(x, x′) = 〈ψ| [Φ(x),Φ(x′)] |ψ〉 is the commutator function.
In addition to satisfying (4.2) as the two-point function, it also satisfies
G(x, x′)
∣∣
t=t′ = 0 , ∂tG(x, x
′)
∣∣
t=t′ = ∂t′G(x, x
′)
∣∣
t=t′ =
d−1∏
i=1
δ(xi − x′i)δ(z − z′) . (4.4)
We can then write it as
G(x, x′) = lim
→0+
√
2
∫ ∞
0
dq q
∫ ∞
0
dk k
sin
(√
k2 + q2(t− t′ − i)
)
√
pi(k2 + q2)
(
k
r
) d−3
2
J d−3
2
(kr) Ĝ+k (z, z
′) .
The second condition in (4.4) implies that√
2
pi
∫ ∞
0
dq q
∫ ∞
0
dk k
(
k
r
) d−3
2
J d−3
2
(kr) Ĝ+k (z, z
′) =
d−1∏
i=1
δ(xi − x′i)δ(z − z′) .
If we assume that Ĝk does not depend on k (as it is the case), then by using the identity
derived in Appendix B∫ ∞
0
dk k
(
k
r
) d−3
2
J d−3
2
(kr) = 2
d−3
2 Γ
(
d− 1
2
)
δ(r)
rd−2
=
(2pi)
d
2Γ
(
d−1
2
)
√
2 Γ
(
d
2
) d−1∏
i=1
δ(xi − x′i) ,
we obtain the one-dimensional delta distribution representation
(2pi)
d
2Γ
(
d−1
2
)
√
pi Γ
(
d
2
) ∫ ∞
0
dq q Ĝ+k (z, z
′) = δ(z − z′) .
In other words we are looking for a resolution of the identity in terms of eigenfunctions of
L. This problem has its roots in the theory of eigenfunction expansions and, for the case in
hand, it has been tackled in Section 4.11 of [30]. We present the results below and leave the
details of their derivation to Appendix C.
1. Case ν ∈ [1,∞)
When ν ∈ [1,∞), as we have seen in the previous section, no boundary conditions are
required at the endpoint 0. The delta distribution expanded in terms of eigenfunctions of L
is given by
δ(z − z′) =
√
zz′
∫ ∞
0
dq q Jν(qz)Jν(qz
′) .
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Hence, the two-point function is
G+H(x, x
′) = lim
→0+
N
√
zz′
∫ ∞
0
dk k
(
k
r
) d−3
2
J d−3
2
(kr)
∫ ∞
0
dq q
e−i
√
k2+q2(t−t′−i)√
2pi(k2 + q2)
Jν(qz)Jν(qz
′) ,
(4.5)
where N is a normalization constant.
2. Case ν ∈ (0, 1)
This case, which includes the ν = 1
2
example, requires a Robin boundary condition of
the form (3.10) to be applied to the solutions of the field equation. The delta distribution,
expanded in terms of eigenfunctions of L which satisfy the boundary condition with c < 0,
is given by
δ(z − z′) =
√
zz′
∫ ∞
0
dq q
[cJν(qz)− q2νJ−ν(qz)] [cJν(qz′)− q2νJ−ν(qz′)]
c2 − 2cq2ν cos(νpi) + q4ν . (4.6)
Hence, for c < 0, the two-point function is given by
G+H(x, x
′) = lim
→0+
N
√
zz′
∫ ∞
0
dk k
(
k
r
) d−3
2
J d−3
2
(kr)
∫ ∞
0
dq q
e−i
√
k2+q2(t−t′−i)√
2pi(k2 + q2)
× [cJν(qz)− q
2νJ−ν(qz)] [cJν(qz′)− q2νJ−ν(qz′)]
c2 − 2cq2ν cos(νpi) + q4ν . (4.7)
If we denote G
+(D)
H
.
= G+H|α=0 and G+(N)H .= G+H|α=pi2 , we verify that the two-point function
satisfies the following boundary conditions at z = 0 and z′ = 0
lim
z→0
{
cos(α)Wz
[
G+H, G
+(D)
H
]
+ sin(α)Wz
[
G+H, G
+(N)
H
]}
= 0 , (4.8a)
lim
z′→0
{
cos(α)Wz′
[
G+H, G
+(D)
H
]
+ sin(α)Wz′
[
G+H, G
+(N)
H
]}
= 0 . (4.8b)
In the particular case ν = 1
2
, these reduce to
cos(α)G+H(0, z
′) + sin(α)
dG+H(z, z
′)
dz
∣∣∣∣
z=0
= 0 ,
cos(α)G+H(z, 0) + sin(α)
dG+H(z, z
′)
dz′
∣∣∣∣
z′=0
= 0 .
For c > 0, the existence of a “bound state” solution with spectral parameter λ = −c1/ν
adds a contribution to the delta distribution
δ(z − z′) =
√
zz′
∫ ∞
0
dq q
[cJν(qz)− q2νJ−ν(qz)] [cJν(qz′)− q2νJ−ν(qz′)]
c2 − 2cq2ν cos(νpi) + q4ν
+ 2
√
zz′ c1/ν
sin(piν)
piν
Kν
(
c1/(2ν)z
)
Kν
(
c1/(2ν)z′
)
.
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Hence, for c > 0, the two-point function is given by
G+H(x, x
′) = lim
→0+
N
√
zz′
∫ ∞
0
dk k
(
k
r
) d−3
2
J d−3
2
(kr)
{∫ ∞
0
dq q
[
e−i
√
k2+q2(t−t′−i)√
2pi(k2 + q2)
× [cJν(qz)− q
2νJ−ν(qz)] [cJν(qz′)− q2νJ−ν(qz′)]
c2 − 2cq2ν cos(νpi) + q4ν
]
+ 2c1/ν
e−i
√
k2−c1/ν(t−t′−i)√
2pi(k2 − c1/ν)
sin(piν)
piν
Kν
(
c1/(2ν)z
)
Kν
(
c1/(2ν)z′
)}
. (4.10)
The extra term is not invariant under the isometries of AdS, as it is not a function of the
geodesic distance (the first term is in fact invariant, as it is shown in the next section).
Therefore, it is not the two-point function for the ground state. Note, however, that it is
still invariant under translations along the directions orthogonal to z and z′, and hence the
Fourier transform (4.3) still makes sense.
3. Case ν = 0
This case also requires a Robin boundary condition of the form (3.10) to be applied to the
solutions of the field equation. The delta distribution, expanded in terms of eigenfunctions
of L which satisfy the boundary condition, is given by
δ(z − z′) =
√
zz′
∫ ∞
0
dq q
[
(c+ 2
pi
log(q))J0(qz)− Y0(qz)
] [
(c+ 2
pi
log(q))J0(qz
′)− Y0(qz′)
]
(c+ 2
pi
log(q))2 + 1
+ 2
√
zz′ e−picK0
(
e−pic/2z
)
K0
(
e−pic/2z′
)
.
For any c ∈ R there is an extra contribution from a “bound state” solution. The two-point
function is given by
G+H(x, x
′) = lim
→0+
N
√
zz′
∫ ∞
0
dk k
(
k
r
) d−3
2
J d−3
2
(kr)
{∫ ∞
0
dq q
[
e−i
√
k2+q2(t−t′−i)√
2pi(k2 + q2)
×
[
(c+ 2
pi
log(q))J0(qz)− Y0(qz)
] [
(c+ 2
pi
log(q))J0(qz
′)− Y0(qz′)
]
(c+ 2
pi
log(q))2 + 1
]
+ 2e−pic
e−i
√
k2−e−pic/2(t−t′−i)√
2pi(k2 − e−pic/2) K0
(
e−pic/2z
)
K0
(
e−pic/2z′
)}
. (4.11)
Similar to the case ν ∈ (0, 1), the extra term is not invariant under the isometries of AdS,
as it is not a function of the geodesic distance. Therefore, when ν = 0, we conclude that we
are unable to construct a ground state. This may be seen as the counterpart of a massless,
minimally coupled scalar field on four-dimensional de Sitter spacetime, for which there is
also no ground state [33].
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B. Closed form expression
The two-point function G+(x, x′) for a scalar field in AdSd+1 on the ground state, or more
generally in any maximally symmetric state, may also be given in closed form. Because of
the maximal symmetry of the spacetime and of the state, it depends only on the geodesic
distance between x and x′. In Ref. [19] it was shown that G+ satisfies an ordinary differential
equation of hypergeometric type,{
u(1− u) d
2
du2
+ [c− (a+ b+ 1)u] d
du
− ab
}
G+(u) = 0 , (4.12)
where
a =
d
2
− ν , b = d
2
+ ν , c =
d+ 1
2
,
and
u = u(σ)
.
= cosh2
(√
2σ
2
)
is an invariant quantity which depends only on Synge’s world function σ defined in section II.
In the Poincare´ domain, using (2.4) and (2.5), u may be written as
u = cosh2
(√
2σ
2
)
= 1 +
σM
2zz′
=
σ
(−)
M
2zz′
, (4.13)
where, with i = 1, . . . , d− 1,
σM =
1
2
[−(t− t′)2 + δij(xi − x′i)(xj − x′j) + (z − z′)2] ,
σ
(−)
M =
1
2
[−(t− t′)2 + δij(xi − x′i)(xj − x′j) + (z + z′)2] .
Note that u ∈ [0, 1) for timelike separation and u ∈ (1,∞) for spacelike separation.
Two independent solutions of (4.12) when ν > 0 are
G+1 (u) = lim
→0+
u
− d
2
−ν

F
(
d
2
+ ν, 1
2
+ ν; 1 + 2ν;u−1
)
Γ(1 + 2ν)
, (4.15a)
G+2 (u) = lim
→0+
u
− d
2
+ν

F
(
d
2
− ν, 1
2
− ν; 1− 2ν;u−1
)
Γ(1− 2ν) , (4.15b)
where u
.
= u(σ + 2i(t− t′) + 2) implements the regularization of the two-point function.
The function F (a, b; c; z)/Γ(c) (known as the regularized hypergeometric function) is an
entire function of its parameters a, b and c (see e.g. §9.4 of [34]). Hence, the solutions above
are defined for all ν ≥ 0. However, they are identical for ν = 0, and thus a second linearly
independent solution needs to be found. In this case, two independent solutions are
G+1 (u) = lim
→0+
u
− d
2
 F
(
d
2
, 1
2
; 1;u−1
)
, (4.16a)
G+2 (u) = lim
→0+
F
(
d
2
, d
2
; d+1
2
;u
)
. (4.16b)
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The second independent solution may equivalently be written as
G+2 (u) = lim
→0+
Γ
(
d+ 1
2
)
(−u)−
d
2
∞∑
j=0
Γ
(
d
2
+ j
)
Γ
(
1
2
+ j
)
(j!)2
[log(−u) + h(j)]u−j ,
where
h(j)
.
= 2ψ(j + 1)− ψ (d
2
+ j
)− ψ (1
2
− j) ,
and ψ(w)
.
= Γ′(w)/Γ(w) is the digamma function.
These closed form expressions for the two-point functions coincide with the mode expan-
sions obtained in the previous section. In Appendix A, we show that for ν > 0
G+1 (u) ∝ lim
→0+
(zz′)
d
2
∫ ∞
0
dk k
(
k
r
) d−3
2
J d−3
2
(kr)
∫ ∞
0
dq q
e−i
√
k2+q2(t−t′−i)√
2pi(k2 + q2)
Jν(qz)Jν(qz
′) ,
G+2 (u) ∝ lim
→0+
(zz′)
d
2
∫ ∞
0
dk k
(
k
r
) d−3
2
J d−3
2
(kr)
∫ ∞
0
dq q
e−i
√
k2+q2(t−t′−i)√
2pi(k2 + q2)
J−ν(qz)J−ν(qz′) .
We see that, up to normalization, G+1 is the two-point function for ν ∈ [1,∞) and for ν ∈
(0, 1) when Dirichlet boundary conditions are applied, G+1 ∝ G+(D), whereas G+2 is the two-
point function for ν ∈ (0, 1) when Neumann boundary conditions are applied, G+2 ∝ G+(N).
Since they are linearly independent, we conclude that the two-point function for ν ∈ (0, 1)
and Robin boundary conditions of the form (4.8) is
G+(x, x′) = N [cos(α)G+1 (u) + sin(α)G+2 (u)] , α ∈ (pi2 , pi) . (4.17)
where N is a normalization constant. For Robin boundary conditions with α ∈ (0, pi
2
), the
contributions from the “bound state” solutions obtained in Section IV A need to be added.
Observe in particular that the admissible range for α includes also pi
4
, which corresponds to
transparent boundary conditions. In this case, thus, we expect that bound states must be
taken into account, a feature which was not highlighted previously in the literature.
In the case ν = 0, the first result in (4.16) is still valid,
G+1 (u) ∝ lim
→0+
(zz′)
d
2
∫ ∞
0
dk k
(
k
r
) d−3
2
J d−3
2
(kr)
∫ ∞
0
dq q
e−i
√
k2+q2(t−t′−i)√
2pi(k2 + q2)
J0(qz)J0(qz
′) ,
and thus G+1 is still the two-point function when Dirichlet boundary conditions are applied,
G+1 ∝ G+(D), minus the contribution coming from the “bound states”. We were unable to
show explicitly that G+2 ∝ G+(N), but given that it is a non-principal solution of (4.12) it
must be given by a linear combination of G+(D) and G+(N), as given in (4.11). However, we
note once more that, when ν = 0, the two-point function obtained above is not that of the
ground state, given the lack of maximal symmetry.
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V. HADAMARD CONDITION
In this section, we verify that the states for which the two-point functions were obtained in
the previous section satisfy a natural generalization of the Hadamard condition for PAdSd+1.
First, recall that, for globally hyperbolic spacetimes, a quantum state is said to satisfy
the local Hadamard condition if its two-point function is of Hadamard form. A two-point
function is of the Hadamard form if it is given by
G+(x, x′) = H(d+1)(σ(x, x′)) +O(σ0)
.
= lim
→0+
Γ(d−1
2
)
2(2pi)
d+1
2
[
U(x, x′)
(σ(x, x′))
d−1
2
+ V (x, x′) log (σ(x, x′)) +O(σ0)
]
, (5.1)
where σ
.
= σ+2i(t−t′)+2 and U and V are smooth biscalars which are uniquely determined
and only depend on the geometric features of the spacetime and on the parameter m2 [35].
The biscalar V is identically zero for odd d + 1 spacetime dimensions. H(d+1)(σ(x, x′)) is
the so-called (d + 1)-dimensional Hadamard parametrix. It is important to keep in mind
that, having set ` = 1 in (2.3), σ(x, x′) is a dimensionless quantity. Hence, although in the
standard version of the local Hadamard form of the two-point function the argument of the
logarithm is divided by a reference scale length, in our case this is not necessary as this
length has been fixed a priori.
In globally hyperbolic spacetimes, it follows that the local Hadamard condition is equiva-
lent to the global Hadamard one [36, 37], which entails in addition that the only singularity
of the two-point function is at σ = 0 and that it is of Hadamard form. A more rigorous
definition requires the tools of microlocal analysis and may be found in [2, Ch.5].
Even though AdS is not globally hyperbolic, we can still verify if the two-point functions
obtained above are of Hadamard form for every globally hyperbolic subregion. If that is
the case, we say that the maximally symmetric state in AdS satisfies the local Hadamard
condition. However, it does not follow that the state satisfies a global Hadamard condition,
as the standard definition, adopted in globally hyperbolic spacetimes, does not apply. A
novel analysis is required and we plan to address it in future work [38], also in view of the
investigation in [39]. Here, we verify that the two-point functions in PAdS have a richer
singularity structure9 than those in globally hyperbolic spacetimes, while at the same time
satisfying the local Hadamard condition in any globally hyperbolic subregion.
We will focus on the study of the singularities of the two-point functions obtained for the
ground state in the cases of d = 2 and d = 3. Analogous comments can be made for larger
d, as we discuss briefly below.
We start with d = 3, the physically relevant case, and assume ν > 0. The two-point
function is a linear combination of the solutions (4.15) and we know that the hypergeometric
9 As a side comment, this feature resembles what happens in de Sitter spacetime when one considers
the so-called α-vacua [40], although, in this case, the additional singularities are pathological, being the
underlying background globally hyperbolic.
18
−z0
x(−)
z0
x
z
t
x′
FIG. 2. Singularity structure of the two-point function.
functions in those solutions have only three singular points: u = 0, 1,∞. The latter, u→∞,
occurs when either z → 0 or z′ → 0, which takes one of the points x, x′ to the boundary
and, therefore, does not belong to the spacetime.
The singularity u = 1 corresponds to σ = 0, cf. (4.13). If we expand the solutions (4.15)
with d = 3 in σ, such that x and x′ belong to a globally hyperbolic subregion of AdS4,
G+1 (u) =
21+2ν Γ (1 + ν)√
pi Γ
(
3
2
+ ν
)
Γ (1 + 2ν)
[
1
σ
+
1
2
(
ν2 − 1
4
)
log(σ) +O(σ0)
]
,
G+2 (u) =
21−2ν Γ (1− ν)√
pi Γ
(
3
2
− ν)Γ (1− 2ν)
[
1
σ
+
1
2
(
ν2 − 1
4
)
log(σ) +O(σ0)
]
.
This expansion is exactly the Hadamard expansion (5.1), up to normalization constants,
presented for d = 3 in [35] for a globally hyperbolic subregion of AdS4. Hence, in view of
(4.17), the two-point function reads
G+(x, x′) ∝ [cos(α) + sin(α)]H(4)(σ(x, x′)) +O(σ0) .
By choosing a suitable α-dependent normalization constant, we can make G+(x, x′) satisfy
the local Hadamard property (5.1), except if α = 3pi
4
.
The singularity u = 0 corresponds to σ(−) = 0, where σ(−) is such that, cf. Eq. (4.13),
u
.
= − sinh2
(√
2σ(−)
2
)
=
σ
(−)
M
2zz′
.
Two points x and x′ are such that σ(−)(x, x′) = 0 if there is a null geodesic starting at x that
is “reflected” at the boundary and ends at x′ (see Fig. 2). More rigorously, if we consider
the conformally related spacetime H˚4 and allow z to take all real values, σ(−)(x, x′) vanishes
if σ
(−)
M (x, x
′) = 0, or equivalently if σM(x(−), x′) = 0, where x(−)
.
= x|z 7→−z. Note that there
is no globally hyperbolic subregion of AdS4 in which σ
(−)(x, x′) = 0, hence this singularity
is not present for a two-point function on a globally hyperbolic submanifold.
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If we now expand the two solutions in σ(−), we obtain
G+1 (u) = i(−1)ν
21+2ν Γ (1 + ν)√
pi Γ
(
3
2
+ ν
)
Γ (1 + 2ν)
[
1
σ
(−)

+
1
2
(
ν2 − 1
4
)
log(σ(−) ) +O
(
(σ(−))0
)]
,
G+2 (u) = i(−1)−ν
21−2ν Γ (1− ν)√
pi Γ
(
3
2
− ν)Γ (1− 2ν)
[
1
σ
(−)

+
1
2
(
ν2 − 1
4
)
log(σ(−) ) +O
(
(σ(−))0
)]
.
This has exactly the same Hadamard form, up to normalization constants, but with respect
to σ(−). Hence, in view of (4.17), the two-point function reads
G+(x, x′) ∝ [cos(α) + (−1)−2ν sin(α)]H(4)(σ(−)(x, x′)) +O((σ(−))0) .
The singular contribution vanishes for ν = 1
2
and α = pi
4
, for which there are no singularities
along reflected null geodesics. This justifies why α = pi
4
is referred to as transparent boundary
conditions for the massless, conformally coupled scalar field.
We analyze now the two-point function for d = 2 and ν > 0. The two solutions (4.15)
with d = 2 have the same two singularities at u = 1 and u = 0. If we expand them in σ,
such that x and x′ belong to a globally hyperbolic subregion of AdS3, we obtain
G+1 (u) =
2
1
2
+2ν
Γ (1 + 2ν)
1√
σ
+O(σ0) , G+2 (u) =
2
1
2
−2ν
Γ (1− 2ν)
1√
σ
+O(σ0) .
Again, this is of the same Hadamard form (5.1) as presented in [35] for d = 2 in any globally
hyperbolic subregion of AdS3. Hence, in view of (4.17), the two-point function reads
G+(x, x′) ∝ [cos(α) + sin(α)]H(3)(σ(x, x′)) +O(σ0) .
If we instead expand them in σ(−), we obtain
G+1 (u) = i(−1)ν
2
1
2
+2ν
Γ (1 + 2ν)
1√
σ
(−)

+O(σ0) , G+2 (u) = i(−1)−ν
2
1
2
+2ν
Γ (1 + 2ν)
1√
σ
(−)

+O(σ0) .
Hence, in view of (4.17), the two-point function reads
G+(x, x′) ∝ i(−1)ν [cos(α) + (−1)−2ν sin(α)]H(3)(σ(−)(x, x′)) +O((σ(−))0) .
Therefore, we shall also call a quantum state Hadamard in PAdS3 a state whose two-point
function has the singularity structure described above.
Similar investigations can be made for larger d. However, it becomes increasingly im-
practical to perform the expansions in σ and σ(−) since we would have to resort to a case by
case analysis. There are recursive methods to obtain the expansions of U and V in σ for any
fixed d, but they get significantly more complex for larger d (detailed expressions for d + 1
up to 6 may be found in Ref. [35]). Nevertheless, using the tools of microlocal analysis, it
is possible to show that the singularity structure observed for d = 2 and d = 3, with which
we defined the notion of a Hamadard state on PAdS3 and PAdS4, is verified for any d. We
leave this proof to a forthcoming work [38].
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In view of the above analysis, we define a Hadamard quantum state in PAdSd+1, d ≥ 2,
to be any state whose two-point function G+(x, x′) is such that
G+(x, x′)−H(d+1)(σ(x, x′))− i(−1)−ν cos(α) + (−1)
−2ν sin(α)
cos(α) + sin(α)
H(d+1)(σ(−)(x, x′))
is a smooth function on PAdSd+1 × PAdSd+1. In particular, if α = 3pi4 , we cannot find a
Hadamard state satisfying this definition.
Notice that although a ground state does not exist for α ∈ (0, pi
2
), on account of the
presence of “bound state” solutions, the proposed definition still applies to these cases.
VI. CONCLUSIONS
In this paper, we have considered a real, massive scalar field on PAdSd+1, the Poincare´
domain of the (d + 1)-dimensional AdS spacetime. In particular, we have determined all
admissible boundary conditions that can be applied on the conformal boundary and we have
constructed the two-point function associated with the ground state, finding ultimately an
explicit closed form. In addition, we have investigated its singular structure, showing consis-
tency with the minimal requirement of being of Hadamard form in every globally hyperbolic
subregion of PAdSd+1. As a consequence we propose a new definition of Hadamard states
which applies to PAdSd+1.
To conclude our work, we would like to highlight two open issues which we deem appro-
priate of further investigations. The first concerns the choice of boundary conditions. As we
have shown, there are instances where “bound state” solutions appear in the construction
of the two-point and of the commutator functions. The main direct consequence of this
unexpected feature is the lack of a ground state for the underlying system, as invariance
under the action of certain isometries is broken. On the one hand, we can observe that this
poses no obstruction to the existence of Hadamard states, but, on the other hand, there is
no clear physical interpretation why such “bound state” solutions appear and what are the
concrete consequences of their existence.
The second open problem lies in the investigation of the notion of Hadamard states for
a real, massive scalar field on PAdSd+1. In the last section we have given a local definition,
which exploits ultimately the existence of a global coordinate chart on H˚d+1. If one aims
at generalizing these results to asymptotically AdS spacetimes or even to manifolds with
timelike boundaries, we cannot expect that a local construction becomes practical. Hence,
following a similar path to the one taken by those who investigated Hadamard states on
globally hyperbolic spacetimes, we expect that a necessary step is to translate our analysis
in the language of microlocal analysis. In this way, we hope to be able to give a global
definition of Hadamard states and to formulate a version of the work of Radzikowski [36, 37]
in the context of asymptotically AdS spacetimes.
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Appendix A: Two-point function computation for ν > 0
The two-point function for a massive scalar field in H˚d+1 for ν ∈ [1,∞) or in the case of
Dirichlet boundary conditions for ν ∈ (0, 1) is given by (4.5),
G+H(x, x
′) = N
√
zz′
∫ ∞
0
dk k
(
k
r
) d−3
2
J d−3
2
(kr)
∫ ∞
0
dq q
e−i
√
k2+q2(t−t′−i)√
2pi(k2 + q2)
Jν(qz)Jν(qz
′) ,
(A1)
where we omit the limit  → 0+ for presentation simplicity. The two-point function in the
case of Neumann boundary conditions when ν ∈ (0, 1) can also be obtained from (A1) by
allowing ν ∈ (−1, 0) (see section III C 2).
In this appendix, we compute explicitly the integrals in (A1) and obtain the two-point
function in closed form, as presented in Section IV B.
Using Eqs. (6.737.5) and (6.737.6) of [41], for d = 2, 3, we obtain
G+H(x, x
′) = N
√
zz′
∫ ∞
0
dq q
d
2 Jν(qz)Jν(qz
′)
 1pi Θ(r − (t− t′))
K d
2
−1
(
q
√
χ2
)
(√
χ2
) d
2
−1
− i
2
Θ(t− t′ − r)
J1− d
2
(
q
√−χ2)− i Y1− d
2
(
q
√−χ2)(√−χ2) d2−1

= N
√
zz′
pi
∫ ∞
0
dq q
d
2
K d
2
−1
(
q
√
χ2
)
(√
χ2
) d
2
−1 Jν(qz)Jν(qz
′) , (A2)
where χ2
.
= r2 − (t − t′ − i)2, Θ is the Heaviside function, K d
2
−1 is the modified Bessel
function of the second kind and we used (see e.g. [34, §5.6-5.7])
Jα(w)− iYα(w) = H(2)α (w) = eipiαH(2)−α(w) , w /∈ (−∞, 0] ,
Kα(w) = −ipi
2
e−
ipiα
2 H(2)α (−iw) , arg(w) ∈
[
−pi
2
, pi
]
,
where H
(2)
α is the second Hankel function. Even though the calculation leading to (A2) is
valid for d = 2, 3, the result can be analytically continued to d ≥ 2.
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At this point, it is convenient to consider even and odd d separately. Let d = 2n + 1,
n = 1, 2, . . .. Then,
G+H(x, x
′) = N
√
zz′
pi
∫ ∞
0
dq qn+
1
2
Kn− 1
2
(qχ)
χ
n− 1
2

Jν(qz)Jν(qz
′)
= N
√
zz′
pi
(
1
χ
d
dχ
)n ∫ ∞
0
dq
K− 1
2
(qχ)
(qχ)−
1
2
Jν(qz)Jν(qz
′)
∣∣∣∣∣
χ=χ
= N
√
zz′√
2pi
(
1
χ
d
dχ
)n ∫ ∞
0
dq e−qχ Jν(qz)Jν(qz′)
∣∣∣∣
χ=χ
= N 1√
2pi3
(
1
χ
d
dχ
)n
Qν− 1
2
(
z2 + z′2 + χ2
2zz′
)∣∣∣∣
χ=χ
= N 1√
2pi3(zz′)n
dn
dηn
Qν− 1
2
(η)
∣∣∣∣
η=η
= N 1√
2pi3(2zz′)n
dn
dun
Qν− 1
2
(2u− 1)
∣∣∣∣
u=u
= N 1√
2pi3(zz′)n
(
1
sinh(s)
d
ds
)n
Qν− 1
2
(cosh(s))
∣∣∣∣
s=s
, (A3)
where
η
.
=
z2 + z′2 + r2 − (t− t′ − i)2
2zz′
= 2u − 1 .= cosh(s) ,
Qν− 1
2
is the Legendre function of the second kind and where we used Eq. (6.612.3) of [41]
and the relation (
1
χ
d
dχ
)n (
χ−αKα(χ)
)
= χ−α−nKα+n(χ) . (A4)
Note that (A3) is valid for ν > −1
2
but is not defined for ν = −1/2, hence it cannot be
used as currently written for the case of Neumann boundary conditions. However, we can
extend it analytically to ν > −1 as follows. From Eq. (14.10.4) of [42],
(1− η2 )Q′ν− 1
2
(η) =
(
ν +
1
2
)[
ηQν− 1
2
(η)−Qν+ 1
2
(η)
]
. (A5)
Qν− 1
2
is not defined for ν = −1/2, as for Eq. (14.3.7) of [42] one has
Qν− 1
2
(η) =
√
pi Γ
(
ν + 1
2
)
2ν−
1
2 ην+
1
2 Γ(ν + 1)
F
(
ν
2
+ 3
4
, ν
2
+ 1
4
; ν + 1; 1
η2
)
,
for ν /∈ −2N+1
2
and η > 1. Nevertheless, one can analytically continue (A5) to ν > −1 as
(1− η2 )Q′ν− 1
2
(η) =
√
pi Γ
(
ν + 3
2
)
2ν−
1
2 η
ν− 1
2
 Γ(ν + 1)
F
(
ν
2
+ 3
4
, ν
2
+ 1
4
; ν + 1; 1
η2
)
−
(
ν +
1
2
)
Qν+ 1
2
(η) .
Using the same notation for the extended function, (A3) may be used for the Neumann
boundary conditions with ν ∈ (−1, 0).
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Let d = 2n, n = 1, 2, . . .. Then,
G+H(x, x
′) = N
√
zz′
pi
∫ ∞
0
dq qn
Kn−1 (qχ)
χn−1
Jν(qz)Jν(qz
′)
= N
√
zz′
pi
(
1
χ
d
dχ
)n−1 ∫ ∞
0
dq q K0 (qχ) Jν(qz)Jν(qz
′)
∣∣∣∣∣
χ=χ
= N
√
zz′
pi
(
1
χ
d
dχ
)n−1 (√χ2+(z+z′)2+√χ2+(z−z′)2√
χ2+(z+z′)2−
√
χ2+(z−z′)2
)−ν
√
(χ2 + (z + z′)2)(χ2 + (z − z′)2)
∣∣∣∣∣∣∣∣∣
χ=χ
= N 2
ν−1
pi(zz′)n−
1
2
dn−1
dηn−1
(
η +
√
η2 − 1
)−ν
√
η2 − 1
∣∣∣∣∣∣∣
η=η
= N 2
ν−2
pi(zz′)n+
1
2
dn−1
dun−1
(
2u− 1 +√u(u− 1))−ν√
u(u− 1)
∣∣∣∣∣∣∣
u=u
= N 2
ν−1
pi(zz′)n−
1
2
(
1
sinh(s)
d
ds
)n−1
e−νs
sinh(s)
∣∣∣∣∣
s=s
,
where we used Eq. (6.522.3) of [41] and (A4).
To prove that these results are equivalent to the ones written in terms of the hypergeo-
metric functions (4.15), we show that they satisfy the same initial conditions, since they are
all solutions of the same differential equation.
First, we verify the claim for d = 2, 3. In terms of the invariant quantity u, for d = 2, let
gd=21 (u) = u
−1−ν
 F
(
1 + ν, 1
2
+ ν; 1 + 2ν;u−1
)
,
gd=22 (u) = 4
ν
(
2u − 1 + 2
√
u(u − 1)
)−ν
√
u(u − 1)
.
Then,
gd=21 (u) = g
d=2
2 (u) = u
−1−ν

(
1 +
1 + ν
2u
+O(u−2)
)
.
Hence, gd=21 = g
d=2
2 . For d = 3, let
gd=31 (u) = u
− 3
2
−ν
 F
(
3
2
+ ν, 1
2
+ ν; 1 + 2ν;u−1
)
,
gd=32 (u) = −
41+ν√
pi
Γ(1 + ν)
Γ(3
2
+ ν)
Q′
ν− 1
2
(2u − 1) .
Then,
gd=31 (u) = g
d=3
2 (u) = u
− 3
2
−ν

(
1 +
3
2
+ ν
2u
+O(u−2)
)
.
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Hence, gd=31 = g
d=3
2 .
For arbitrary d, we give a proof by induction. For even d, let it be true for a fixed d = 2n.
For d = 2(n+ 1), let
gd=2n+21 (u) = u
−n−1−ν
 F
(
n+ 1 + ν, 1
2
+ ν; 1 + 2ν;u−1
)
,
gd=2n+22 (u) = N n+1
dn
dun
(
2u − 1 + 2
√
u(u − 1)
)−ν
√
u(u − 1)
,
for some constant N n+1. We know that
gd=2n1 (u) = g
d=2n
2 (u) = N n
dn−1
dun−1
(
2u − 1 + 2
√
u(u − 1)
)−ν
√
u(u − 1)
and that
gd=2n+22 (u) =
N n+1
N n
d
du
gd=2n2 (u) =
N n+1
N n
d
du
gd=2n1 (u)
= −N
n+1
N n (n+ ν)u
−n−ν

(
1 +
n+ 1 + ν
2u
+O(u−2)
)
.
Comparing with
gd=2n+21 (u) = u
−n−ν

(
1 +
n+ 1 + ν
2u
+O(u−2)
)
,
we conclude that gd=2n+21 = g
d=2n+2
2 with
N n+1 = − N
n
n+ ν
= (−1)n N
1
Γ(n+ 1 + ν)
=
(−1)n 4ν
Γ(n+ 1 + ν)
.
Similarly, for odd d, let it be true for a fixed d = 2n+ 1. For d = 2n+ 3, let
gd=2n+31 (u) = u
−n− 3
2
−ν
 F
(
n+ 3
2
+ ν, 1
2
+ ν; 1 + 2ν;u−1
)
,
gd=2n+32 (u) = N n+1
dn+1
dun+1
Qν− 1
2
(2u − 1) ,
for some constant N n+1. We know that
gd=2n+11 (u) = g
d=2n+1
2 (u) = N n
dn
dun
Qν− 1
2
(2u − 1)
and that
gd=2n+32 (u) =
N n+1
N n
d
du
gd=2n+12 (u) =
N n+1
N n
d
du
gd=2n+11 (u)
= −N
n+1
N n
(
n+
1
2
+ ν
)
u
−n− 3
2
−ν

(
1 +
n+ 3
2
+ ν
2u
+O(u−2)
)
.
25
Comparing with
gd=2n+31 (u) = u
−n− 3
2
−ν

(
1 +
n+ 3
2
+ ν
2u
+O(u−2)
)
,
we conclude that gd=2n+31 = g
d=2n+3
2 with
N n+1 = − N
n
n+ ν
= (−1)n N
1
Γ(n+ 3
2
+ ν)
=
41+ν√
pi
(−1)n+1 Γ(1 + ν)
Γ(3
2
+ ν)Γ(n+ 3
2
+ ν)
.
This concludes the proof.
Appendix B: Delta distribution representation
In this appendix, we prove the identities∫ ∞
0
dk k
(
k
r
) d−3
2
J d−3
2
(kr) = 2
d−3
2 Γ
(
d− 1
2
)
δ(r)
rd−2
=
(2pi)
d
2Γ
(
d−1
2
)
√
2 Γ
(
d
2
) d−1∏
i=1
δ(xi − x′i) , (B1)
where d ≥ 2 is an integer and r > 0.
We start with a standard representation of the delta distribution (Eq. (1.17.13) of [42]),
δ(r − r′) = r
∫ ∞
0
dk k Jµ(kr)Jµ(kr
′) ,
with Re(µ) > −1 and r, r′ > 0. Given that δ(r − r′) is zero when r 6= r′, we may write
δ(r − r′) = r
µ+1
r′µ
∫ ∞
0
dk k Jµ(kr)Jµ(kr
′) .
Using
Jµ(kr
′) =
(
1
2
kr′
)µ
Γ(µ+ 1)
+O(r′µ+1) ,
and letting r′ → 0, we get
δ(r) =
rµ+1
2µΓ(µ+ 1)
∫ ∞
0
dk kµ+1 Jµ(kr) .
Letting µ = d−3
2
, this allows us to obtain∫ ∞
0
dk k
(
k
r
) d−3
2
J d−3
2
(kr) = 2
d−3
2 Γ
(
d− 1
2
)
δ(r)
rd−2
.
Finally, by changing from the Cartesian coordinates xi, i = 1, . . . , d − 1, to spherical
coordinates,
d−1∏
i=1
δ(xi − x′i) = δ(r)
Ad−1rd−2
=
Γ
(
d
2
)
2pi
d
2
δ(r)
rd−2
,
where Ad−1 is the area of a (d− 1)-sphere. Hence, we obtain the desired identity∫ ∞
0
dk k
(
k
r
) d−3
2
J d−3
2
(kr) =
(2pi)
d
2Γ
(
d−1
2
)
√
2 Γ
(
d
2
) d−1∏
i=1
δ(xi − x′i) .
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Appendix C: Eigenfunction expansion of the delta distribution
In this appendix, we show how to compute the expansion of the Dirac delta distribution
in terms of the eigenfunctions of the operator L defined in (3.4) in an efficient way, as
presented e.g. in Chapter 7 of Ref. [43]. These expansions can be found in Section 4.11 of
[30], but the computation presented there involves convoluted and old-fashioned methods.
We present the computation of the expansion (4.6) in terms of the eigenfunctions of L
which satisfy Robin boundary conditions when ν ∈ (0, 1). The others can be obtained in a
similar way.
First, we compute the Green’s function G(z, z′;λ) associated with the Sturm-Liouville
problem (3.4), which satisfies
(L⊗ I− λ)G = (I⊗ L− λ)G = δ(z − z′) ,
and appropriate boundary conditions at z = 0 and z′ = 0, if necessary. This can be done
as follows. For z < z′, G(z, z′;λ) is the solution of the homogeneous equation in the first
entry, u(z;λ), satisfying the boundary condition at z = 0, whereas for z > z′, G(z, z′;λ) is
the solution of the homogeneous equation, v(z;λ), which is L2(z0,∞) for some z0 > 0 and
for some λ ∈ C. Then, ensuring continuity at z = z′, one has
G(z, z′;λ) = Nλ u(z<;λ) v(z>;λ) ,
where z<
.
= min{z, z′} and z> .= max{z, z′}. The jump condition,
d
dz
G(z, z′;λ)
∣∣∣∣
z=z′+
− d
dz
G(z, z′;λ)
∣∣∣∣
z=z′−
= −1 ,
fixes the normalization constant
Nλ = − 1
Wz
[
u(·;λ), v(·;λ)] .
The Green’s function can also be obtained as an expansion in terms of the eigenfunctions
of L which satisfy the same boundary conditions. If the operator L only had a point
spectrum with real eigenvalues λn and corresponding eigenfunctions ψn, it is easy to show
that G(z, z′;λ) would be written as
G(z, z′;λ) = −
∑
n
ψn(z)ψn(z
′)
λ− λn .
As a function of the complex parameter λ, G has simple poles at λ = λn and corresponding
residues −ψn(z)ψn(z′). Hence, one can write
− 1
2pii
∫
C∞
dλG(z, z′;λ) =
∑
n
ψn(z)ψn(z
′) = δ(z − z′) ,
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where C∞ is an infinitely large circle in the λ plane and the integral is taken counterclockwise.
If there is also a continuous spectrum (as it happens in our case), the Green’s function has
a branch cut and the integral above, besides the sum of the residues at the eigenvalues,
includes a branch-cut integral over a portion of the real axis,
− 1
2pii
∫
C∞
dλG(z, z′;λ) =
∑
n
ψn(z)ψn(z
′) +
∫
dλψλ(z)ψλ(z
′) = δ(z − z′) . (C1)
Eq. (C1) allows us to obtain the expansion of the delta distribution in terms of the eigen-
functions of L by performing the integral of the Green’s function G, which we obtained
above, over the spectral parameter λ.
In the case at hand, we obtain the expansion in terms of eigenfunctions of the operator
L defined in (3.4) when ν ∈ (0, 1), satisfying the boundary conditions (3.10). The solution
of the homogeneous equation satisfying the boundary condition at z = 0 may be written as
u(z;λ) =
√
z
[
cJν
(√
λz
) − λνJ−ν(√λz)], whereas v(z;λ) = √z H(1)ν (√λz) is in L2(z0,∞)
for any z0 > 0 if λ /∈ [0,∞). Thus, the Green’s function is given by
G(z, z′;λ) = −ipi
2
√
z<
[
cJν
(√
λz<
)− λνJ−ν(√λz<)]√z>H(1)ν (√λz>)
c− e−ipiνλν ,
with λ /∈ [0,∞) for all c ∈ R and additionally with λ 6= −c1/ν if c > 0, which is a pole
of G. This is the negative eigenvalue in the spectrum with corresponding “bound state”
eigenfunction of the form
√
z Kν
(
c1/(2ν)z
)
.
Consider first the case c < 0, for which there is no point spectrum and the continuous
spectrum is [0,∞). Then,
δ(z − z′) = − 1
2pii
∫
C∞
dλG(z, z′;λ)
=
1
2pii
∫ ∞
0
d|λ| lim
→0+
[G(z, z′; |λ|+ i)− G(z, z′; |λ| − i)]
=
√
zz′
∫ ∞
0
d|λ|
[
cJν
(√|λ|z)− |λ|νJ−ν(√|λ|z)][cJν(√|λ|z′)− |λ|νJ−ν(√|λ|z′)]
c2 − 2c|λ|ν cos(piν) + |λ|2ν
=
√
zz′
∫ ∞
0
dq q
[cJν(qz)− q2νJ−ν(qz)] [cJν(qz′)− q2νJ−ν(qz′)]
c2 − 2cq2ν cos(piν) + q4ν ,
which is Eq. (4.6).
Finally, for c > 0 besides the continuous spectrum [0,∞) there is the eigenvalue −c1/ν ,
hence, according to (C1), one adds an extra term,
δ(z − z′) =
√
zz′
∫ ∞
0
dq q
[cJν(qz)− q2νJ−ν(qz)] [cJν(qz′)− q2νJ−ν(qz′)]
c2 − 2cq2ν cos(piν) + q4ν
+ 2
√
zz′ c1/ν
sin(piν)
piν
Kν
(
c1/(2ν)z
)
Kν
(
c1/(2ν)z′
)
.
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