Abstract. Let S 1 be the stopping time space and B 1 (S 1 ) be the Baire-1 elements of the second dual of S 1 . To each element x * * in the space B 1 (S 1
Introduction.
The Stopping Time space S 1 , was introduced by H. P. Rosenthal as the unconditional analogue of L 1 (2 N ), where by 2 N we denote the Cantor set and L 1 (2 N ) is the Banach space of equivalence classes of measurable functions on 2 N which are absolutely integrable on 2 N , with respect to the Haar measure. The space S 1 belongs to the wider class of the spaces S p , 1 ≤ p < ∞ which we are about to define. We denote by 2 <N the dyadic tree and by c 00 (2 <N ) the vector space of all real valued functions defined on 2 <N with finite support. For 1 ≤ p < ∞ we define the · S p norm on c 00 (2 <N ) as follows. For x ∈ c 00 (2 <N ), we set
where the supremum is taken over all antichains A of 2 <N . The space S p is the completion of (c 00 (2 <N ), · S p ). The space S 1 has a 1-unconditional basis and G. Schechtman, in an unpublished work, showed that it contains almost all ℓ p isometrically, 1 ≤ p < ∞. This result was extended in [6] to all S p spaces where it was shown that for every p ≤ q, ℓ q is embedded into S p . An excellent and detailed study of the stopping time space S 1 , in fact in a more general setting, is included in N. Dew's Ph.D. Thesis [7] . The interested reader will also find therein, among other things, a proof of Schechtman's unpublished result. Also, in [3] H. Bang and E. Odell showed that S 1 has the Weak Banach-Saks and the Dunford-Pettis properties, as the space L 1 (2 N ). In the sequel, by an operator between Banach spaces, we shall always mean a bounded linear operator. Let X, Y , Z be Banach spaces and T : X → Y be an operator. We will say that the operator T , preserves a copy of Z, if there is a subspace W of X which is isomorphic to Z, such that the restriction of T on W is an isomorphism. The study of preserving properties of operators on S 1 , is important to the isomorphic classification of the complemented subspaces of S 1 . The main results of the present paper are in this direction.
In [8] P. Enflo and T. W. Starbird showed that every subspace Y of L 1 , isomorphic to L 1 , contains a subspace which is isomorphic to L 1 and complemented in L 1 . From this it follows that if a complemented subspace X of L 1 contains a subspace isomorphic to L 1 , then X is isomorphic to L 1 . Also, if L 1 is isomorphic to a ℓ 1 sum of a sequence of Banach spaces, then one of the spaces is isomorphic to L 1 . We will prove the same results in the case of S 1 . The work included in the present paper is motivated by the following problems. Problem 1. Let T : S 1 → S 1 be an operator and X a reflexive subspace of S 1 such that the restriction of T on X is an isomorphism. Does T preserve a copy of S 1 ? Problem 2. Let X be a complemented subspace of S 1 such that ℓ 1 does not embed in X. Is X c 0 -saturated?
It is well known that a subspace of a space with an unconditional basis, is reflexive if and only if it does not contain c 0 and ℓ 1 isomorphically. Therefore, an affirmative answer to the first problem yields an affirmative answer to the second one.
To state our main results we need some notation and to introduce some terminology. If X is a Banach space, by B 1 (X) we shall denote the space of all Baire-1 elements of X * * . That is, the space of all x * * ∈ X * * such that there is a sequence (x n ) n∈N of X with x * * = lim n x n in the weak star topology, which from [10] is equal to the space of all x * * ∈ X * * , so that x * * | (B X * ,w * ) is a Baire-1 function. By M(2 N ) we denote the space of all Borel measures on 2 N endowed by the norm µ = sup{|µ(B)| : B is a Borel subset of 2 N }. To each x * * ∈ B 1 (S 1 ) we associate a positive Borel measure on 2 N which will denote by µ x * * . The definition of µ x * * is related to a corresponding concept defined and studied in [1] where the space V 0 2 is studied. It is worth mentioning that in the case of V * * , i.e. a measure can be assigned to every x * * ∈ (V 0 2 ) * * . This is not the case in the space S 1 . We are ready to state the first main result of the paper. Theorem 1. Let X be a Banach space with an unconditional basis, Y a closed subspace of X and T : X → S 1 an operator. The following assertions are equivalent.
Moreover, if (iii) is satisfied then the space Z is complemented in X.
Clearly, since the basis of S 1 is 1-unconditional, the above theorem also holds by replacing X with the space S 1 . We state some consequences of the above theorem. Corollary 2. Let Y be a closed subspace of S 1 which is isomorphic to S 1 . Then Y contains a subspace Z isomorphic to S 1 which is complemented in S 1 .
Corollary 3. Let Y be a complemented subspace of S 1 such that the set {µ y * * : y * * ∈ B 1 (Y )} is a non-separable subset of M(2 N ). Then Y is isomorphic to S 1 .
In [4] it is shown that if L 1 G δ -embeds into X where, X is either isomorphic to a dual space, or X embeds into L 1 , then L 1 embeds isomorphically into X. We recall that a bounded and linear operator T : X → Y between Banach spaces, is called a G δ -embedding, if it is injective and T [K] is a G δ subset of Y , for all closed bounded K.
Corollary 4. Suppose S
1 is isomorphic to an ℓ 1 sum of a sequence of Banach spaces X i . Then there is an j such that X j is isomorphic to S 1 .
Our second result is the following.
Theorem 2. Let X be a Banach space. If S 1 G δ -embeds in X and X G δ -embeds in S 1 , then S 1 complementably embeds in X.
As a consequence of the above theorem we obtain the following
The paper is organized as follows. In section 2, we fix some notation that we shall use and we remind the definition of S 1 . In section 3, we give the definition of the measure µ x * * , while in section 4 we give the proofs of Theorems 1 and 2 and their corollaries.
Preliminaries.
2.1. The dyadic tree. For every n ≥ 0, we set 2 n = {0, 1} n (where 2 0 = {∅}). Hence for n ≥ 1, every s ∈ 2 n is of the form s = (s(1), ..., s(n)). For 0 ≤ m < n and s ∈ 2 n , we set s|m = (s(1), ..., s(m)), where if
The length |s| of an s ∈ 2 <N , is the unique n ≥ 0 such that s ∈ 2 n . The initial segment partial ordering on 2 <N will be denoted by ⊑ (i.e. s ⊑ t if m = |s| ≤ |t| and s = t|m). For s, t ∈ 2 <N , s ⊥ t means that s, t are ⊑-incomparable (that is neither s ⊑ t nor t ⊑ s). For an s ∈ 2 <N , s 0 and s 1 denote the two immediate successors of s which end with 0 and 1 respectively. 
N be the Cantor space, i.e., the set of all infinite sequences σ = (σ(n)) n consisting of elements of 2 = {0, 1}. If σ ∈ 2 N and n ∈ N, let σ|n = (σ(1), . . . , σ(n)) ∈ 2 n . We say that s ∈ 2 n is an initial segment of σ ∈ 2 N if s = σ|n. We write s ⊑ σ if s is an initial segment of σ. <N the subspace of S 1 generated by {e s : s ∈ C} is isomorphic to c 0 , while for every infinite antichain A the corresponding one is isomorphic to ℓ 1 .
3. measures associated to elements of Baire-1 space.
Our general notation and terminology is standard and it can be found, for instance in [9] . Let X be a Banach space. As we have mentioned in the introduction, by B 1 (X) we denote the space of all x * * ∈ X * * such that there is a sequence (x n ) n∈N of X with x * * = lim n x n in the weak star topology. The aim of this section is to introduce and study the fundamental properties of the measure µ x * * corresponding to an element x * * ∈ B 1 (S 1 ). We start with some general results about a Banach space with an unconditional basis.
Lemma 2. Let X be a Banach space with an unconditional normalized basis (e i ) i∈N and x * * ∈ B 1 (X) such that x * * (e * i ) = 0, for every i ∈ N. Then x * * = 0.
Proof. Since x * * ∈ B 1 (X) there exists a sequence (x n ) n of elements of X such that x * * = lim n x n in the weak star topology and lim n e * i (x n ) = 0, for every i ∈ N. By a classical result of Bessaga and Pelczynski , we may assume that (x n ) n is equivalent to a block basic sequence taken with respect to (e i ) i . Since (e i ) i is an unconditional basis we have that every block sequence of (e i ) i is unconditional. But then, either (x n ) n has a subsequence which is equivalent to the usual basis of ℓ 1 or is weakly null. Since the basis of ℓ 1 is not weakly Cauchy, we have that x * * = 0.
Proposition 3. Let X be a Banach space with a 1-unconditional normalized basis
. Then the space B 1 (X) can be identified with the space of all sequence of scalars (a i ) i such that sup n n i=1 a i e i < ∞. This correspondence is given by B 1 (X) ∋ x * * ↔ (x * * (e * i )) i . Moreover, for every x * * ∈ B 1 (X) we have that x * * = lim n n i=1 x * * (e * i )e i in the weak star topology and
Proof. Let x * * ∈ B 1 (X) and x * ∈ X * . For n ∈ N, we choose a sequence (ε i )
of signs so that
Since (e i ) i is a 1-unconditional normalized basis of X, we have that
Hence, we obtain that the sequence (
i )e i ) n is weakly Cauchy and
Then we observe that (y * * − x * * )(e * i ) = 0, for every i ∈ N and y * * − x * * ∈ B 1 (X). By Lemma 2, we get that y * * = x * * . Therefore,
By the above inequality and since (e i ) i is a monotone basis of X, from the weak star lower semicontinuity of the second dual norm we have that
Conversely, let (a i ) i be such that C = sup n n i=1 a i e i < ∞. For every x * ∈ X * and n ∈ N, we choose a sequence (ε i )
As (e i ) i is 1-unconditional normalized basis of X, we get that
a i e i , by Lemma 2, we get that x * * is the unique x * * ∈ B 1 (X) such that and x * * (e * i ) = a i , for every i ∈ N. If X is a Banach space and M a subset of X, then the closed linear span of M , denoted by [M ] , is the smallest closed subspace of X containing the set M . Proposition 4. Let X be a Banach space with a 1-unconditional normalized basis
is an isometry and onto.
Proof. The fact that the operator J is an isometry, is an immediate consequence of (1) . We proceed to show that J is onto. Let f ∈ [(e * i ) i ]
* . Then we easily observe that sup n n i=1 f (e * i )e i ≤ f . Hence by Proposition 3, there is x * * ∈ B 1 (X) such that
By Proposition 3, we observe that for every x * * ∈ B 1 (S 1 ),
We are now ready to give the definition of µ x * * , the measure associated with an element x * * in B 1 (S 1 ). We first introduce some simple notation. For every x * * ∈ B 1 (S 1 ) and for every D ⊆ 2 <N we set
By Remark 5, we easily observe that x * * |D ∈ B 1 (S 1 ) and for every
For every t ∈ 2 <N we set V t = {σ ∈ 2 N : t ⊑ σ}. Recall that {V t : t ∈ 2 <N } is the usual basis of 2 N , consisting of clopen sets. Also, for t ∈ 2 <N and m ≥ 0 we set
By (3), it is easy to see that for every
. Therefore, by a classical result of Caratheodory, there exists a unique finite positive Borel measure µ x * * on 2
. We define µ x * * to be the unique finite positive Borel measure on 2 N so that for all t ∈ 2 N ,
Remark 7. The technique used, given an x * * ∈ B 1 (S 1 ), to define the measure µ x * * , is among the same lines as the one used in [1] .
. By (3) we observe that for every finite antichain A of 2 <N and m ≥ 0,
The following proposition is easily established.
Proposition 9. The following hold.
Proof. Let A be an antichain of 2 <N . If A is finite, then the conclusion follows by Remark 8. We assume that A is infinite and let
We claim that lim j x * * |∪ ∞ i=j T 0 ti = 0. Indeed, if the claim is not true, by Remark 5 it is easy to see that there exist ε > 0, a strictly increasing sequence 1 ≤ j 1 < j 2 < ... in N and a sequence (A k ) ∞ k=1 of finite antichains of 2 <N , such that the following hold.
A k is an antichain. Hence by (b), we get that
By (4) and (5), the conclusion of proposition follows.
4. operators preserving a copy of S 1 .
This section is devoted to the proof of Theorems 1 and 2 and their corollaries. The next lemma can be found in [1, Lemma 41, page 4252].
Lemma 11. Let (α s ) s∈2 <N , (λ s ) s∈2 <N be families of non negative real numbers and let n ≥ 0. Then there exists a maximal antichain A of 2 n and a family of branches (b t ) t∈A of 2 n such that |s|≤n λ s α s ≤ t∈A ( s∈bt α s )λ t and t ∈ b t , for all t ∈ A. Therefore if
Proposition 12. Let X be a Banach space and (x s ) s∈2 <N be a family of elements of X with the following properties.
(ii) There is a constant c > 0 such that for each finite antichain A of 2 <N , and each family (λ s ) s∈A of scalars, we have s∈A λ s x s ≥ c s∈A |λ s |. (iii) There is a constant C > 0 such that for every σ ∈ 2 N , n ≥ 0 and every sequence of scalars (a k ) n k=0 , n k=0 a k x σ|k ≤ C max 0≤k≤n |a k |. Then the family (x s ) s∈2 <N is equivalent to the basis (e s ) s∈2 <N of S 1 . In particular for every n ≥ 0 and every family of scalars (λ s ) |s|≤n , n and a family of branches (b t ) t∈A of 2 n such that
By (iii), we have that for every t ∈ A, s∈bt |x * (x s )| ≤ C. Hence by (6), we obtain that 
Remark 13. By Proposition 13, it is easy to see that if (x s ) s is a family in X equivalent to the S 1 -basis and (t s ) s is a dyadic subtree of 2 <N , then the family (x ts ) s is equivalent to the S 1 -basis as well.
Lemma 14. Let x * * ∈ B 1 (S 1 ) and (x n ) n be a sequence in S 1 which is weak * convergent to x * * . If there exists an antichain B of 2 <N such that µ x * * (∪ s∈B V s ) > ρ > 0, then for every k ∈ N, there exist a finite antichain A of 2 <N with A ⊆ ∪ s∈B T s and l > k such that s∈A |e *
Proof. Let k ∈ N and 0 < 3ε < µ x * * (∪ s∈B V s ) − ρ. Since x k ∈ S 1 , there is some m ∈ N such that
Moreover since (x n ) n converges weak * to x * * , there is l > k such that
Then by (7), (8) and (9) we have that
In the sequel, if Y is a subspace of the Banach space X, then we identify Y * * with the subspace Y ⊥⊥ in X * * .
Lemma 15. Let X be a Banach space with a 1-unconditional normalized basis (e i ) i , Y a closed subspace of X and T : X → S 1 be a bounded linear operator. We suppose that there exist y * * ∈ B 1 (Y ) and an antichain B of 2 <N such that
Then for every m ∈ N and ε > 0, there exist y ∈ Y , a finite subset F of N, scalars {d i } i∈F , with m < min F , 0 ≤ d i ≤ 1 for every i ∈ F and a finite antichain A of 2 <N with A ⊆ s∈B T s such that
Proof. We fix m ∈ N and ε > 0. Let (y n ) n be a sequence in Y which is weak * convergent to y * * . By Proposition 3, the sequence (
n , where (F n ) n is a sequence of successive finite subsets of N (i.e., max F n < min F n+1 for all n ∈ N), j∈Fn r j = 1 and r j ≥ 0, for all j ∈ F n , such that lim n j∈Fn
We choose n 1 ∈ N, with m < min F n1 and
y * * (e * i )e i < ε/2, for all n ≥ n 1 .
Since the sequence ( j∈Fn r j y j ) n is weak star convergent to y * * , T * * is weak * -weak * continuous and T * * |X = T , we have that the sequence (T ( j∈Fn r j y j )) n weak star convergent to T * * (y * * ). Applying Lemma 14 we obtain that there exist a finite antichain A of 2 <N with A ⊆ s∈B T 0 s and n 2 > n 1 , such that
We set y 1 = j∈Fn 1 r j y j , y 2 = j∈Fn 2 r j y j and y = y 2 − y 1 . Note that
where F is a finite subset of N, m < min F and 0 ≤ d i ≤ 1, for every i ∈ F . Therefore by (10) and (11) the conclusion of the lemma follows.
We remind that M + (2 N ) denotes the positive cone of M(2 N ).
Lemma 16. Let {µ ξ } ξ<ω1 be a non-separable subset of M + (2 N ). Then there is an uncountable subset Γ of ω 1 such that for every ξ ∈ Γ, µ ξ = λ ξ + τ ξ where λ ξ , τ ξ are positive Borel measures on 2 N satisfying the following properties.
(1) For all ξ ∈ Γ, λ ξ ⊥ τ ξ and τ ξ > 0.
(2) For all ζ < ξ in Γ, µ ζ ⊥ τ ξ . In particular, for all ζ < ξ in Γ, τ ζ ⊥ τ ξ .
Proof. We may suppose that for some δ > 0, µ ξ − µ ζ > δ, for all 0 ≤ ζ < ξ < ω 1 . By transfinite induction we construct a strictly increasing sequence (ξ α ) α<ω1 in ω 1 such that for each α < ω 1 , µ ξα = λ ξα +τ ξα , with λ ξα ⊥ τ ξα , τ ξα > 0 and τ ξα ⊥ µ ξ β for all β < α. The general inductive step of the construction is as follows. Suppose that for some α < ω 1 , (ξ β ) β<α has been defined. Let (β n ) n be an enumeration of α and set
n and N α = {ξ < ω 1 : ζ α < ξ and µ ξ << ν α } By the Radon -Nikodym theorem, {µ ξ } ξ∈Nα is isometrically contained in L 1 (2 N , ν α ) and therefore it is norm separable. Since we have assumed that µ ξ − µ ζ > δ, for all 0 ≤ ζ < ξ < ω 1 , we get that N α is countable. Hence we can choose ξ α > sup N α . Let µ ξα = λ ξα +τ ξα be the Lebesgue analysis of µ ξα where λ ξα << ν α and τ ξα ⊥ ν α . By the definition of ν α and ξ α , we have that τ ξα > 0, τ ξα ⊥ µ ξ β , for all β < α and the inductive step of the construction has been completed. 
consists of pairwise singular measures and so we may choose a k-tuple (U 
The following lemma is the main tool used to prove Theorem 1.
Lemma 18. Let X be a Banach space with a 1-unconditional basis, Y a closed subspace of X and T : X → S 1 be a bounded linear operator. We suppose that B 1 (Y ) contains an uncountable family G such that M G = {µ T * * (x * * ) : x * * ∈ G} is non-separable. Then there is a constant ρ > 0, such that for every ε > 0 there exist a family (y s ) s of elements of Y and a family (A s ) s of finite antichains of 2 <N such that the following are satisfied.
be an 1-unconditional normalized basis of X. Since for all x * * ∈ B 1 (S 1 ) and λ ∈ R, µ λx * * = |λ|µ x * * , we may assume that G ⊆ {y * * ∈ B 1 (Y ) : y * * = 1}. By Lemma 16, there is a non-separable subset {µ T * * (y * * ξ ) } ξ<ω1 of M G such that for all 0 ≤ ξ < ω 1 , µ T * * (y * * ξ ) = λ ξ + τ ξ , and for all ζ < ξ, τ ζ ⊥ τ ξ . By passing to a further uncountable subset and relabeling, we may also assume that there is ρ 0 > 0 such that τ ξ > ρ 0 . We fix ε > 0 and a sequence (ε n ) n of positive real numbers with ∞ n=0 ε n < ε/2. We will construct the following objects: (1) a Cantor scheme (Γ s ) s of uncountable subsets of ω 1 (that is for all s ∈ 2 <N , 
The element y * * ξs is w * -condensation point of {y * * ξ } ξ∈Γs (by Proposition 4, we identify the space B 1 (X) with the space [(e * i ) i ] * , endowed with the weak star topology).
(iii) For every n ≥ 1, s ∈ 2 n , ξ ∈ Γ s and i ∈ F s − ,
ξs (e * i )e i < ε n . Given the above construction, we set ρ = ρ 0 /2 and we claim that the families (y s ) s and (A s ) s , satisfy conditions (C1), (C2) and (C3). Observe that (C1) follows from the fact that (U s ) s is a Cantor scheme and the first part of (v), while (C2) from the second part of (v). It remains verify condition (C3). So let n ≥ 1 and σ ∈ 2 N . Then Γ σ|k+1 ⊆ Γ σ|k , for every k ≥ 0, and so by (iii) we get that By (12), (13) and (vi) we obtain
We present now the general inductive step of the construction. Let us suppose that the construction has been carried out for all s ∈ 2 n . For every s ∈ 2 n , we define 
For every s ∈ 2 n+1 we set and all ξ ∈ Γ 2 s ,
Moreover as (
We set Γ s = Γ 2 s and we choose ξ s in Γ s , such that y * * ξs is weak * -condensation point of the set {y * * ξ } ξ∈Γs . Since for all ξ < ω 1 , we have µ T * * (y * * ξ ) ≥ τ ξ , by Lemma 15, we get that for every s ∈ 2 n+1 there exist y s ∈ Y , a finite subset F s of N, a sequence of scalars {d i } i∈Fs , with max F s − < min F s , 0 ≤ d i ≤ 1 for every i ∈ F s and a finite antichain A s of 2 <N with A s ⊆ t∈Bs T t , such that
ξs (e * i )e i < ε n+1 and
By (12)- (18), the proof of the inductive step is complete.
Let (x s ) s∈2 <N be a family in S 1 . We will say that (x s ) s∈2 <N is a block family in S 1 , if (x s ) s∈2 <N is a block sequence of (e s ) s∈2 <N , with the natural ordering of 2 <N .
Proposition 19. Let (y s ) s∈2 <N be a block family in S 1 and (x * s ) s∈2 <N a family in (S 1 ) * with the following properties.
(a) There is a constant c > 0 such that x * s (y s
There is a constant C > 0 such that for every σ ∈ 2 N , n ≥ 0 and sequence (a k ) n k=0 of scalars, n k=0 a k y σ|k ≤ C max 0≤k≤n |a k |. Then the following hold.
(i) The family (y s ) s∈2 <N is equivalent to the basis (e s ) s∈2 <N of S 1 .
(ii) There exists a projection P :
Proof. (i) Since (y s ) s∈2 <N is a block family in S 1 , hence 1-unconditionally basic, we easily observe that (y s ) s∈2 <N satisfies the assumptions of Proposition 12. Therefore (i) holds.
(ii) We define P :
By (b) we have that for every s ∈ 2 <N , P (y s ) = y s . Let x ∈ S 1 , n ≥ 0 and x * ∈ (S 1 ) * with x * = 1. By Lemma 11, (with |x * s (x)|/x * s (y s ) in place of λ s and |x * (y s )| in place of α s ), there is an antichain A of 2 n and a family of branches (b t ) t∈A of 2 n such that
.
By (a), (b) and (c), we have that t∈A |x *
Since the above inequality holds for all x ∈ S 1 and n ≥ 0, we obtain that P is a bounded projection onto [(y s ) s∈2 <N ], with P ≤ C/c.
The following lemma is easily proved by using a sliding hump argument.
Lemma 20. Let (x s ) s a family in S 1 such that for every σ ∈ 2 N , the sequence (x σ|n ) n is weakly null. Then for every δ > 0, there exist a dyadic subtree (t s ) s of 2 <N and a block family (w s ) s in S 1 with the natural ordering of 2 <N , such that
Proposition 21. Let X be a Banach space with an unconditional basis, Y a closed subspace of X and T : X → S 1 be a bounded linear operator, such that the set {µ T * * (y * * ) : y * * ∈ B 1 (Y )} is non-separable subset of M(2 N ). Then there exists a subspace Z of Y isomorphic to S 1 such that the restriction of T on Z is an isomorphism and T [Z] is complemented in S 1 . Moreover the space Z is complemented in X.
Proof. By passing to an equivalent norm, we may assume that the basis of X is 1-unconditional. Applying Lemma 18, there is a constant ρ > 0, such that for 0 < ε < ρ there exist a family (y s ) s of elements of Y and a family (A s ) s of finite antichains of 2 <N such that the following are satisfied.
By the fact that the operator T is bounded and (C3), we have that for every σ ∈ 2 N , the sequence (T (y σ|k )) k is weakly null. Therefore by Lemma 20, for 0 < δ < ε, there exist a dyadic subtree (t s ) s of 2 <N and a block family (w s ) s in S 1 , such that
First we will show that the family (w s ) s is equivalent to the basis (e s ) s∈2 <N of S 1 and the space [(w s ) s ] is complemented in S 1 . Indeed, for every s ∈ 2 <N , let x * s = v∈As ε v e * v , where (ε v ) v∈As is a family of signs so that Without loss of generality, we may assume that A s ⊆ supp(w s ) for every s ∈ 2 <N (otherwise, we replace A s by B s = A s ∩ supp(w s )). Then by (19), it is easy to see that for every finite antichain A of 2
Since (w s ) s is a block family in S 1 , by (C1) and (20), we get that for every finite antichain A of 2 <N and family (λ s ) s∈A of scalars,
On the other hand by (C3), for every σ ∈ 2 N , n ≥ 0 and sequence (a k ) n k=0 of scalars,
By (20), (21) and (22) We now proceed to show that the space Z is complemented in X. Let P be a bounded projection from S 1 onto T [Z]. We set Q = T −1 P T . Then Q is a a bounded projection from X onto Z. This completes the proof of the proposition.
Lemma 22. Let x * * ∈ B 1 (S 1 ). Then for every ε > 0 there exists n ∈ N such that for every finite antichain A of 2 <N ,
Therefore, for every finite antichain A of 2 <N with min{|s| : s ∈ A} ≥ n,
Proof. Let ε > 0 and A be a finite antichain of 2 <N . By the definition of µ x * * , there exists n ∈ N such that
We choose an antichain
By (23), (24) and (25), we get that for every n ≥ l,
Proposition 23. Let (y s ) s∈2 <N be a block family in S 1 with the following properties.
(i) There is a constant ρ > 0 such that |s|=n λ s y s ≥ ρ |s|=n |λ s |, for every n ≥ 0 and family (λ s ) |s|=n of scalars.
(ii) For every σ ∈ 2 N , the sequence (y σ|k ) ∞ k=0 is equivalent to the basis of c 0 . Then the set {µ y * * σ : σ ∈ 2 N } is a non-separable subset of M(2 N ), where for every σ ∈ 2 N , y * *
Proof. If the set {µ y * * σ : σ ∈ 2 N } is separable, we can choose a norm-condensation point µ ∈ M(2 N ) of {µ y * * σ : σ ∈ 2 N }. Also fix m ∈ N and ε > 0. Then for uncountably many σ ∈ 2 N , we have that
Let σ 1 , ..., σ m ∈ 2 N satisfying (26) and n 0 ∈ N be such that for all n ≥ n 0 and 1 ≤ i < j ≤ m, σ i |n ⊥ σ j |n. By Lemma 22, there is k ≥ n 0 so that set A i = A ∩ supp(y σi|k ). Since (y s ) s∈2 <N is a block family in S 1 , we may assume that min{|s| : s ∈ A i } ≥ k. Then by (i), (26) and (27), we get that
a contradiction for ε sufficiently small.
Lemma 24. Let (x n ) n , (y n ) n be sequences in S 1 which are equivalent to the c 0 -basis and n x n − y n < ∞. We set
Then µ x * * = µ y * * .
Proof. For every n ∈ N, we set Therefore, letting n → ∞, µ x * * − µ y * * = 0 and so µ x * * = µ y * * .
Proposition 25. Let X be a Banach space with an unconditional basis, T : X → S 1 be a bounded linear operator such that there exists a subspace Y of X isomorphic to S 1 and the restriction of T on Y is an isomorphism. Then the set {µ T * * (y * * ) :
Proof. T (y ts ) − w s < δ/2.
By (28) we have that the family (w s ) s is equivalent to the S 1 -basis. For every σ ∈ 2 N , we set y * * σ = w * − lim n n k=0 y t σ|k and w * * σ = w * − lim n n k=0 w σ|k . Applying Proposition 23 we obtain that the set {µ w * * σ : σ ∈ 2 N } is a non-separable subset of M(2 N ). Since T * * (y * * σ ) = w * − lim n n k=0 T (y t σ|k ), by (28) and Lemma 24, we get that µ w * * σ = µ T * * (y * * σ ) , for every σ ∈ 2 N . Therefore the set {µ T * * (y * * ) : y * * ∈ B 1 (Y )} is non-separable.
Observe that Proposition 21 and Proposition 25 yield Theorem 1 from the introduction.
Remark 26. The proof of Theorem 1 actually yields a slightly stronger result, in particular the conclusion holds if X is assumed to be a subspace of a space with an unconditional basis.
Corollary 27. Let Y be a closed subspace of S 1 . Then the set M B1(Y ) = {µ y * * : To state one more consequence of the above theorem we will need the following.
Lemma 29. Let Y be a subspace of S 1 . Suppose that S 1 contains a complemented copy of Y and that Y contains a complemented copy of S 1 . Then Y is isomorphic to S 1 .
Proof. Notice that
The result now follows by applying the Pelczynski decomposition method [9] .
Corollary 30. Let Y be a complemented subspace of S 1 such that the set {µ y * * :
Proof. Since Y is a subspace of S 1 and {µ y * * : y * * ∈ B 1 (Y )} is non-separable, by Corollary 27 we have that Y contains a complemented copy of S 1 . Since Y is complemented in S 1 , by Lemma 29 we have that Y is isomorphic to S 1 .
Remark 31. It follows from a standard argument using Rosenthal's lemma [11] , that whenever (X i ) i is a sequence of Banach spaces and X = (
More precisely, for every x * * ∈ B 1 (X), there exists a unique sequence (x * * i ) i with x * * i ∈ B 1 (X i ) for all i ∈ N and i x * * i < ∞, so that
Corollary 32. Suppose S 1 is isomorphic to an ℓ 1 sum of a sequence of Banach spaces X i . Then there is an j such that X j is isomorphic of S 1 .
Proof. Let X = ( ∞ i=1 ⊕X i ) ℓ1 and assume that X is isomorphic to S 1 . If we identify X with S 1 , by Corollary 30, it is enough to prove that there is an j such that the set {µ x * * : x * * ∈ B 1 (X j )} is a non-separable subset of M(2 N ). Assume that the claim is not true. Then for every i, the set {µ x * * : x * * ∈ B 1 (X i )} is separable. Therefore for every i there is µ i ∈ M + (2 N ) such that µ x * * << µ i , for all x * * ∈ B 1 (X i ). We set µ = ∞ i=1 µi 2 i (1+ µi ) . By Proposition 9 (ii) and (iv), we obtain that µ x * * << µ, for every x * * in ( i ⊕B 1 (X i )) ℓ1 , which by Remark is B 1 (S 1 ). Hence the set {µ x * * : x * * ∈ B 1 (S 1 )} is separable, a contradiction.
Remark 33. In [2] H. Bang and E. Odell showed that S 1 is primary, that is whenever S 1 = X ⊕ Y , then either X or Y is isomorphic to S 1 . We note that this fact also follows from Corollary 32.
The following is an immediate consequence of the main result from [5] , where actually a stronger statement is proven. Then there is a regular dyadic subtree (t s ) s of 2 <N which is contained in D.
The next proposition can be found in [4, Proposition 2.2, page 161].
Proposition 35. Let X and Y be Banach spaces and T : X → Y be a G δ -embedding. If X is isomorphic to c 0 , T is an isomorphism.
Theorem 36. Let X be a Banach space. If S 1 G δ -embeds in X and X G δ -embeds in S 1 , then S 1 complementably embeds in X.
Proof. Let W : S 1 → X, R : X → S 1 be G δ -embeddings and T = RW : S 1 → S 1 . By Lemma 20, passing to the dyadic subtree, we may assume that (T (e s )) s is a block family in S 1 . For every n ∈ N, we set x n = |s|=n 1 2 n e s . Notice that the space [(x n ) n∈N ] is isometric to c 0 . Then by Proposition 35, the restriction of T on [(x n ) n∈N ] is an isomorphism. Hence there is ρ > 0 with 2 T > ρ, such that T (x n ) ≥ ρ, for all n ∈ N. For each n, we choose a norm one functional x * n ∈ (S 1 ) * such that x * n (T (x n )) = T (x n ) and we set A n = {s ∈ 2 <N : x * n (T (e s )) ≥ ρ/2, |s| = n} and D = ∪ n∈N A n . Then we have that ρ ≤ x * n (T (x n )) = 
By the above inequality we get that 
#(D ∩ {s ∈ 2 <N : |s| = n}) 2 n = #A n 2 n ≥ ρ 2 T − ρ > 0, for all n ∈ N.
By (29) and Proposition 34, there is a regular dyadic subtree (t s ) s of 2 <N which is contained in D. Since the family (T (e s )) s is block, we easily observe that for every n ≥ 0 and family (λ s ) |s|=n of scalars, |s|=n λ s T (e ts ) ≥ ρ/2 |s|=n |λ s |. Therefore, the assumptions of Proposition 23 are fulfilled and so the set {µ T * * (σ * * ) : σ ∈ 2 N } is non-separable subset of M(2 N ), where for every σ ∈ 2 N , σ * * = w * − lim n n k=0 e t σ|k . Now by Theorem 1 the conclusion follows. As a consequence of Theorem 36, we obtain the following Corollary 37. Let X be a closed subspace of S 1 . If S 1 G δ -embeds in X, then S 1 complementably embeds in X.
Remark 38. Note that a positive answer to the following question, implies that problem 2 from the introduction has a positive answer as well. Let T : S 1 → S 1 be an operator and X be a reflexive subspace of S 1 such that the restriction of T on X is an isomorphism. Is it true that the set {µ T * * (x * * ) : x * * ∈ B 1 (S 1 )} is a non-separable subset of M(2 N )?
