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Abstract
In this work we study a constrained monotone inclusion involving the normal cone to a
closed vector subspace and a priori information on primal solutions. We model this information
by imposing that solutions belongs to the fixed point set of an averaged nonexpansive mapping.
We characterize the solutions using an auxiliary inclusion that involves the partial inverse
operator. Then, we propose the primal-dual partial inverse splitting and we prove its weak
convergence to a solution of the inclusion, generalizing several methods in the literature.
The efficiency of the proposed method is illustrated in two non-smooth convex optimization
problems whose constraints have vector subspace structure. Finally, the proposed algorithm is
applied to find a solution to a stochastic arc capacity expansion problem in transport networks.
Keywords Constrained convex optimization, Monotone operator theory, Partial inverse
method, Primal-dual splitting, Stochastic arc capacity expansion
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1 Introduction
In this paper we propose a convergent algorithm for solving composite monotone inclusions involv-
ing a normal cone to a closed vector subspace and a priori information on the solutions. Monotone
inclusions model several applications such as evolution inclusions [1–3], variational inequalities [4,5],
partial differential equations (PDEs) [6–8], and various optimization problems. In particular, when
the monotone operators are subdifferentials of convex functions, the inclusion we study reduces to
an optimization problem with a vector subspace constraint and a priori information. This class
of problems appears in PDEs [9, Section 3], signal and image processing [10–12], and stochastic
traffic theory [13,14], among other fields. In the aforementioned applications, the vector subspace
constraint models intrinsic properties of the solution, as regularity in PDEs and image processing,
or non-anticipativity in stochastic problems. In turn, the a priori information can be used to
reinforce feasibility in the iterates, resulting in more efficient algorithms, as explored in [15].
Our problem, in the particular case when the vector subspace is the whole space, can be solved
by the algorithm in [15]. This method uses the a priori information to improve the efficiency,
generalizing the algorithm in [16] for monotone inclusions and in [17] for convex optimization.
In addition, when no a priori information is considered, the methods proposed in [18, 19] solve
particular instances of our problem using the partial inverse introduced in [18]. This mathematical
tool exploits the vector subspace structure of the inclusion and has been used, for example, in
[20, 21]. Our problem in the more general context without a priori information can be solved
by algorithms in [16, 22, 23], using product space techniques without special consideration on the
vector subspace structure. The product space formulation generates methods that include updates
of high dimensional dual variables at each iteration, which reduce their performance.
The objective of this paper is to provide an algorithm for solving the inclusion under study in its
full generality, by taking advantage of the vector subspace structure and the a priori information of
the inclusion. Our method is obtained from the combination of the algorithm in [15] with partial
inverse techniques developed in [18, 19, 21]. We illustrate the advantages of the partial inverse
approach and the use of the a priori information by means of numerical experiences on constrained
convex optimization. In this context, the a priori information is modeled by a set formed by some
of the constraints of the problem and the additional projections in our method improve the speed
of the convergence with respect to existing methods.
The paper is organized as follows. In Section 2, we set our notation and preliminaries. In
Section 3, we formulate our problem, we characterize the solutions by using the partial inverse
operator, we prove the weak convergence of our algorithm, and we discuss connections with existing
methods in the literature. In Section 4, we implement the proposed algorithm in the context of
constrained convex optimization. In particular, in Section 4.1 we compare the performance of
our method with classical algorithms used in the field for the constrained LASSO problem and in
Section 4.2 for the constrained `1 minimization problem. Moreover, we apply our method to the
engineering application of stochastic arc capacity expansion in a transport network in Section 4.3
[14]. Finally, we provide our conclusions and perspectives in Section 5.
2
2 Notation and Background
Let H be a real Hilbert space. We denote the scalar product of H by 〈 · | · 〉 and its norm associated
by ‖ · ‖. The class of bounded linear operators from H to a real Hilbert space G is denoted by
L(H,G) and if H = G this class is denoted by L(H). Given L ∈ L(H,G), its adjoint operator is
denoted by L∗ ∈ L(G,H). The projection operator onto a nonempty closed convex set C ⊂ H
is denoted by PC and the normal cone to C is denoted by NC . Let A : H ⇒ H be a set-valued
operator. We denote by graA its graph, by A−1 its inverse operator, and by JA := (Id +A)−1
its resolvent, where Id is the identity operator on H. Moreover, A is ρ-strongly monotone for
ρ ≥ 0 iff, for every (x, u) and (y, v) in graA, we have 〈x− y | u− v〉 ≥ ρ ‖x− y‖2, it is monotone
iff it is ρ−strongly monotone with ρ = 0, and it is maximally monotone iff there is no exists
a monotone operator B such that graA ( graB. Let V be a closed vector subspace of H.
The partial inverse of A with respect to V , denoted by AV , is the operator whose graph is
graAV := {(x, u) ∈ H × H : (PV x + PV ⊥u, PV u + PV ⊥x) ∈ graA} [18]. Let T : H → H. The
set of fixed points of T is denoted by FixT . The operator T is α-averaged for some α ∈ ]0, 1[ iff,
for every (x, y) ∈ H2, we have ‖Tx− Ty‖2 ≤ ‖x− y‖2 − ( 1−αα ) ‖(Id −T )x− (Id −T )y‖2 and it is
β−cocoercive for some β > 0 iff, for every (x, y) ∈ H2, we have 〈x− y | Tx− Ty〉 ≥ β‖Tx−Ty‖2.
The class of lower semicontinuous convex proper functions f : H → ]−∞,+∞] is denoted by Γ0(H).
The subdifferential of f ∈ Γ0(H) is denoted by ∂f and for every λ > 0, the proximity operator on
x, denoted by proxλf x, is the unique minimizer of λf + ‖ · −x‖2/2. For further information on
convex analysis and monotone operator theory, the reader is referred to [4].
3 Problem and Results
We consider the following composite primal-dual inclusion problem with a priori information.
Problem 3.1 Let H and G be real Hilbert spaces and let V ⊂ H and W ⊂ G be closed vector
subspaces. Let T : H → H be an α−averaged nonexpansive operator for some α ∈ ]0, 1[, let
L ∈ L(H,G) be such that ranL ⊂ W , let A : H ⇒ H, B : G ⇒ G, and D : G ⇒ G be maximally
monotone operators, let C : H → H be a β−cocoercive operator, and suppose that D is δ−strongly
monotone for some (δ, β) ∈ ]0,+∞]2. The problem is to
find (x, u) ∈ FixT ×W such that
{
−L∗u ∈ Ax+ Cx+NV x
Lx ∈ B−1u+D−1u, (I)
under the assumption that (I) admits solutions.
Consider the case when W = G, A = ∂F , B = ∂G, C = ∇H, and D = ∂`, where F ∈ Γ0(H),
G ∈ Γ0(G), H : H → R is a differentiable convex function with β−1−Lipschitz gradient, and
` ∈ Γ0(G) is δ−strongly convex. By defining G ` as the infimal convolution of G and `, it follows
from ∂(G `) = ((∂G)−1 +(∂`)−1)−1 [4, Proposition 15.7(i) & Proposition 25.32] that Problem 3.1
reduces to the constrained optimization problem
find x ∈ FixT ∩ argmin
x∈V
F (x) + (G `)(Lx) +H(x), (3.1)
under standard qualification conditions. Note that from [4, Corollary 18.17], ∇H is β−cocoercive.
In the case when T = PC for some nonempty closed convex set C, (3.1) models optimization
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problems with a priori information on the solution [15]. Moreover, (3.1) models the problem of
finding a common solution to two convex optimization problems when T is such that FixT =
arg min Φ, for some convex function Φ (e.g., if T = proxΦ, FixT = arg min Φ). Analogously,
we can incorporate a priori information on solutions and we can find common solutions to two
problems in the context of monotone inclusions.
In the particular case when V = H, W = G, and T = Id , [16] solves Problem 3.1, and the
corresponding optimization problem can be solved by the method proposed in [17]. Previous
methods are generalizations of several classical splitting algorithms in particular instances, such
as the proximal-point algorithm [24, 25], the forward-backward splitting [26], and the Chambolle-
Pock’s algorithm [27]. In [15], previous methods are generalized for solving Problem 3.1 in the case
when W ⊂ G and T is a general averaged nonexpansive operator.
In the case when V ⊂ H, the algorithms proposed in [18, 19] solve Problem 3.1 in particular
instances, exploiting the vector subspace structure by using the partial inverse of a monotone op-
erator. A convergent splitting method generalizing the partial inverse algorithm in [18] is proposed
in [19] and solves Problem 3.1 when B = 0. The algorithms proposed in [16, 22, 23] solves Prob-
lem 3.1 when W = G and T = Id , using product space techniques without special consideration
on the vector subspace structure of NV . The resulting method involves higher dimensional dual
variables to be updated at each iteration, affecting the performance of the algorithm.
In this section we provide our algorithm to solve Problem 3.1 in its full generality. Our method
exploits the vector subspace structure and the a priori information of the inclusion. We first
characterize the solutions to Problem 3.1 as solutions to an auxiliary monotone inclusion and
then, we obtain our algorithm by applying the method in [15] to that inclusion, guaranteeing its
convergence.
3.1 Characterization of Solutions
In this section we prove that Problem 3.1 is equivalent to an auxiliary constrained monotone
inclusion that does not include the normal cone to the closed vector subspace V . In order to
construct this inclusion, we first identify the a priori information FixT with the fixed point set of
a suitable averaged nonexpansive operator.
Proposition 3.2 Let T : H → H be an α−averaged nonexpansive operator, for some α ∈ ]0, 1[,
and define
M := PV ◦ T ◦ PV + PV ⊥ . (3.2)
Then, the following holds.
(i) M is α−averaged.
(ii) FixM = P−1V (V ∩ FixT ) = (V ∩ FixT ) + V ⊥.
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Proof. (i): Let (x, z) ∈ H2. Since T is α−averaged, PV is linear and nonexpansive, and Id −M =
PV − PV ◦ T ◦ PV = PV ◦ (Id −T ) ◦ PV , we have
‖Mx−Mz‖2 = ‖PV TPV x+ PV ⊥x− PV TPV z − PV ⊥z‖2
= ‖PV TPV x− PV TPV z‖2 + ‖PV ⊥x− PV ⊥z‖2
≤ ‖TPV x− TPV z‖2 + ‖PV ⊥x− PV ⊥z‖2
≤ ‖PV x− PV z‖2 −
(
1− α
α
)
‖(Id −T )PV x− (Id −T )PV z‖2
+ ‖PV ⊥x− PV ⊥z‖2
≤ ‖x− z‖2 −
(
1− α
α
)
‖PV (Id −T )PV x− PV (Id −T )PV x‖2
= ‖x− z‖2 −
(
1− α
α
)
‖(Id −M)x− (Id −M)z‖2.
(ii): Since Problem 3.1 has solutions, FixPV ∩FixT = V ∩FixT 6= ∅. Then, by [4, Proposition 4.49
(i)], it follows that Fix(PV T ) = V ∩ FixT . Therefore, for every z ∈ H we have
z ∈ FixM ⇐⇒ z = PV TPV z + z − PV z
⇐⇒ PV z ∈ Fix(PV T ) = (V ∩ FixT )
and the result follows.
The following proposition characterizes the solutions of Problem 3.1.
Proposition 3.3 In the context of Problem 3.1, let M be the operator defined in (3.2), let τ > 0,
and consider the inclusion
find (z, v) ∈ FixM ×W s.t.
{
−PV L∗v ∈ (τA)V z + τPV CPV z
LPV z ∈ (τB)−1v + (τD)−1v.
(Iτ )
The following assertions hold.
(i) If (x, u) ∈ H × G is a solution to (I), then
(∃y ∈ V ⊥) (x+ τ(y − PV ⊥(L∗u+ Cx)), τu) is a solution to (Iτ ).
(ii) The set of solutions to (Iτ ) is nonempty.
(iii) If (z, v) ∈ H × G is a solution to (Iτ ), then (PV z, v/τ) is a solution to (I).
Proof. (i): Let (x, u) ∈ H × G. Note that
B−1 +D−1 = (B−1 +D−1) ◦ (τ−1 Id ) ◦ (τ Id )
=
(
B−1 ◦ (τ−1 Id )+D−1 ◦ (τ−1 Id )) ◦ (τ Id )
=
(
(τB)−1 + (τD)−1
) ◦ (τ Id ).
Therefore, (x, u) is a solution to (I) if and only if (x, u) ∈ (V ∩ FixT ) × W and there exists
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y ∈ NV x = V ⊥ such that{
y − L∗u− Cx ∈ Ax
Lx ∈ B−1u+D−1u ⇔
{
τ(y − L∗u− Cx) ∈ (τA)x
Lx ∈ (τB)−1(τu) + (τD)−1(τu) (3.3)
⇔
{
−τPV (L∗u+ Cx) ∈ (τA)V z
Lx ∈ (τB)−1(τu) + (τD)−1(τu)
⇔
{
−PV L∗v ∈ (τA)V z + τPV CPV z
LPV z ∈ (τB)−1v + (τD)−1v,
(3.4)
where z := x+ τ(y − PV ⊥(L∗u+Cx)) and v := τu ∈W . In addition, since PV z = x ∈ FixT ∩ V ,
Proposition 3.2((ii)) yields z ∈ FixM .
(ii): It is clear from the assumptions in Problem 3.1 and (i).
(iii): Suppose that (z, v) ∈ FixM × W is a solution to (Iτ ). Then, Proposition 3.2((ii))
yields (PV z, v/τ) ∈ (V ∩ FixT ) × W . Moreover, by setting x := PV z, u := v/τ , and y :=
PV ⊥(
1
τ z + L
∗u+ CPV z) ∈ V ⊥, (3.4) yields (3.3) and the result follows.
3.2 Algorithm and Convergence
In this section we propose the primal-dual partial inverse algorithm for solving Problem 3.1, which
is derived from [15, Theorem 3.1] applied to (Iτ ).
Theorem 3.4 In the context of Problem 3.1, let x0 ∈ V , let x0 = x0, let y0 ∈ V ⊥, let u0 ∈ G, let
τ ∈ ]0, 2β[, and let γ ∈ ]0, 2δ[ be such that
‖L‖2 <
(
1
τ
− 1
2β
)(
1
γ
− 1
2δ
)
. (3.5)
Consider the following routine.
(∀k ∈ N)

ηk+1 = JγB−1
(
uk + γ(Lxk −D−1uk))
uk+1 = PW η
k+1
z˜k = xk + τyk − τPV (L∗uk+1 + Cxk)
wk+1 = JτAz˜
k
rk+1 = PV w
k+1
xk+1 = PV Tr
k+1
yk+1 = yk + (rk+1 − wk+1)/τ
xk+1 = xk+1 + rk+1 − xk.
(3.6)
Then there exists a solution (x̂, û) to Problem 3.1 such that (xk, uk) ⇀ (x̂, û).
Proof. For every k ∈ N, define zk := xk + τyk, pk := rk + τyk, zk+1 := zk+1 + pk+1 − zk, and
z0 := z0. Note that {rk}k∈N ⊂ V , {xk}k∈N ⊂ V , and {yk}k∈N ⊂ V ⊥. Hence, since for every k ∈ N,
rk = PV p
k and xk = PV z
k, it follows from (3.6) that
(∀k ∈ N)
{
zk+1 = PV Tr
k+1 + τyk+1 = PV TPV p
k+1 + PV ⊥p
k+1 = Mpk+1
PV z
k+1 = xk+1 + rk+1 − xk = xk+1
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In addition, PV z
0 = PV z
0 = x0 = x0 from (3.6) and [21, Proposition 3.1(i)] we deduce
pk+1 = rk+1 + τyk+1
= 2rk+1 − wk+1 + τyk
= (2PV − Id )JτAz˜k + PV ⊥ z˜k
= J(τA)V z˜
k. (3.7)
Note that
τJγB−1 = τ(Id +γB
−1)−1
=
(
(Id +γB−1) ◦ (τ−1 Id ))−1
=
(
τ−1 Id +γ(τB)−1
)−1
=
(
τ−1(Id +τγ(τB)−1)
)−1
= Jτγ(τB)−1 ◦ (τ Id ).
Define A˜ = (τA)V , B˜ = τB, C˜ = τPV CPV , D˜ = τD, L˜ = LPV , σ = τγ ∈ ]0, 2τδ[, and for every
k ∈ N, vk = τuk and ζk = τηk. Thus, from P ∗V = PV and the linearity of PV and PW , we deduce
that (3.6) reduces to
(∀k ∈ N)

ζk+1 = JσB˜−1(v
k + σ(L˜zk − D˜−1vk))
vk+1 = PW ζ
k+1
pk+1 = JA˜(z
k − (L˜∗vk+1 + C˜zk))
zk+1 = Mpk+1
zk+1 = zk+1 + pk+1 − zk.
(3.8)
In addition, we have that A˜ and B˜ are maximally monotone operators [4, Proposition 20.44(v) &
Proposition 20.22], D˜ is τδ-strongly monotone, L˜ is a bounded linear operator such that ran L˜ ⊂
ranL ⊂ W , and by Proposition 3.2((i)), M is α−averaged. Moreover, since PV is nonexpansive
and P ∗V = PV , for every (x, y) ∈ H ×H we have〈
C˜x− C˜y | x− y
〉
= τ〈CPV x− CPV y | PV x− PV y〉
≥ τβ‖CPV x− CPV y‖2
≥ τβ‖PV CPV x− PV CPV y‖2
=
β
τ
‖C˜x− C˜y‖2,
which implies that C˜ is
β
τ
−cocoercive. Furthermore, from (3.5) we obtain
‖L˜‖2 ≤ ‖L‖2 <
(
1− 1
2βτ
)(
1
σ
− 1
2τδ
)
(3.9)
and 1 ∈ ]0, 2β/τ [. Altogether, since Proposition 3.3((ii)) yields the existence of solutions to
find (z, v) ∈ FixM ×W such that
{
−L˜∗v ∈ A˜z + C˜z
L˜z ∈ B˜−1v + D˜−1v, (3.10)
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it follows from [15, Theorem 3.1(ii)] that there exists (ẑ, v̂) ∈ FixM ×W solution to (3.10) such
that (zk, vk) ⇀ (ẑ, v̂). Therefore, uk = vk/τ ⇀ v̂/τ =: û and, from weak continuity of PV , we
have xk = PV z
k ⇀ PV ẑ =: x̂ . Finally, Proposition 3.3((iii)) implies that (x̂, û) ∈ (V ∩FixT )×W
is solution to Problem 3.1 and the result follows.
Remark 3.5 (i) When T is weakly continuous, we have Trk ⇀ x̂, where (rk)k∈N is defined in
(3.6). Indeed, by the proof of [15, Theorem 3.1(ii)], the sequence (pk)k∈N in the algorithm
(3.8) satisfies that pk − zk → 0. Then pk = pk − zk + zk ⇀ ẑ and, since PV is weakly
continuous, it follows that rk = PV p
k ⇀ PV ẑ = x̂. Thus, since x̂ ∈ FixT , Trk ⇀ Tx̂ = x̂.
This fact helps to obtain a faster convergence in the context of convex optimization with
affine linear constraints, as we will see in our numerical experiences. Indeed, in this case
{Trk}k∈N ⊂ C, where C represents some selection of the affine linear constraints, which
impose feasibility of the converging iterates explicitly.
(ii) If H is finite dimensional and T = PC for a nonempty closed convex C ⊂ H, we deduce
Trk → x̂ from Remark 3.5((i)) and the fact that PC is continuous.
(iii) When V = H, we have that V ⊥ = {0} and PV = Id . Thus, the algorithm (3.6) reduces to
(∀k ∈ N)

ηk+1 = JγB−1(u
k + γ(Lxk −D−1uk))
uk+1 = PW η
k+1
wk+1 = JτA(x
k − τ(L∗uk+1 + Cxk))
xk+1 = Twk+1
xk+1 = xk+1 + wk+1 − xk,
which is the algorithm proposed in [15, Theorem 3.1] when the stepsizes τ and γ are fixed.
(iv) When T = Id , W = G, and B = D−1 = 0, we have that for every λ > 0, JλB = Id . Then,
the algorithm (3.6) reduces to
(∀k ∈ N)

z˜k = xk + τyk − τPV Cxk
wk+1 = JτAz˜
k
xk+1 = PV w
k+1
yk+1 = yk + (xk+1 − wk+1)/τ,
which is the algorithm proposed in [19, Corollary 5.3] without relaxation (λn ≡ 1).
(v) In the context of the convex optimization problem (3.1), the proposed algorithm (3.6) reduces
to
(∀k ∈ N)

ηk+1 = proxγG∗
(
uk + γ(Lxk −∇`∗uk))
uk+1 = PW η
k+1
z˜k = xk + τyk − τPV (L∗uk+1 +∇H(xk))
wk+1 = proxτF z˜
k
rk+1 = PV w
k+1
xk+1 = PV Tr
k+1
yk+1 = yk + (rk+1 − wk+1)/τ
xk+1 = xk+1 + rk+1 − xk.
(3.11)
In particular, when T = Id , V = H, W = G, and ` = ι{0}, we deduce from [4, Proposi-
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tion 23.20] that the algorithm (3.11) is equivalent to
(∀k ∈ N)

uk+1 = proxγG∗
(
uk + γLxk
)
z˜k = xk − τ(L∗uk+1 +∇H(xk))
xk+1 = proxτF z˜
k
xk+1 = 2xk+1 − xk,
(3.12)
which is an error-free version of the algorithm proposed in [17, Algorithm 3.1]. If additionally
H = 0, the method (3.12) reduces to [27, Algorithm 1].
4 Numerical Experiences and Applications
In this section, we illustrate the efficiency of the proposed method in three instances. First, we
consider a non-differentiable constrained convex optimization problem without including a priori
information on the solution (T = Id ), called constrained LASSO [28]. The constraint is given
by the kernel of a linear operator and we apply our primal-dual method exploiting the vector
subspace structure of the problem. For the second test, we depict the advantage of including a
priori information in a constrained `1-minimization problem, in which this feature is represented
by a selection of the constraints. The last experience is an application of the proposed method
to the capacity expansion problem in transport networks. We solve the two-stage stochastic arc
capacity expansion problem over a directed graph using our primal-dual partial inverse method.
The problem is to find the optimal investment decision in arc capacity and network flow operation
under an uncertain environment. All proposed algorithms are implemented in MATLAB and run
in a Mac mini (2018) 3 GHz 6-Core Intel Core i5 8GB RAM.
4.1 Constrained LASSO
We consider the following problem
minimize
x∈Rn
Rx=0
α‖x‖1 + 1
2
‖Ax− b‖22, (4.1)
where α > 0, A ∈ Rp×n, R ∈ Rm×n satisfies kerR> = {0}, and b ∈ Rp. Note that, by setting
f = α‖ · ‖1, the problem in (4.1) can be written in at least the following three equivalent manners,
which are useful for numerical comparison of our algorithm:
minimize
x∈Rn
f(x) +
1
2
g2(Ax) +
1
2
ι{0}(Rx), where g2 = ‖ · −b‖22; (4.2)
minimize
x∈kerR
f(x) + h(x), where h =
1
2
‖A(·)− b‖22, (4.3)
and
minimize
x∈kerR
f(x) + g1(Ax), where g1 =
1
2
‖ · −b‖22. (4.4)
Observe that f ∈ Γ0(Rn), g1 ∈ Γ0(Rp), and g2 = 2g1 ∈ Γ0(Rp). We have that h : Rn → R is a
differentiable convex function with ‖A>A‖− Lipschitz continuous gradient. Therefore, the problem
in (4.2) satisfies the hypotheses in [16, Corollary 4.2(i)]. Thus, since [4, Proposition 24.8(i)] yields
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(∀γ > 0) proxγg1 : x 7→ (x+γb)/(γ+ 1), the primal-dual method proposed in [16, Corollary 4.2(i)]
reduces to
(∀k ∈ N)

xk+1 = proxτα‖·‖1(x
k − τ2A>vk1 − τ2R>vk2 )
yk = 2xk+1 − xk
vk+11 = 2(v
k
1 + σ1Ay
k − σ1b)/(σ1 + 2)
vk+12 = v
k
2 + σ2Ry
k,
(4.5)
where (x0, v01 , v
0
2) ∈ Rn × Rp × Rm and the strictly positive constants τ , σ1, and σ2 satisfy the
condition
√
τ
2σ1‖A‖2 + τ2σ2‖L‖2 < 1. In addition, by setting V = kerR, the problem in (4.3) can
be solved by the algorithm in [19, Proposition 6.7], which reduces to
(∀k ∈ N)
 wk+1 = proxτα‖·‖1(xk + λyk − λPkerR∇h(xk))xk+1 = PkerRwk+1
yk+1 = yk + (xk+1 − wk+1)/λ,
(4.6)
where x0 ∈ kerR, y0 ∈ ranR>, and λ ∈ ]0, 2/‖A>A‖[. Moreover, by setting H = Rn, G = Rp,
and V = kerR, the problem in (4.4) satisfies the hypotheses in (3.1) which is a particular instance
of Problem 3.1. Therefore, from (3.11) we obtain the following result in the case T = Id .
Proposition 4.1 Let x0 ∈ kerR, let x0 = x0, let y0 ∈ (kerR)⊥, let u0 ∈ Rp, and let (τ, γ) ∈
]0,+∞[2 such that τγ‖A‖2 < 1. Consider the following routine
(∀k ∈ N)

uk+1 = (uk + γ(Axk − b))/(γ + 1)
z˜k = xk + τyk − τPkerRA>uk+1
wk+1 = proxτα‖·‖1 z˜
k
xk+1 = PkerRw
k+1
yk+1 = yk + (xk+1 − wk+1)/τ
xk+1 = 2xk+1 − xk
(4.7)
Then there exists x ∈ kerR solution to (4.4) such that xk → x.
Note that, since kerR> = {0}, RR> is invertible. Then, by [4, Example 29.17(iii)], we have
PkerR = Id −R>(RR>)−1R. On the other hand, by [4, Proposition 24.11 & Example 24.20], we
have
(∀τ > 0) proxτ‖·‖1 : x 7→
(
sign(xi) max{|xi| − γ, 0}
)
1≤i≤n,
where sign is 1 when the argument is positive and −1 if it is strictly negative.
For each method, we obtain the average execution time and the average number of iterations
from 20 random instances for the matrices A, R, and b, using α = 1. We measure the efficiency for
different values of m, n, and p. We label the algorithm in (4.5) as PD generalized, algorithm in (4.6)
as FB with subspaces, and algorithm in (4.7) as PD with subspaces. For every algorithm, we obtain
the values of τ , γ, λ, σ1, and σ2 by discretizing the parameter set in which the algorithm converges
and selecting the parameters such that the method stops in a minimum number of iterations. This
procedure is repeated for every dimension of matrices and vectors. In particular, we fix σ1 = σ2
for the method in (4.5). The results are shown in Table 1.
10
Table 1: Average execution time (number of iterations) with relative error tolerance e = 10−6.
(n, p,m) PD with subspaces FB with subspaces PD generalized
(500, 250, 25) 0.639 (3284) 3.909 (21059) 1.317 (4469)
(500, 250, 50) 0.822 (3565) 5.014 (22145) 1.254 (5081)
(500, 250, 100) 1.289 (3523) 7.956 (21374) 1.817 (5527)
(500, 750, 25) 0.488 (2184) 3.615 (16577) 1.012 (2991)
(500, 750, 50) 0.579 (2229) 4.197 (16445) 0.862 (3063)
(500, 750, 100) 0.854 (2117) 6.345 (15853) 1.129 (3066)
(1000, 500, 50) 3.032 (8910) 16.781 (49199) 4.665 (11125)
(1000, 500, 100) 5.278 (9716) 27.937 (51287) 5.591 (12615)
(1000, 500, 200) 10.830 (9036) 57.976 (48314) 7.283 (13014)
(1000, 1500, 50) 6.252 (4869) 44.335 (34553) 7.610 (6378)
(1000, 1500, 100) 7.911 (4992) 54.217 (34507) 8.691 (6484)
(1000, 1500, 200) 11.570 (4642) 79.844 (32110) 9.882 (6169)
We observe a substantial gain in efficiency when we use PD with subspaces with respect to the
other two methods. The number of iterations is reduced in 25−30% with respect to PD generalized.
The construction of PD with subspaces exploiting the vector subspace and primal-dual structure of
the problem explains these benefits. However, the computational time used by PD with subspaces
is larger than that of PD generalized when the vector subspace is smaller (m = 200). The presence
of two projections onto kerR at each iteration of PD with subspaces explains this behavior.
4.2 Constrained `1 Minimization
In this subsection, we consider the following problem
minimize
x∈Rn
Rx=0
Mx=c,Nx=d
α‖x‖1, (4.8)
where α > 0, R ∈ Rm1×n satisfies kerR> = {0}, M ∈ Rm2×n satisfies kerM> = {0}, N ∈
R(p−m1−m2)×n with p > m1 +m2, c ∈ Rm2 , and d ∈ Rp−m1−m2 . By defining f = α‖ · ‖1, g1 = ι{b}
with b> = (c>, d>), g2 = ι{e} with e> = (b>, 0>), A> = [M>|N>], and K> = [A>|R>], the
problem in (4.8) can be written in the following three equivalent manners:
minimize
x∈Rn
f(x) + g2(Kx) (4.9)
minimize
x∈kerR
f(x) + g1(Ax) (4.10)
find x ∈ FixPM−1c ∩ argmin
x∈kerR
f(x) + g1(Ax). (4.11)
We assume that b ∈ ranA for the existence of solutions to problem (4.8). Note that f ∈ Γ0(Rn),
g1 ∈ Γ0(Rp−m1), and g2 ∈ Γ0(Rp). To solve the problem in (4.9) we use the method proposed by
Chambolle-Pock [27, Algorithm 1] (algorithm (3.12) with H = 0), which reduces in this case to
(∀k ∈ N)
 uk+1 = uk + γ(Kxk − e)xk+1 = proxτα‖·‖1(xk − τK>uk+1)
xk+1 = 2xk+1 − xk
11
where (x0, x0, u0) ∈ Rn × Rn × Rp satisfies x0 = x0 and (τ, γ) ∈ ]0,+∞[2 satisfies τγ‖K‖2 < 1.
On the other hand, in order to solve the problems in (4.10) and (4.11), we use the algorithm
in (3.11) with W = G, ` = ι{0}, and H = 0. We deduce the following convergence results from
Theorem 3.4 for the cases with and without a priori information, represented by M−1c.
Proposition 4.2 Let x0 ∈ kerR, let x0 = x0, let y0 ∈ (kerR)⊥, let u0 ∈ Rp−m1 , and let (τ, γ) ∈
]0,+∞[2 such that τγ‖A‖2 < 1. Consider the following routine
(∀k ∈ N)

uk+1 = uk + γ(Axk − b)
z˜k = xk + τ(yk − PkerRA>uk+1)
wk+1 = proxτα‖·‖1 z˜
k
xk+1 = PkerRw
k+1
yk+1 = yk + (xk+1 − wk+1)/τ
xk+1 = 2xk+1 − xk.
(4.12)
Then there exists x ∈ kerR solution to (4.10) such that xk → x.
Proposition 4.3 Assuming the same hypotheses as the Proposition 4.2, consider the following
routine
(∀k ∈ N)

uk+1 = uk + γ(Axk − b)
z˜k = xk + τ(yk − PkerRA>uk+1)
wk+1 = proxτα‖·‖1 z˜
k
rk+1 = PkerRw
k+1
xk+1 = PkerRPM−1cr
k+1
yk+1 = yk + (rk+1 − wk+1)/τ
xk+1 = xk+1 + rk+1 − xk.
(4.13)
Then there exists x ∈ kerR solution to (4.11) such that xk → x.
It follows from kerM> = {0} that MM> is invertible. Thus, by [4, Example 29.17(iii)],
PM−1c : x 7→ x−M>(MM>)−1(Mx− c).
For the numerical experience, we set n = 1000, p = 100, and α = 1. In Table 2 we illustrate,
for each method, the average execution time and the average number of iterations for 20 random
instances of K and b ∈ ranA. For every instance, we set R as the last m1 rows of K with
m1 ∈ {1, 10, 20, 40} and we apply the algorithm in (4.13) selecting M as the first m2 rows of K
with m2 ∈ {1, 10, 20, 30, 50}. For every algorithm, we obtain the values of τ and γ as in Section 4.1.
Table 2: Average execution time (number of iterations) with relative error tolerance e = 10−5.
Algorithm m1 = 1 m1 = 10 m1 = 20 m1 = 40
Chambolle-Pock 8.374 (28905) 7.915 (26716) 7.611 (25960) 7.754 (26378)
(4.12) 4.807 (29559) 6.123 (27002) 6.372 (26143) 7.205 (24455)
(4.13) with m2 = 1 4.533 (27491) 6.664 (25886) 7.052 (25034) 8.368 (23492)
(4.13) with m2 = 10 4.209 (21877) 6.279 (22292) 6.627 (21847) 7.490 (19715)
(4.13) with m2 = 20 3.826 (19703) 5.871 (20546) 6.353 (20469) 6.921 (18073)
(4.13) with m2 = 30 3.768 (18608) 5.827 (19725) 6.365 (19947) 6.891 (17466)
(4.13) with m2 = 50 4.023 (17914) 6.050 (19253) 6.591 (19529) 7.093 (16988)
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We observe that the vector subspace structure of algorithm in (4.12) provides an improvement
up to 43% in computational time with respect to Chambolle-Pock’s splitting. The improvement is
larger when the vector subspace is larger (m1 = 1). This improvement reduces to 7% for smaller
vector subspaces (m1 = 40). Moreover, by including the a priori information via the projection onto
M−1c, we observe an important reduction on the number of iterations for achieving convergence
with respect to the algorithm in (4.12), following the same behavior perceived in [15]. We explain
this behavior from Remark 3.5((i)), since x˜k := PM−1cr
k → x and (x˜k)k∈N ⊂ M−1c. Indeed, the
method forces iterations to satisfy at least a selection of the constraints and its efficiency increases
as we enlarge the selection m2. In fact, we obtain 7% of improvement on number of iterations
when m2 = 1 and 39% when m2 = 50 with respect to the algorithm in (4.12). The improvement
is again more important when the vector subspace is larger. Moreover, for larger values of m2, the
computation of PM−1c becomes more time expensive, increasing the total computational time in
(4.13). In the case when m2 = 1, even if there is a reduction in iterations, there is a slight increase
on the average execution time because of an additional projection onto kerR at each iteration.
4.3 Capacity Expansion Problem in Transport Networks
In this section we aim at solving the traffic assignment problem with arc-capacity expansion on a
network with minimal cost under uncertainty. Let A be the set of arcs and let O and D be the sets
of origin and destination nodes of the network, respectively. The set of routes from o ∈ O to d ∈ D
is denoted by Rod and R := ∪(o,d)∈O×DRod is the set of all routes. The arc-route incidence matrix
N ∈ R|A|×|R| is defined by Nar := 1, if arc a belongs to the route r, and Nar := 0, otherwise.
The uncertainty is modeled by a finite set Ξ of possible scenarios. For every scenario ξ ∈ Ξ,
pξ ∈ [0, 1] is its probability of occurrence, hod,ξ ∈ R+ is the forecasted demand from o ∈ O to
d ∈ D, ca,ξ ∈ R+ is the corresponding capacity of the arc a ∈ A, ta,ξ : R+ → R+ is an increasing
and χa,ξ−Lipschitz continuous travel time function on arc a ∈ A, for some χa,ξ > 0, and the
variable fr,ξ ∈ R+ stands for the flow in route r ∈ R.
In the problem of this section, we consider the expansion of flow capacity at each arc in order
to improve the efficiency of the network operation. We model this decision making process in a
two-stage stochastic problem. The first stage reflects the investment in capacity and the second
corresponds to the operation of the network in an uncertain environment.
In order to solve this problem, we take a non-anticipativity approach [14], letting our first
stage decision variable depend on the scenario and imposing a non-anticipativity constraint. We
denote by xa,ξ ∈ R+ the variable of capacity expansion on arc a ∈ A in scenario ξ ∈ Ξ and the
non-anticipativity condition is defined by the constraint
N := {x ∈ R|A|×|Ξ| : (∀(ξ, ξ′) ∈ Ξ2) xξ = xξ′},
where xξ ∈ R|A| is the vector of capacity expansion for scenario ξ ∈ Ξ and we denote fξ ∈ R|R|
analogously. We restrict the capacity expansion variables by imposing, for every a ∈ A and ξ ∈ Ξ,
xa,ξ ∈ [0,Ma], where Ma > 0 represents the upper bound of capacity expansion on arc a ∈ A.
Additionally, we model the investment cost of expansion via a quadratic function defined by a
symmetric positive definite matrix Q ∈ R|A|×|A|.
Problem 4.4 The problem is to
minimize
(x,f)∈(N∩D|Ξ|)×R|R||Ξ|+
∑
ξ∈Ξ
pξ
[∑
a∈A
∫ (Nfξ)a
0
ta,ξ(z)dz +
1
2
x>ξ Qxξ
]
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s.t. (∀ξ ∈ Ξ)(∀a ∈ A) (Nfξ)a − xa,ξ ≤ ca,ξ, (4.14)
(∀ξ ∈ Ξ)(∀(o, d) ∈ O ×D)
∑
r∈Rod
fr,ξ = hod,ξ, (4.15)
where D :=×a∈A[0,Ma], and we assume the existence of solutions.
The first term of the objective function in Problem 4.4 represents the expected operational cost
of the network. The optimality conditions of the optimization problem with this objective cost
related to the pure traffic assignment problem, defines a Wardrop equilibrium [29]. The second
term in the objective function is the expansion investment cost. Constraints in (4.14) represent
that, for every arc a ∈ A, the flow cannot exceed the expanded capacity ca,ξ+xa,ξ at each scenario
ξ ∈ Ξ, while (4.15) are the demand constraints.
We solve Problem 4.4 following the structure of the problem in (3.1) with T = Id . We consider
the following two equivalent formulations.
4.3.1 Primal-Dual Formulation
Note that Problem 4.4 can be equivalently written as
minimize
(x,f)∈R|A||Ξ|×R|R||Ξ|
F (x, f) +G(L(x, f)) +H(x, f), (P)
where 
(∀ξ ∈ Ξ) V +ξ :=
{
f ∈ R|R|+ : (∀(o, d) ∈ O ×D)
∑
r∈Rod fr = hod,ξ
}
Λ := (D|Ξ| ∩N )×
(×ξ∈Ξ V +ξ )
F := ιΛ
(∀ξ ∈ Ξ) Θξ :=
{
(x, u) ∈ R|A| × R|A| : (∀a ∈ A) ua − xa ≤ ca,ξ
}
G := ι×ξ∈Ξ Θξ
L : (x, f) 7→ (xξ, Nfξ)ξ∈Ξ
H : (x, f) 7→
∑
ξ∈Ξ
pξ
[∑
a∈A
∫ (Nfξ)a
0
ta,ξ(z)dz +
1
2
x>ξ Qxξ
]
.
(4.16)
Observe that F and G are lower semicontinuous convex proper functions, and L is linear and
bounded with ‖L‖ ≤ max {1, ‖N‖}. Moreover, note that since (ta,ξ)a∈A,ξ∈Ξ are increasing, N is
linear, and Q is definite positive, H is a separable convex function. In addition, by defining
ψ : f 7→ (pξN>(ta,ξ((Nfξ)a))a∈A)ξ∈Ξ,
simple computations yield
∇H : (x, f) 7→
(
(pξQxξ)ξ∈Ξ , ψ(f)
)
,
which is Lipschitz continuous with constant
β−1 := max
ξ∈Ξ
(
pξ max
{
‖Q‖, ‖N‖2 max
a∈A
χa,ξ
})
.
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Altogether, (P) is a particular instance of problem in (3.1) with V = R|A||Ξ|×R|R||Ξ| and ` = ι{0}.
Therefore, from the algorithm in (3.12) we obtain the following result.
Proposition 4.5 Let (x0, f0) ∈ R|A||Ξ| × R|R||Ξ|, let (x0, f0) = (x0, f0), let (p0, u0) ∈ R|A||Ξ| ×
R|A||Ξ|, let τ ∈ ]0, 2β[, and let γ ∈ ]0,+∞[ such that τγmax{1, ‖N‖2} < 1− τ/2β. Consider the
following routine
(∀k ∈ N)

For every ξ ∈ Ξ⌊
(p˜kξ , u˜
k
ξ ) = (p
k
ξ + γx
k
ξ , u
k
ξ + γNf
k
ξ )
(pk+1ξ , u
k+1
ξ ) = (p˜
k
ξ , u˜
k
ξ )− γPΘξ(γ−1(p˜kξ , u˜kξ ))
x˜k = xk − τ(pk+1 + (pξQxkξ )ξ∈Ξ)
f˜k = fk − τ(N>uk+1 + ψ(fk))
xk+1 = PD|Ξ|∩N x˜k
(∀ξ ∈ Ξ) fk+1ξ = PV +ξ f˜
k
ξ
xk+1 = 2xk+1 − xk
f
k+1
= 2fk+1 − fk.
(4.17)
Then there exists (x̂, f̂) solution to Problem 4.4 such that (xk, fk)→ (x̂, f̂).
Remark 4.6 Note that the projections (PΘξ)ξ∈Ξ, PD|Ξ|∩N , and (PV +ξ )ξ∈Ξ appearing in (4.17),
can be computed efficiently.
(i) Let ξ ∈ Ξ and let (x, u) ∈ R|A|×R|A|. We deduce from [4, Proposition 29.3 & Example 29.20]
that PΘξ(x, u) = (Pa,ξ(x, u))a∈A, where
(∀a ∈ A) Pa,ξ(x, u) =
{(
xa+ua−ca,ξ
2 ,
xa+ua+ca,ξ
2
)
, if ua − xa − ca,ξ > 0;
(xa, ua), otherwise.
(ii) Let ξ ∈ Ξ and note that
V +ξ = ×
(o,d)∈O×D
Vod,ξ,
where, for every (o, d) ∈ O × D, Vod,ξ := {f ∈ R|Rod|+ :
∑
r∈Rod fr = hod,ξ}. It follows
from [4, Proposition 29.3] that
PV +ξ
: f = (fod)o∈O
d∈D
7→ (PVod,ξfod)o∈O
d∈D
.
For every (o, d) ∈ O × D, the projection PVod,ξ can be computed efficiently by using the
quasi-Newton algorithm developed in [30].
(iii) Note that
D|Ξ| ∩N =×
a∈A
Ca,
where, for every a ∈ A, Ca = {y ∈ [0,Ma]|Ξ| : (∀(ξ, ξ′) ∈ Ξ2) yξ = yξ′}. It follows
from [4, Proposition 29.3] that PD|Ξ|∩N : x = (xa)a∈A 7→ (PCaxa)a∈A and
(∀a ∈ A) PCa : y 7→ mid(0, y,Ma)1, (4.18)
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where 1 = (1, . . . , 1)> ∈ R|Ξ|, y = 1|Ξ|
∑
ξ∈Ξ yξ, and mid(a, b, c) is the middle value among a,
b, and c. In order to prove (4.18), let a ∈ A, y ∈ R|Ξ|, and set θ̂ := mid(0, y,Ma) ∈ [0,Ma].
For every x ∈ Ca, we have x = η1 for some η ∈ [0,Ma] and
(y − θ̂1)>(x− θ̂1) = (η − θ̂)|Ξ|(y − θ̂)
=

η|Ξ|y, if y < 0;
0, if y ∈ [0,Ma];
(η −Ma)|Ξ|(y −Ma), if y > Ma,
which yields (y − θ̂1)>(x− θ̂1) ≤ 0 and obtain from [4, Theorem 3.16] that PCay = θ̂1.
4.3.2 Vector Subspace Primal-Dual Formulation
For the second equivalent formulation of Problem 4.4 consider the closed vector subspace
S =
{
f ∈ R|R||Ξ| : (∀ξ ∈ Ξ)(∀(o, d) ∈ O ×D)
∑
r∈Rod
fr,ξ = 0
}
and let f̂0 defined by
(∀ξ ∈ Ξ)(∀(o, d) ∈ O ×D)(∀r ∈ Rod) f̂0r,ξ = hod,ξ/|Rod|,
which satisfies (4.15). Then, under the notation in (4.16), the Problem 4.4 is equivalent to
minimize
(x,f)∈N×S
F̂ (x, f + f̂0) +G(L(x, f + f̂0)) +H(x, f + f̂0), (PV )
where F̂ = ι
D|Ξ|×R|R||Ξ|+
. Note that, the difference with respect to (P) is that in (PV ) we propose
a vector subspace splitting on function F defined in (4.16).
In addition, observe that F̂ and G(·+ L(0, f̂0)) are lower semicontinuous, convex, and proper,
and H(· + (0, f̂0)) is convex differentiable with β−1−Lipschitz gradient. Thus, (PV ) satisfies the
hypotheses of problem (3.1) with V = N ×S and ` = ι{0}. Hence, by using [4, Proposition 29.1(i)]
in (3.11) with T = Id , we obtain the following result.
Proposition 4.7 Let (x0, f0) and (x0, f
0
) in N × S such that (x0, f0) = (x0, f0), let (p0, u0) ∈
R|A||Ξ| × R|A||Ξ|, let (y0, g0) in N⊥ × S⊥, let τ ∈ ]0, 2β[, and let γ ∈ ]0,+∞[ be such that
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τγmax
{
1, ‖N‖2} < 1− τ/2β. Consider the following routine
(∀k ∈ N)

p˜k = pk + γxk
u˜k = uk + γN(f
k
+ f̂0)
(∀ξ ∈ Ξ) (pk+1ξ , uk+1ξ ) = (p˜kξ , u˜kξ )− γPΘξ(γ−1(p˜kξ , u˜kξ ))
x˜k = xk + τyk − τPN (pk+1 + (pξQxkξ )ξ∈Ξ)
f˜k = fk + τgk − τPS(N>uk+1 + ψ(fk + f̂0))
zk+1 = PD|Ξ| x˜
k
`k+1 = PR|R||Ξ|+
(f˜k + f̂0)− f̂0
xk+1 = PN zk+1
fk+1 = PS`
k+1
yk+1 = yk + (xk+1 − zk+1)/τ
gk+1 = gk + (fk+1 − `k+1)/τ
xk+1 = 2xk+1 − xk
f
k+1
= 2fk+1 − fk.
(4.19)
Then there exists (x̂, f̂) solution to Problem 4.4 such that (xk, fk)→ (x̂, f̂).
Remark 4.8 The projections appearing in (4.19) are explicit. Indeed, for every x ∈ R|A||Ξ|
and ξ ∈ Ξ, we have that (PNx)ξ = 1|Ξ|
∑
ξ′∈Ξ xξ′ and (PD|Ξ|x)ξ = (mid(0, xa,ξ,Ma))a∈A.
Moreover, for every f ∈ R|R||Ξ| we have, for every (o, d) ∈ O × D and r ∈ Rod, (PSf)r =
(fr,ξ − 1|Rod|
∑
r′∈Rod fr′,ξ)ξ∈Ξ and (PR|R||Ξ|+
f)r = (max{0, fr,ξ})ξ∈Ξ.
4.3.3 Numerical Experiences
In this subsection we compare the efficiency of the algorithms in (4.17) and (4.19) to solve the arc
capacity expansion problem. We consider two networks used in [14]. Network 1, represented in
Figure 1, has 7 arcs and 6 paths and Network 2, in Figure 2, has 19 arcs and 25 paths.
Figure 1: Network 1 [14].
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Figure 2: Network 2 [14].
In our numerical experiences we set pξ ≡ 1/|Ξ|, (cξ)ξ∈Ξ as a sample of the random variable
100 · b+ d · beta(2, 2), where
b =
{
(1, 1, 2, 2, 1, 1, 1) in Network 1
(10, 4.4, 1.4, 10, 3, 4.4, 10, 2, 2, 4, 7, 7, 7, 7, 4, 3.5, 2.2, 4.4, 7) in Network 2
and
d =

(15, 15, 30, 30, 15, 15, 15) in Network 1
(15, 6.6, 2.1, 15, 4.5, 6.6, 15, 3, 3, 6, 10.5,
10.5, 10.5, 10.5, 6, 5.25, 3.3, 6.6, 10.5) in Network 2,
and (hξ)ξ∈Ξ as a sample of the random variable
h =

(h1,4, h1,5) ∼ (150, 180) + (120, 96) · beta(5, 1) in Network 1
(h1,2, h1,3, h4,2, h4,3) ∼ (300, 700, 500, 350)
+(120, 120, 120, 120) · beta(50, 10) in Network 2.
We set the capacity limits (Ma)a∈A = θd, where θ = 40 in Network 1 and θ = 200 in Network 2.
We also set Q = Id ∈ R|A|×|A| and, for every a ∈ A and ξ ∈ Ξ, the travel time function is
ta,ξ : u 7→ ηa(1 + 0.15u/ca,ξ), where
η =
{
(6, 4, 3, 5, 6, 4, 1) in Network 1
(7, 9, 9, 12, 3, 9, 5, 13, 5, 9, 9, 10, 9, 6, 9, 8, 7, 14, 11) in Network 2.
We implement the algorithms in (4.17) and (4.19) for different values of |Ξ|. We obtain the following
results by considering 20 random realizations of (cξ)ξ∈Ξ and (hξ)ξ∈Ξ.
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Table 3: Average execution time (number of iterations) with relative error tolerance e = 10−10.
Network 1 |Ξ| = 1 |Ξ| = 3 |Ξ| = 5 |Ξ| = 10
algorithm (4.17) 0.082 (1143) 0.731 (3217) 1.363 (4199) 4.388 (5698)
algorithm (4.19) 0.075 (1160) 0.607 (3284) 1.098 (4294) 3.485 (5804)
% improvement of time 8.54% 16.96% 19.44% 20.58%
Network 2 |Ξ| = 1 |Ξ| = 3 |Ξ| = 5 |Ξ| = 10
algorithm (4.17) 0.864 (4801) 10.195 (27285) 16.166 (27660) 45.327 (39790)
algorithm (4.19) 0.637 (4816) 7.627 (28147) 12.069 (28885) 33.204 (40848)
% improvement of time 26.27% 25.19% 25.34% 26.75%
Note that the algorithm with vector subspaces in (4.19) is more time efficient compared to the
classical primal-dual algorithm in (4.17). Indeed, the percentage of improvement reaches up to
26.75%, for the larger dimensional case of Network 2 and Ξ. It is worth to notice that the number
of iterations is lower in average for the approach without vector subspaces, but it is explained by
the subroutines that compute the projections onto (V +ξ )ξ∈Ξ, which lead to a larger computational
time by iteration. In order to show the difference of both algorithms, in Figure 3 and Figure 4 we
illustrate the relative error depending on the execution time for the best and the worst instance
respect to convergence time.
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Figure 3: Relative error in Network 1 (semilog) with |Ξ| = 3 (left) and |Ξ| = 10 (right).
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Figure 4: Relative error in Network 2 (semilog) with |Ξ| = 3 (left) and |Ξ| = 10 (right).
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5 Conclusions
We propose a primal-dual method with partial inverse for solving constrained composite monotone
inclusions involving a normal cone to a closed vector subspace. When the monotone operators are
subdifferentials of convex functions, our method solves composite convex optimization problems
over closed vector subspaces. We also incorporate a priori information on the solution of the
monotone inclusion, which produces an additional projection step in the primal-dual algorithm.
Either this projection or our vector subspace approach produces significant gains in numerical
efficiency with respect to the available methods in the literature.
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