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The physics of a two-component cold fermi gas is now frequently addressed in laboratories. Usually
this is done for large samples of tens to hundreds of thousands of particles. However, it is now
possible to produce few-body systems (1-100 particles) in very tight traps where the shell structure
of the external potential becomes important. A system of two-species fermionic cold atoms with
an attractive zero-range interaction is analogous to a simple model of nucleus in which neutrons
and protons interact only through a residual pairing interaction. In this article, we discuss how
the problem of a two-component atomic fermi gas in a tight external trap can be mapped to the
nuclear shell model so that readily available many-body techniques in nuclear physics, such as the
Shell Model Monte Carlo (SMMC) method, can be directly applied to the study of these systems.
We demonstrate an application of the SMMC method by estimating the pairing correlations in a
small two-component Fermi system with moderate-to-strong short-range two-body interactions in a
three-dimensional harmonic external trapping potential.
PACS numbers: 03.75.Ss,21.45.-v,67.85.-d,21.60.Ka
I. INTRODUCTION
The physics of ultracold gases has seen a rapid de-
velopment over the past decade [1–3]. An interesting
goal in the boundary of few- and many-body systems is
the implementation of optical microtraps that can hold
a small number of particles. This was recently achieved
by the Jochim group in Heidelberg [4, 5]. These exper-
iments were performed in a regime where the trapping
shell structure became prominent. In theoretical inves-
tigations of these systems, large quantum fluctuations
would invalidate the use of mean-field approaches such
as the BCS method due to the small number of parti-
cles involved; hence, many-body approaches beyond the
mean-field are needed. Also, the problem of a small num-
ber of fermions interacting with each other in the pres-
ence of external fields—which provide a level structure—
is very similar to the nuclear pairing problem which was
initially described in the seminal work of Bohr, Mottel-
son, and Pines [6]. There is thus a strong incentive to
transfer methods from nuclear physics into cold atomic
gases [7, 8].
In this article we outline the mapping of a two-
component atomic fermi gas, confined by a tight exter-
nal trap and interacting through a zero-range interaction,
onto the nuclear shell-model in detail. For the benefit of
both nuclear and atomic physics communities, the ex-
plicit evaluation of the matrix elements of the zero-range
interaction in the nuclear shell model is given in con-
siderable detail in the appendix. We then investigate
the pairing correlations of small systems (less than 20
particles) using the Shell Model Monte Carlo (SMMC)
technique that has been succesful in nuclear physics [9–
11]. Also we briefly comment on some of the similarities
and differences in studies of the pairing phenomena in
the fields of atomic and nuclear physics. Our discussion
of the pairing correlations through a two-body BCS-like
pairing matrix, to the best of our knowledge, has not
been considered in the context of small ultracold Fermi
systems in traps before.
A number of different approaches have been used in re-
cent years to address the energetics, structure, and other
properties of small Fermi systems [7, 12–15]. Although
we will briefly comment on and relate to these develop-
ments as we proceed, the purpose of this study is not
to make a detailed quantitative comparison of various
methods in use. Instead, we describe the technical is-
sue of mapping the atomic gas problem in order to apply
the SMMC method, a traditional nuclear physics tool, in
studies of small ultracold Fermi systems. On a side note,
the mapping could also provide a natural connection be-
tween atomic and nuclear physics given the prospect that
ultracold atomic systems with spin-orbital momentum
coupling—a central tenet in nuclear shell model—may
soon be realized.
II. MAPPING THE FERMI GAS TO THE
NUCLEAR SHELL MODEL
The two-component ultracold fermionic atomic gas
consists of neutral atoms, usually alkali species, that oc-
cupy two different internal states. The actual internal
states are hyperfine states of different projection that
can be split by a magnetic field [3]. The energy scale
2of the hyperfine splitting is by far larger than any other
energy scale in the problem so that no internal process in
the gas can transfer atoms between the hyperfine levels;
thus, one may think of these levels as frozen degrees of
freedom. Also; since these systems are usually dilute, the
range of the atom-atom interactions is very short com-
pared to the typical interparticle distance. Therefore,
the simple zero-range potential is a popular and highly
successful model.
The three-dimensional N -body Fermi system in an
isotropic harmonic trap with a zero-range interaction of
strength V0 can be described by the Hamiltonian
H =
∑
i
~p2i
2m
+
∑
i
1
2
mω2~r2i +
∑
[ij]
V0δ(~ri − ~rj), (1)
where i, j denote the particles, [ij] denotes the sum over
all pairs of particles, m is the mass of the particles, and ω
is the external trapping angular frequency. The oscillator
length which we will use later is given by b =
√
~/mω.
We note that the isotropic three-dimensional oscillator
potential has shell closures at N = 2, 8, and 20 (the s,
s+p, and s+p+sd shell configurations in typical nuclear
physics language). These will be prominent features in
our examples later. In the following, we use the nota-
tion where the matrix elements of a general two-body
interaction Vint are given by
〈ψa(~r1)ψb(~r2)|Vint|ψc(~r1)ψd(~r2)〉, (2)
in which the two-body wave functions ψa(~r1)ψb(~r2) and
ψc(~r1)ψd(~r2) must be antisymmetric under the exchange
of coordinates.
In a tight harmonic trap (small trapping length, b =√
~
mω ), the quantum numbers of single-particle levels are
given by n, l,ml. The two internal hyperfine states can
now be mapped onto the spin of a single species of nu-
cleon ms = ±1/2. Thus, any single-particle state is
uniquely described by a = (nalamlamsa). Any two-body
state constructed from these states will have an exter-
nal and an internal part that combine to determine the
overall symmetry. We use a zero-range interaction and
the spatial part must thus be non-zero at the origin to
give a contribution. This is only possible with a relative
wave function that is symmetric under particle exchange.
Since the particles are fermions, the internal (hyperfine,
or pseudospin) state must be antisymmetric, or in the
spin 1/2 language, a spin-singlet state. This completes
our mapping of the two-component fermi system in a trap
onto the nuclear shell model with one species of nucleon
(proton or neutron). The nuclear mean-field is replaced
by the harmonic oscillator and the internal spin states of
the nucleon now correspond to the hyperfine states for
the atoms.
In general, the three-dimensional zero-range interac-
tion is ill-defined unless properly regularized. As it has
been shown by Busch et al. [16], the case of two fermions
with different internal states in a harmonic potential in-
teracting via a zero-range interaction cannot only be
properly regularized, but in fact has a tractable solu-
tion. This solution has been subsequently studied and
confirmed by atomic physics experiments [17]. In rela-
tion to shell-model applications, the issue is always that
a finite model space is used. However, having access to
the exact solution in the full space of Busch et al. is
an excellent starting point for doing many-body prob-
lems in both nuclear and atomic physics [18]. In the case
of the SMMC method that we are concerned with here,
the question of regularization was discussed in detail in
Ref. [19].
Below we will be using strengths g = −V0/(~ωb3) = 10
and g = 20. The strength can also be given in terms of
the two-body scattering length, a. For g = 10 we have
a/b = −1.0 and for g = 20 we have a/b = 11. Comparing
to the standard usage in BCS-BEC crossover studies [1, 2]
the first value a/b = −1.0 is on the (deep) BCS side, while
the a/b = 11 value is on the BEC side but close to the
resonance (a→∞) and thus close to the unitarity limit.
III. SHELL MODEL MONTE CARLO METHOD
Quantum Monte Carlo methods have been extensively
used in the study of strongly interacting many-body
problems (see f.x. Ref. [7] and references therein). An
example is the Auxilary-field Monte Carlo (AFMC) ap-
proach of Zhang and collaborators [20, 21]. The AFMC
method have been used to calculate zero- and finite-
temperature properties of the unitary Fermi gas on a
lattice [22, 23]. As an alternative to the lattice rep-
resentation, the AFMC is also formulated within the
configuration-interaction nuclear shell-model. This ap-
proach is known as the the Shell-Model Monte Carlo
(SMMC) method and has been widely employed in nu-
clear physics [9–11] and more recently in the study of
trapped cold atoms [19, 24, 25]. The SMMC approach
is based on a linearization of the two-body part of the
Hamiltonian using the Hubbard-Stratonovich transfor-
mation [26]. Here we adopt a formulation of this transfor-
mation starting from a general Hamiltonian, which can
be written in a manifestly time-reversal invariant form:
H =
∑
α
(
ǫαOα + ǫ∗αO¯α
)
+
1
2
∑
α
Vα
{Oα, O¯α} , (3)
where Oα are one-body operators in a convenient ba-
sis and the Vα are real numbers. The bars denote
time-reversed operators. The SMMC approach relies on
the Hubbard-Stratonovich (HS) transformation to lin-
earize the many-body evolution operator e−βH , where
β−1 may be interpreted as the temperature in the
(grand)canonical ensemble. We first divide β into Nt
time slices so that we can express individual terms at
different time slices in e−βH =
[
e−∆βH
]Nt
as
3e−∆βH ≈ e−∆β
∑
α(ǫαOα+ǫ∗αO¯α)
∏
α
e−∆β
Vα
4 [(Oα+O¯α)2−(Oα−O¯α)2] +O(∆β)2,
where we used 2
{Oα, O¯α} = (Oα + O¯α)2 − (Oα − O¯α)2.
Quadratic interaction terms can be effectively linearized
through the Gaussian integral identity
e−∆β
Vα
4 [(Oα+O¯α)2−(Oα−O¯α)2] =
∆β|Vα|
4π
∫
dσRα dσ
I
αe
−∆β |Vα|
4 [(σ
R
α )
2+(σIα)
2]
e−∆β
Vα
2 [sασ
R
α (Oα+O¯α)+isασIα(Oα−O¯α)], (4)
where the integration variables σRα and σ
I
α are the real
auxiliary fields that give the method its name. The sign
factors are sα = ±1 for Vα < 0 and sα = ±i for Vα > 0.
Introducing complex fields for each time slice σα(τn) =
σRα (τn)+ iσ
I
α(τn), we arrive at the Hubbard-Stratonovich
representation of the many-body evolution operator
e−βH =
∫
D[σ]G(σ)Uσ(β, 0). (5)
Above,
D[σ] =
∏
α,n
dσα(τn)dσ
∗
α(τn)
2i
∆β|Vα|
4π
(6)
is the measure of the integral. G(σ) is a Gaussian weight
G(σ) = e−
∆β
4
∑
α
|Vα||σα(τn)|2 . (7)
The Many-body propagator, e−βH , is now effectively re-
duced to a superposition of one-body propagators
Uσ(β, 0) = e
−∆βhσ(τNt) . . . e−∆βhσ(τ1), (8)
where the linearized Hamiltonian as a function of the
time-dependent auxiliary fields is given by
hσ(τ) =
∑
α
(
ǫα +
1
2
sαVασα(τ)
)
Oα +
(
ǫ∗α +
1
2
sαVασ
∗
α(τ)
)
O¯α. (9)
In the SMMC, expectation value of an observable Ω
at temperature T = 1/β is calculated by expressing
both the numerator and the denominator of 〈Ω〉 =
TrN [Ωe
−βH ]/TrNe−βH (where TrN denotes a canoni-
cal trace for N-particle system) in the HS representa-
tion. In order to perform a Monte Carlo integration, a
positive definite weight function is defined as W (σ) =
G(σ)|TrNUσ(β, 0)|. Thus; one can express the thermal
expectation values by
〈Ω〉 =
∫ D[σ]W (σ)Φ(σ)〈Ω〉σ∫ D[σ]W (σ)Φ(σ) , (10)
where Φ(σ) = TrNUσ(β, 0)/|TrNUσ(β, 0)| is the “sign”
and 〈Ω〉σ = TrN |ΩUσ(β, 0)|/TrNUσ(β, 0). The observ-
able 〈Ω〉 is then computed in a Monte Carlo integration
by selecting an ensemble of auxiliary fields (σ1, . . . , σN )
sampled according to the distribution functionW (σ), i.e.,
〈Ω〉 ≈
1
N
∑
nΦ(σn)〈Ω〉σn
1
N
∑
nΦ(σn)
. (11)
Success of the outlined method hinges on the sign Φ(σ)
of the weight function W (σ). Unfortunately, in the most
general case, TrNUσ(β, 0) is not always positive hence
Φ(σ) can be ±1. Such fluctuations causes significant
cancellations in the denominator of Eq. 11 and renders
the method ineffective due to large statistical uncertain-
ties in 〈Ω〉. In the literature, this problem is referred
to as the Monte Carlo sign problem and it is common
to Quantum Monte Carlo methods in fermionic many-
body problems (see f.x. the review in Ref. [27]). For
any Hamiltonian (Eq. 3) with all Vα < 0, hσ are always
time-reversal invariant, since all sα are real (Eq. 9). As
was shown by Lang et al. [9], time-reversal invariance of
4hσ implies that the eigenvalues of the matrix Uσ come
in complex-conjugate pairs which, in turn, ensures that
the grand-canonical partition function TrUσ is positive
definite. In the canonical ensemble, projections on even
number of particles always preserve the good sign as long
as the grand canonical partition function is positive defi-
nite. However for systems with odd-number of particles,
projections onto an odd number of particles usually rein-
troduces the sign problem at large values of β even when
the grand canonical partition function is positive definite.
Although Quantum Monte Carlo simulations are sus-
ceptible to the sign problem for a general two-body
interaction and require practical approaches to avoid
it [14, 22, 24, 28–35], purely attractive two-body interac-
tions are known to be free of this restriction [22, 25]. For
the benefit of both nuclear and atomic physics communi-
ties, we also demonstrate the absence of the sign problem
explicitly for an attractive zero-range interaction in the
next section.
IV. SIGN PROPERTIES OF THE ZERO-RANGE
INTERACTION
We now consider the zero-range interaction in the jj-
coupling scheme which is discussed in full detail in ap-
pendix A. We write the two-body Hamiltonian in the so-
called pairing (or particle-particle) decomposition [9, 11]
as
H2 =
1
2
∑
abcd
∑
JM
VJ (ab, cd)A
†
JM (ab)AJM (cd), (12)
where the pair operators are defined by
A†JM (ab) =
∑
mamb
〈jamajbmb|JM〉a†jbmba
†
jama
. (13)
We now introduce the combined indices i = (ab) and
j = (cd) to write VJ (i, j) which is a symmetric matrix.
Our goal is to diagonalize the matrix and inspect the
signs of the eigenvalues. As demonstrated in [9], the in-
teraction will produce no sign problem when all of its
eigenvalues are negative. Obviously the problem splits
into blocks of given J , so we work in a fixed J subspace.
The crucial observation is that VJ (ab, cd) can be factor-
ized in the following way. Firstly, we define the following
quantity:
fJ(ab) ≡ 1√
2
(−1)la+jb+1/2[la][lb][ja][jb]
{
la ja
1
2
jb lb J
}(
la lb J
0 0 0
)
eiθ
√
|V0|
4π
rRnala(r)Rnblb(r), (14)
where e2iθ = sgn(V0) and [j] =
√
2j + 1. Notice that
fJ(ab)e
−iθ is a purely real number. In terms of the com-
bined indices we now have
VJ (i, j) =
∫ ∞
0
drfJ (i)fJ(j). (15)
Since this matrix is real symmetric, there is a basis of
orthonormal eigenvectors. Let us denote this basis uk
and the corresponding eigenvalues λk. The dimension is
given by the number of pairs in the given model space
that can couple to total angular momentum J . Consider
now for a given k the product (uk)TVJu
k, where T de-
notes the transpose. Inserting the explicit form of VJ we
have
uTVJu =
∑
ij u
k(i)VJ (i, j)u
k(j) =∫∞
0 dr
[∑
i fJ(i)u
k(i)
]2
= λk, (16)
where the last equality follows from the eigenvalue equa-
tion and the fact that uk is normalized. We thus see that
the eigenvalues are equal to some real number squared
times a phase e2iθ = sgn(V0). Therefore, the sign of V0
is also the sign of the eigenvalues. We thus have the re-
sult that any attractive zero-range interaction (V0 < 0)
will have no sign problem, whereas the repulsive (V0 > 0)
case can never give a positive-definite path integral.
The simple form of VJ (i, j) allows us to prove some
further properties of its spectrum. Define (for fixed J not
shown) the row vector f = [f1f2 . . . fn], where n counts
the pairs, such as to fulfill VJ =
∫
drfT f . Now pick a row
vector orthogonal to f so that fgT = 0. Then we see that
VJg
T =
∫
drfT fgT =
∫
drfT (fgT ) = 0, thus all vectors
orthogonal to f are in the null-space of VJ . We therefore
have only one non-zero eigenvalue for each J and n −
1 eigenvectors with zero eigenvalue. The sole non-zero
eigenvalue has the value
∫
drffT and the eigenvector fT .
We thus see that the zero-range pairing interaction has
a very simple structure after diagonalization.
As mentioned, the above proof was carried out in
the so-called pairing decomposition with the operators
A†JM (ab) and AJM (cd). In many nuclear applications
of the methods, the calculations are carried out in the
density decomposition [11]. However, the exact path in-
tegral is independent of the particular representation and
the above result will still hold. In particular, the change
from pairing to density decomposition is in practice a re-
coupling of the angular momenta involved (and a change
5of the one-body terms that we are not concerned with).
Since re-couplings corresponds to changes of basis the
result for the eigenvalues still holds. In Appendix B,
we include a proof based on the m-scheme and the den-
sity decomposition for completeness. We have also done
explicit numerical checks of this fact and confirmed the
general statement.
The good sign properties of the zero-range pairing
rested on the fact that it could be factorized, which is
more commonly referred to as separability of the zero-
range interaction. A non-zero range interaction would
not have this property and positive eigenvalues with as-
sociated sign problems can be expected. We note again
that even with an interaction that has good sign proper-
ties, a system with an odd number of particles will still
have a sign problem at low temeperature [11].
V. PAIRING CORRELATIONS IN SMMC
To illustrate the above discussion, we now turn to an
example of small Fermi systems and their pairing prop-
erties. The lack of sign problems for the zero-range in-
teraction means that the SMMC can be applied. This
was done recently and the energetics and convergence
properties have been reported in Ref. [19]. Here we will
focus on pairing properties which is another expectation
value that is accessible through the SMMC method. The
discussion above in fact implies that the two-component
Fermi system in a trap can be mapped onto what is
known a pure pairing problem due to the simple form
of the interaction. Note that the strength of the two-
body matrix is state-dependent. This is an important
difference in comparison to typical models for large-scale
two-component systems that are employed for instance
in the BCS theory of conventional macroscopic super-
conductors.
In the basic Hamiltonian in Eq. (1), we parametrize
the interaction by V0 which has units of energy times vol-
ume. As discussed in Ref. [19], the interaction strength
can be written V0 = −g~ωb3 (remember that we consider
V0 < 0 only to avoid sign issues), where g is now a conve-
nient dimensionless strength parameter. In experiments
on atomic gases the interactions are usually parametrized
via the two-body scattering length, a, which can be tuned
by applied fields [1]. Relating the value of g to the value
of a is therefore crucial and will in general depend on the
model space used. Here we will consider g to be a para-
metric quantity to describe pairing, but for the sake of
completeness we note that the values used below, g = 10
and g = 20—in a model space consisting of the major
shells of s + p + sd— correspond to a/b = −1.0 and
a/b = 11 respectively.
To develop a better understanding for the energetics
of the pairing strength considered in this section, we can
consider a simple pairing model with the structure
H =
∑
i
Ga†iai +
V
2
∑
i,j
a†ia
†
i¯
aj¯aj, (17)
where i, j denotes single-particle levels and i¯ is a time-
reversed state. G and V are the level spacing and pair-
ing strength respectively. In units of G = 1, V ∼ 1 is
a regime of competition between single-particle excita-
tions and pairing, while the regime of V ∼ 10 is pair-
ing dominated. The model we study here differs from
the simple pairing model by having state-dependent ma-
trix elements given by the overlap of different oscillator
single-particle states. However; we can still give an over-
all estimate of the typical matrix elements in units of the
single-particle level spacing, ~ω. In the regime character-
ized by g = 10, magnitude of a typical matrix element is
of the order 1 and in the light of the simple model men-
tioned above, we expect pairing and level structure to be
in competition. In comparison, the regime described by
g = 20 should naturally be pairing dominated. These
ascertainments are perfectly consistent with the typical
discussion of BCS-BEC crossover [1, 2] when considering
the corresponding values of a/b cited above. Thus, we
expect a/b < 0 and a/b > 0 to be in the weak and strong
pairing regimes, respectively.
To study the pairing properties, we consider the expec-
tation value of a number-conserving BCS-like pair matrix
Mα,α′ = 〈∆†(ja, jb)∆(jc, jd)〉, (18)
with the J = 0 pair operator
∆† =
1√
1 + δab
[
a†ja × a
†
jb
]JM=00
(19)
where a†ja creates a particle in orbit ja (which is the com-
bination of orbital and spin angular momentum of the
fermions). This operator is thus a measure of the pair-
ing content corresponding to J = 0. An indication of
the pairing correlations can be obtained from the sum
over all matrix elements, defining the pairing strength in
the following [36]. Since we employ a finite temperature
formulation of the SMMC method, we, however, need to
eliminate the thermal correlations that would be present
in the non-interacting system. We therefore subtract the
’mean-field’ values—calculated at the same T but with
g = 0—to obtain the genuine pairing correlations.
The pairing correlations are important in nuclear
physics in several respects. A particular example is the
influence of pairing on nuclear level density distribu-
tions [36] which are crucial for addressing nuclear re-
actions of astrophysical interest [37]. In cold atomic
gases, pairing correlations are observable in what is
usually called noise correlations [38]. These two-point
correlations have been measured in experiments using
optical lattice potentials and are employed to demon-
strate bunching for bosonic [39] and anti-bunching for
fermionic atoms [40]. The pairing correlations we con-
sider here should therefore be directly measurable in the
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FIG. 1: (color online) The pairing strength as a function of particle number, N , for various temperatures, T (in units of ~ω)
for g = 10. The upper left inset shows the results for g = 20. The uncertainties are very small and not shown.
cold atomic gases. Alternatively, a projection method
can be used, wherein one rapidly changes the interaction
strength to convert all pairs into molecules [41]. The mo-
mentum distribution of the molecules can subsequently
be measured by turning the trapping potential off, and
this carries the imprint of the original many-body state
in the trap prior to molecular conversion and release of
the system.
In Fig. 1 we show the pairing strength as a function
of particle number for different temperatures. The most
striking feature is naturally the odd-even staggering. The
relative reduction of pairing strength for odd-particle
numbers is related to the blocking of scattering of pairs
into the orbital occupied by the unpaired particle. The
non-interacting systems have closed-shell configurations
for N = 2, 8, 20. With interaction switched on, these con-
figurations manifest themselves by a relative reduction of
the pairing strength (overlaid by a general increase due
to a growing number of pairs) and a larger resistance
against temperature increase. The strong dips observed
for particle numbers N = 7, 9, and 19 are also connected
to the shell closures. Relatedly, the pairing strength is
largest for mid-shell systems. In the inset one can see
that the staggering is larger for g = 20 and persists to
larger temperatures as expected.
To investigate further the transition between a paired
state and a normal state, we show the pairing strength for
g = 10 and g = 20 as a function of T for selected particle
numbers in Fig. 2. We note that, in the high temperature
regime, pairing correlations are ordered with increasing
number of particles (an indication of the equipartition-
ing in the model space) and that they go through a rapid
and monotonous decay. In contrast, the low temperature
regime is dominated by structure and odd-even effects.
Notice the persistence in the pairing strength in the sys-
tems with N = 2 and N = 8 (also the case for N = 20,
which is not shown) due to the shell closures. Shown are
also the cases of N = 7 and N = 9, which exhibit large
dips in the pairing strength in Fig. 1. They are gener-
ally below the neighboring even-N systems at low T , yet
again confirming that an unpaired particle has a signif-
icant blocking effect on the pairing strength. Further-
more; they have the same structure as the neighboring
closed shell N = 8, but at lower magnitudes. It is also in-
teresting to observe that, for systems with N = 7 and 9,
the pairing strength is largest at finite T , reflecting the
competition between blocking by the unpaired particle
and thermal excitations which moves the unpaired par-
ticle across the shell closure reducing the blocking effect.
A similar effect has been found in the SMMC studies for
nuclei with odd-nucleon numbers [42]. Comparing the
g = 10 and g = 20 results, we see that the above effects
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FIG. 2: (color online) The pairing strength as a function of temperature, T (in units of ~ω), for various particle numbers, N
and for g = 10 (left) and g = 20 (right). Uncertainties are small and not shown. Note the different scales in the two panels.
are more pronounced for the stronger pairing strength
and persists to higher temperature. This is consistent
with the discussions above. Similar evidence for a transi-
tion at finite T in a homogeneous system in both energy
and pair correlation was found in [43].
A. Connection to other pairing phenomena
Many pairing studies consider only pairs of particles in
time-reversed states with an attractive zero-range inter-
action of constant magnitude g < 0. This is, for instance,
the case in condensed-matter physics when appyling the
simplest version of the BCS pairing theory to a homoge-
neous Fermi gas with an attractive interaction in relative
momentum zero and spin singlet states (k, ↑ pairs with
−k, ↓ only). This philosophy of pairing time-reversed
states can be continued to non-homogeneous systems but
at the price of getting a state-dependent gap function, ∆i,
in general, where i denotes the mean-field single-particle
levels that are subjected to a pairing interaction. (the
mean-field could arise from a Hartree-Fock calculation).
In nuclear physics, pairing models often employ this
restriction, as in the case of the pairing force problem (see
[44]) which has the property that it is exactly solvable.
A justification for these models comes from the fact that
the pairing force usually has a short-range and for two
nucleons in a single mean-field level, the total J = 0 pairs
have the strongest gain in binding [44]. In this single level
case, these pairs are built from time-reversed states [45].
If we consider the case of cold atomic gases, we start
from the zero-range interaction and an external trap
providing the mean-field. In a BCS picture, this im-
plies that we have general matrix elements (as given
in Eq. (A6)) and a state-dependent gap, ∆i. How-
ever, there are now different regimes of interest depend-
ing on the strength, g, and the level spacing, ~ω. This
has been discussed in Ref. [46] using the Bogoliubov-de
Gennes equations (more commonly called the Hartree-
Fock-Bogoliubov equations in nuclear physics) along with
the local density approximation to describe larger sys-
tems. There it was found that an intra- and an inter-shell
pairing regime appears, depending on whether the typical
gap parameter satisfies ∆ < ~ω (intra) or ∆ > ~ω (inter).
Since the zero-range interactions which are employed in
the Bogoliubov-de Gennes approach are precisely time-
reversed, one has la = lb and lc = ld in Eq. (A6).
Here we are concerned with small systems, and it is
clear that the mean-field Bogoliubov- de Gennes should
break down as particle numbers become small, and corre-
lations beyond the mean-field are strong. In order to get
a quantitative feeling for these additional correlations we
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FIG. 3: (color online) The energy in units of ~ω of as function
of particle number N for time-reversed only (dashed line) and
full (solid line) interaction as discussed in the text. Upper
panel is for strength g = 10 (weak pairing), while the lower
one has g = 20 (strong pairing).
can compare a model where only time-reversed states are
used in the interaction (la = lb and lc = ld) and the full
zero-range interaction where all states that give non-zero
contributions to Eq. (A6) are taken into account. It can
be readily observed that our proof of good sign properties
will hold in both cases (time-reversed states are a special
case) and the SMMC should work perfectly well.
In Fig. 3, we plot the energy of systems with parti-
cle numbers of N = 1 − 20 for two kinds of interaction;
one that pairs only the time-reversed states (dashed line)
and the full zero-range interaction (solid line) in both the
weak (g = 10 in the upper panel) and the strong pairing
(g = 20 in the lower panel) regimes. In general, we see
that the full interaction gives a somewhat higher energy
than the time-reversed one. This is most likely caused by
the fact that the full interaction allows low-lying pairs to
correlate with pairs in higher shells and thus raise the en-
ergy. We see that both interactions capture the shell ef-
fect at N = 8, while the full interaction seems to produce
more structured odd-even effects due to strong pairing.
In the overall, however, we do not observe a pronounced
difference between a pairing interaction involving only
time-reversed states and the full zero-range pairing inter-
action, the latter being the physical interaction employed
in studies of ultracold atomic Fermi gases. Our findings
thus indicate that pairing involving only time-reserved
states can be a good approximation for the study of small
systems as well. Of course, we have to stress that in this
limit the shell structure effects are very important and
we do not expect this to be captured accurately by local-
density approximations; thus, the full discrete external
trap spectrum must be considered.
VI. SUMMARY AND OUTLOOK
Studies of small two-component Fermi systems in tight
external traps are currently being pursued experimen-
tally [4, 5] in the realm of cold atomic gas physics. Here
we demonstrate how the mapping of the atomic system to
an equivalent problem in nuclear physics can be achieved.
It has the important feature that there is no sign prob-
lem associated with the typical choice of a zero-range in-
teraction within the grand-canonical formulation of the
SMMC approach. As we have discussed, the atomic inter-
action between the two internal hyperfine states is more
general than the typical pairing force used in many in-
vestigations, and it was therefore not a priori clear that
the corresponding nuclear SMMC problem would be free
of the sign problem. The alternative approach of using
large-scale shell-model diagonalization however, is com-
putationally challenged by the number of configurations
which grows exponentially with the model space size; in
contrast, the size of the problem scales only quadratically
in the SMMC approach [11]. Truncation of the model
space may be used to reduce the size of the problem to
a certain extent. In low-dimensional systems, which are
currently under intense study in atomic physics, the re-
duced size of the matrix problem may allow a direct diag-
onalization of the many-body Hamiltonian (a recent pair-
ing study using nuclear-inspired methods can be found in
Ref. [47]). However; in the full three-dimensional case,
the SMMC method seems to be the only tractable ap-
proach at the moment.
We note that there is growing interest in multi-
component Fermi systems in atomic gas physics. Three-
component mixtures of 6Li have been realized a few years
ago and continue to be a hot topic [48]. Fermionic sys-
tems with four or more components are also being pur-
sued since it is possible to realize such systems by using
not alkali but rather alkali-earth atoms which can have
many degenerate hyperfine states, allowing the realiza-
tion of many interesting models of magnetism and pair-
ing [49]. From a nuclear physics point-of-view, a multi-
component system can be mapped onto the isospin de-
gree of freedom. In the case of four-component Fermi
systems, one should therefore be able to perfectly map
the problem onto the isospin 1/2 times spin 1/2 formal-
ism and exploit the corresponding advanced calculational
tools available in nuclear physics.
In closing, we would also like to point out that spin-
orbit coupling has recently become a heavily pursued
topic in ultracold atomic systems since it is now possible
to implement by optical means for both bosonic [50, 51]
and fermionic atomic systems [52, 53]. These studies pro-
duce a spin-orbit coupling of the kind used in mostly con-
densed matter and solid state, which has the form of s·k,
i.e. of a spin-linear momentum coupling. However, it was
recently shown that it is possible to use applied optical
fields that impart orbital angular momentum instead of
linear momentum on atoms [54, 55]. It should thus be
within reach to create terms that are similar to the tra-
9ditional spin-orbit term encountered in nuclear physics,
i.e. of the form of s · l. This would immediately im-
ply that the jj-coupling be the more suitable approach
for the study of small atomic Fermi systems with opti-
cally induced spin-orbit interactions. Since the external
laser intensity is typically a multiplicative factor on the
coupling terms, we expect that one can correspondingly
address the full range of spin-orbit strength from weak
to strong, both experimentally and theoretically.
Note added after completion: A related study of small
Fermi systems using a method very similar to the one dis-
cussed here has been presented in Ref. [25]. That study
considers pairing correlations defined in a similar fashion
to our Eq. 18.
VII. ACKNOWLEDGMENTS
We acknowledge fruitful discussions with Karlheinz
Langanke, David Dean, Klaus Mølmer and Christopher
Gilbreth. CO¨ thanks Thomas Pappenbrock for sugges-
tions on the current work. NTZ would like to thank Niels
Leth Gammelgaard, Thomas Kragh, and Mark S. Rud-
ner for enlightening discussion on some linear algebraic
details, and David Pekker for reading and commenting
on an early draft. We thank the referees for comments
and suggestions that have improved the presentation and
discussion.
Appendix A: The Zero-range Force in the
jj-coupling Scheme
To make explicit the rotational invariance in nuclear
applications, matrix elements of the two-body interaction
are often specified in the jj-coupling scheme by
VJ(ab, cd) = 〈[ψja (~r1)× ψjb (~r2)]JM |V (~r1, ~r2)|[ψjc (~r1)× ψjd(~r2)]JM 〉, (A1)
where a, b, c and d denote single-particle orbitals and
ja, jb, jc, and jd are their respective angular momenta.
Notice that VJ is independent of the total projection
M (as can be seen by applying the Wigner-Eckart the-
orem). In analogy with the nuclear shell model, single-
particle orbitals associated with an external mean field
(here assumued to be spherical) carry the quantum num-
bers (nlml) and the internal (spin-half) quantum num-
bers (12ms). The external and internal angular momenta
can be coupled through ~j = ~l+~s to give the total angular
momentum j = l± 1/2 for a given single-particle orbital.
As discussed in the main text, the zero-range interac-
tion we employ connects only two-body states with spin-
singlet internal states; |S = 0,Ms = 0〉. To this end, it
is more convenient to transform the jj-coupling scheme
to the LS-coupling scheme. This can easily be achieved
using the standard techniques of angular momentum [45]:
|(lasa)ja, (lbsb)jb, JM〉 =
∑
L,S
[L][S][ja][jb]


la sa ja
lb sb jb
L S J

 |(lalb)L, (sasb)S, JM〉. (A2)
Here we are interested in the sa = sb = 1/2 case, and,
since the interaction contains a projection onto spin sin-
glet states, only need the S = 0 component of this trans-
formation. Using a reduction on the 9j symbol [45], the
projection can be written
PS=0|(la 12 )ja, (lb 12 )jb, JM〉 =
∑
L[L][ja][jb]


la
1
2 ja
lb
1
2 jb
L 0 J

 |(lalb)L, (12 12 )0, JM〉 =
(−1)L+la+jb+2ja−1/2 [ja][jb]√
2
{
L ja jb
1/2 lb la
}
δLJ |(lalb)L, (12 12 )0, JM〉, (A3)
10
where PS=0 = (1 − σ1 · σ2)/4 is the projection onto the
spin singlet state. The remaining zero-range interaction
of course only acts on the external quantum states, thus
we have to evaluate matrix elements between coupled
states with operators acting on only one of the degree
of freedom. Since the spin part is trivial for singlets we
simply have the result (keeping both L and J for clarity
even though L = J)
〈(lalb)L, (12 12 )0, JM |V (~r1 − ~r2)|(lcld)L, (12 12 )0, JM〉 =
〈(lalb)LM |V (~r1 − ~r2)|(lcld)LM〉, (A4)
where we have explicitly indicated the orbital angular
momenta of all states involved. For the zero-range inter-
action V (~r1−~r2) = V0δ(~r1−~r2), the latter matrix element
can be found in many textbooks (see for instance [45])
and is given by
〈l1l2JM |V0δ(~r1 − ~r2)|l′1l′2J ′M ′〉 =
δJ,J′δM,M ′ [l1][l2][l
′
1][l
′
2]
(
l1 l2 J
0 0 0
)(
l′1 l
′
2 J
0 0 0
)
V0
4π
∫∞
0
drr2Rn1l1(r)Rn2l2(r)Rn′1l′1(r)Rn′2l′2(r). (A5)
We can now insert all these formulae into eq. A1 to get
an expression for the J-scheme interaction:
VJ(ab, cd) = δJ,L(−1)la+lc+2ja+2jc+jb+jd−1 [ja][jb][jc][jd]2
{
L ja jb
1
2 lb la
}
{
L jc jd
1
2 ld lc
}
〈(lalb)L0|V (~r1 − ~r2)|(lcld)L0〉 = (−1)jb+jd+la+lc+1 [ja][jb][jc][jd]2
{
J ja jb
1
2 lb la
}{
J jc jd
1
2 ld lc
}
[la][lb][lc][ld]
(
la lb J
0 0 0
)(
lc ld J
0 0 0
)
V0
4π
∫∞
0 drr
2Rnala(r)Rnblb(r)Rnclc(r)Rnd ld(r), (A6)
where the second equality comes from using the formula
in eq. A5. Notice that the phase can be written with
lb+ld instead of la+lc since la+lb+lc+ld is even due to the
restrictions from the Clebsch-Gordon coefficients. This
is the general interaction in the spin singlet state and la,
lb, lc, and ld can in general be different as long as they
couple pairwise to L = J . For the pairing interaction in
the time-reversed states discussed in the text, we have
la = lb and lc = ld.
The formula above explicitly shows that la+ lb+J and
lc + ld + J must be even. However, the multipole expan-
sion used to arrive at this expression implicitly requires
that also la + lc + J and lb + ld + J be even. Notice
also that the factor la+ lc means that pairing across two
opposite parity major shells can be repulsive for V0 < 0.
This is well-known in nuclear pairing studies [11].
As discussed in [11], the physical matrix elements used
in the nuclear shell model must be antisymmetrized. This
can be achieved by using the definition
V AJ (ab, cd) =
1√
(1+δab)(1+δcd)[
VJ (ab, cd)− (−1)jc+jd−JVJ(ab, dc)
]
. (A7)
However, as by angular momentum algebra one may show
that VJ (ab, dc) = −(−1)jc+jd−JVJ (ab, cd). Thus we have
the simple result
V AJ (ab, cd) =
2√
(1 + δab)(1 + δcd)
VJ (ab, cd). (A8)
This is not surprising since we argued that only the an-
tisymmetric S = 0 spin-singlet component should have
non-zero matrix elements. We have effectively enforced
the Pauli principle in this manner.
Appendix B: Sign properties in the m-scheme
It is also possible to demonstrate that the contact inter-
action is free of the sign problem in the so-called density
11
decomposition [11]. For convenience, we define the single-
particle states by |nlmsσ〉 ≡ |amσ〉 where a = (nl) and
σ = ±1/2. In them-scheme approach, the two-body part
of the Hamiltonian (we omit the one-body term without
loss of generality) can be written as
H2 =
1
2
∑
abcd
mm′σσ′
Vabcda
†
amσa
†
bm′σ′adm′σ′acmσ (B1)
where we used the spin-independence of the interaction
explicitly. Also notice that the contact interaction should
not change the m-quantum number of the orbital angu-
lar momentum states, hence Vα are labelled by only the
nl-quantum numbers of the states. H2 can be brought
into the density decomposition by a rearrangement of the
creation and annihilation operators. The new two-body
Hamiltonian (up to an additional one-body term), is now
written as
H ′2 =
1
2
∑
abcd
mm′σσ′
Vabcda
†
amσacmσa
†
bm′σ′adm′σ′ =
1
2
∑
ij
Vijρiρj (B2)
where i = (ac) indicate two-body (particle-hole) indices
and ρi =
∑
mσ a
†
amσacmσ are density operators. Since
Vij is a real symmetric matrix, it can be diagonalized by
an orthogonal transformation
Vij =
∑
α
λαOαiOαj (B3)
Using this expression,H ′2 can be brought into a quadratic
form
H ′2 =
1
2
∑
λαP
2
α (B4)
where Pα =
∑
αOαiρi. To manifest the time-reversal
properties, we now express H ′2 in a similar form to the
two-body term in Eq. 3. To this end, we introduce the
time-reversed creation and annihilation operators in the
Condon-Shortley phase convention (where the state |lm〉
is defined in terms of the spherical harmonics without the
il factor):
a¯†nlmσ = (−1)l(−1)l+m+1/2+σa†nl−m−σ = (−1)m+1/2+σa†nl−m−σ (B5)
a¯nlmσ = (−1)l(−1)l+m+1/2+σanl−m−σ = (−1)m+1/2+σanl−m−σ (B6)
Using these, we obtain
ρ¯i =
∑
mσ
a¯†amσa¯cmσ =
∑
mσ
(−1)2(m+1/2+σ)a†a−m−σac−m−σ = ρi, (B7)
from which it follows that P¯α = Pα. Hence we can write
H ′2 =
1
4
∑
α
λα
{
Pα, P¯α
}
. (B8)
The condition for a good-sign interaction, that hσ (Eq. 9)
is time-reversally invariant, demands that all λα < 0. For
the contact interaction, v = −gδ(r− r′), the matrix Vij
is negative-definite since
Vij = Vabcd ∼ −g
∫
drr2R2nl(r)R
2
n′l′(r) < 0, (B9)
thus the good-sign property is established.
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