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Abstract
A necessary and sucient condition for symmetric collocation nodes to give an A-stable RK collocation method is
presented for low degree methods (n67). The results are obtained by means of the Routh{Hurwitz algorithm. Some
\order-stars movies" are shown to illustrate their geometry in the space of parameters. c© 1999 Elsevier Science B.V. All
rights reserved.
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1. Introduction
As it is well known, collocation methods are equivalent to some implicit RK methods [8,17],
which are usually used in the solution of sti problems. Therefore, an important property to impose
on these methods is the A-stability.
In this paper, we present some results on the determination of A-stable Runge{Kutta methods. In
particular, we focus our attention on symmetric RK collocation methods (hereafter SRKC methods).
Our motivation for studying these methods is based on the special properties of symmetric methods
in the long-term integration of reversible systems [5], and because collocation methods give us, in a
natural way, a dense polynomial output. Besides, the main disadvantage of fully implicit methods,
their computational cost, is reduced a great deal with the arrival of parallel computers.
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Recently, some authors have studied some collocation methods based on dierent sets of nodes
[4], in parallel methods [6], delay dierential equations [18] and orbital determination [1,2]. In
some of these papers the A-stability either is not studied or it is studied after xing a particular set
of collocation points. In this paper, we study the A-stability of general SRKC methods of degree
n67, and we obtain an easy-to-check condition whether a method is A-stable or not. Furthermore,
this characterization allows us to study the regions of A-stability and \how many A-stable SRKC
methods there are".
A RK method is A-stable [3,10] if and only if its stability function R(z) is analytic on fz 2
C jRe(z)< 0g and jR(ix)j61; 8x 2 R. The second condition is always satised for symmetric
methods [3], and the rst condition can be analyzed by using dierent techniques. In this paper, as
it is done in [16,17], we use the Routh{Hurwitz algorithm to study the location of the poles of the
stability function R(z).
Finally, we present the geometry of the \order-stars" of the methods of degree 5 and 7, that
permits to establish several zones and boundaries in the space of parameters (determined by the
collocation nodes). The order-stars [11,13,15] have played an important role in the proof of, for
instance, the Ehle conjectures about the A-stability of the Pade approximants, but in our case,
their use is quite involved because the SRKC methods do not satisfy, in general, superconvergence
properties.
2. Preliminaries
To begin with, let us introduce some classical results about the collocation methods and their
stability function, which can be found, for example, in [3,9,10] and that will be used in the paper.
Denition. For n a positive integer and c1; : : : ; cn distinct real numbers in [0; 1] (the collocation
points), the corresponding collocation polynomial p(x) of degree n is dened by
p(t0) = y0;
p0(t0 + cih) = f(t0 + cih; p(t0 + cih)); i = 1; : : : ; n:
(1)
The numerical solution is then given by y1 = p(x0 + h).
We may remark that the collocation methods with symmetric collocation points with respect
to the middle of the interval are symmetric RK methods. Thus, we only have to study the rst
condition, that is, whether R(z) is analytic on fz 2 C jRe(z)< 0g, or, equivalently, to study
if all the eigenvalues of the matrix A = (aij), in the Butcher's representation of the RK, lie in
C+ [ fiy jy 2 Rg.
This approach, the determination of the eigenvalues of matrix A, has three main diculties: the
rst one due to the high computational cost of the determination of the matrix A; the second one,
to rounding problems in the calculation of the eigenvalues and, nally, it is quite hard to obtain
general results.
In this paper, we use another approach [16,17]; in order to obtain general results we follow the
Routh{Hurwitz algorithm (RH) to analyze the zeros of the denominator of the stability function.
We employ the formulation of the RH algorithm such as it appears in [17].
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Theorem 1 (Routh{Hurwitz algorithm). The roots of the polynomial equation
p(z) = anzn + an−1zn−1 +   + a0 = 0;
lie in the negative half plane C− if and only if all the coecients 00; : : : ; n0 have the same sign;
where
(a) 0j = an−2j; j = 0; : : : ; b n2c;
(b) 1j = an−2j−1; j = 0; : : : ; b n−12 c;
(c) ij = 
i−2
j+1 −
i−20
i−10
i−1j+1; j = 0; : : : ; b n−i−12 c;
(d) i(n−i)=2 = 
i−2
1+(n−i)=2; if n− i is even:
(2)
An expression of R(z) for the collocation methods is given by the following theorem [12].
Theorem 2. The stability function of the collocation method based on the points c1; : : : ; cn; is given
by
R(z) =
M (n)(1) +M (n−1)(1)z +   +M (1)zn
M (n)(0) +M (n−1)(0)z +   +M (0)zn ; (3)
where M (t) =
Qn
i=1 (t − ci).
In order to apply the RH algorithm, we perform the map z ! −1=z. As result, the stability
function that we use is
R?(z) =
M (n)(1)zn −M (n−1)(1)zn−1 +   + (−1)nM (1)
M (n)(0)zn −M (n−1)(0)zn−1 +   + (−1)nM (0) (4)
and now, we must verify that R?(z) has no poles in C+. Thus, we can apply the RH algorithm to
analyze whether all the roots of the denominator of R?(z) lie in the negative half plane C−.
3. A-stability results
The methods we are dealing with, SRKC methods of degree n67, have several free parameters;
for degrees 2 and 3 there is one parameter (a), for degrees 4 and 5 there are two parameters (a; b)
and for degrees 6 and 7 there are three parameters (a; b; c) (for example, for n= 7 the collocation
nodes are fa; b; c; 1=2; 1− c; 1−b; 1−ag). Note that 06a<b<c< 1=2, although in the gures we
plot an entire interval for each parameter to improve the visualization.
The following results attempt to provide easy characterizations of the A-stability for SRKC meth-
ods. The rst result provides an alternative proof, using RH criteria, of the A-stability of methods
of degree n64.
Theorem 3. Any SRKC method of degree n64 is A-stable.
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Proof. In this case, simple, but tedious calculations permit to establish that all the coecients i0 of
the RH algorithm are positive for any value of the parameters a (n=2; 3) and a and b (n=4). Thus,
the methods are A-stable. In the particular cases n = 2 and n = 3, the result also follows from the
Theorem of Crouzeix and Ruamps [7], and in the case n= 4 the result follows from the Theorem
4:10 in [10].
Once the degree of the methods increases, the A-stability is missed for some collocation nodes,
and they must verify a condition to maintain the stability property. The following theorem gives
necessary and sucient conditions for A-stable SRKC methods of degrees n= 5; 6 or 7.
Theorem 4. The SRKC methods of degrees n = 5; 6 and 7 are A-stable if and only if the set of
parameters satises p5(a; b)> 0; p6(a; b; c)> 0; or p7(a; b; c)> 0 respectively; where
p5(a; b) = a− a2 + b− 10ab+ 10a2b− b2 + 10ab2 − 10a2b2;
p6(a; b; c) = a2b− 2a3b+ a4b+ ab2 − 7a2b2 + 12a3b2 − 6a4b2 − 2ab3 + 12a2b3 − 20a3b3
+10a4b3 + ab4 − 6a2b4 + 10a3b4 − 5a4b4 + a2c − 2a3c+ a4c − 16a2bc + 32a3bc
−16a4bc + b2c − 16ab2c + 92a2b2c − 152a3b2c + 76a4b2c − 2b3c + 32ab3c
−152a2b3c + 240a3b3c − 120a4b3c + b4c − 16ab4c + 76a2b4c − 120a3b4c
+60a4b4c + ac2 − 7a2c2 + 12a3c2 − 6a4c2 + bc2 − 16abc2 + 92a2bc2 − 152a3bc2
+76a4bc2 − 7b2c2 + 92ab2c2 − 408a2b2c2 + 632a3b2c2 − 316a4b2c2 + 12b3c2
−152ab3c2 + 632a2b3c2 − 960a3b3c2 + 480a4b3c2 − 6b4c2 + 76ab4c2 − 316a2b4c2
+480a3b4c2 − 240a4b4c2 − 2ac3 + 12a2c3 − 20a3c3 + 10a4c3 − 2bc3 + 32abc3
−152a2bc3 + 240a3bc3 − 120a4bc3 + 12b2c3 − 152ab2c3 + 632a2b2c3 − 960a3b2c3
+480a4b2c3 − 20b3c3 + 240ab3c3 − 960a2b3c3 + 1440a3b3c3 − 720a4b3c3 + 10b4c3
−120ab4c3 + 480a2b4c3 − 720a3b4c3 + 360a4b4c3 + ac4 − 6a2c4 + 10a3c4 − 5a4c4
+bc4 − 16abc4 + 76a2bc4 − 120a3bc4 + 60a4bc4 − 6b2c4 + 76ab2c4 − 316a2b2c4
+480a3b2c4 − 240a4b2c4 + 10b3c4 − 120ab3c4 + 480a2b3c4 − 720a3b3c4
+360a4b3c4 − 5b4c4 + 60ab4c4 − 240a2b4c4 + 360a3b4c4 − 180a4b4c4;
p7(a; b; c) = a2b− 2a3b+ a4b+ ab2 − 9a2b2 + 16a3b2 − 8a4b2 − 2ab3 + 16a2b3 − 28a3b3
+14a4b3 + ab4 − 8a2b4 + 14a3b4 − 7a4b4 + a2c − 2a3c+ a4c − 24a2bc + 48a3bc
−24a4bc + b2c − 24ab2c + 188a2b2c − 328a3b2c + 164a4b2c − 2b3c + 48ab3c
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−328a2b3c + 560a3b3c − 280a4b3c + b4c − 24ab4c + 164a2b4c − 280a3b4c
+140a4b4c + ac2 − 9a2c2 + 16a3c2 − 8a4c2 + bc2 − 24abc2 + 188a2bc2 − 328a3bc2
+164a4bc2 − 9b2c2 + 188ab2c2 − 1192a2b2c2 + 2008a3b2c2 − 1004a4b2c2 + 16b3c2
−328ab3c2 + 2008a2b3c2 − 3360a3b3c2 + 1680a4b3c2 − 8b4c2 + 164ab4c2
−1004a2b4c2 + 1680a3b4c2 − 840a4b4c2 − 2ac3 + 16a2c3 − 28a3c3 + 14a4c3
−2bc3 + 48abc3 − 328a2bc3 + 560a3bc3 − 280a4bc3 + 16b2c3 − 328ab2c3
+2008a2b2c3 − 3360a3b2c3 + 1680a4b2c3 − 28b3c3 + 560ab3c3 − 3360a2b3c3
+5600a3b3c3 − 2800a4b3c3 + 14b4c3 − 280ab4c3 + 1680a2b4c3 − 2800a3b4c3
+ac4 − 8a2c4 + 14a3c4 − 7a4c4 + bc4 − 24abc4 + 164a2bc4 − 280a3bc4
+1400a4b4c3 + 140a4bc4 − 8b2c4 + 164ab2c4 − 1004a2b2c4 + 1680a3b2c4
−840a4b2c4 + 14b3c4 − 280ab3c4 + 1680a2b3c4 − 2800a3b3c4 + 1400a4b3c4
−7b4c4 + 140ab4c4 − 840a2b4c4 + 1400a3b4c4 − 700a4b4c4:
Proof. As the formulation is extremely long (especially for degree 7) and the calculations quite
cumbersome, we only present in detail the case n= 5 and we sketch the fundamental points of the
proof in the other cases.
The proof is done by using the Routh{Hurwitz Algorithm and the explicit expressions of the
polynomial denominator of the modied stability function R?(z) (Eq. (4)). Once the coecients i0
are obtained, we analyze their signs depending on the parameters.
In the case n= 5 the coecients i0 are the following:
00 =
(−1 + a)a(−1 + b)b
2
;
10 =
a− a2 + b+ 2ab− 2a2b− b2 − 2ab2 + 2a2b2
2
;
20 =
a+ 2a2 − 6a3 + 3a4 + b− 4ab+ 4a2b+ 2b2 + 4ab2 − 4a2b2 − 6b3 + 3b4
a− a2 + b+ 2ab− 2a2b− b2 − 2ab2 + 2a2b2 ;
30 =
6f3(a; b)
a+ 2a2 − 6a3 + 3a4 + b− 4ab+ 4a2b+ 2b2 + 4ab2 − 4a2b2 − 6b3 + 3b4 ;
40 =
100(a− a2 + b− 10ab+ 10a2b− b2 + 10ab2 − 10a2b2)
f3(a; b)
;
50 = 120
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Fig. 1. A-stability zones for the methods of degree 7.
with
f3(a; b) = 2a− a3 − 7a4 + 9a5 − 3a6 + 2b− 16ab+ 5a2b+ 22a3b− 11a4b+ 5ab2 + 6a2b2
−22a3b2 + 11a4b2 − b3 + 22ab3 − 22a2b3 − 7b4 − 11ab4 + 11a2b4 + 9b5 − 3b6:
The analysis of signs is quite tedious, but it is simplied because the numerator Ni−10 of 
i−1
0
is the denominator of the next coecient i0, for i = 2; : : : ; n − 1. This fact permits to reduce the
number of polynomials to study, since it is only necessary to analyze the numerators Ni0.
In the case n = 5, the numerators N 00 ; N
1
0 ; N
2
0 and N
3
0 are always positive, thus, the restriction is
imposed by the numerator N 40 , obtaining the polynomial p5(a; b).
In the cases n=6; 7 we analyze the signs of i0 by computing the null level surface of the dierent
numerators Ni0, and we have obtained concentric level surfaces as it is illustrated for the case n=7
in Fig. 1, on the left.
On the right part of Fig. 1, we plot the level surface that gives the nal condition, which is
obtained from the numerator Nn−10 (in this case N
6
0 ). Thus, a necessary and sucient condition to
have an A-stable method is to verify if the last numerator (Nn−10 ) is positive.
An important family of classical collocation methods are the Lobatto IIIA methods, that are
SRKC methods based on the zeros of the derivative of the Legendre polynomials and the ends of
the interval [0; 1]. These methods are A-stable for any n. Thus, it is interesting to study the A-stability
of such kind of methods. The following result establishes the A-stability of any SRKC method of
degree 67 when the collocation nodes include the ends of the interval. For higher degrees we must
impose conditions to the parameters, in a similar way as happened in Theorem 4.
Corollary 1. The SRKC methods of degree n67 that includes the ends of the interval are A-stable
for any symmetric collocation points.
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Fig. 2. A-stability gures.
Proof. In this case, the parameter a vanishes and, by substituting it into the polynomials p5; p6 or
p7 of Theorem 4, we obtain p5(0; b); p6(0; b; c) or p7(0; b; c). For example, in the case n= 7, we
have
p7(0; b; c) = b(1− b)c(1− c)(b− b2 + c − c2 − 7bc + 7b2c + 7bc2 − 7b2c2):
These polynomials are positive for any value 2 (0; 1=2) of the rest of parameters. This is illustrated
in Fig. 2, because the gures do not cut the plane a= 0.
It is important to note that in [14], several characterizations of A-stable methods of order 2m− 4
(being m the degree of the polynomials in the stability function) are presented. Thus, the general
case n = 5 and the particular cases n = 6; 7 with a = 0 (in these cases the polynomials P and Q
of the stability function R = P=Q are of degree n − 1) are included in these characterizations. If
n= 5 and a= 0 we also can apply the Theorem of Crouzeix and Ruamps. The dierence with our
characterizations is the way of studying the A-stability property. In this paper the characterization is
a simple polynomial evaluation using the collocation points, whereas in [14], we need to perform
previously several transformations.
In Fig. 2, we show the \A-stability gures" for the methods of degree 5,6 and 7. The sets of
parameters (a; b; c) of the region outside the surface generate A-stable SRKC methods. It is worth
to remark that the gure is plotted in the interval [0; 1] for each parameter without imposing the
restriction 06a<b<c< 1=2 in order to simplify the representation and visualization. From the
gures, it is clear that the region of A-stability decreases with n. Table 1 shows the volume of
the gures (the non A-stable regions), computed by Monte{Carlo methods, and the percentage
of A-stable methods. We observe that when n grows, the \number" of A-stable SRKC methods
decreases.
The \order-stars" technique, introduced by Hairer, NHrsett and Wanner [15], has played an im-
portant role in the proof of several theoretical results about the A-stability of dierent methods, for
instance, the Ehle conjectures (see for more details the excellent monograph of Iserles and NHrsett
[11]). In Figs. 3 and 4 we present the geometry of the order-stars [13] of the methods of degree
5 and 7 depending on the point of the space of parameters of the method (the collocation points
a; b; c).
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Fig. 3. Conguration of the dierent geometries of the order-stars in the plane of parameters. There are three zones (I,
II | A-stable methods | and III | non A-stable methods|), two boundaries (i | order 8 methods|, iii | limit of
A-stability|) and a special point (ii) (the Gauss{Legendre methods, order 10). (} poles and zeros of R(z)).
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Fig. 4. Conguration of the dierent geometries of the order-stars in the space of parameters. There are four zones (I, II,
| A-stable |, and III, IV | non A-stable methods|), two boundaries (i; i0 | order 10 methods|, ii, ii0 | limit of
A-stability|) and three special points (iii) (order 12 and the Gauss{Legendre methods of order 14) and (i{ii). (} poles,
zeros).
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Table 1
Area and volumes (Vn) of the non A-stable zones (computed by Monte-Carlo methods with 106
points) and the percentage of A-stable SRKC methods (An)
n= 5 n= 6 n= 7
Vn 0.2854 0.4290 0.6233
An 71.45% 57.09% 37.67%
Since the order-stars give us, not only information about the A-stability of a method, but the
order too, it is necessary to obtain the conditions of the collocation methods to have orders higher
than n. At least, a collocation method of degree n has order n and the classical Gauss method has
the highest possible order, namely 2n. Besides, a symmetric RK method has even order, therefore
it is more interesting to use odd degree methods. This is the reason we only present the results for
n=5 and 7. In general, the order of a collocation method [3,9] is p= n+ r, where r is the largest
natural number such that M (t) =
Qn
i=1 (t− ci) is orthogonal to polynomials of degree q<r, that is,Z 1
0
M (t)tq−1 dt = 0; q= 1; : : : ; r: (5)
Thus, we use (5) to obtain higher-order methods. In case n=5, all the methods have, at least, order
6. Now, by imposing the condition (5) for r=1, we obtain a curve of order 8 methods in the plane
of parameters (a; b), that has the analytical expression:
b=
1
2
 
1−
p
21
7
p
1− 24a+ 164a2 − 280a3 + 140a4
1− 10a+ 10a2
!
with a 2

0;
1
14
(7−
p
35)

:
Note that the condition for r=0 is directly satised for methods that satisfy the case r=1 because
the methods that we study are symmetric of degree 5. Besides, there is a method of order 10 (the
Gauss{Legendre method).
When n= 7, by imposing the condition (5) for r = 1, we obtain a surface of order 10 methods
in the space of parameters (a; b; c). These methods are on the surface level:
−1 + 6a− 6a2 + 6b− 42ab+ 42a2b− 6b2 + 42ab2 − 42a2b2 + 6c − 42ac + 42a2c
−42bc + 420abc − 420a2bc + 42b2c − 420ab2c + 420a2b2c − 6c2 + 42ac2 − 42a2c2
+42bc2 − 420abc2 + 420a2bc2 − 42b2c2 + 420ab2c2 − 420a2b2c2 = 0:
Also, by imposing condition (5) for r=1 and r=3, we obtain a curve of methods of order 12 and
by imposing condition (5) for r = 1; 3; 5 a method of order 14 (the Gauss{Legendre method).
These order conditions and the results obtained for the A-stability permit us to analyze the
order-stars and to construct the boundaries of the dierent zones.
In Fig. 3, the limit of the A-stability is presented as a discontinuous line while the methods of
higher order are represented with a continuous line. In Fig. 4, we show the level surface of the
limit of the A-stable methods with a ner grid than the level surface of the methods of order 10.
In addition, we present the contour plot for two values of c in order to enumerate the dierent
zones. Let us point out that in case n = 5, the order 8 methods are A-stable due to the Theorem
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of Crouzeix and Ruamps [7], but in cases n= 6; 7, there are A-stable and non A-stable methods of
order 8 and 10, respectively (they do not satisfy the conditions of [7], but they are only sucient
conditions to have A-stability).
In both gures we observe a similar behavior in the geometry of the order-stars depending on
the parameters of the methods. In the methods of degree 5 (Fig. 3), we found three zones and two
boundaries amongst them. In zone (I), the order of the method is 6, the method is A-stable and two
points (a pole and a zero of R(z)) are on the real axis isolated from the origin; at the boundary
(i), that is, the order 8 methods or the order 10 method (ii) (the Gauss{Legendre method), more
points and poles have a \nger" adjoined to the origin; in zone (II), the ngers on the real axis
still remain, but other ngers around the imaginary axis are missed recovering the order 6; that is,
close to the real axis, the number of ngers increases and near the imaginary axis, decreases; at
boundary (iii) we have a bifurcation point losing the A-stability of the methods and in zone (III),
the gure is similar to (II) but with two poles in C−. For the methods of degree 7, the evolution
is similar but with more cases since we have now A-stable and non A-stable methods of order 10.
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