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ABSTRACT
We generalize the state-of-the-art linked emulator for a system of two computer models under
the squared exponential kernel to an integrated emulator for any feed-forward system of multiple
computer models, under a variety of kernels (exponential, squared exponential, and two key Matérn
kernels) that are essential in advanced applications. The integrated emulator combines Gaussian
process emulators of individual computer models, and predicts the global output of the system using a
Gaussian distribution with explicit mean and variance. By learning the system structure, our integrated
emulator outperforms the composite emulator, which emulates the entire system using only global
inputs and outputs. Orders of magnitude prediction improvement can be achieved for moderate-size
designs. Furthermore, our analytic expressions allow a fast and efficient design algorithm that allocates
different runs to individual computer models based on their heterogeneous functional complexity. This
design yields either significant computational gains or orders of magnitude reductions in prediction
errors for moderate training sizes. We demonstrate the skills and benefits of the integrated emulator
in a series of synthetic experiments and a feed-back coupled fire-detection satellite model.
Keywords multi-physics · multi-disciplinary · Gaussian process emulation · surrogate model · sequential design
1 Introduction
Systems of computer models constitute the new frontier of many scientific and engineering simulations. These can
be multi-physics systems of computer simulators such as coupled tsunami simulators with earthquake and landslide
sources (Ulrich et al. 2019, Salmanidou et al. 2017), coupled multi-physics model of the human heart (Santiago et al.
2018), and multi-disciplinary systems such as automotive and aerospace systems (Fazeley et al. 2016, Kodiyalam et al.
2004, Zhao et al. 2018). Other examples include climate models where climate variability arises from atmospheric,
oceanic, land, and cryospheric processes and their coupled interactions (Hawkins et al. 2016, Kay et al. 2015), or
highly multi-disciplinary future biodiversity models (Thuiller et al. 2019) using combinations of species distribution
models, dispersal strategies, climate models, and representative concentration pathways. The number and complexity of
computer models involved can hinder the analysis of such systems. For instance, the engineering design optimization
of an aerospace system typically requires hundreds of thousands of system evaluations. When the system has feed-
backs across computer models, the number of simulations becomes computationally prohibitive (Chaudhuri et al.
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2018). Therefore, building and using a surrogate model is crucial: the system outputs can be predicted at little
computational cost, and subsequent sensitivity analysis, uncertainty propagation or inverse modeling can be conducted
in a computationally efficient manner.
Gaussian process (GP) emulators have gained popularity as surrogate models of systems of computer models in fields
including environmental science, biology and geophysics because of their attractive statistical properties. However,
many studies (Jandarov et al. 2014, Johnstone et al. 2016, Salmanidou et al. 2017, Simpson et al. 2001, Tagade et al.
2013) construct global GP emulators (named as composite emulators hereinafter) of such systems based on global
inputs and outputs without consideration of system structures. One major drawback of such a structural ignorance is
that designing experiments can be expensive because system structures may induce high non-linearity between global
inputs and outputs (Sanson et al. 2019). Furthermore, runs of the whole system are required to produce new training
points, even though the overall functional complexity global inputs and outputs originates from a few computer models.
This pitfall is particularly undesirable because modern engineering and physical systems can include multiple computer
models.
To overcome the disadvantages of the composite emulator, we propose a structure-informed emulator, called integrated
emulator, as the surrogate for a system of computer models by integrating GP emulators of individual computer models.
The idea of integrating GP emulators has been explored by Sanson et al. (2019) in a feed-forward system, but only
using the Monte Carlo simulation to approximate the predictive mean and variance of the system output. The Monte
Carlo method suffers from a low convergence rate and heavy computational cost, especially when the number of layers
in a system is high (Rainforth et al. 2018) and the number of new input positions to be evaluated is large, making it
prohibitive for complex systems. Recently, two studies by Kyzyurova et al. (2018) and Marque-Pucheu et al. (2019)
have derived an emulator, call linked emulator (Kyzyurova et al. 2018), for a feed-forward system of two computer
models in analytical form under the assumption that every computer model in the system is represented by the GP with
a product of squared exponential kernels over different input dimensions.
Inspired by the linked emulator, our integrated emulator provides analytical expressions for mean and variance of the
predicted output of any feed-forward system at an unexplored input position. Furthermore, our analytical formulas
for the integrated emulator are derived under a general and flexible framework that allows different computer models
to be modelled by different GPs with a wide range of kernel choices, such as the Matérn kernel with smoothness
parameter of 2.5. Indeed, the squared exponential kernel has been criticized for its over-smoothness (Stein 1999) and
associated ill-conditioned problem (Dalbey 2013, Gu et al. 2018). Particularly, the integrated emulator is more prone to
the latter issue than the composite emulator because the design (e.g., the Latin hypercube design) of the global input can
produce poor designs for GP emulators of internal computer models. Thus, the generalization of the kernel assumption
is necessary and several of our examples below require it. Our framework can also be readily extended to systems with
feed-back-coupled computer models as such systems can be converted to feed-forward ones by applying decoupling
procedures such as the optimal approximations of coupling (Baptista et al. 2018) or the surrogate-based approximation
of coupling variables (Chaudhuri et al. 2018).
The remainder of the manuscript is organized as follows. In Section 2, we detail the procedure and the theoretical
method to construct the integrated emulator. Synthetic experiments are provided in Section 3 to compare the training
cost and predictive performances of the integrated and composite emulators. A feed-back coupled fire-detection satellite
example is demonstrated in Section 4. An adaptive designing strategy allowed by the integrated emulation is discussed
in Section 5. We conclude in Section 6. Key closed form expressions for the integrated emulator and proofs of results
are contained in the appendices and supplementary materials, respectively.
2 Model and Method
We consider a system of deterministic computer models with a feed-forward hierarchy. In such a hierarchy, the outputs
of lower-layer computer models act as the inputs of higher-layer computer models. An illustrative example of this type
of hierarchy is shown in Figure 1.
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f1Global Input 1
Global Input 2
f2
f3
f4
f5
f6 Global Output
Global Input 3
Layer 2Layer 1 Layer 3 Layer 4
Figure 1: An example of a four-layered feed-forward system of six computer models.
2.1 GP Emulators for Individual Computer Models
The first step to construct the integrated emulator of a feed-forward system of computer models is to build GP
emulators for individual computer models. The GP emulator of a computer model is itself a collection of GP emulators,
approximating the functional dependence between the inputs of the computer model and its one-dimensional outputs.
Each 1-D output emulator is constructed independently without the consideration of cross-output dependence, as in Gu
& Berger (2016) and Kyzyurova et al. (2018).
Let X ∈ Rp be a p-dimensional vector of inputs of a computer model and Y (X) be the corresponding scalar-valued
output. Then, given m sets of inputs {X1, . . . ,Xm} , the GP model is defined by
Y (Xi) = t(Xi, b) + εi, i = 1, . . . ,m
where t(Xi, b) = h(Xi)>b is the trend with q basis functions h(Xi) = [h1(Xi), . . . , hq(Xi)]> and coefficients
b = [b1, . . . , bq]
> ; (ε1, . . . , εm)> ∼ N (0, σ2R) with ij-th element of the correlation matrix R given by Rij =
c(Xi, Xj)+η1{Xi=Xj}, where c(·, ·) is a given kernel function; η is the nugget term; and 1{·} is the indicator function.
The specification of the kernel function c(·, ·) plays an important role in GP emulation as it characterizes the sample
paths of a GP model (Stein 1999). In this study we consider the kernel function with the following multiplicative form:
c(Xi, Xj) =
p∏
k=1
ck(Xik, Xjk),
where ck(·, ·) is a one-dimensional kernel function for the k-th input dimension. Popular candidates for ck(·, ·) are
summarized in Table 1. In Section 2.2, we will show that the integrated emulator is applicable to all these aforementioned
choices. In the supplement, we also derive the integrated emulator under the additive form of c(·, ·).
Table 1: Choices of ck(·, ·). γk > 0 is the range parameter for the k-th input dimension.
Exponential ck(·, ·) = exp
{
− |Xik−Xjk|
γk
}
Squared
Exponential
ck(·, ·) = exp
{
− (Xik−Xjk)2
γ2
k
}
Matérn-1.5 ck(·, ·) =
(
1 +
√
3|Xik−Xjk|
γk
)
exp
{
−
√
3|Xik−Xjk|
γk
}
Matérn-2.5 ck(·, ·) =
(
1 +
√
5|Xik−Xjk|
γk
+
5(Xik−Xjk)2
3γ2
k
)
exp
{
−
√
5|Xik−Xjk|
γk
}
Assume that the GP model parameters σ2, η and γ = (γ1, . . . , γp)> are known but b is a random vector that has
a Gaussian distribution with mean b0 and variance τ2V0. Then, given m inputs xT = (xT1 , . . . ,x
T
m)
> and the
corresponding outputs yT = (yT1 , . . . , y
T
m)
>, the GP emulator of the computer model is defined by the predictive
distribution of Y (x0) (i.e., conditional distribution of Y (x0) given yT ) at a new input position x0 (Santner et al. 2003),
which is
Y (x0)|yT ∼ N (µ0(x0), σ20(x0)) (1)
3
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with
µ0(x0) = h(x0)
>b̂ + r(x0)>R−1
(
yT −H(xT )b̂
)
(2)
σ20(x0) = σ
2
[
1 + η − r(x0)>R−1r(x0) +
(
h(x0)−H(xT )>R−1r(x0)
)>
×
(
H(xT )>R−1H(xT ) +
σ2
τ2
V−10
)−1 (
h(x0)−H(xT )>R−1r(x0)
) ]
, (3)
where r(x0) = [c(x0,xT1 ), . . . , c(x0,x
T
m)]
>, H(xT ) = [h(xT1 ), . . . ,h(x
T
m)]
> and
b̂
def
==
(
H(xT )>R−1H(xT ) +
σ2
τ2
V−10
)−1(
H(xT )>R−1yT +
σ2
τ2
V−10 b0
)
.
Let τ2 →∞ (i.e., the Gaussian distribution of b gets more and more non-informative), then all terms associated with
b0 and V0 in equation (2) and (3) become increasingly insignificant and thus we obtain the GP emulator defined by the
predictive distribution of Y (x0) with its mean and variance given by
µ0(x0) =h(x0)
>b̂ + r(x0)>R−1
(
yT −H(xT )b̂
)
(4)
σ20(x0) =σ
2
[
1 + η − r(x0)>R−1r(x0) +
(
h(x0)−H(xT )>R−1r(x0)
)>
× (H(xT )>R−1H(xT ))−1 (h(x0)−H(xT )>R−1r(x0)) ] (5)
with b̂ def==
[
H(xT )>R−1H(xT )
]−1
H(xT )>R−1yT , where µ0(x0) and σ20(x0) match the best linear unbiased
predictor (BLUP) of Y (x0) and its mean squared error (Stein 1999). In the remainder of the study we use the predictive
distribution with mean and variance given in equation (4) and (5) as the GP emulator of a computer model. Note that
the GP model parameters σ2, η and γ = (γ1, . . . , γp)> in equation (4) and (5) are typically unknown and need to be
estimated. One may estimate these parameters by solving the objective function
(η̂, γ̂) = argmax
η,γ
L(σ̂2, η, γ),
where
L(σ̂2, η, γ) = |R|
− 12 |H(xT )>R−1H(xT )|− 12
(2piσ̂2)
m−q
2
exp
{
− 1
2σ̂2
(
yT −H(xT )b̂
)>
R−1
(
yT −H(xT )b̂
)}
,
is the marginal likelihood obtained by integrating out b from the full likelihood function L(b, σ2, η, γ) and have σ2
replaced by its maximum likelihood estimator
σ̂2 =
1
m− q
(
yT −H(xT )b̂
)>
R−1
(
yT −H(xT )b̂
)
(6)
with b̂ def==
[
H(xT )>R−1H(xT )
]−1
H(xT )>R−1yT . Alternatively, the maximum a posterior (MAP) method is
a more robust estimation technique (Gu et al. 2018). It maximizes the marginal posterior mode with respect to the
objective function
(η̂, γ̂) = argmax
η,γ
L(σ̂2, η, γ)pi(η, γ), (7)
where pi(η, γ) is the reference prior, see Gu et al. (2018) for different choices and parameterizations.
After the estimates of σ2, η and γ are obtained, they are plugged into the predictive distribution mean (4) and variance (5),
forming the empirical GP emulator of a computer model. In the remainder of the study, all GP models of individual
computer models are estimated using the MAP method via the R package RobustGaSP. Note that RobustGaSP in fact
estimates η and γ with the marginal likelihood obtained by integrating out both b and σ2. However, as demonstrated
in Andrianakis & Challenor (2009) the estimates of η and γ are not influenced by the integration of σ2. As a result, we
can implement RobustGaSP to obtain the estimates of η and γ produced by the discussed MAP method and then have
them plugged in equation (6) to obtain the estimate of σ2.
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2.2 Integration of GP emulators
Integrating GP emulators of individual computer models in a complex feed-forward system is a challenging analytical
work because it requires the integration of predictive distributions across a large number of layers. To reduce the
analytical efforts, we propose an iterative approach that collapses a complex system into a sequence of two-layered
computer systems so that at each iteration we only need to integrate emulators across two layers.
Consider a general feed-forward system of computer models, denoted by e1→L, with L layers. The iterative method
constructs its emulator by successively building integrated emulators of e1→(i+1) for i = 1, . . . , L− 1. For example,
the system in Figure 1 can be decomposed into three recursive systems shown in Figure 2. The iterative approach then
takes three iterations to produce the integrated emulator of e1→4.
f1
f2
f3
f4
f5
f6
e1→2 e1→3
e1→4
Global Input 1
Global Input 2 Global Input 3
Global Output
Layer 2Layer 1 Layer 3 Layer 4
Figure 2: The recursive systems e1→2, e1→3 and e1→4 of the computer system in Figure 1.
Without loss of generality, we consider the i-th iteration of the iterative approach to emulate e1→(i+1) with respect to its
one scalar-valued output y. At this iteration, we effectively have a two-layered computer system with e1→i in the first
layer and a computer model g (belonging to the system ei+1 in layer i+ 1) that produces y in the second layer. Assume
that e1→i have a d-dimensional output and is approximated by a collection of d one-dimensional emulators f̂1, . . . , f̂d,
which are GP emulators when i = 1. Otherwise, they are integrated emulators. Let ĝ be the GP emulator of g with
respect to y. Then, the connections between these emulators are visualized in Figure 3.
f̂1x1
f̂2x2
f̂dxd
ĝ Y
z
W1
W2
Wd
...
...
...
Figure 3: The connections of emulators to be integrated at the i-th iteration of the iterative approach for emulating a
general feed-forward computer system e1→L with L layers. f̂1, f̂2 . . . , f̂d are one-dimensional emulators approximating
the computer system e1→i; ĝ is a one-dimensional GP emulator of the computer model g (belonging to the system ei+1
in layer i+ 1) with respect to the scalar-valued output y.
The integrated emulator of e1→(i+1) with respect to the one-dimensional output y is defined as the predictive distribution
of Y (x1, . . . ,xd, z), given the global inputs x1, . . . ,xd and z. This predictive distribution is naturally given by the
probability density function
p(y|x1, . . . ,xd, z) =
∫
w
p(y|w, z) p(w|x1, . . . ,xd) dw, (8)
5
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where w = (w1, . . . , wd)>. However, p(y|x1, . . . ,xd, z) often has no closed form expression and the resulting
predictive distribution is not Gaussian in general. One might employ methods such as Monte Carlo simulation to
compute the integral in equation (8) numerically at each given input position and use the resulting sampled density
as the predictive distribution. However, such an approach is computationally expensive and the resulting integrated
emulator is analytically intractable. To obtain the integrated emulator analytically, in the following, we demonstrate
that under Assumption 1 and 2 below, the mean and variance of the predictive distribution of Y (x1, . . . ,xd, z) can be
calculated in closed form, subject to the choice of the 1-D kernel functions in GP emulator ĝ.
Let Y (W, z) be the output of the GP emulator ĝ at inputs
W = [W1(x1), . . . ,Wd(xd)]
> and z = (z1, . . . , zp)>,
where W1(x1), . . . ,Wd(xd) are outputs of (GP or integrated) emulators f̂1, . . . , f̂d at the input positions x1, . . . ,xd.
Assume that the GP emulator ĝ is built with m training points wT = (wT1 , . . . ,w
T
m)
>, zT = (zT1 , . . . , z
T
m)
> and
yT = (yT1 , . . . , y
T
m)
>, where wTi = (w
T
i1, . . . , w
T
id)
> and zTi = (z
T
i1, . . . , z
T
ip)
> for all i = 1, . . . ,m. We make the
following assumptions:
Assumption 1 The trend function t(W, z, θ, β) in the GP model for the computer model g is specified by
t(W, z, θ, β) = W>θ + h(z)>β, where
• θ = (θ1, . . . , θd)> and β = (β1, . . . , βq)>;
• h(z) = [h1(z), . . . , hq(z)]> are basis functions of z;
Assumption 2 Wk(xk)
ind∼ N (µk(xk), σ2i (xk)) for k = 1, . . . , d.
Theorem 2.1 Under Assumption 1 and 2, the output Y (x1, . . . ,xd, z) of the computer system e1→(i+1) predicted at
the input positions x1, . . . ,xd and z has analytical mean µI and variance σ2I given by
µI =µ
>θ̂ + h(z)>β̂ + I>A, (9)
σ2I = A
> (J− II>)A + 2θ̂> (B− µI>)A + tr{θ̂θ̂>Ω}︸ ︷︷ ︸
V1
+ σ2
(
1 + η + tr {QJ}+ G>CG + tr
{
CP− 2CH˜>R−1K
})
︸ ︷︷ ︸
V2
, (10)
where
• µ = [µ1(x1), . . . , µd(xd)]> and
[
θ̂
>
, β̂
>]> def
==
(
H˜>R−1H˜
)−1
H˜>R−1yT ;
• Ω = diag(σ21(x1), . . . , σ2d(xd)) and P = blkdiag(Ω, 0);
• A = R−1
(
yT −wT θ̂ −H(zT )β̂
)
with H(zT ) = [h(zT1 ), . . . ,h(z
T
m)]
>;
• Q = R−1H˜
(
H˜>R−1H˜
)−1
H˜>R−1 −R−1 with H˜ = [wT ,H(zT )];
• G = [µ>, h(z)>]>, C =
(
H˜>R−1H˜
)−1
and K =
[
B>, Ih(z)>
]
;
• I is a m× 1 column vector with the i-th element given by
Ii =
p∏
k=1
ck(zk, z
T
ik)
d∏
k=1
ξik,
where ξik
def
== E
[
ck(Wk(xk), w
T
ik)
]
;
6
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• J is a m×m matrix with the ij-th element given by
Jij =
p∏
k=1
ck(zk, z
T
ik) ck(zk, z
T
jk)
d∏
k=1
ζijk,
where ζijk
def
== E
[
ck(Wk(xk), w
T
ik) ck(Wk(xk), w
T
jk)
]
;
• B is a d×m matrix with the lj-th element given by
Blj = ψjl
d∏
k=1
k 6=l
ξjk
p∏
k=1
ck(zk, z
T
jk),
where ψjl
def
== E
[
Wl(xl) cl(Wl(xl), w
T
jl)
]
.
Proof The proof is in Section S.1 of the supplementary materials. 
Note that V1 and V2 in formula (10) give a closed form expression for Var (µg(W, z)) and E
[
σ2g(W, z)
]
respectively
(see Section S.1 of the supplementary materials). If we define V2 as the contribution of ĝ to the variance σ2I , V1 then
represents the overall contribution of emulators f̂1, . . . , f̂d to the variance σ2I . Equation (10) thus provides a fast way to
evaluate the uncertainty contributions of emulators from different layers, and will be utilized to improve designs of GP
emulators across layers in Section 5.
Proposition 2.2 The three expectations ξik, ζijk and ψjl defined in Theorem 2.1 have closed form expressions for all
1-D kernel functions in Table 1.
Proof The derivations under exponential case, squared exponential case and more challenging cases of Matérn-1.5 and
Matérn-2.5 are given in Section S.2 of the supplementary materials. The final closed form expressions for the three
expectations are summarized in Appendix B. 
Note that the closed form expressions of µI and σ2I in Theorem 2.1 are established under Assumption 2 where
the emulators f̂1, . . . , f̂d (i.e., the predictive distributions of W1(x1), . . . ,Wd(xd)) need to be Gaussian. However,
f̂1, . . . , f̂d may not be Gaussian when the iterative approach reaches the second step (i = 2) because the integrated
emulators built in the first iteration (i = 1) are not Gaussian in general. Therefore, to ensure that the integrated
emulator of the computer system e1→L can be constructed by the iterative approach analytically, we employ the
Gaussian distribution N (µI , σ2I ) with its mean µI and variance σ2I following Theorem 2.1 as an approximation of the
actual predictive distribution of Y (x1, . . . ,xd, z) at each given iteration i. In fact, the accuracy of such distributional
approximation is not essential because the full probabilistic description is of no importance in emulating deterministic
systems. The employed Gaussian distribution can be interpreted as a transporter that carries the primitive information
(i.e., mean predictions and associated variances) of individual GP emulators though the iterative approach, such that
the resulting emulator utilizes the information of individual computer models and their structural relations. Once the
integrated emulator is constructed by the iterative approach, its empirical version is obtained by plugging the estimates
of parameters of individual GP models into the mean and variance of the integrated emulator.
In the remainder of the manuscript, the Matérn-2.5 kernel will be used as the default 1-D kernel function for integrated
emulation, unless otherwise stated. We choose Matérn-2.5 because we found that it can often prevent from the ill-
conditioned correlation matrices (with condition number close to the machine precision) created by the large training
size or the poor design (i.e., very closed training points) under the squared exponential kernel. In addition, the Matérn-
2.5 kernel still retains most of the smoothness induced by the squared exponential kernel (Gu et al. 2018). As we will
demonstrate in Section 3, we sometimes need to switch to a Matérn-1.5 kernel when the design becomes extremely poor
due to a higher density of training points under large training sizes, a situation where the Matérn-1.5 kernel provides
both satisfactory mean predictions and predictive uncertainties. Meanwhile, it provides sufficient smoothness, compared
to a very rough exponential kernel. Nevertheless, our integrated emulator can function with all kernels presented in
Table 1, and different kernels can be used in the GP emulators of different computer models.
7
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3 Synthetic Experiments
In this section, we compare the training cost and predictive performance of the integrated emulator with those of the
composite emulator in two synthetic computer systems with a different feed-forward structure.
3.1 Experiment 1
The first experiment is a system with three computer models composed sequentially (see Figure 4). The individual
computer models f1, f2 and f3 with scalar-valued output w1, w2 and y respectively are defined by the following
analytical expressions:
f1 = sin(pix), f2 = cos(5w1) and f3 = sin(w
2
2),
where the range of interest for the global input x is between −1 and 1.
f1x f2 f3 yw1 w2
Layer 2 Layer 3Layer 1
Figure 4: Computer system in experiment 1 where f1, f2 and f3 have 1-D input and output.
The constructed composite and integrated emulators with the same ten equally spaced training points are shown in
Figure 5(a) and 5(b) respectively. The comparison demonstrates that the integrated emulator drastically outperforms the
composite one, with excellent mean predictions and small predictive variances under identical information.
(a) Composite Emulator (b) Integrated Emulator
Figure 5: Composite and integrated emulators of the computer system in experiment 1. The solid line is the true
functional form between the global input and output of the system; the dashed line is the mean prediction; the shaded
area represents 95% prediction interval; the filled circles are training points used to construct the emulators.
To compare the training cost between the composite and integrated emulators, we compute at seven different training
set sizes (i.e., 5, 10, 15, 20, 30, 40 and 50) the normalized root mean squared error of prediction (NRMSEP) that is
defined by
NRMSEP =
√
1
nT
∑T
t=1
∑n
i=1(y(xi)− µtY (xi))2
max{y(xi)i=1,...,n} −min{y(xi)i=1,...,n} , (11)
where y(xi) denotes the true global output of the system evaluated at the testing input position xi for i = 1, . . . , n;
µtY (xi) is the mean prediction of the respective (integrated or composite) emulator built with the t-th training set of
total T training sets, each of which has the same size of training points.
8
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At each training set size, the corresponding NRMSEP is evaluated at n = 100 testing positions equally spaced over
[−1, 1] and T = 100 randomly generated training sets from the maximin Latin hypercube sampling. For the training set
size of 40 and 50, we use Matérn-1.5 instead the default Matérn-2.5 kernel for the GP emulator of f2. This is because
when training size is large Latin hypercube designs on x can produce poor designs on w1 (i.e., very closed training
positions), causing ill-conditioned correlation matrix (i.e., large condition number exceeding 1012) for the GP model of
f2 with Matérn-2.5 kernel and thus inaccurate mean predictions from the resulting integrated emulator. The comparison
in Figure 6 provides two implications. Firstly, the integrated emulator effectively reduces to almost zero NRMSEP with
a small number of training points (i.e., around 15). In contrast, the composite emulator slowly reaches to a negligible
NRMSEP with 50 training points. Secondly, at a given training set size (e.g., 15), the integrated emulator can achieve
significantly more reductions in predictive error than the composite emulator.
Figure 6: NRMSEP of composite and integrated emulators in experiment 1.
3.2 Experiment 2
In this experiment, we explore the predictive performance of the integrated emulator in the computer system shown in
Figure 7. The three computer models in the system have the following analytical functional forms:
f1 = 30 + 5x1 sin(5x1), f2 = 4 + exp(−5x2) and f3 = (w1w2 − 100)/6
with x1 ∈ [0, 2] and x2 ∈ [0, 2].
f1x1
f2x2
f3 y
w1
w2
Layer 1 Layer 2
Figure 7: The computer system in experiment 2 where f1 and f2 are two computer models with one-dimensional input
and output, and f3 is a computer model with two-dimensional input and one-dimensional output.
The composite (Figure 8(a)) and integrated (Figure 8(b)) emulators of the system are constructed with ten training
points generated by the maximin Latin hypercube sampling. For the integrated emulator, a Matérn-1.5 kernel with
a nugget term is chosen for the GP emulator of f3. This is because under a Matérn-2.5 kernel (even with a nugget
term), the estimated correlation matrix is ill-conditioned (with condition number around 1015) due to the relatively large
estimates of range parameters. Such an ill-conditioned matrix causes significant round-off errors in double precision
arithmetic, and thus severely degrades the predictive accuracy of the integrated emulator. Figure 8 shows that the
integrated emulator outperforms the composite emulator in terms of both mean predictions and prediction bounds.
While the composite emulator fails to mimic the true system function in areas where the training points are scarce, the
integrated emulator matches the true function well even over regions (e.g, the peak and ridge) far away from the training
points.
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(a) Composite Emulator (b) Integrated Emulator
Figure 8: The composite and integrated emulators of the system in experiment 2. The filled circles are training points
used to construct the emulators.
The predictive performances of the composite and integrated emulators are further compared by computing the NRMSEP
at 12 training set sizes (i.e., 5, 10, 15, 20, 30, . . . , 100). At each selected training set size, NRMSEP of both composite
and integrated emulators are calculated based on n = 10000 testing position equally spaced over the global input
domain [0, 2] × [0, 2] and T = 100 Latin hypercube samples. Figure 9 shows that the NRMSEP of the integrated
emulator quickly drops to values close to zero with only 20 training points. In contrast, the NRMSEP of the composite
emulator slowly decays to a negligible level at a training set size around 60. This corroborates the superiority of the
integrated emulator for a computer system with multiple computer models in a layer.
Figure 9: NRMSEP of composite and integrated emulators in Experiment 2.
From both this experiment and the experiment 1, we note that Matérn-2.5 and Matérn-1.5 kernels are essential to build
integrated emulators of feed-forward computer systems because they offer reasonable choices on smoothness while at
the same time efficiently alleviate the issue of ill-conditioned correlation matrices caused by sources such large range
parameter estimates and poor designs (especially when sample size is large). Furthermore, in Section 5 we will discuss
a smart designing strategy that can further mitigate such numerical issues caused by the poor designs of individual
computer models.
4 Integrated Emulator for a Feed-back Coupled Satellite Model
In this section, we construct the integrated emulator of the fire-detection satellite model studied in Sankararaman &
Mahadevan (2012). This satellite is designed to conduct near-real-time detection, identification and monitoring of
10
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forest fires. The satellite system consists of three sub-models, namely the orbit analysis, the attitude control and power
analysis. The satellite system is shown in Figure 10. It can be seen from Figure 10 that there are nine global input
variables H, Fs, θ, Lsp, q, RD, La, Cd, Pother and three global output variables of interest τtot, Ptot, Asa. The
coupling variables are ∆torbit, ∆teclipse, ν, θslew, PACS , Imax and Imin. Since ∆torbit is the input to both power
analysis and attitude control, there are total eight coupling variables. Note that the system has feed-back coupling
because the coupling variables PACS , Imax and Imin form an internal loop between power analysis and attitude control.
Therefore, to implement the integrated emulation framework on the global output variables, the system is converted to a
feed-forward one by applying the decoupling algorithm proposed in Baptista et al. (2018). The decoupling algorithm
identifies four weakly coupled variables ∆torbit (between orbit analysis and attitude control), θslew, Imax and Imin.
Since the weakly coupled variables have insignificant impact on the accuracy of global outputs, they are neglected from
the interaction terms between sub-models, producing a feed-forward system (see Figure 10 without the dashed arrows).
Table 2 gives the domains of global inputs considered for the emulation.
Orbit
AnalysisH
Power
Analysis
Ptot, Asa
Attitude
Control
τtot
Fs, θ, Lsp, q, RD, La, Cd
Pother, Fs
∆tor
bit
, ∆
teclip
se
∆torbit , θslew
ν
Imax, IminPACS
Figure 10: Fire-detection satellite model from Sankararaman & Mahadevan (2012), where H is altitude; ∆torbit is
orbit period; ∆teclipse is eclipse period; ν is satellite velocity; θslew is maximum slewing angel; Pother represents
other sources of power; PACS is power of attitude control system; Imax, Imin are maximum and minimum moment of
inertia respectively; Fs, θ, Lsp, q, RD, La, Cd represent average solar flux, deviation of moment axis from vertical,
moment arm for the solar radiation torque, reflectance factor, residual dipole, moment arm for aerodynamic torque,
and drag coefficient respectively; Ptot is total power; Asa is area of solar array; and τtot is total torque. The dashed
arrows indicate the connections that can be decoupled between sub-models, according to the decoupling algorithm
from Baptista et al. (2018).
Maximin Latin hypercube sampling is then used to generate inputs positions for seven training sets, with sizes of 10,
15, 20, 25, 30, 35 and 40 respectively. The corresponding output positions are consequently obtained by running the
satellite model. For each of the seven training set and each of the three global output variables, we build the composite
and integrated emulators. Leave-one-out cross-validation is utilized for assessing the predictive performance of the
emulators. For example, in case of the composite emulation of the output variable Ptot with training set size of 10, we
build ten composite emulators, each based on nine training points by dropping one training point out of the set. The
dropped training point is then serves as the testing point to assess the associated composite emulator. The performance
of the emulator (composite or integrated) of a global output variable given a certain training set is ultimately summarized
by
NRMSEP =
√
1
n
∑n
i=1(f(xi)− µ−i(xi))2
max{f(xi)i=1,...,n} −min{f(xi)i=1,...,n} ,
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Table 2: Domains of the nine global input variables to be considered for the emulation.
Global input variable (unit) Symbol Domain
Altitude (m) H
[
1.50× 1017, 2.10× 1017]
Other sources of power (W ) Pother
[
8.50× 102, 1.15× 103]
Average solar flux (W/m2) Fs
[
1.34× 103, 1.46× 103]
Deviation of moment axis from vertical (◦) θ [12.00, 18.00]
Moment arm for the solar radiation torque (m) Lsp [0.80, 3.20]
Reflectance factor q [0, 1]
Residual dipole (A ·m2) RD [2.00, 8.00]
Moment arm for aerodynamic torque (m) La [0.80, 3.20]
Drag coefficient Cd [0.10, 1, 90]
where xi is the i-th input position of a training set with size n; f(xi) is the value of the output variable of interest
produced by the satellite model at the input xi; the mean prediction µ−i(xi) at input xi is provided by the corresponding
(composite or integrated) emulator constructed using all n training points except for xi.
The NRMSEP of the composite and integrated emulators of the three global output variables τtot, Ptot and Asa against
seven different training sizes are presented in Figure 11. It can be seen that for the output variable τtot, the integrated
emulator is only marginally better than the composite one. This is because the functional complexity between the global
inputs and the output τtot is dominated by the sub-model attitude control, and thus the integrated emulator shows no
obvious superiority over the composite emulator. This explanation can be inferred from Figure 12(a) and 12(b), where
the GP emulator of the attitude control with respect to τtot requires more training points than that of the orbit analysis
with respect to ν to reach a low NRMSEP. For the output variables Ptot and Asa, the integrated emulators present
better predictive performance than the composite ones at training set size ranging from 10 to 20, while show little
superiority after the training set size increases over 20. The better predictive performance of the integrated emulators
at small training sizes can be explained by noting that Ptot and Asa are produced not only by the orbit analysis and
attitude control, but also by the power analysis. Although the attitude control still dominates the functional complexity
between the global inputs and Ptot and Asa (see Figure 12), the power analysis has higher input dimensions than the
orbit analysis, causing the composite emulators slow to learn the functional dependence of Ptot and Asa to the global
inputs with a small number of training points.
(a) τtot (b) Ptot (c) Asa
Figure 11: The NRMSEP of the composite and integrated emulators of the three global output variables τtot, Ptot and
Asa against different training set sizes.
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(a) Orbit Analysis (b) Attitude Control (c) Power Analysis
Figure 12: The NRMSEP of the GP emulators of outputs produced by the three subsystems: orbit analysis, attitude
control and power analysis.
5 Towards a Smart Design for Integrated Emulation
We have so far demonstrated that the integrated emulator outperforms the composite emulator in general, while in cases
where the functional complexity of the whole system is dominated by a single computer model, the integrated emulator
naturally provides comparable predictive performance to the composite one. Nevertheless, even in this situation, the
design for the integrated emulation can be improved, with potentially large gains. In this section, we discuss an adaptive
designing strategy for the integrated emulator of a simple feed-forward system of two computer models. We do not
explore here the strategy under a general system structure. However, the design proposed can be generalized to any
feed-forward system of computer models in a straightforward manner with some moderate analytical efforts.
The system considered here has computer models f1 and f2 (producing scalar-valued output w and y respectively) with
the following analytical functional forms:
f1 =
2
1 + exp(−2x) and f2 = cos(2piw), x ∈ [−4, 4].
5.1 Latin Hypercube Design
The space-filling Latin hypercube design (LHD) (Santner et al. 2003) has been used to construct the integrated emulators
of all examples illustrated so far. For the computer system under the consideration, the LHD first samples the training
positions of global input x via the maximin Latin hypercube method to determine the GP emulator f̂1. The design for
the GP emulator f̂2 (i.e., the training positions of w) is then specified by evaluating f1 at the training positions of x.
However, such design may not be optimal for the integrated emulation.
In Figure 13(a), 13(b) and 13(c), showcasing our example, GP emulators f̂1 and f̂2, and the corresponding integrated
emulator f̂2 ◦ f̂1 constructed by the LHD are presented respectively. Although the ten training points drawn from the
LHD produce a well-behaved GP emulator of computer model f1, the GP emulator of computer model f2 presents
unsatisfactory predictive performance between 0.5 and 1.5. Such predictive deficiency in GP emulator of f2 propagates
to the integrated emulator, which fails to capture the peak shape of f2 ◦ f1 around 0. The reason for the unsatisfactory
predictive performance of the resulting integrated emulator is that f1 exhibits a steep rise as x increases from −1 to 1,
causing few training points to be sampled by the LHD over this range. Consequently, the design for the GP emulator
of f2 is poorly spaced with insufficient information over [0.5, 1.5]. Another issue with the LHD is that the design for
f̂2 consists of excessive training points at its boundary. These dense points are created by the flat wings of f1 and
may cause numerical challenges for GP model fitting and prediction, especially when the size of the training set is
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large. Therefore, a better designing strategy is needed to improve the LHD by smartly choosing designs for individual
computer models, especially for f2.
5.2 An Adaptive Design for Integrated Emulation
Recall that the variance of the integrated emulator can be decomposed into contributions V1 and V2 from GP emulator
f̂1 and f̂2 respectively (see the discussion following Theorem 2.1). By utilizing this fact, an adaptive design strategy
is developed in Algorithm 1 to smartly enrich the existing designs for f1 and f2 and update their corresponding GP
emulators.
Algorithm 1 Adaptive design for emulating a system of two computer models
1: Choose K number of enrichment to the existing design.
2: for k = 1, . . . ,K do
3: Find x0 and l0 such that
(x0, l0) = argmax
x, l∈{1, 2}
Vl(x),
where Vl(x) is the contributions of f̂l to the variance of the integrated emulator;
4: if l0 = 1 then
5: Enrich the training points for f̂1 by evaluating f1 at the input position x0;
6: else
7: Enrich the training points for f̂2 by evaluating f2 at the input position µ1(x0), obtained by evaluating the
predictive mean µ1 of f̂1 at the input position x0;
8: end if
9: Update the GP emulator f̂l with the added training point.
10: end for
A similar training strategy to Algorithm 1 is discussed by Sanson et al. (2019). However, they compute V1 and V2
numerically, resulting inaccurate and slow evaluation of the maximization problem on line 3 of Algorithm 1. Thanks to
the analytical framework of the integrated emulation, V1 and V2 can be expressed in closed form using the formula (10),
and therefore Algorithm 1 can be implemented faster and more accurately.
To demonstrate the performance of this design, we construct the initial designs for f1 and f2 with five training points
generated by the maximin Latin hypercube sampling. The adaptive design is then applied to enrich the designs of f1
and f2 with K = 10. The resulting GP emulators for f1 and f2 and the corresponding integrated emulator are shown
in Figure 13(d), 13(e) and 13(f) respectively. It can be observed that the adaptive designing strategy smartly enriches
the initial design for f2 by choosing positions of w that correspond to the steep segment of f1. As a result, the final
integrated emulator provides a better predictive performance than that constructed by the LHD.
Furthermore, at each iteration the adaptive design only requires the evaluation of a single computer model without
running the whole system. In this case, the adaptive design asks for three evaluations of f1 while seven evaluations of
f2. This property of the adaptive design can be particularly useful when the system contains computer models with
heterogeneous functional complexity (i.e., non-linearity) because it allows different computer models with different
functional complexities to be trained with different training costs.
5.3 Design Comparison
In this section, we compare the LHD and the adaptive design in terms of the predictive performance of the resulting inte-
grated emulator and the associated training cost. For the LHD, ten integrated emulators, each based on a different sample
from the maximin Latin hypercube method, are constructed at nine training set sizes (i.e., 5, 6, 8, 10, . . . , 18, 20). These
training set sizes correspond to the total number of computer model evaluations that are 10, 12, 16, 20, . . . , 36, 40
respectively (double due to two computer models). For the adaptive design, ten random samples with five training points
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(a) f̂1 (b) f̂2 (c) f̂2 ◦ f̂1
(d) f̂1 (e) f̂2 (f) f̂2 ◦ f̂1
Figure 13: The GP emulators f̂1, f̂2 and the integrated emulator f̂2 ◦ f̂1 trained with the LHD (first row) and adaptive
design (second row). The filled circles are training points for LHD or the initial design for the adaptive design; the filled
triangles are training points created by the adaptive design; the solid line is the underlying true function; the dashed line
is the mean prediction; the shaded area represents 95% prediction interval.
(i.e., ten computer model runs) are generated by the maximin Latin hypercube method as the initial designs and each
initial design is enriched by 30 training points (i.e., 30 computer model runs). The NRMSEP defined by equation (11)
is used for both designs. From the left plot in Figure 14 we see that the integrated emulator under the adaptive design
provides better predictive performance than the one under the LHD with the same number of computer model runs.
Given the same overall number of computer model evaluations, the adaptive design allocates more runs to the computer
model f2 than to f1, which is less functionally complex. Whereas, the LHD allocates runs equally to f1 and f2 without
appreciating the difference of functional complexity between the two computer models (see the right plot in Figure 14).
The left plot in Figure 14 also indicates that to achieve a similar accuracy (in terms of NRMSEP) the integrated emulator
trained with the adaptive design requires significantly smaller amount of evaluations of computer models. To see how
this saving of evaluations on computer models translates to the reduction of system run time for the integrated emulation,
we consider three scenarios where the computational time for running computer model f2 is 100, 1 and 0.01 times that
for running computer model f1, respectively.
The first scenario represents the cases where the computer models with more complex functional forms are also more
expensive to run, while the third scenario represents the situations where the computational cost is expensive for
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Figure 14: (Left) The NRMSEP of the integrated emulators constructed under the LHD and the adaptive design at
various number of computer model runs. (Right) The number of evaluations of computer models f1 and f2 under the
LHD and the adaptive design.
computer models with simple functional forms. The reductions on the system run time due to the use of the adaptive
design for the integrated emulation at different levels of NRMSEP are illustrated in Figure 15.
For all three scenarios, the adaptive design reduces the run time used by the LHD for integrated emulation, and such
reduction becomes more remarkable when a higher accuracy of the integrated emulator is targeted. In scenario 2
the adaptive design saves more than 40% of the time spent by the LHD to construct the integrated emulator with a
moderate-to-low NRMSEP. This reduction goes around 50% and above in scenario 3. Even for scenario 1, the adaptive
design can save more than 30% of total run time for a relatively well performed integrated emulator.
Figure 15: The run time reduction for the integrated emulation by the adaptive design under three different hypothetical
scenarios. In scenario 1, the computer model f2 is 100 times more expensive than the computer model f1 to run; in
scenario 2, computer model f1 and f2 are equally expensive to run; in scenario 3, the computer model f1 is 100 times
more expensive than the computer model f2 to run.
In addition to the run time reduction, the adaptive design also reduces the risk of numerical issues related to the
integrated emulation. Since the adaptive design only updates the GP emulators that contribute most to the variance of
the final integrated emulator (i.e., GP emulators who contribute less are not retrained at each enrichment), numerical
issues, such as the increased computational time for inverting the correlation matrices with larger training sizes and the
ill-conditioned correlation matrices due to the poorly spaced training points, can be mitigated to some extent.
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6 Conclusion
In this study, we generalize the linked emulator to the integrated emulator for any feed-forward system of computer
models. It explicitly exploits the internal system structures to produce better predictive performance than the composite
emulator, which only learns the systems from the global inputs and outputs. The integrated emulator is defined by
employing a Gaussian distribution with explicit mean and variance derived analytically under a variety of kernel
functions, offering a flexible and computationally efficient way to emulate computer systems. The ability to use two key
Matérn kernels is essential to the success of the framework. It mitigates the numerical issues while maintaining sufficient
smoothness. The integrated emulation can also be applied to systems with internal loops by utilizing decoupling
techniques. In our experiment 1 and 2 above, significant reductions in predictive errors can be gained by the integrated
emulator with moderate-size designs. Compared to the composite emulator, the integrated emulator can alternatively
achieve similar error levels with reduced computational costs.
The integrated emulator also allows a smart adaptive designing strategy that can further reduce the predictive errors (or
computational cost) remarkably by recognizing the heterogeneous functional complexity of different computer models.
Although the adaptive design is only illustrated via a simple example, it can be generalized to more complex cases, and
we anticipate that the integrated emulator enhanced by this design can achieve multiple orders of magnitude reductions
in predictive errors with moderate training cost in real systems, compared to the composite emulator. In Appendix A,
animations of two synthetic examples are given to showcase the training of an integrated emulator using the adaptive
design and its predictive performance relative to the integrated and composite emulators trained with the LHD.
Finally, since the integrated emulator may not show significant predictive improvement with respective to the composite
emulator when a single computer model dominates the functional complexity of the whole system, decomposition
of a sophisticated system into a number of small computer models with similar functional complexity could take the
advantages of the skills of the integrated emulator. This opens the door to potentially very fruitful new multi-physics
approaches that split processes to facilitate surrogate modelling. Moreover, complex feed-back coupled systems could
be investigated more thoroughly using our framework.
References
Andrianakis, Y. & Challenor, P. G. (2009), Parameter Estimation and Prediction Using Gaussian Processes, Technical
report, University of Southampton.
Baptista, R., Marzouk, Y., Willcox, K. & Peherstorfer, B. (2018), ‘Optimal approximations of coupling in multidisci-
plinary models’, AIAA Journal 56(6), 2412–2428.
Chaudhuri, A., Lam, R. & Willcox, K. (2018), ‘Multifidelity uncertainty propagation via adaptive surrogates in coupled
multidisciplinary systems’, AIAA Journal 56(1), 235–249.
Dalbey, K. R. (2013), Efficient and Robust Gradient Enhanced Kriging Emulators, Technical Report SAND2013–7022,
Sandia National Laboratories: Albuquerque, NM, USA.
Fazeley, H., Taei, H., Naseh, H. & Mirshams, M. (2016), ‘A multi-objective, multidisciplinary design optimization
methodology for the conceptual design of a spacecraft bi-propellant propulsion system’, Structural and Multidisci-
plinary Optimization 53(1), 145–160.
Gu, M. & Berger, J. O. (2016), ‘Parallel partial Gaussian process emulation for computer models with massive output’,
The Annals of Applied Statistics 10(3), 1317–1347.
Gu, M., Wang, X. & Berger, J. O. (2018), ‘Robust Gaussian stochastic process emulation’, The Annals of Statistics
46(6A), 3038–3066.
Hawkins, E., Smith, R. S., Gregory, J. M. & Stainforth, D. A. (2016), ‘Irreducible uncertainty in near-term climate
projections’, Climate Dynamics 46(11-12), 3807–3819.
17
D. MING AND S. GUILLAS A PREPRINT - INTEGRATED EMULATOR
Jandarov, R., Haran, M., Bjørnstad, O. & Grenfell, B. (2014), ‘Emulating a gravity model to infer the spatiotemporal
dynamics of an infectious disease’, Journal of the Royal Statistical Society: Series C (Applied Statistics) 63(3), 423–
444.
Johnstone, R. H., Chang, E. T., Bardenet, R., De Boer, T. P., Gavaghan, D. J., Pathmanathan, P., Clayton, R. H. &
Mirams, G. R. (2016), ‘Uncertainty and variability in models of the cardiac action potential: Can we build trustworthy
models?’, Journal of Molecular and Cellular Cardiology 96, 49–62.
Kay, J. E., Deser, C., Phillips, A., Mai, A., Hannay, C., Strand, G., Arblaster, J. M., Bates, S., Danabasoglu, G. &
Edwards, J. (2015), ‘The Community Earth System Model (CESM) large ensemble project: A community resource
for studying climate change in the presence of internal climate variability’, Bulletin of the American Meteorological
Society 96(8), 1333–1349.
Kodiyalam, S., Yang, R., Gu, L. & Tho, C.-H. (2004), ‘Multidisciplinary design optimization of a vehicle system in a
scalable, high performance computing environment’, Structural and Multidisciplinary Optimization 26(3-4), 256–
263.
Kyzyurova, K. N., Berger, J. O. & Wolpert, R. L. (2018), ‘Coupling computer models through linking their statistical
emulators’, SIAM/ASA Journal on Uncertainty Quantification 6(3), 1151–1171.
Marque-Pucheu, S., Perrin, G. & Garnier, J. (2019), ‘Efficient sequential experimental design for surrogate modeling of
nested codes’, ESAIM: Probability and Statistics 23, 245–270.
Rainforth, T., Cornish, R., Yang, H., Warrington, A. & Wood, F. (2018), ‘On nesting Monte Carlo estimators’,
Proceedings of Machine Learning Research 80, 4267–4276.
Salmanidou, D., Guillas, S., Georgiopoulou, A. & Dias, F. (2017), ‘Statistical emulation of landslide-induced tsunamis
at the Rockall Bank, NE Atlantic’, Proceedings of the Royal Society A: Mathematical, Physical and Engineering
Sciences 473(2200), 20170026.
Sankararaman, S. & Mahadevan, S. (2012), ‘Likelihood-based approach to multidisciplinary analysis under uncertainty’,
Journal of Mechanical Design 134(3), 031008.
Sanson, F., Le Maitre, O. & Congedo, P. M. (2019), ‘Systems of Gaussian process models for directed chains of solvers’,
Computer Methods in Applied Mechanics and Engineering 352, 32–55.
Santiago, A., Aguado-Sierra, J., Zavala-Aké, M., Doste-Beltran, R., Gómez, S., Arís, R., Cajas, J. C., Casoni, E.
& Vázquez, M. (2018), ‘Fully coupled fluid-electro-mechanical model of the human heart for supercomputers’,
International Journal for Numerical Methods in Biomedical Engineering 34(12), e3140.
Santner, T. J., Williams, B. J., Notz, W. & Williams, B. J. (2003), The Design and Analysis of Computer Experiments,
Springer, New York.
Simpson, T. W., Mauery, T. M., Korte, J. J. & Mistree, F. (2001), ‘Kriging models for global approximation in
simulation-based multidisciplinary design optimization’, AIAA Journal 39(12), 2233–2241.
Stein, M. L. (1999), Interpolation of Spatial Data: Some Theory for Kriging, Springer, New York.
Tagade, P. M., Jeong, B.-M. & Choi, H.-L. (2013), ‘A Gaussian process emulator approach for rapid contaminant
characterization with an integrated multizone-CFD model’, Building and Environment 70, 232–244.
Thuiller, W., Guéguen, M., Renaud, J., Karger, D. N. & Zimmermann, N. E. (2019), ‘Uncertainty in ensembles of
global biodiversity scenarios’, Nature Communications 10(1), 1446.
Ulrich, T., Vater, S., Madden, E. H., Behrens, J., van Dinther, Y., van Zelst, I., Fielding, E. J., Liang, C. & Gabriel, A.-A.
(2019), ‘Coupled, physics-based modeling reveals earthquake displacements are critical to the 2018 Palu, Sulawesi
Tsunami’, Pure and Applied Geophysics 176(10), 4069–4109.
Zhao, W., Wang, Y. & Wang, C. (2018), ‘Multidisciplinary optimization of electric-wheel vehicle integrated chassis
system based on steady endurance performance’, Journal of Cleaner Production 186, 640–651.
18
D. MING AND S. GUILLAS A PREPRINT - INTEGRATED EMULATOR
Appendix A Animations of the Adaptive Design
(a) Example 1: 24 computer runs with the first 12 runs for the initial design
(b) Example 2: 50 computer runs with the first 24 runs for the initial design
Figure 16: Two examples of the integrated emulation for systems of two computer models (denoted by f1 and f2
respectively) using the adaptive design. (Top-left) GP emulator of f1 trained after each enrichment (i.e., computer model
run); (Top-right) GP emulator of f2 trained after each enrichment; (Bottom-left) integrated emulator trained after each
enrichment; (Bottom-right) NRMSEP of the integrated emulator after each enrichment: the dashed and dash-dot lines
represent the NRMSEP of the composite and integrated emulators trained with 12 (for example 1) or 25 (for example 2)
maximin Latin hypercube designing points. The animations can be viewed in Adobe Acrobat Reader DC.
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Appendix B Closed Form Expressions
B.1 Exponential Case
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where Φ(·) denotes the cumulative density function of the standard normal;
hζ (x1, x2) = exp
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For notational convenience, in the above result we replace the index variable l in the subscript of ψjl by k, and µk(xk)
and σk(xk) by µk and σk. This change of notation is also applied in the remainder of the supplement.
B.2 Squared Exponential Case
ξik =
1√
1 + 2σ2k/γ
2
k
exp
{
−
(
µk − wTik
)2
2σ2k + γ
2
k
}
,
ζijk =
1√
1 + 4σ2k/γ
2
k
exp
−
(
wTik+w
T
jk
2 − µk
)2
γ2k/2 + 2σ
2
k
−
(
wTik − wTjk
)2
2γ2k
 ,
ψjk =
1√
1 + 2σ2k/γ
2
k
exp
−
(
µk − wTjk
)2
2σ2k + γ
2
k
 2σ
2
kw
T
jk + γ
2
kµk
2σ2k + γ
2
k
.
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B.3 Matérn-1.5 Case
ξik = exp
{
3σ2k + 2
√
3γk
(
wTik − µk
)
2γ2k
}[
E>1 Λ11Φ
(
µA − wTik
σk
)
+ E>1 Λ12
σk√
2pi
exp
{
− (w
T
ik − µA)2
2σ2k
}]
+ exp
{
3σ2k − 2
√
3γk
(
wTik − µk
)
2γ2k
}[
E>2 Λ21Φ
(
wTik − µB
σk
)
+ E>2 Λ22
σk√
2pi
exp
{
− (w
T
ik − µB)2
2σ2k
}]
,
ζijk =

hζ
(
wTik, w
T
jk
)
, wTjk ≥ wTik ,
hζ
(
wTjk, w
T
ik
)
, wTjk < w
T
ik ,
ψjk = exp
3σ
2
k + 2
√
3γk
(
wTjk − µk
)
2γ2k

[
E>1 Λ61Φ
(
µA − wTjk
σk
)
+ E>1 Λ62
σk√
2pi
exp
{
− (w
T
jk − µA)2
2σ2k
}]
− exp
3σ
2
k − 2
√
3γk
(
wTjk − µk
)
2γ2k

[
E>2 Λ71Φ
(
wTjk − µB
σk
)
+ E>2 Λ72
σk√
2pi
exp
{
− (w
T
jk − µB)2
2σ2k
}]
,
where
hζ (x1, x2) = exp
{
6σ2k +
√
3γk (x1 + x2 − 2µk)
γ2k
}
×
[
E>3 Λ31Φ
(
µC − x2
σk
)
+ E>3 Λ32
σk√
2pi
exp
{
− (x2 − µC)
2
2σ2k
}]
+ exp
{
−
√
3 (x2 − x1)
γk
}[
E>4 Λ41
(
Φ
(
x2 − µk
σk
)
− Φ
(
x1 − µk
σk
))
+ E>4 Λ42
σk√
2pi
exp
{
− (x1 − µk)
2
2σ2k
}
−E>4 Λ43
σk√
2pi
exp
{
− (x2 − µk)
2
2σ2k
}]
+ exp
{
6σ2k −
√
3γk (x1 + x2 − 2µk)
γ2k
}
×
[
E>5 Λ51Φ
(
x1 − µD
σk
)
+ E>5 Λ52
σk√
2pi
exp
{
− (x1 − µD)
2
2σ2k
}]
and
• Λ11 = [1, µA]>, Λ12 = [0, 1]>, Λ21 = [1, −µB ]> and Λ22 = [0, 1]>;
• Λ31 = [1, µC , µ2C + σ2k]> and Λ32 = [0, 1, µC + x2]>;
• Λ41 = [1, µk, µ2k + σ2k]>, Λ42 = [0, 1, µk + x1]> and Λ43 = [0, 1, µk + x2]>;
• Λ51 = [1, −µD, µ2D + σ2k]> and Λ52 = [0, 1, −µD − x1]> ;
• Λ61 = [µA, µ2A + σ2k]> and Λ62 = [1, µA + wTjk]>;
• Λ71 = [−µB , µ2B + σ2k]> and Λ72 = [1, −µB − wTjk]>;
• E1 =
[
1−
√
3wTik
γk
,
√
3
γk
]>
and E2 =
[
1 +
√
3wTik
γk
,
√
3
γk
]>
;
• E3 =
[
1 +
3x1x2 −
√
3γk (x1 + x2)
γ2k
,
2
√
3γk − 3 (x1 + x2)
γ2k
,
3
γ2k
]>
;
• E4 =
[
1 +
√
3γk (x2 − x1)− 3x1x2
γ2k
,
3 (x1 + x2)
γ2k
, − 3
γ2k
]>
;
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• E5 =
[
1 +
3x1x2 +
√
3γk (x1 + x2)
γ2k
,
2
√
3γk + 3 (x1 + x2)
γ2k
,
3
γ2k
]>
;
• µA = µk −
√
3σ2k
γk
, µB = µk +
√
3σ2k
γk
, µC = µk − 2
√
3σ2k
γk
, µD = µk +
2
√
3σ2k
γk
.
B.4 Matérn-2.5 Case
ξik = exp
{
5σ2k + 2
√
5γk
(
wTik − µk
)
2γ2k
}[
E>1 Λ11Φ
(
µA − wTik
σk
)
+ E>1 Λ12
σk√
2pi
exp
{
− (w
T
ik − µA)2
2σ2k
}]
+ exp
{
5σ2k − 2
√
5γk
(
wTik − µk
)
2γ2k
}[
E>2 Λ21Φ
(
wTik − µB
σk
)
+ E>2 Λ22
σk√
2pi
exp
{
− (w
T
ik − µB)2
2σ2k
}]
,
ζijk =

hζ
(
wTik, w
T
jk
)
, wTjk ≥ wTik ,
hζ
(
wTjk, w
T
ik
)
, wTjk < w
T
ik ,
ψjk = exp
5σ
2
k + 2
√
5γk
(
wTjk − µk
)
2γ2k

[
E>1 Λ61Φ
(
µA − wTjk
σk
)
+ E>1 Λ62
σk√
2pi
exp
{
− (w
T
jk − µA)2
2σ2k
}]
− exp
5σ
2
k − 2
√
5γk
(
wTjk − µk
)
2γ2k

[
E>2 Λ71Φ
(
wTjk − µB
σk
)
+ E>2 Λ72
σk√
2pi
exp
{
− (w
T
jk − µB)2
2σ2k
}]
,
where
hζ (x1, x2) = exp
{
10σ2k +
√
5γk (x1 + x2 − 2µk)
γ2k
}
×
[
E>3 Λ31Φ
(
µC − x2
σk
)
+ E>3 Λ32
σk√
2pi
exp
{
− (x2 − µC)
2
2σ2k
}]
+ exp
{
−
√
5 (x2 − x1)
γk
}[
E>4 Λ41
(
Φ
(
x2 − µk
σk
)
− Φ
(
x1 − µk
σk
))
+ E>4 Λ42
σk√
2pi
exp
{
− (x1 − µk)
2
2σ2k
}
−E>4 Λ43
σk√
2pi
exp
{
− (x2 − µk)
2
2σ2k
}]
+ exp
{
10σ2k −
√
5γk (x1 + x2 − 2µk)
γ2k
}
×
[
E>5 Λ51Φ
(
x1 − µD
σk
)
+ E>5 Λ52
σk√
2pi
exp
{
− (x1 − µD)
2
2σ2k
}]
and
• Λ11 = [1, µA, µ2A + σ2k]> and Λ12 = [0, 1, µA + wTik]>;
• Λ21 = [1, −µB , µ2B + σ2k]> and Λ22 = [0, 1, −µB − wTik]>;
• Λ31 = [1, µC , µ2C + σ2k, µ3C + 3σ2kµC , µ4C + 6σ2kµ2C + 3σ4k]> ;
• Λ32 = [0, 1, µC + x2, µ2C + 2σ2k + x22 + µCx2, µ3C + x32 + x2µ2C + µCx22 + 3σ2kx2 + 5σ2kµC ]> ;
• Λ41 = [1, µk, µ2k + σ2k, µ3k + 3σ2kµk, µ4k + 6σ2kµ2k + 3σ4k]> ;
• Λ42 = [0, 1, µk + x1, µ2k + 2σ2k + x21 + µkx1, µ3k + x31 + x1µ2k + µkx21 + 3σ2kx1 + 5σ2kµk]> ;
• Λ43 = [0, 1, µk + x2, µ2k + 2σ2k + x22 + µkx2, µ3k + x32 + x2µ2k + µkx22 + 3σ2kx2 + 5σ2kµk]> ;
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• Λ51 = [1, −µD, µ2D + σ2k, −µ3D − 3σ2kµD, µ4D + 6σ2kµ2D + 3σ4k]> ;
• Λ52 = [0, 1, −µD − x1, µ2D + 2σ2k + x21 + µDx1, −µ3D − x31 − x1µ2D − µDx21 − 3σ2kx1 − 5σ2kµD]> ;
• Λ61 = [µA, µ2A + σ2k, µ3A + 3σ2kµA]> ;
• Λ62 = [1, µA + wTjk, µ2A + 2σ2k +
(
wTjk
)2
+ µAw
T
jk]
> ;
• Λ71 = [−µB , µ2B + σ2k, −µ3B − 3σ2kµB ]> ;
• Λ72 = [1, −µB − wTjk, µ2B + 2σ2k +
(
wTjk
)2
+ µBw
T
jk]
> ;
• E1 =
[
1−
√
5wTik
γk
+
5
(
wTik
)2
3γ2k
,
√
5
γk
− 10w
T
ik
3γ2k
,
5
3γ2k
]>
;
• E2 =
[
1 +
√
5wTik
γk
+
5
(
wTik
)2
3γ2k
,
√
5
γk
+
10wTik
3γ2k
,
5
3γ2k
]>
;
• E3 = [E30, E31, E32, E33, E34]> ;
• E4 = [E40, E41, E42, E43, E44]> ;
• E5 = [E50, E51, E52, E53, E54]> ;
• E30 =1 +
25x21x
2
2 − 3
√
5
(
3γ3k + 5γkx1x2
)
(x1 + x2) + 15γ
2
k
(
x21 + x
2
2 + 3x1x2
)
9γ4k
E31 =
18
√
5γ3k + 15
√
5γk
(
x21 + x
2
2
)− (75γ2k + 50x1x2) (x1 + x2) + 60√5γkx1x2
9γ4k
E32 =
5
[
5x21 + 5x
2
2 + 15γ
2
k − 9
√
5γk (x1 + x2) + 20x1x2
]
9γ4k
E33 =
10
(
3
√
5γk − 5x1 − 5x2
)
9γ4k
and E34 =
25
9γ4k
;
• E40 =1 +
25x21x
2
2 + 3
√
5
(
3γ3k − 5γkx1x2
)
(x2 − x1) + 15γ2k
(
x21 + x
2
2 − 3x1x2
)
9γ4k
E41 =
5
[
3
√
5γk
(
x22 − x21
)
+ 3γ2k (x1 + x2)− 10x1x2 (x1 + x2)
]
9γ4k
E42 =
5
[
5x21 + 5x
2
2 − 3γ2k − 3
√
5γk (x2 − x1) + 20x1x2
]
9γ4k
E43 =− 50 (x1 + x2)
9γ4k
and E44 =
25
9γ4k
;
• E50 =1 +
25x21x
2
2 + 3
√
5
(
3γ3k + 5γkx1x2
)
(x1 + x2) + 15γ
2
k
(
x21 + x
2
2 + 3x1x2
)
9γ4k
E51 =
18
√
5γ3k + 15
√
5γk
(
x21 + x
2
2
)
+ (75γ2k + 50x1x2) (x1 + x2) + 60
√
5γkx1x2
9γ4k
E52 =
5
[
5x21 + 5x
2
2 + 15γ
2
k + 9
√
5γk (x1 + x2) + 20x1x2
]
9γ4k
E53 =
10
(
3
√
5γk + 5x1 + 5x2
)
9γ4k
and E54 =
25
9γ4k
;
• µA = µk −
√
5σ2k
γk
, µB = µk +
√
5σ2k
γk
, µC = µk − 2
√
5σ2k
γk
, µD = µk +
2
√
5σ2k
γk
.
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Supplementary Materials – Proofs
S.1 Proof of Theorem 2.1
In this section, we prove Theorem 2.1 by considering not only the multiplicative form of the kernel function but also the
additive form given by
c(Xi, Xj) =
p∑
k=1
ck(Xik, Xjk).
S.1.1 Derivation of µI
We first derive the expression for µI . Let µg(W, z) and σ2g(W, z) be the mean and variance of the GP emulator ĝ.
Then, by the tower rule, we have
µI = E[µg(W, z)],
where the expectation is taken respect to W. Replace µg(W, z) by equation (4) with Assumption 1, we have
µI =E
[
W>θ̂ + h(z)>β̂ + r>(W, z)R−1
(
yT −wT θ̂ −H(zT )β̂
)]
=E
[
W>
]
θ̂ + h(z)>β̂ + E
[
r>(W, z)
]
R−1
(
yT −wT θ̂ −H(zT )β̂
)
=µ>θ̂ + h(z)>β̂ + I>A, (S1)
where
• µ = [µ1(x1), . . . , µd(xd)]> ∈ Rd×1 ;
• A = R−1
(
yT −wT θ̂ −H(zT )β̂
)
∈ Rm×1 ;
•
[
θ̂
>
, β̂
>]> def
==
(
H˜>R−1H˜
)−1
H˜>R−1yT with H˜ =
[
wT ,H(zT )
] ∈ Rm×(d+q);
• I = E [r(W, z)] ∈ Rm×1 with its i-th element:
Ii =E
[
c(W, wTi )c(z, z
T
i ) + η1{W=wTi }1{z=zTi }
]
=E
[
c(W, wTi )
]
c(z, zTi ) + ηE
[
1{W=wTi }
]
1{z=zTi }
=
d∏
k=1
E
[
ck(Wk, w
T
ik)
] p∏
k=1
ck(zk, z
T
ik)
=
d∏
k=1
ξik
p∏
k=1
ck(zk, z
T
ik)
in case of multiplicative form, and
Ii =E
[
c(W, wTi ) + c(z, z
T
i ) + η1{W=wTi }1{z=zTi }
]
=E
[
c(W, wTi )
]
+ c(z, zTi ) + ηE
[
1{W=wTi }
]
1{z=zTi }
=
d∑
k=1
E
[
ck(Wk, w
T
ik)
]
+
p∑
k=1
ck(zk, z
T
ik)
=
d∑
k=1
ξik +
p∑
k=1
ck(zk, z
T
ik)
in case of additive form, where
ξik
def
== E
[
ck(Wk, w
T
ik)
]
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and in the derivation above we use the independence of Wi=1,...,d and the fact that
E
[
1{W=wTi }
]
= P
[
W = wTi
]
= 0
for continuous random variables W.
S.1.2 Derivation of σ2I
We now derive the expression for the variance σ2I . Using the law of total variance, we have
σ2I =E
[
σ2g(W, z)
]
+ Var (µg(W, z))
=E
[
σ2g(W, z)
]
+ E
[
µ2g(W, z)
]− E [µg(W, z)]2
=E
[
σ2g(W, z)
]
+ E
[
µ2g(W, z)
]− µ2I . (S2)
1 Derivation of E
[
µ2g(W, z)
]
Replace µg(W, z) by equation (4), we have
µg(W, z) =
[
W>θ̂ + h(z)>β̂ + r>(W, z)R−1
(
yT −wT θ̂ −H(zT )β̂
)]2
=W>θ̂θ̂
>
W +
(
h(z)>β̂
)2
+ 2θ̂
>
Wh(z)>β̂
+ 2θ̂
>
Wr>(W, z)A + 2h(z)>β̂r>(W, z)A + r>(W, z)AA>r(W, z).
Then, we have
E
[
µg(W, z)
2
]
=E
[
W>θ̂θ̂
>
W
]
+
(
h(z)>β̂
)2
+ 2θ̂
>
E [W] h(z)>β̂
+ 2θ̂
>
E
[
Wr>(W, z)
]
A + 2h(z)>β̂E
[
r>(W, z)
]
A
+ E
[
r>(W, z)AA>r(W, z)
]
=E
[
W>θ̂θ̂
>
W
]
+
(
h(z)>β̂
)2
+ 2θ̂
>
µh(z)>β̂
+ 2θ̂
>
BA + 2h(z)>β̂I>A + E
[
r>(W, z)AA>r(W, z)
]
The first expectation in the above equation can be solved as follow:
E
[
W>θ̂θ̂
>
W
]
=tr
{
θ̂θ̂
>
var(W)
}
+ EW [W]> θ̂θ̂
>
EW [W]
=tr
{
θ̂θ̂
>
Ω
}
+ µ>θ̂θ̂
>
µ
=tr
{
θ̂θ̂
>
Ω
}
+ tr
{
θ̂θ̂
>
µµ>
}
=tr
{
θ̂θ̂
> (
µµ> + Ω
)}
.
The second expectation can be solved in a similar manner:
E
[
r>(W, z)AA>r(W, z)
]
=tr
{
E
[
r>(W, z)AA>r(W, z)
]}
=E
[
tr
{
r>(W, z)AA>r(W, z)
}]
=tr
{
AA>E
[
r(W, z)r>(W, z)
]}
=tr
{
AA>J
}
.
Thus, we obtain that
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E
[
µg(W, z)
2
]
=tr
{
θ̂θ̂
>
var(W)
}
+ E [W]> θ̂θ̂
>
E [W] +
(
h(z)>β̂
)2
+ 2θ̂
>
µh(z)>β̂
+ 2θ̂
>
BA + 2h(z)>β̂I>A + tr
{
AA>E
[
r(W, z)r>(W, z)
]}
=tr
{
θ̂θ̂
> (
µµ> + Ω
)}
+
(
h(z)>β̂
)2
+ 2θ̂
>
µh(z)>β̂
+ 2
[
θ̂
>
B + h(z)>β̂I>
]
A + tr
{
AA>J
}
,
where
• Ω = diag(σ21(x1), . . . , σ2d(xd)) ∈ Rd×d ;
• B = E [Wr>(W, z)] ∈ Rd×m with its lj-th element:
Blj =E
[
Wl
(
c(W, wTj )c(z, z
T
j ) + η1{W=wTj }1{z=zTj }
)]
=E
[
Wlc(W, w
T
j )
]
c(z, zTj ) + ηE
[
Wl1{W=wTj }
]
1{z=zTj }
=E
[
Wl
d∏
k=1
ck(Wk, w
T
jk)
]
p∏
k=1
ck(zk, z
T
jk)
=E
[
Wlcl(Wl, w
T
jl)
] d∏
k=1
k 6=l
E
[
ck(Wk, w
T
jk)
] p∏
k=1
ck(zk, z
T
jk)
=ψjl
d∏
k=1
k 6=l
ξjk
p∏
k=1
ck(zk, z
T
jk)
in case of multiplicative form, and
Blj =E
[
Wl
(
c(W, wTj ) + c(z, z
T
j ) + η1{W=wTj }1{z=zTj }
)]
=E
[
Wlc(W, w
T
j )
]
+ E [Wl] c(z, zTj ) + ηE
[
Wl1{W=wTj }
]
1{z=zTj }
=E
[
Wl
d∑
k=1
ck(Wk, w
T
jk)
]
+ µl
p∑
k=1
ck(zk, z
T
jk)
=E
[
Wlcl(Wl, w
T
jl)
]
+ µl
d∑
k=1
k 6=l
E
[
ck(Wk, w
T
jk)
]
+ µl
p∑
k=1
ck(zk, z
T
jk)
=ψjl + µl
d∑
k=1
k 6=l
ξjk + µl
p∑
k=1
ck(zk, z
T
jk)
in case of additive form, in which
ψjl
def
== E
[
Wlcl(Wl, w
T
jl)
]
;
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• J = E [r(W, z)r>(W, z)] ∈ Rm×m with its ij-th element:
Jij =E
[ (
c(W, wTi )c(z, z
T
i ) + η1{W=wTi }1{z=zTi }
)
×
(
c(W, wTj )c(z, z
T
j ) + η1{W=wTj }1{z=zTj }
) ]
=E
[
c(W, wTi )c(W, w
T
j )
]
c(z, zTi )c(z, z
T
j )
+ ηE
[
c(W, wTi )1{W=wTj }
]
cZ(z, zTi )1{z=zTj }
+ ηE
[
c(W, wTj )1{W=wTi }
]
cZ(z, zTj )1{z=zTi }
+ η2E
[
1{W=wTi }1{W=wTj }
]
1{z=zTi }1{z=zTj }
=
d∏
k=1
E
[
ck(Wk, w
T
ik)ck(Wk, w
T
jk)
] p∏
k=1
ck(zk, z
T
ik)ck(zk, z
T
jk)
=
d∏
k=1
ζijk
p∏
k=1
ck(zk, z
T
ik)ck(zk, z
T
jk)
in case of multiplicative form, and
Jij =E
[ (
c(W, wTi ) + c(z, z
T
i ) + η1{W=wTi }1{z=zTi }
)
×
(
c(W, wTj ) + c(z, z
T
j ) + η1{W=wTj }1{z=zTj }
) ]
=E
[
c(W, wTi )c(W, w
T
j )
]
+ E
[
c(W, wTi )
]
c(z, zTj )
+ E
[
c(W, wTj )
]
c(z, zTi ) + c(z, z
T
i )c(z, z
T
j )
=
d∑
k,l=1
k 6=l
E
[
ck(Wk, w
T
ik)
]
E
[
cl(Wl, w
T
jl)
]
+
d∑
k=1
E
[
ck(Wk, w
T
ik)ck(Wk, w
T
jk)
]
+
d∑
k=1
ξik
p∑
k=1
ck(zk, z
T
jk) +
d∑
k=1
ξjk
p∑
k=1
ck(zk, z
T
ik) +
p∑
k=1
ck(zk, z
T
ik)
p∑
k=1
ck(zk, z
T
jk)
=
d∑
k,l=1
k 6=l
ξikξjl +
d∑
k=1
ζijk +
d∑
k=1
ξik
p∑
k=1
ck(zk, z
T
jk)
+
d∑
k=1
ξjk
p∑
k=1
ck(zk, z
T
ik) +
p∑
k=1
ck(zk, z
T
ik)
p∑
k=1
ck(zk, z
T
jk)
in case of additive form, in which
ζijk
def
== E
[
ck(Wk, w
T
ik)ck(Wk, w
T
jk)
]
.
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2 Derivation of E
[
σ2g(W, z)
]
Replacing σ2g(W, z) by equation (5):
E
[
σ2g(·, ·)
]
=σ2 E
[
1 + η − r>(W, z)R−1r(W, z) +
(
h(W, z)− H˜>R−1r(W, z)
)>
×
(
H˜>R−1H˜
)−1 (
h(W, z)− H˜>R−1r(W, z)
) ]
=σ2 (1 + η) + σ2 E
[
h>(W, z)
(
H˜>R−1H˜
)−1
h(W, z)
+ r>(W, z)
{
R−1H˜
(
H˜>R−1H˜
)−1
H˜>R−1 −R−1
}
r(W, z)
− 2tr
{
h>(W, z)
(
H˜>R−1H˜
)−1
H˜>R−1r(W, z)
}]
=σ2 (1 + η) + σ2 E
[
h>(W, z)
(
H˜>R−1H˜
)−1
h(W, z)
]
+ σ2 E
[
r>(W, z)
{
R−1H˜
(
H˜>R−1H˜
)−1
H˜>R−1 −R−1
}
r(W, z)
]
− 2σ2 E
[
tr
{
h>(W, z)
(
H˜>R−1H˜
)−1
H˜>R−1r(W, z)
}]
=σ2
[
1 + η + tr {CP}+ G>CG + tr {QJ} − 2tr
{
CH˜>R−1K
}]
,
where
• C =
(
H˜>R−1H˜
)−1
∈ R(d+q)×(d+q) with H˜ = [wT ,H(zT )] ∈ Rm×(d+q);
• P = Var [h(W, z)] = Var
[(
W>, h(z)>
)>]
= blkdiag(Ω, 0) ∈ R(d+q)×(d+q) ;
• G = E [h(W, z)] = E
[(
W>, h(z)>
)>]
= [µ>, h(z)>]> ∈ R(d+q)×1 ;
• Q = R−1H˜
(
H˜>R−1H˜
)−1
H˜>R−1 −R−1 ∈ Rm×m ;
and
K = E
[
h(W, z)r>(W, z)
]>
=
[
B>, Ih(z)>
] ∈ Rm×(d+q).
3 Derivation of µ2I
Using equation (4), we have
µ2I =
(
µ>θ̂ + h(z)>β̂ + I>A
)(
µ>θ̂ + h(z)>β̂ + I>A
)>
=
(
µ>θ̂ + h(z)>β̂ + I>A
)(
θ̂
>
µ + β̂
>
h(z) + A>I
)
=µ>θ̂θ̂
>
µ +
(
h(z)>β̂
)2
+ I>AA>I + 2θ̂
>
µh(z)>β̂ + 2θ̂
>
µI>A + 2h(z)>β̂I>A
=tr
{
θ̂θ̂
>
µµ>
}
+
(
h(z)>β̂
)2
+ tr
{
AA>II>
}
+ 2θ̂
>
µh(z)>β̂ + 2
[
θ̂
>
µ + h(z)>β̂
]
I>A
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Finally, we obtain the expression for (S2), which is given by
σ2I =tr
{
AA>J
}− tr{AA>II>}+ 2θ̂>BA− 2θ̂>µI>A + tr{θ̂θ̂>Ω}
+ σ2
(
1 + η + tr {CP}+ G>CG + tr {QJ} − 2tr
{
CH˜>R−1K
})
=A>
(
J− II>)A + 2θ̂> (B− µI>)A + tr{θ̂θ̂>Ω}
+ σ2
(
1 + η + tr {QJ}+ G>CG + tr
{
CP− 2CH˜>R−1K
})
. (S3)
This together with equation (S1) completes the proof. In case that the trend is assumed constant, the expressions for µI
and σ2I can be simplified to the following:
µI =
(
1>mR
−11m
)−1
1>mR
−1yT + I>A,
σ2I =A
> (J− II>)A + σ2 (1 + η + tr {QJ}+ C− tr{2C1>mR−1I}) ,
where
• A = R−1
(
yT − 1m
(
1>mR
−11m
)−1
1>mR
−1yT
)
;
• Q = R−11mC1>mR−1 −R−1;
• C = (1>mR−11m)−1.
S.2 Proof of Proposition 2.2
Lemma S.2.1 Denote
Γ[m] =
∫ a
b
xm
σ
√
2pi
exp
{
− (x− µ)
2
2σ2
}
dx
for m ∈ N0 , where a ∈ R , b ∈ R , µ ∈ R and σ ∈ R≥0 . Then, we have
Γ[0] =Φ
(
a− µ
σ
)
− Φ
(
b− µ
σ
)
,
Γ[1] =µ
[
Φ
(
a− µ
σ
)
− Φ
(
b− µ
σ
)]
+
σ√
2pi
[
exp
{
− (b− µ)
2
2σ2
}
− exp
{
− (a− µ)
2
2σ2
}]
,
Γ[2] =
(
µ2 + σ2
) [
Φ
(
a− µ
σ
)
− Φ
(
b− µ
σ
)]
+
(µ+ b)σ√
2pi
exp
{
− (b− µ)
2
2σ2
}
− (µ+ a)σ√
2pi
exp
{
− (a− µ)
2
2σ2
}
,
Γ[3] =
(
µ3 + 3µσ2
) [
Φ
(
a− µ
σ
)
− Φ
(
b− µ
σ
)]
+
(b2 + µb+ µ2 + 2σ2)σ√
2pi
exp
{
− (b− µ)
2
2σ2
}
− (a
2 + µa+ µ2 + 2σ2)σ√
2pi
exp
{
− (a− µ)
2
2σ2
}
,
Γ[4] =
(
µ4 + 3σ4 + 6µ2σ2
) [
Φ
(
a− µ
σ
)
− Φ
(
b− µ
σ
)]
+
(b3 + µ3 + µ2b+ µb2 + 3σ2b+ 5σ2µ)σ√
2pi
exp
{
− (b− µ)
2
2σ2
}
− (a
3 + µ3 + µ2a+ µa2 + 3σ2a+ 5σ2µ)σ√
2pi
exp
{
− (a− µ)
2
2σ2
}
,
where Φ(·) denotes the cumulative density function of the standard normal.
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Proof Denote
κ[m] =
∫ s
t
xm√
2pi
exp
{
−x
2
2
}
dx
for m ∈ N0 , where s ∈ R and t ∈ R . Then via integration by parts, we have
κ[m] =
1√
2pi
(
−xm−1e− x
2
2
∣∣∣∣s
t
+ (m− 1)
∫ s
t
xm−2e−
x2
2 dx
)
=
1√
2pi
(
tm−1e−
t2
2 − sm−1e− s
2
2
)
+ (m− 1)
∫ s
t
xm−2e−
x2
2 dx
=
1√
2pi
(
tm−1e−
t2
2 − sm−1e− s
2
2
)
+ (m− 1)κ[m− 2].
Thus, we have
κ[0] =
∫ s
t
1√
2pi
exp
{
−x
2
2
}
dx = Φ(s)− Φ(t), (S4)
κ[1] =
∫ s
t
x√
2pi
exp
{
−x
2
2
}
dx
=− 1√
2pi
e−
x2
2
∣∣∣∣s
t
=
1√
2pi
(
e−
t2
2 − e− s
2
2
)
, (S5)
κ[2] =
1√
2pi
(
te−
t2
2 − se− s
2
2
)
+ κ[0]
=
1√
2pi
(
te−
t2
2 − se− s
2
2
)
+ Φ(s)− Φ(t), (S6)
and
κ[3] =
1√
2pi
(
t2e−
t2
2 − s2e− s
2
2
)
+ 2κ[1]
=
1√
2pi
(
t2e−
t2
2 − s2e− s
2
2
)
+
2√
2pi
(
e−
t2
2 − e− s
2
2
)
, (S7)
κ[4] =
1√
2pi
(
t3e−
t2
2 − s3e− s
2
2
)
+ 3κ[2]
=
1√
2pi
(
t3e−
t2
2 − s3e− s
2
2
)
+
3√
2pi
(
te−
t2
2 − se− s
2
2
)
+ 3 [Φ(s)− Φ(t)] , (S8)
where Φ(·) denotes the cumulative density function of the standard normal.
Denote
Γ[m] =
∫ a
b
xm
σ
√
2pi
exp
{
− (x− µ)
2
2σ2
}
dx
for m ∈ N0 , where a ∈ R , b ∈ R , µ ∈ R and σ ∈ R≥0 . Let
s =
x− µ
σ
,
then we have
Γ[m] =
∫ a−µ
σ
b−µ
σ
(σs+ µ)m√
2pi
exp
{
−s
2
2
}
ds
for m ∈ N0 . The lemma is subsequently proved by using equations (S4), (S5), (S6), (S7) and (S8) for all m ∈
{0, . . . , 4}. 
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S.2.1 Derivation for Exponential Case
1 Derivation of ξik
ξik =E
[
ck(Wk, w
T
ik)
]
=
∫
exp
{
−|w − w
T
ik|
γk
}
1
σk
√
2pi
exp
{
− (w − µk)
2
2σ2k
}
dw
=
∫ +∞
wTik
1
σk
√
2pi
exp
{
−w − w
T
ik
γk
− (w − µk)
2
2σ2k
}
dw +
∫ wTik
−∞
1
σk
√
2pi
exp
{
w − wTik
γk
− (w − µk)
2
2σ2k
}
dw
= exp
{
σ2k + 2γk
(
wTik − µk
)
2γ2k
}∫ +∞
wTik
1
σk
√
2pi
exp
{
− (w − µA)
2
2σ2k
}
dw
+ exp
{
σ2k − 2γk
(
wTik − µk
)
2γ2k
}∫ wTik
−∞
1
σk
√
2pi
exp
{
− (w − µB)
2
2σ2k
}
dw,
where the last step is obtained by completing the square. Using Lemma S.2.1, we then have
ξik = exp
{
σ2k + 2γk
(
wTik − µk
)
2γ2k
}
Φ
(
µA − wTik
σk
)
+ exp
{
σ2k − 2γk
(
wTik − µk
)
2γ2k
}
Φ
(
wTik − µB
σk
)
,
where
µA = µk − σ
2
k
γk
and µB = µk +
σ2k
γk
.
2 Derivation of ζijk
ζijk =E
[
ck(Wk, w
T
ik)ck(Wk, w
T
jk)
]
=
∫
1
σk
√
2pi
exp
{
−|w − w
T
ik|
γk
− |w − w
T
jk|
γk
− (w − µk)
2
2σ2k
}
dw
=
∫ +∞
wTjk
1
σk
√
2pi
exp
{
−w − w
T
ik
γk
− w − w
T
jk
γk
− (w − µk)
2
2σ2k
}
dw (S9)
+
∫ wTjk
wTik
1
σk
√
2pi
exp
{
−w − w
T
ik
γk
− w
T
jk − w
γk
− (w − µk)
2
2σ2k
}
dw (S10)
+
∫ wTik
−∞
1
σk
√
2pi
exp
{
−w
T
ik − w
γk
− w
T
jk − w
γk
− (w − µk)
2
2σ2k
}
dw, (S11)
where wTik ≤ wTjk is assumed.
By completing the square, term (S9) can be rewritten as follow:
(S9) = exp
2σ
2
k + γk
(
wTik + w
T
jk − 2µk
)
γ2k

∫ +∞
wTjk
1
σk
√
2pi
exp
{
− (w − µC)
2
2σ2k
}
dw,
where
µC = µk − 2σ
2
k
γk
.
Then by Lemma S.2.1, we obtain
(S9) = exp
2σ
2
k + γk
(
wTik + w
T
jk − 2µk
)
γ2k
Φ
(
µC − wTjk
σk
)
.
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Since term (S11) can be rewritten as
(S11) =
∫ wTik
−∞
1
σk
√
2pi
exp
{
−w
T
ik − w
γk
− w
T
jk − w
γk
− (w − µk)
2
2σ2k
}
dw
=
∫ +∞
−wTik
1
σk
√
2pi
exp
{
−w + w
T
ik
γk
− w + w
T
jk
γk
− (w + µk)
2
2σ2k
}
dw,
the form of which allows us to obtain solution of term (S11) by simply using that of term (S9). Thus, we have
(S11) = exp
2σ
2
k − γk
(
wTik + w
T
jk − 2µk
)
γ2k
Φ
(
wTik − µD
σk
)
,
where
µD = µk +
2σ2k
γk
.
Term (S10) is obtained as follow:
(S10) =
∫ wTjk
wTik
1
σk
√
2pi
exp
{
−w
T
jk − wTik
γk
− (w − µk)
2
2σ2k
}
dw
= exp
{
−w
T
jk − wTik
γk
}∫ wTjk
wTik
1
σk
√
2pi
exp
{
− (w − µk)
2
2σ2k
}
dw
= exp
{
−w
T
jk − wTik
γk
}[
Φ
(
wTjk − µk
σk
)
− Φ
(
wTik − µk
σk
)]
,
where the last step uses Lemma S.2.1. Therefore, we obtain that
ζijk = exp
2σ
2
k + γk
(
wTik + w
T
jk − 2µk
)
γ2k
Φ
(
µC − wTjk
σk
)
+ exp
{
−w
T
jk − wTik
γk
}[
Φ
(
wTjk − µk
σk
)
− Φ
(
wTik − µk
σk
)]
+ exp
2σ
2
k − γk
(
wTik + w
T
jk − 2µk
)
γ2k
Φ
(
wTik − µD
σk
)
(S12)
for wTik ≤ wTjk. Observe that
E
[
ck(Wk, w
T
ik)ck(Wk, w
T
jk)
]
= E
[
ck(Wk, w
T
jk)ck(Wk, w
T
ik)
]
,
Thus, the expression for ζijk when wTik > w
T
jk is obtained by simply interchanging the positions of w
T
ik and w
T
jk in
formula (S12).
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3 Derivation of ψjk
ψjk =E
[
Wkck(Wk, w
T
jk)
]
=
∫
exp
{
−|w − w
T
jk|
γk
}
w
σk
√
2pi
exp
{
− (w − µk)
2
2σ2k
}
dw
=
∫ +∞
wTjk
w
σk
√
2pi
exp
{
−w − w
T
jk
γk
− (w − µk)
2
2σ2k
}
dw +
∫ wTjk
−∞
w
σk
√
2pi
exp
{
w − wTjk
γk
− (w − µk)
2
2σ2k
}
dw
= exp
σ
2
k + 2γk
(
wTjk − µk
)
2γ2k

∫ +∞
wTjk
w
σk
√
2pi
exp
{
− (w − µA)
2
2σ2k
}
dw
+ exp
σ
2
k − 2γk
(
wTjk − µk
)
2γ2k

∫ wTjk
−∞
w
σk
√
2pi
exp
{
− (w − µB)
2
2σ2k
}
dw,
where the last step is obtained by completing the square.
Thus, by Lemma S.2.1 we have
ψjk = exp
σ
2
k + 2γk
(
wTjk − µk
)
2γ2k

µAΦ(µA − wTjk
σk
)
+
σk√
2pi
exp
−
(
wTjk − µA
)2
2σ2k


+ exp
σ
2
k − 2γk
(
wTjk − µk
)
2γ2k

−µBΦ(wTjk − µB
σk
)
+
σk√
2pi
exp
−
(
wTjk − µB
)2
2σ2k

 .
S.2.2 Derivation for Squared Exponential Case
1 Derivation of ξik
ξik =E
[
ck(Wk, w
T
ik)
]
=
∫
exp
{
−
(
w − wTik
γk
)2}
1
σk
√
2pi
exp
{
− (w − µk)
2
2σ2k
}
dw
=
∫
1
σk
√
2pi
exp
{
−
(
w − wTik
)2
γ2k
− (w − µk)
2
2σ2k
}
dw
= exp
{
−
(
µk − wTik
)2
2σ2k + γ
2
k
}∫
1
σk
√
2pi
exp
{
−2σ
2
k + γ
2
k
2σ2kγ
2
k
[
w − 2σ
2
kw
T
ik + γ
2
kµk
2σ2k + γ
2
k
]2}
dw,
where the last step is obtained by completing the square. Consequently,
ξik =
1√
1 + 2σ2k/γ
2
k
exp
{
−
(
µk − wTik
)2
2σ2k + γ
2
k
}∫ √
2σ2k + γ
2
k
σkγk
√
2pi
exp
{
−2σ
2
k + γ
2
k
2σ2kγ
2
k
[
w − 2σ
2
kw
T
ik + γ
2
kµk
2σ2k + γ
2
k
]2}
dw
=
1√
1 + 2σ2k/γ
2
k
exp
{
−
(
µk − wTik
)2
2σ2k + γ
2
k
}
,
where the last step uses the fact that the integral in the first step equals to one because it integrates the probability
density function of a normal distribution with mean and variance equal to
2σ2kw
T
ik + γ
2
kµk
2σ2k + γ
2
k
and
σ2kγ
2
k
2σ2k + γ
2
k
respectively.
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2 Derivation of ζijk
ζijk =E
[
ck(Wk, w
T
ik)ck(Wk, w
T
jk)
]
=
∫
1
σk
√
2pi
exp
−
(
w − wTik
)2
γ2k
−
(
w − wTjk
)2
γ2k
− (w − µk)
2
2σ2k
dw.
By applying the completing in square, we can obtain the following:
ζijk =
1√
1 + 4σ2k/γ
2
k
exp
−
(
wTik+w
T
jk
2 − µk
)2
γ2k/2 + 2σ
2
k
−
(
wTik − wTjk
)2
2γ2k

∫
1
σ∗
√
2pi
exp
{
− (w − µ∗)
2
2σ2∗
}
dw,
where
µ∗ =
2σ2k
(
wTik + w
T
jk
)
+ γ2kµk
4σ2k + γ
2
k
and σ2∗ =
σ2kγ
2
k
4σ2k + γ
2
k
.
Thus, we have
ζijk =
1√
1 + 4σ2k/γ
2
k
exp
−
(
wTik+w
T
jk
2 − µk
)2
γ2k/2 + 2σ
2
k
−
(
wTik − wTjk
)2
2γ2k
 .
3 Derivation of ψjk
ψjk = E
[
Wkck(Wk, w
T
jk)
]
=
∫
w
σk
√
2pi
exp
−
(
w − wTjk
)2
γ2k
− (w − µk)
2
2σ2k
dw
=
1√
1 + 2σ2k/γ
2
k
exp
−
(
µk − wTjk
)2
2σ2k + γ
2
k

∫
w
σ∗
√
2pi
exp
{
− (w − µ∗)
2
2σ2∗
}
dw,
where the last step is obtained by completing in square; and
µ∗ =
2σ2kw
T
jk + γ
2
kµk
2σ2k + γ
2
k
and σ2∗ =
σ2kγ
2
k
2σ2k + γ
2
k
.
Realising that the integral ∫
w
σ∗
√
2pi
exp
{
− (w − µ∗)
2
2σ2∗
}
dw
is in fact the expectation of a normal random variable with mean µ∗ and variance σ2∗ , we have
ψjk =
1√
1 + 2σ2k/γ
2
k
exp
−
(
µk − wTjk
)2
2σ2k + γ
2
k
 2σ
2
kw
T
jk + γ
2
kµk
2σ2k + γ
2
k
.
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S.2.3 Derivation for Matérn-1.5 Case
1 Derivation of ξik
ξik =E
[
ck(Wk, w
T
ik)
]
=
∫ (
1 +
√
3|w − wTik|
γk
)
1
σk
√
2pi
exp
{
−
√
3|w − wTik|
γk
− (w − µk)
2
2σ2k
}
dw
=
∫ +∞
wTik
(
1 +
√
3
(
w − wTik
)
γk
)
1
σk
√
2pi
exp
{
−
√
3
(
w − wTik
)
γk
− (w − µk)
2
2σ2k
}
dw (S13)
+
∫ wTik
−∞
(
1 +
√
3
(
wTik − w
)
γk
)
1
σk
√
2pi
exp
{√
3
(
w − wTik
)
γk
− (w − µk)
2
2σ2k
}
dw. (S14)
We first calculate term (S13) by completing in square:
(S13) = exp
{
3σ2k + 2
√
3γk
(
wTik − µk
)
2γ2k
}∫ +∞
wTik
[E11w + E10]
1
σk
√
2pi
exp
{
− (w − µA)
2
2σ2k
}
,
where
E10 = 1−
√
3wTik
γk
, E11 =
√
3
γk
and µA = µk −
√
3σ2k
γk
.
By Lemma S.2.1, we then obtain
(S13) = exp
{
3σ2k + 2
√
3γk
(
wTik − µk
)
2γ2k
}[
E>1 Λ11Φ
(
µA − wTik
σk
)
+ E>1 Λ12
σk√
2pi
exp
{
− (w
T
ik − µA)2
2σ2k
}]
,
where
E1 = [E10, E11]
>, Λ11 = [1, µA]> and Λ12 = [0, 1]>.
Term (S14) can be rewritten as follow:
(S14) =
∫ wTik
−∞
(
1 +
√
3
(
wTik − w
)
γk
)
1
σk
√
2pi
exp
{√
3
(
w − wTik
)
γk
− (w − µk)
2
2σ2k
}
dw
=
∫ +∞
−wTik
(
1 +
√
3
(
w + wTik
)
γk
)
1
σk
√
2pi
exp
{
−
√
3
(
w + wTik
)
γk
− (w + µk)
2
2σ2k
}
dw,
the form of which allows us to obtain solution of term (S14) by simply using that of term (S13). Thus, we have
(S14) = exp
{
3σ2k − 2
√
3γk
(
wTik − µk
)
2γ2k
}[
E>2 Λ21Φ
(
wTik − µB
σk
)
+ E>2 Λ22
σk√
2pi
exp
{
− (w
T
ik − µB)2
2σ2k
}]
,
where
E2 = [E20, E21]
>, Λ21 = [1, −µB ]> and Λ22 = [0, 1]>
with
E20 = 1 +
√
3wTik
γk
, E21 =
√
3
γk
and µB = µk +
√
3σ2k
γk
.
Finally, we have
ξik = exp
{
3σ2k + 2
√
3γk
(
wTik − µk
)
2γ2k
}[
E>1 Λ11Φ
(
µA − wTik
σk
)
+ E>1 Λ12
σk√
2pi
exp
{
− (w
T
ik − µA)2
2σ2k
}]
+ exp
{
3σ2k − 2
√
3γk
(
wTik − µk
)
2γ2k
}[
E>2 Λ21Φ
(
wTik − µB
σk
)
+ E>2 Λ22
σk√
2pi
exp
{
− (w
T
ik − µB)2
2σ2k
}]
.
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2 Derivation of ζijk
ζijk =E
[
ck(Wk, w
T
ik)ck(Wk, w
T
jk)
]
=
∫ (
1 +
√
3|w − wTik|
γk
)(
1 +
√
3|w − wTjk|
γk
)
× 1
σk
√
2pi
exp
{
−
√
3|w − wTik|+
√
3|w − wTjk|
γk
− (w − µk)
2
2σ2k
}
dw.
Assume that wTik ≤ wTjk , we have
ζijk =
∫ +∞
wTjk
(
1 +
√
3(w − wTik)
γk
)(
1 +
√
3(w − wTjk)
γk
)
× 1
σk
√
2pi
exp
{
−
√
3(w − wTik) +
√
3(w − wTjk)
γk
− (w − µk)
2
2σ2k
}
dw (S15)
+
∫ wTjk
wTik
(
1 +
√
3(w − wTik)
γk
)(
1 +
√
3(wTjk − w)
γk
)
× 1
σk
√
2pi
exp
{
−
√
3(w − wTik) +
√
3(wTjk − w)
γk
− (w − µk)
2
2σ2k
}
dw (S16)
+
∫ wTik
−∞
(
1 +
√
3(wTik − w)
γk
)(
1 +
√
3(wTjk − w)
γk
)
× 1
σk
√
2pi
exp
{
−
√
3(wTik − w) +
√
3(wTjk − w)
γk
− (w − µk)
2
2σ2k
}
dw. (S17)
We first calculate term (S15) by expanding the product of two brackets after the integral sign:
(S15) =
∫ +∞
wTjk
(E32w
2 + E31w + E30)
1
σk
√
2pi
exp
{
−
√
3(w − wTik) +
√
3(w − wTjk)
γk
− (w − µk)
2
2σ2k
}
dw,
where
E30 = 1 +
3wTikw
T
jk −
√
3γk
(
wTik + w
T
jk
)
γ2k
, E31 =
2
√
3γk − 3
(
wTik + w
T
jk
)
γ2k
and E32 =
3
γ2k
.
Then by completing in square, we have
(S15) = exp
6σ
2
k +
√
3γk
(
wTik + w
T
jk − 2µk
)
γ2k

×
∫ +∞
wTjk
(E32w
2 + E31w + E30)
1
σk
√
2pi
exp
{
− (w − µC)
2
2σ2k
}
dw,
where
µC = µk − 2
√
3
σ2k
γk
.
Using Lemma S.2.1 and arranging terms, we obtain
(S15) = exp
6σ
2
k +
√
3γk
(
wTik + w
T
jk − 2µk
)
γ2k

×
[
E>3 Λ31Φ
(
µC − wTjk
σk
)
+ E>3 Λ32
σk√
2pi
exp
{
− (w
T
jk − µC)2
2σ2k
}]
,
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where
E3 = [E30, E31, E32]
>, Λ31 = [1, µC , µ2C + σ
2
k]
> and Λ32 = [0, 1, µC + wTjk]
>.
The derivation of term (S16) is analogue to that of term (S15). By expanding the product of two brackets after the
integral sign, we have
(S16) =
∫ wTjk
wTik
(E42w
2 + E41w + E40)
1
σk
√
2pi
exp
{
−
√
3(w − wTik) +
√
3(wTjk − w)
γk
− (w − µk)
2
2σ2k
}
dw,
where
E40 = 1 +
√
3γk
(
wTjk − wTik
)
− 3wTikwTjk
γ2k
, E41 =
3
(
wTik + w
T
jk
)
γ2k
and E42 = − 3
γ2k
.
Then by completing in square, we have
(S16) = exp
−
√
3
(
wTjk − wTik
)
γk

∫ wTjk
wTik
(E42w
2 + E41w + E40)
1
σk
√
2pi
exp
{
− (w − µk)
2
2σ2k
}
dw.
Using Lemma S.2.1 and arranging terms, we obtain
(S16) = exp
−
√
3
(
wTjk − wTik
)
γk

[
E>4 Λ41
(
Φ
(
wTjk − µk
σk
)
− Φ
(
wTik − µk
σk
))
+ E>4 Λ42
σk√
2pi
exp
{
− (w
T
ik − µk)2
2σ2k
}
−E>4 Λ43
σk√
2pi
exp
{
− (w
T
jk − µk)2
2σ2k
}]
,
where
E4 = [E40, E41, E42]
>, Λ41 = [1, µk, µ2k+σ
2
k]
>, Λ42 = [0, 1, µk+wTik]
> and Λ43 = [0, 1, µk+wTjk]
>.
Term (S17) can then be computed in the following way:
(S17) =
∫ wTik
−∞
(
1 +
√
3(wTik − w)
γk
)(
1 +
√
3(wTjk − w)
γk
)
× 1
σk
√
2pi
exp
{
−
√
3(wTik − w) +
√
3(wTjk − w)
γk
− (w − µk)
2
2σ2k
}
dw
=
∫ +∞
−wTik
(
1 +
√
3(w + wTik)
γk
)(
1 +
√
3(w + wTjk)
γk
)
× 1
σk
√
2pi
exp
{
−
√
3(w + wTik) +
√
3(w + wTjk)
γk
− (w + µk)
2
2σ2k
}
dw,
the form of which allows us to obtain solution of term (S17) by simply using that of term (S15). Thus, we have
(S17) = exp
6σ
2
k −
√
3γk
(
wTik + w
T
jk − 2µk
)
γ2k

×
[
E>5 Λ51Φ
(
wTik − µD
σk
)
+ E>5 Λ52
σk√
2pi
exp
{
− (w
T
ik − µD)2
2σ2k
}]
,
where
E5 = [E50, E51, E52]
>, Λ51 = [1, −µD, µ2D + σ2k]> and Λ52 = [0, 1, −µD − wTik]>
with
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• E50 = 1 +
3wTikw
T
jk +
√
3γk
(
wTik + w
T
jk
)
γ2k
and E51 =
2
√
3γk + 3
(
wTik + w
T
jk
)
γ2k
;
• E52 = 3
γ2k
and µD = µk + 2
√
3
σ2k
γk
.
Therefore, the expression for ζijk when wTik ≤ wTjk is given by
ζijk = exp
6σ
2
k +
√
3γk
(
wTik + w
T
jk − 2µk
)
γ2k

×
[
E>3 Λ31Φ
(
µC − wTjk
σk
)
+ E>3 Λ32
σk√
2pi
exp
{
− (w
T
jk − µC)2
2σ2k
}]
+ exp
−
√
3
(
wTjk − wTik
)
γk

[
E>4 Λ41
(
Φ
(
wTjk − µk
σk
)
− Φ
(
wTik − µk
σk
))
+ E>4 Λ42
σk√
2pi
exp
{
− (w
T
ik − µk)2
2σ2k
}
−E>4 Λ43
σk√
2pi
exp
{
− (w
T
jk − µk)2
2σ2k
}]
+ exp
6σ
2
k −
√
3γk
(
wTik + w
T
jk − 2µk
)
γ2k

×
[
E>5 Λ51Φ
(
wTik − µD
σk
)
+ E>5 Λ52
σk√
2pi
exp
{
− (w
T
ik − µD)2
2σ2k
}]
.
Observe that
E
[
ck(Wk, w
T
ik)ck(Wk, w
T
jk)
]
= E
[
ck(Wk, w
T
jk)ck(Wk, w
T
ik)
]
.
Thus, the expression for ζijk when wTik > w
T
jk is obtained by simply interchanging the positions of w
T
ik and w
T
jk in the
above formula of ζijk when wTik ≤ wTjk.
3 Derivation of ψjk
ψjk =E
[
Wkck(Wk, w
T
jk)
]
=
∫
w
(
1 +
√
3|w − wTjk|
γk
)
1
σk
√
2pi
exp
{
−
√
3|w − wTjk|
γk
− (w − µk)
2
2σ2k
}
dw
=
∫ +∞
wTjk
w +
√
3w
(
w − wTjk
)
γk
 1
σk
√
2pi
exp
−
√
3
(
w − wTjk
)
γk
− (w − µk)
2
2σ2k
 dw (S18)
+
∫ wTjk
−∞
w +
√
3w
(
wTjk − w
)
γk
 1
σk
√
2pi
exp

√
3
(
w − wTjk
)
γk
− (w − µk)
2
2σ2k
dw. (S19)
We first calculate term (S18) by arranging the terms in the bracket after the integral sign and completing in square:
(S18) = exp
3σ
2
k + 2
√
3γk
(
wTjk − µk
)
2γ2k

∫ +∞
wTjk
[
E11w
2 + E10w
] 1
σk
√
2pi
exp
{
− (w − µA)
2
2σ2k
}
.
By Lemma S.2.1, we then obtain
(S18) = exp
3σ
2
k + 2
√
3γk
(
wTjk − µk
)
2γ2k

[
E>1 Λ61Φ
(
µA − wTjk
σk
)
+ E>1 Λ62
σk√
2pi
exp
{
− (w
T
jk − µA)2
2σ2k
}]
,
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where
Λ61 = [µA, µ
2
A + σ
2
k]
> and Λ62 = [1, µA + wTjk]
>.
Term (S19) can be rewritten as follow:
(S19) =
∫ wTjk
−∞
1 +
√
3
(
wTjk − w
)
γk
 w
σk
√
2pi
exp

√
3
(
w − wTjk
)
γk
− (w − µk)
2
2σ2k
 dw
=−
∫ +∞
−wTjk
1 +
√
3
(
w + wTjk
)
γk
 w
σk
√
2pi
exp
−
√
3
(
w + wTjk
)
γk
− (w + µk)
2
2σ2k
dw,
the form of which allows us to obtain the solution of term (S19) by simply using that of term (S18). Thus, we have
(S19) = − exp
3σ
2
k − 2
√
3γk
(
wTjk − µk
)
2γ2k

×
[
E>2 Λ71Φ
(
wTjk − µB
σk
)
+ E>2 Λ72
σk√
2pi
exp
{
− (w
T
jk − µB)2
2σ2k
}]
,
where
Λ71 = [−µB , µ2B + σ2k]> and Λ72 = [1, −µB − wTjk]>.
Finally, we have
ψjk = exp
3σ
2
k + 2
√
3γk
(
wTjk − µk
)
2γ2k

[
E>1 Λ61Φ
(
µA − wTjk
σk
)
+ E>1 Λ62
σk√
2pi
exp
{
− (w
T
jk − µA)2
2σ2k
}]
− exp
3σ
2
k − 2
√
3γk
(
wTjk − µk
)
2γ2k

[
E>2 Λ71Φ
(
wTjk − µB
σk
)
+ E>2 Λ72
σk√
2pi
exp
{
− (w
T
jk − µB)2
2σ2k
}]
.
S.2.4 Derivation for Matérn-2.5 Case
1 Derivation of ξik
ξik =E
[
ck(Wk, w
T
ik)
]
=
∫ (
1 +
√
5|w − wTik|
γk
+
5(w − wTik)2
3γ2k
)
1
σk
√
2pi
exp
{
−
√
5|w − wTik|
γk
− (w − µk)
2
2σ2k
}
dw
=
∫ +∞
wTik
(
1 +
√
5
(
w − wTik
)
γk
+
5
3
(
w − wTik
γk
)2)
1
σk
√
2pi
exp
{
−
√
5
(
w − wTik
)
γk
− (w − µk)
2
2σ2k
}
dw (S20)
+
∫ wTik
−∞
(
1 +
√
5
(
wTik − w
)
γk
+
5
3
(
w − wTik
γk
)2)
1
σk
√
2pi
exp
{√
5
(
w − wTik
)
γk
− (w − µk)
2
2σ2k
}
dw. (S21)
We first calculate term (S20) by arranging the terms in the bracket after the integral sign and completing the square:
(S20) = exp
{
5σ2k + 2
√
5γk
(
wTik − µk
)
2γ2k
}∫ +∞
wTik
[
E12w
2 + E11w + E10
] 1
σk
√
2pi
exp
{
− (w − µA)
2
2σ2k
}
,
where
E10 = 1−
√
5wTik
γk
+
5
(
wTik
)2
3γ2k
, E11 =
√
5
γk
− 10w
T
ik
3γ2k
, E12 =
5
3γ2k
, µA = µk −
√
5σ2k
γk
.
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By Lemma S.2.1, we then obtain
(S20) = exp
{
5σ2k + 2
√
5γk
(
wTik − µk
)
2γ2k
}[
E>1 Λ11Φ
(
µA − wTik
σk
)
+ E>1 Λ12
σk√
2pi
exp
{
− (w
T
ik − µA)2
2σ2k
}]
,
where
E1 = [E10, E11, E12]
>, Λ11 = [1, µA, µ2A + σ
2
k]
> and Λ12 = [0, 1, µA + wTik]
>.
Term (S21) can be rewritten as follow:
(S21) =
∫ wTik
−∞
(
1 +
√
5
(
wTik − w
)
γk
+
5
3
(
w − wTik
γk
)2)
1
σk
√
2pi
exp
{√
5
(
w − wTik
)
γk
− (w − µk)
2
2σ2k
}
dw
=
∫ +∞
−wTik
(
1 +
√
5
(
w + wTik
)
γk
+
5
3
(
w + wTik
γk
)2)
1
σk
√
2pi
exp
{
−
√
5
(
w + wTik
)
γk
− (w + µk)
2
2σ2k
}
dw,
the form of which allows us to obtain solution of term (S21) by simply using that of term (S20). Thus, we have
(S21) = exp
{
5σ2k − 2
√
5γk
(
wTik − µk
)
2γ2k
}[
E>2 Λ21Φ
(
wTik − µB
σk
)
+ E>2 Λ22
σk√
2pi
exp
{
− (w
T
ik − µB)2
2σ2k
}]
,
where
E2 = [E20, E21, E22]
>, Λ21 = [1, −µB , µ2B + σ2k]> and Λ22 = [0, 1, −µB − wTik]>
with
E20 = 1 +
√
5wTik
γk
+
5
(
wTik
)2
3γ2k
, E21 =
√
5
γk
+
10wTik
3γ2k
, E22 =
5
3γ2k
, and µB = µk +
√
5σ2k
γk
.
Thus, we have
ξik = exp
{
5σ2k + 2
√
5γk
(
wTik − µk
)
2γ2k
}[
E>1 Λ11Φ
(
µA − wTik
σk
)
+ E>1 Λ12
σk√
2pi
exp
{
− (w
T
ik − µA)2
2σ2k
}]
+ exp
{
5σ2k − 2
√
5γk
(
wTik − µk
)
2γ2k
}[
E>2 Λ21Φ
(
wTik − µB
σk
)
+ E>2 Λ22
σk√
2pi
exp
{
− (w
T
ik − µB)2
2σ2k
}]
.
2 Derivation of ζijk
Assume that wTik ≤ wTjk , we have
ζijk =
∫ +∞
wTjk
(
1 +
√
5(w − wTik)
γk
+
5
3
(
w − wTik
γk
)2)1 + √5(w − wTjk)
γk
+
5
3
(
w − wTjk
γk
)2
× 1
σk
√
2pi
exp
{
−
√
5(w − wTik) +
√
5(w − wTjk)
γk
− (w − µk)
2
2σ2k
}
dw (S22)
+
∫ wTjk
wTik
(
1 +
√
5(w − wTik)
γk
+
5
3
(
w − wTik
γk
)2)1 + √5(wTjk − w)
γk
+
5
3
(
w − wTjk
γk
)2
× 1
σk
√
2pi
exp
{
−
√
5(w − wTik) +
√
5(wTjk − w)
γk
− (w − µk)
2
2σ2k
}
dw (S23)
+
∫ wTik
−∞
(
1 +
√
5(wTik − w)
γk
+
5
3
(
w − wTik
γk
)2)1 + √5(wTjk − w)
γk
+
5
3
(
w − wTjk
γk
)2
× 1
σk
√
2pi
exp
{
−
√
5(wTik − w) +
√
5(wTjk − w)
γk
− (w − µk)
2
2σ2k
}
dw. (S24)
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We first calculate term (S22) by expanding the product of two brackets after the integral sign:
(S22) =
∫ +∞
wTjk
(E34w
4 + E33w
3 + E32w
2 + E31w + E30)
× 1
σk
√
2pi
exp
{
−
√
5(w − wTik) +
√
5(w − wTjk)
γk
− (w − µk)
2
2σ2k
}
dw,
where
E30 =1 +
[
25
(
wTik
)2 (
wTjk
)2 − 3√5 (3γ3k + 5γkwTikwTjk) (wTik + wTjk)
+ 15γ2k
((
wTik
)2
+
(
wTjk
)2
+ 3wTikw
T
jk
)]/
9γ4k
E31 =
[
18
√
5γ3k + 15
√
5γk
((
wTik
)2
+
(
wTjk
)2)− 75γ2k (wTik + wTjk)
− 50wTikwTjk
(
wTik + w
T
jk
)
+ 60
√
5γkw
T
ikw
T
jk
]/
9γ4k
E32 =5
[
5
(
wTik
)2
+ 5
(
wTjk
)2
+ 15γ2k − 9
√
5γk
(
wTik + w
T
jk
)
+ 20wTikw
T
jk
]/
9γ4k
E33 =
10
(
3
√
5γk − 5wTik − 5wTjk
)
9γ4k
and E34 =
25
9γ4k
.
Then by completing the square, we have
(S22) = exp
10σ
2
k +
√
5γk
(
wTik + w
T
jk − 2µk
)
γ2k

×
∫ +∞
wTjk
(E34w
4 + E33w
3 + E32w
2 + E31w + E30)
1
σk
√
2pi
exp
{
− (w − µC)
2
2σ2k
}
dw,
where
µC = µk − 2
√
5
σ2k
γk
.
Using Lemma S.2.1 and arranging terms, we obtain
(S22) = exp
10σ
2
k +
√
5γk
(
wTik + w
T
jk − 2µk
)
γ2k

×
[
E>3 Λ31Φ
(
µC − wTjk
σk
)
+ E>3 Λ32
σk√
2pi
exp
{
− (w
T
jk − µC)2
2σ2k
}]
,
where
• E3 = [E30, E31, E32, E33, E34]> ;
• Λ31 = [1, µC , µ2C + σ2k, µ3C + 3σ2kµC , µ4C + 6σ2kµ2C + 3σ4k]> ;
• Λ32 = [0, 1, µC +wTjk, µ2C + 2σ2k +
(
wTjk
)2
+µCw
T
jk, µ
3
C +
(
wTjk
)3
+wTjkµ
2
C +µC
(
wTjk
)2
+ 3σ2kw
T
jk +
5σ2kµC ]
> .
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The derivation of term (S23) is analogue to that of term (S22). By expanding the product of two brackets after the
integral sign, we have
(S23) =
∫ wTjk
wTik
(E44w
4 + E43w
3 + E42w
2 + E41w + E40)
× 1
σk
√
2pi
exp
{
−
√
5(w − wTik) +
√
5(wTjk − w)
γk
− (w − µk)
2
2σ2k
}
dw,
where
E40 =1 +
[
25
(
wTik
)2 (
wTjk
)2
+ 3
√
5
(
3γ3k − 5γkwTikwTjk
) (
wTjk − wTik
)
+ 15γ2k
((
wTik
)2
+
(
wTjk
)2 − 3wTikwTjk)]/9γ4k
E41 =5
[
3
√
5γk
((
wTjk
)2 − (wTik)2)+ 3γ2k (wTik + wTjk)− 10wTikwTjk (wTik + wTjk) ]/9γ4k
E42 =5
[
5
(
wTik
)2
+ 5
(
wTjk
)2 − 3γ2k − 3√5γk (wTjk − wTik)+ 20wTikwTjk]/9γ4k
E43 =−
50
(
wTik + w
T
jk
)
9γ4k
and E44 =
25
9γ4k
.
Then by completing the square, we have
(S23) = exp
−
√
5
(
wTjk − wTik
)
γk

×
∫ wTjk
wTik
(E44w
4 + E43w
3 + E42w
2 + E41w + E40)
1
σk
√
2pi
exp
{
− (w − µk)
2
2σ2k
}
dw.
Using Lemma S.2.1 and arranging terms, we obtain
(S23) = exp
−
√
5
(
wTjk − wTik
)
γk

[
E>4 Λ41
[
Φ
(
wTjk − µk
σk
)
− Φ
(
wTik − µk
σk
)]
+ E>4 Λ42
σk√
2pi
exp
{
− (w
T
ik − µk)2
2σ2k
}
−E>4 Λ43
σk√
2pi
exp
{
− (w
T
jk − µk)2
2σ2k
}]
,
where
• E4 = [E40, E41, E42, E43, E44]> ;
• Λ41 = [1, µk, µ2k + σ2k, µ3k + 3σ2kµk, µ4k + 6σ2kµ2k + 3σ4k]> ;
• Λ42 = [0, 1, µk+wTik, µ2k+2σ2k+
(
wTik
)2
+µkw
T
ik, µ
3
k+
(
wTik
)3
+wTikµ
2
k+µk
(
wTik
)2
+3σ2kw
T
ik+5σ
2
kµk]
> ;
• Λ43 = [0, 1, µk + wTjk, µ2k + 2σ2k +
(
wTjk
)2
+ µkw
T
jk, µ
3
k +
(
wTjk
)3
+ wTjkµ
2
k + µk
(
wTjk
)2
+ 3σ2kw
T
jk +
5σ2kµk]
> .
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Term (S24) can be computed in the following way:
(S24) =
∫ wTik
−∞
(
1 +
√
5(wTik − w)
γk
+
5
3
(
w − wTik
γk
)2)1 + √5(wTjk − w)
γk
+
5
3
(
w − wTjk
γk
)2
× 1
σk
√
2pi
exp
{
−
√
5(wTik − w) +
√
5(wTjk − w)
γk
− (w − µk)
2
2σ2k
}
dw
=
∫ +∞
−wTik
(
1 +
√
5(w + wTik)
γk
+
5
3
(
w + wTik
γk
)2)1 + √5(w + wTjk)
γk
+
5
3
(
w + wTjk
γk
)2
× 1
σk
√
2pi
exp
{
−
√
5(w + wTik) +
√
5(w + wTjk)
γk
− (w + µk)
2
2σ2k
}
dw,
the form of which allows us to obtain solution of term (S24) by simply using that of term (S22). Thus, we have
(S24) = exp
10σ
2
k −
√
5γk
(
wTik + w
T
jk − 2µk
)
γ2k

×
[
E>5 Λ51Φ
(
wTik − µD
σk
)
+ E>5 Λ52
σk√
2pi
exp
{
− (w
T
ik − µD)2
2σ2k
}]
,
where
• E5 = [E50, E51, E52, E53, E54]> ;
• Λ51 = [1, −µD, µ2D + σ2k, −µ3D − 3σ2kµD, µ4D + 6σ2kµ2D + 3σ4k]> ;
• Λ52 = [0, 1, −µD−wTik, µ2D +2σ2k +
(
wTik
)2
+µDw
T
ik, −µ3D−
(
wTik
)3−wTikµ2D−µD (wTik)2−3σ2kwTik−
5σ2kµD]
>
with
E50 =1 +
[
25
(
wTik
)2 (
wTjk
)2
+ 3
√
5
(
3γ3k + 5γkw
T
ikw
T
jk
) (
wTik + w
T
jk
)
+ 15γ2k
((
wTik
)2
+
(
wTjk
)2
+ 3wTikw
T
jk
)]/
9γ4k
E51 =
[
18
√
5γ3k + 15
√
5γk
((
wTik
)2
+
(
wTjk
)2)
+ 75γ2k
(
wTik + w
T
jk
)
+ 50wTikw
T
jk
(
wTik + w
T
jk
)
+ 60
√
5γkw
T
ikw
T
jk
]/
9γ4k
E52 =5
[
5
(
wTik
)2
+ 5
(
wTjk
)2
+ 15γ2k + 9
√
5γk
(
wTik + w
T
jk
)
+ 20wTikw
T
jk
]/
9γ4k
E53 =
10
(
3
√
5γk + 5w
T
ik + 5w
T
jk
)
9γ4k
, E54 =
25
9γ4k
and µD = µk + 2
√
5
σ2k
γk
.
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Therefore, the expression for ζijk when wTik ≤ wTjk is given by
ζijk = exp
10σ
2
k +
√
5γk
(
wTik + w
T
jk − 2µk
)
γ2k

×
[
E>3 Λ31Φ
(
µC − wTjk
σk
)
+ E>3 Λ32
σk√
2pi
exp
{
− (w
T
jk − µC)2
2σ2k
}]
+ exp
−
√
5
(
wTjk − wTik
)
γk

[
E>4 Λ41
(
Φ
(
wTjk − µk
σk
)
− Φ
(
wTik − µk
σk
))
+ E>4 Λ42
σk√
2pi
exp
{
− (w
T
ik − µk)2
2σ2k
}
−E>4 Λ43
σk√
2pi
exp
{
− (w
T
jk − µk)2
2σ2k
}]
+ exp
10σ
2
k −
√
5γk
(
wTik + w
T
jk − 2µk
)
γ2k

×
[
E>5 Λ51Φ
(
wTik − µD
σk
)
+ E>5 Λ52
σk√
2pi
exp
{
− (w
T
ik − µD)2
2σ2k
}]
,
and interchanging positions of wTik and w
T
jk gives the expression for ζijk when w
T
ik > w
T
jk .
3 Derivation of ψjk
ψjk =
∫
w
1 + √5|w − wTjk|
γk
+
5
3
(
w − wTjk
γk
)2 1
σk
√
2pi
exp
{
−
√
5|w − wTjk|
γk
− (w − µk)
2
2σ2k
}
dw
=
∫ +∞
wTjk
w +
√
5w
(
w − wTjk
)
γk
+
5w
3
(
w − wTjk
γk
)2 1
σk
√
2pi
exp
−
√
5
(
w − wTjk
)
γk
− (w − µk)
2
2σ2k
dw
(S25)
+
∫ wTjk
−∞
w +
√
5w
(
wTjk − w
)
γk
+
5w
3
(
w − wTjk
γk
)2 1
σk
√
2pi
exp

√
5
(
w − wTjk
)
γk
− (w − µk)
2
2σ2k
 dw.
(S26)
We first calculate term (S25) by arranging the terms in the bracket after the integral sign and completing the square:
(S25) = exp
5σ
2
k + 2
√
5γk
(
wTjk − µk
)
2γ2k

∫ +∞
wTjk
[
E12w
3 + E11w
2 + E10w
] 1
σk
√
2pi
exp
{
− (w − µA)
2
2σ2k
}
.
By Lemma S.2.1, we then obtain
(S25) = exp
5σ
2
k + 2
√
5γk
(
wTjk − µk
)
2γ2k

[
E>1 Λ61Φ
(
µA − wTjk
σk
)
+ E>1 Λ62
σk√
2pi
exp
{
− (w
T
jk − µA)2
2σ2k
}]
,
where
• Λ61 =
[
µA, µ
2
A + σ
2
k, µ
3
A + 3σ
2
kµA
]>
;
• Λ62 =
[
1, µA + w
T
jk, µ
2
A + 2σ
2
k +
(
wTjk
)2
+ µAw
T
jk
]>
.
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Term (S26) can be rewritten as follow:
(S26) =
∫ wTjk
−∞
1 +
√
5
(
wTjk − w
)
γk
+
5
3
(
w − wTjk
γk
)2 w
σk
√
2pi
exp

√
5
(
w − wTjk
)
γk
− (w − µk)
2
2σ2k
dw
=−
∫ +∞
−wTjk
1 +
√
5
(
w + wTjk
)
γk
+
5
3
(
w + wTjk
γk
)2 w
σk
√
2pi
exp
−
√
5
(
w + wTjk
)
γk
− (w + µk)
2
2σ2k
 dw,
the form of which allows us to obtain solution of term (S26) by using that of term (S25). Thus, we have
(S26) = − exp
5σ
2
k − 2
√
5γk
(
wTjk − µk
)
2γ2k

×
[
E>2 Λ71Φ
(
wTjk − µB
σk
)
+ E>2 Λ72
σk√
2pi
exp
{
− (w
T
jk − µB)2
2σ2k
}]
,
where
• Λ71 =
[−µB , µ2B + σ2k, −µ3B − 3σ2kµB]>;
• Λ72 =
[
1, −µB − wTjk, µ2B + 2σ2k +
(
wTjk
)2
+ µBw
T
jk
]>
.
Thus, we have
ψjk = exp
5σ
2
k + 2
√
5γk
(
wTjk − µk
)
2γ2k

[
E>1 Λ61Φ
(
µA − wTjk
σk
)
+ E>1 Λ62
σk√
2pi
exp
{
− (w
T
jk − µA)2
2σ2k
}]
− exp
5σ
2
k − 2
√
5γk
(
wTjk − µk
)
2γ2k

[
E>2 Λ71Φ
(
wTjk − µB
σk
)
+ E>2 Λ72
σk√
2pi
exp
{
− (w
T
jk − µB)2
2σ2k
}]
.
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