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Resumen— En este art´ıculo se presenta una imple-
mentacio´n de BLAS, basada en la biblioteca BLIS,
para AMPs. La evaluacio´n de esta versio´n consciente
de la asimetr´ıa se lleva a cabo a trave´s de tres opera-
ciones comunes de la biblioteca LAPACK: la factor-
izacio´n LU, la factorizacio´n Cholesky y la reduccio´n a
la forma tridiagonal. Los tests iniciales que emplean
la implementacio´n para AMPs directamente muestran
las mejoras obtenidas con la adaptacio´n del software
al utilizarlo como base de las operaciones LAPACK,
obteniendo hasta un 90% del rendimiento ma´ximo es-
perado. Adema´s, estas mejoras se ven incrementadas
al combinar la versio´n disen˜ada para AMPs con un
runtime, en cuyo caso se obtienen rendimientos hasta
un 30% superiores respecto a la utilizacio´n directa de
la versio´n para AMPs.
Palabras clave— A´lgebra lineal densa, BLAS, LA-
PACK, procesadores multicore asime´tricos, multi-
hilo, computacio´n de altas prstaciones.
I. Introduccio´n
LAS bibliotecas de a´lgebra lineal (DLA - del ingle´sDense Linear Algebra), as´ı como los subprogra-
mas ba´sicos de a´lgebra lineal (BLAS - del ingle´s Ba-
sic Linear Algebra Subprograms) [1] y el paquete de
a´lgebra lineal LAPACK (del ingle´s Linear Algebra
PACKage) [2], proporcionan una relevante coleccio´n
de herramientas nume´ricas sobre las que se susten-
tan aplicaciones cient´ıficas y de ingenier´ıa. Mientras
que existen implementaciones que proporcionan un
alto rendimiento de las funcionalidades que ofrecen
BLAS/LAPACK para muchas arquitecturas multi-
hilo actuales como MKL [7] de Intel, ACML [4] de
AMD, ESSL [5] de IBM o CUBLAS [6] de nVIDIA,
la adaptacio´n de estas librer´ıas para procesadores
multi-core asime´tricos (AMPs - del ingle´s Asymmet-
ric Multi-core Processors) es un campo por explorar.
Los AMPs han emergido recientemente como una
tecnolog´ıa atractiva para entornos severamente re-
stringidos por el consumo energe´tico. Adema´s,
dado el creciente intere´s en la computacio´n de al-
tas prestaciones de bajo consumo, este tipo de ar-
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quitecturas tambie´n esta´n siendo investigadas como
medio para mejorar el rendimiento-por-vatio de apli-
caciones cient´ıficas complejas en clusters compuestos
por este tipo de procesadores.
Actualmente, uno de los AMPs ma´s relevantes son
los basados en la tecnologia ARM big.LITTLE. Esta
tecnolog´ıa junta en un u´nico chip cores ARM de
alto rendimiento (big) con otros de alta eficiencia en-
erge´tica (LITTLE) para incrementar el rendimiento
pico a expensas de un pequen˜o incremento en la
potencia media disipada (cuando ambos tipos de
core colaboran), o usar solo los ma´s eficientes en-
erge´ticamente cuando no hay grandes necesidades de
co´mputo. La u´ltima plataforma ARM big.LITTLE
puede ahorrar hasta un 75% de energ´ıa de la CPU
en escenarios donde el rendimiento es medio-bajo,
mientras que puede incrementar el rendimiento en
un 40% en cargas de trabajo altamente paralelas.
En este trabajo, disen˜amos e incluimos varias op-
timizaciones conscientes de la arquitectura en dos
operaciones BLAS clave, el producto matriz-matriz
(GEMM - del ingle´s GEneral Matrix-Matrix multi-
plication) y la multiplicacio´n matriz-vector (GEMV
- del ingle´s GEneral Matrix-Vector multiplication).
Nuestra solucio´n extiende la implementacio´n multi-
hilo de referencia de BLAS en la biblioteca BLIS [3]
para propocionar soporte a los AMPs.
II. BLAS Asime´trico
Dentro de la gran variedad de bibliotecas que ofre-
cen la funcionalidad de BLAS, tanto a nivel com-
ercial como open-source, para este trabajo se ha
elegido BLIS. Esta decisio´n se ha basado en dos fac-
tores clave; el primero de ellos es que se trata de
una biblioteca de co´digo abierto que proporciona un
rendimiento similar al de las implementaciones propi-
etarias; por otro lado, BLIS expone todo su co´digo
hasta el nivel ma´s bajo de la implementacio´n, lo que
ha permitido analizar profundamente las operaciones
a adaptar.
Adema´s, BLIS ofrece una gran flexibilidad al
usuario proporcionando opciones de paralelizacio´n a
distintos niveles dentro de una operacio´n, ya sea apli-
cando paralelismo en un solo nivel o anidando var-
ios. Mientras que en las opciones comerciales no se
permite al usuario que decidir sobre el grado de par-
alelizacio´n. Por otro lado, este paralelismo en BLIS
se puede extraer utilizando tanto la interfaz de p-
threads como la de OpenMP [8].
Finalmente, en BLIS tanto la GEMM como la
GEMV se implementan con una serie de bucles
alrededor de dos rutinas de empaquetado y un
macro-kernel que es el encargado de realizar la com-
putacio´n. Nuestras optimizaciones conscientes de la
arquitectura utilizan uno de estos bucles para dis-
tribuir la carga computacional entre los distintos
tipos de cores disponibles en un AMP e incluyen un
mecanismo para acomodar dina´micamente configu-
raciones conscientes de la cache para cada tipo de
core presente en la arquitectura, aprovechando as´ı al
ma´ximo la organizacio´n de su jerarqu´ıa de cache.
A. GEMM
Dentro de BLAS las operaciones se encuentran
clasificadas en 3 niveles, identificados como BLAS-
1, BLAS-2 y BLAS-3. El nivel 3 es aquel que con-
tiene las operaciones cuyos operandos son matrices y
la operacio´n ma´s representativa de este grupo es el
producto de matrices o GEMM, en la cual se basan
el resto de operaciones de BLAS-3. En el caso de
BLIS, las operaciones BLAS-3 se implementa como
tres bucles anidados ma´s dos rutinas de empaque-
tado alrededor de un macro-kernel que contiene los
bucles 4 y 5 como se puede ver en la Figura 1.
En el caso espec´ıfico del producto de matrices, el
bucle elegido para realizar la divisio´n de trabajo en-
tre los clusters big y LITTLE es el Loop 3 de la
Figura 1, ya que este bucle permite que ambos clus-
ters compartan Bc (bloque empaquetado de la matriz
B) que reside en memoria principal. Adema´s, para
distribuir el trabajo internamente entre los cores de
un mismo cluster se utiliza el Loop 4, de manera que
todos los cores del cluster comparten Ac (bloque em-
paquetado de la matriz A) que reside en la cache de
nivel 2. Con esta paralelizacio´n se consigue hacer un
reparto balanceado de trabajo entre el cluster big y
el LITTLE gracias a una planificacio´n dina´mica en
el Loop 3, mientras que en el Loop 4 se utiliza una
planificacio´n esta´tica por tratarse de un reparto entre
cores homoge´neos que necesitan cargas iguales.
Finalmente, cabe sen˜alar que los cambios realiza-
dos para GEMM se han extendido a todo BLAS-
3 creando as´ı una biblioteca completa con BLAS-
3 adaptado para AMPs (el estudio completo puede
consultarse en [9]).
B. GEMV
En cuanto al producto matriz-vector o GEMV,
podemos decir que es la operacio´n ma´s representa-
tiva del nivel 2 de BLAS (BLAS-2), el cual incluye
todas las operaciones que toman como operandos una
matriz y un vector. En este caso, BLIS implementa
la GEMV por medio de dos bucles anidados y de
dos rutinas de empaquetado que solo se instancian
cuando los operandos de entrada no son contiguos
en memoria (Figura 2).
Para adaptar esta implementacio´n al AMP, se ha
seleccionado el Loop 1 para realizar el reparto de
carga entre los distintos tipos de core. De este modo,
utilizando una planificacio´n dina´mica, se asegura un
buen balanceo de carga del trabajo. Adema´s, la par-
alelizacio´n del Loop 1 no requiere /em buffers inter-
medios para el vector de salida, como ocurrir´ıa en el
caso de paralelizar el Loop 2 o 3.
III. Plataforma
La evaluacio´n experimental se ha llevado a cabo
en una placa ODROID-XU3 que contiene un Exynos
5422 de Samsung (ver Figura 3) que implementa el
modelo ARMv7a big.LITTLE y esta´ compuesto por
dos clusters quad-core. El core big contiene cuatro
cores Cortex-A15, mientras que el LITTLE contiene
cuatro cores Cortex-A7. Ambos clusters comparten
una memoria RAM DDR3 de 2GB, mientras que
cada cluster tiene una estructura distinta de memo-
ria cache. Los cores Cortex-A7 comparten una cache
de nivel 2 de 512KB y los cores Cortex-A15 com-
parten una cache de nivel 2 de 2MB. Adema´s, todos
los cores tienen su propia cache privada de datos de
nivel 1 de 32 KB.
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Fig. 3. Exynos SoC 5422 de Samsung.
IV. Evaluacio´n
LAPACK esta´ formado por un conjunto de ruti-
nas que permiten resolver sistemas de ecuaciones
lineales, problemas de valores propios o problemas
de valores singulares, entre otros, para lo cual se
sustenta en operaciones BLAS. Por este motivo,
la evaluacio´n de la versio´n de BLIS consciente de
la asimetr´ıa se ha llevado a cabo en dos pasos.
En primer lugar, se ha analizado el rendimiento
que se obtiene al ejecutar GEMM y GEMV, op-
eraciones representativas de los niveles BLAS-3 y
BLAS-2 respectivamente, sobre el AMP descrito en
la Seccio´n III. Para despue´s utilizar nuestra versio´n
de BLIS consciente de la arquitectura para ejecutar
las implementaciones LAPACK de las factorizaciones
LU y Cholesky, as´ı como la reduccio´n a la forma tridi-
agonal para analizar las ganancias de rendimiento.
A. BLAS
Las pruebas con GEMM y GEMV se han realizado
configurando los cores Cortex-A15 a 1.6GHz y los
cores Cortex-A7 a 1.4GHz. En las gra´ficas que se de-
scriben a continuacio´n se muestra el rendimiento en
GFLOPS (109 de operaciones en coma flotante por
segundo) al ejecutar la operacio´n utilizando solo el
cluster de Cortex-A15, solo el de A-7, el rendimiento
ideal (como la suma de los dos anteriores) y el
Loop 1 for jc = 0, . . . , n− 1 in steps of nc
Loop 2 for pc = 0, . . . , k − 1 in steps of kc
B(pc : pc + kc − 1, jc : jc + nc − 1) → Bc // Pack into Bc
Loop 3 for ic = 0, . . . ,m− 1 in steps of mc
A(ic : ic + mc − 1, pc : pc + kc − 1) → Ac // Pack into Ac
Loop 4 for jr = 0, . . . , nc − 1 in steps of nr // Macro-kernel
Loop 5 for ir = 0, . . . ,mc − 1 in steps of mr
Cc(ir : ir + mr − 1, jr : jr + nr − 1) // Micro-kernel
+= Ac(ir : ir + mr − 1, 0 : kc − 1)
· Bc(0 : kc − 1, jr : jr + nr − 1)
endfor
endfor
endfor
endfor
endfor
Fig. 1. Implementacio´n de GEMM en BLIS.
Loop 1 for ic = 0, . . . ,m− 1 in steps of mc
y(ic : ic + mc − 1) → yc // Pack into yc
Loop 2 for jc = 0, . . . , n− 1 in steps of nc
x(jc : jc + nc − 1) → xc // Pack x into xc
Loop 3 for jr = jc, . . . , jc + nc − 1 in steps of nr // Macro-kernel
yc += M(ij : ij + mc − 1, jr : jr + nr − 1) // Micro-kernel
· xc(jr − jc : jr − jc + nr − 1)
endfor
endfor
yc → y(ic : ic + mc − 1) // Unpack yc
endfor
Fig. 2. Implementacio´n de GEMV en BLIS.
rendimiento real de nuestra implementacio´n con-
sciente de la asimetr´ıa.
A.1 GEMM
Los resultados obtenidos para GEMM con operan-
dos cuadrados se muestran en la Figura 4. Como se
puede observar, el rendimiento del cluster Cortex-
A15 es muy superior al de los Cortex-A7, como
cabe esperar debido a la distinta naturaleza de los
cores. Como se ha indicado anteriormente, se in-
cluye el rendimiento “ideal” que se podr´ıa alcan-
zar en caso de poder obtener de ambos clusters el
ma´ximo rendimiento. Finalmente, se incluyen los
resultados para la implementacio´n consciente de la
asimetr´ıa de GEMM. Como puede observarse, los re-
sultados en este caso se acercan mucho al ideal alcan-
zando un 93% del rendimiento en el mejor caso. Cabe
destacar que para casos en los que la matriz es muy
pequen˜a (cuando la dimensio´n esta´ por debajo de
192), los resultados de la versio´n asime´trica de BLIS
son peores de lo esperado. Este comportamiento se
debe a la implementacio´n llevada a cabo, en la que se
trabaja con un taman˜o mı´nimo de bloque que limita
el particionado de la matriz entre los hilos disponibles
cuando la carga de trabajo es muy baja, adema´s del
sobrecoste introducido por la planificacio´n dina´mica
del Loop 3 encargada de distribuir el trabajo entre
los cores big y LITTLE.
A.2 GEMV
La Figura 5 muestra los resultados para GEMV.
Como se puede apreciar, en este caso el rendimiento
de la operacio´n en general es mucho menor que para
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Fig. 4. Rendimiento en GFLOPS para GEMM sobre ARM
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la GEMM, puesto que se trata de una operacio´n lim-
itada por los accesos a memoria. Adema´s, en este
caso se puede observar que, a pesar de ser inferior,
el rendimiento del cluster Cortex-A7 es mucho ma´s
cercano al de los Cortex-A15. La gra´fica muestra que
el rendimiento de la versio´n de BLIS consciente de
la asimetr´ıa es bastante bueno ya que se alcanza el
85% del rendimiento ideal. Como en el caso de la
GEMM, se puede apreciar que el rendimiento de la
nueva implementacio´n queda por debajo respecto a
la versio´n original utilizando solo el cluster de cores
Cortex-A15 por la misma razo´n que en el caso ante-
rior.
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B. LAPACK
Tras comprobar las ganancias de rendimiento al
adaptar BLIS para arquitecturas asime´tricas, el sigu-
iente paso natural es analizar el impacto que tiene la
utilizacio´n directa de esta biblioteca al combinarla
con LAPACK. La primera prueba ha consistido en
comprobar el correcto funcionamiento de LAPACK,
a trave´s de su testsuite, al utilizar como BLAS la
versio´n asime´trica de BLIS propuesta en este tra-
bajo. Una vez verificado el correcto funcionamiento
de BLIS para AMPs, se ha procedido a analizar el
rendimiento de tres operaciones representativas de
LAPACK:
• La factorizacio´n Cholesky para la resolucio´n de
sistemas lineales definidos sime´tricos positivos.
• La factorizacio´n LU (con pivotamiento parcial)
para la resolucio´n de sistemas lineales generales.
• La reduccio´n a la forma tridiagonal a trave´s de
transformaciones de similitud ortogonales para
la resolucio´n de problemas de valores propios
sime´tricos.
En esta seccio´n se presentan los resultados
de rendimiento en GFLOPS para las operaciones
mencionadas al utilizar directamente la versio´n
asime´trica de BLIS, as´ı como al aplicar otras aprox-
imaciones para mejorar el rendimiento.
B.1 Factorizacio´n Cholesky
En la Figura 6 se muestran los resultados para
la factorizacio´n Cholesky al utilizar como BLAS la
biblioteca de BLIS para AMPs. Para las pruebas se
ha utilizado un taman˜o fijo de bloque b = 256 y se ha
variado el taman˜o de la matriz entre n = 500 y n =
6.000.A la vista de los resultados, se puede afirmar
que el rendimiento obtenido es bueno, alcancanzando
ma´s de un 90% del rendimiento ideal para matrices
de dimensio´n n ≥ 2.000.
Sin embargo, estos resultados se pueden mejorar
para matrices en las que n ≥ 4.000 (Figura 7) apli-
cando una solucio´n distinta basada en cores virtuales
(VCs - del ingle´s Virtual Cores). Esta solucio´n con-
ceptual agrega los cores del AMP en un conjunto
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Fig. 6. Factorizacio´n Cholesky de LAPACK utilizando BLIS
Asime´trico. Cortex-A15 configurados a 1.6GHz y Cortex-
A7 a 1.4GHz.
de cores virtuales sime´tricos los cuales se convierten
en el u´nico recurso ba´sico computacional visible al
planificador del runtime. De manera que, sin necesi-
dad de modificar el runtime, se puede explotar la
asimetr´ıa de la arquitectura subyacente. En nuestro
caso, se ha combinado la versio´n de BLIS para AMPs
con el runtime OmpSs [10], desarrollado en el Centro
de Supercomputacio´n de Barcelona. En la Figura se
muestran los resultados para matrices con taman˜os
que var´ıan desde n = 512 a n = 6.144 y para los
taman˜os de bloque o´ptimo en cada caso.
 0
 2
 4
 6
 8
 10
 0  2000  4000  6000
G
FL
O
PS
Problem dimension n
POTRF on Exynos 5422 SoC 
LU_OS_VC
AA Blis
Fig. 7. Factorizacio´n Cholesky utilizando la solucio´n de cores
virtuales. Todos los cores esta´n configurados a 1.3GHz
B.2 Factorizacio´n LU
Los resultados obtenidos para la factorizacio´n LU
con un taman˜o de bloque b = 256 y varios taman˜os
de matriz (entre n = 500 y n = 6.000) se mues-
tran en la Figura 8. Como se puede observar, esta
factorizacio´n tiene un rendimiento aceptable aunque
un tanto inferior al de la factorizacio´n Cholesky, lle-
gando a superar el 80% del rendimiento ideal para
matrices de dimensio´n n ≥ 2.000. La disminucio´n del
rendimiento en el caso de esta factorizacio´n se debe
al alto coste de la factorizacio´n del panel columna
presente en cada iteracio´n de la factorizacio´n LU.
Como ejemplo, la factorizacio´n del panel supone un
28% del tiempo total de ejecucio´n al ejecutar una fac-
torizacio´n LU paralela sobre una matriz de entrada
m = n = 3000.
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Fig. 8. Factorizacio´n LU de LAPACK utilizando BLIS
Asime´trico. Cortex-A15 configurados 1.6GHz y Cortex-
A7 a 1.4GHz.
En este caso, tambie´n es aplicable la solucio´n
basada en VCs (Figura 9), la cual proporciona in-
cluso mejoras superiores a las alcanzadas en la fac-
torizacio´n Cholesky. Este comportamiento se debe
a que el espacio de mejora es mayor que en la fac-
torizacio´n previa. De nuevo se proporcionan los re-
sultados para matrices de dimensio´n variable, entre
n = 512 y n = 6.144, y su correspondiente taman˜o
de bloque o´ptimo (taman˜o de bloque entre b=32 y
b=256 para el cual se ha obtenido el rendimiento ma´s
alto dada una matriz de entrada de dimensio´n nxn).
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Fig. 9. Factorizacio´n LU utilizando la solucio´n de cores vir-
tuales. Todos los cores esta´n configurados a 1.3GHz.
B.3 Reduccio´n a la forma tridiagonal
Los resultados para la reduccio´n a la forma tridi-
agonal para b = 256 y 500 ≤ n ≤ 6.000 se mues-
tran en la Figura 10. Como se puede apreciar, esta
operacio´n presenta un comportamiento muy regu-
lar cuando solo BLAS-3 esta´ optimizado para los
AMPs, sin embargo el rendimiento es muy pobre
(el rendimiento de esta operacio´n es de aproximada-
mente 1 GFLOP frente a los 10 GFLOPS obtenidos
en los casos anteriores). En este caso, la oportunidad
de mejorar el rendimiento viene del nivel BLAS-2 ya
que, al analizar las operaciones BLAS implicadas en
la factorizacio´n, se observa que el 90% del tiempo se
emplea en este tipo de operaciones.
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Fig. 10. Reduccio´n a forma tridiagonal de LAPACK uti-
lizando BLIS Asime´trico(solo BLAS-3). Cortex-A15 con-
figurados a 1.6GHz y Cortex-A7 a 1.4GHz.
Al adaptar las operaciones BLAS-2 necesarias para
la ejecucio´n de la reduccio´n a la forma tridiagonal
se puede apreciar una gran mejora en los GFLOPS
obtenidos (Figura 11). En los resultados se incluye,
a modo de referencia, los resultados obtenidos para
esta operacio´n al utilizar BLIS asime´trico solo con
BLAS-3 adaptado. Al comparar los resultados ini-
ciales con los obtenidos con la versio´n que incluye
BLAS-2 para AMPs se observa un incremento del
rendimiento de un 4x aproximadamente.
No´tese, que en este caso, los resultados se mues-
tran para simple precisio´n debido a la inexistencia
de unidades vectoriales para doble precisio´n, cuya
faltanos imped´ıan optimizar BLAS-2 adecuadamente
para esta precisio´n. Adema´s, la versio´n asime´trica de
BLAS-2 hace uso de todo el cluster de cores Cortex-
A7 y de un u´nico core Cortex-A15, ya que la adicio´n
de cores big en este caso no supone ninguna mejora
en el rendimiento de las operaciones.
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V. Conclusiones
Los resultados experimentales en un Exynos 5422
de Samsung revelan que nuestras versiones con-
scientes de la asimetr´ıa de GEMM y GEMV pro-
porcionan ganancias importantes de rendimiento
respecto a las versiones correspondientes que no
son conscientes de la arquitectura subyacente, ex-
plotando todos los recursos proporcionados por el
AMP para as´ı proporcionar una mayor eficiencia en-
erge´tica. Adema´s, las mejoras en rendimiento no solo
se obtienen a nivel BLAS, sino que las operaciones
LAPACK que utilizan la versio´n BLIS para AMPs
tambie´n se benefician de los cambios propuestos. Fi-
nalmente, se ha demostrado que el rendimiento de
esta solucio´n puede mejorarse en algunos casos apli-
cando la aproximacio´n de los cores virtuales.
Como trabajo futuro se pretende disponer de una
implementacio´n de las operaciones LAPACK anal-
izadas que mejore el rendimiento de las mismas sin
necesidad de recurrir a un runtime.
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