We present a general framework of spectral methods for semi-supervised dimensionality reduction. Applying an approach called manifold regularization, our framework naturally generalizes existent supervised frameworks. Furthermore, by our two semi-supervised versions of the representer theorem, our framework can be kernelized as well. Using our framework, we give three examples of semi-supervised algorithms which are extended from three recent supervised algorithms, namely, "discriminant neighborhood embedding", "marginal Fisher analysis" and "local Fisher discriminant analysis". We also give three more semi-supervised examples of the kernel versions of these algorithms. Numerical results of the six semi-supervised algorithms compared to their supervised versions are presented.
Introduction
Dimensionality reduction is one of the most important research areas of machine learning. There are several advantages of reducing the dimensionality of input data. First, working on a low-dimensional space significantly saves both time and storage. Second, an intuitive visualization is possible for low-dimensional data. Finally, and most importantly, in many real-world applications such as digital images and gene expression microarrays, high-dimensional data indeed lie on (or near) a low-dimensional (linear or non-linear) subspace; therefore, working on this low-dimensional subspace secures us from the curse of dimensionality [1] so that "learning" is possible even if we have only a relatively few number of input data. Classical methods such as principal component analysis (PCA) and Fisher discriminant analysis (FDA) are unsupervised and supervised techniques [1, 2, 3] , respectively, for exploring an important "linear" low-dimensional subspace of the given input data. However, if the input data lie on or near a low-dimensional "non-linear" subspace, i.e. a low-dimensional manifold, of the input space, the linear methods can easily fail (see Fig.1 ). A well-known example of high-dimensional data lying on a low-dimensional manifold is a set of images of an object captured from various distances and angles. In this case, there are at most six degrees of freedom (a position and a pose of a camera) so that all the input data lie on a six-dimensional manifold of the input space (which is high-dimensional corresponding to the number of pixels in the images), see [4, Chap. 16] [5] .
Recently, manifold learning based on spectral methods gains large amount of attentions. Spectral methods have been proven to be very powerful in both supervised and unsupervised problems. For example, methods explained in [4, Chap. 16] have successfully captured and visualized a low-dimensional manifold structure of a high-dimensional object (Fig.1) ; spectral clustering methods [6, 7] have been shown to outperform standard methods such as k-means and soft-k-means in many real-world problems; similarly, by applying k-nearest neighbors (kNN) in the obtained subspace, supervised manifold learning methods [8, 9, 10, 11, 12] have been reported to outperform PCA and FDA. Another major advantage of spectral methods is their simplicity, i.e. it is indeed easy to implement these spectral methods in standard programming environments such as MATLAB.
In many real-world applications such as image classification and protein function prediction, there are a lot of unlabeled data available in addition to labeled data which are the only input in the standard supervised setting. Learning from both labeled and unlabeled data is usually referred to as semi-supervised learning (SSL) and, recently, is one of the most active research area [4] . However, there are relatively only few spectral methods capable of solving problems in the SSL setting; in fact, we know of only one [13] . In this paper, our main contribution is to show that existent supervised manifold learning algorithms based on spectral methods can be naturally and easily extended to solve SSL problems efficiently.
This paper is structured as follows. Section 2 defines the problem of SSL dimensionality reduction and presents background on various supervised manifold learning algorithms. Section 3 provides a general spectral-method framework to solve SSL problems using the technique called manifold regularization. Also, a semi-supervised version of representer theorem is demonstrated. Section 4 discusses how to cope with a large-scale problem. Section 5 shows numerical results of our framework. Section 6 finally gives summary.
Background
denote a training set of ℓ labeled examples with inputs x i ∈ R d0 generated from a fixed but unknown probability P x and corresponding class labels y i ∈ {1, ..., c} generated from P y|x . In addition, we have a set of u unlabeled examples {x i } ℓ+u i=ℓ+1 also generated from P x . Following prior works in the supervised setting [8, 9, 10, 11, 12] , we define the following goal of SSL dimensionality reduction:
Goal. using the information of both labeled and unlabeled examples, we want to discover a low-dimensional linear or non-linear subspace (manifold) such that when projecting the data into the discovered subspace, kNN performs well.
Generally, we want to accurately predict the class label y ′ of any new incoming x ′ . Important special cases of SSL problems are transductive problems where we only want to predict the labels {y i } ℓ+u i=ℓ+1 of the unlabeled examples. Figure 1 : From [5] . (A) An example of the "swiss role" dataset consisting of points in a 3-dimensional space. However, their intrinsic geometry lies on a 2-dimensional non-linear plane. Euclidean distance in the original space (dash line) is a bad approximation of the real distance in the manifold (bold line).
(B) Once the similarity graph is constructed, the real distance on the plane can be more accurately approximated by using edges of the graph. (C) The 2-dimensional embedded space discovered by ISOMAP algorithm [5] . Euclidean distance in this space is now a good approximation of the real distance.
Spectral Methods for Supervised Dimensionality Reduction
Since our methods of solving SSL problems are extensions of existent supervised algorithms, we first review existent supervised manifold learning algorithms. The problem setting and the goal of supervised learning are the same as the SSL problem setting stated above, except that the unlabeled examples are not given. All existent algorithms based on spectral methods begin by constructing a weighted graph where a node represents a training example and an edge represents a similarity between two examples. The intuition behind these algorithms is that a desired low-dimensional manifold can be accurately approximated by a weighted graph. Fig.1 (B) illustrates this idea. This weighted graph is often called a similarity graph. To construct the graph, the key assumption of every algorithm is what we call the similarity graph assumption.
Similarity Graph Assumption. A local similarity of each example can be specified so that a weighted graph (a similarity graph) can be accurately constructed.
In supervised algorithms, a similarity graph is often constructed by using the label information (see Sect.2.1.2). Assume for now that a similarity graph is given. Let w ij denote the weight between examples i and j and define a matrix W having w ij as its elements. Let n be the number of available examples (n = ℓ in supervised learning problems). Existent algorithms achieve the goal of supervised dimensionality reduction by transforming
where d < d 0 , and {z i } is a solution of a constrained optimization problem specified by a similarity graph:
arg min
where Z = (z 1 , ..., z n ) ∈ R d×n and a constraint ZCZ T = I prevents trivial solutions such as every z i is a zero vector. An optimal matrix Z specifies the set of points in a low-dimensional space R d , {z i }, such that a distance between two points i and j agrees with the similarity w ij in the following sense: if two points i and j are similar (as indicated by a large value of w ij ), z i − z j 2 should be small; in contrast, if two points k and l are dissimilar (as indicated by a small value of w kl ), z k − z l 2 can be large. Hence, the set of embedded points {z i } preserves, in the above sense, a manifold structure specified by a given similarity graph. This situation is illustrated in Fig.1 (C) .
We can rewrite the above cost function as:
where D is a diagonal matrix with D ii = j w ij 1 . Thus, the optimization problem (2) can be restated as arg min
If C is a positive definite (PD) matrix, a solution of the above problem is given by the bottom d eigenvectors of the following generalized eigenvalue problem [3, 6] (
T . Note that, in terms of solutions of Eq.(4), it is more convenient to represent Z by its rows z (i) than its columns z i .
Parameterization for unseen data
Notice that, in fact, the optimal solution Z obtained from Eq.(3) does not solve "supervised" learning problems; although the map x i → z i is given for each training point, a map x ′ → z ′ for an unseen point x ′ is unknown. Hence, z ′ −z cannot be computed so that kNN classification in the obtained subspace cannot be performed.
One way to resolve this difficulty is to parameterize z. The simplest parameterization is the "linear" restriction such that z = Ax where A ∈ R d×d0 . Hence, Z = AX where X ∈ R d0×n is a matrix of the input examples (x 1 , ..., x n ). Now, the original problem in Eq. (3) is changed to a problem of finding a linear transformation which best preserves a manifold structure specified by a similarity graph. This new problem can be formally stated as follows:
In this paper, whenever we define a weighted-graph matrix W ′ having elements w ′ ij , we always define its associated diagonal matrix D ′ with elements
which can be restated as arg min
If C lin is PD, its solution is provided by solving
where
so that kNN classification for the embedded points can be performed. By the above simple linear parameterization, however, we can only obtain a linear subspace defined by A. To learn a non-linear subspace, the standard kernel trick [2] can be applied. Let k(·, ·) be a kernel function. By using the kernel trick, it can be shown that the problem in Eq. (6) becomes (see [14] ) arg min
where K ∈ R n×n is a symmetric Gram matrix having k(x i , x j ) as its elements and
its solution is provided by solving
As shown in [14] , the distance in the obtained subspace between any two points z − z ′ is:
Examples of Existent Algrotihms
To our knowledge, Eq.(6) and Eq.(9) capture all supervised spectral methods for manifold learning. Here, we give three examples of recent works: Discriminant Neighborhood Embedding (DNE) [9, 14] , Marginal Fisher Analysis (MFA) [10] and Local Fisher Discriminant Analysis (LFDA) [8] . All algorithms consist of the following three steps:
Step 1. Construct the similarity graph W and the constraint matrix C lin (in cases of linear dimensionality reduction) or C ker (in cases of non-linear dimensionality reduction) as shown below.
Step 2. Obtain an optimal matrix A by solving Eq.(7) (linear) or an optimal matrix U by solving Eq.(10) (non-linear).
Step 3. Perform kNN classification in the obtain subspace by using Eq.(8) (linear) or Eq.(11) (non-linear).
In Step 1, in order to construct W , C lin and C ker , two matrices W I and W E are first constructed based on Euclidean distance 2 . For each x i , let N eig I (i) be the set of k nearest neighbors having the same label y i , and let N eig E (i) be the set of k nearest neighbors having different labels from y i . Define W I and W E as follows:
0, otherwise, and
Then, W , C lin and C ker of existent algorithms are: 
In [12] , Chen et al. independently propose MFA algorithm (with slightly different details), but they name it as Local Discriminant Embedding algorithm. Cheng et al. [11] also propose Supervised Nonlinear Local Embedding algorithm which is also very similar to MFA. Of course, these two methods fit in our framework. Note that all the above algorithms construct their W , C lin and C ker to fulfill the same objective: in the obtained subspace, make neighborhood points of the same class stay close together and make points of different classes stay far apart. This objective is obviously desirable for the further use of kNN classification algorithm in the obtained subspace. Note also that to apply Eq.(9)-Eq.(11), a kernel function must be pre-selected. The problem of how to select an efficient kernel function is dealt with in our previous work [14] .
Remember that, in SSL problems, we have u unlabeled examples in addition to the ℓ labeled examples given in supervised learning problems. How can we incorporate the unlabeled examples into algorithms such as DNE, MFA and LFDA? Recall the assumptions of the existents of P x and P y|x stated in Sect.2. Normally, in the context of supervised learning, we only want to estimate P y|x without caring about P x . However, in the context of SSL, we make the central assumption that the knowledge of P x is helpful to determine P y|x . To be more precise, we make the following well-known manifold assumption. See the standard SSL book [4] for details about this and related assumptions (and also their implications).
Manifold Assumption. The support of P x is on a low-dimensional manifold, and P y|x is smooth, as a function of x, with respect to the underlying structure of the manifold [4, Chap. 12; pp. 219].
Hence, within this assumption, two nearby points on a high-density region of P x are likely to be in the same class. The central observation is that unlabeled examples (as well as labeled examples) can be used to estimate P x . Let n be the number of available examples; n = ℓ + u in SSL problems. Now, we can construct another similarity graph W (2) based on these n points to approximate the support of P x . The key idea of solving SSL problems in this paper is to impose an optimal subspace to preserve, in some degrees, the similarities between any two points as specified by W (2) . More precisely, considering Eq.(2)-Eq.(3), we will add the term
to the cost functions of algorithms such as DNE, MFA and LFDA to penalize non-smoothness properties, with respect to the estimated P x , of possible solutions. A constant γ controls the strength of the penalty. This penalty term is similar to a regularizer often used in kernel machines and neural networks [1] . Therefore, it is called a manifold regularizer or data-dependent regularizer [15] . In Sect.2, we defined W as a similarity graph constructed by using only labeled information. For notational convenience, from now on, we change the notation from W to W (1) and instead redefine
Moreover, as already noted, n is now redefined as n = ℓ + u instead of n = ℓ. As explained above, in the context of SSL, the optimization problem Eq.(3) is modified to include the penalty term based on W (2) . Consequently, our new semi-supervised optimization problem is defined as arg min
Therefore, by using the new definition of W , our main optimization problem Eq.(13) can be written exactly the same as Eq.(3). Additionally, by parameterizing Z, we again have Eq.(6) and Eq. (9) as new semi-supervised optimization problems which can be solved by Eq. (7) and Eq.(10), respectively.
Our Algorithms
We call the semi-supervised version of algorithms DNE, MFA and LFDA as SS-DNE, SS-MFA and SS-LFDA. The semi-supervised algorithms consists of three main steps which are exactly the same as the three steps explained in Sect.2.1.2 (so that we will not repeat them here). Note again that the new definitions of W = W (1) + γW (2) and n = ℓ + u are used. In the following formulations, we assume that W (2) and γ are given. 
Remarks on Practical Implementations
1. The matrices C lin and C ker of all existent algorithms are guarantee to be positive semidefinite (PSD) but may not be PD, i.e., C lin and C ker may not be full-rank. In this case, we cannot immediately apply Eq. (7) and Eq.(10) to solve the optimization problems. There are two engineering tricks to solve this difficulty. The easiest way is to use (C + ǫI) for a small ǫ instead of C in Eq. (6) and Eq.(9) [8] . The obtained matrix (C + ǫI) is now guaranteed to be full-rank. Alternatively, we can solve this difficulty by applying PCA to X in Eq.(6) or KPCA [2] to K in Eq. (9) . See [10, 16] for further details.
2. The main optimization problem shown in Eq.(3) can be thought of as origi-nated from the following problem [3] arg min
The corresponding optimal solution is then invariant under a non-singular linear transformation, i.e., let Z * be an optimal solution; then T Z * is also an optimal solution for any non-singular T ∈ R d×d [3, pp.447]. We note that four choices of T are natural 3 .
(1) T = I. (2) T is a diagonal matrix with
T is a diagonal matrix with T ii = √ λi z (i) . Note that these four choices of T can also be applied to both the solutions of Eq. (6) and Eq.(9) (applied to A * or U * instead of Z * ).
3. Recall that the purpose of parameterization (using Eq. (6) and Eq. (9) instead of Eq. (3)) is to handle unseen data. However, in transductive problems (see Sect. 2) where we already know all examples to be tested {x i } ℓ+u i=ℓ+1 , we can directly use Eq. (3). Nevertheless, it turns out that, in algorithms such as SS-LFDA and SS-MFA, the same solution is obtained from both Eq. (3) and Eq. (9) provided that K is full-rank. To see this, consider again Eq. (10) and substitute C ker of SS-MFA. We have
Since K is invertible by assumption, we have
Finally, by changing the variable z (j) = Ku (j) , we obtain Eq.(4).
Graph Engineering
This subsection surveys various possible choices for constructing W (2) . First, remember that we construct W (2) for approximating P x . Since labeled examples are also assumed to be generated from P x , we can also use labeled examples, together with unlabeled ones, to construct W (2) . In the literatures of unsupervised manifold learning, various engineering techniques of graph construction are proposed. Graph constructions based on k nearest neighbors information are most used as follows. Suppose k is given (usually, k is tuned via cross validation), and k nearest neighbors of each point are found. An edge between x i and x j is created if x j is among k nearest neighbors of x i or x i is among k nearest neighbors of x j . Often, k ≪ ℓ + u is specified in order to make W (2) sparse so that, hopefully, all involved computations are efficient. However, some authors [7] do prefer complete graph, i.e., k = ℓ + u.
To specify a weight for each edge which connects points i and j, the simplest method is to set w (2) ij = 1. For those points i and j who do not link with each other, w (2) ij = 0. Alternatively, instead of the above simplest method, we can use Gaussian function to specify a weight for each edge [6, 17] :
The parameter σ controls the distance scale of W (2) . As the parameter σ is crucial for the graph construction process, the choice of σ must be sensible. In [17] , the authors observe that an appropriate choice of σ may vary across the support of P x . Hence, the authors define the local scale σ i for each point x i . Let x ′ i be the k th nearest neighbor of x i . A local scale is defined as
and a weight of each edge is then defined as
Using this local scaling method is convenient because we do not have to search for the best value of σ. Besides using kNN information, there are other methods to construct an edge between two points, e.g. the ǫ-neighborhood method [6] . Also, there are many different ways to specify a weight of each edge. See [4, Chap. 15] for more advanced techniques of constructing similarity graphs. As said in [6] , there is no current agreement on the best choice of graph. At present, the task of constructing a similarity graph is an engineering task rather than a scientific task.
Representer Theorem for Kernelization
Up to now, we have assumed that Eq. (9) and Eq.(10) can be used in SSL problems. Equations (9) and (10) can indeed be used in the supervised learning setting. To use them in the SSL setting, an SSL version of representer theorem must be proven. See [14] for details.
Let k(·, ·) be a kernel function associated with a non-linear function φ(·) :
and let · HS be Hilbert-Schmidt norm in the feature space H. Denote φ i for φ(x i ), Φ = (φ 1 , ..., φ ℓ+u ) and
T for i = 1, ..., ℓ + u. Here, we write a function f with inputs x 1 , ..., x n as f {x i } n i=1 . In our context, the goal of non-linear dimensionality reduction is to obtain an optimal linear transformation A * with respect to mapped data φ i in the feature space H. In other words, Eq.(6) is applied in a feature space of φ i instead of the input space of x i . Kernelization is a trick to achieve the goal even though A and φ i are infinite-dimensional.
By using exactly the same arguments as our previous work [14] , two theorems below can be proven. The first theorem states that there is U * s.t. U * k i = A * φ i for all i. Therefore, we can learn an optimal A * (whose rows may be infinitedimensional) via a representation of U * (whose rows are finite-dimensional). By adding a regularizer g( A HS ) into an objective function, the second theorem strengthens the first by saying that every A * must be represented by U * Φ T . Eq.(9) (with respect to SSL problems) is then derived from Eq.(6) as a corollary of these two theorems. We omit the details due to lack of space; see [14] for complete discussions. f ({k
Theorem 2. (Strong Representer Theorem for SSL) For arbitrary objective function f and monotonically increasing functions g. Consider the optimization problem
Then, an optimal solution A * must admit the representation of A * = U * Φ T for some U * ∈ R d×(ℓ+u) .
Connections to Related Work
As we already explained and gave some examples in this section, our work generalizes existent supervised manifold learners using spectral methods. Moreover, we showed in Sect.3.3 that previous unsupervised methods can be used to specify W (2) in our framework. The two representer theorems given in Sect.3.4 generalize our own results [14] , from supervised and unsupervised settings to SSL setting.
Although coming from different motivations, the framework proposed by Li et al. [13] is quite similar to ours. However, our framework is more general than theirs in three aspects. First, their framework do not generalize existent algorithms such as LFDA and MFA. Second, their representer theorem is more restrictive than ours, i.e. in order to use their framework, W (1) and W (2) must satisfy some strict conditions (see Theorem 4 in their paper). Third, they prove their representer theorem only in the case that the target dimensionality d is 1. In our framework, d can be any value not more than the input dimensionality d 0 . Consequently, their framework can be thought of as a special case of our framework.
The idea of manifold regularization is due to Belkin et al. [15] . In their work, they apply manifold regularization to two supervised non-spectral learners: support vector machines and regularized least square. The target dimensionality d is fixed to 1 in both cases. Here, we apply manifold regularization to all spectral dimensionality reduction algorithms for any d ≤ d 0 . Their representer theorem is also not valid for the cases of d > 1.
Our framework is also inspired from graph embedding framework of Yan et al. [10] . However, their framework considers only supervised and unsupervised problems. It can be said that we extend their framework to handle SSL problems.
Large-Scale Problems: Nyström Method
Provided that the training data live on a not-so-high (d 0 , n < 10 4 ) dimensional space, spectral methods can handle these problems quite well. We note that a matrix . In fact since D − W is often sparse, the computations can be more efficient.
What if the dimensionalities d 0 and n are very high? The approach presented here is called the Nyström method of approximating a symmetric matrix [18] . Suppose a symmetric matrix Z ∈ R n×n has the following block structure:
where A ∈ R m×m , B ∈ R m×(n−m) and C ∈ R (n−m)×(n−m) . The main idea is to approximate C from A and B. Here, we assume that m ≪ n so that the approximation of C is cheap. The Nyström method will assume that Z can be written in the following parametric form:
Note that this parametric form is only an approximation for a non-PSD matrix.
(pseudo inverses are used in cases that inverses do not exist). More precisely, we have the following approximation:
Our goal is to obtain the m largest (in absolute size) eigenvalues and the corresponding eigenvectors of Z ′ by using only cheap computations involving A and B. [18] shows that this efficient computation is possible by defining S = A + A −1/2 BB T A −1/2 and diagonalize S as S = QΛQ T . Now define the matrix V as
Then, it can be easily checked that Z ′ = V ΛV T .
Numerical Results
In this section, six algorithms, namely, DNE, KDNE, MFA, KMFA, LFDA and KLFDA are compared with their semi-supervised versions on 4 real-world datasets. The pre-modifier "K" means "kernel", e.g. KDNE is kernel DNE (Eq.(9)-Eq. (11) is used). The kernel function used in the experiment is the 2 nddegree polynomial kernel k(x, x ′ ) = x, x ′ 2 . 1-nearest neighbor classification algorithm in the obtained subspace is used in every experiment . The parameter γ in Eq.(12) is tuned via cross validation. The target dimensionality d is automatically determined for algorithms based on DNE as suggested by [9] . For algorithms based on MFA and LFDA, we set d = c, the number of classes. (2) are constructed based on the information of k th nearest neighbor where, to ensure that every class has at least k points, we set k = 3 and, following the LFDA implementation [8] , we use the local scaling method explained in Eq.(15) to construct W (2) . The k th nearest neighbor information is based on ||x i −x j || for DNE, MFA and LFDA, and based on ||φ(x i ) − φ(x j )|| = k(x i , x i ) + k(x j , x j ) − 2k(x i , x j ) for KDNE, KMFA and KLFDA.
The 4 real-world datasets obtained from the UCI repository [19] are Balance, Glass, Ionosphere, and Yeast. The generalization performance of each algorithm is measured by the average test accuracy over 50 realizations of randomly splitting each dataset into training and testing subsets. Details of the datasets are shown in Table 1 . For each dataset, we assume that only a small number of labeled examples is given, so that the label information may not be enough for each algorithm, and thus the information from unlabeled examples may be helpful. Numerical results are shown in Tables 2-7 . It is clear from the results that the semi-supervised algorithms often improve (and not reduce) the performance of their base algorithms; the accuracies are improved in 15 out of 24 cases, and the accuracies in the remaining 9 cases are not worsen.
Conclusions
We have presented a general framework of semi-supervised extensions of existent supervised dimensionality reduction algorithms using spectral methods. Although we gave only three examples, all spectral supervised algorithms of which we know can be extended in the same way. We also showed two semisupervised versions of the representer theorem. Besides algorithms using spectral methods, these two theorems can also be applied to more general classes of semi-supervised learners since the two theorems have no restriction on the objec- 
