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ABSTRACT

For many years, successful applications of robotics were the domain of controlled environments,
such as industrial assembly lines. Such environments are custom designed for the convenience of
the robot and separated from human operators. In recent years, advances in artificial intelligence,
in particular, deep learning and computer vision, allowed researchers to successfully demonstrate
robots that operate in unstructured environments and directly interact with humans. One of the
major applications of such robots is in assistive robotics. For instance, a wheelchair mounted
robotic arm can help disabled users in the performance of activities of daily living (ADLs) such as
feeding and personal grooming. Early systems relied entirely on the control of the human operator,
something that is difficult to accomplish by a user with motor and/or cognitive disabilities.
In this dissertation, we are describing research results that advance the field of assistive robotics.
The overall goal is to improve the ability of the wheelchair / robotic arm assembly to help the user
with the performance of the ADLs by requiring only high-level commands from the user. Let us
consider an ADL involving the manipulation of an object in the user’s home. This task can be
naturally decomposed into two components: the movement of the wheelchair in such a way that
the manipulator can conveniently grasp the object and the movement of the manipulator itself.
This dissertation we provide an approach for addressing the challenge of finding the position appropriate for the required manipulation. We introduce the ease-of-reach score (ERS), a metric that
quantifies the preferences for the positioning of the base while taking into consideration the shape
and position of obstacles and clutter in the environment. As the brute force computation of ERS
is computationally expensive, we propose a machine learning approach to estimate the ERS based
on features and characteristics of the obstacles.
This dissertation addresses the second component as well, the ability of the robotic arm to manipiii

ulate objects. Recent work in end-to-end learning of robotic manipulation had demonstrated that
a deep learning-based controller of vision-enabled robotic arms can be thought to manipulate objects from a moderate number of demonstrations. However, the current state of the art systems are
limited in robustness to physical and visual disturbances and do not generalize well to new objects.
We describe new techniques based on task-focused attention that show significant improvement in
the robustness of manipulation and performance in clutter.

iv

To my parents and my love Mina

v

ACKNOWLEDGMENTS

I gratefully thank my advisor who made my stay at UCF a memorable experience. I also would
like to thank the members of my committee, Dr. Mubarak Shah, Dr. Gita Sukthankar, and Dr.
Bradley Willenberg for their time and valuable comments.
I would also like to thank my collaborators, and friends for their support and friendship and the
discussions about interesting ideas. Special thanks to my parents and my love Mina for their love
and support during my studies in the most positive way.

vi

TABLE OF CONTENTS

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

x

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvi

CHAPTER 1: INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

CHAPTER 2: RELATED WORK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5

Positioning of the Robot Base . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5

Performing the Manipulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

6

End-To-End Learning from Demonstration . . . . . . . . . . . . . . . . . . . . . . . . . 12
Encoder - Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
Autoencoders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
Generative Adversarial Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Mixture Density Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
Attention Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

CHAPTER 3: INTRODUCING THE EASE-OF-REACH SCORE . . . . . . . . . . . . . 19
Estimating the ERS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

vii

Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

CHAPTER 4: ROBUSTIFYING A DEEP VISUOMOTOR POLICY THROUGH TASKFOCUSED VISUAL ATTENTION . . . . . . . . . . . . . . . . . . . . . . 31
Task Dependent Visual Network: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Teacher Network for TFA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
The Visual and Motor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Visual Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Motor Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Loss Function and Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Discriminator Loss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Generator Loss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Motor Network Loss: . . . . . . . . . . . . . . . . . . . . . . . . . 41
Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
Performance Under Benign Conditions . . . . . . . . . . . . . . . . . . . . . . . . 43
Recovery After Disturbance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
The Disappearing Gorilla: . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Comparison of the Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

viii

CHAPTER 5: MANIPULATION IN CLUTTER . . . . . . . . . . . . . . . . . . . . . . 51
Accept Synthetic Objects as Real . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
ASOR With Implicit Attention . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
ASOR with Explicit Attention . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

CHAPTER 6: CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
Future Direction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

LIST OF REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

ix

LIST OF FIGURES

Figure 1.1: The robot executes the commands, enacting a change in the external environment, which creates a new observation ot+1 , and the cycle repeats. . . . . . .

3

Figure 2.1: The first step is to record demonstrations for all of our target tasks. Next,
the visual and motor networks are trained using the recorded demonstrations.
In the testing phase, the trained network is deployed on the robot. In each
timestep, the visual network will receive a new image from the camera and
generate a latent encoding which will be passed to the motor network. The
motor network will predict the next joint commands for the robot and the
cycle repeats until the manipulation is successfully performed [56]. . . . . . . 12
Figure 2.2: Proposed architecture for multi-task robot manipulation learning in [56]. The
neural network consists of a controller network that outputs joint commands
based on a multi-modal autoregressive estimator and a VAE-GAN autoencoder that reconstructs the input image. The encoder is shared between the
VAE-GAN autoencoder and the controller network and extracts some shared
features that will be used for two tasks (reconstruction and controlling the
robot) [56]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Figure 3.1: The cup placed on the table can be grasped using 17 reachable grasp poses.
The blue arrow shows the direction in which the arm approaches the cup. The
grasp poses from the bottom are blocked by the table. . . . . . . . . . . . . . 20

x

Figure 3.2: ERS for a scenario with three obstacles. In the heatmap, blue represents low
ERS, while red represents a high ERS. The wheelchair is positioned such that
the robotic arm is located at the maximum ERS. . . . . . . . . . . . . . . . . 21
Figure 3.3: ERS for a small object, here a cup, located in position p = p(0, 0), computed
using brute-force computations. Blue: low ERS, red: high ERS. . . . . . . . 22
Figure 3.4: Demonstration of features in an example scene. L1: distance to the nearest
obstacle, L2: distance to the target, L3: the widest collision-free path from
the arm to the target, and θ: the angle between L1 and L2. . . . . . . . . . . . 24
Figure 3.5: An example scene with three obstacles and heatmaps corresponding to ERSact
(upper) and ERSest (lower). In the heatmaps, blue corresponds to low and
red to high ERS values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Figure 3.6: The distribution of Type 2 and Type 3 errors by type in a scene with three
obstacles. The sign circle denotes locations where both ERSact and ERSest
are positive. The grid points with no sign are the ones where ERSact =
ERSest = 0. Type 2 errors are denoted with 4 while Type 3 errors with . . 29

Figure 4.1: The robot performs a given command. Our proposed network attends the
image regions that matter the most and is robust to physical and visual disturbance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

xi

Figure 4.2: The proposed visuomotor architecture. Given an image captured from the
scene and a command sentence provided by the user, the Encoder (E) produces the Primary Latent Encoding (z). z is the input to the Motor Network,
which decides the next state of the robot joint angles. Also, z is the input
to a Generator (G), which produces “Fake” frame and masked frame. A
pre-trained Visual Attention Teacher Module masks the original frame by
spatial attention computed employing the textual input. The Discriminator
(D) must discriminate between real/fake frames and masked frames, and also
classify the object and color of the object being manipulated. . . . . . . . . . 34
Figure 4.3: Examples of task-focused visual attention. We provide the command sentence on top of each column. The first row shows frames from RGB camera
and the second row is the same image masked by the attention, produced
by teacher network. We denote the first/second row images by x/m in our
equations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

xii

Figure 4.4: Motor Network Architecture used in our framework. Given the Primary Latent Variable z, the motor network predicts the next state of the robot and
produces 7 numbers (corresponding to 7 joint angles of the robot) to move
the joints of the robot. We use 3 stacked layers of LSTMs with skip connections. Also, we use layer normalization in between LSTMs. We concatenate
the outputs of all the LSTMs and generate the µ, σ, and the mix coefficients α
for the Mixture Density Network (MDN) described in the main manuscript.
We use 20 Gaussians for the MDN of our implementation. The states of all
LSTMs get updated frame by frame. In fact, after each move of the robot, a
new frame is captured by the RGB camera, fed to the Encoder, and then the
next z vector is fed back to the Motor Network. Each frame corresponds to
one time-step for LSTMs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Figure 4.5: Execution of the pushing task with the sentence “Push the red bowl from right
to left”. Top row: original input image, middle row: fake frame generated by
the Generator(G), bottom row: fake masked image with TFA generated by
G. You can compare the fake masked frames presented in this figure with
attention maps generated by the teacher network in Figure 4.3. Notice that
visual disturbances such as the hand and the gorilla do not appear in the
reconstructed image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
Figure 4.6: A sequence of frames from an experiment with visual disturbance. The textual command for this experiment is: ”push the red bowl from left to right”.
Here, we show the frame reconstructions of the “w/o TFA” model. In many
frames like 23-29, the model has failed to reconstruct the input frame properly, showing that the Primary Latent Variable z in this model is not robust to
visual disturbance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
xiii

Figure 4.7: A sequence of frames of an example with a scenario similar to the one in
Figure 4.6, using the TFA-augmented model. We notice that the attention
stays on the correct object and the model has a better reconstruction of the
object in both masked and unmasked frames compared to Figure 4.6. . . . . . 49
Figure 4.8: A comparison between the original frame reconstructed frames by VAEGAN and Traditional VAE. We also show the real masked frames by attention
(using the teacher network), generated fake masked frame by VAE-GAN and
Traditional GAN. By comparing the second and third columns of this figure,
we can justify the performance drop of the “Traditional VAE” experiment in
Table 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

Figure 5.1: Faking clutter and accepting it as real. OD : Demonstrations captured in an
uncluttered environment [2]. ODA : OD images augmented by synthetic clutter. OE : Empty images contain only the robot. OEA : OE images augmented
by a synthetic target object. OEAC : OEA images augmented by synthetic
clutter. ORC : Real clutter(random objects in random positions).

. . . . . . . 54

Figure 5.2: The ASOR-IA network architecture. In each time-step the Encoder(E) receives the task specification and an image(O) as input. Features extracted
from the task specification will be concatenated to feature maps extracted
from the image somewhere in the middle of the CNN layers. The Generator(G) is trained to reconstruct the image given the primary latent encoding
z. The reconstructed image should only contain the target object and ignore
all the unnecessary information. z and the task specification is then passed to
the motor controller to generate the next robot joint angles. . . . . . . . . . . 56

xiv

Figure 5.3: The ASOR-EA network architecture. The task specification and the image
capture are the inputs to the attention network. The attention network generates the attention map and should be able to classify the input image based
on the features pooled from feature maps pooled from the last convolution
layer of the attention map. The VAE-GAN will receive a masked image of
the original input by the attention map and should be able to reconstruct the
input image without the clutter objects. . . . . . . . . . . . . . . . . . . . . . 61
Figure 5.4: Examples of the operation of the attention module in ASOR-EA. The first
row is the input image O and the second row is the masked image M for the
task specification on the top of the column. . . . . . . . . . . . . . . . . . . . 62
Figure 5.5: Each row illustrates ASOR-IA and ASOR-EA reconstructions for a specific
object. The first column is the input frame(O) to ASOR-IA and the second
column is its output(O0 ). The third column is the input frame(O) to ASOREA and the next two columns are the generator’s reconstructions O0 and M 0 . . 63

xv

LIST OF TABLES

Table 3.1: The average relevant error ARE for 700 test scenes.

. . . . . . . . . . . . . 28

Table 4.1: The upper half of the table shows the rate of successfully performing the desired manipulation with different sentence commands. The model with TFA
has superior results to a model without it [56]. We also train a version of our
model without the Discriminator, named Traditional VAE. The model trained
without D cannot effectively perform the manipulations since the adversarial
loss helps to learn rich Primary Latent Variable (z). Also, in Just Encoder
experiment, we just use the Encoder as the visual network. The lower half
of the table shows the rate of successfully performing the desired command
while being disturbed by an external agent. The model with TFA is by far
better than a model without it [56] in all cases. . . . . . . . . . . . . . . . . . 43

Table 5.1: Success percentages: no clutter / with clutter . . . . . . . . . . . . . . . . . . 64

xvi

CHAPTER 1: INTRODUCTION

Recent advances in machine learning (in particular, deep neural networks) led to unprecedented
advances in many fields, including computer vision and natural language processing. Over the last
several years, many research projects are also applying these technologies to the field of robotics.
Although robots are already being deployed in factories, warehouses, and even homes, they are
either limited to repetitive applications in well-controlled environments or simple tasks such as
vacuuming which do not require manipulation. The focus of this dissertation is assistive robotics
however our architectures and techniques can be used in other settings such as mobile robots as
well. The goal of assistive robotics is to help disabled or elderly people in the performance of
activities of daily living (ADLs). Since open-world manipulation must handle complex perception
and a multitude of tasks, most existing technologies such as wheelchair mounted robotic arms are
controlled by the user, although some level of automation is desired, especially for people with
severe physical and cognitive disabilities. Many ADLs involve object manipulation where motion
planning is needed for the arm of the robot to reach an object. In these kinds of tasks, to ensure the
arm is able to reach the target object, positioning the base of the robot is important since it strongly
affects the ability of the robot to perform the task. We can divide a manipulation task into two
control tasks: the positioning of the robot base TP, and the grasping of the object with the robotic
arm TG. These tasks can be executed autonomously or manually based on the preferences of the
user.
Let us consider a manipulation task by a mobile robot in which the goal is to grasp an object c in
the presence of a set of obstacles. The TG task uses a motion planning algorithm Agrasp to find a
collision-free path to reach the target. It appears that the task of TP is limited to finding a position
from where Agrasp can successfully perform the grasp, and thus TP is strongly dependent on the
grasping algorithm. For instance, if the base of the robot moves to a position from which the arm
1

would not be able to reach the target object, the base should move to another position. Humans,
however, have an intuitive understanding that some positions are clearly better than others without
having a specific grasp algorithm in mind. To do this, we need to (a) quantifying the ease of reach
in a way that aligns both with human judgment and motion planning algorithms, and (b) find a way
to estimate this metric at a speed suitable for real-time operation.
To transfer this intuition to a robot we define a metric called ease of reach score (ERS). In Chapter 3
the ERS is defined by considering the number of distinct ways the object can be reached from a
given position for the base of the arm. Defining the ERS this way separates the positioning task
TP from the grasping task TG and would be useful for both automated and manual execution of
the TG task.
Predicting the ERS and selecting the position based on it will only increase the manipulation
chance to be successful but success is not guaranteed. After deciding where to go to perform the
manipulation, the robot needs to go there and perform it. Recent researches show the possibility
of end-to-end training of deep visuomotor policies that perform object manipulation tasks such
as pick-and-place, push-to-location, stacking and pouring. These systems perform all the components of the task (vision, grasp and trajectory planning, and robot control) using a neural network
trained by variations of deep reinforcement learning and learning from demonstration (supervised
learning). Deep visuomotor policies for manipulator control are neural network architectures that
have as input an observation composed of an image or video frame and possibly other sensory
data, ot , a task (or goal) specification, g, and their output is the robot commands, at = π(ot , g).
The robot executes these commands, enacting a change in the external environment, which creates
a new observation ot+1 , and the cycle repeats. Architecturally, most currently proposed systems
follow variations of the generic model of Figure 1.1, which posits the existence of a primary latent
encoding, z, the result of the visual processing of the input by a specialized visual network. This
encoding, of dimensionality orders of magnitude smaller than the input, is then used by the motor
2

network to generate the next joint angles command for the robot, a. Our approach is pure behavior cloning - we found that the tasks could be learned using the combination of techniques listed
above, without the need of refining using dataset aggregation or reinforcement learning.
In the related work chapter we are going to discuss an architecture proposed in [56] which can learn
how to perform manipulation tasks from a set of demonstrations. In [56] the demonstrations used
to train the policy are clean, undisturbed and lack any physical or visual disturbances. Practically,
demonstrations recorded by controlling a real robot cannot cover all possible situations and disturbances the robot might face in a real environment. If a policy is trained using such demonstrations,
placing an extra object in the robot’s field of view can confuse the motor network by sending the
primary latent encoding to an unseen state. To prevent such confusion the latent space should be
dependent only on parts of the image that are relevant to the current task. In this dissertation, we
are going to investigate techniques and strategies to achieve this goal.
Robot Moves
(Updates the State)
“Push
the box”
RGB Camera
Task Spec g
Visual Network

Primary latent
Encoding
z

Visual
Observation O

Motor Network
generating the
robot commands

Joint
Command a

Figure 1.1: The robot executes the commands, enacting a change in the external environment,
which creates a new observation ot+1 , and the cycle repeats.
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The remainder of this dissertation is organized as follows. Chapter 2 describes related works and
an overview of a method for learning trajectories using recurrent neural networks and raw images
as input. In Chapter 3 we introduce the ease of reach score to better estimate the best position for
the robot to perform a manipulation task. In Chapter 4 we augment a visuomotor policy with Task
Focused Attention (TFA) and illustrate how attention can robustify the policy against visual and
physical disturbances. In Chapter 5 we proposed a data augmentation technique (Accept Synthetic
Objects as Real) and two novel network architectures that take advantage of it to train end-to-end
policies that operate in the presence of clutter.

4

CHAPTER 2: RELATED WORK

In the introduction, we decomposed the manipulation task into two major segments: (a) The positioning of the robot base TP (b) Performing the manipulation with the robotic arm TG. In the
literature, it is also the case that a paper is in most cases written to address only one of these scenarios since each of these scenarios is broad enough to be the subject of discussion for a paper.
Hence, we are going to discuss the papers which addressed TP and TG separately.

Positioning of the Robot Base

Placement of a mobile robot is an important problem since it fundamentally affects the ability of
the robot to execute the tasks. The importance of the robot’s placement in industrial settings to
improve the robot’s flexibility and throughput is investigated in [67]. One approach to address this
problem, introduced by Zacharias, Borst, and Hirzinger [80], is to create the capability map of the
robotic arm. A capability map contains the information describing which regions of the workspace
are reachable from what directions. This map would be useful in finding a proper robot placement
for the execution of workspace linear constrained trajectories [81] [19]. Leidner and Brost [41]
used object-centric reasoning to find a correct place and time of the movement for the base of the
humanoid robot Rollin’ Justin for a mobile pick-and-place task.
The inverse reachability approach [71] proposed by Vahrenkamp, Asfour and Dillmann find suitable base poses to reach a target from a particular orientation. However, when it comes to calculating reachability within a target region instead of a single target pose, this method is difficult
to use. A technique to generalize the experience of a successful grasp through exhaustive search
from different robot poses is presented in [68] by Stulp, Fedrizzi and Beetz. The result of grasps
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in different positions is classified and used to extract the best base position for a successful grasp.
In [31] Jamone et al. introduced Reachable Space Map which the robot learns autonomously
and online during the execution of goal-directed reaching movements. This map can be used to
estimate the reachability of a fixed object and to plan preparatory movements.
Yang et al. [74] proposed a methodology for automatic reaching analysis of wheelchair users in an
indoor environment. Their method is based on a simple model of a person sitting in a wheelchair
and an efficient motion planner.
The presence of obstacles in an environment opens up new challenges to the existing methods
which work based on inverse kinematics without considering obstacles. The capability map changes
when an obstacle is close to the robotic arm. This is because the space needed for the arm such
that its end-effector reaches a particular pose might be blocked by an obstacle. Recreating the
capability map for a different arrangement of obstacles is a computationally expensive procedure.
In [68] the exhaustive search should be repeated since the grasp map of the environment changes
by adding an obstacle. To overcome the limitations of the existing works, in chapter 3 we propose
a method based on motion planning which does consider obstacles around a target.

Performing the Manipulation

The canonical approach for robot manipulation involves decomposing the task into several welldefined components such as state estimation, planning, and low-level control, which often have
further subcomponents such as a model of environment’s dynamics in the planner. Recent advances
in deep learning led to solutions where some of these components are implemented as neural
networks. Examples include object pose estimation [55], robot pose estimation [85]. In some
cases, more than one component is implemented with neural networks, such as the inference of
6

grasp and suction affordances and recognizing novel objects [83].
Taking this trend to the extreme are end-to-end learned deep visuomotor policies where all or
almost all the canonical pipeline is implemented as a single neural network, transforming in one
step a visual input into the control signal [43, 57]. The challenge, of course, is that we need to
learn a large, opaque neural network, losing the advantages of decomposition and module testing.
A deep visuomotor policy for robotic manipulation transforms an input video stream (possibly
combined with other sensory input) into robot commands by the means of a single deep neural
network. Such a system had been first demonstrated in [43] using guided policy search [42], a
method that transforms policy search into supervised learning, with supervision provided by a
trajectory-centric reinforcement learning method. In recent years, several alternative approaches
have been proposed using variations of both deep reinforcement learning and deep learning from
demonstration (as well as combinations of these).
The two major learning models of end-to-end policies are reinforcement learning (RL) and learning
from demonstration (LfD). Deep reinforcement learning is a powerful paradigm that, in applications where exploration can be performed in a simulated environment allowing millions of trial
runs, can train systems that perform at superhuman level [64], even when no human knowledge is
used for bootstrapping [64]. For RL, the task is specified through a reward function and requires
the robot to interact with the environment to collect training data. An approach to avoid the requirement of reward engineering by periodic querying of the user is shown in [65]. Unfortunately,
for training visuomotor policies controlling real robots, it is very difficult to perform reinforcement
runs on these scales. Even the most extensive projects could only collect several orders of magnitude lower number of experiments: for example, in [44] 14 robotic manipulators were used over
over a period of two months to gather 800,000 grasp attempts. Even this number of experimental
tries is unrealistic in many practical settings. Thus, many efforts focus on reducing the number of
experimental runs necessary to train an end-to-end visuomotor controller. One obvious direction
7

is to learn a better encoding of the input data, which can improve the learning rate. In [21], a
set of visual features were extracted from the image to be used as state representation for the RL
algorithm. The state representations can also be learned using priors from the physical world [33]
or being able to predict the future [66, 7, 6] or transferring the learned behavior from previously
learned tasks [38, 46, 58].
To avoid real-world trials some studies chose to gather the training data in simulation with testing
done in the same simulated environment [18, 57, 63, 62] or the learned behavior will be transferred
to a real robot or agent [84, 55]. Despite reducing the number of real-world interactions, training
the policy using interactions in a simulated environment has its shortcomings. naturally, the simulated environment cannot represent the real-world conditions accurately in all cases. In [20] the
simulator is constantly going through modifications. After each training episode in the simulated
environment, the newly trained behavior is deployed on the robotic agent in the real world. A
machine learning algorithm will optimize the simulator by comparing the expected result in these
real-world trials. Instead of closing the gap between the simulator and the real world, one can train
a powerful policy that can generalize well enough to correct its own mistakes when such discrepancies happen between the real world and the simulator using domain randomization [70, 15, 30].
Authors in [55, 24] relied on the imperfect nature of demonstrations performed by humans and
their ability to recover from them.
Another alternative is to reduce the number of real-world trials is to use LfD to bootstrap RL and
overcome exploration challenges [57, 84]. In [61] Deep Q-learning from Demonstrations (DQfD)
is introduced to greatly accelerate the RL learning process by pre-training a Q-function on the
demonstration data. Alternatively, demonstrations can be used to bias the exploration phase of RL
in a process called reward shaping [10] or Exploration from Demonstration (EfD) [69].
LfD has the advantage that it does not require an engineered reward function, the tasks being
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specified by demonstrations performed by the user. In a very primitive setting, using only a behavioral cloning/imitation loss, LfD would be limited to reproducing the trajectories of the user,
with fast divergence whenever a new situation is encountered. In practice, many techniques can
learn well-generalizing policies from demonstrations by combining the imitation loss with other
losses, regularization techniques and other ways to introduce inductive bias. Just like in the case
of RL, LfD also needs a relatively large number of demonstrations done by an expert. Crowd
sourcing [22] or cloud-based [35] approaches can facilitate the data gathering process. However,
it is desirable to reduce the number of demonstrations required to learn a new task. To reduce
the number of demonstrations for a new task, the deep visuomotor policy should be able to take
advantage of the knowledge previously acquired in learning other tasks. In addition to reducing
the number of demonstrations for each task, multi-task learning can also act as a regularizer and
greatly improve the generalization among different tasks [56, 54]. Another possible approach for
this is meta-learning: by utilizing demonstrations from a variety of tasks, under some conditions it
is possible to learn a new task from a single demonstration [79].
In the general LfD methods, the experts’ influence is only passed to the policy through the demonstrations. Consequently, LfD methods cannot be guided by the expert during test time. Such direct
control over the network’s decision making is preferable and in some cases necessary. Authors
in [16] proposed an approach to condition models trained by LfD on high-level commands at test
time. The model is trained to drive a car in a simulation environment and transferred to drive a toy
truck in the real environment. The trained policy is able to drive a car and it is still responsive to
real-time navigational commands at the test time. Authors in [14] proposed a goal-parameterized
visuomotor policy. The policy is trained a subset of all available goals and their corresponding
target parameters. The policy receives RGBD images as input to its vision module, additionally,
a vector parameterizing the task specification is concatenated to the control module input. The
trained policy exhibits zero-shot generalization to unseen target parameterizations. The policy is
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evaluated on peg-insertion and button-pressing tasks and two robotic arms.
Authors in [45] proposed Learning from Play (LfP) as a way to scale up multi-task learning. As
illustrated in both [56, 45] visuomotor policies trained on multiple tasks are superior to policies
trained on individual tasks in terms of success rate and robustness. The policy proposed in [45]
is task-agnostic, goal conditioned trained on raw unstructured play data record in a simulation
environment. The policy is conditioned on its two inputs the current state and the goal state.
Despite being task-agnostic authors observed the latent space is conditioned and organized on the
nature of the task. In [2] we achieved natural failure recovery with task-focused attention, LfP also
exhibits similar behavior.
Robots are expected to perform a wide variety of tasks. To maximize the generalization ability
of the policy, longer tasks can be decomposed into smaller well-defined subtasks. Authors in [34]
proposed a Deep Neural Network deployed on a humanoid robot capable of decomposing the put in
the box task into short sequential subtasks. The proposed network consists of an autoencoder which
extracts features from the input images and a Recurrent Neural Network (RNN) based controller.
In robotic studies, the training and testing usually happen on a single robot. Authors in [36] proposed a framework trained on raw RGB images and later transferred the knowledge to a different
robot. The authors used 659 demonstrations gathered for a cleaning task in[12]. Camera transformation and random changes in illumination and adding noise to the background tricks are used to
expand the recorded dataset and reduced the demonstrations required to achieve the same test error
to 20% of the original dataset.
Cooperation between robots is investigated in [60]. The authors used 4 robots, 2 master robots
used by the human demonstrator to control the other 2 slave robots to perform the task of serving a
salad. The tasks are accomplished by scooping the salad from the initial position and transporting
it to the serving plate. An LSTM based network is then trained on the demonstrations.
10

Reward sketching, a new annotation technique used to train reward function for RL, is proposed
in [11]. Reward sketching utilizes humans’ ability to assess task progression toward a goal state and
use it to obtain reward functions. An intuitive and user-friendly interface is used to gather human
experts’ per timestep annotations by drawing a curve correlated by the task progression. The
interface enables a single expert to annotate hundreds of frames per minute. The trained policy
reportedly is able to perform tasks faster than a human which is not possible in pure imitation
learning settings.
Training end-to-end visuomotor policies using sequences of raw unannotated images is illustrated
in [56, 43, 2, 1]. However, additional information regarding object affordances (available actions
to an agent to perform on an object) can be utilized to reduce the number of required demonstrations. Such information can also facilitate learning dexterous actions on a wide variety of objects.
Masnadi et al. [48, 47] proposed a graphical user interface for users to sketch the object affordances. In [53] authors introduced an agent that is designed to efficiently use the demonstrations
and operate in partially observable environments with highly variable initial conditions and sparse
rewards.
Instead of the end-to-end training of visuomotor policies, one can train a network to detect the
target object’s position and then train a separate network to use the estimated position to control
the network. Such a network is proposed in [29]. To avoid collecting lots of images in the real
world, authors proposed to use 2 VAEs one on the simulation images and one for the real images.
The decoder is shared between the two VAEs. Since the object’s position in the real and synthetic
images is the same, the reconstruction error for both real and synthetic images is calculated with
respect to the synthetic image. Now that both real and synthetic objects are mapped to the same
space a separate CNN network is used to estimate the object’s position. The estimated position is
used to train LSTM layers to control the robot to perform a pick and place task.
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End-To-End Learning from Demonstration

Here we are going to discuss a paper [56] which proposed a method for teaching a low-cost robotic
manipulator to perform several complex picking and placing tasks, as well as non-prehensile manipulations. The proposed architecture provides the foundation for architectures described in Chapter 4 and Chapter 5.

Recoding Demonstrations

Testing The Network

RGB
Camera

Deep
Visuomotor
Training

Robot Moves
(Updates the State)

Joints
Command a

Motor Network
Predicts Next State
of Robot

Task Spec g:

“Push the
Box”

Primary
Latent
Encoding
(Z)
Visual Network
Encodes The Visual
Observation (O)

RGB Camera

Visual
observation o

Figure 2.1: The first step is to record demonstrations for all of our target tasks. Next, the visual
and motor networks are trained using the recorded demonstrations. In the testing phase, the trained
network is deployed on the robot. In each timestep, the visual network will receive a new image
from the camera and generate a latent encoding which will be passed to the motor network. The
motor network will predict the next joint commands for the robot and the cycle repeats until the
manipulation is successfully performed [56].

As shown in figure 2.1 the proposed method in [56] involves three different stages: 1-Recording the
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demonstrations 2- Training the network 3- Testing the network on the robot. To use Learning from
demonstration, an expert is needed to control the robot and perform the manipulation tasks while
image sequences from the scene and commands to the robot are being recorded. These recorded
commands and image sequences will be used as demonstrations for the robot to learn from.
Encoder

Generator
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Reconstructed
image

Mean
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Input
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Sampling
μ

Conv + BN +
Leaky ReLU

Joint
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Figure 2.2: Proposed architecture for multi-task robot manipulation learning in [56]. The neural
network consists of a controller network that outputs joint commands based on a multi-modal
autoregressive estimator and a VAE-GAN autoencoder that reconstructs the input image. The
encoder is shared between the VAE-GAN autoencoder and the controller network and extracts
some shared features that will be used for two tasks (reconstruction and controlling the robot) [56].

The proposed architecture has two main components: vision and motor network. The vision network’s responsibility is to extract a set of features for the controller network to control the robot.
The training process happens in two stages. First, both vision and controller networks are trained
together. Then, the trained vision network is used to extract the features and save them. The
extracted features will be used to further fine-tune the controller.
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The testing process involves feeding an image captured from the state of the current scene and
extracting the features using the trained vision network. Then these features will be processed by
the motor network and we get the next joint command to be performed by the robot. After the robot
performs the new command, the state of the scene will change and a new image will be captured
and this loop will continue until the desired task is successfully performed.
For more details regarding recording demonstrations and description of tasks and results please
refer to the original paper [56]. Here we are going to discuss each component’s role, importance,
and background in the proposed architecture.

Encoder - Feature Extraction

Inputs to the network are batches of sequences of images and a task selector vector. Convolutional Neural Networks(CNNs) are an obvious choice for processing the images. However, using
a separate controller consist of LSTM layers is not as obvious and it is not the only solutuion [43].
Separating the controller and the encoder modules enables us to employ the two-stage training
process mentioned before and fine-tune the controller in the second stage. The controller’s ability
to capture long-term dependencies in its inputs is directly correlated to increasing the sequence
length during training. The fine-tuning stage enables us to increase the sequence length because
the encoder is not trainable at this stage and the latent encodings can be extracted beforehand,
eliminating the need to load images into the GPU.

Autoencoders

The simplest network able to control the network consists of an encoder and a controller. Such a
network is expected to produce proper gradients to train its convolutional filters and LSTM layers
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to directly infer proper commands at each time-step using only the input images, which is not a
trivial task. Having an additional loss function to guide the network, especially at the beginning
of the training process is preferable. An autoencoder can provide us with such a loss function.
The reconstruction error between the generator’s reconstruction and the original image eliminates
the pressure on the encoder to extract the most relevant features for the controller by forcing it
to extract all features to reconstruct the input. The autoencoder’s architecture is a Variational
Autoencoder and benefits from a reparameterization trick first introduced in [37].

Generative Adversarial Networks

Blurriness is unavoidable when using Mean Squared Error(MSE) in the autoencoder’s reconstruction error. More details in the reconstruction indicate the latent encoding ability to transfer more
information to the controller. Information regarding the target object’s edges is among the vital information for the controller to better perform the tasks. Generative Adversarial Networks(GANs)
are known to produce realistic results compare to other classes of Neural Networks like VAE’s.
The proposed architecture in [56] used VAE-GAN [40] to extract better features. The vision network is a VAE-GAN [40], which will receive the input image from the scene and returns a low
dimensional feature vector. The extracted features will be fed to the generator. The generator’s
job is to reconstruct the original image. Reconstructing the input image will help the network to
retain all the relevant information including the robot’s position, gripper status, object position, etc.
The reconstructed images will then be fed to the discriminator. Based on the idea of generative
adversarial networks [25] the Discriminator’s job is to distinguish the fake images generated by
the generator from the real images captured from the scene (input images). The extracted features
are being fed to the controller network as well.
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Mixture Density Networks

Mixture Density Networks(MDN) are used in variety of problems such as handwriting prediction [26], generating raw audios [52], speech synthesis [82], sketch drawing [27] and generally
any multi-modal sequence generation [26]. They are also applicable to our robotic problem. There
are many equally possible solutions to perform a manipulation and reach the same end state. Predicting parameters of a multi-modal distribution enables the network to learn such demonstrations.
For example, imagine a scenario in which an object should be pushed to the right but there is an
obstacle on its shortest path to the target, in this case, some of the demonstrations might prefer
to avoid the obstacle by pushing the object in different ways. Averaging all these demonstrations
might result in colliding with the obstacle. Even without an obstacle in the way, since humans are
not consistent about which solution to choose, having a multi-modal distribution for the robot’s
controller output will help the network to avoid excessive averaging between different modes in
the demonstrations. That is why the controller network predicts the probability distribution of the
joint angles instead of predicting the next joint angle itself. The controller network, is a 3 layernormalized [3] LSTM [28] layers with skip connection. The controller network predicts the next
robot’s joint angles given the features extracted by the encoder. The output of the controller network is a mixture of Gaussians[5]. The controller network’s loss is calculated according to the
Mixture Density Network(MDN) negative log-likelihood loss formula over the supervised data (J)
based on the demonstrations (behavioral cloning loss). The behavioral cloning loss is discussed in
more detail in Chapter 4.
The features extracted from the input image are shared between the VAE-GAN and the controller
network as illustrated in Figure 2.2. The generator and the discriminator are trying to force the
encoder to include expressive features for the reconstruction task whereas the controller network
is trying to force the encoder to focus on features that will improve the trajectory prediction task.
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This competition/collaboration will regularize the feature extraction. The VAE-GAN approach for
extracting low-dimensional features from input frames will be the foundation for our architectures
in Chapter 4 and Chapter 5.

Attention Mechanisms

The discussed architecture above can be trained using clean, undisturbed demonstrations in which
only the target object(s) are present in the scene and nothing else. Consequently, its ability to perform a task autonomously is also limited to such conditions. In our efforts to robustify deep visuomotor policies against physical and visual disturbances such as clutter, we used spatial attention.
Different types of attention mechanisms including spatial, temporal and feature level attentions
often appear as components of larger networks solving problems like image captioning [72, 76],
visual question answering [75, 50, 77], visual text correction [49] or visual expression localization [78]. Although the applications are different, the role of attention networks, i.e., focusing on
information-rich parts of the input, remains the same. Our proposed attention mechanism is most
similar to [75]. However, in our architectures, we train the attention network with word selection
objective. The objective is to select some regions on a video frame regarding a textual input, such
that it be able to regenerate the words in the input sentence just based on the visual features of
selected image regions.
An approach that is similar to ours in objective, but different in implementation, is described
in [17]. Considering manipulation tasks, the authors implement two layers of attention. The first,
task-independent visual attention semantically identifies labels and localizes objects in the scene.
This labeling relies on training on an external labeled dataset, thus in this respect, the approach is
not “end-to-end”. The second, task-specific attention is learned by selecting from the segmented
objects, by the task-independent attention, those objects that contribute most to the correct predic17

tion of demonstrated trajectories. The following are main differences between our work presented
in Chapters 4 and 5 and the work presented in [17]:
1- Our model supports multi-task learning by jointly encoding the textual command(e.g. “pick up
the blue ring/red bowl”) and video frames; however, to the best of our knowledge, each task in [17]
requires an additional training process. Moreover, tasks defined in our work are more generalized
in the sense that the target object may be different. For example, in [17], the target in all the
demonstrations for the first task is a brown mug, however, we can perform tasks, like “pick up”,
on multiple objects by just mentioning the object name in the textual command sentence.
2- The attention proposed in [17] relies on Region Proposal Networks (RPN), pre-trained on
MSCOCO dataset, and has an extra stage of training to remove extra proposed bounding boxes.
Our attention mechanism does not require any region proposals and is trainable end-to-end just
using the textual commands and recorded videos of the robot.
3- Our method can ignore the disturbances without additional demonstrations. We record the
demonstrations only in benign condition, and we do not have any demonstration in the training set
containing any kind of disturbance. Note that, the tasks (e.g. Pick-up vs Pouring) and the environment setup (e.g. robot model and objects) in our work and [17] are fundamentally different.
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CHAPTER 3: INTRODUCING THE EASE-OF-REACH SCORE

Let us consider a scenario where a robotic arm positioned at location (x, y) aims to grasp an
object c in an environment with obstacles O = {o1 , . . . , on } that the arm must avoid. To measure
how suitable a certain location is to perform a manipulation from, we will define the Ease-ofReach Score (ERS) such that it captures our intuitions about the preferences over different positions
p(x, y). The value of ERS should be 0 for positions from where the grasp is not possible, while 1
for the position from which the grasp can be done under “ideal conditions”. As we want to make
the ERS independent of the different human or machine motion planning algorithms, we will base
our metric on the number of distinct grasps possible from a given position. For instance, if from a
given position we have 10 different ways to grasp the object, this position will likely be preferred
both by the human and the automatically controlled operator. This position would be preferred
to one where there is only one possible grasp that the operator would need to get exactly right to
successfully complete the task1 .
Let us now develop a numerical formula for the ERS. We call Count of Distinct Grasp Trajectories
CDGT (p, c, O) the number of ways the arm can approach an object c to grasp it from base position
p = p(x, y) in the presence of the obstacles O = {o1 , . . . , on }. To discretize the number of grasp
poses, we will consider two grasps to be distinct if the approach angle differs by at least π/4. For
the case of our running example, Figure 3.1 shows 17 distinct grasps for the cylindrical cup. As a
note, obstacles lower or at best keep the CDGT the same, because they make a previously feasible
grasp impossible to achieve.
1

This chapter’s material has been previously published in 25th IEEE International Symposium on Robot and Human Interactive Communication (RO-MAN)2016 under the name ”Real-time placement of a wheelchair-mounted
robotic arm” authors: Pooya Abolghasemi, Rouhollah Rahmatizadeh, Aman Behal, Ladislau Bölöni
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Figure 3.1: The cup placed on the table can be grasped using 17 reachable grasp poses. The blue
arrow shows the direction in which the arm approaches the cup. The grasp poses from the bottom
are blocked by the table.

∀p ∀on+1 CDGT (p, c, O ∪ on+1 ) ≤ CDGT (p, c, O)

(3.1)

The ideal condition for a grasp is an environment with no obstacles and a position from where
we can choose the largest number of possible grasps. Starting from these considerations, we will
define the ERS as:
ERS(p, c, O) =

CDGT (p, c, O)
max (CDGT (p, c, ∅))

(3.2)

p

Similar to the CDGT, adding new obstacles to the environment will lower or at best keep the ERS
the same:
∀p ∀on+1 ERS(p, c, O ∪ on+1 ) ≤ ERS(p, c, O)
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(3.3)

The best position for the arm is the one where the ERS is maximized:

popt = arg max ERS(p, c, O)

(3.4)

p

Figure 3.2 shows the ERS for a scenario with three obstacles and the wheelchair positioned in such
a way that the base of the manipulator is at the maximum ERS. Note that the optimal position
might not be reachable (due to the fact that the wheelchair on which the robotic arm is mounted
has its limitations, for instance, it might collide with the table).

Figure 3.2: ERS for a scenario with three obstacles. In the heatmap, blue represents low ERS,
while red represents a high ERS. The wheelchair is positioned such that the robotic arm is located
at the maximum ERS.
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Figure 3.3: ERS for a small object, here a cup, located in position p = p(0, 0), computed using
brute-force computations. Blue: low ERS, red: high ERS.

Estimating the ERS

The brute-force calculation of the ERS requires us to solve the motion planning problem for every
grasp angle and to repeat this for every point in a grid covering the possible locations of the robot
arm. The computational effort depends on the resolution of the grid, but even a very coarse grid (eg.
20 by 20) yields 20 · 20 · 17 = 6800 motion planning problems. We use Rapidly-exploring Random
Trees (RRTs) [39] to find an obstacle-free trajectory to reach a grasp pose close to the target. Even
with this fast method, calculating the exact ERS before every decision is not a feasible approach
for a realtime solution of the TP task.
Calculating the ERS offline is feasible if there is no obstacle to consider. For instance, Fig 3.3
shows the ERS calculated using this method for a cup positioned at (0, 0) without any obstacles
around it. As expected, the ERS has a ring shape - the reach is difficult both if the arm originates
too far or too close to the object. The maximum ERS, for this setup, is reached at the distance
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of 0.5m from the object. Note that this calculation needs to be done only once and is valid for
any small object that is graspable by the robotic arm since ERS is agnostic to the shape of the
grasp target. The robot can store this map, and recall it whenever it needs to perform the TP
task. However, the ERS also depends on the number, location, and size of the obstacles, thus the
presence of obstacles leads to a combinatorial explosion of the possible maps. In our setup with n
obstacles and 10 different obstacle sizes, the number of maps is (10 · 20 · 20)n , that is 1.6 · 107 for
two obstacles and 6.4 · 1010 for 3 obstacles. It is thus desirable to find a way to quickly estimate
the ERS without the need to compute extensive offline libraries. The approach we propose starts
from the observation that the maximum ERS is obtained when no obstacles are present, while each
obstacle reduces the ERS.
Let us assume that the robot arm is located at an arbitrary position (x, y) and its goal is to reach a
particular object while avoiding the obstacles. Obstacles block some of the space it needs to reach
the target. The blocking effect of an obstacle depends on the size and shape of the obstacle, its
distance to the arm, etc. However, we do not know how much an obstacle will affect the ERS at a
particular location of the arm. Furthermore, we do not know how the blocking effect of adjacent
obstacles close to the target combines to lower the ERS. We propose an approach that starts from
the observation that the ERS for each point in the environment can be estimated considering some
general information about the point and its surroundings.
In order to find the value of ERS at a certain location of the arm, we set up a simulation scenario
in which a target object is surrounded by 1 to 9 obstacles. The obstacles in the environment are
approximated using cuboids with random size and pose. The dimensions of the obstacles can vary
between 10-35cm and their distance to the center of the target can vary between 10-100cm. By
running the simulation multiple times and measuring the ERS at different locations, we gather
the information required for the learning process. In order to learn how the ERS is affected in
different situations, we hand-crafted a set of features which intuitively capture the aspects of that
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situation. In other words, these features are designed in such a way to classify the points on a grid
with similar ERS values in the same group while distinguishing between the points which have
different ERS values.

Figure 3.4: Demonstration of features in an example scene. L1: distance to the nearest obstacle,
L2: distance to the target, L3: the widest collision-free path from the arm to the target, and θ: the
angle between L1 and L2.

The features we found useful are illustrated in Figure 3.4 and explained here:

• Distance to the closest obstacle (L1). This feature captures the Euclidean distance between
the closest obstacle and the current position of the arm. It is preferred for the arm to be
positioned in the furthest possible position from any obstacle. The closest obstacle seems to
be the most important one since it probably has the largest effect on ERS.
• Distance to the target (L2). The Euclidean distance between the arm and the target which is
very important since one of the key factors which affect ERS is how far the arm is located
from the target. For instance, when the arm is located far away from the target, reaching the
target is not possible, i.e. the ERS is zero.
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• Angle between L1 and L2 (θ). The angle between L1 and L2 along with the distances L1
and L2 capture the configuration of the arm, target, and the closest obstacle with respect to
each other. When the obstacle is located between the target and the arm, the ERS should be
lower compared to the situation where the obstacle is located outside the space between the
arm and the target. This feature tries to distinguish these situations from each other.
• Widest path (L3). It measures the diameter of the widest rectangular obstacle-free path from
the arm to the target. This feature tries to estimate how much free space is available for the
arm to operate while reaching the target. The wider this path is, the more space the arm has
to operate and the result would be a higher ERS.
• Force field. In addition to the closest obstacle, other ones also affect the ERS more or less.
To estimate the effect of the n closest obstacle, we use a sum of force fields type formula:

F F (p, O) =

n
X
i=0

V olume(oi )
Distance(p, oi )2

(3.5)

This formula aims to capture the fact that the larger the size, number and proximity of the
obstacles to the target object, the more and more difficult the finding of a grasp becomes.

These features had been obtained by experimentally testing an initially larger set and eliminating
those that had been found ineffective in reducing the estimation error. Using the data gathered by
running the simulation 100 times, we calculate each feature for all the points on the grid to later be
used in the learning algorithm.
The cardinality of training data is not merely the number of training scenes, but the number of
scenes multiplied by the number of candidate arm position in the scene. For instance, by discretizing the possible positions for the arm into a (20 · 20) grid and repeating the simulation to generate
100 scenes, we gather 40,000 training examples. Calculating the features for each point in the
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environment provides us with a large number of training samples. This is one of the advantages
of the proposed approach which makes the learning reasonably fast without requiring too many
simulated environments.
The value of the explained features calculated for each training example and the resulted ERS
forms the input to the machine learning algorithm. The output would be a predictor which is able
to estimate the ERS based on the features. We use the CART algorithm [9] to create 200 regression
decision trees. We use decision trees because decision trees properly handle this kind of non-leaner
problems without relying on a large number of training examples. Finally, to enhance the accuracy
of the results, we use the bootstrap aggregating (“bagging”) method [8] to predict the value of the
ERS.

(a) The actual ERS of the cup.

(b) The estimated ERS of the cup.

Figure 3.5: An example scene with three obstacles and heatmaps corresponding to ERSact (upper)
and ERSest (lower). In the heatmaps, blue corresponds to low and red to high ERS values.
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Experiments and Results

In this section, we validate the proposed approach, by investigating how well the approach solves
the positioning problem. We simulate a JACO arm mounted on a wheelchair in V-REP [23] robotic
simulator. The techniques proposed in Section 3 allow us to calculate the estimated value ERSest
while brute force methods allow us to calculate the actual value ERSact . Figure 3.5 shows an
example scenario with a target object (cup) and seven obstacles of various sizes and various orientations. The figure on the top shows the actual ERS as a heatmap under the obstacles, while the
bottom figure depicts the estimated ERS. A visual inspection of the figures shows that although
not perfect, the approximation and the actual value of ERS are very close.
Let us now try to develop a useful error metric. One approach would be to calculate the average
error for every grid point. However, this would be a misleading metric, because for a large number
of locations ERS will be trivially zero (for instance, the ones that are located outside the range of
the arm). If we calculate the simple average, the error would depend on how far the grid extends
from the origin. Instead, we will define the error metric as being the average only for locations
where at least one of the ERSact and ERSest are not zero:

P = {p | ERSest (p, c, O) > 0 ∨ ERSact (p, c, O) > 0}

(3.6)

We denote the cardinality of this set of points with #P . Thus for a given target object c and set of
obstacles O we define the average relevant error ARE(c, O) as follows:

X
ARE(c, O) =

ERSest (p, c, O) − ERSact (p, c, O)

p∈P

#P
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(3.7)

Table 3.1: The average relevant error ARE for 700 test scenes.
Scene description
1 obstacles
2 obstacles
3 obstacles
4 obstacles
5 obstacles
6 obstacles
7 obstacles
8 obstacles
9 obstacles

count
90
79
81
73
67
73
73
73
91
Average

ARE
0.0276
0.0343
0.0395
0.0435
0.0471
0.0507
0.0544
0.0571
0.0602
0.0458

The calculation of the ARE is computationally expensive as it requires the calculation of the
ERSact . We performed it for 700 test scenes as described in Table 3.1. The first column describes
the number of obstacles in the scenes and the second column shows the total number of test scenes
with that number of obstacles. The table shows that on average the error stays in a moderate range,
but in general increases proportional to the number of obstacles.
From the point of view of a practical robot implementation, however, the error in the ERS is not
of high importance. The robotic wheelchair needs to position itself such that the object is easily
reachable - the finding of the optimal position is of comparatively small importance. We can divide
the errors in the determination of ERS into three major types:

Type 1: ERSact > 0 ∧ ERSest > 0 ∧ ERSact 6= ERSest
If this type of error occurs, the system might choose a position which is not exactly the global
optima. Practically, this kind of error is not a major issue as long as the difference between the
actual value and the estimated one is not considerable. By trying to keep the total error minimized,
the chosen position should fall into a small range of the optimal position.
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Figure 3.6: The distribution of Type 2 and Type 3 errors by type in a scene with three obstacles.
The sign circle denotes locations where both ERSact and ERSest are positive. The grid points
with no sign are the ones where ERSact = ERSest = 0. Type 2 errors are denoted with 4 while
Type 3 errors with .

Type 2: ERSact > 0 ∧ ERSest = 0
This issue will happen when the system mistakenly estimates ERS to be zero while the actual ERS
is not zero, i.e., reaching the target is possible from that location. As long as the ARE is not a
large number, we can assume that these points were likely not a good choice for the arm to do
the manipulation. However, in highly congested scenes or in scenarios with constraints on the
movement of the wheelchair where there are limited options for the arm to select, the presence of
Type 2 errors might make the system mistakenly believe that the problem is unsolvable.

Type 3: ERSact = 0 ∧ ERSest > 0
This type of error relates to the positions where the grasp is not possible but the estimation suggests
otherwise. As a result, if the wheelchair chooses this kind of points to execute the positioning
task TP, it would be impossible to perform the grasp task TG. Practically, by performing motion
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planning for the chosen points, these kinds of errors can be avoided. However, this type of error is
the most critical one and should be minimized.
Figure 3.6 depicts the distribution of Type 2 and Type 3 errors in a sample scenario with 7 obstacles. The structure shows that the estimate yielded correct or acceptable values for the majority of
positions (but for feasible and unfeasible locations). In a few positions in which Type 2 or Type 3
occurs, all of them located at the boundary between the feasible and infeasible regions. In practice,
the system would choose positions at the interior rather than at the boundary of the feasible zone,
thus avoiding both types of errors.
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CHAPTER 4: ROBUSTIFYING A DEEP VISUOMOTOR POLICY
THROUGH TASK-FOCUSED VISUAL ATTENTION

In the related works (Chapter 2), we discussed an architecture which is able to control a robot
and successfully perform a set of demonstrated manipulation tasks. In this chapter, we are going to
discuss how to robustify our Deep Visuomotor architecture through Task-Focused Visual Attention.
Moreover, We are going to discuss the networks’ architecture and loss function in greater details1 .
While most demonstrations (supervised data) had been made in unstructured but relatively benign
environments, our experiments and personal communication with other researchers had shown that
task-independent visual networks for visuomotor policies are highly vulnerable to physical and
visual disturbances. An example of physical disturbance is the robot arm being bumped such that
it drops the manipulated object. The desired behavior would be for the robot to immediately notice
this, change its trajectory, pick up the dropped object and continue with the manipulation task.
Instead, with an otherwise reliably performing policy, we notice situations where the robot arm,
having lost the object, continue to go empty-handed through the full trajectory of the manipulation,
recovering either much later, or not at all. A visual disturbance may involve distracting mobile
objects appearing in the robot’s field of view. If the visual disturbance prevents the execution of
the task, for instance, by blocking the view of the manipulated object, it is acceptable for the robot
to stop or even cancel the manipulation. There are, however, visual disturbances that should not
prevent the execution of the task: for instance, hands waving in the visual field of the robot but
not covering the manipulated object or the robot arm. We have found that in the case of a taskindependent visual network, even such visual disturbances cause the robot to behave erratically –
1

This chapter’s material has been accepted in 2019 Computer Vision and Pattern Recognition(CVPR) ”Pay
attention!-Robustifying a Deep Visuomotor Policy through Task-Focused Attention” authored by Pooya Abolghasemi
and Amir Mazaheri and Mubarak Shah and Ladislau Bölöni
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possibly due to the robot interpreting the situation as a state never encountered before.
In engineered robot architectures such problems can be dealt with by developing explicit models of
the possible disturbances, which may allow the robot to reason around the situation. In deep learning systems, one possible brute-force solution is to gather more training data containing physical
and visual disturbance events; however, data collection for robotic tasks is time-consuming. Also,
there are unlimited visual and physical disturbance scenarios for a single task. It is impossible to
record demonstrations to cover all possible scenarios of physical and visual disturbances.
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Figure 4.1: The robot performs a given command. Our proposed network attends the image regions
that matter the most and is robust to physical and visual disturbance.
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Task Dependent Visual Network:

The principal idea of this chapter is that performance benefits can be obtained if we make the vision
system pay attention to relevant regions of each frame regarding the current task or user command.
Humans are known to exhibit selective attention - when observing a scene with a particular task in
mind, features of the scene relevant to the task are given particular attention, while other features
are de-emphasized or even ignored. This had been illustrated in the famous experiments of Chabris
and Simmons [13]. In this chapter, we are going to propose Task Focused (Visual) Attention (TFA)
as an auxiliary network to increase the robustness of the robot manipulator network to physical
and visual disturbances, without the need of any additional training data. Thus, our objective is
to create a system that implements selective visual attention similar to what human perception
is doing: we want the robot to focus on the objects of the scene that are relevant to the current
manipulation task. We conjecture that using TFA, z will better represent the objects and colors
that are the subject of the attention, allowing for more precision in grasping and manipulation (See
Figure 4.2).
The goals of this chapter are as follows:1- We describe a novel architecture for a visuomotor policy
trained end-to-end from demonstrations, which features a task-focused visual attention system.
The visual attention system is guided by a natural language description of the task and focuses
on the currently manipulated object. 2- We show that, under benign conditions, the new policy
outperforms a closely related baseline policy without the attention model over pick-up and push
tasks using a variety of objects. 3- We show that in the case of a severe physical disturbance when
an external intervention causes the robot to miss the grasp or drop the already grasped object, the
new policy recovers in the majority of situations, while the baseline policy rarely recovers. 4We show that the task-focused visual attention allows the policy to ignore a large class of visual
disturbances, that interfere with the task for the baseline policy. We show experimentally that the
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system exhibits the “invisible gorilla” phenomenon [13] from the classic selective attention test.
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Figure 4.2: The proposed visuomotor architecture. Given an image captured from the scene and
a command sentence provided by the user, the Encoder (E) produces the Primary Latent Encoding
(z). z is the input to the Motor Network, which decides the next state of the robot joint angles.
Also, z is the input to a Generator (G), which produces “Fake” frame and masked frame. A pretrained Visual Attention Teacher Module masks the original frame by spatial attention computed
employing the textual input. The Discriminator (D) must discriminate between real/fake frames
and masked frames, and also classify the object and color of the object being manipulated.

As shown in Figure 4.1, our architecture contains a Motor Network and Visual Network. The
Motor Network, often but not always, contains a recurrent neural network and is trained on a loss
that favors the execution of the specified task, g. This training may take several forms. In the
case of RL, we need a source of rewards. If the task is specified by demonstrations (our case), the
training may be executed in a supervised fashion using a behavioral cloning loss.
Figure 4.2 illustrates the architecture in greater details. The Visual Network contains an Encoder
module that encodes the input frame into the Primary Latent Variable, z. To get a richer representation z, we incorporate two other modules. First, a teacher network which computes an attention
map and masks the input frame. We train the teacher network separately. Second, a GAN network
34

that takes z as input and generates two reconstructed frames, the input frame, and the masked input
frame.

Teacher Network for TFA

The teacher network for the TFA can be trained offline, does not require additional training data or
pixel-level annotation of objects. Since the Teacher network is trained offline and not with other
components, its architecture is not of any importance to the rest of the network architecture. One
can even use annotated images instead of extracting the TFA using a network.
I am not going to the details of the Visual Attention Module here since the architecture is one of
my co-author’s contribution. In short, the teacher network is using a VGG-19 to extract features
from the image. It also extracts a set of features from the text input describing the task. After
combining these visual and textual features it will use them to generate spatial attention for the
input image. The spatial attention will be used to pool the features from the last convolution layer
of VGG-19 and the pooled features will be passed on to a classifier. The classifier should be able
to classify the pooled featured to their corresponding category based on the object present in the
input image. This will force the spatial attention to focus on the part of the image which contains
the object. Please refer to the paper for more detail regarding the teacher network architecture [2].

The Visual and Motor Networks

Our architecture follows the generic architecture for the visuomotor policy in Figure 4.1. It consists of a Visual Network sub-module that extracts a primary latent encoding, z, and a Motor
Network that transforms z into actions, which in our case are joint angle commands (next state of
the robot arms). However, our architecture makes several specific decisions to take advantage of
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the available text description of the current task and the TFA.

Visual Network

The objective of the Visual Network is to create a compact primary latent encoding that captures
the important aspects of the current task. An ongoing problem is that the encoding needs to work
within a certain limited dimensionality budget. Intuitively, general-purpose visual features extracted from the image would waste space by encoding aspects of the image that are not relevant
to the task. On the other hand, focusing only on the attention field may ignore parts of the image
that are important for the task. For instance, in Figure 4.3- bottom right masked frame, the robot
arm itself is not visible.
Our proposed architecture for the visual network, shown in Figure 4.2, incorporates several techniques that allow it to learn a representation that efficiently encodes the parts of the input that are
relevant to the current task. The overall architecture follows the idea of a VAE-GAN [40]: it is
composed of an encoder, a generator, and a discriminator. The Primary Latent Encoding (z) is
extracted from the output of the visual encoder (E).
The visual network receives a raw frame x and a one-hot representation of the user command
(input sentence), denoted by Ic ∈ {0, 1}|V | . In fact, Ic is indicates which words of the dictionary
are appearing in the textual input command. We assume that z ∼ N (µz , σz ), and:

[µz |σz ] = E(x, Ic ),

(4.1)

where µz , σz ∈ Rdz , and dz is the length of the Primary Latent Encoding (z). In fact, E is a
multi-layer convolutional neural network with a 2dz dimensional vector which splits into µz and
σz .
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Push blue
box to right

Pick up black
dumbbell

Figure 4.3: Examples of task-focused visual attention. We provide the command sentence on top
of each column. The first row shows frames from RGB camera and the second row is the same
image masked by the attention, produced by teacher network. We denote the first/second row
images by x/m in our equations.

The generator, (G), takes the Primary Latent Encoding z as input and produces two images, a
reconstruction frame, and a reconstructed frame masked with attention (“Fake Frame” and “Fake
masked frame” in Figure 4.2). Notice that a novel aspect of our proposed architecture is that
the generator does not only create a reconstruction of the input, x0 , but also an approximation of
the faked masked frame, m0 . Moreover, Unlike traditional GAN discriminators, the discriminator
D employed in our architecture performs a more complicated classification [59]. Masked and
unmasked frames(m/m0 , x/x0 ) are both inputs to the discriminator, and it classifies the objects
(s) and color (c) of the object of interest, as well as whether the input was fake or real. The
discriminator has two outputs of lengths of |s| + 1 and |c| + 1. |s| and |c| are respectively the
number of colors and objects in the vocabulary |V | and the “+1” is for the “fake” class. We make
the set of s and c tags by parsing all the input sentences (user’s textual commands) in the training.
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Figure 4.4: Motor Network Architecture used in our framework. Given the Primary Latent Variable
z, the motor network predicts the next state of the robot and produces 7 numbers (corresponding
to 7 joint angles of the robot) to move the joints of the robot. We use 3 stacked layers of LSTMs
with skip connections. Also, we use layer normalization in between LSTMs. We concatenate the
outputs of all the LSTMs and generate the µ, σ, and the mix coefficients α for the Mixture Density
Network (MDN) described in the main manuscript. We use 20 Gaussians for the MDN of our
implementation. The states of all LSTMs get updated frame by frame. In fact, after each move
of the robot, a new frame is captured by the RGB camera, fed to the Encoder, and then the next z
vector is fed back to the Motor Network. Each frame corresponds to one time-step for LSTMs.

Motor Network

The motor network in our architecture (see Figure 4.4) contains both recurrent and stochastic
components. It takes as input the primary latent encoding, z, which is processed through a 3-layer
LSTM network with skip connections [26]. Note that the memory cells of LSTMs get updated
through the time by doing the task (frame by frame). The output of the final LSTM layer is fed
into a mixture density network (MDN) [5]. MDN provides a set of Gaussian kernels parameters
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namely µi , σi and the mixing probabilities αi (x), all ∈ R|J| , and 1 ≤ i ≤ NG . Here, |J| is the
number of robot joints (specific to the robot) and NG is the number of Gaussian components. The
|J|-dimensional vector describing the next joint angles is sampled from this mixture of Gaussians.

Loss Function and Training

In this section, we describe the discriminator loss function LD , and the generator loss function LG .
All the parameters in the Discriminator have been optimized to minimize LD , and parameters of
the visual Encoder, Generator, and Motor network are optimized by the loss value LG in a GAN
training manner. In following, to prevent repetition of equations, we use the unifying tuples X 0 =
(x0 , m0 ) and X = (x, m) as fake and real data respectively. To clarify, (x0 , m0 ) = G(z ∼ E(x, Ic )),
while x is the real frame from RGB camera, and m is the masked real frame by the teacher network
(Section 4).

Discriminator Loss

If the discriminator D is receiving real data X , it needs to classify the object and color contained
in the user’s textual command input:

Lreal = − EX ,s∼pdata [log (PD (s X ))]
− EX ,c∼pdata [log (PD (c X ))],

(4.2)

where PD is the class probabilities produced by the discriminator for both colors and objects.
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Similarly, if D receives X 0 , it should classify them as fake:

Lfake = − EX 0 ∼G [log (PD (|s| + 1 X 0 ))]
− EX 0 ∼G [log (PD (|c| + 1 X 0 ))].

(4.3)

Finally, if D receives raw and masked faked frames, generated by G with the latent representation
z ∼ N (0, 1):

Lnoise =− Ez∼noise [log (PD (|s| + 1 G(z)))]
− Ez∼noise [log (PD (|c|+1 G(z)))].

(4.4)

The overall loss of the discriminator is thus LD = Lreal + Lfake + Lnoise .

Generator Loss

The Generator (G) must reconstruct a real looking frame and masked frame that contains the object
of interest. In fact, G tries not only to look real but also presents the correct object in both of its
outputs. Hence, it has to fool the discriminator which tries to distinguish between fake frames and
different objects and colors:

LGD = − EX 0 ,s∼pG [log pD (s X 0 )]
− EX 0 ,c∼pG [log pD (c X 0 )].

(4.5)

The training of GANs is notoriously unstable. A possible technique to improve stability is feature
matching [4]– forcing G to generate images that match the statistics of the real data. Here, we use
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features extracted by the last convolution layer of D for this purpose and we call it fD (x). The
generator must produce outputs that have a similar fD representation to real data. We define the
loss term Lfea as a distance between the real inputs x/m and generated ones x0 /m0 features [59]:
Lfea = ||fD (x) − fD (x0 )||2 + ||fD (m) − fD (m0 )||2 .

(4.6)

To regularize the Primary Latent Encoding (z), we minimize the KL-divergence between z and
N (0, 1):

Lprior = DKL (E(x, Ic ) || N (0, 1)).

(4.7)

Additionally, a reconstruction error of “fake” Frame/Masked generated by G is defined by:

Lrec = ||x0 − x||2 + ||m0 − m||2 .

(4.8)

Motor Network Loss:

The motor loss is calculated according to the MDN negative log-likelihood loss formula over the
supervised data based on the demonstrations (behavioral cloning loss):

Lmotor = −log

NG
X

!
αi (x) · P∼N (µi ,σi ) (J) .

i=1

Finally, we write the Generator loss as LG = LDG + Lrec + Lprior + Lmotor .
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(4.9)

Experiments

We collected demonstrations for the tasks of picking up and pushing objects using an inexpensive
Lynxmotion-AL5D robot. We controlled the robot using a PlayStation controller. For each task
and object combination, we collected 150 demonstrations. The training data consists of joint-angle
commands plus the visual input recorded in 10 fps rate by a PlayStation Eye camera mounted over
the work area. The training data thus collected was used to train both the Visual and the Motor
Networks. Note that this robot does not have proprioception – any collision or manipulation error
needs to be detected solely from the visual input.

Figure 4.5: Execution of the pushing task with the sentence “Push the red bowl from right to left”.
Top row: original input image, middle row: fake frame generated by the Generator(G), bottom
row: fake masked image with TFA generated by G. You can compare the fake masked frames
presented in this figure with attention maps generated by the teacher network in Figure 4.3. Notice
that visual disturbances such as the hand and the gorilla do not appear in the reconstructed image.
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Table 4.1: The upper half of the table shows the rate of successfully performing the desired manipulation with different sentence commands. The model with TFA has superior results to a model
without it [56]. We also train a version of our model without the Discriminator, named Traditional
VAE. The model trained without D cannot effectively perform the manipulations since the adversarial loss helps to learn rich Primary Latent Variable (z). Also, in Just Encoder experiment, we
just use the Encoder as the visual network. The lower half of the table shows the rate of successfully performing the desired command while being disturbed by an external agent. The model with
TFA is by far better than a model without it [56] in all cases.
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0
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0
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0
40

0
40

3.3
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Performance Under Benign Conditions

The first set of experiments studies the performance of the visuomotor controller under benign
conditions, that is, under situations when the robot is given a textual command, Ic in Sec. 4, and it
is left alone to perform the task in an undisturbed environment. To compare our approach against
a baseline, we have reimplemented and trained the network described in [56], which can be used
in the same experimental setup, but it does not feature a task-focused visual attention. Note that
the success rates are not directly comparable with [56], due to the more complex objects used here
and the different camera position and environment of our robot. We trained the [56] model on our
own dataset, tuned its hyper-parameters and also tried to get the best possible results by adding all
the loss terms explained in Sec. 4.
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Table 4.1 compares the performance of the four approaches for all the tasks, averaged over 10
tries each. We note that the proposed architecture using “TFA” outperforms the “w/o TFA” on all
tasks. As an ablation study, we remove the discriminator and train the system as a traditional VAE
(compared to VAE-GAN). Also, in another experiment, we trained the E just by using the motor
network loss without any GAN. We confirm the contribution of the adversarial loss and the GAN
network to produce a rich primary latent variable z. We observe that not having the adversarial
loss will reduce the sharpness of the reconstructed images and fade out the details. Note that the
model without adversarial loss fails to manipulate objects that require precise positioning like the
black dumbbell or the blue ring, however, it can push the white plate much better as the plate is
a big symmetric object. Please refer to the supplementary materials to compare the reconstructed
images with and without the adversarial loss.

Recovery After Disturbance

In the second series of experiments, we investigate the controller’s ability to recover from a physical and visual disturbance. We are comparing the baseline model and our model which uses TFA.
Physically disturbing means to disturbed the robot either by (a) pushing the object just when the
robot was about to pick it up or (b) forcefully taking away the object from the robot after a successful grasp. For the push tasks, we bring in one or two hands into the scene (Figure 4.5). We make
different visual disturbances by bringing in the hand in random positions, waving it, sometimes
covering the whole top part of the scene. In some cases, we even put other random objects like a
paper gorilla. Under the described situations we count the manipulation as a success if the robot
notices the disturbance and recovers by successfully redoing the task. We remind the audience of
this dissertation that due to the limitations of the Lynxmotion-AL5D robot, the only way the robot
can detect the disturbance is through its visual system. Table 4.1 shows the experimental results
for scenarios with physical/visual disturbance. We notice that the results here are drastically better
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than the baseline. In the absence of TFA, the recovery rate is close to zero. In most cases, after
losing the object, the robot tried to execute the manipulation without noticing that it does not grasp
the object. With the help of TFA, however, the robot almost always notices the disturbance, turns
back and tries to redo the grasp. This phenomenon is illustrated in our supplementary material
video. Averaged over all the objects, the recovery rate is only 5% for the baseline policy in pickup
and push tasks, while it is 57% for the policy with the TFA (see Tables 4.1). Note that physical
disturbance doesn’t necessarily drop the robot’s success rate since disturbing the robot occurs only
when it is about to successfully perform the task, therefore the robot’s success rate with and without the physical disturbance are not comparable. In other words, the robot starts doing the task, a
human judge decides if the robot is doing well and if it is, the human judge starts to disturbing the
robot. We discard any tries that the robot is likely to fail even without disturbance.

The Disappearing Gorilla:

The proposed architecture allows us to ignore many of the possible visual disturbances. Experiments comparing the architecture to one without TFA confirm that this is indeed the case. Another
way to study whether the policy ignores the visual disturbance is to reconnect the generator during
test time and study the reconstituted video frames (which are a good representation of the information content of primary latent encoding). Figure 4.5 shows the input video frames (first row),
the reconstructed video frames (second row) and the generated masked frames (third row). While
the robot was executing the task of pushing the red bowl to the left, we added some disturbances
such as waving a hand or inserting a cutout gorilla figure in the visual field of the robot. Notice
that in the reconstructed frames, the hand and the gorilla disappear, while the subject matter is
reconstructed accurately. As these disturbing visual objects are ignored by the encoding, the task
execution proceeds without disturbance. While we must be careful about making claims on the
biological plausibility of the details of our architecture, we note that the overall effect implements
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a behavior similar to the selective attention experiments2 of Chabris and Simmons [13], purely as
a side effect of an architecture implemented for a completely different goal.

Comparison of the Results

In section 3 we discussed that our proposed approach with Task-Focused visual Attention (TFA)
makes the robot policy robust to various types of visual and physical disturbances. Table 4.1 shows
that the average performance of the model without TFA is about 50% less than the proposed network. Here, by visualizing the generated images from the two named experiments, we qualitatively
show the reasons behind robustness and effectiveness of visual attention during the disturbance.
Figure 4.6 shows the original and reconstructed frames from the “w/o TFA” experiment. The
frames show the sequence of a task when two other objects, namely a human hand and an eyeglass
box, enter the scene and disturb the internal representation (starting frame 8). We notice that the
reconstructed frames become very blurry and inaccurate. For example, from frame 23 to 30, the
object of interest is completely missing in the reconstruction. We conjecture that the disturbance
forced the primary latent encoding z to move to an unseen state from which the generator cannot
reconstruct meaningful images.
Figure 4.7 reproduces same disturbance scenario as in Figure 4.6 but using the model with TFA. We
notice that the attention disregards the obstacles and disturbances and the quality of reconstructed
frames do not drop drastically. Also, we see that the disturbing objects such as the hand are
removed from reconstructions.
Figure 4.8 illustrates several frames for a given textual command in each row. The first column
of each row shows the original frames (denoted by x in the main manuscript), and the masked
2

https://youtu.be/vJG698U2Mvo
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frames produced by the teacher network (denoted by m in the main manuscript). The second and
third columns show the fake (reconstructed) frame and the fake masked frame generated by the
generator (x0 and m0 in the main manuscript); however, the third column shows the results out of
generator when it is trained merely based on a reconstruction loss, without any discriminator. The
quality difference between the second and third columns reconstructions explains the performance
difference between “traditional VAE” and other experiments with the “VAE-GAN” setting (see
Table 4.1).
We notice that in some cases, the attention produced by the generator is even better than the teacher
network attention. For example, compare the masked frames of the first and second columns of
the second and fourth examples in Figure 4.8. We believe that this phenomenon is due to the rich
Primary Latent Variable, z that our network learns. In fact, the fake masked frame must be rich
enough that the discriminator predicts the correct object and color of the task and it provides some
complementary information to the Encoder.
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Figure 4.6: A sequence of frames from an experiment with visual disturbance. The textual command for this experiment is: ”push the red bowl from left to right”. Here, we show the frame
reconstructions of the “w/o TFA” model. In many frames like 23-29, the model has failed to reconstruct the input frame properly, showing that the Primary Latent Variable z in this model is not
robust to visual disturbance.
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Figure 4.7: A sequence of frames of an example with a scenario similar to the one in Figure 4.6,
using the TFA-augmented model. We notice that the attention stays on the correct object and the
model has a better reconstruction of the object in both masked and unmasked frames compared to
Figure 4.6.

49

Original Input Frame

VAE-GAN

Traditional VAE

Pick up
white towel

Push red
bowl to
the right
Push
black-white
qr box to
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Push red
bubble-wrap
to the right

Push blue box
to the right

Pick-up
black dumbbell

Pick-up
white plate

Pick-up
red bowl

Pick-up
blue ring

Pick-up

white A
platecomparison between the original frame reconstructed frames by VAE-GAN and
Figure 4.8:
Traditional VAE. We also show the real masked frames by attention (using the teacher network),
generated fake masked frame by VAE-GAN and Traditional GAN. By comparing the second and
third columns of this figure, we can justify the performance drop of the “Traditional VAE” experiment in Table 4.1
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CHAPTER 5: MANIPULATION IN CLUTTER

Till now we have discussed how a robot should be positioned to have a better chance of a successful manipulation (Chapter 3), we briefly discussed an architecture which enabled the robot to
learn from human demonstrations in Chapter 2, we made the architecture robust against visual and
physical disturbances by using attention (Chapter 4). Here in this chapter, we are going to enable
our robot to perform in cluttered environments. In the previous chapter, we introduced the term
visual disturbance. Visual disturbance can be considered clutter but our definition in the previous
chapter didn’t cover all visual disturbances.1 .
One of the challenges which had not yet been consistently solved by deep visuomotor policies is
the purposeful manipulation of objects in the presence of random clutter. For the purpose of this
chapter, we define clutter as objects in the scene that do not need to be manipulated. If a scene
contains a bowl and a towel, with the task to pick up the bowl, then the towel is clutter. If the robot
needs to push aside the towel to pick up the bowl, then the towel becomes the target object for the
push subtask.
In the following, we first discuss why operation in clutter is a particular problem for end-to-end
learned policies and then outline our proposed solution. In a typical deep visuomotor policy there
is an internal representation bottleneck we will call the primary latent encoding z separating the
network into a vision component fv (·) → z and a motor component fm (O, T ) → a. It is tempting
to use an off-the-shelf pre-trained network as a vision component such as VGG-19 or ResNet and
to keep the size of the encoding small. A low dimensional z allows us to keep the number of
demonstrations and/or reinforcement trials low. For instance, it was found that if ||z|| ≈ 64, the
1

This chapter’s material has been published in ”Accept Synthetic Objects as Real: End-to-End Training of Attentive
Deep Visuomotor Policies for Manipulation in Clutter” authored by Pooya Abolghasemi and Ladislau Bölöni
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motor network can be trained from scratch with less than a hundred demonstrations per task, a
number which can be further reduced with techniques such as meta-learning.
Clutter, however, presents a problem to a small, pre-trained latent encoding. As the off-the-shelf
encoding does not depend on the task specification T , the encoding z = fv (O) will need to represent the entire scene, leaving it to the motor network to sort out what is important. If ||z|| is small,
there is simply no space for an accurate representation for many objects in the scene. The quality
of representation for the target object will suffer, impacting the success rate of the policy.
There are several ways this problem can be solved. We can increase the size of ||z|| - but this
requires a corresponding, usually higher-than-linear increase in the training data. For instance, we
would need to provide a large number of demonstrations done in various clutter scenarios. Another
possibility is to use a higher-dimensional encoding z but enforce on it a pre-defined object-oriented
representation [32]. A benefit of this approach is that it is more explainable. However, to some
degree, it backs off from the end-to-end learned paradigm towards more engineered approaches.
The approach we take retains the fully end-to-end trained model. As a first step, we require the
visual component of the network to create a primary latent encoding that depends on the current
manipulation task z = fv (O, T ) - this can be seen as a way to reserve a larger part of the representation to the target object. Nevertheless, this does not entirely eliminate the need for a variety of
demonstrations in conditions of clutter. Our approach is based on the observation that such extra
demonstrations convey new visual data, but very little new motion information. Human demonstrators already have a mental mechanism for ignoring clutter – thus they will usually deliver the
same robot trajectory whether clutter is present or not. This leads us to the idea that it should be
possible to train a visuomotor policy that performs under clutter conditions without requiring any
demonstration in clutter.
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Accept Synthetic Objects as Real

Our objective is to teach a robot arm to manipulate objects of different types under conditions of
clutter. We will perform this by training a visuomotor policy that takes as input a video stream of
the scene and generates commands to the robot. To be able to make a one-to-one comparison to
previous approaches, we will reuse one of the existing datasets for which both training data and
code for previous approaches is publicly available [2]. This scenario includes training data for
picking up 8 different object types and pushing to place 5 different object types. The objects are
distinguished by shape and color and have different degrees of rigidity including a rigid plastic
bowl, a foam dumbbell, a piece of bubble wrap and a cotton towel.
The training data contains manipulation demonstrations done without the presence of clutter, with
the only objects visible in the scene being the object to be manipulated and the robot arm itself
(Figure 5.1 Demonstration Observation column or OD ).
As we discussed before, collecting training data in the presence of clutter is not an ideal way to
use human effort, as humans will simply ignore the clutter. A better approach would augment the
training data by adding clutter objects after the fact, using a visual manipulation of the images.
This is shown in Figure 5.1 Augmented Demonstration Observation or ODA .
Unfortunately, this approach, by itself, does not work. While copy-pasted synthetic objects may
look natural to the human eye, they have low-level artifacts that allow the vision network to recognize them. As in these images, the target object is always real, and clutter objects are synthetic, the
network learns to ignore clutter based on its synthetic nature. Such policies are not able to ignore
clutter when tested with real objects. Attempts to improve our image processing capabilities to the
degree that the artificially created clutter would be indistinguishable from the real one would be
fighting against the training of the vision system which is motivated to distinguish them.
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OD

ODA

OE

OEA

OEAC

ORC

Figure 5.1: Faking clutter and accepting it as real. OD : Demonstrations captured in an uncluttered
environment [2]. ODA : OD images augmented by synthetic clutter. OE : Empty images contain
only the robot. OEA : OE images augmented by a synthetic target object. OEAC : OEA images
augmented by synthetic clutter. ORC : Real clutter(random objects in random positions).
As our object is not to generate more convincing images but to train the robot, we propose an
approach that intervenes in the end-to-end training loss of the robot. Instead of improving the
synthetic objects to be indistinguishable from real objects, we train the vision system to Accept
Synthetic Objects as Real. This technique requires both specific type of generated training images
as well as training regime and losses relying on them. Columns 3-5 in Figure 5.1 show the new type
of training images generated. We started by recording a small set of images with only the robot arm
in random positions and no other object (Empty Observations or OE ). Then we created images with
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one synthetic target object (Augmented Empty Observations or OEA ) and with a synthetic target
object and several synthetic clutter objects (Clutter Augmented Observations or OEAC ). Note that
there is no visual difference between the target object and the clutter objects: all of them are
synthetic, the only feature of the target object is that it is referred to in the task specification. We
can generate an arbitrary amount of training data through this technique. However, this training
data is useful only for training the vision component, as it does not contain purposeful robot arm
motion. We have another type of input images which we named Real Clutter Observations or ORC
which contains random real objects in random positions to give the model more generalization
power.
With this set of images we use a training regime where the vision system does not distinguish
between synthetic and real objects: it can accept the synthetic target object as real one in columns
OEA and OEAC , and it can remove the clutter objects from OEAC to create a generated scene as in
OEA .
In the following two sections we describe two different network architectures for visuomotor policies that take advantage of the ASOR model. We start by recognizing that any model where the
primary latent encoding z prioritizes the target object specified by the task specification can be
seen as attention-based. This can be an explicit attention where the network actually creates a
heatmap style 2D overlay for the visual field, a model used in ASOR-EA discussed in Section 5.
Alternatively, we can use ASOR in a network where such an explicit model does not exist – an
implicit attention model such as the ASOR-IE discussed in Section 5.
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ASOR With Implicit Attention

The ASOR-IA network architecture, shown in Figure 5.2 uses a VAE-GAN based visual network
evolved from the one introduced in [56] featuring an encoder E, generator G, and discriminator D.
Next, we discuss the discriminator’s loss function LD , and the generator’s loss function LG . All
the parameters in the Discriminator have been optimized to minimize LD , and parameters of the
Encoder, Generator and the motor network are optimized by the loss value LG .
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Figure 5.2: The ASOR-IA network architecture. In each time-step the Encoder(E) receives the
task specification and an image(O) as input. Features extracted from the task specification will
be concatenated to feature maps extracted from the image somewhere in the middle of the CNN
layers. The Generator(G) is trained to reconstruct the image given the primary latent encoding
z. The reconstructed image should only contain the target object and ignore all the unnecessary
information. z and the task specification is then passed to the motor controller to generate the next
robot joint angles.

The discriminator classifies the input frames based on target object’s shape(s) and color(c), it also
will classify fake frames in a separate class [59]. The discriminator’s outputs are of lengths |s| + 1
and |c| + 1. |s| and |c| are respectively the number of unique shapes and colors and the “+1”
represents the “fake” class. If the discriminator D receives a real frame from O, it needs to classify
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the frame correctly in the corresponding object’s shape and object’s color class provided in the task
specification (‘Push the red bowl/pick-up the white towel‘):

Lreal = − EO,s∼pdata [log (PD (s O))]
− EO,c∼pdata [log (PD (c O))]

(5.1)

where O ∈ {OD , OEA } and PD is the class probabilities produced by the discriminator for object’s
shape and color. Similarly, if D receives fake frames generated by the generator, it should classify
them as fake:

Lfake = − EO0 ∼G [log (PD (|s| + 1 O0 ))]
− EO0 ∼G [log (PD (|c| + 1 O0 ))]

(5.2)

where O0 is the generator’s reconstruction of any of the 5 input types. Finally, if D receives fake
frames, generated by G with the latent representation z ∼ N (0, 1):

Lnoise =− Ez∼noise [log (PD (|s| + 1 G(z)))]
− Ez∼noise [log (PD (|c|+1 G(z)))].

(5.3)

The overall loss of the discriminator is thus LD = Lreal + Lfake + Lnoise .
The Generator(G) must reconstruct a real looking frame(O0 ) that only contains the object described
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in the input sentence. G tries not only to look real but also presents the correct object in its output.

LGD = − EO0 ,s∼pG [log PD (s O0 )]
− EO0 ,c∼pG [log PD (c O0 )].

(5.4)

The generator needs to learn to remove the irrelevant objects present in the scene. The discriminator as described in equation 5.1, only receives single object images. As a result, it should be able to
easily classify multi-object images as fake. Moreover, to enforce such behavior and to stabilize the
training process we use feature matching [59] technique and the reconstruction error. Using these
two terms in our loss function, we will force the network to reconstruct images of type ODA and
OEAC as close as possible to the corresponding images of type OD and OEA . These reconstruction
losses will also force the attention module to include information regarding the robot’s position.

0
0
Lrec = ||OD
− OD ||2 + ||ODA
− OD ||2
0
0
+||OEA
− OEA ||2 + ||OEAC
− OEA ||2 .

(5.5)

0
0
Lfea = ||fD (OD
) − fD (OD )||2 + ||fD (ODA
) − fD (OD )||2
0
0
+||fD (OEA
) − fD (OEA )||2 + ||fD (OEAC
) − fD (OEA )||2

(5.6)

where fD (x) is features extracted by the discriminator in the last layer for input x. To regularize
the primary latent encoding (z), we minimize the KL-divergence between z and N (0, 1):

Lprior = DKL (E(O, T ) || N (0, 1)).

(5.7)

Finally, we write the generator’s loss as LG = LDG + Lrec + Lprior + Lmotor , where the Lmotor is
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calculated based on the behaviour cloning loss similar to what we discussed before.

ASOR with Explicit Attention

The second architecture we discuss, ASOR-EA generates explicit attention maps for the input
frames. The network, shown in Figure 5.3 has 5 primary components: encoder, generator, discriminator, attention and the motor network. First, the attention module extracts an attention mask to
cover the parts of the input frame that are not relevant to the current task (the clutter). The masked
frame M is the result of pixel-wise multiplication of the attention map A and the input frame O.
Given the masked frame M , the encoder-generator pair will try to extract a set of features descriptive enough to create reconstructed versions of the original frame O0 and of the masked frame M 0 .
The reconstruction of the masked frame M 0 is necessary to ensure that the information regarding
the attention map is preserved in the latent encoding to be used later by the motor controller. O0 is
fed to the discriminator network.
The attention network combines features from the task specification and the input frame to extract
the attention map. Several convolutional layers augmented by batch normalization are used to
obtain K spatial visual feature vectors. These convolution layers will provide spatial visual features
with size φf ∈ RK×dφ , where dφ is the number of features for region ki . The task specification
encodes the target object as two concatenated one-hot vectors describing the shape and color of the
object respectively. Several fully-connected layers are used to transform the task encoding to shape
u ∈ Rdψ . To combine the visual and task features repeated the u vector k times and combined it
with the visual features using a technique similar to [75, 50]:

ψ = tanh(φf × Wf ⊕ u),
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(5.8)

where Wf ∈ Rdφ ×dψ is a mapping matrix, ⊕ is element-wise summation. The combined feature
vector is of size Rk×dψ . To compute the final attention map we calculate

p = sigmoid(ψ × Wp ),
pTFA = ReLU(p − t),

(5.9)
(5.10)

where Wp ∈ Rdψ ×1 represents a fully-connected layer, and t is a hyper-parameter. t can be a
constant or it can be a statistical metric such as a running average over p. Here we set t to the constant value of 0.5. ReLU and the hyper-parameter t are needed to force the network to completely
hide the information from the irrelevant regions by assigning a score of exactly 0 to most regions.
Without these, the attention map will keep small values in most regions and the encoder can easily
reconstruct the original image. The final pTFA ∈ [0, 1]k contains attention scores of all k regions.
Similar to the teacher network in [2] the network should be able to reconstruct the task specification
from the pooled spatial features weighted by the attention map, pTFA . Weighted pooled features are
P
dφ
and are passed to two multi-layer perceptrons
defined as pf =
i∈k pTFAi φf i where pf ∈ R
(MLP) ŝ = τ1 (pf ), ĉ = τ2 (pf ). These MLP layers try to classify the pooled features based on
target object’s shape and color. In other words, the network is trying to focus the attention on
regions which provide better information to reconstruct the task specification and an image which
only contains the target object.
We use the L1 norm of the pTFA and softmax cross entropy between the fs and fc from the task
specification and (ŝ, ĉ) to calculate LA .
The masked frame M is generated using the attention map, M = O⊗pTFA where ⊗ is element-wise
multiplication. Examples of input frames and the masked frames using the computed attention pTFA
are shown in Figure 5.4.
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Figure 5.3: The ASOR-EA network architecture. The task specification and the image capture are
the inputs to the attention network. The attention network generates the attention map and should
be able to classify the input image based on the features pooled from feature maps pooled from
the last convolution layer of the attention map. The VAE-GAN will receive a masked image of the
original input by the attention map and should be able to reconstruct the input image without the
clutter objects.

The encoder E receives M as input, [µz |σz ] = E(M ) where µz , σz ∈ Rdz , and dz is the length of
the primary latent encoding z. E is a multi-layer convolutional neural network with a 2dz dimensional vector output split into µz and σz . We assume that z ∼ N (µz , σz ). The generator receives
z and reconstructs the input frame O and the masked frame M . Note that in this case information
regarding the target object and the text encoding is not passed to the encoder. The encoder should
rely solely on the masked frame to extract the required information for G to reconstruct the original
frame and the masked frame. In addition to the LA , the reconstruction loss between different types
of input images will also force the attention to focus on parts of the image related to the task.
The loss functions of the discriminator, generator, and motor network are similar to the one for
ASOR-IA. The only difference is that LA and the reconstruction loss for the masked frame M 0 is
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added to the generator’s loss LG .

Pick up red bowl

Push blue box
from left to right

Pick up black
dumbbell

Figure 5.4: Examples of the operation of the attention module in ASOR-EA. The first row is the
input image O and the second row is the masked image M for the task specification on the top of
the column.
Experiments

Comparing robot control approaches is a general challenge due to difficult to reproduce environmental settings. It is to be hoped that in future years with the spread of inexpensive, replicable
platforms such as REPLAB [73] and PyRobot [51], such one to one comparisons will be easier to
make. For the purpose of this dissertation, we will test the proposed approach over 10 tasks for
which training data is publicly available [2]. The four algorithms we compare are the one from [56]
which does not use an attention model, the algorithm from [2] which uses a language induced attention model called TFA, ASOR-IA as described in Section 5 and ASOR-EA as described in
Section 5. All algorithms were trained with the same demonstrations.
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ASOR-IA

ASOR-EA

Input
Reconst
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Figure 5.5: Each row illustrates ASOR-IA and ASOR-EA reconstructions for a specific object.
The first column is the input frame(O) to ASOR-IA and the second column is its output(O0 ). The
third column is the input frame(O) to ASOR-EA and the next two columns are the generator’s
reconstructions O0 and M 0 .
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Table 5.1: Success percentages: no clutter / with clutter

Pick up
Push to right

Task spec.
Red Bowl
White Towel
Blue Ring
Black Dumbbell
White Plate
Red Bubblewrap
All pick up
Red Bowl
White Plate
Blue Box
BW QR-box
All push tasks
Overall

w/o att. [56]
70 / 0
50 / 0
30 / 0
40 / 0
60 / 0
10 / 0
43.3 / 0.0
80 / 0
60 / 0
10 / 0
20 / 0
42.5 / 0
43.0 / 0.0

w/ att. [2]
80 / 0
80 / 0
60 / 0
50 / 0
80 / 0
40 / 0
65.0 / 0.0
100 / 0
60 / 0
30 / 0
60 / 0
62.5 / 0
64.0 / 0.0

ASOR-IA
80 / 60
100 / 70
60 / 40
40 / 50
80 / 60
30 / 20
65.0 / 50.0
80 / 80
70 / 50
60 / 50
60 / 40
67.5 / 57.0
66.0 / 53.0

ASOR-EA
90 / 80
100 / 100
80 / 80
60 /70
100 / 90
40 / 20
78.3 / 70.0
100 / 100
60 / 70
90 / 90
80 / 70
82.5 / 82.5
80.0 / 75.0

The task set was composed of 6 tasks of picking up objects (a red bowl, a white towel, a blue ring,
a black foam dumbbell, a white plate and a red bubblewrap) and 4 tasks for pushing objects (a red
bowl, a white plate, a blue box and a black-and-white QR patterned box). Figure 5.5 illustrates
ASOR-IA and ASOR-EA reconstructions for each of these objects. For each algorithm, we repeated the experiments 10 times under two types of conditions: in an uncluttered scene with only
the target object and the robot visible and in a cluttered scene where 2-3 other objects were also
present. A trial was counted as a success if the manipulation was completed in 2 minutes.
Table 5.1 shows the experimental results as percentages of the successes for the no-clutter / clutter
case, with the best results for each task setting highlighted in bold2 .
As expected, we find that for almost all trials, the results were worse in clutter. Neither of the
previous approaches managed to complete any trial successfully in the presence of clutter. Note
that the architecture proposed in [2] is trained with task-focused attention and is able to ignore
2

Checkout our YouTube video https://youtu.be/GchuLQhG3ug
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physical and visual disturbances like a human hand and generally disturbances that are not present
in the training set but clutter in our experiments contains objects involved in other demonstrations.
ASOR-IA and ASOR-EA outperformed the previous approaches in the no-clutter setting, with
ASOR-EA being the better of the two. More importantly, they managed to complete a significant
portion of the tasks in clutter as well - in fact, ASOR-EA outperforms in clutter the previous best
algorithm operating in an uncluttered setting3 .

3

Code is available at https://github.com/pouyaAB/Accept_Synthetic_Objects_as_Real
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CHAPTER 6: CONCLUSIONS

In this dissertation, we discussed research results that advance the field of assistive robotics. We
divided the problem into two part: 1. Finding the best position to have a better chance of performing the manipulation. 2. Performing the manipulation itself. In Chapter 3, we investigated the
problem of positioning a wheelchair mounted robotic arm such that reaching a target object would
be easier while avoiding obstacles. First, we explained a metric called ease of reach score (ERS)
which simply says how easily reachable a target is when the arm is located in a certain position.
Then we argued that exhaustive search for finding the ERS at each point is a very computationally
expensive process. Therefore, we proposed an alternative method to estimate the value of ERS using machine learning techniques. By simulating the proposed method in V-REP simulator in which
the wheelchair mounted robotic arm tries to reach a target object, we showed that the estimation
technique provides sufficient accuracy for practical use. We also showed that this estimation takes
less than a second which makes the proposed method suitable for real-time applications.
In Chapter 2, we briefly discussed an architecture suitable for imitation learning. In Chapter 4, we
proposed a method for augmenting the architecture from [56] with a task-focused visual attention
model. The attention is guided by a natural language description of the task – it effectively tells the
policy to “Pay Attention!” to the task and object at hand. Our experiments show that under benign
conditions, the resulting policy consistently outperforms a related baseline policy from [56]. More
importantly, paying attention has significant robustness benefits. In severe adversarial conditions,
where a bump or human intervention forces the robot to miss the grasp or drop the object, we
demonstrated through experiments that the proposed policy recovers quickly in the majority of
cases, while the baseline policy rarely recovers. In the case of visual disturbances such as moving
foreign objects in the visual field of the robot, the new policy is able to ignore these disturbances
which in the baseline policy often trigger erratic behavior.
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In Chapter 5, we used data augmentation techniques along with modifications in the proposed architecture to enable the network to perform in cluttered environments. We performed experiments
in benign and cluttered environments. Our experiments show that under benign conditions, the resulting policy consistently outperforms a related policy from Chapter 4. Moreover, the augmented
architecture can perform the manipulation tasks in cluttered environments as well.

Future Direction

Architectures proposed in Chapter 4 and Chapter 5 are designed to block the flow of information
from unnecessary regions of the environment. By doing so we tried to imitate nature’s solution to
process a huge amount of information also known as selective attention [13]. However, in humans,
the flow of information is not completely blocked. As soon as the mind decides there is something
important in other regions it will focus it’s attention to not miss anything of value. Architectures
proposed in this dissertation are not the final architecture ready to perform in the real world (street,
house, school, ...) but we are building the final one step by step. One can imagine an architecture
based on our work with multiple attention modules. Each attention module will be responsible to
pay attention to a set of events or objects. For example, one can focus on detecting fast moving
objects since they need immediate attention and processing. The other one can pay attention to
obstacles that might prevent the manipulation. We might even design one to detect humans only
to avoid hurting them during the manipulation. The results of all these selected regions can be
processed by separate vision and controller modules and the resulting commands from each of
them will affect the final decision. For example, if the module responsible for avoiding humans
demands the robot to turn right, it’s decision should be prioritized above all other modules. In
other situations commands from different modules can be combined and control the robot such as
avoiding an obstacle. While the robot tries to go around an obstacle the main controller module
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will still generate commands moving the robot toward the obstacle since the main controller does
not see the obstacle. However, the module responsible to detect obstacles will generate commands
to avoid the collision. The combination of these commands will the final command for the robot
to perform. A hierarchy of networks can be designed to account for many such situations.
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