Abstract-The application of iterative compressed sensing algorithms for automotive radar is often considered as too complex for real-time evaluation. In this paper, it is shown that the number of required iterations can be chosen considerable low. To determine the necessary steps, a quality criterion is evaluated. The two examined scenarios are a reduced data rate and an interference mitigation. Measurement results are shown for different numbers of iterations to verify the sufficient reconstruction capabilities.
I. INTRODUCTION
The concept of compressed sensing [1] , [2] was introduced in automotive radar for various tasks. Possible examples are an enhanced angular [3] or range-Doppler resolution as in [4] . In both cases samples are missing which are restored with compressed sensing algorithms.
Several algorithms have been introduced for signal reconstruction, some of them are iterative ones as the iterative method with adaptive threshold (IMAT) described in [5] . Hence, the processing effort is directly linked to the number of required iterations. To lower the processing time, an investigation is performed of how many iterations are necessary for a sufficient reconstruction. This is done using a quality criterion depending on the noise floor and signal level.
In two different measured scenarios, the iteration number dependency is shown. In one case an interferer disturbed a couple of samples leading to an enhanced noise floor. The affected data are detected and reconstructed as introduced in [6] . In the second example the data rate of the radar signal is reduced as shown in [7] and [8] .
II. SIGNAL PROCESSING
The first step in the signal processing chain is to determine the positions of missing samples. In the case of data rate reduction as in [8] , the positions are known due to the reduction scheme. For the interference mitigation the positions of interfered samples are not known. In literature various methods are discussed to detect interference, e.g., a simple power detector as shown in [9] . An occurring interferer has a much higher signal power than the usual baseband signal. Hence, the change in power level is exploited to detect the interference. In the next step, the missing samples are reconstructed using the IMAT algorithm. As a modulation format, the fast chirp modulation [10] , also known as chirp-sequence, is used. Therefore, the baseband signal is evaluated with a two-dimensional Fourier transform (2D-FFT).
A. Signal Reconstruction with IMAT: Parametrisation
The basic principle of the reconstruction algorithm is to take the incomplete signal, assume the missing samples to be zero, and calculate the Fourier transform of it. Due to the missing samples, artefacts higher than the noise floor occur in the spectrum, cf. Fig. 1 . In the depicted measured spectrum of a range cell, two different frequencies are present. As a first approximation, the highest spectral occurrence is considered to be a valid frequency of the signal and used for reconstruction of the missing samples. This level is the threshold (thr), which is lowered in consecutive iterations to consider further frequencies. As already mentioned in [8] , it is important to ensure that none of those artefacts are used for reconstruction as they would be intensified and considered as a target.
The noise floor ( ) is estimated very roughly by taking all present samples into account. By adding a safety margin to the noise floor, it is ensured that the threshold does not reach the artefacts. In fact, the noise floor is overestimated as the possible targets are also present. This is not a drawback, as the calculation for this reason is simple and the additional safety margin is added as well. In the case of data reduction, the amount of missing samples is known in advance, hence, the safety margin can be chosen appropriately.
Adding the safety margin to the noise floor results in the so-called stopping level ( ), which the threshold is not allowed to exceed. With this level and the number of desired iterations, the step size of the threshold for each iteration is calculated.
III. SIMULATION: INFLUENCE OF ITERATION NUMBER
As interference occurs often only for a very short time, the few affected samples do not lead to very high artefacts. In this first scenario, a single iteration is often sufficient as shown in the measurement evaluation later. Hence, the iteration number is not evaluated in simulation for interference mitigation.
Instead, the second scenario is used to show the influence of the required iteration number for a successful reconstruction. As in [8] an extended target vehicle is simulated consisting of several close scattering centres in range and velocity with different power levels. The data rate is reduced to one third and the missing samples are reconstructed afterwards. In this example, a reconstruction of over 90 % of the targets is achieved in [8] . To select a more challenging scenario, complete ramps are omitted and not only random samples as this results in much higher artefact levels [8] .
As a quality criterion for the reconstruction the peakto-noise ratio (PNR) is chosen and shown in Fig. 2 for different iteration numbers. The artefacts are strongly influencing the noise floor, therefore, a significant change can be expected if the missing data are estimated. As the missing samples are only reconstructed with parts of the real targets, the total noise power can be lower leading to a higher PNR as in the reference case ( ) of a full signal. The stronger a target is, the more prominent the artefacts are in close vicinity. This is due to the fact that the artefacts originate from the convolution of the real targets with the sinc function of the missing sample pattern for a rectangular window. Therefore, the PNR is shown for the strongest target.
As previously mentioned, the safety margin must be chosen such that no artefact is higher than the current threshold. A too high safety margin has the negative effect of not completely suppressed artefacts. This trade-off can be noticed for k=3 iterations. In this case the margin is not sufficient enough leading to fairly large threshold steps resulting in enhanced artefacts. Thus, the PNR is lower after three iterations as in the other cases.
By increasing the number of iterations, the step size of the threshold is decreased. This is advantageous, as with the first iteration the influence of the missing samples is eased and weaker targets can be visible. With consecutive steps those targets are enhanced, the safety margin may be chosen smaller, and the artefacts are better suppressed.
Even in this challenging scenario an iteration number of k=5 is sufficient and an even higher PNR as in the reference is the outcome. Spending a lot more iterations, e.g., k=20, the PNR is increased even further, but the absolute enhancement is low compared to the effort. A reasonable iteration number is found when the PNR after reconstruction is higher as for the reference signal ( ).
IV. MEASUREMENT EVALUATION
For verification, two measurements are conducted and for both the radar parameters are listed in Tab. I.
The interference scenario is set up in an anechoic chamber with two close targets. The interferer has a bandwidth of 300 MHz and a different ramp duration to ensure the occurrence of interference. In Fig. 3 , the interfered spectrum ( ) shows an increased noise floor, which can prevent the detection of weaker targets. The interference is determined with the power detector and the zeroed samples are reconstructed with a single iteration using the IMAT algorithm ( ). As only seven out of 512 samples are affected from interference, the single iteration is sufficient. Spending more iterations, e.g., 10 ( ), does not change the spectrum significantly. The advantage to reconstruct the missing samples instead of just setting them to zero is shown in [6] . Fig. 3 .
Interfered ( ) spectrum of a static scene with interference mitigation using two different numbers of iterations.
In case of the reduced data scenario, one third of the data are present. In Fig. 4 (a) , one range cell with three different targets is shown. In contrast to the interference scenario, too many samples are missing and a single iteration ( ) is not sufficient. The difference between k=5 ( ) and k=20 ( ) is noticeable but not significant. As the simulated scenario is chosen to be in accordance with the measurement, k=5 iterations are selected for the reconstruction. The reconstructed range-Doppler matrix in (b) shows several reflection centres on the target vehicle and no artefacts from the missing samples. In the angle estimation result in (c) the contour of the vehicle is clearly visible. The corresponding camera image is shown in (d).
V. CONCLUSION
For the resource efficient application of iterative compressed sensing algorithms, it is important to determine when the reconstruction is sufficient and further iterations only lead to minor improvements. In this paper, the peakto-noise ratio is selected as a measure for a successful reconstruction and the determination of required iterations.
In the case of interference mitigation, a single iteration leads to huge improvements and is considered to be sufficient. For data reduction, where only a third of the data are present, after five iterations an artefact-free spectrum is obtained. 
