Abstract. It is shown that a germ of a holomorphic mapping sending a real-analytic generic submanifold of finite type into another is determined by its projection on the Segre variety of the target manifold. A necessary and sufficient condition is given for a germ of a mapping into the Segre variety of the target manifold to be the projection of a holomorphic mapping sending the source manifold into the target. An application to the biholomorphic equivalence problem is also given.
Introduction and main results
In this paper, we show that a germ at 0 of a holomorphic mapping H : (C N , 0) → (C N ′ , 0) sending one real-analytic generic submanifold M ⊂ C N of finite type at 0 into another real-analytic generic submanifold M ′ ⊂ C N ′ is determined by its projection onto Σ ′ 0 , the Segre variety of M ′ at 0 (Theorem 1.1). We also give a necessary and sufficient condition for a germ at 0 of a holomorphic mapping F : (C N , 0) → (Σ ′ 0 , 0) to be the projection of such a mapping H (Theorem 1.6). As a corollary, we obtain a new criterion for two real-analytic generic submanifolds M, M ′ of finite type at 0 ∈ C N to be locally biholomorphically equivalent at 0 (Corollary 1.7). The main tools used in the proofs are the iterated Segre mappings, as previously introduced by the authors in [BER96] , [BER03] , and also a new invariant description of normal coordinates (Theorem 2.1), which may be of independent interest. Segre variety techniques in the context of mappings between real hypersurfaces were introduced in [W77] and [W78] .
Let M be a real-analytic generic submanifold of codimension d in C N with 0 ∈ M, given locally near 0 by The generic submanifold M is said to be of finite type at p (in the sense of Kohn [K72] and Bloom-Graham [BG77] ) if the (complex) Lie algebra g M generated by all smooth (1, 0) and (0, 1) vector fields tangent to M satisfies g M (p) = CT p M, where CT p M is the complexified tangent space to M at p. Let U ⊂ C N be a sufficiently small open neighborhood of 0. For p ∈ C N sufficiently close to 0, we denote by Σ p the Segre variety of M at p defined by (1.3) Σ p := {Z ∈ U : ρ(Z,p) = 0}.
We observe, for future reference, that Σ p is an n-dimensional complex submanifold of U, with n = N − d, for all such p. Moreover, it follows from (1.2) that p ∈ Σ p if and only p is in M, and also that q ∈ Σ p if and only if p ∈ Σ q . 
for all λ sufficiently small. Remark 1.2. It follows from the proof of Theorem 1.1 that there exists an integer l ≥ 0 such that each of the functions g
is given by a convergent power series of the form
where the coefficients a 0 (λ), a α (λ) are holomorphic in the unit disk D, a 0 (0) = 0. Another way of expressing this is saying that each of the functions g
where theĝ 1 , . . . ,ĝ d ,ĥ 1 , . . . ,ĥ d+1 are germs at 0 of holomorphic functions (
is a germ at 0 of a holomorphic projection, i.e. P | Σ ′ 0 is the identity on Σ ′ 0 . The reader can easily verify that z := P is a holomorphic submersion satisfying the assumptions of Theorem 1.1. Conversely, any holomorphic submersion z as in Theorem 1.1 is a projection up to a local biholomorphism of Σ ′ 0 at 0. An immediate corollary of Theorem 1.1 is the following. 
An algebraic reformulation of Corollary 1.4 can be given as follows. For any complex manifold X and p ∈ X, let O X (p) denote the ring of germs at p of holomorphic functions on X. 
We give now a necessary and sufficient condition for a germ at 0 of a holomorphic mapping F : (C N , 0) → (Σ 
is open in {0} × C 2(d+1)(N −d)−N with 0 in its closure, and 2d + 1 germs at 0 of holomorphic mappings 
Conversely, suppose (1.8) holds. Then for every germ at 0 of a holomorphic submersion
By combining Theorem 1.6 with Theorem 3.1 in [ER06] , we obtain the following result concerning the biholomorphic equivalence problem. We would like to point our that the hypothesis of finite type in Theorems 1.1 and 1.6 is crucial as is illustrated by the following simple example. Example 1.8. Let M ⊂ C 2 be the real-analytic hypersurface given by
which is of finite type at all points except along {w = 0}. Note that the family of holomorphic mappings
for all t ∈ R, sends M into itself. Thus, the conclusion of Theorem 1.1 (with z(z, w) = (z, 0) ∈ Σ 0 ) does not hold. Also, for any holomorphic function F (z, w), with F (0) = 0, the mapping
sends M into itself and, hence, in contrast with the conclusion of Theorem 1.6, there is no (non-trivial) condition on a mapping F to be a component of a holomorphic mapping M into itself.
As an application of Theorem 1.1, we give a refinement of some results concerning finite jet determination of holomorphic mappings between generic submanifolds (see Section 5 for details). This is a problem that has received much attention recently. We mention here the papers [Z97] , [BER00] , [BMR02] , [ELZ03] , [KZ05] , [LM05] , where results on finite jet determination of mappings between generic submanifolds are obtained. The reader is also referred to the survey papers [Z02] and [B06] for further references and results.
An invariant description of normal coordinates
For the proof of Theorem 1.1, we shall need the following description of all normal coordinates for a real-analytic generic submanifold. Let M ⊂ C N be a real-analytic generic submanifold through 0 of codimension d. Recall that local holomorphic coordi-
Equivalently, M can be defined by a complex equation of the form
where
Normal coordinates were first introduced by Chern-Moser in [CM74] (see also [BER99b] ). As in the beginning of Section 1, let U be a small open neighborhood of 0 in C N , and Σ 0 the Segre variety of M at 0. Let z : U → Σ 0 be a holomorphic submersion such that z(0) = 0 and the d-dimensional complex submanifold W := z −1 (0) is transversal to Σ 0 at 0. Observe that, for p ∈ C N sufficiently close to 0, the submanifolds Σ p and W also intersect transversally near 0. Hence, after shrinking U if necessary, we may define a mapping σ : U → W by letting σ(p) be the single point of intersection between Σ p and W . We denote by ι : W → W the restriction of σ to W , i.e.
It follows that, for p ∈ W sufficiently close to 0, ι 2 (p) = p since ι(p) ∈ Σ p ∩ W and, hence, ι is a local involution on W . Proof of Theorem 2.1. We let ρ(Z,Z) be a defining function for M as in the introduction. Consider the germ at 0 of a holomorphic mapping f :
and the equation
We claim that Z → f (Z, 0) is a local biholomorphism at 0. Indeed,
and, hence, the claim follows from the transversality of the intersection between Σ 0 and W at 0. By the implicit function theorem, there exists a unique germ at 0 of a holomorphic
). It follows from (2.9) that t → γ(t, 0) has rank n := N − d at 0 and that t → γ(t,p), for p ∈ C N sufficiently close to 0, parametrizes an open piece of the Segre variety Σ p . We observe, from the definition of γ, that σ(p) = γ(0,p), for p ∈ C N close to 0; recall that σ(p) denotes the single point of intersection between Σ p and W , as defined above. In particular,
where ι is the involution of W defined by (2.5), and hence the anti-holomorphic mapping p → γ(0,p) is a local diffeomorphism at 0 of W . It follows that the mapping (t, p) → γ(t,p) from Σ 0 × W → C N is holomorphic in t, anti-holomorphic in p, and is a local diffeomorphism at 0. Hence, if we denote by W * the submanifold {Z :Z ∈ W }, then the mapping Γ(t, p) := γ(t, p) from Σ 0 × W * → C N is a local biholomorphism at 0. As a consequence, we may define the germ at 0 of a holomorphic mapping w : (
Since p → ι(p) is a local diffeomorphism of W at 0, it follows that w is a submersion at 0. Since ι is a local involution on W , we can find
12). This proves (ii).
To prove (iii), we assume that α and β are as in (iii), and let (z, w) be the coordinates (z, w) := (α• z, β • w). In these coordinates, it follows from (ii) that Σ 0 = {(z, w) : w = 0}. Consequently, ifρ(z, w,z,w) = 0 is a defining equation for M in the coordinates (z, w), then det ∂ρ/∂w(0) = 0. Hence, by the implicit function theorem, we may solve for w in the equationρ(z, w,z,w) = 0 and obtain a defining equation for M of the form (2.3). The fact that (2.13)
is a direct consequence of (2.6). To prove the remaining part of (2.7), we note, by the fact that (2.3) defines a real submanifold, that we have (2.14) Q(z, χ,Q(χ, z, w)) ≡ w.
By substituting z = 0 in (2.14) and using (2.13), we obtain Q(0, χ,ι(w)) = w. The desired identity Q(0, χ, τ ) =ι(τ ) follows by taking w =ι(τ ). Remark 2.2. It is not difficult to see that all normal coordinates (z, w) are obtained in the way described by Theorem 2.1 for some choice of submersion z. The details of this are left to the reader.
Remark 2.3. Let Z = (ẑ,ŵ) be given coordinates in C N = C n × C d in which the Segre variety Σ 0 of M at 0 is tangent to {(ẑ,ŵ) :ŵ = 0} at 0. As a consequence of Theorem 2.1 (and its proof), we obtain the following description of all possible holomorphic transformations (z, w) = (F (ẑ,ŵ) , G(ẑ,ŵ)) yielding normal coordinates for M. Let F : (C N , 0) → (C n , 0) be an arbitrary local holomorphic mapping with det (∂F/∂ẑ)(0) = 0. In the setting of the theorem, this corresponds to a choice of a holomorphic submersion z and a local chart α of Σ 0 , with F = α • z. We note that z and α are not uniquely determined by F . However, any two different choices of z differ only by a reparametrization of Σ 0 . An inspection of the proof of Theorem 2.1 shows that the w given by (ii) in the theorem is uniquely determined by F . Moreover, for any local chart β on W such that β(M ∩ W ) ⊂ R d , the mapping G = β • w produces normal coordinates by (iii) of Theorem 2.1. It is easily seen that if we write G(0,ŵ) = g 1 (ŵ) + ig 2 (ŵ), where g 1 and g 2 are real-valued on R d , then there is a one-to-one correspondence between choices of such parametrizations β and choices of g 1 (ŵ) with det (∂g 1 /∂ŵ)(0) = 0. We conclude that G(ẑ,ŵ) is uniquely determined by F (ẑ,ŵ) and an arbitrary choice of g 1 (ŵ) with det (∂g 1 /∂ŵ)(0) = 0.
Proof of Theorem 1.6 in the case of hypersurfaces in C 2
In order to illustrate the idea of the proof of Theorem 1.6, we first give a proof for the case of hypersurfaces M, M ′ in C 2 . Let M ⊂ C 2 be a real-analytic hypersurface of finite type at 0 ∈ M. Assume that (z, w) ∈ C × C are normal coordinates at 0. Thus M is given locally near 0 by (2.3), where the scalar-valued holomorphic function Q(z, χ, τ ) satisfies (2.4). The finite type condition on the hypersurface M is equivalent to Q(z, χ, 0) ≡ 0, which implies, by the normality of (z, w) that
where we use the notation Q χ = ∂Q/∂χ. The first four iterated Segre mappings (as defined in [BER99a] and [BER03] ) are given by:
For convenience, we shall also write v
. . , t k )). We let M ′ ⊂ C 2 be another real-analytic hypersurface through 0 and ( z, w) normal coordinates for M ′ . We refer to the corresponding objects for M ′ by the addition of . Let H = (F, G) be a germ at 0 of a holomorphic mapping with
Conversely, if H satisfies (3.3), then we claim that H sends M into M ′ . Indeed, if we take t 1 = 0 in (3.3) and complex conjugate, then we obtain
by using standard properties of the iterated Segre mappings (see [BER99a] or [BER03] ). We now observe that (3.5) u 4 (t 1 ,t 2 ,t 3 ,t 4 ) = Q(t 4 ,t 3 , u 3 (t 1 ,t 2 ,t 3 )).
By using (3.5) and (3.4) in (3.3), we conclude that
Let M ⊂ C 2 × C 2 be the complexification of M, i.e. the complex submanifold through 0 in
) is a holomorphic mapping of generic full rank into M (see [BER99a] or [BER03] ), we conclude that G(z, w) = Q(F (z, w),F (χ, τ ),Ḡ(χ, τ )) for all (z, w, χ, τ ) on M and, hence, H sends M into M ′ . This proves the claim. Consider the equation (z, w) = v 4 (t 1 , t 2 , t 3 , t 4 ), which can also be written in the form z = t 4 and
We make the linear change of variables (3.8)
Let us use the notation η = (η 1 , η 2 ) and write
We have U(η, 0, 0) ≡ 0 and
Here we have used the notationQ(χ, z, w) and hence the corresponding derivativesQ χ andQ w refer to partial derivatives with respect to the first and last variable, respectively. By differentiating the identityQ
with respect to η 1 , we obtain from (3.10)
in view of (3.1) and the fact thatQ w (0, 0, 0) = 1. We may now apply the singular implicit function theorem given in Proposition 4.1.18 in [BER99a] and conclude that the equation (3.9) has a unique solution of the form
where Θ(η, z ′ , w ′ ) is holomorphic near 0 ∈ C 4 and Θ(η, 0, 0) ≡ 0. If we now substitute for (t 1 , t 2 , t 3 , t 4 ) in (3.3) using the linear change of variables (3.8), t 4 = z, and then substitute for σ using (3.11), then we obtain
where Θ is given by the right hand side of (3.11). In particular, if H sends M into M ′ , then the right hand side of (3.12) is independent of the variable η. Conversely, if F (z, w) is such that the right hand side of (3.12) is independent of the variable η, then we can define G(z, w) by (3.12). We claim that H = (F, G) sends M into M ′ . Indeed, for any η ∈ C 2 sufficiently close to 0 with ∆(η) = 0, we have
for all sufficiently small z and σ, by the uniqueness of the solution (3.11) to the equation (3.9). We now make the subsitution (z, w) = v 4 (t 1 , t 2 , t 3 , t 4 ), η 1 = (t 1 + t 3 )/2, η 2 = t 2 in (3.12). Using again the linear change of variables (3.8), and t 4 = z in the identity (3.13), we conclude, since in these variables we have u 4 (t 1 , t 2 , t 3 , t 4 ) = U(η, z, σ), that (3.3) holds. This proves the claim, in view of the remarks above.
This proves Theorem 1.6 for hypersurfaces in C 2 with
and hence
where Θ is given by the right hand side of (3.11). The open set Ω ⊂ C 2 × C 2 can be taken to be of the form |η| < ǫ, ∆(η) = 0, |z| < ǫ∆(η), |w| < ǫ∆(η), for ǫ > 0 sufficiently small. Proof of Theorem 1.6. We point out that, in view of Theorem 2.1, it suffices to prove Theorem 1.6 in some sets of normal coordinates for M and M ′ . The proof in the general case parallels that for hypersurfaces in C 2 given in Section 3. Let M ⊂ C N be given in normal coordinates (z, w) ∈ C n × C d near the origin in C N , i.e. by (2.3) where Q(z, χ, τ ) is a C d -valued holomorphic function satisfying (2.4). The iterated Segre mappings (see [BER99a] and [BER03] 
are given in these coordinates by v 1 (t 1 ) = (t 1 , 0) and, recursively, for j ≥ 1 by
We let M ′ ⊂ C N ′ be another real-analytic generic submanifold through 0 and ( z, w) normal coordinates for M ′ . We refer to the corresponding objects for M ′ by the addition of . Let H = (F, G) be a germ at 0 of a holomorphic mapping (
Conversely, if (4.2) holds, then, since the mapping
has generic full rank as a holomorphic mapping into the complexification M ⊂ C N × C N (see [BER99a] or [BER03] ), a similar argument to that in Section 3 shows that H sends M into M ′ . As in Section 3, we consider the equation (z, w) = v 2m (t 1 , . . . , t 2m ) or, equivalently, z = t 2m and
We make the linear change of variables
Thus, if we write η = (η 1 , . . . , η m ), σ = (σ 1 , . . . , σ m ), and
Since M is of finite type at 0, it follows from Lemma 4.1.3 in [BER99a] that U(η, 0, 0) ≡ 0 and that we may decompose σ = (σ
(The reader should be warned that the notation in [BER99a] is slightly different from that of the present paper.) We should point out that in the hypersurface case in Section 3 these facts were easily verified directly by using the condition of finite type. In the case of higher codimension, the proof of these facts is more involved. We may now apply the singular implicit function theorem given in Proposition 4.1.18 of [BER99a] and solve for σ ′ in equation (4.3) and obtain a unique solution of the form
. . , t 2m ) in terms of η, σ, and z in (4.2) using (4.4), t m = η m , t 2m = z, and then substituting for σ ′ using (4.9), we obtain a relation of the form (cf. (3.12)) and their complex conjugates. The reader can verify from the construction of Θ that A i (0, ξ) and B j (0, ξ) tend to 0 as ξ → 0. If H = (F, G) sends M into M ′ , then the right hand side of (4.10) is independent of ξ or, equivalently, (1.8) holds. The converse follows in the same way as in the hypersurface case in Section 3. This completes the proof of Theorem 1.6.
Proof of Theorem 1.1. We keep the notation of the proof of Theorem 1.6. First, by using Theorem 2.1, we can find normal coordinates ( z, w) for M ′ such that z = z( z) is the submersion given in Theorem 1.1. If H is a germ at 0 of a holomorphic mapping (C N , 0) → (C N ′ , 0), then, in these coordinates, H = (F, G) with F = z • H. Hence, to prove Theorem 1.1, it suffices to show that we have an identity of the form
nm be a holomorphic mapping with D(0) = 0 such that ∆(D(λ)) = 0 for λ = 0, where ∆(η) is the determinant given by (4.8). The conclusion of Theorem 1.1 now follows by substituting ξ = (η, σ ′′ ) = (D(λ), 0) in the identity (4.10).
where we have used the notation t j = (t j 1 , t j * ) ∈ C × C n−1 , for j = 1, 2. Here equation (1.8) is equivalent to the condition that the right hand side of (4.12) is independent of the 2n − 1 parameters t 1 * and t 2 . Note that Theorem 1.6 involves 3n − 1 parameters in the case that M is a hypersurface.
Remark 4.2. We point out that the independence of the right hand side of (4.11) on the parameter λ is not sufficient to guarantee that F is a component of a mapping sending M into M ′ . This is the case even in the context of self mappings of the Levi-nondegenerate hypersurface M given in Remark 4.1 above with n > 1.
5. An application to the problem of finite jet determination Let F be a class of germs of holomorphic mappings (X, x) → (Y, y), where X and Y are complex manifolds with x ∈ X and y ∈ Y , respectively. We shall say that F satisfies the finite jet determination property at x if there exists an integer k ≥ 0 such that for any pair H 1 , H 2 ∈ F , the condition j 
there are a number of sufficient conditions that can be imposed on M (or M ′ ) to guarantee that F satisfies the finite jet determination property (see e.g. [Z97] , [BER00] , [BMR02] , [ELZ03] , [KZ05] , [LM05] ). As a consequence of Theorem 1.1, we obtain the following result. 
By using a result from [BMR02] , we immediately obtain the following corollary. Recall that a generic submanifold is called holomorphically nondegenerate at 0 if there are no germs at 0 ∈ M of (non-trivial) holomorphic vector fields (i.e. (1, 0) vector fields with holomorphic coefficients) that are tangent to M in a neighborhood of 0. Proof of Theorem 5.1. Assume that the mappings in the class F are determined by their k 0 -jets at 0. In view of Theorem 2.1, it suffices to take normal coordinates ( z, w) ∈ C n ′ × C d ′ for M ′ at 0, write H = (F, G) in these coordinates, and show that there exists a k ≥ k 0 such that the k 0 -jet of G at 0 is determined by the k-jet of F at 0. We start with equation (4.11), which in view of Remark (1.2) can be written as follows Remark 5.4. The proof of Theorem 5.1 shows that if the mappings H in F are determined by their k 0 -jets at 0, then they are also determined by the k-jets at 0 of z •H, where k = k 0 (l + 1) and l is the integer given in Remark 1.2 (depending only on M). However, we do not know any example where the k 0 -jet at 0 of z • H does not already determine H. If M and M ′ are strictly pseudoconvex hypersurfaces in C N , then it follows from the work of Chern-Moser [CM74] that k 0 can be taken to be 2. Kruzhilin-Loboda [KL83] proved that for non-spherical strictly pseudoconvex hypersurfaces, the stability group can be linearized in Chern-Moser normal coordinates and, hence, one may take k 0 = 1. In both the spherical and non-spherical case, one can check directly that the k 0 -jet of z • H suffices to determine H.
