Given a set of homologous or functionally related RNA sequences, the consensus motifs may represent the binding sites of RNA regulatory proteins. Unlike DNA motifs, RNA motifs are more conserved in structures than in sequences. Knowing the structural motifs can help us gain a deeper insight of the regulation activities. There have been various studies of RNA secondary structure prediction, but most of them are not focused on ®nding motifs from sets of functionally related sequences. Although recent research shows some new approaches to RNA motif ®nding, they are limited to ®nding relatively simple structures, e.g. stem±loops. In this paper, we propose a novel genetic programming approach to RNA secondary structure prediction. It is capable of ®nding more complex structures than stem±loops. To demonstrate the performance of our new approach as well as to keep the consistency of our comparative study, we ®rst tested it on the same data sets previously used to verify the current prediction systems. To show the¯exibility of our new approach, we also tested it on a data set that contains pseudoknot motifs which most current systems cannot identify. A web-based user interface of the prediction system is set up at http://bioinfo. cis.nctu.edu.tw/service/gprm/.
INTRODUCTION
Transcriptional regulation is an important topic in bioinformatics. Much effort has been made to develop useful analysis tools to accelerate the progress in this research. An equally important but much less studied topic is posttranscriptional regulation. Similar to transcriptional regulation, post-transcriptional regulation is often accomplished by the binding of proteins to speci®c motifs in mRNA molecules (1±3). Unlike DNA binding proteins, which recognize motifs composed of conserved sequences, RNA protein binding sites are more conserved in structures than in sequences. The motif prediction algorithms that only consider conserved sequence pro®les (4±8) may fail to identify RNA motifs. A set of posttranscriptionally coregulated RNAs can be characterized by base-pair interactions that organize the molecules into domains and provide a framework for functional interactions. If a new sequence is found to contain the common motifs, it may have the same characteristics as those coregulated RNAs. We are interested in ®nding the consensus motifs in a family of coregulated RNA sequences.
There has been much work on RNA secondary structure prediction. The current main approaches include free-energy minimization (9±12) and comparative sequence analysis (13±15). Although they show positive results of predicting secondary structures of a single sequence, it is questionable to use these methods to ®nd common motifs in a set of sequences. Other approaches such as stochastic context-free grammar, e.g. COVE (16) , and genetic algorithms (GAs) (17) have been applied to multiple sequences, but they are aimed at ®nding a global alignment instead of consensus motifs.
A dynamic programming approach called FOLDALIGN, which takes into account both sequence similarity and structure constraints, was ®rst developed to discover RNA motifs in a set of sequences (18) . However, its time complexity is too high for practical use. Recently, a new system called SLASH (19) has been developed. By combining FOLDALIGN and COVE, the time complexity of SLASH is acceptable for real applications, but it is currently limited to ®nding stem±loop motifs.
In this paper we introduce a new approach called genetic programming for RNA motifs (GPRM), which is capable of discovering structural motifs more complicated than stem± loop structures. To prove GPRM is comparable to the latest approaches, we tested it on the same data sets as used in the experiments of SLASH. Furthermore, we tested GPRM on a published pseudoknot data set to demonstrate its capability that most current prediction methods lack.
MATERIALS AND METHODS
Motif prediction can be seen as a concept learning problem, that is, learning a target concept (i.e. motifs) from a set of training examples (i.e. biosequences) (20) . According to its objective and the training examples given, concept learning can be regarded as supervised or unsupervised. From preclassi®ed training examples, supervised learning is to learn a discriminative concept to distinguish between examples of different classes. On the other hand, unsupervised learning is to learn a characteristic concept to describe a set of unlabeled training examples. We consider motif prediction a supervised learning problem. Unlike most current approaches, we use both positive and negative examples. Positive examples are a family of coregulated RNA sequences; negative examples are the same number of sequences randomly generated based on the observed frequencies of a sequence alphabet in positive examples. We learn the motifs that can be used to distinguish the given coregulated sequences from the random sequences.
As RNA motifs may vary in both sequences and structures, we need an expressive representation to describe a wide variety of motifs, and an effective strategy to search a large problem space for the right motifs. Genetic programming (GP) operates on a population of concept hypotheses. Individuals in the population can be described by linear structures, trees or graphs (21) . Unlike conventional GAs, GP does not require an encoding scheme to encode putative solutions into bit strings before the evolutionary process, or a decoding scheme to decode ®nally converged bit strings back to an interpretable representation. By GP, the hypotheses can converge to the comprehensible target concept through evolution. Because of its generality and effectiveness, we adapt GP to develop GPRM. Since RNA secondary structures are typically formed by base-pairing interactions, GPRM is focused on ®nding Watson±Crick complementary base pairs. There are three components in GPRM. The ®rst is a population of putative structural motifs. The second is a ®tness function that measures the quality of each motif. The third is the genetic operators that simulate the natural evolution process. The details are described in the following sections.
Representing individuals in a population
Each individual in a population is a putative motif. We use two kinds of segments to describe structural motifs. A segment is either a Watson±Crick complementary segment or a nonpairing segment. A Watson±Crick complementary segment is a helix, and it may also contain GU wobble pairs. A nonpairing segment, on the other hand, is single-stranded. With different combinations of segments, a wide variety of RNA motifs can be easily represented. For example, in Figure 1A , we show an interior loop in AUACUCCCAACUAGUUC-CUUGUAAC, CGGCCGUCAAGGUAUACGACCACGG-CGA and ACAAAAGGAAUUAAUUAAAGAAAUGAAA. The common motif is composed of four complementary segments and two non-pairing segments. It is described as Figure 1B , we show a hairpin motif in AAGGGACUCCUCAGUCCCCA, GGAGGACCCCUC-GUCCCA and CCGAGACCCCUUGUCUCCAAA.
To ®nd the motifs from a family of RNA sequences, the user of GPRM is required to specify the maximum number of segments and the range of segment length allowed in a motif.
According to the speci®cation, GPRM generates the initial population of putative motifs. The number of segments and the segment length in each motif are randomly assigned but conform to the user's speci®cation. The pairing relation between complementary segments is determined at random. After the initial population is created, GPRM applies genetic operators to the population to generate a better population of motifs. This evolution process is repeated until no improvement can be found.
Fitness function
In GP, the ®tness function is used to measure the quality of individuals in a population. The higher the ®tness of an individual, the better its chances of survival to the next generation. We are interested in the motifs that can re¯ect the characteristics conserved in a family of coregulated RNA sequences, e.g. the RNA protein binding sites. We design a ®tness function that assigns higher values to those motifs commonly shared by the given set of RNAs, and rarely contained in random sequences.
Our ®tness function is derived from the F-score (22) used in the ®eld of information retrieval with the aim to balance the importance of two measures, recall (i.e. sensitivity) and precision (i.e. positive predictive value). Given a positive example set and a negative example set, we de®ne the ®tness function as follows: The motif that will be chosen to participate in the genetic operation, e.g. mutation, is dependent on ®tness. Motifs with higher ®tness have better chances of being selected. We adapt the tournament selection mechanism. It parallels the competition in nature among individuals for the right to take part in evolution. Unlike ®tness-proportionate selection, tournament selection does not need a centralized calculation of the average ®tness of the population, and it is somewhat faster than rank selection (23, 24) . It ®rst randomly picks two individuals from the population. Then the one with better ®tness gets selected for the genetic operation.
Genetic operators
Reproduction models the self-replication process in nature. Instead of selecting one motif at a time, and passing it to the next generation, GPRM accelerates the reproduction process by passing the better half of the population sorted by ®tness from generation to generation. Similar to the mutation operation in nature that causes sporadic and random alterations in the genetic materials, GPRM's mutation operator changes the segment con®guration of a motif selected from the population. It ®rst randomly picks a segment of the motif for alteration. If a complementary segment is selected, its corresponding pairing segment and its length range are then randomly changed. For example, a segment of 5±7 nt in length previously paired with the third complementary segment may be changed to a new segment of 4±6 nt in length now paired with the fourth complementary segment. On the other hand, if a non-pairing segment is chosen, only its length range is changed. Note that the segment length can only be randomly altered within the range speci®ed by the user.
Unlike mutation, the crossover operation is performed on two individuals. Its purpose is to exchange the segment con®guration between two tentative motifs to generate two offspring. After two motifs are selected from the population, either a pair of complementary segments or a non-pairing segment is chosen at random for exchange.
Implementation
GPRM is an optimization procedure that iteratively applies genetic operators to improve the ®tness of tentative solutions. After the creation of the initial population, GPRM goes through three basic steps in each optimization cycle. The three steps are ®tness evaluation, individual selection and population generation. The process is repeated until no improvement of ®tness can be found, or it reaches the limit of generations. The pseudocode of GPRM is shown in Figure 2 . By masking out the motifs already found in sequences, we can repeatedly apply GPRM to ®nd multiple motifs if they exist in a set of RNA sequences.
The ®rst step of GPRM is to ®nd all possible pairs of complementary segments in the training examples, and put them in POOL. Suppose the lower and the upper bound of complementary segment length are l and u, and let f = u ± l + 1. The time complexity of ®nding all possible pairs of comple-
where L is the maximum sequence length and N is the number of total sequences. GPRM computes the ®tness of each putative motif in the population by iteratively comparing each complementary segment of the motif with the entire POOL. Let the maximum number of complementary segments in a motif be m, which is speci®ed by the user. The time complexity of ®tness computation is O(m 2´L3´N´P ) where P is the constant population size. Compared with the ®tness evaluation, the time complexity of crossover and mutation operations is negligible. The total time complexity of GPRM is thus O(L 3´N ) + O(m 2´L3´N´P´G ) = O(m 2´L3´N ), where P is the constant population size, and G is the constant generation limit. In the current version of GPRM, P and G are set to be 1000 and 50, respectively. Note that m is the maximum number of complementary segments speci®ed by the user. Given a family of coregulated RNAs, we are interested in the common motifs for the RNA regulatory protein binding sites instead of a global alignment. Therefore, the number of complementary segments in a motif is relatively small. If m << L and m << N, the total time complexity can be reduced to O(L 3´N ).
RESULTS
There are two purposes of our experiments. The ®rst is to demonstrate that GPRM is competitive with current RNA motif prediction systems. The second is to show that GPRM can identify complicated motifs that most current systems cannot ®nd.
It is important to use the same data sets in experiments to keep the consistency of a comparative study. As SLASH (19) is the latest RNA motif prediction system, we ®rst tested GPRM on the same data sets as used in SLASH's experiments to show GPRM's competitive performance. Moreover, we used a published pseudoknot data set to demonstrate GPRM's exibility that is lacking in most current systems, including SLASH. These data sets are described in the following sections.
Data sets
The ®rst data set is one of the data sets used to test SLASH. It contains 34 archaea 16S ribosomal sequences (19) . This data set was originally derived from a set of 311 sequences extracted from the SSU rRNA database (http://www-rna.uia.ac.be/ssu/) (25) . The archaea set of 311 sequences was further reduced to 34, ®ltering out the sequences that miss base assignments or are >90% identical. The ®nal 34 sequences are the following, where the number in parentheses is its GenBank accession number: Acidianus brierleyi (D26489), Caldococcus noboribetus (D85038), Cenarchaeum symbiosum (U51469), Desulfurococcus mobilis (M36474), Metallosphaera sp. The second data set is another data set used in the experiments of SLASH. It is the ferritin IRE-like data set (iron response element) constructed by Gorodkin et al. (19) . They ®rst obtained 14 sequences from the UTR database (26) . Since the selected IRE regions are signi®cantly conserved not only in structure but also in sequence, even sequence motif ®nding algorithms can identify them within the UTRs. Therefore, they modi®ed the IREs and their UTRs to make the search more dif®cult. By iteratively shuf¯ing the sequences and randomly adding 1 nt to the IRE conserved region, they obtained a set of 56 IRE-like sequences from the 14 IRE UTRs. The new structure motifs are as shown in schemes 1 and 2 below.
where the parentheses indicate base pairing, N Î {A, G, C, T}, W Î {A, U}, H Î {A, C, U}, and X is a random nucleotide. They are highly variable in sequence, but with conserved structure.
The third data set includes 18 viral 3¢-UTRs each of which contains a pseudoknot. Seven of the RNA sequences are the soil-borne rye mosaic viruses; the others are the soil-borne wheat mosaic viruses. We ®rst retrieved the pseudoknot sequences from PseudoBase (27) (http://wwwbio.leidenuniv. nl/~Batenburg/PKB.html). Their accession numbers in PseudoBase are listed as PKB183±PKB189 and PKB194± PKB204. The pseudoknot sequences and base pairings are presented below.
As the pseudoknots are relatively short, to make the search for the pseudoknots more challenging, we randomly include the¯anking of 5±70 nt at both ends of each pseudoknot sequence. All the data sets above are downloadable from http://bioinfo.cis.nctu.edu.tw/service/gprm/.
Evaluation
We applied the Matthews correlation coef®cient (28) to quantify the agreement between the predicted motif and the actual structure assignment. For each sequence in the data set, two secondary structure assignments were compared by counting the number of true positives P t (base pairs exist in actual assignment and are predicted), true negatives N t (base pairs do not exist in actual assignment and are not predicted), false positives P f (base pairs do not exist in actual assignment but are predicted) and false negatives N f (base pairs exist in actual assignment but are not predicted), respectively. The Matthews correlation coef®cient can then be computed as:
Given that the sequence length is suf®ciently large, the Matthews correlation coef®cient can be approximated in the following way (19) :
With the published/curated alignments, we can evaluate the performance of our approach by calculating the Matthews correlation coef®cient. Due to its stochastic characteristics, GPRM was repeatedly tested 30 times on each of the data sets. The correlation coef®cients averaged over 30 runs are presented in Table 1, and Table 2 is the GP tableau for the RNA secondary structure prediction problem. Owing to limited space, a partial result of the predicted RNA motifs is shown in Figure 3 , and a complete GPRM sample output can be found at http://bioinfo.cis.nctu.edu.tw/service/gprm/.
The crossover rate and the mutation rate can affect GPRM's performance. As the two operators may interact with each other, in order not to complicate the experiments, we ®xed one rate at 0.5 and varied the other from 0.5 to 0.9 to measure its effect on the Matthews correlation coef®cient. Figure 4 shows the change of correlation coef®cients along with varying crossover rates, and Figure 5 presents the results when applying different mutation rates. According to Figure 4 , the correlation coef®cient for the viral 3¢-UTR data set is more sensitive to the change of crossover rate. Its SD is 0.007. Compared with the viral 3¢-UTRs, GPRM is more stable when applied to the other two data sets. The SDs of their correlation coef®cients are 0.001 and 0.003, respectively. Similarly, Figure 5 shows that the performance of GPRM on the viral 3¢-UTRs varied with different mutation rates more noticeably than on the other two data sets, 0.008 compared with 0.0009 and 0.003.
Currently, GPRM uses a random negative set of the same size as the positive set. To investigate the effect of the negative set size on the correlation coef®cient, we repeated our experiments with negative sets of different sizes, varying from 1 to 10 times of the positive set size. The correlation coef®cients are presented in Figure 6 . It shows that the performance for the viral 3¢-UTRs data set was affected the most. In addition, we examined the effects of varying complementary segment length ranges on convergence. We ®xed the minimum length to 8 bp, and varied the maximum length from 15 to 20 bp for the 16S rRNAs data set. We recorded the ®tness values at different generations to see how the segment lengths affect GPRM's convergence behavior. The result is shown in Figure 7A . Similarly, for the IRE-like and the viral 3¢-UTR data sets, we ®xed the minimum length to 3 bp, and varied the maximum from 10 to 20 bp. The results are presented in Figure 7B and C, respectively. Figure 7 indicates no signi®cant effects of varying segment lengths. For each test data set, GPRM's ®tness values converged before 50 generations. Similar experiments were also performed on varying non-pairing segment length ranges. The results also showed no signi®cant differences (data not shown).
DISCUSSION
We developed a GP approach to ®nding common structural motifs in a set of coregulated RNA sequences. Those methods designed to identify only consensus sequences are not reliable to ®nd RNA motifs. With¯exible GP operators and structural motif representations, our new method, GPRM, is able to identify general RNA secondary motifs.
To show GPRM is comparable to the latest RNA motif prediction systems, we tested it on the same data sets previously used in order to maintain consistency. We ®rst tested GPRM on a set of archaeal rRNA sequences that contain locally aligned stem±loop regions. By comparing them with the curated database alignment, we were able to Population size = 1000, maximum number of generations = 50, crossover rate = 50%, mutation rate = 90%, reproduction rate = 50% The ®rst row shows the total number of sequences in each data set. Rows 2±4 present the minimum, the maximum and the average sequence length, respectively. The ®fth row gives the SD of sequence length. Rows 6 and 7 provide the correlation coef®cient averaged over 30 runs, and its SD. In each run, we used a random negative set of the same size as the positive set.
evaluate our new approach quantitatively by the Matthews correlation coef®cient. We obtained a 0.87 correlation coef®cient between the predicted structural alignment and the curated database alignment. This is similar to the published experimental results (19) . We also tested GPRM on the ferritin IRE-like data set created by Gorodkin et al. (19) , and obtained a 0.99 correlation coef®cient. GPRM was further tested on a a set of viral 3¢-UTR pseudoknot regions extracted from PseudoBase (25) . We used this data set to demonstrate its capability that current RNA motif ®nding algorithms lack. We obtained promising correlation coef®cients from 0.75 to 0.83 as shown in Figure 6 . The correlation coef®cients for different crossover rates. We ®xed the mutation rate at 0.5, and varied the crossover rate from 0.5 to 0.9. For all experiments, the size of the negative data set was set the same as the positive data set size. Figure 5 . The correlation coef®cients for different mutation rates. We ®xed the crossover rate at 0.5, and varied the mutation rate from 0.5 to 0.9. For all experiments, the size of the negative data set was set the same as the positive data set size. GPRM can be further improved in two directions. First, the current ®tness function of GPRM is only based on motif occurrences in training examples. We plan to enhance the ®tness function by incorporating background knowledge such as thermodynamic (9, 10) or phylogenetic (29) information. Secondly, GPRM is currently limited to ®nd base-pairing structures. We will extend the motif representation and the genetic operators to deal with more complex structures, e.g. multiple compound stem±loops or structures with multibranch loops.
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