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Optogenetics is a neuromodulation technique that uses light to 
control neuronal activity. To this end, light sensitive ion channels 
or pumps (termed opsins) are genetically expressed into neurons. 
Channelrhodopsin-2 (ChR2) is an excitatory opsin consisting of seven 
transmembrane helices covalently bound with a retinal chromophore. 
Illumination of the opsin triggers a retinal 13 trans-cis isomeriza-
tion followed by opening of the pore. UV/vis and difference infrared 
spectroscopy identified at least five different states in a single photo-
cycle. Furthermore, electrophysiological recordings, retinal extraction 
and Raman measurements provide evidence for the existence of a 
second photocycle, which is widely adopted [1]. The place of transi-
tion between this dark- and light adapted photocycle is however still 
under debate (Fig 1, left). In-silico, the whole photocycle is predomi-
nantly modelled with a four-state branched model that consists of 
two open and closed states (Fig 1, middle). Moreover, an extra state-
variable is typically used to model the time- and irradiance depend-
ent activation [2]. Consequently, the model consists of four differential 
equations making it quite computational demanding.We proposed 
an alternative model that is based on the fast transient sodium 
model of Hodgkin and Huxley. However, instead of inactivation in 
the Hodgkin and Huxley model, the second state pair represents the 
light-dark adaptation (Fig 1, right). This model requires only two dif-
ferential equations, thus reducing the number of equations with fifty 
percent. Furthermore, by using two light dependent rates in the light-
dark adaptation cycle, we hypothesized no loss of ChR2 current fea-
tures (i.e. a transient peak followed by a steady-state plateau and slow 
recovery from light adaptation, under voltage-clamp conditions). This 
hypothesis was tested and confirmed, by fitting our model to voltage-
clamp recordings reported by [2]. For both the equilibrium and time 
constants, a logistics relationship was used to incorporate intensity 
and voltage dependence. However, these dependences were on a 
logarithmic and linear scale, respectively. Subsequently, the obtained 
model was compared against the 4-state branched model created by 
[2]. The computational efficiency was addressed in a cortex network 
model, consisting of 36 excitatory neurons containing the ChR2 cur-
rent model and 12 inhibitory neurons. The simulation was solved with 
a global variable step and variable order solver (ode15s) in MATLAB. 
For a two second simulation containing one second of optical stimula-
tion, an average (n = 10) of 220.73 s and 175.32 s computation time 
was required, for the configuration with the 4-state branched and own 
model, respectively. The proposed model results thus in a significant 
increase of computational efficiency.
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In hippocampus, a type of slowly-activated and non-inactivating K+ 
channels, belonging to the Kv7 family, are highly localized on initial 
segments of myelinated and unmyelinated axons where they influ-
ence neuronal excitability. Interestingly, immunohistochemistry shows 
that the Kv7.2 and Kv7.3 subunits are localized throughout hippocam-
pal mossy fibers. Electrophysiological recordings from mature synaptic 
boutons showed that the Kv7/M- current is also present here, is active 
at rest and enhances the membrane conductance. The current also 
reduces the spike half-width and after depolarization (ADP) following 
a presynaptic spike. This is likely to have significant consequences for 
the modulation of excitatory neurotransmitter release from these bou-
tons, and thus signal transmission, at DG-CA3 synapses.
In this poster, using a biophysical computational model of a mossy 
fiber bouton (MFB), we will discuss the mechanisms underlying the 
ADP observed after Kv7 channels block. The model is able to repro-
duce a number of experimental findings under control and after 
Kv7 current block by XE991. The results suggest that Kv7 conduct-
ance limits spike-induced rise in Ca2+concentration and regulates 
spike width and ADP amplitude. The model suggests that the ADP is 
caused by a relatively slow Ca2+-dependent mechanism, which can 
be conveniently modelled as a slow deactivation time constant of the 
Ca2+current in MFB. This is a new feature that has not been previously 
observed experimentally. Taken together, these results suggest that 
presynaptic Kv7 channels expression at the mossy fiber-CA3 synapse 
may have an important role in modulating synaptic transmission and 
signal coding in the hippocampus network.
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Neuronal networks are composed of different cell types precisely 
arranged into organizational schemes and connected via complex 
Fig. 1 The ChR2 photocycle based on UV/Vis and difference infrared 
spectroscopic measurements (left). The transition between the dark 
adapted (DA) and light adapted (LA) occurs either at the parent states 
(dashed step) or at the late intermediates (dotted step). A four state 
branching model (middle). The proposed model with opening and 
light‑dark adaptation separately (right)
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The adolescent transition from childhood to young adulthood is an 
important phase of human brain development and a period of increased 
risk for incidence of psychotic disorders. I will review some of the recent 
neuroimaging discoveries concerning adolescent development, focus-
ing on an accelerated longitudinal study of ~ 300 healthy young people 
(aged 14–25 years) each scanned twice using MRI. Structural MRI, includ-
ing putative markers of myelination, indicates changes in local anatomy 
and connectivity of association cortical network hubs during adoles-
cence. Functional MRI indicates strengthening of initially weak connec-
tivity of subcortical nuclei and association cortex. I will also discuss the 
relationships between intra-cortical myelination, brain networks and 
anatomical patterns of expression of risk genes for schizophrenia.
K2  
Neural circuits for mental simulation
Kenji Doya
Okinawa Institute of Science and Technology, Neural Computation Unit, 
Okinawa, Japan
Correspondence: Kenji Doya (doya@oist.jp)  
BMC Neuroscience 2019, 20(Suppl 1):K2
The basic process of decision making is often explained by learning of 
values of possible actions by reinforcement learning. In our daily life, 
however, we rarely rely on pure trial-and-error and utilize any prior 
knowledge about the world to imagine what situation will happen 
before taking an action. How such “mental simulation” is implemented 
by neural circuits and how they are regulated to avoid delusion are excit-
ing new topics of neuroscience. Here I report our works with functional 
MRI in humans and two-photon imaging in mice to clarify how action-
dependent state transition models are learned and utilized in the brain.
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In the transition from deep sleep, anesthesia or coma states to wakeful-
ness, there are profound changes in cortical interactions both in the tem-
poral and the spatial domains. In a state of low excitability, the cortical 
network, both in vivo and in vitro, expresses it “default activity pattern”, 
slow oscillations [1], a state of low complexity and high synchronization. 
Understanding the multiscale mechanisms that enable the emergence 
of complex brain dynamics associated with wakefulness and cognition 
while departing from low-complexity, highly synchronized states such as 
sleep, is key to the development of reliable monitors of brain state tran-
sitions and consciousness levels during physiological and pathological 
states. In this presentation I will discuss different experimental and com-
putational approaches aimed at unraveling how the complexity of activity 
patterns emerges in the cortical network as it transitions across different 
brain states. Strategies such as varying anesthesia levels or sleep/awake 
transitions in vivo, or progressive variations in excitability by variable ionic 
levels, GABAergic antagonists, potassium blockers or electric fields in vitro, 
reveal some of the common features of these different cortical states, 
the gradual or abrupt transitions between them, and the emergence of 
dynamical richness, providing hints as to the underlying mechanisms.
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I will discuss the problems of memory and navigation from a com-
putational and functional perspective: What is difficult about these 
problems, which features of the neural circuit architecture and dynam-
ics enable their solutions, and how the neural solutions are uniquely 
robust, flexible, and efficient.
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