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Zusammenfassung
Simulationsmodelle ökologischer Prozesse erlangen zunehmende Bedeutung als wissenschaftliche
Entscheidungsgrundlage der öffentlichen Verwaltung und der Politik.
Für die Anwendung flächenhafter Prozess- und Simulationsmodelle sind hierfür zuverlässige
Eingangsinformationen bereit zu stellen. Komplexe Eingangsvariablen lassen sich teilweise nicht oder
nur mit unverhältnismäßig hohem Aufwand durch flächenhafte Aufnahmen und Messungen, z. B. mit
Fernerkundungsverfahren ermitteln. Ihre räumliche Bereitstellung ist nur mit Hilfe von
Schätzverfahren möglich.
Manche Variablen lassen sich nicht mit modernen Interpolationsverfahren, wie z. B. Kriging-
Verfahren schätzen, da die Werte keinen räumlichen Zusammenhang aufweisen. In diesem Falle
können jedoch andere flächenhaft ermittelbare Variable, die mit der gesuchten Variable in einem
kausalen Zusammenhang stehen, als Hilfsvariable für eine räumliche Schätzung auf Grundlage von
Punktmessungen dienen.
Messungen in den experimentellen Geowissenschaften sind trotz größter Sorgfalt mit Fehlern behaftet.
Hierbei handelt es sich sowohl um Rundungs- und gerätebedingte Messungenauigkeiten als auch um
extreme Werte.
Robuste statistische parametrische Verfahren sind in der Lage, mit beiden Fehlertypen zurecht zu
kommen. Bislang gehen fast alle vorhandenen Gütemaße von fehlerfreien Messwerten aus. Die im
Rahmen dieser Arbeit entwickelten Gütemaße integrieren robuste Verfahren und führen so zu
Gütemaßen, die gegenüber beiden Fehlertypen robust sind.
Classification and regression trees (CART) stellen ein Verfahren dar, mit dem sowohl
nominalskalierte als auch stetige Zielgrößen auf der Basis von erklärenden Variablen geschätzt werden
können. Dabei können die erklärenden Variablen unterschiedlichen Skalentypen angehören. Die
classification and regression trees lassen sich leicht interpretieren und für die Klassifizierung neuer
Objekte verwenden.
Am Beispiel des 6,3 km2 großen Einzugsgebiets „Weiherbach“ im Kraichgau wird die flächenhafte
Schätzung mit Hilfe von regression trees exemplarisch für die Variablen Nitratgehalt im Boden und
Korngrößenfraktionsanteile des Bodens dargestellt. Die Ergebnisse werden mit Hilfe der weiter
entwickelten Gütemaße charakterisiert und mit den Ergebnissen einfacher Referenzschätzverfahren
verglichen. Es zeigt sich, dass bei beiden Zielvariablen die Schätzung mit einem regression tree den
Referenzschätzverfahren hinsichtlich den meisten Gütemaßen mindestens ebenbürtig, wenn nicht
überlegen ist. Die Schätzungen mit Hilfe der regression trees zeichnen sich bei beiden Zielvariablen
insbesondere durch einen deutlich geringeren Bias und eine geringere maximale Schätzabweichung
aus. Bei der Schätzung der Korngrößenfraktionsanteile lässt sich beim CART-Verfahren gegenüber
einem von Weiblen (1997) beschriebenen Verfahren ein stärkerer linearer Zusammenhang zwischen
den gemessenen und den geschätzten Werten feststellen.
Robuste Gütemaße ergänzen den Kanon bisher vorhandener Gütemaße und ermöglichen eine
differenziertere Beschreibung der Qualität der Schätzungen. Insbesondere die robusten Versionen der
core-Gütemaße sind zur Formulierung von Mindestanforderungen geeignet.
Es zeigt sich, dass weniger die Schätzverfahren, als vielmehr die qualitative und quantitative
Datengrundlage die Grenzen der Leistungsfähigkeit moderner Regionalisierungsverfahren darstellen.
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Summary
Simulation models of ecological processes are gaining in importance in scientific work, aiding
decisions in public administration and politics.
For the application of spatial process- and simulation models we need reliable, yet high definition
input information. Such inputs can be inordinately difficult to attain, and to achieve a map, estimates
are required.
Whereas some inputs can be successfully estimated using modern interpolation methods such as
Kriging, it becomes impossible when the inputs show less spatial correlation. In this case, auxiliary
variables which show a causal correlation to the inputs can be used for spatial estimates based on point
measurements.
In spite of the greatest care, measurements in experimental earth sciences are not error free, because of
‚wobblers‘ and ‚outliers‘, not to mention human error.
Robust statistical parametrical procedures allow one to cope with both types of error. Thus far, quality
criteria assumed error free measurements. The estimation performance criteria developed in this thesis
integrate robust procedures and thus allow quality measurements relatively immune to error.
Classification and regression trees (CART) represent a method of estimating nominally scaled as well
as real variables, output and/or input in any combination. Classification and regression trees can be
readily interpreted and used in classifying new objects.
In the case of the 6.3 km2 catchment area ‚Weiherbach‘ in Kraichgau (South West Germany) the
spatial estimates are represented with the aid of regression trees for the two examples soil nitrogen
and soil particle content according to the German soil classification system.
With the help of the newly developed quality measurements the estimates are characterised and
compared to the results of simple reference estimating methods. In both examples, estimates by
regression trees are at least as good as if not superior to the simple reference estimating methods
regarding most estimation performance criteria, namely through marginally less bias and smaller
maximum estimation error. In estimating soil particle content the CART method shows a better
coefficient of determination between measured and estimated values compared to a method described
by Weiblen (1997).
Robust estimation performance criteria add to the canon of established quality measurement methods
and allow a more differentiated quality analysis of the estimates. In particular, the robust versions of
core-performance criteria seem to be suitable for establishing minimal quality standards.
Finally it would seem that qualitative and quantitative inputs rather than estimation methods determine
the performance of modern regionalisation methods.
1 Einführung und Zielsetzung
1.1 Motivation und Problemstellung
Vor dem Hintergrund der zunehmenden Belastung des Grundwassers mit Schadstoffen in den siebzi-
ger und achtziger Jahren des letzten Jahrhunderts wurde versucht, ökologische Prozesse mit Hilfe von
Prozess- und Simulationsmodellen weitgehend deterministisch und flächendetailliert nachzubilden.
Ein Ziel ist hierbei unter anderem, den Stofftransport aus Einzugsgebieten zu prognostizieren, um die
Folgen von direkten menschlichen Eingriffen z. B. durch Landwirtschaft oder der Auswirkungen von
anthropogen bedingten Veränderungen von Umweltbedingungen auf Ökosysteme beurteilen zu kön-
nen. Für die Anwendung von Gebietsmodellen ist es erforderlich, die hierzu nötigen Eingangsinfor-
mationen der Modelle flächenhaft bereit zu stellen. Hierfür ist die Anwendung von geeigneten Regio-
nalisierungsverfahren notwendig, die die benötigten räumlichen Informationen liefern. Dabei dienen
bereits vorhandene Punkt- und/oder Flächendaten als Grundlage. Klar definierte Schnittstellen zu
Geographischen Informationssystemen (GIS) und Datenbanken stellen die Verbindung zu den Pro-
zess- und Simulationsmodellen her.
Ein neues Regionalisierungsverfahren stellen die classification and regression trees (CART) dar, de-
ren Eignung als flächenhaftes Schätzverfahren am Beispiel der regression trees in dieser Arbeit unter-
sucht wird.
Bei der Anwendung von Regionalisierungsverfahren ergibt sich die Notwendigkeit, verschiedene Ver-
fahren bzw. Verfahrensvarianten hinsichtlich ihrer Leistungsfähigkeit (performance) zu bewerten.
Hierzu werden in der vorliegenden Arbeit sowohl bereits bestehende, als auch neue Ansätze vorge-
stellt.
Ein prinzipielles Problem der geowissenschaftlichen Forschung besteht darin, dass trotz aller mögli-
chen Sorgfalt die verfügbaren Daten fehlerbehaftet sind und eine Fehlerberichtigung – wenn überhaupt
– nur sehr schwierig durchzuführen ist. Daher sind Strategien erforderlich um diesem Sachverhalt
gerecht zu werden. Ein Ansatz besteht darin, Konzepte und Vorgehensweisen aus dem Bereich der
robusten Statistik zu übernehmen. Daher werden an den unten dargestellten Variablen beispielhaft
Elemente der robusten Statistik im Bereich der Gütekriterien auf ihre Brauchbarkeit untersucht.
Die vorliegende Arbeit ist gekennzeichnet durch zwei methodische Aufgabenfelder mit neuen Aspek-
ten:
1. Schätzung von flächenhaften Daten aufgrund von vorhandenen Informationen
mit Hilfe der classification and regression trees
2. Erweiterung des Kanons von Gütekriterien durch Elemente der robusten Statistik
Die vorliegende Ergebnisse wurden im Rahmen des interdisziplinären Verbundprojektes „Prognose-
modell für die Gewässerbelastung durch Stofftransport aus einem kleinen ländlichen Einzugsgebiet“
(kurz: „Weiherbachprojekt“) gewonnen, das von Instituten und Lehrstühlen der Universitäten Karlsru-
he, Heidelberg, Cottbus, Bayreuth und der Staatlichen Landwirtschaftlichen Untersuchungs- und For-
schungsanstalt (LUFA) Augustenberg getragen wurde. Das Verbundprojekt hatte zum Ziel, ein in sich
geschlossenes Gesamtmodell als Kette von einzelnen numerisch basierten Prozessmodellen für das
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hautpsächlich landwirtschaftlich genutzte Einzugsgebiet des Weiherbaches im Kraichgau aufzustellen
(Plate, 1992). Die Teilprojekte und Arbeitsbereiche der einzelnen Institutionen des Weiherbachpro-
jektes sind in Anhang 1 dargestellt. Aus der Bearbeitung dieses Projektes ergaben sich zwei Zielvaria-
ble, für die in dieser Arbeit beispielhaft geeignete Regionalisierungsverfahren ermittelt und hinsicht-
lich ihrer Güte mit einfachen Standardverfahren verglichen und bewertet werden. Dabei handelt es
sich um die Variablen Nitratgehalt im Boden und Korngrößenfraktionsanteile des Bodens. Aus den
Korngrößenfraktionsanteilen ergibt sich mit Hilfe des Bodenartendiagramms (AG Bodenkunde; 1982,
1996) die Bodenart. Diese stellt einen zentralen Bestandteil für weitere darauf aufbauende Stofftrans-
portmodelle (Wasser, Nährstoffe, Boden, Pestizide etc.) dar. Der Nitratgehalt im Boden ist die wich-
tigste Größe im Zusammenhang der zunehmenden Belastung des Trinkwassers mit Nitrat.
Eine weitere wichtige Zielrichtung des Weiherbachprojektes war es, in erster Linie bereits vorhandene
Messdaten zu nutzen, um den Aufwand für neue Beprobungen so gering wie möglich halten zu kön-
nen. Diese Vorgehensweise hat den Hintergrund, dass der finanzielle und technisch-organisatorische
Aufwand realisierbar bleibt.
Im Rahmen des Weiherbachprojektes wurden u.a. die aktuelle Anbaufrucht durch Kartierung ermittelt
und die topografische Struktur durch ein digitales Höhenmodell abgebildet, so dass diese als flächen-
deckend bekannt vorausgesetzt werden können. Desweiteren wird im Rahmen der Bodenschätzung der
Finanzverwaltungen eine räumlich hoch aufgelöste bundesweite Inventur wichtiger ertragsrelevanter
Bodeneigenschaften vorgenommen und in zunehmenden Maße digital gespeichert.
Es wird davon ausgegangen, dass in naher bis mittlerer Zukunft auf Grund von Fortschritten in Wis-
senschaft und Technik (siehe Kap. 1.2) zumindest für das Gebiet der Bundesrepublik Deutschland
Vegetation, topografische Struktur und spezielle Bodeninformationen mit hoher räumlicher Auflösung
leicht zugänglich sind. Diese Flächeninformationen werden daher in der vorliegenden Arbeit als
Grundlage für die flächenhafte Schätzung der Variablen Nitratgehalt im Boden und Korngrößen-
fraktionsanteile des Bodens heran gezogen. Kalibriert und getestet werden die Schätzverfahren mit
Hilfe von punktuell vorgenommenen Messungen, die im Rahmen des Weiherbachprojektes durchge-
führt wurden. Diese Vorgehensweise der Schätzung auf Grundlage von Flächendaten und Kalibrierung
der Schätzverfahren auf Basis von Punkdaten stellt damit einen theoretisch praktikablen Ansatz dar,
Eingangsgrößen für räumliche deterministische Stofftransportmodelle zur Verfügung zu stellen. Die
vorliegende Arbeit hat zum Ziel, den praktischen Wert dieser Konzeption mit den methodisch neuen
Aspekten der classification and regression trees und verbesserten Gütemaßen beispielhaft zu bestim-
men.
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1.2 Stand der Forschung
1.2.1 Die Bodenschätzung der Finanzverwaltungen der Länder1
Das Bodenschätzungsgesetz wurde 1934 in Deutschland mit dem Ziel erlassen, eine einheitliche Be-
steuerungsgrundlage für Acker und Grünlandflächen in Deutschland bereit zu stellen (Rösch & Ku-
randt, 1991). Die Durchführung des Bodenschätzungsgesetzes als Steuergesetz liegt im Zuständig-
keitsbereich der einzelnen Bundesländer, es findet keine Leitung durch das Bundesfinanzministerium
statt (Engel, 1998). Der Bundesminister der Finanzen erlässt lediglich Rechtsverordnungen hinsicht-
lich der sogenannten „Musterstücke der Bodenschätzung“ (Engel, 1998), die als Referenzflächen die-
nen und insbesondere bei der Aus- und Fortbildung der Amtlichen Landwirtschaftlichen Sachverstän-
digen eine wichtige Rolle spielen. Bislang wurde in Deutschland eine Fläche von 17 Mio. ha nach
einheitlicher Methodik kartiert. In der DDR lag eine Karte der  Bodenschätzung im Maßstab 1:10.0002
praktisch flächendeckend für die landwirtschaftlich genutzten Flächen vor (Diemann, 1998). In Öster-
reich werden ca. 3 Mio. ha landwirtschaftlicher Nutzfläche von der Bodenschätzung erfasst. Die Erst-
schätzung aller zu begutachtenden Flächen wurde dort 1973 abgeschlossen. Die österreichische Bo-
denschätzung beruht im wesentlichen auf dem deutschen Bodenschätzungsgesetz von 1934 (Wagner,
1998). Die Bodenschätzung stellt aufgrund ihrer einheitlichen und flächendeckenden Durchführung
für Mitteleuropa eine einmalige bodenkundliche Wissensbasis dar (Kühner, 1998).
Aufgrund der Differenzierungen des Ackerschätzungsrahmens der Bodenschätzung sind die daraus
resultierenden Bodenzahlen die am besten begründeten und aussagekräftigen Informationen der Bo-
denschätzung. Die Bodenzahlen sind  hervorragend geeignet, die nutzbare Feldkapazität im durchwur-
zelbaren Wurzelraum (nFKdB) zu beschreiben (Harrach, 1982, 1987). In einer klimatisch einheitli-
chen Region besteht eine positive, nichtlineare Korrelation zwischen der nFKdB und den Bodenzahlen
(Peter u. Siebert, 1998; Sauer, 1998, 1999). Weitere Untersuchungen zeigen, dass die Roherträge der
Flächen und die Wertzahlen der Bodenschätzung befriedigend korrelieren (Lieberoth, 1969; Harrach,
1998).
1.2.1.1 Weiterentwicklung der Bodenschätzung und Digitalisierung
Nach Beschlüssen von drei Länderministerkonferenzen3 sollen die Punkt- und Flächendaten der Bo-
denschätzung digitalisiert werden (Kühner, 1998). Ziel der Digitalisierung ist die Nutzung der Boden-
schätzungsergebnisse zum Aufbau eines bundesweiten Bodeninformationssystems. Der Stand der
Digitalisierung ist in den einzelnen Bundesländern unterschiedlich (Wallbaum et al. 1998), da der
Aufbau eines Bodeninformationssystems unter die Verwaltungshoheit der Bundesländer fällt. Bei der
Digitalisierung war Niedersachsen 1998 noch führend (Kühner, 1998).  Ebenso wie Sachsen (Wall-
baum et al. 1998) hat jedoch auch Sachsen-Anhalt zwischenzeitlich damit begonnen, alle Daten der
Bodenschätzung (Flächen- und Punktdaten) digital verfügbar zu machen. Die Digitalisierung in Sach-
sen-Anhalt soll bis 2003 abgeschlossen sein (Guttek et al., 1998).
                                                          
1 Eine eingehendere Darstellung der Bodenschätzung erfolgt in Kap. 2.3.1
2 in Mittelgebirgslagen im Maßstab 1:5.000
3 Finanzminister April 1994, Umweltminister Mai 1993 und Innenminister Juli 1994
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In Niedersachsen werden seit Mitte der 80er Jahren die Amtlichen Landwirtschaftlichen Sachverstän-
digen in ihrem Amtsbezirk in der Profilansprache nach der modernen bodenkundlichen  Nomenklatur
aus- und fortgebildet (Capelle u. Ahlers, 1998). Das Formblatt für das Feldschätzungsbuch der Boden-
schätzung wurde auf Anregung des Niedersächsischen Landesamtes für Bodenforschung bundesweit
EDV-gerecht überarbeitet und um bodenkundliche Profilbeschreibungen ergänzt (Capelle u. Ahlers,
1998; Wallbaum et al., 1998). Es ist somit die Tendenz festzustellen, dass die Systematik der Boden-
schätzung zwar beibehalten, aber durch bodenkundliche Elemente ergänzt wird. Damit wird erreicht,
dass Bodenschätzungsdaten weiterhin einem einheitlichen System unterliegen und daher beim Aufbau
eines bundesweiten Bodeninformationssystems eine zentrale Rolle spielen können (Pfeiffer et al.,
1998).
1.2.1.2 Nutzung der Bodenschätzung in Bodeninformationssystemen
Wallbaum et al. (1998) haben in einer ausführlichen Erhebung die über steuerliche Zwecke hinausge-
henden Nutzungen der Bodenschätzungsergebnisse bei Bundes- und Länderbehörden zusammengetra-
gen und finden, dass Bodenschätzungsdaten von den für Bodenkunde und Bodenschutz zuständigen
Verwaltungen bislang noch sehr spärlich für den Aufbau von Bodeninformationssystemen eingesetzt
werden. Auswertungen der Bodenschätzung beschränken sich auf kleinflächige, isolierte Vorhaben.
Trotz Pilotprojekten in einigen Bundesländern werden Bodenschätzungsergebnisse als Basisdaten für
die Umweltverwaltungen nicht im möglichen Maße genutzt. So werden beispielsweise Boden-
schätzungsdaten für die Reduzierung der Nitratauswaschung im Rahmen der landwirtschaftlichen
Beratung lediglich in Hessen auf nur ca. 600 ha verwendet (Wallbaum et al., 1998).
1.2.1.3 Übersetzungsfunktionen
Seit den sechziger Jahren des letzten Jahrhunderts wird versucht, Daten der Bodenschätzung für nicht-
steuerliche Zwecke zu verwenden (Arens, 1960). Ansätze zur computergestützten Übersetzung in ein
zeitgemäßes bodenkundliches System existieren seit Ende der 70er Jahre (Fleischmann et al. 1979,
Benne et al., 1990; Fetzer u. Schlicker, 1992; Weiblen, 1997; Kraft, 1998). Ein umfassender Überset-
zungsschlüssel4 wurde im Rahmen des Niedersächsischen Bodeninformationssystems (NIBIS) erstellt
(Fleischmann et al., 1979; Benne et al., 1990; Oelkers, 1993a). Neben einer Ableitung von Bodenarten
und Bodenformen werden hierbei auch weitere bodenkundlich relevante Parameter wie Eisen-, Karbo-
nat- und Humusgehalt von den Bodenschätzungsdaten abgeleitet.
Wallbaum findet bei der Erstellung eines modular aufgebauten Übersetzungsschlüssels in Ost-
deutschland gemarkungsspezifische Differenzen und Eigenheiten, die auf Unterschiede zwischen den
Amtlichen Landwirtschaftlichen Sachverständigen hinweisen (Wallbaum, 1991). Einige Autoren ver-
wenden nicht nur Daten der Bodenschätzung sondern darüber hinaus auch andere Flächendaten, so
z. B. Reliefparameter (Hangposition, Neigung), und geologische Daten, denen teilweise eine erhebli-
che Vorhersagekraft bei der Prognose der Bodenformen zugesprochen wird (Gündra, 1992; Hoffmann,
1993; Hoffmann et al., 1993; Kleefisch u. Köthe, 1993; Ostmann, 1993). Beim Niedersächsischen
Bodeninformationssystem wurde versucht, diese Variablen durch das Einbringen von Erfahrungswis-
sen zu berücksichtigen (Kleefisch, 1993). Oelkers (1993a) stellt hierzu jedoch fest, dass sowohl die
Methoden zur Erfassung des bodenkundlichen Wissens in regelbasierten Vorhersagemodellen, als
                                                          
4 Im Rahmen der vorliegenden Arbeit wird hierfür der Begriff Übersetzungsfunktion verwendet.
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auch die Regeln selbst häufig fehlen oder nur sehr schwer zu erfassen sind. Daher kommt Oelkers
(1993b) zum Schluss, dass in dieser Hinsicht Forschungsbedarf besteht.
Bei der Erstellung einer Übersetzungsfunktion auf der Basis von Grablochbeschrieben für ein ca. 1,5
km2 großes, landwirtschaftlich genutztes Lössgebiet in Hessen findet Weltner (1998), dass aus punkt-
bezogenen Bodenschätzungsdaten (Grablochbeschriebe) qualitative Aussagen zu Bodentypen und
Bodeneigenschaften abgeleitet werden können, nicht aber aus den flächenbezogenen Bodenschät-
zungsdaten (Klassenzeichen). Weltner (1998) stellt fest, dass zwar 90 % der verwertbaren Grabloch-
beschriebe in die moderne bodenkundliche Systematik überführt werden können, aber nur bei ca. 60 %
der Untersuchungsfläche die Übersetzung mit eigenen Geländebefunden übereinstimmt. Aus ihrer
Untersuchung kommt Weltner (1998) zum Schluss, dass bei den Übersetzungsfunktionen sowohl lo-
kale und regionale pedogene und naturräumliche Faktoren, als auch Besonderheiten, die in der Person
der Amtlichen Landwirtschaftlichen Sachverständigen und im Zeitpunkt der Schätzung begründet
sind, berücksichtigt werden sollten.
Neben Hartmann et al. (1998) stellen auch Capelle und Ahlers (1998) fest, dass eine direkte Ableitung
von Bodentypen und Bodenarten aus dem Klassenzeichen nicht möglich ist. Als Ursache dafür wird
der Informationsverlust durch die Mittelung über das Grablochprofil bei der Festlegung des Klassen-
zeichens betrachtet (Capelle und Ahlers, 1998). Für die Bewertung bodenartenabhängiger Eigen-
schaften ist daher die Berücksichtigung der Grablochbeschriebe notwendig (Hartmann et al., 1998).
Die Ableitung der Bodenarten ist nach Meinung mehrerer Autoren (Wallbaum, 1991; Hierold, 1992;
Göbel et al., 1995) zuverlässiger als die Ableitung der Bodentypen von Daten der Bodenschätzung.
Eine separate Eichung der Ableitungsfunktionen für jede geologische Einheit wird jedoch immer als
notwendig erachtet (Zeller 1992; Wittmann, 1992; Reiche u. Schleuss, 1992).
Um dazu beizutragen, die von Oelkers (1993b) beschriebenen Wissenslücken zu schließen, wurden
zwei Forschungsthemen für Diplomarbeiten vergeben: Weiblen (1997) ermittelte eine Übersetzungs-
funktion zur Ableitung einer Bodenartenkarte im Untersuchungsgebiet; Kraft (1998) verwendete die
Bodenschätzungsdaten, um mit Hilfe von classification and regression trees eine Bodenformenkarte
im Untersuchungsgebiet zu erstellen. Weiblen (1997) stellt eine gute Übereinstimmung der von ihm
erstellten Karten der Tiefen von 5 und 40 cm mit seinen Geländebefunden fest. Auch der im Zuge der
Pedogenese zu erwartende höhere Tongehalt in 40 cm Tiefe ist auf den Karten deutlich erkennbar.
Allerdings gibt es auch Hinweise auf kleine personen- und zeitbedingte Differenzen bei der Durchfüh-
rung der Bodenschätzung. Die von Weiblen (1997) ermittelte Übersetzungsfunktion weist teilweise
erhebliche Unterschiede zu Übersetzungsfunktionen von anderen Gebieten (Benne et al. 1990; Wall-
baum, 1991) auf. Die These von Wallbaum (1991), dass Übersetzungsfunktionen für jede Landschaft-
seinheit getrennt ermittelt werden müssen, wurde damit bestätigt. Aufgrund der großen Streuung der
Korngrößenfraktionsanteile bei den vorliegenden Wertepaaren (Bodenschätzung – bodenkundliche
Kartierung) sieht Weiblen als Untergrenze die Anzahl von 9 Wertepaaren für die Übersetzung einer
Bodenschätzungsbodenart an. Weitere Variablen (inbesondere Zusatzinformationen der Bodenschät-
zung, Geologische Karten, etc.), bei denen ein kausaler Zusammenhang angenommen wird, konnten
von Weiblen (1997) in der Übersetzungsfunktion nicht berücksichtigt werden. Trotz dieser methodisch
bedingten Einschränkung stellt Weiblen jedoch fest, dass die Bodenschätzung eine geeignete Grundla-
ge für die Erstellung einer Bodenartenkarte darstellt. Seine Ergebnisse motivieren, bei der Ermittlung
einer Übersetzungsfunktion Zusatzinformationen zu nutzen.
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Kraft (1998) nimmt die Erkenntnisse von Weiblen auf und erstellt eine Bodenformenkarte des Unter-
suchungsgebietes mit Hilfe von classification trees. Dabei verwendet Kraft als Eingangsgrößen Bo-
denschätzungsdaten, geologische-  und Landnutzungskarten, sowie Reliefinformationen. Kraft (1998)
stellt fest, dass Bodenschätzungsinformationen eine sehr große Vorhersagekraft besitzen und dadurch
bei der Ableitung der Bodenformen gute Ergebnisse, mit Ausnahme einiger Teilbereiche, erzielt wer-
den können. Die erhaltenen Karten sind als Konzeptbodenkarten eine gute Ausgangsgrundlage für
eine bodenkundliche Kartierung, da letztere dann zielgerichtet und effizient erfolgen kann. Insgesamt
sind nach Ansicht von Kraft classification trees eine geeignete Methode zur Ableitung der Bodenform.
1.2.1.4 Kritische Punkte der Bodenschätzung
Nachfolgend genannte Punkte der Bodenschätzung werden in der Literatur als kritisch betrachtet.
Aufgrund der Vorgaben der „Durchführungsbestimmungen zum Bodenschätzungsgesetz“ und der
„Anweisung für die technische Durchführung der Bodenschätzung“ werden die Grenzen der Klassen-
flächen häufig an Grundstücksgrenzen angelehnt (Rösch u. Kurandt, 1991). Der Profilaufbau des be-
stimmenden Grablochs wird als repräsentativ für die gesamte Klassenfläche angesehen; der natürli-
chen Variabilität innerhalb einer Klassenfläche kann nur eingeschränkt Rechnung getragen werden
(Hierold, 1992; Hennings, 1991). Diese Problematik besteht jedoch immer, solange eine rein binäre
Zugehörigkeitsfunktion zu einer Klasse verwendet wird. Eine weitere Ursache für Inhomogenitäten
innerhalb von Klassenflächen liegt darin, dass in der Schätzpraxis die Bohrungen in erster Linie auf-
grund gleicher bzw. ähnlicher Ertragsfähigkeit zu Flächen aggregiert wurden und weniger wegen
identischem Profilaufbau (Peter u. Siebert, 1998). Wenig untersucht ist bislang auch die zeitliche Ver-
änderung der Bodeneigenschaften auf Grund intensiver ackerbaulicher Nutzung und der sich daraus
ergebenden Abweichungen von dem in der letzten Erhebung der Bodenschätzung  beschrieben Boden-
zustand. Lamp (1998) schätzt in einer Auswertung von Bodenschätzungsdaten und neueren boden-
kundlichen Kartierungen in Norddeutschland den Auftrag von Kolluvienmaterial in Akkumulationsla-
gen auf bis zu 50 cm in einem vierzigjährigen Zeitraum, so dass korrespondierend mit einer teilweise
deutlichen Kappung der Profile gerechnet werden muss.
Die Nutzung der Bodenschätzung für nichtsteuerliche Zwecke wird dadurch erschwert, dass die Bo-
denschätzungsdaten in den einzelnen Bundesländern in sehr unterschiedlicher Weise verfügbar sind
(Peter u. Siebert, 1998) und ein subjektiver Einfluss der Amtlichen Landwirtschaftlichen Sachverstän-
digen erkennbar ist (Peter u. Siebert, 1998; Weiblen, 1997). Auch sind  jüngere Schätzungen nicht
immer besser als ältere Schätzungen. Insbesondere in den siebziger Jahren wurden zahlreiche Flächen
mit ursprünglich unterschiedlichen Klassenzeichen, die in der Erstschätzung gegeneinander abge-
grenzt waren, nachträglich zusammengefasst (Peter u. Siebert, 1998).
Der Beschreibungsschlüssel der Bodenschätzung stammt aus den dreißiger Jahren und dem damaligen
wissenschaftlichen Kenntnisstand. Aus diesem Grund ist eine exakte Interpretation im Sinne der mo-
dernen bodenkundlichen Systematik schwierig (Peter u. Siebert, 1998).
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1.2.2 Classification and Regression Trees
Die Grundidee der classification and regression trees (CART),  die stufenweise Partitionierung von
Daten, geht auf Sonquist et al. zurück, die 1963 das automatic interaction detection programm (AID)
vorgeschlagen hatten (Sonquist et al., 1964). Breiman et al. veröffentlichten 1984 die grundlegende
CART-Monografie. Die Anwendung von classification and regression trees ist wesentlich vereinfacht
und einem breiten wissenschaftlichen Publikum zugänglich gemacht worden, als Breiman, Olshen,
Stone und Friedman zusammen mit Salford Systems Inc. ein gleichnamiges Windows-Programm des
CART-Algorithmus kommerziell anboten (Wilson, 1998). Eine Auflistung der Eigenschaften der clas-
sification and regression trees erfolgt in Kap. 3.4.5.
Entscheidungsbäume haben in verschiedenen Disziplinen Eingang in die Wissenschaft gefunden. An-
wendungsschwerpunkte liegen im Bereich der Medizin, in der Betriebs- und Finanzwirtschaft sowie in
den Geowissenschaften.
Im Bereich der Medizin werden Entscheidungsbäume vorwiegend bei der Prozessaufklärung, der Va-
riablenreduktion und der Variablenselektion verwendet. Typische Anwendungen sind insbesondere die
Krankheitsdiagnose und die Prognose des Heilungserfolges (Tafeit u. Reibnegger, 1999). So fanden
Mair et al. (1995) wichtige klinische Symptome, mit denen bei Patienten bei einer Klinikaufnahme ein
akuter Herzinfarkt schnell diagnostiziert und entsprechende Gegenmaßnahmen eingeleitet werden
können. Rechenintensive nicht-parametrische Verfahren werden bislang nur selten in der Medizin
verwendet (Kuhnert et al., 2000); meist werden bei der Analyse von epidemiologischen Erhebungen
logistische Regressionsverfahren (Kleinbaum et al., 1982; Freeman, 1987) verwendet, die jedoch we-
niger informativ und anschaulich sind als CART. Bei epidemiologischen Untersuchungen können
Risikobewertung, Ausreißeridentifikation und Variablenreduktion mit Hilfe des CART-Algorithmus
durchgeführt werden (Kuhnert et al., 2000). Classification and regression trees können hierbei auch
als  Voruntersuchungsmethode für eine detaillierte logistische Regression dienen. Kuhnert et al.
(2000) wendeten CART in diesem Sinne bei einer Analyse der Verletzungen bei Kraftfahrzeugunfäl-
len an.
In der Betriebswirtschaft werden classification and regression trees ebenfalls zur Variablenselektion
und Risikoanalyse eingesetzt. Es finden sich Beispiele zur Bonitätsprüfung im Kreditgeschäft (Marais
et al., 1984; Hofmann, 1990; Wagner, 1997; Teufel, 1998; Siciliano u. Mola, 2000) und zur Identifi-
kation wichtiger Einflussvariablen auf Warenverkaufspreise (Tronstad, 1995).
Bei Anwendungen in den Geowissenschaften und in der Ökologie stehen zwei eng verknüpfte An-
wendungszwecke im Vordergrund: Zum einen die Prozessidentifikation, d. h. die Herstellung eines
Zusammenhanges zwischen Variablen, bei denen davon ausgegangen wird, dass sie in einem kausalen
Zusammenhang stehen und zum anderen die darauf aufbauende räumliche Schätzung, wenn die erklä-
renden Variablen durch moderne Techniken (insbesondere durch Verfahren der Fernerkundung) flä-
chenhaft zur Verfügung stehen (siehe nächstes Kapitel). Im Bereich der Prozessforschung untersuch-
ten Lamon u. Stow (1999a, 1999b) mit Hilfe von CART die Einflussfaktoren von
Schadstoffkonzentration in Salmoniden im Lake Michigan. Negron (1998) konnte bei einer Prozes-
sanalyse des Käferbefalls von Douglasien mittels Klassifikationsbäumen wichtige Einflussfaktoren,
die mit hohem Befall einhergingen, mit einer kreuzvalidierten Genauigkeit von 0.55-0.63 % ermitteln.
Auch bei der Untersuchung von Lawinenabgängen in Skigebieten wurde classification and regression
trees  verwendet um bei einer großen Zahl (31) von potenziellen Einflussfaktoren die wichtigsten her-
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auszufiltern (Davis et al., 1999). Die Vorhersage von aufwändig zu bestimmenden Zielvariablen mit
Hilfe von einfachen Einflussgrößen wurde mit einem mehrstufigen CART-Verfahren durchgeführt,
um die Nebelwahrscheinlichkeit zu prognostizieren. Dabei erzielten Walmsley et al. (1999) eine Ge-
nauigkeit von 0.66 und 0.96 % für das Auftreten von Nebel- bzw. Nichtnebelsituationen. Bei einem
Methodenvergleich von classification trees mit einer logistischen Regression hinsichtlich der Morta-
litätsrate von Waldbäumen wurden ähnliche Ergebnisse beider Verfahren erzielt. Dabei wurden jedoch
von den beiden Verfahren unterschiedliche Kombinationen erklärender Variablen verwendet. Die Ge-
nauigkeit lag zwischen 11 und 36 % (Dobbertin u. Biging, 1998). Ein wesentlich besseres Ergebnis
ermittelten Reichard u. Hamilton (1997) bei einem Vergleich von Klassifikationsbäumen mit linearen
Diskriminanzanalysen in Bezug auf die Merkmalsauswahl von holzigen Pflanzen, die sich als Neo-
phyten einbürgern konnten. Classification and regression trees erzielten 76 %, eine lineare Diskrimi-
nanzanalyse 86,2 % kreuzvalidierte Genauigkeit. Mit CART konnte jedoch ein anschaulicher Ent-
scheidungsbaum zum Management gegenüber potenziellen Neophyten erstellt werden (Reichard u.
Hamilton, 1997). Clark et al. (1999) gelang es mit Hilfe von CART, den Nisterfolg von Fasanen in
Zusammenhang mit der verfügbaren Reviergröße zu bringen und damit den Nisterfolg als Ergebnis
sich ändernder Landschaftsbedingungen zu modellieren.
Classification and regression trees stehen im Wettbewerb mit Künstlichen Neuronalen Netzen (Tafeit
u. Reibnegger, 1999), die auf Kohonen (1984) zurückgehen. Nach Tafeit u. Reibnegger (1999) finden
Künstliche Neuronale Netze (KNN) seit Beginn der neunziger Jahre in der medizinischen Forschung
zunehmend Verwendung. Weitere Alternativen zu Entscheidungsbäumen sind traditionelle Verfahren
wie Diskrimanzanalyse (Lachenbruch, 1975), Cox-Regression (Cox u. Oakes, 1984), Logistische Re-
gression, LOGIT und PROBIT-Analyse (Fox u. Long, 1990), Expertenwissen und Expertensysteme.
Tafeit u. Reibnegger (1999) stellen fest, dass die Ergebnisse der KNN im medizinischen Bereich oft
besser sind als die oben genannten Verfahren. Für Bonitätsanalysen wurden in der Finanzwirtschaft
von Henley u. Hand (1996) auch eine Nächste-Nachbar-Methode vorgeschlagen und u. a. mit classifi-
cation and regression trees verglichen. Auch Heikkonen u. Varfis (1998) verwenden für die Klassifi-
kation von urbanen Gebieten classification trees und halten die Verwendung von KNN und Nächste-
Nachbarn-Schätzern für den genannten Zweck ebenfalls für möglich. Michel et al. (1999) stellen für
die Analyse des Ausgangssignals von elektronischen Schaltkreisen ebenfalls einen Algorithmus vor,
mit dem ein rekursiver Regressionsbaum mit einem Entropie-basierten Knoten-Unreinheits-Kriterium
erzeugt wird.
Leistungsvergleiche zwischen den konkurrierenden Verfahren wurden von mehreren Autoren durch-
geführt. So stellt etwa Howieson (1991) im ökonomischen Bereich fest, dass classification and regres-
sion trees zumindest vergleichbare, wenn nicht geringere Fehlerraten liefern als die LOGIT-Analyse;
Marais et al. (1984) finden beim Vergleich von CART und PROBIT-Analysen im wesentlichen
gleichwertige Ergebnisse. Frydman et al. (1985) erzielen bei der Klassifikation der Zahlungsfähigkeit
von Unternehmen, Srinivasan u. Kim (1987) bei der Bonitätsprüfung im Kreditgeschäft mit CART
geringere Fehlklassifizierungsraten als mit Linearer Diskriminanzanalyse.
Weiterentwicklungen von CART fanden in verschiedenen Bereichen statt: Splittingkriterien für die
Entwicklung von Maximalbäumen (Taylor u. Jones, 1996), Stutzen der Maximalbäume mit Hilfe al-
ternativer Kosten-Komplexitätsmaße (Tibshirani, 1996; LeBlanc u. Tibshirani, 1998), Auswahl opti-
maler Klassifikationbäume (Merler und Furlanello, 1997; Efron u. Tibshirani, 1997; Denison et al.,
1998; Chipman et al., 1998; Chipman et al., 2000), Tests von Entscheidungsbäumen (Morishita und
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Nakaya; 1999, 2000), Einsatz von Resampling-Methoden bei instabilen Entscheidungsbäumen (Brei-
man, 1996a, 1998a, 1998b; Freund und Schapire, 1997; Wernecke et al., 1998), Kombination von
Entscheidungsbäumen und Fuzzy-Methoden (Kiselev et al., 1997; Suarez u. Lutsko, 1999). Synthese
von Entscheidungsbäumen und Künstlichen Neuronalen Netzen (Kolcz, 2000).
Breiman (1996a, 1998a, 1998b) stellt die bagging-Prozedur vor, bei der resampling Methoden mit
Schätzverfahren wie z. B. Entscheidungsbäumen oder Künstlichen Neuronalen Netzen kombiniert
werden, um das besondere Problem von instabilen Schätzverfahren, nämlich die meist hohe Schätzva-
rianz zu senken. Beim bagging werden Bootstrap-Wiederholungen (c. f. Anhang 2) der Original-
Lernstichprobe als neue Lernstichprobe verwendet und diese anschließend aggregiert. Im Falle der
Regressionsbäume werden die Ergebnisse der Entscheidungsbäume der Bootstrap-Wiederholungen
gemittelt, im Klassifikationsfalle werden Mehrheitsentscheidungen getroffen. Experimente mit realen
und simulierten Daten zeigen, dass bagging zu erheblichen Verbesserungen der Genauigkeit führt,
wenn die Perturbation der Lernstichprobe zu deutlich unterschiedlichen Bäumen führt (Breiman,
1996a).  Freund und Schapire (1997) schlagen den arcing-Algorithmus vor, bei dem die Gewichte der
häufig fehlklassifizierten Fälle beim resampling erhöht werden und die resampling–Stichproben an-
schließend ähnlich wie beim bagging kombiniert werden. Arcing erweist sich hinsichtlich des Resub-
stitutionsfehlers besser als bagging (Breiman, 1998a).
Kolcz (2000) schlägt auf  Grundlage der Ähnlichkeiten zwischen N-Tupel-Neuronalen Netzen und der
Bootstrap-Resampling Version der classification and regression trees ein neues Verfahren vor, das im
Vergleich besser abschneidet.
Eine der neuesten Weiterentwicklungen der Entscheidungsbäume ist die Kombination der Fuzzy-Set-
Theorie mit den Klassifikations- und Regressionsbäumen (Kiselev et al., 1997; Suarez u. Lutsko,
1999), indem die Zugehörigkeit eines Datenpunktes zu einem Knoten mit Hilfe einer Fuzzy-Zahl be-
schrieben wird. Durch die Kombination kann eine deutliche Verbesserung der Schätzungen erreicht
werden.
Im Bereich räumlicher Schätzungen in den Geowissenschaften gibt es mehrere Beispiele für die An-
wendung von CART. McBratney et al. (2000) halten nichtlineare Methoden und die Verwendung von
Hilfsvariablen für besonders wichtig. Weitere interessante Verfahren sind ihrer Ansicht nach moderne
Regressionstechniken wie generalisierte lineare Modelle (GLM), generalisierte additive Modelle
(GAM), CART und KNN. Die verschiedenen Techniken weisen unterschiedliche Schätzfehler auf.
Hybrid-Methoden mit Geostatistik sind mächtige Verfahren zur räumlichen Schätzung, insbesondere
in Einzugsgebieten und auf regionaler Ebene. Die Wahl des Schätzverfahrens ist abhängig vom Zweck
der Anwendung und der erforderlichen Genauigkeit.
Plant et al. (1999) bestimmen das Ausmaß und die damit verbundenen Faktoren des Ertrages in drei
Weizenfeldern. Classification and regression trees werden hierbei verwendet, um die Faktoren zu
bestimmen, die mit der Variabilität des Ertrages einhergehen. Als Hilfsvariable werden Falsch-Farben-
Luftaufnahmen der brach liegenden Felder und Bodenproben, die in einem regelmäßigen Netz mit
61 m Maschenweite entnommen wurden, verwendet. Mit Hilfe von Regressionsbäumen können er-
tragsrelevante Faktoren wie Bodenart, Unkrautbesatz und Phosphatgehalt bestimmt und die Felder in
verschiedene Management-Zonen aufgeteilt werden. Faucher et al. (1999) kombinieren in einem zwei-
stufigen Verfahren CART mit einem Neuro-Fuzzy-Interference System (Jang u. Sun, 1995) um im
ersten Schritt relevante Vorhersage-Variablen auszugliedern und im zweiten Schritt den Wind in Kü-
stennähe auf der Basis großräumiger atmosphärischer Variablen vorherzusagen. Dabei können mehr
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als 60 % der beobachteten Varianz durch das Modell erklärt werden. McKenzie u. Ryan (1999) ver-
wenden regression trees, um Bodeneigenschaften auf der Grundlage leicht verfügbarer Flächendaten
zu schätzen. Als Flächendaten nutzen sie ein digitales Höhenmodell mit 25 m Auflösung und luftge-
stützte Fernerkundung. Das Modell wurde auf der Grundlage von 165 Bodenbeprobungen erstellt. Bei
der Schätzung der Bodenprofiltiefe konnte das Modell 42 %, beim Phosphorgehalt 78 % und beim
Gesamt-Kohlenstoffgehalt 54 % der Probenvarianz erklären. Sie schlagen vor, trendbereinigte Daten
als Ausgangsgrundlage für Kriging-Verfahren zu verwenden.  In vielbeachteten Artikeln erbringen
DeFries et al. (1997, 1998) und Hansen et al. (1996, 2000) den Nachweis, dass eine weltweite Kartie-
rung mit Hilfe von Entscheidungsbäumen möglich ist. Die Landbedeckung wird von ihnen mit Hilfe
von Klassifikationsbäumen auf der Grundlage von satellitengestützten Fernerkundungsdaten abgelei-
tet. Dabei wird eine die gesamte Landoberfläche der Erde umfassende Karte mit einer Auflösung von
8 km erzeugt. Die Genauigkeit der Zuordnung liegt zwischen 81,4 % und 90,3 %.
Kraft (1998) findet bei der Ableitung einer Bodenformenkarte des Untersuchungsgebietes mit Hilfe
von classification trees, dass es möglich ist, Übersetzungsfunktionen für die Bodenarten auf der Basis
von Entscheidungsbäumen zu ermitteln und damit Bodenformenkarten zu erstellen. Weiter untersucht
Kraft (1998) die Vorhersagekraft verschiedener Einflussvariablen. Problematisch ist, dass die Bewer-
tung der Klassifikationsbäume  und der daraus erstellten Karten nur mit bodenkundlichem Sachver-
stand möglich ist. Als Ursache gibt Kraft (1998) an, dass die Entscheidungsbäume schon bei geringer
Variation der Variablenkombinationen oder Veränderungen des Datensatzes wenig stabil sind und die
Klassifikationsregeln daher oft zufallsbedingt sind. Bei Anwendung von Expertenwissen ließen sich
jedoch für die Ableitung einer Bodenformenkarte gute Ergebnisse produzieren. In Teilbereichen
schlechte Übersetzungsergebnisse führt Kraft (1998) auf zu geringe Stichprobenanzahl zurück. Trotz
dieser Einschränkung kommt Kraft (1998) zu dem Schluss, dass Klassifikationsbäume geeignet sind,
die Bodenform auf der Grundlage komplexer Datenstrukturen flächig abzuleiten.
1.2.3 Gütekriterien
Gütekriterien stellen im Ablauf Modell – Ergebnis – Interpretation – Bewertung ein zentrales Glied
dar. Trotz großer Bemühungen in der Vergangenheit im Bereich der Modellentwicklung existieren nur
wenige Veröffentlichungen zur Beschreibung der Güte von Stofftransportmodellen bzw. räumlichen
Schätzungen (Addiscott u. Wagenet, 1985) .
Einen Überblick über quantitative Methoden, welche Unterschiede zwischen gemessenen und ge-
schätzten Werten beschreiben, geben Loague und Green (1991) und Janssen und Heuberger (1995).
Sun (1994) unterscheidet zwischen ‚model performance criteria‘ und ‚model rejection criteria‘. Letz-
tere ermöglichen den paarweisen Vergleich von Modellen anhand der Modellergebnisse, ersteres wird
für einzelne Modelle unabhängig von anderen Modellen angewendet. Meist beziehen sich model per-
formance criteria jedoch auf den Mittelwert der Messwerte, so dass sie letztlich ebenso einen paarwei-
sen Vergleich (Mittelwert vs. Modell) darstellen. Zacharias et al. (1996) sehen drei Kategorien von
Gütekriterien: Vergleich deskriptiver Statistiken, Test von Hypothesen und Analyse der Residuen.
Loague und Green (1991) stellen fest, dass neben statistischen Kriterien auch die graphische Darstel-
lung von Modellergebnissen wichtig ist. Addiscott und Whitmore (1987) konstatieren, dass ein einzi-
ges Kriterium irreführend sein kann, mehrere Kriterien zusammen jedoch das Maß der Übereinstim-
mung von Schätz- und Messwerten befriedigend beschreiben können. Viele Autoren (Loague u.
Green, 1991; Comfort et al., 1993; Janssen u. Heuberger, 1995) bestätigen diese Meinung, indem sie
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darauf hinweisen, dass jedes Kriterium spezifische Güteinformationen liefert. Janssen u. Heuberger
(1995) empfehlen, Gütekriterien bei Datensätzen anzuwenden, die entweder unabhängig vom Kali-
brierdatensatz sind oder sich erheblich von diesem unterscheiden, z. B. durch Anwendung der Kreuz-
validierung (engl. cross-validation, siehe Kap. 3.3).
Parish und Smith (1990) betonen, dass der Kern einer Modellvalidierung darin bestehe, ein quantitati-
ves Gütekriterium in Hinsicht auf die Modellanwendung zu definieren und die Modellergebnisse da-
mit zu beurteilen.
Es besteht allgemein Übereinstimmung darin, dass eine Beurteilung von Modellen aus graphischen
Darstellungen und quantitativen Methoden bestehen soll (Donigian und Rao, 1990; Pennell et al.,
1990; Loague und Green, 1991). Dabei kann eine graphische Darstellung helfen, Anomalien und Un-
terschiede zwischen den geschätzten, und den gemessenen Werten aufzudecken und Unterschiede
zwischen mehreren Modellergebnissen herauszuarbeiten (Zacharias et al., 1996).
Alewell u. Manderscheid (1998) heben hervor, dass bei kleiner Varianz der Messwerte auch Modelle
mit einer negativen model efficiency die Messwerte gut beschreiben können. Sie schlagen den confi-
dence interval test (CIT) vor, mit dem jedoch lediglich der Anteil von Schätzwerten außerhalb eines
Vertrauensbereiches der Messwerte beschrieben werden kann.
Die Kriterien von Loague und Green (1991) können als Vergleich des mittleren Schätzfehlers des zu
untersuchenden Modells mit dem mittleren Schätzfehler eines Referenzmodells interpretiert werden.
Als Referenzmodell wird hierbei ein geeigneter konstanter Wert verwendet. Hierfür kommt zunächst
der Mittelwert der Messwerte in Frage. Dieser ist jedoch nicht robust (im Sinne von Huber [1981])
gegenüber Ausreißern, so dass bereits ein einziger falscher Messwert das Gütekriterium beliebig be-
einflussen kann (siehe Kap. 3.1), und dadurch die Aussagekraft des Gütemaßes sehr stark einge-
schränkt wird. Auf Robustheitsaspekte von Gütekriterien gehen Zacharias et al. (1996) ein. Sie schla-
gen vor, nichtrobuste Lokationsmaße der Gütekriterien von Loague u. Green (1991) durch den Median
zu ersetzen. Dieser Ansatz hat zwar den Vorteil, robust gegenüber Ausreißern zu sein, ist aber hin-
sichtlich des Einflusses von kleinen Fehlern (sog. ‚Wackler‘; siehe Kap. 3.1) sogar erheblich sensitiver
als der überlicherweise verwendete Mittelwert. Daher besteht also trotz der Weiterentwicklung von
Zacharias et al. (1996) eine methodische Lücke im Bereich eines Referenzschätzers, der sowohl ge-
genüber großen Ausreißern, als auch kleinen Messwertfehlern robust ist und damit die Eigenschaften
von Huber (1981) erfüllt.
1.2.4 Stickstoffmodelle und räumliche Schätzung von Nitrat-Werten
Die ersten Versuche, mit Modellen komplexe ökosystemare Zusammenhänge zu beschreiben, reichen
bis in die zwanziger Jahre des letzten Jahrhunderts zurück und basieren auf gekoppelten Differenzial-
gleichungen (Lotka-Volterra-Modelle; Lotka, 1925; Volterra, 1926). Zur Stickstoffdynamik in Böden
gibt es unterschiedliche und immer detaillierter werdende Modelle und Simulationsansätze. Stickstoff-
simulationsmodelle  sind gekoppelt an Modelle des Wasserhaushaltes im Boden. Einfache Plattenmo-
delle zur Beschreibung des Bodenwasserhaushaltes liefern unter bestimmten Umständen (z.B. auf
leichten, nicht zu trockenen Böden) ganz brauchbare, mit Richards-Modellen vergleichbare Ergebnisse
(Wegehenkel, 1996; Richter et al., 1996, Gölz-Huwe et al., 1989). Auf schwereren Böden dagegen ist
der Einsatz von Modellen, die auf der Richardsgleichung basieren, erforderlich, um genauere Ergeb-
nisse zu erzielen. Dazu ist jedoch je nach den herrschenden Randbedingungen der Rechenaufwand und
12 Kapitel 1
die Datenerhebung sehr aufwändig. In Thres et al. (1998) und Mertens (2000) sind Zusammenfassun-
gen über Modelltypen und Modelltypen verschiedener Dimensionalität dargestellt. Stofftransport-
modelle für ungesättigte Böden gibt es erst in neuerer Zeit, z.B. WHNSIM (Huwe, 1992), Minerva
(Kersebaum et al., 1987) oder Hydrus 1D (Vogel et al., 1996) und Hydrus 2D (Simúnek, Ŝejna, van
Genuchten, 1999). Ein ausführliches Review bzw. eine Übersicht über Stickstofftranportmodelle ist
bei Engel et al. (1993) bzw. Stark et al. (1997) zu finden. Einige neuere Modelle sind für die Simulati-
on von Flusseinzugsgebieten entwickelt worden: DAISY/MIKE-SHE (Styczen & Storm, 1993, Refs-
gaard et al., 1999), CWSS (Reiche, 1994), CATCHN (Cooper et al., 1994), NMS (Lunn et al., 1996),
AgriFlux (Banton & Larocque, 1997), INCA (Whitehead et al., 1998), SHETRAN (Birkinshaw &
Ewen; 2000a, 2000b). Die Entwicklungstendenz der Stickstoffmodelle geht hin zu einer sehr detail-
lierten Betrachtung der verschiedenen Stickstoff- und Kohlenstoffpools und deren komplexen Trans-
formationsprozessen (Banton & Larocque, 1997; Birkinshaw & Ewen, 2000b). Da der Stickstoffgehalt
eine sehr hohe räumliche Variabilität im Boden aufweist (Huwe, 1992, Schmidthalter et al. 1992, Il-
semann et al., 2001) wird als Anfangsbedingung für  räumliche Simulationen vielfach mit gemittelten
Daten gerechnet, zu echten  Regionalisierungsverfahren der Stickstoffgehalte des Bodens finden sich
nur wenige in der Literatur beschriebene Ansätze.
Reiche (1991) kalibriert sein Modell mit Hilfe von Messungen und Simulationen an Einzelstandorten,
verwendet aber für die flächenhafte Simulation eines Teileinzugsgebietes von 2,3 km² Größe einheitli-
che Werte ohne deren Festlegung näher zu begründen. Birkinshaw und Ewen (2000b) führen reprä-
sentative Messungen der in ihrem Einzugsgebiet vorkommenden drei Vegetationstypen Acker, Weide
und Wald durch, um Anfangsbedingungen für ihre Simulation mit SHETRAN zu erhalten. Ebenso
beproben Tychon et al. (1999) lediglich Standorte mit den wichtigsten Anbaufrüchten in ihrem Ein-
zugsgebiet von 0,32 km². Huwe und Totsche (1995) hingegen klassifizieren schon homogene Einhei-
ten hinsichtlich Bodeneigenschaften und Feldfrucht in Verbindung mit Messungen charakteristischer
Kombinationen dieser beiden Parameter. Lasserre et al. (1999) schließlich versuchen, die räumliche
Verteilung der Eingangsgrößen des Modells AgriFlux mit Monte Carlo Simulationen stochastisch
abzubilden.
1.3 Fragestellungen
Im Rahmen dieser Arbeit sollen insbesondere folgende Fragestellungen bearbeitet werden:
• Inwiefern können regression trees als räumliche Schätzverfahren eingesetzt werden?
• Wie können bestehende Gütemaße ergänzt werden um Gütemaße zu erhalten, die robuste Eigen-
schaften im Sinne von Huber (1981) aufweisen?
• Wie ist die Performance der classification and regression trees im Vergleich zu einfachen Schätz-
verfahren?
• Wie lassen sich Nitratgehalte im Boden mit Hilfe der classification and regression trees im Boden
schätzen?
• Auf welche Weise lässt sich eine Übersetzungsfunktion für die Schätzung der Bodenarten auf
Grundlage der Bodenschätzung der Finanzverwaltung mit Hilfe der classification and regression
trees ermitteln?
• Mit welcher Genauigkeit werden die Variablen bei der zur Verfügung stehenden Datengrundlage
räumlich geschätzt?
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1.4 Arbeitsziele
Das Ziel der Arbeit besteht darin,
1. den bestehenden Kanon von Gütemaßen um robuste Elemente zu erweitern
2. diese an zwei Fallbeispielen zu studieren
3. die Variablen Nitratgehalt im Boden und Bodenart im Untersuchungsgebiet flächenhaft zu schät-
zen. Die Schätzung soll auf der Grundlage von flächig und punktuell vorliegenden Daten mit clas-
sification and regression trees durchgeführt werden
4. die Ergebnisse der Schätzungen mit den classification and regression trees mit den Ergebnissen
von sehr einfachen Referenzschätzverfahren zu vergleichen. Hierbei sollen oben genannte Güte-
maße eingesetzt werden
1.5 Notationen und Definitionen
An dieser Stelle folgt eine kurze Einführung in die Grund legenden Notationen und Definitionen, die
im folgenden Kapitel verwendet werden. Kleine fett gedruckte Buchstaben - x - kennzeichnen Vekto-
ren, z. B. x ( )Nxxx ,,, 21 != , fett gedruckte Großbuchstaben - X - stehen für Matrizen; nicht fette
Großbuchstaben beziehen sich auf eine Zufallsvariable. Fette, kursive Großbuchstaben bedeuten, dass
ein Vektor von Zufallsvariablen vorliegt: ( )U = U U U p1 2, , ... , . Die Transponierte eines Vektors
oder einer Matrix wird mit einem hochgestellten T gekennzeichnet: XT. Parameter der Grundgesamt-
heit werden durch griechische Buchstaben bezeichnet: θ . ( )P E steht für die Wahrscheinlichkeit des
Ereignisses E. Ein Dach auf einem Buchstaben, wie "θ , signalisiert eine Schätzung, ein Pfeil hingegen
einen Ortsvektor: #z . IC ist die Indikator-Funktion, die den Wert 1 annimmt, wenn die Bedingung C
wahr ist und 0 wenn die Bedingung falsch ist. Der Ausdruck Fviuxxx n ...,,, 21 !  bedeutet, dass die
Beobachtungen unabhängig voneinander sind und eine identische Wahrscheinlichkeitsverteilung F
aufweisen. Eine Schätzfunktion ),...,( 1 NNN xxTT =  basiert auf einer Stichprobe Nxx ,...,1  vom Um-
fang N. Der Grenzwert einer Schätzfunktion NT  für ∞→N wird mit T gekennzeichnet.
Gegeben sei eine Zufallsfunktion ( ){ }X z zi i# #, ∈℘  in einem Untersuchungsgebiet ℘ . Die der Zu-
fallsfunktion zu Grunde liegenden Zufallsvariablen ( )X X zi i= #  seien jeweils unabhängig und iden-
tisch verteilt ( u i v. . .) mit einer unbekannten Wahrscheinlichkeitsverteilung F aus dem Zahlenraum
H = R ( )p+ +1  (Efron, 1983):
FviuXXX n ..,,, 21 !  mit (1.1)
( ) ( ){ }F z x P F z x# #; = ≤ (1.2)
Es liegen N Realisationen, d. h. beobachtete bzw. gemessene Werte im Untersuchungsgebiet vor:
Nn xXxXxX === ,,, 2211 ! (1.3)
Die Zufallsvariable Xi am Messpunkt 
#zi ∈℘ sei dabei ein Vektor ( )X Ui i i TY= , . Ui stellt dabei den
1×p Vektor der Prädiktor-Variablen dar, welche durch Kartierung, Fernerkundung etc. flächenhaft
bekannt sei: ( )Ui i ipU U= 1 ,..., . Yi ist die flächig gesuchte, realwertige Zielvariable, deren Realisatio-
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nen yi an den Messpunkten 
#zi ∈℘ durch punktuelle Messung bekannt sei. Die unbekannten Realisa-
tionen y0  sollen für jeden Punkt 
#z0  im Untersuchungsgebiet mit Hilfe eines Schätzverfahrens
( ) ( ) ( )" , "y z F0 0 0 0# = =η ηX u u  (nach Efron, 1993,  verändert) (1.4)
nur auf Basis der Stichprobe X mit der Stichprobenverteilung "F  und dem Prädiktorvektor u0  am
Schätzort 
#z0  geschätzt werden. Das Schätzverfahren ist daher nicht von der Stichprobenzahl N abhän-
gig. (Efron, 1983). Es liegt also ein univariates Problem vor, da die Zielvariable Yi eindimensional ist.
Abb. 1.1 verdeutlicht den Zusammenhang zwischen Zufallsvariable, -funktion und Einfluss- und Ziel-
größe.
Abb. 1.1: Schematische Darstellung
der Zufallsfunktion im Untersu-
E
u
vchungsraum
Die Messungen bzw. Beobachtungen
ix  sind Realisationen (Real) der Zu-
fallsvariable (ZV) iX  an den Stellen
#zi  (durch ⊗  gekennzeichnet) im
Untersuchungsgebiet ℘ . Das Set
aller Zufallsvariablen iX  in ℘  stellt
die Zufallsfunktion ( ){ }iz#X  dar. Es
bestehe ein Zusammenhang H zwi-
schen P flächig bekannten Prädiktor-
variablen pU  und der zu schätzenden
Variable Y. Die Zufallsvariablen iX
setzen sich daher aus dem Prädiktor-
variablenvektor ( )iip z#U , p = 1...P,
und der erklärten Variable ( )izY #
zusammen. Ziel ist es, aus den Reali-
sationen ix  ein optimales Modell
η (Schätzverfahren) zwischen den
Prediktorvariablen und der erklärten
Variablen zu erstellen, um letztere
flächig schätzen zu können.
ine wichtige Größe der Untersuchungen stellt das Fehlermaß [ ]Q y,η  zwischen der Beobachtung yi
nd der Prognose ( )"yi i= ηX u  dar. Im Falle einer Regression wird oft das euklidische Distanzmaß
[ ] ( )Q y y,η η= − 2  (Efron, 1993) (1.5)
erwendet, im Klassifikationsfall einer nominalskalierten Variablen ist
[ ] { } 

≠
= ≠ η
η
η η y falls 0
=y falls 1
d.h., yIyQ  (Efron, 1993) (1.6)
( )111 ,ZV YUX =
( )111 ,Real yux =
η
Η
⊗
#z1 ( )222 ,ZV YUX =
( )222 ,Real yux =
η
Η
⊗
#z2
( )NNN Y,UXZV =
( )NNN y,uxReal =
η
Η
Nz
#
⊗
℘
...
Einführung und Zielsetzung 15
ein sinnvolles Maß für die Übereinstimmung zwischen Messung und Schätzung. Der Vorhersagefehler
für das gesamte Untersuchungsgebiet auf der Basis der Stichprobe X für die Prognose ( )η X u0  ist
definiert durch
( ) ( )[ ]{ }err F E Q YFX X, : ,= 0 0 0η U  (Efron, 1993) (1.7)
Dabei bezeichnet E F0  den Erwartungswert einer neuen Beobachtung ( )X U0 0 0= ,Y  mit der Wahr-
scheinlichkeitsverteilung F im Untersuchungsgebiet ℘ (Efron, 1993). In Abb. 1.1 ist die Zufallsfunk-
tion schematisch dargestellt.
1.6 Grundsätzliche Annahmen
1.6.1 Überblick
Die nachfolgend dargestellten Verfahren beruhen auf verschiedenen Eigenschaften der zu untersu-
chenden Grundgesamtheit und der hieraus durch Messung oder Beobachtung entnommenen Stichpro-
ben. Da die geforderten Eigenschaften nicht strikt bewiesen werden können, sondern nur begründete
Hinweise auf ihre Existenz vorliegen, werden fünf grundsätzliche Annahmen getroffen:
1. Eingangs- und Zielgröße können mit Hilfe eines linearen Modells beschrieben werden
2. Stationarität des Zufallsfeldes
3. Die Stichproben können Ausreißer enthalten
4. Die Stichprobenwerte können kleinen Fehlern unterliegen
5. Validität und Konsistenz der Stichprobe
Nachfolgend werden diese Annahmen erläutert.
1.6.2 Lineares Modell
Es liege ein  Zusammenhang zwischen den Eingangsgrößen U und der Zielgröße Y vor, der mit einem
linearen Modell wie folgt beschrieben werden kann: Es existiere ein ( )! = β βi p T,...,  so, dass für alle
( )iii y,ux =  im Untersuchungsgebiet !, 1+∈℘ p"  gelte (Efron, 1993):
yi i i= ⋅ +u ! ε  (1.8)
wobei die Modellfehler ε i  eine unabhängige und zufällige Stichprobe einer Zufallsvariable mit einer
unbekannten Fehlerverteilung F mit dem Mittelwert Null sind (Efron, 1993):
( )EF ε = 0 (1.9)
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1.6.3 Stationarität des Zufallsfeldes
Das lineare Modell treffe im gesamten Untersuchungsgebiet auf gleiche Weise zu, d. h. das lineare
Modell sei invariant gegenüber Translationen 
#
t der Beprobungsorte #zi  der Beobachtungsmatrix X:
( ) ( ) ( )( ) ( ) ( ) ( )( )tztztzzzz nn ##!#####!## +++= x,,x,xˆx,,x,xˆ 2121 !! (1.10)
für alle 
# $ # #t z t zi: ~+ = ∈℘  für alle 
#zi .
1.6.4 Ausreißer und kleine Fehler in der Stichprobe
In der wissenschaftlichen Praxis treten oft Abweichungen von strengen parametrischen Modellvor-
stellungen über die Verteilungen von Messwerten auf (Hampel et al., 1986). Die Abweichungen kön-
nen verschiedene Ursachen haben: Das Auftreten von Fehlern bei der Datengewinnung und -
aufbereitung (Messung, Aufschrieb, Runden, Gruppieren, Fehlerfortpflanzung, Berechnung etc.). Der-
artige Fehler können sowohl ein größeres (sog. Ausreißer) als auch kleineres Ausmaß annehmen und
in der Menge guter Daten verborgen bleiben (Hampel, 1980). Ein einziger nicht bemerkter Fehler
kann jedoch eine statistische Analyse vollständig verderben, insbesondere wenn ein kleinster-
Quadrate-Algorithmus verwendet wird (Hampel, 1980). Ein Anteil von mehreren Prozent grober Feh-
ler ist in der Wissenschaft verbreitet (z. B. Cochran, 1947; Daniel, 1976; Daniel & Wood, 1971).
1.6.5 Konsistenz und Validität der Stichprobe
Den Begriff der Suffizienz einer Beprobung wird in dieser Schrift in Anlehnung der Definition der
Suffizienz einer Stichprobenfunktion/Statistik von Sachs (1997 S. 127 VII), Manoukian (1986 S. 22)
und Rinne (1995) verwendet: Eine Stichprobenfunktion ( )" ,...θ X X n1  heißt suffizient, wenn die ge-
samte Information über den gesuchten Parameter θ , die in den beprobten Zufallsvariablen (Xi) steckt,
sich auch in der Stichprobenstatistik "θ  wiederfindet (Rinne, 1995 S. 88 III)
Es wird angenommen, dass das Funktional T einer Schätzfunktion NT  Fisher-konsistent ist (Kallian-
pur & Rao, 1955), d. h. dass die Folge der Funktionale { }1; ≥NTN  asymptotisch die richtige Größe
schätzt (Hampel et al., 1986):
)(FTT
N
N
∞→
= (1.11)
Den Begriff Validität der Stichprobe wird nach Sachs (1997) verwendet. Unter Validität einer Stich-
probe ist der Grad definiert, mit dem eine Beobachtung dasjenige Merkmal der Untersuchungseinheit
[d. h. im Untersuchungsgebiet] charakterisiert, das der Beobachter zu erfassen wünscht (Lienert,
1973), im konkreten Fall heißt dies, dass die Beobachtung alle relevanten Einflussgrößen umfasst und
die gesamte Information über das gesuchte Modell yi i i= ⋅ +u ! ε , die in dem Untersuchungsgebiet
steckt, sich auch in den Beobachtungen ( )iii y,ux =  wiederfindet.
Der Begriff der Validität einer Stichprobe geht insofern über die Eigenschaft der Repräsentativität
einer Stichprobe hinaus, als die Stichprobe/Messung zusätzlich zur Repräsentativität alle wesentlichen
Informationen und Sachverhalte der Grundgesamtheit über die gesuchte Zielgröße bzw. den Zusam-
menhang der Einfluss- und der Zielgrößen erfassen soll. Daraus resultiert die Forderung nach einer
quantitativ und qualititativ ausreichenden Stichprobennahme.
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Nach Lienert (1973) ist die Reliabilität eine notwendige, aber nicht hinreichende Voraussetzung der
Validität. Darunter versteht man die Reproduzierbarkeit (Sachs, 1997) hinsichtlich der ausgewerteten
Beobachtungsreihen unter gleichgebliebenen Bedingungen, wobei Objektivität eine notwendige Vor-
aussetzung der Reliabilität darstellt (Lienert, 1973).
Die Verlässlichkeit der aus Stichproben gezogenen Schlussfolgerungen hängt von der Repräsentativi-
tät der Stichprobe ab (Lienert, 1973). Repräsentativität kann durch eine zufallsgesteuerte Beprobung
erreicht werden, indem jedes Element der Population die gleiche Chance hat, in die Stichprobe aufge-
nommen zu werden. Haben die Untersuchungselemente nicht die gleiche Chance, in die Stichprobe
aufgenommen zu werden, entstehen u. U. verzerrte (biased) Stichproben, die nicht repräsentativ für
die Grundgesamtheit sind und die daher keine oder nur bedingte Schlüsse auf letztere zulassen. In der
empirischen Forschung kommen häufig anstelle von Zufallsstichproben sogenannte Ad-hoc-
Stichproben vor, nämlich wenn Daten aus bestimmten Gründen gerade zugänglich sind. Wenn über-
haupt, so kann man von solchen Stichproben lediglich auf eine fiktive Population schließen, aus der
die Ad-hoc-Stichprobe dann eine Zufallstichprobe darstellt (Lienert, 1973). Bei repräsentativen Stich-
proben stellt die Häufigkeitsverteilung "F  der Stichprobe eine gute Annäherung an die Verteilung der
Grundgesamtheit F dar, d. h. die Stichprobe kann die jeweilige Grundgesamtheit bis auf zufällige
Messfehler vertreten (Sachs, 1997) und ist in allen Verteilungskennwerten ein übereinstimmendes
Abbild der Grundgesamtheit (Lienert, 1973).
1.7 Arbeitshypothesen
Aus dem Stand der Forschung ergeben sich folgende Arbeitshypothesen:
• Der Nitratstickstoffgehalt im Boden ist räumlich inhomogen und nur in geringem Ausmaß auto-
korreliert. Die flächige Schätzung des Nitratgehaltes mit bekannten Methoden ergibt keine we-
sentlich bessere Schätzung als bei Verwendung des Gebietsmittelwertes.
• Zur Beurteilung von Regionalisierungsverfahren sind objektive Maßzahlen erforderlich.
• Bisher angewandte Kriterien zur qualitativen Beurteilung von flächigen Schätzungen sind wenig
geeignet um Aussagen über die Verlässlichkeit der Verfahren zu treffen.
• Die Kreuzvalidierung ist eine brauchbare Methode um Abschätzungen der Güte von Schätzverfah-
ren im Raum zu erhalten.
• Robuste Statistik ist ein hilfreiches Instrument um mit fehlerbehafteten Daten umgehen zu können.
Mit neu zu entwickelnden robusten Gütekriterien lässt sich der Kanon der klassischen Güte-
kriterien qualitativ erheblich erweitern.
• Robuste Gütekriterien sind besser geeignet um bei fehlerbehafteten Daten die Güte von Schätzun-
gen zu beurteilen als nichtrobuste.
• Robuste Kriterien bewirken in Kombination mit nichtrobusten Kriterien einen Erkenntnisgewinn
bei der Gütebeurteilung.
• Robuste Gütekriterien führen zu schärferen Aussagen hinsichtlich der Güte von Schätzverfahren.
• Die classification and regression trees können für räumliche Schätzungen verwendet werden.
• Mit Hilfe der classification and regression trees können bestimmte ökologische Parameter besser
geschätzt werden als mit herkömmlichen Methoden.
• Classification and regression trees sind robuster als einfache Vergleichsverfahren.
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1.8 Innovative Elemente der vorliegenden Arbeit
Folgende Punkte der Arbeit sind neu:
• Entwicklung von robusten Gütemaßen zur Beurteilung von Modellergebnissen unter der Annah-
me, dass Messwerte fehlerbehaftet sind
• Anwendung der classification and regression trees zur räumlichen Schätzung der Korngrößen-
fraktionsanteile des Bodens und des mineralischen Stickstoffgehaltes im Boden
• Anwendung voll robuster Gütemaße bei der Schätzung
• Der Ansatz, robuste Verfahren auch im Bereich von Gütekriterien anzuwenden und so zu einer
differenzierteren, verlässlicheren Grundlage zur Gütebeurteilung zu kommen
2 Datengrundlage
2.1 Untersuchungsgebiet
2.1.1 Lage
Das Untersuchungsgebiet befindet sich im Kraichgau-Hügelland zwischen den Städten Karlsruhe,
Heilbronn und Heidelberg im nordwestlichen Teil Baden-Württembergs im Zentrum des Kraichgaus
(Abb. 2.1); es befindet sich auf dem Verwaltungsgebiet der Stadt Kraichtal auf den Gemarkungen der
drei Stadtteile Menzingen, Münzesheim und Gochsheim.
Das Untersuchungsgebiet (Abb. 2.2)
entspricht dem oberirdischen Ein-
zugsgebiet des Weiherbachs (Hötzl
u. Ackermann, 1996, 1999), welcher
am südlichen Ende des Untersu-
chungsgebietes in den Kraichbach
mündet, der zum Rhein hin entwäs-
sert. Die Größe des Weiherbachein-
zugsgebietes beträgt 6.3 km2, die
Höhenlage reicht von 142 bis 243 m
über NN. Das bearbeitete Gebiet
stellt ein typisches Beispiel eines
landwirtschaftlich genutzten Klein-
einzugsgebietes in einer Lössland-
schaft in Mitteleuropa dar.Abbildung 2.1: Lage der Gemeinde Kraichtal
Die Lage der Gemeinde Kraichtal ist hell unterstrichen. Ausschnitt
aus Diercke (1988 )2.1.2 Geologie
Der Kraichgau stellt aufgrund seiner geologischen, geomorphologischen, petrographischen und kli-
matischen Gegebenheiten eine eigenständige Landschaftseinheit in Südwestdeutschland dar. Er wird
durch seine Lage in einer tektonischen und morphologischen Senke im Norden durch den Odenwald,
im Süden durch den Schwarzwald, im Westen durch den Oberrheingraben und im Osten durch das
Neckartal begrenzt (Schaar, 1989). Die Kraichgausenke ist dem süddeutschen Schichtstufenland zuzu-
rechnen, das von flach nach Ost bis Südost einfallenden mesozoischen Sedimentgesteinen geprägt
wird (Henningsen u. Katzung, 1997). Der geologische Untergrund des Kraichgaus wurde in der Trias,
hauptsächlich während der Epoche des Keupers, abgelagert. Die Anlage des Reliefs erfolgte im Tertiär
(Eitel, 1989), seine heutige Prägung erfuhr das Gebiet während des Pleistozäns durch Lösseinwehun-
gen.
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Im Einzugsgebiet des Weiherbaches bilden Gipskeuper, Schilfsandstein und Rote Mergel des mittleren
Keupers den Untergrund. Die Sedimente des Gipskeupers und der Roten Mergel stellen sich als
Wechsel von tonigen rot-violetten bis grau-grünen Mergeln mit unterschiedlichen Kalkgehalten dar
(Schweizer & Kraatz, 1982). Aufgrund der
mächtigen Lössüberlagerungen auf der
Westseite des Weiherbachtales stehen die
Keuperschichten nur an den Steilhängen
auf der Ostseite des Tales an. Schilfsand-
stein tritt nur in zwei kleinen Vorkommen
im nördlichen Weiherbachtal auf. Er be-
steht aus rotbraunem, grobsandigem Mate-
rial, das im Untersuchungsgebiet mit roten
bis grauen, tonigen Mergellagen durchsetzt
ist (Geologisches Landesamt Baden-
Württemberg, 1985).
Schon im höheren Jura setzte, durch eine
Aufwölbung im Bereich des späteren
Rheingrabens verursacht, eine Kippbewe-
gung der mesozoischen Sedimente der süd-
deutschen Großscholle nach Osten ein
(Pflug, 1982). Diese Kippbewegung der
Sedimente wird in Verbindung mit rück-
schreitender Erosion als Ursache für die
Anlage der asymmetrischen Talformen des
Kraichgaus angesehen (Eitel, 1989). Die
Osthänge im Untersuchungsgebiet sind mit
nur 3° mittlerem Gefälle auffallend flacher
als die Westhänge mit 8° - 11° mittlerem
Gefälle. Die Asymmetrie der TalformenAbbildung 2.2: Untersuchungsgebiet ‘Weiherbach‘
Das Untersuchungsgebiet ist grau umrandet. Ausschnitt
aus der Topographischen Karte 1:25.000 Blatt 6818
Kraichtal (Landesvermessungsamt Baden-Württemberg,
1996)begünstigte im Pleistozän die Ablagerung
von Lösssedimenten v. a. im Leebereich der Osthänge. Die Sedimente stammen hauptsächlich aus der
westlich gelegenen Schotterebene des Rheingrabens, wo es während der Glaziale zu starken Windero-
sionsprozessen kam. Die Sedimentation erfolgte anschließend vorzugsweise im Bereich der morpho-
logischen Muldenlage des Kraichgaus (Geyer u. Gwinner, 1991). Spätere kleinräumigere Erosionspro-
zesse im Untersuchungsgebiet führten zu einer Umverlagerung der Lössdecke, wobei an den steileren
Westhängen das anstehende Gestein teilweise wieder freigelegt wurde, während sich das erodierte
Material in Senken, am Hangfuß und im Talgrund ablagerte. Als Folge dieser Umverteilung und der
ursprünglichen ungleichmäßigen Sedimentation schwankt die Lössmächtigkeit im Untersuchungsge-
biet zwischen Null und mehr als 20 m (Mauder, 1992). Im Weiherbachgebiet finden sich nur Lössse-
dimente aus dem Würm- und Rißglazial (Hötzl et al. 1992). In die Lösspakete sind geringmächtige
und nicht durchgehend erhaltene Lösslehmschichten in Form von reliktischen und fossilen Bt-
Horizonten eingeschaltet, die aus interstadialen Bodenbildungen stammen. Die beiden Würm- und
Rißsedimente selbst sind durch eine bis zu vier Meter mächtige tonreiche Lösslehmschicht voneinan-
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der getrennt. Diese Lösslehmschicht stellt den Rest einer fossilen Bodenbildung aus dem Riß-Würm-
Interglazial dar (Mauder, 1992).
Bedingt durch die Erosionsanfälligkeit der Lössüberdeckung finden im Holozän zum Teil beträchtli-
che Hangabtragungen statt. Die holozänen Sedimente sind im gesamten Weiherbachtal als Kolluvien
in Form von kalkhaltigem Schwemmlöss und entkalktem Schwemmlösslehm mit Mächtigkeiten bis
2 m anzutreffen. Auensedimente finden sich lediglich im südlichen Weiherbachtal (Mauder, 1992).
2.1.3 Klima
Der Kraichgau weist eine mittlere Jahrestemperatur von etwa 10° C, mit mittleren Januartemperaturen
um 0° C und mittlere Julitemperaturen von 17° - 18° C auf (Eitel, 1989). Die mittleren Jahresnieder-
schläge betragen zwischen 750 mm und 850 mm (Deutscher Wetterdienst, 1953). In den Sommermo-
naten kommt es regelmäßig zu Ge-
wittern mit Niederschlägen über
75 mm, die starke Erosionsereignisse
auslösen können (Beudert, 1997). Die
Vegetationsperiode beträgt 230-240
Tage. Der Kraichgau ist mit oben
genannten Klimadaten als klimati-
scher Gunstraum anzusprechen
(Schaar, 1989). Tab. 2.1 fasst einige
wichtige Klimadaten des Untersu-
chungsgebietes zusammen.
2.1.4 Bodentypen
Im Bereich des Westhanges des Weiherbaches haben sich meist Löss-Erosionscatenen (siehe Abb.
2.3) herausgebildet (Wagner, 1991), bei denen Pararendzinen, erodierte Parabraunerden und Kolluvi-
sole aus Löss vorherrschen. Die Ursache für die Herausbildung von degradierten Böden liegt in dem
verstärkten Bodenabtrag aufgrund der landwirtschaftlichen Nutzung.
Die bei ungestörter Bodenbildung auf Löss zu erwartenden Parabraunerden (Eitel, 1989) finden sich
heute allerdings selbst in relativ ungestörten Bereichen, wie unter Wald, nur noch selten (Fleck, 1994;
Gerold et al., 1992). Im Kraichgau kommen als erste Stufe der Erosionsentwicklungsreihe unter Acker
höchstens erodierte Parabraunerden mit einem 4-5 cm mächtigen Bt-Horizont unter dem Ap-Horizont
vor (Fleck, 1994). Bei fortgesetztem Abtrag entwickeln sich insbesondere an den Oberhängen der
Lössrücken Pararendzinen (Dikau, 1986). Diese sind flach bis mittel tief und über das ganze Profil
karbonatreich. Die Ap- und lC-Horizonte weisen eine stark schluffige Textur auf. Das erodierte Mate-
rial akkumuliert im Hangfußbereich und in den Auen (Schulte, 1995). Die Mächtigkeit der Kolluvisole
nimmt generell vom Mittelhang- über den Unterhang bis in den Senkenbereich fortlaufend zu. Auf-
grund ackerbaulicher Maßnahmen und Eingriffe der Flurbereinigung finden sich jedoch auch in Ober-
hang-, Kuppen- und Plateaulage Kolluvisole (Kraft, 1998). Bork u. Ricken (1983) weisen auf die Ab-
Tabelle 2.1: Klimadaten des Untersuchungsgebietes
Mittelwerte der Jahre 1991-1995; Die maximale Niederschlags-
intensität wurde mit 10 min Intervallen bestimmt, die klimatische
Wasserbilanz ist auf  das hydrologische Jahr bezogen
(1.11.-31.10), Daten von Kolle u. Fiedler (1999)
Lufttemperatur in 2 m Höhe 10.3° C
Bodentemperatur in 1 cm Tiefe 9.8° C
Niederschlag 785 mm
Maximale Niederschlagsintensität 23-103 mm/h
Aktuelle Evapotranspiration 564 mm
Klimatische Wasserbilanz 157 mm
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hängigkeit verschiedener Bodenkennwerte von der Hangposition hin. Dabei ergeben sich die Boden-
kennwerte in regelhafter Weise aufgrund der erosionsbestimmten Bodenabfolgen. Dies betrifft in er-
ster Linie Textur und Humusgehalt, aber auch Nährstoffausstattung, Bodenwasserhaushalt und biolo-
gische Aktivität.
C
Ah
Bt
Ah
C
Al
Sd
Ah
C
Al
Para-
braunerde
Para-
rendzina
Pseudo-
gley
Löss
Kolluvium
Para-
rendzina
erodierte
Parabraunerde
M
Ap
C
Ap
Bt
C
Ap
Sw
Erosion
Sedimentation
In den Lössschichten kommen dunkel- bis rötlichbraune, tonreiche (bis über 30 % [m/m]) Lösslehm-
schichten vor, die als Paläoböden bezeichnet werden. Dabei handelt es sich um die Bt-Horizonte von
interglazialen und interstadialen Parabraunerden. Die Parabraunerden wurden zu Beginn der auf das
Interglazial oder Interstadial folgenden Kaltzeit zuerst bis auf die Bt-Horizonte erodiert und während
des darauffolgenden Hochglazials mit neuen Lösssedimenten überdeckt. Im Untersuchungsgebiet
wurden vier verschiedene alte Paläoböden gefunden, die aber nicht alle flächendeckend vorhanden
sind (Hötzl u. Ackermann, 1998). Die Paläoböden wurden aufgrund der nutzungsbedingten Erosion
teilweise wieder freigelegt. Aufgrund unterschiedlicher Erosionswirkung und ungleichem Erhaltungs-
grad der Lösslehme ergibt sich ein fast zufälliges Muster von Lösslehminseln innerhalb der dominie-
renden Lössüberdeckung. Die Paläoböden treten hauptsächlich in den Mittelhangbereichen auf, da die
Hänge aufgrund der Kolluvien im Unterhangbereich rezent eine höhere Erosionsbasis und somit eine
geringere Hangneigung aufweisen als zu den Zeiten der ursprünglichen Bodenbildungen. Eine detail-
lierte Kartierung eines Lösshanges im Untersuchunsgebiet ist bei Delbrück (1997) zu finden.
Im Bereich der steileren Osthänge des Weiherbachtales sind die Verhältnisse aufgrund der Vielfältig-
keit der Substrate und der Nutzungsgeschichte als Weinberge komplizierter. So finden sich vornehm-
lich Pararendzinen in Kuppenbereichen und an Steilhängen, sowie Braunerde-Pelosole unter Wald auf
erosionsgeschützen Keuperstandorten. Rigosole kommen vor allem an Keupersteilhängen mit Süd-
west-Exposition unter rezenten oder früheren Weinanbauflächen vor. Im Bereich der Unterhänge,
Senken und terrassierten Bereiche der Keupersteilhänge sind  Keuper-Kolluvisole anzutreffen (Wag-
Abbildung 2.3: Bodenent-
wicklung auf Löss
Im oberen Block ist die
Entwicklung auf ungestörten
Standorten dargestellt, im
unteren Block die Degrada-
tion unter Erosionseinfluss;
verändert nach Schäfer
(1999)
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ner, 1991). Insgesamt bedecken Böden aus Keupermaterial aber weniger als 10 % der Fläche des Wei-
herbachgebietes (Schäfer, 1999). In der Talaue im Süden des Untersuchungsgebietes kommen Auen-
gleye vergesellschaftet mit allochthonen Kalkvegen vor (Weiblen, 1997).
2.1.5 Bodeneigenschaften
Die Lössböden im Untersuchungsgebiet weisen eine Korngrößenverteilung mit einem engen Maxi-
mum meist im Grobschluffbereich (Schulte, 1995; Eitel, 1989) auf. Gerold et al. (1992) publizieren
einen Grobschluffanteil von 50-55 % und eine Porosität von 0.45-0.5. Der Karbonatgehalt im Weiher-
bachgebiet schwankt zwischen 25-30 % [m/m]. Durch den hohen Karbonatgehalt werden die Mineral-
partikel bei Trockenheit stabilisiert (Pécsi u. Richter, 1996), dadurch erklärt sich die Stabilität der frü-
her weit verbreiteten Hohlwege. Im feuchten Zustand neigen die Böden jedoch zur Verschlämmung
und sind bei Oberflächenabfluss leicht erodierbar (Gerlinger, 1996). Starkregenereignisse, die zu
Oberflächenabfluss führen,  sind daher trotz ihres seltenen Auftretens für den weit überwiegenden Teil
des Bodenabtrags verantwortlich (Beudert, 1997). Eine detaillierte Darstellung der Erosionsdynamik
ist bei Gerlinger (1996) zu finden.
2.1.6 Vegetation und Landnutzung
Das Untersuchungsgebiet, dessen natürliche Vegetation aus einem lichten Eichenmischwald bestand
(Firbas, 1949) wurde schon seit dem Neolithikum besiedelt (Schottmüller, 1961; Bienwald, 1970) und
aufgrund seiner klimatischen, pedologischen und geomorphologischen Eigenschaften bevorzugt ak-
kerbaulich genutzt (Walter, 1986); der ursprüngliche Waldbestand war schon vor 5.000 Jahre größ-
tenteils gerodet (Wagner, 1991), die heutige Verteilung von bewaldeten und waldfreien Gebieten hat
sich wahrscheinlich schon bis zum Ende des 15. Jahrhunderts herausgebildet (Schaar, 1989).
In den Jahren von 1962-1969 fand auf den Gemarkungen Menzingen und Münzesheim eine Flurberei-
nigung statt. Hierbei wurden Hohlwege verfüllt, Terrassenböschungen eingeebnet, der vormals mäan-
drierende Weiherbach begradigt und das Bachbettniveau teilweise abgesenkt (Mauder, 1992).
Die heutige Landnutzung weist mit einem Flächenanteil von nur 5 % vereinzelte Waldvorkommen an
den Keupersteilhängen und im Auenbereich des Weiherbaches auf. Obstplantagen, Weinberge und
Dauergrünland kommen im Untersuchungsgebiet nur sporadisch vor, Ackerbau hat eine dominante
Stellung mit einem Flächenanteil von 90 % (Bronstert, 1994). Dabei werden hauptsächlich Getreide
(Winterweizen, Wintergerste) und Hackfrüchte (Mais, Zuckerrüben) angebaut (Timmermann et al.,
1998). Es herrschen mineralische Düngung und Gülledüngung (Schweinegülle) vor. Festmist hat einen
vernachlässigbaren Anteil (Timmermann et al., 1998).
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2.2 Nmin-Untersuchungen
Im Rahmen des Weiherbachprojektes wurde von der LUFA Augustenberg von 1990 - 1995 ein Mo-
nitoring des mineralischen Stickstoffgehaltes im Untersuchungsgebiet durchgeführt. Dabei wurden an
bis zu 51 Standorten (Abb. 2.4) innerhalb des Arbeitsgebietes 3-4 mal jährlich die Bodenschichten 0-
3 dm, 3-6 dm und 6-9 dm beprobt und der Nitratgehalt im Boden nach LUFA-Richtlinien (Hoffmann
et al., 1991) ermittelt. Es wurden Mischproben aus drei Wiederholungen in den Eckpunkten eines
gleichseitigen Dreiecks mit 10-15 m
Grundseite gebildet. Als zusätzliche
Landnutzungsdaten wurde die aktu-
elle Kulturart, die Vorfrucht, das
Düngungsregime und der bewirt-
schaftende Betrieb des beprobten
Schlages und die Hangposition der
Probenahmestelle erhoben. Des weite-
ren wurde in den genannten Jahren
jährlich die Hauptkulturart flächen-
deckend kartiert. Die oben genannten
Daten wurden von der LUFA Augu-
stenberg zu Verfügung gestellt. Die in
dieser Schrift vorgestellten methodi-
schen Ansätze zur flächenhaften
Schätzung der Nitratwerte im Boden
wurden beispielhaft auf den Datensatz
der Beprobung vom Februar 1992
angewendet, deren Daten in Anhang 7
dokumentiert sind. Bei dem genann-
ten Beprobungstermin wurden auf 48
Schlägen Proben entnommen und
untersucht.
2.3 Daten der Bodenschätzung
2.3.1 Bodenschätzung
Die Ziele der Bodenschätzung sind eine gerechte Bodenbesteuerung, sowie eine tragfähige Planungs-
grundlage der Bodennutzung und -beleihung (Freund, 1992; Rau, 1992). Hierzu wird eine genaue
Kennzeichnung des Bodens nach seiner Beschaffenheit angestrebt, um mit diesen Informationen die
potenzielle Ertragsfähigkeit objektiv bestimmen zu können. Neben der Aufnahme der Bodenansprache
in einem Schätzungsbuch (Abb. 2.5) erfolgt die Kartierung einheitlicher Bodenflächen in einer Schät-
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Abb. 2.4: Nitratmessungen im Untersuchungsgebiet
Quelle: LUFA Augustenberg
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zungskarte (Arens, 1960;  Abb. 2.6). Die Durchführung der Bodenschätzung wird durch die “Durch-
führungsbestimmung zum Bodenschätzungsgesetz“ (BodSchätzDB) sowie durch die „Anweisung für
die technische Durchführung der Bodenschätzung“ (BodSchätzTechnAnw) näher geregelt (Rösch &
Kurandt, 1991). Die Bo-
denschätzung wird nur bei
den Nutzungsarten Acker-,
Garten- und Grünland
angewendet. Die Böden
werden je nach potenziel-
ler Ertragsfähigkeit durch
Wertzahlen zwischen 7
und 100 charakterisiert,
wobei dem Boden mit der
besten Ertragsfähigkeit in
Deutschland die Bewer-
tungszahl 100 zugeordnet
wird. Die Bewertungzah-Abbildung 2.5: Ausschnitt aus dem Schätzungsbuch
Dargestellt sind zwei ‚bestimmende‘ Grablochbeschreibungen im Untersu-
chungsgebiet. Bestimmende Grablöcher sind für eine Klassenfläche typisch,
nach ihnen wird die Klassenfläche klassifiziert.len werden anhand eines
Acker- und eines Grün-
landschätzrahmens vergeben. Beide Schätzrahmen besitzen den gleichen Aufbau, jedoch eine andere
Gewichtung der relevanten Parameter. Im folgenden wird lediglich der Ackerschätzungsrahmen kurz
skizziert, da im Untersuchungsgebiet nur vernachlässigbare Grünlandanteile vorliegen. Die Böden
werden durch den Ackerschätzungsrahmen an Hand der drei Merkmale Zustandsstufe, Bodenart und
Entstehung bestimmten Klassen zugeordnet, die wiederum eine gewisse Wertspanne aufweisen, um
auch innerhalb einer Klasse je nach
Ausprägung differenzieren zu können.
Die Zustandsstufe beschreibt diejenigen
Qualitätsmerkmale der Böden, die
durch die Bodenbildung und Bo-
denentwicklung einer zeitlichen Ände-
rung unterliegen. Die Stufe eins kenn-
zeichnet dabei den günstigsten, die
Stufe sieben den ungünstigsten Zu-
stand. Die Einteilung der Bodenarten
erfolgt nach Thaer in acht mineralische
Bodenartengruppen und eine Moor-
gruppe (Rösch & Kurandt, 1991). Die
mineralischen Gruppen werden
im Gegensatz zur heute üblichen Ein-
teilung nach Kartieranleitung nur nach
Anteilen von Sand (> 10 µm) und Ton (< 10 µm) unterschieden. In die Karte aufgenommen wird da-
bei die durchschnittliche Bodenart des ersten Meters des Bodenprofils. Das Merkmal Entstehung trägt
einer geologischen Komponente Rechnung, die nur auf dem Alter, und der Lagerung (fest oder locker)
Abb. 2.6: Ausschnitt einer Schätzungskarte
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des Bodenmaterials sowie der Art seiner Ablagerung und Sortierung durch Wind, Wasser oder Eis
beruht (Arens, 1960). Es werden Diluvium (D; ältere Bezeichnung für Pleistozän), Alluvium (Al; älte-
re Bezeichnung für Holozän), Löss (Lö) und Verwitterungsböden (V) unterschieden. Die mit dem
Schätzungsrahmen ermittelte Bodenzahl bringt nur Ertragsunterschiede zum Ausdruck, die auf die
Verschiedenheit der Bodenbeschaffenheit zurückzuführen sind. Bodenunabhängige Faktoren wie Kli-
ma, Geländegestaltung oder Beschattung durch Wald, die für die Ertragsleistung mitentscheidend sind,
werden durch den Schätzungsrahmen nicht berücksichtigt. Sie finden erst bei der Ermittlung der Ak-
kerzahl Berücksichtigung, indem entsprechende Zu- und Abschläge auf die Bodenzahl gebildet wer-
den.
Die zusammenfassende Darstellung der oben genannten Bodenkennwerte bezeichnet man als Klassen-
zeichen, das sowohl im Schätzungsbuch, als auch in der Schätzungskarte vermerkt ist. Als Beispiel
bedeutet das Klassenzeichen „L3Lö 76/84“  die Bodenart Lehm mit der Entwicklungsstufe 3 aus Löss,
mit einer Bodenzahl von 76 und einer Ackerzahl von 84.
Die Kartierung im Gelände erfolgt im Raster mit max. 50 m Maschenweite durch Bohrstockbe-
probungen. Flächen mit einheitlichem Klassenzeichen werden als Klassenflächen bezeichnet, die
durch ein für die Fläche typisches Grabloch (sog. ‚bestimmendes Grabloch‘) näher charakterisiert
werden (BodSchätzTechnAnw Ziff 6). Die Kartierergebnisse werden sowohl in der Schätzungskarte
als auch im Schätzungsbuch festgehalten, wobei die Angaben im Schätzungsbuch wesentlich detail-
lierter sind (z. B. Profilaufbau, Bodenartcharakterisierung, Standortcharakterisierung) als die Angaben
der Schätzungskarte. In Abb. 2.5  sind zwei Grablochbeschriebe aus dem Schätzungsbuch, in Abb.
2.6 ist ein Ausschnitt der Schätzungskarte dargestellt.
Die Bodenschätzung wurde in Deutschland auf allen Acker- und Grünlandstandorten durchgeführt und
wird auch heute bei größeren Eingriffen in die Kulturlandschaft, z. B. bei einer Flurbereinigung, ak-
tualisiert und somit auf dem laufenden Stand gehalten.
In der DDR erfolgte 1954 eine Reorganisation der Bodenschätzung mit deren Überleitung vom In-
nenministerium zum Ministerium für Land- und Forstwirtschaft (Fischer, 1992). Die Bodenschätzung
war zu diesem Zeitpunkt flächendeckend durchgeführt, wurde aber danach nicht mehr aktualisiert, so
dass alle heute vorliegenden Daten auf dem Stand von 1955 sind. Wallbaum (1991) stellte fest, dass
durch uneinheitliche Verwahrung der Unterlagen die Daten heute nicht mehr vollständig vorliegen. Es
ist in Sachsen, ebenso wie in anderen Bundesländern, jedoch zwischenzeitlich gelungen, diese Daten
wieder zusammenzuführen. Von der Oberfinanzdirektion Chemnitz wird geschätzt, dass ca. 90 % der
Daten wieder zugänglich sind (Kern, 2000). Daher stellt die Bodenschätzung für Deutschland die ein-
zige annähernd flächendeckende, einheitliche und großmaßstäbige bodenkundliche Kartierung dar
(Hierold, 1992; Reiche und Schleuß, 1992; Wittmann, 1992; Rothaar u. Schröder, 1987).
2.3.2 Bodenschätzung im Projektgebiet
Die in den Kapiteln 2.3.2 bis 2.3.6 geschilderte Datengrundlage stellt die Ausgangsgrundlage für die
in dieser Schrift beschriebene Schätzung der Korngrößenfraktionsanteile mit Hilfe von CART dar.
Kapitel 2.3.7 ist eine Kurzbeschreibung eines klassischen Ansatzes (‚Weiblen Verfahren‘), dessen
Ergebnisse in Tab. 2.3. dargestellt sind. Diese Ergebnisse werden in Kap. 5 mit den Ergebnissen der
regression trees verglichen. Die Ergebnisse der in den Kapiteln 2.3.2 bis 2.3.7 beschriebenen Abläufe
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und Verfahren wurden im Rahmen einer Diplomarbeit von Weiblen (1997) erzielt. Eine detaillierte
Darstellung der hier nur kurz skizzierten Vorgehensweise ist Weiblen (1997) zu entnehmen.
Das Projektgebiet befindet sich im Bereich von fünf verschiedenen Gemeindegemarkungen, die in vier
Zeiträumen von drei amtlichen Bodenschätzern kartiert wurden (Weiblen, 1997). Das Datenmaterial
setzt sich zusammen aus 20 einzelnen Schätzungskarten im Maßstab 1:1500 und  1.252 detaillierten
Einzelflächenbeschreibungen im Schätzungsbuch. Für die flächige Ableitung der Bodenart aus den
Daten der Bodenschätzung sind sowohl die Schätzungsbücher als auch die Schätzungskarten notwen-
dig. Die Bodenschätzungskarten wurden im Rahmen einer vom Autor betreuten Diplomarbeit (Wei-
blen, 1997) zunächst mit dem geographischen Informationssystem ARC/INFO digitalisiert, im An-
schluss daran wurde die Koordinatentransformation in das Gauß-Krüger-System durchgeführt und die
einzelnen Kartenteile zusammengefügt. Die Daten des Schätzungsbuches wurden mit dem Datenbank-
system Microsoft ACCESS erfasst. Dabei wurden alle im Schätzungsbuch vermerkten Daten miterho-
ben. Insgesamt wurden ca. 2.300 Grablochbeschriebe mit jeweils über 60 Datenfeldern digital aufge-
nommen. Insgesamt kommen im Untersuchungsgebiet 47 verschiedene Bodenschätzungsbodenarten
vor (siehe Tab. 2.3). Im Anschluss an die Datenerfassung wurde mit Hilfe des Geografischen Infor-
mationssystems ARC/INFO eine 1:1 Verknüpfung zwischen den Klassenflächen und den punktförmi-
gen Grablochbeschrieben des Schätzungsbuches hergestellt, so dass für jede der 1.252 Flächen der
Bodenschätzung genau ein Datensatz in der Datenbank vorgehalten wird.
2.3.3  Kartierungen nach Bodenkundlicher Kartieranleitung im Projektgebiet
Im Projektgebiet wurden von verschiedenen Institutionen Kartierungen bzw. Profilansprachen gemäß
der Bodenkundlichen Kartieranleitung (nachfolgend mit BKA abgekürzt; Arbeitsgruppe Bodenkunde,
1982) durchgeführt (Weiblen, 1997). Nachfolgend genannte Datenquellen konnten für die Bildung der
Übersetzungsfunktion verwendet werden.
Im Rahmen der landesweiten bodenkundlichen Kartierung im Maßstab 1:25.000 durch das damalige
Geologische Landesamt Baden-Württemberg (GLA B.-W.) wurde das Arbeitsgebiet innerhalb des
Blattes „6818 - Kraichtal“ kartiert (Geologisches Landesamt Baden-Württemberg, 1993). Bei dieser
Kartierung wurden innerhalb des Untersuchungsgebietes insgesamt 60 Bohrstockbeprobungen mit
horizontbezogener Bodenartansprache nach BKA durchgeführt. Die Bodenartbestimmung wurde
durch Fingerprobe ermittelt. Die Datengrundlage wurde in Form der Flurkarte und den Aufnahme-
blättern zu Verfügung gestellt und anschließend digitalisiert.
Im Rahmen des Teilprojektes 101 des Weiherbachprojektes wurden von der LUFA Augustenberg an
52 Stellen Texturdaten für die Tiefen von 0-30 cm und 30-60 cm analysiert und in der Projektdaten-
bank hinterlegt (Weiblen, 1997).  Bei der Analyse  wurden Korngrößenfraktionsanteile (Prozentanga-
ben von Schluff, Sand und Ton) bestimmt.
Von Teilprojekt 6 wurden an 52 Stellen im Projektgebiet Bodenproben entnommen und die Korngrö-
ßenfraktionsanteile bestimmt. Die Probenahmen erfolgten ausschließlich vom Oberboden in den obe-
ren 5 cm (Larsen, 1994). Aufgrund der starken Durchmischung des Ap-Materials durch intensives
Pflügen wurden diese Beprobungen als repräsentativ für den Ap-Horizont von 0-30 cm betrachtet.
Eine Übersicht der Kartierungen nach BKA im Untersuchungsgebiet ist in Tab. 2.2 abgedruckt. Die
                                                          
1 Die Teilprojekte des Weiherbachprojektes sind in Anhang 1 aufgelistet
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Kartierung von Teilprojekt 17 wurde im Zeitraum April - Juni 1995 durchgeführt (Weiblen, 1997).
Dabei wurde versucht, alle geologischen Einheiten, Nutzungsarten (Acker, Weinberg, Obstanlagen
und Wald) sowie alle bedeutenden Reliefpositionen zu erfassen. Insgesamt wurde dabei an 100 Punk-
ten im Untersuchungsgebiet eine Profilansprache durchgeführt. Diese erfolgten zumeist an Hand von
Bohrstockbeprobungen, in wenigen Fällen wurden zur Leitprofilbestimmung eine Profilgrube ange-
legt. Die Bodenart wurde
ausschließlich durch Fin-
geransprache bestimmt. Die
Profilaufnahmen erfolgten
vor allem im südlichen Wei-
herbachgebiet auf der Ge-
markung Gochsheim. Da
zum Zeitpunkt der Kartie-
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bTabelle 2.2: Übersicht der Kartierungen nach Bodenkundlicher Kar-
tieranleitung (3. Auflage) im Untersuchungsgebiet
Quelle Profil-
anzahl
Horizont-
anzahl
Bestimmungsverfahren
der Bodenart
Teilprojekt  10 52 104 Laboranalysen
GLA B.-W. 60 115 Fingeransprache
Teilprojekt 6 52 52 Laboranalysen
Teilprojekt 17 100 170 Fingeranspracherung die Neuauflage der
artieranleitung unmittelbar bevorstand, wurde die Kartierung nach dem neuen System der 4. Auflage
er Bodenkundlichen Kartieranleitung (Arbeitsgruppe Bodenkunde, 1994) durchgeführt, um mit dem
ukünftigen System konform zu sein. Im Laufe der Kartierung wurde aber festgestellt, dass bei Ver-
endung des neuen Bestimmungsschlüssels höhere Tongehalte ermittelt werden, als tatsächlich vor-
anden sind. Diese Erkenntnis wurde von anderer Seite bestätigt (Weiblen, 1997). Deshalb wurden die
rgebnisse in das System der 3. Auflage transformiert. Nähere Erläuterungen hierzu finden sich in
eiblen (1997). Die zur Transformation verwendete Tabelle ist im Anhang 6 dargestellt.
ie Profilbeschreibungen und Ortskoordinaten der bodenkundlichen Kartierungen wurden ebenfalls
it EDV erfasst, so dass die Profilbeschreibungen im Datenbankformat von MS ACCESS vorliegen
nd eine Karte mit den Orten der Profilansprachen in dem geographischen Informationssystem
RC/INFO existiert.
.3.4 Korngrößenfraktionsanteile
ur besseren Handhabung der Daten der Bodenkundlichen Kartieranleitung wurden die no-
inalskalierten Bodenarten der BKA – sofern nicht bereits vorliegend (siehe Tabelle 2.2) – in Korn-
rößenfraktionsanteile transformiert. Korngrößenfraktionsanteile bezeichnen die Gemischanteile der
orngrößen Ton (T), Schluff (U) und Sand (S) der jeweiligen Bodenart. Die Einheit der Gemischan-
eile ist Prozent, bezogen auf die Masse Feinboden ohne Humusanteil, also T + U + S = 100. Die
ransformationsfunktion einer BKA-Bodenart ergibt sich aus den Korngrößenfraktionsanteilen des
chwerpunktes der jeweiligen Fläche im Korngrößendreieck der BKA.
.3.5 Relationen Bodenschätzung – Bodenkundliche Kartieranleitung
ach der EDV-Aufnahme der Daten wurden die beiden Layer der Bodenschätzungsdaten und der
odenkundlichen Kartierung in ARC/INFO verschnitten, um diejenigen Polygone der Bodenschätzung
u ermitteln, in denen eine bodenkundliche Profilaufnahme durchgeführt worden war. Im nächsten
chritt wurden die entsprechenden Grablochbeschriebe der Bodenschätzung und die Profibeschrei-
ungen der Kartierung zusammengeführt. Danach wurden - abhängig von den Tiefenangaben der Pro-
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filbeschreibungen – sich entsprechende Horizontpaare (Relationen) Bodenschätzung – bodenkundliche
Kartierung ausgegliedert. Insgesamt wurden 441 Horizontpaare gebildet.  Die Menge der 441 Hori-
zontpaare kann als M:N oder Viele-zu-Viele-Beziehung verstanden werden. Das heißt, jeder Boden-
schätzungsbodenart können mehrere BKA-Bodenarten zugeordnet sein und umgekehrt. Für eine wei-
tere Nutzung der Daten ist jedoch eine eindeutige Beziehung im Sinne einer N:1 Verknüpfung
erforderlich.
2.3.6 Bildung einer Übersetzungsfunktion
Für die rechtseindeutige Abbildung aus der Menge der Bodenarten nach Bodenschätzung im Untersu-
chungsgebiet in die Menge der Korngrößenfraktionsanteile der Bodenarten nach Bodenkundlicher
Kartieranleitung wird in dieser Arbeit der Begriff Übersetzungsfunktion (In der Literatur auch als
‚Übersetzungsschlüssel‘ bezeichnet) verwendet. Mit Hilfe der Übersetzungsfunktion ist die flächige
Übertragung der Kartierung der Bodenschätzung in das System der bodenkundlichen Kartieranleitung
möglich. Bei diesem Vorgehen wird vorausgesetzt, dass das bestimmende Grabloch der Bodenschät-
zung für die gesamte Klassenfläche charakteristisch ist.
Im Rahmen dieser Arbeit stellt die Tabelle der 441 Horizontpaare die Grundlage für die Bildung von
zwei Übersetzungsfunktionen dar. Die Bildung der ersten, nicht auf classification and regression tress
beruhenden Übersetzungsfunktion (Weiblen, 1997; in dieser Arbeit als ‚Weiblen Verfahren‘ bezeich-
net) wird im folgenden Kapitel nur kurz skizziert um den prinzipiellen Unterschied zur zweiten Über-
setzungsfunktion (Ableitung mit Hilfe des CART-Verfahrens, siehe Kapitel 3.4) zu verdeutlichen. Die
Ergebnisse beider Verfahren werden im Kapitel 4 mit Hilfe der in Kapitel 3.2 vorgestellten Gütekrite-
rien verglichen.
2.3.7 Übersetzungsfunktion nach Weiblen (Weiblen-Verfahren)
Eine einfache Möglichkeit zur Bildung einer Übersetzungsfunktion besteht darin, die Korngrößen-
fraktionsanteile zu berechnen, falls für die betreffende Bodenschätzungsbodenart entsprechende Korn-
größenfraktionsanteile nach BKA-Kartierung vorliegen, oder andernfalls die Korngrößenfraktionsan-
teile basierend auf einer Reihung der Bodenschätzungsbodenarten zu schätzen.
Am Anfang der Ermittlung der Übersetzungsfunktion nach Weiblen wurde der Datensatz der 441 Ho-
rizontpaare durch die Variable Bodenschätzungsbodenart gruppiert und nach zunehmendem Tongehalt
geordnet. Falls in einer Bodenschätzungsbodenartgruppe mehr als fünf  BKA-Bodenarten vorlagen,
wurden die Korngrößenfraktionsanteile durch die Medianwerte der BKA-Bodenarten berechnet. Die-
ses Verfahren konnte bei 17 Bodenschätzungsbodenarten durchgeführt werden. Bei 24 von 47 im Un-
tersuchungsgebiet vorkommenden Bodenschätzungsbodenarten konnten keine Horizontpaare gebildet
werden d. h. in den betreffenden Klassenflächen der Bodenschätzung fand keine Beprobung nach der
bodenkundlichen Kartieranleitung statt. In diesen und in weiteren fünf Fällen, bei denen weniger als
fünf BKA-Bodenarten vorlagen, wurden die einzelnen Korngrößenfraktionanteile linear interpoliert.
Bei den restlichen 6 Bodenschätzungsbodenarten konnte nicht interpoliert werden, da keine BKA-
Bodenarten mit höherem Tongehalt vorlagen. In diesen Fällen wurden die Korngrößenfraktionsanteile
mittels einer Regressionsgeraden der 15 berechneten Bodenschätzungsbodenarten extrapoliert. Die
durch Berechnung oder Schätzung bestimmten Korngrößenfraktionsanteile wurden anschließend nor-
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miert um eine Summe der Gehalte von eins zu gewährleisten. Danach wurde mittels des Korngrößen-
dreiecks die Bodenartbezeichnung nach der bodenkundlichen Kartieranleitung bestimmt.
Das Ergebnis des oben beschriebenen Verfahrens der Bildung der Übersetzungsfunktion ist in Tab. 2.3
dargestellt, die Tabelle der 441 Wertepaare befindet sich auf der beigelegten CD-ROM (‚Relationen
der Daten der Bodenschätzung vs. Bodenkundliche Kartieranleitung.xls‘). Aus den Spalten 3 und 4 der
Tab. 2.3 geht hervor, dass die Gruppen, bei denen eine Berechnung der Korngrößenfraktionsanteile
möglich war, 94,8 % der 3590 im Schätzungsbuch enthaltenen Bodenhorizonte umfassen. Die Inter-
polationsmethode brauchte bei nur 3,4 % und die Extrapolationsmethode bei nur ca. 1,9 %  der Flä-
chen angewendet zu werden um die Korngrößenfraktionsanteile zu bestimmen.
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Tabelle 2.3: Übersetzungsfunktion der Bodenarten nach Weiblen (1997)
Bodenartbezeich-
nung im Feldbuch
der Bodenschät-
zung (BS)
Bodenartbe-
zeichnung in
der Karte
der Boden-
schätzung
Anzahl
der Hori-
zonte im
Gebiet
Anzahl
der Werte-
paare BS-
BKA im
Gebiet
Verfahren
1 = Berechnung
2 = Interpolation
3 = Extrapolation
Geschätzter
Tongehalt
[%]
Geschätzter
Schluffge-
halt [%]
Geschätz-
ter Sand-
gehalt [%]
Boden-
art nach
BKA
Sl3-Sl4 LS 1 1 12 2.5 5.0 92.5 S
F3Sl3 lS 113 6 1 10.1 79.4 10.5 Ul2
Sl4 SL 2 2 1 2.5 5.0 92.5 S
f3Sl3-f3Sl4 SL 181 33 1 10.1 79.4 10.5 Ul2
Lfs4-f3Sl3 SL 91 5 1 3.7 88.2 8.1 U
f3Sl4 SL 25 13 1 9.9 77.5 12.6 Ul2
f3Sl4-(Lfs4) SL 15 0 2 12.0 76.7 11.3 Ul3
Lfs4-f3Sl4 sL 206 35 1 14.1 75.8 10.1 Ul3
Ls4 sL 1 0 2 13.1 76.7 10.2 Ul3
Lfs4-(f3Sl4) sL 8 0 2 12.1 77.6 10.3 Ul3
Lfs4 sL 367 22 1 11.0 78.5 10.4 Ul2
Lfs3-f3Sl4 sL 5 2 2 11.9 77.7 10.4 Ul2
Lfs4-(Lfs3) sL 1 0 2 12.8 76.8 10.4 Ul3
Ls3 sL 12 0 2 13.6 76.0 10.3 Ul3
Lfs3-Lfs4 sL 195 28 1 14.5 75.2 10.3 Ul3
Ls2-Ls3 sL 1 0 2 15.3 75.2 9.5 Ul3
Lfs4-Lschlu3 sL 1 0 2 16.1 75.2 8.7 Ul3
Lfs3-(Lfs4) L 19 0 2 16.9 75.3 7.8 Ul3
Lfs3 L 769 111 1 17.7 75.3 7.0 Ul4
Lfs3-(Lfs2) L 5 0 2 19.2 73.8 7.0 Ul4
Lfs2-Lfs4 L 2 1 2 20.6 72.4 7.0 Ul4
Lfs2-Ls3 L 1 1 2 22.1 70.9 7.0 Ul4
Lfs2-Lfs3 L 101 19 1 23.5 69.5 7.0 Lu
Lfs3-Lschlu3 L 3 0 2 23.1 69.5 7.4 Lu
Ls3-Lkr3 L 1 0 2 22.7 69.6 7.7 Lu
Lfs3-Lkr3 L 1 1 2 22.3 69.6 8.1 Lu
Lschlu3-Lschli3 L 1 0 2 21.9 69.7 8.5 Lu
Lkr3-Ls2 L 1 0 2 21.4 69.7 8.8 Lu
Lfs2-(Lfs3) L 4 0 2 21.0 69.7 9.2 Lu
Lfs2 L 938 97 1 20.6 69.8 9.6 Lu
Lfs2-(Lkr3) L 17 0 2 23.7 64.9 11.4 Lu
Ls3-Lt3 L 4 6 1 53.8 32.1 14.1 Tl
Lfs2-Lkr3 L 153 14 1 26.8 60.0 13.2 Lu
Lfs1 L 5 0 2 33.8 52.1 14.1 Ltu
Lkr3-(Lfs2) L 6 0 2 40.9 44.1 15.0 Lt3
Lkr3 L 181 17 1 47.9 36.2 15.9 Tl
Lkr3-(Lt2) L 2 0 2 47.9 36.2 15.9 Tl
Lkr3-Lschw3 L-LT 48 13 1 47.9 36.2 15.9 Tl
Lschw3-(Lkr3) LT 8 0 2 50.9 34.1 15.0 Tl
Lschw3 LT 28 10 1 53.8 32.1 14.1 Tl
Lkr3-Lt3 LT 1 0 3 55.0 30.7 14.3 Tl
Lschw4 LT 1 0 3 56.2 29.3 14.5 Tl
Lschw3-Lt3 LT 44 4 3 57.3 28.0 14.7 Tl
Lschw3-Lt3-Tl3 LT 2 0 3 58.4 26.6 15.0 Tl
Lt3 LT 17 0 3 59.6 25.2 15.2 Tl
Tl3-T T 2 0 3 60.7 23.8 15.5 Tl
                                                          
2 Diese Bodenarten nehmen aufgrund ihrer geologischen Besonderheit (vernachlässigbares Schilfsandsteinvorkommen, siehe
Kap. 2.1.2) eine Sonderstellung im Untersuchungsgebiet ein; sie wurden daher mit dem Berechnungsverfahren bestimmt
3 Methoden
3.1 Grundzüge robuster Statistik
Robustheit bezeichnet die Unempfindlichkeit gegenüber kleinen Änderungen der Modellannahmen
(Huber, 1981). Traditionell wurden robuste Verfahren in der Mathematik im Zusammenhang mit
nichtparametrischen und verteilungsfreien Verfahren genannt. Robuste Verfahren können jedoch nicht
mit nichtparametrischen oder verteilungsfreien Verfahren gleichgesetzt werden, da robuste Methoden
vorwiegend bei parametrischen Verteilungsmodellen angewendet werden und nichtparametrische und
verteilungsfreie Verfahren z. T. wenig robust sind (Huber, 1981). Robuste Methoden sind daher para-
metrischen Ansätzen viel näher als nichtparametrischen und verteilungsfreien, sie unterscheiden sich
von nichtrobusten, gewöhnlichen Verfahren insofern, als bei robusten Verfahren die Voraussetzungen
parametrischer Verfahren nicht als stillschweigend erfüllt betrachtet werden. Die möglichen Abwei-
chungen gegenüber den Voraussetzungen parametrischer Verfahren werden bei robusten Verfahren
formal berücksichtigt (Huber, 1981).
Ein häufig gegenüber robuster Statistik vorgebrachter Einwand ist, dass robuste Statistik nicht not-
wendig sei, da eine zweistufige Datenanalyse mit einer sinnvoll durchgeführten Ausreißerelimination
der robusten Statistik ebenbürtig sei. Dabei wird im ersten Schritt der Datensatz durch Anwendung
einer Ausreißerregel bereinigt und im zweiten Schritt werden klassische Schätz- und Testverfahren auf
die verbliebenen Daten angewendet. Es gibt jedoch drei Gründe, die gegen ein solches Datenmanage-
ment sprechen (Huber, 1981):
1. Bei mehrdimensionalen Regressions-Problemen sind Ausreißer sehr schwer zu erkennen (Hampel
et al., 1986).
2. Selbst wenn der vorliegende Datensatz normalverteilt ist und nur einige größere Fehler ‘einge-
streut’ sind, sind die bereinigten Daten nicht normalverteilt. Die Situation ist noch wesentlich kri-
tischer zu beurteilen, wenn keine Normalverteilung vorliegt, der Datensatz fehlerbehaftet ist, eine
Ausreißerelimination durchgeführt wurde und dann eine Normalverteilung angenommen wird. Die
Leistungsfähigkeit einer derartigen Vorgehensweise ist weitaus schwieriger zu bestimmen, als die
einer robusten Methode. Die klassische Theorie der Normalverteilung ist daher auf bereinigte
Daten nicht anwendbar.
3. Empirische Untersuchungen (Hampel, 1986) ergaben, dass die besten Ausreißerregeln nicht so
leistungsstark sind, wie die besten robusten Prozeduren. Robuste Methoden weisen einen fließen-
den Übergang zwischen Ablehnung und Verbleib einer Beobachtung im Datenensemble auf und
sind deshalb den Ausreißerregeln überlegen. Der fließende Übergang zwischen Ablehnung und
Verbleib wird im Unterkapitel ‘Einflussfunktion’ näher erläutert.
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3.1.1 Robuste Kenngrößen
Die wichtigsten quantitativen Kenngrößen, welche die Robustheitseigenschaften einer Schätzfunktion
NT  beschreiben, sind die Sensitivitätskurve, die Einflussfunktion, die gross error sensitivity, die local
shift sensitivity, der rejection point und der Bruchpunkt, sie werden in Abb. 3.1 beispielhaft für die
Schätzfunktionen Mittelwert und Median dargestellt.
3.1.1.1 Sensitivitätskurve
Die Sensitivitätskurve SC (engl. sensitivity curve) einer Schätzfunktion beschreibt die Veränderung
einer Schätzfunktion, wenn zu einer Stichprobe 11 ,, −Nxx !  noch ein Wert x hinzugenommen wird
(Tukey, 1970):
( ) ( ) ( )[ ]1111111 ,,,,,;,,; −−−− −= NNNNNN xxTxxxTNTxxxSC !!! (3.1)
Die Sensitivitätskurve ist zur allgemeinen Beschreibung von Robustheitseigenschaften einer Schätz-
funktion nur bedingt geeignet, da sie außer von der Schätzfunktion selbst auch von den konkreten
Beobachtungswerten und deren Anzahl abhängig ist.
3.1.1.2 Einflussfunktion
Die Einflussfunktion IF (influence function; gelegentlich wird im deutschen Sprachgebrauch auch die
ältere [und weniger exakte] Bezeichnung Einflusskurve verwendet) ist ein Grenzwert der Sensitivi-
tätskurve bezüglich Stichprobenwerten aus einer Verteilung F  (Hampel, 1968, 1971, 1974):
( ) ( )NNN TxxxSCTFxIF ;,,;lim;; 11 −∞→= !  (3.2)
Die Einflussfunktion beschreibt die Veränderung einer Statistik auf einen zusätzlichen Stichproben-
wert, wenn von einer sehr großen Stichprobenzahl aus einer Verteilung F ausgegangen wird. Die Ein-
flussfunktion ist zur allgemeinen Charakterisierung der Robustheit einer Stichprobenfunktion gut ge-
eignet, da sie unabhängig ist von konkreten Beobachtungswerten und deren Anzahl. Die
Einflussfunktion stellt ein wichtiges Werkzeug zur Beurteilung von Robustheitseigenschaften dar; von
ihr lassen sich weitere wichtige Größen ableiten, z. B. wie die gross-error sensitivity, local-shift sensi-
tivity  und der rejection point.
3.1.1.3 Gross-Error sensitivity
Die gross-error sensitivity ( )FT ,∗γ  ist das Supremum des absoluten Betrages der Einflussfunktion
(Hampel, 1968, 1974):
( ) ( )FTxIFFT
x
;;sup, =∗γ (3.3)
Die gross-error sensitivity ist ein Maß für den größten Einfluss, den ein einzelner Wert auf eine
Schätzfunktion haben kann. Daher ist es erstrebenswert, dass ( )FT ,∗γ  endlich ist, in diesem Falle
heißt es, T ist B-robust auf F (Rousseeuw, 1981) .
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3.1.1.4 Local-Shift sensitivity
Die local-shift sensitivity ∗λ  (Hampel, 1968, 1974) beschreibt die größte Änderung der Schätzfunkti-
on, welche durch eine kleine Änderung einer Beobachtung hervorgerufen werden kann. Kleine
‘Wackler’ von Stichprobenwerten können durch Runden, Gruppieren oder andere kleine Ungenauig-
keiten bei der Beobachtung verursacht werden. Diese kleinen Verschiebungen von einem Wert x zum
Wert y können mathematisch als Hinzunahme einer neuen Beobachtung y und Streichen der Beob-
achtung x interpretiert werden. Die sich daraus ergebende maximale Änderung der Schätzfunktion
kann als Supremum der normierten Differenz der Einflussfunktionen y und x beschrieben werden
(Hampel, 1968, 1974):
( ) ( )
xy
FTxIFFTyIF
yx −
−
=
≠
∗
;;;;
supλ (3.4)
Ein unendlicher Wert von ∗λ  kann allerdings aufgrund der Normierung auch bei nur begrenzten Än-
derungen der Schätzfunktion auftreten.
3.1.1.5 Rejection Point
Das Vermögen, Ausreißer vollständig zu vernachlässigen, liegt vor, wenn die Einflussfunktion außer-
halb eines endlichen Bereiches den Wert Null annimmt. Liegen Beobachtungen mit Messwerten vor,
die außerhalb dieses Bereiches liegen, haben diese keinerlei Einfluss auf die Schätzfunktion. Bei Vor-
liegen einer symmetrischen Wahrscheinlichkeitsdichte mit Mittelwert Null wird der rejection point
wie folgt definiert (Hampel, 1968, 1974):
( ){ }rxFTxIFr >=>=∗ und0;;0infρ (3.5)
Existiert kein derartiges r, ist gemäß der Definition des Infimums ∞=∗ρ .
3.1.1.6 Breakdown Point
Die allgemeine Definition des breakdown points ∗ε  (Bruchpunkt; Hampel, 1968), ist in der prakti-
schen Arbeit schwer handhabbar, so dass hier eine vereinfachte Definition vorgestellt wird. Der
Bruchpunkt ∗Nε  der Stichprobe ( )Nxx ,,1 !  einer Schätzfunktion TN  ist definiert als (Hampel et al.,
1986)
( ) ( ){ }∞<=∗ NNyyNNNN zzTmxxT N ,,supmax,,; 1,,11 1 !! !ε (3.6)
wobei die Stichprobe ( )Nzz ,,1 !  aus der Stichprobe ( )Nxx ,,1 !  durch Ersetzen von M Beobach-
tungen ,,,,, 11 Njixx jMi ≤≤!  durch ( )Myy ,,1 !  hervorgeht. In vielen Fällen kann mittels
Grenzwertbildung ∗
∞→
NN
εlim  der allgemeine Bruchpunkt ∗ε  gewonnen werden. Der Bruchpunkt einer
Stichprobe kann als der maximale Anteil von Ausreißern in einer Stichprobe verstanden werden, ohne
dass sich die Schätzfunktion unbeschränkt ändert. Der Bruchpunkt hat immer einen Wert kleiner oder
gleich 0.5 (Hampel et al., 1986).
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3.1.1.7 Beispiel
Die oben dargestellten Robustheitseigenschaften werden am Beispiel der ‚klassischen‘ Lageparameter
Mittelwert und Median verdeutlicht. Der Mittelwert ist besonders empfindlich, wenn Beobachtungen
mit großen Fehlern behaftet sind, was auf den Median jedoch keine Auswirkungen hat, die gross-error
sensitivity ist daher beim Mittelwert unbeschränkt, beim Median hingegen beschränkt. Das Verhalten
der beiden Lageparameter gegenüber kleineren Fehlern (‚Wackler‘) ist jedoch genau umgekehrt. Der
Mittelwert reagiert schwach auf kleinere Messwertschwankungen (beschränkte local shift sensitivity),
der Median weist eine unbeschränkte local shift sensitivity  auf, da im Bereich des Zentralwertes schon
eine einzige kleine Messwertschwankung zu einer sprunghaften Änderung des Lageparameters führen
kann. Diese Eigenschaften dokumentieren sich beim maximalen Sprung der Einflussfunktion. Beim
Mittelwert kann sich bereits ein einzelner großer Fehler beliebig stark auf den Schätzwert auswirken,
daher ist der Bruchpunkt einer Stichprobe 0, beim Median hingegen kann der Anteil an Ausreißern bis
zu 50 % betragen, bevor diese sich überhaupt erst auf den zu schätzenden Wert auswirken. Beide La-
geparameter sind außerdem nicht in der Lage, Messwerte außerhalb eines bestimmten Bereiches (Aus-
reißer) prinzipiell zu ignorieren, ihr rejection point ist daher unendlich. Mittelwert und Median haben
daher sowohl einige positive als auch negative Robustheitseigenschaften und sind demnach als wenig
robust zu charakterisieren.
Eigenschaft Arithmetisches Mittel Median
Schematisierte Einflussfunktion
-4
-3
-2
-1
0
1
2
3
4
-4 -2 0 2 4
IF
x
-1,5
-1
-0,5
0
0,5
1
-4 -2 0 2 4
IF
x
gross-error sensitivity unbeschränkt beschränkt
local-shift sensitivity Beschränkt unbeschränkt
Maximaler Sprung der IF bei Nor-
malverteilung
0 πσ 2
Rejection point ∞ ∞
Bruchpunkt einer Stichprobe 0 0.5
Abb. 3.1: Vergleich der Robustheitseigenschaften des Mittelwertes und des Median
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3.1.2 M - Schätzer
Der Name M-Schätzer (Huber, 1964) stammt von ‘generalized maximum likelihood’. Ein (skalenab-
hängiger) M-Schätzer TN für die Lokation ergibt sich generell aus der Lösung der Minimierungsaufga-
be
( )∑
=
=−
N
i
Ni Tx
1
minρ (3.7)
wobei ρ  eine beliebige Funktion ist (Huber, 1981).
Setzt man ( ) ( )θρ
θ
θψ −
∂
∂
=− xx , so wird anstelle von Gl. 3.7 die Gleichung
( )∑
=
=−
N
i
Ni Tx
1
0ψ  (3.8)
gelöst.
Normalerweise sind M-Schätzer von der Wahl der Messskala abhängig. Eine Ausnahme bilden der
Median und der Mittelwert, die Sonderfälle der M-Schätzer und skaleninvariant sind. Skalenabhängige
M-Schätzer können skaleninvariant gemacht werden, in dem bei der Minimierungsaufgabe eine Ska-
lenschätzung SN mit einbezogen wird. Zur Skalenschätzung bietet sich der Median der Medianabwei-
chung, MAD, an (Hampel et al., 1986), der mit Hilfe des Faktors c so standardisiert wird, dass bei der
angenommenen Modellverteilung Konsistenz vorliegt (Huber, 1981):
{ }{ }iiNN xxccS medmedMAD −⋅=⋅= (3.9)
Bei Normalverteilung ist c = 1.483 (Hampel et al., 1986)
Mit dieser Skalenschätzung kann die Lageschätzung durch Lösen der modifizierten Minimierungsauf-
gabe
min
1
=


 −∑
=
N
i N
Ni
S
Txρ (3.10)
skaleninvariant gemacht werden. Von den Sonderfällen Median und Mittelwert abgesehen, erfordert
die Berechnung von M-Schätzern immer den Einsatz numerischer Verfahren zur Lösung der Glei-
chung 3.8, z. B. des Newton-Raphson-Verfahrens.
3.1.2.1 Huber-k-Schätzer
Die Huber-k-Schätzer stellen eine Klasse von M-Schätzern dar, bei denen die Funktionen des Mittel-
wertschätzers und des Medianschätzers abschnittweise kombiniert sind. Diese Klasse enthält den Mit-
telwert- und Medianschätzer als Spezialfälle, vereint aber die Vorteile der beiden Schätzer. Huber-k-
Schätzer sind durch folgende Definitionen für ρ  oder ψ  festgelegt (Huber, 1964; Hartung, 1986):
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2
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−⋅
=
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fallskxk
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xρ (3.11)
 ( ) ( )

>
≤
⋅
=
kx
kx
fallsxk
fallsx
x
sgn
ψ (3.12)
wobei k eine positive, reelle, Konstante, den sog. Cut-off-Punkt, darstellt. Meist wird für k die Me-
dianabweichung (Hampel, 1974) verwendet.
In Abb. 3.2 ist der qualitative Verlauf einer −ψ Funktion dargestellt, welche einen Huber-k-Schätzer
für eine Verteilung mit Erwartungswert
Null definiert. Aufgrund der Eigen-
schaften der Huber-k-Schätzer ist die
den Schätzer definierende −ψ Funk-
tion proportional zur Einflussfunktion
des Schätzers. Es wird deutlich, dass
Huber-k-Schätzer hinsichtlich der Ein-
flussfunktion eine Synthese zwischen
Median und Mittelwert darstellen und
die Vorteile beider Verfahren kombi-
nieren: Die Einflussfunktion ist be-
schränkt, weist keine Sprungstellen auf
und ist punktsymmetrisch, daher sind
sowohl local-shift sensitivity als auch
gross-error sensitivity beschränkt; der
Schätzer ist somit qualitativ (Definition
siehe Anhang) und B(ias)-robust mit
einem Bruchpunkt von 0.5 (Hampel et al., 1986). Für weitere Schätzer zur Bestimmung der Lokation,
wie A-, D-, P-, S- und W-Schätzer wird auf Lax (1975), Wolfowitz (1957), Johns (1979), Rousseeuw
& Yohai (1984) bzw. Tukey (1970) verwiesen. Eine Übersicht ist in Hampel et al. (1986) zu finden.
3.2 Gütekriterien
In diesem Kapitel wird ein Instrumentarium eingeführt, mit dem die Güte räumlicher Schätzungen der
beiden Fallbeispiele in Kapitel 4 und 5 charakterisiert wird. Es wird davon ausgegangen, dass der zur
Verfügung stehende Datensatz mit kleinen und/oder großen Fehlern behaftet sein kann, auf deren Ur-
sache im vorigen Kapitel eingegangen wurde. Gesucht sind daher Verfahren zur Gütebeschreibung,
welche die Existenz von derartigen Fehlern im Datensatz nicht a priori negieren, sondern von fehler-
behafteten Daten ausgehen und dies formal zu berücksichtigen versuchen. Bei nichtrobusten Kriterien
kann bereits ein einzelner Messwertausreißer das Gütemaß über alle Grenzen beeinflussen, so dass die
Aussagekraft derartiger Kriterien eingeschränkt ist. Daher ergänzen robuste Kriterien den bisherigen
Katalog von weitgehend nichtrobusten Gütekriterien und können dazu beitragen, Mindestanforderun-
gen an Schätzverfahren schärfer zu formulieren. Sämtliche Gütekriterien, die eine Weiterentwicklung
Abb. 3.2 Huber-k-Schätzer definierende −ψ Funktion
mit Cut-Off-Punkt k
(Erläuterung im Text)
-2
-1,5
-1
-0,5
0
0,5
1
1,5
2
-5 -4 -3 -2 -1 0 1 2 3 4 5x
!k (x)
-k
k
 
38 Kapitel 3
der klassischen Kriterien unter Berücksichtigung von Robustheitsaspekten darstellen, sind nach
Kenntnis des Autors neu.
3.2.1 Allgemeine Korrelationsschemata bei Schätzungen
In diesem Abschnitt werden die wichtigsten Schemata des Zusammenhanges von Messwerten und
Schätzwerten aufgezeigt und grob klassifiziert. Diese Klassifikation ist Grundlage für die im nächsten
Kapitel erfolgende Erarbeitung von Gütekriterien, die jeweils die verschiedenen Zusammenhänge
charakterisieren sollen. Durch die Klassifizierung wird der Nutzen der robusten Gütekriterien deutli-
cher, da bei nichtrobusten Gütekriterien die verschiedenen Korrelationsschemata weniger gut heraus-
gearbeitet werden können. Spezifische und quantifizierbare Gütemaße sind für einen objektiven Ver-
fahrensvergleich unbedingt erforderlich, da rein qualitative Beschreibungen nur bedingt aussagekräftig
sind. Die Klassifizierungsmöglichkeiten dienen letztlich dazu, Daten möglichst erschöpfend nutzen zu
können, um bei gegebener Problemstellung eine breite Grundlage für die Bewertung zur Auswahl
stehender Schätzverfahren zu schaffen. Bei der Anwendung von Schätzverfahren zur räumlichen
Schätzung können verschiedene Typen von Abweichungen vom zu schätzenden Wert auftreten. Die
wichtigsten Abweichungen sind in Abb. 3.4 schematisch dargestellt und erläutert.
3.2.2 Analyse der Momente von Messung und Schätzung
Eine Möglichkeit, die Güte einer räumlichen Schätzung zu quantifizieren, besteht  darin, die Momente
der gemessenen und der geschätzten Werte auf Unterschiede zu analysieren. Im folgenden bezeichnet
iy  den Messwert an der Stelle i und iyˆ  den Schätzwert für iy , der aus den Messwerten
Nii yyyy ,,,,, 111 !! +−  geschätzt ist.
0 , 2 5
         
)
Abb. 3.3: Schematische Darstellung der
Wahrscheinlichkeitsdichten von Beobach-3.2.2.1 Bias
Ein wichtiger Kennwert der Wahrscheinlichkeitsdichte ist der Mittelwert. Die Differenz zwischen den
Mittelwerten der Beobachtungen und der Schätzwerte heißt Bias der Schätzung (average error nach
Janssen & Heuberger; 1995). Der Bias gibt Aufschluss über im Mittel zu hohe oder zu niedrige
Schätzwerte:



−= ∑ ∑
= =
N
i
N
i
ii yybias N 1 1
ˆ1 (3.13)
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 (x tungen und Schätzung
Dargestellt sind die  Wahrscheinlichkeits-
dichten der Messwerte und der Schätzwerte.
Gestrichelte Linien kennzeichnen die Lage
des Mittelwertes, die Länge der Doppel-
pfeile gibt die Standardabweichung wieder
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0
0
a) Idealer Zusammenhang
0
0
b) Schätzung verzerrt
0
0
c) Kleine Schätzabweichung
0
0
d) Schätzung unbestimmt
0
0
e) Systematischer Fehler
0
0
f) Nichtlineare Korrelation
0
g) Messwerte ausreißerbehaftet
0
0
h) Schätzwerte ausreißerbehaftet
Abb. 3.4 a) - h):
Wichtige Korrelati-
onsschemata zwi-
schen Mess- und
Schätzwerten
Dargestellt sind auf
der Abszisse die ge-
messenen und auf der
Ordinate die ge-
schätzten Werte. Er-
läuterungen: a) Die
erste Winkelhalbieren-
de, die das ideale
Schätzverfahren cha-
rakterisiert, ist als
durchgezogene Linie
gekennzeichnet;
b) verzerrte Schät-
zung; hier sind die
Lageparameter von
Schätzung und Mes-
sung verschieden;
c) Schätzung mit  klei-
nem, zufälligem, Feh-
ler; die Residuen zwi-
schen Schätzwert und
Messwert sind zufällig
und unabhängig;
d) Unbestimmte Schät-
zer zeichnen sich da-
durch aus, dass die
Residuen größer sind
als die Schätzabwei-
chungen des besten
konstanten  Schätzers;
e) Schätzungen mit
systematischem Fehler
zeigen einen linearen
Trend der Residuen, so
dass die Messwerte
durch die Schätzwerte
unter- und/oder über-
schätzt werden;
f) Nichtlinearer Trend
der Residuen;
g) Ausreißer bei den
Messwerten;
h) Ausreißer bei den
Schätzwerten.
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Ein Schätzer oder Schätzverfahren heißt biasfrei, falls der Erwartungswert des bias gleich Null ist. Der
Bias allein ist jedoch weder ein notwendiges noch hinreichendes Kriterium für systematische Fehler.
Die Bias-Schätzung kann robuster gemacht werden, indem  z. B. statt des Mittelwertes robuste Lage-
schätzer verwendet werden:
( ) ( )NNNNrobust yyTyyTbias ˆ,,ˆ,, 11 !! −= (3.14)
NT  bezeichnet hierbei eine robuste Lageschätzung, wie in Kap. 3.1 beschrieben, etwa durch einen
Huber-k-Schätzer. Die Gleichung 3.14 wurde unter mehreren möglichen gewählt, da  sie dem Ziel
einer einfachen Charakterisierung der Gebietseigenschaft eines Schätzverfahrens am nächsten kommt.
Die robuste Biasschätzung ergänzt den Informationsgehalt der nichtrobusten Biasschätzung. Bias-
schätzungen sind insbesondere für den Vergleich mehrerer Schätzverfahren wichtig.
3.2.2.2 Verhältnis der Mittelwerte der Verteilungen
Ein anschauliches Gütemaß ist das Verhältnis der Mittelwerte der Verteilungen (coefficient of residual
mass, crm; [Loague and Green, 1991]):
∑
∑ ∑
=
= =
−
= N
i
i
N
i
N
i
ii
y
yy
crm
1
1 1
ˆ
mit  0
1
≠∑
=
N
i
iy (3.15)
Das Maß crm gibt Aufschluss über die relative Abweichung der Mittelwerte und ist daher für die Be-
urteilung der Güte eines Schätzverfahrens eine wichtige Grundlage.
Eine robustere Version des Verhältnisses zwischen den Lagemaßen der Schätzwerte und den Beob-
achtungen mindert den Einfluss von Ausreißern und kleinen Fehlern der Messungen auf das Gütemaß.
Deshalb wird eine robustere Version von crm vorgeschlagen:
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Wenn crmrobust  den Wert Null annimmt, kann eine optimale Schätzung vorliegen.
3.2.2.3 Höhere Momente der Verteilungen
Weitere Kennziffern lassen sich durch den Vergleich der höheren, zentrierten Momente ( )ymr  der
beiden Wahrscheinlichkeitsdichten ermitteln.
Das zentrierte Moment ( )ymr  einer Variable y lässt sich für nicht gruppierte Einzeldaten allgemein
wie folgt schätzen (Ferschl, 1985; vereinfacht nach Sachs, 1997):
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Als robuste Version der Potenzmomente wird vorgeschlagen:
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[ ]( )riNiNirrobust yTyTym )()( −= , { }!,,r 21∈ (3.16b)
Die entsprechenden Momentvergleiche lauten:
( ) ( )irirr ymymcmp ˆ−=  (3.16c)
bzw.
( ) ( )irrobustirrobustrrobust ymymcmp ˆ−= (3.16d)
Als Beispiel ergibt sich im nichtrobusten Fall für 2=r , also der Varianz:
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Damit kann die Differenz der Varianzschätzungen der Schätzwerte und der Beobachtungen (difference
of variances; dv) berechnet werden:
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bzw.
( )[ ] ( )[ ]( )−−−= 21211 ,,,,,, NNNNNNrobust yyTyyyTyTdv !!!
( )[ ] ( )[ ]( )21211 ˆ,,ˆˆ,,ˆ,,ˆˆ NNNNNN yyTyyyTyT !!! −− (3.19)
3.2.3 Analyse der Schätzabweichungen von Messwerten und Schätzwerten
Die Qualität eines Schätzverfahrens kann auch durch verschiedene Statistiken der Schätzabweichun-
gen (Residuen) iii yyr ˆ−=  charakterisiert werden. Oben wurde bereits der bias als wichtigste Stati-
stik der Schätzabweichungen vorgestellt; in den folgenden Abschnitten werden weitere Statistiken
vorgestellt.
Eine wichtige Forderung ist die nach minimaler Schätzvarianz:
( ) minˆ
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3.2.3.1 Maximale Schätzabweichung
Die maximale Schätzabweichung berechnet sich als Betrag der größten auftretenden Differenz zwi-
schen den gemessenen und den geschätzten Werten; er sollte möglichst klein sein (MaxAE nach Jans-
sen & Heuberger; 1995).
iiNi
yyme ˆmax
1
−=
≤≤ (3.20)
Die maximale Schätzabweichung erlangt besondere Bedeutung, wenn die Schätzwerte die Eingangs-
variable für eine hoch nichtlineare Anwendungsfunktion (z. B. Stofftransportmodelle wie WHNSIM
[Huwe, 1992] und DYNAMIT [Huwe et al. 1997]) darstellen. Dann können Schätzwerte mit beson-
ders hohen Schätzabweichungen zu Ausreißern der Zielgröße der Anwendungsfunktion führen und
deren Güte erheblich verschlechtern.
Eine Verallgemeinerung der maximalen Schätzabweichung, die Gl. 3.20 als Grenzfall enthält, stellen
die Perzentile rme (Sachs, 1997) der Residuen dar (UppAE für r = 75 nach Janssen & Heuberger;
1995):
10050;ˆ <<−= ryyme
riir (3.21)
Dabei ist rme  das r-te Perzentil, der Wert mit der nächsten ganzen Ordnungszahl ( ) 100/1 rN +  der
aufsteigend geordneten Stichprobe mit N Elementen. Bei geeignet gewähltem r ist dieses Maß weniger
sensitiv gegenüber Ausreißern und kann Informationen über deren Struktur liefern. Der Bruchpunkt
der robusten Version rme  (Gl. 3.21) beträgt 100/)100( r− , die maximale Schätzabweichung me
(Gl. 3.20) hat dementsprechend den Bruchpunkt Null und ist deshalb nicht robust.
Die Perzentile der Residuen sind einfach zu berechnen und können Informationen über die Struktur
der Residuen liefern, die bei Vergleichen von verschiedenen Schätzverfahren interessant sein können.
3.2.3.2 Wurzel der mittleren quadrierten Schätzabweichung
Ein Kriterium zur Beschreibung der Residuen ist die Wurzel der mittleren quadrierten Schätzabwei-
chung (root mean square of residuals; rmsr nach Loague & Green, 1991). Es ermöglicht (in Ergänzung
zur maximalen Schätzabweichung) Aussagen über die mittlere Größe der Schätzabweichungen.
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Das Kriterium rmsr läßt sich mit Hilfe des Mittelwertes der Beobachtungen normieren, mit dem nor-
mierten Wert rmsrnorm kann eine Einschätzung der Größenordnung der Schätzabweichungen durchge-
führt werden (Loague & Green, 1991):
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3.2.3.3 Robuste Lageschätzung der Schätzabweichungen
Eine robuste Lageschätzung der Schätzabweichungen (robust estimation of residuals; rer) kann eben-
falls aufschlussreich für die Beurteilung von Schätzverfahren sein, da extreme Schätzabweichungen
dabei stärker berücksichtigt werden als bei rme , den Schätzwert jedoch nicht beliebig dominieren
können wie bei rmsr. Die robuste Schätzung der Schätzabweichungen berechnet sich als:
( ) ( )( )NNN yyyyTrer ˆ,,ˆ11 −−= ! , (3.24)
Es ist zu erwarten, dass rer schärfer ist als robustbias, da ein rer Wert von Null hinreichend ist für einen
Wert von robustbias gleich Null, aber nicht umgekehrt.
3.2.3.4 Regressionsparameter
Die Güte von Schätzungen kann auch mit verschiedenen Parametern der Regressionsgerade zwischen
den geschätzten und den gemessenen Werten charakterisiert werden:
Bestimmtheitsmaß
Das Ausmaß des linearen Zusammenhanges kann mit Hilfe des Bestimmtheitsmaßes der Regressions-
geraden (coefficient of determination of the regression line; cdr) charakterisiert werden (Janssen &
Heuberger, 1995).
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Ein Bestimmtheitsmaß nahe eins besagt, dass die Schätzwerte gut mit einer linearen Regressionsgera-
de mit einer Steigung ungleich Null wiedergegeben werden können, d. h. dass ein enger linearer Zu-
sammenhang zwischen den geschätzten und den gemessenen Werten besteht. Dies bedeutet jedoch
nicht, dass die Schätzung selbst schon optimal ist. Eine Regressionsgerade mit einem Bestimmtheits-
maß von eins kann einen Achsenabschnitt ungleich Null und eine Steigung ungleich eins aufweisen.
Daher müssen außer dem Bestimmtheitsmaß cdr auch die Regressionskoeffizienten zur Beurteilung
eines Schätzverfahrens herangezogen werden.
Steigung und Achsenabschnitt
Der Achsenabschnitt und die Steigung der Regressionsgeraden charakterisieren bei einer Abweichung
von den Werten Null für den Achsenabschnitt und eins für die Steigung den Bias (siehe Abb. 3.3b)
bzw. den systematischen Fehler (siehe Abb. 3.3e) einer Schätzung. Diese Fehlertypen stellen wichtige
Eigenschaften des zu beurteilenden Schätzverfahrens dar und geben Aufschluss über etwaige Mängel
des verwendeten Modells, z. B.  wenn die Zusammenhänge zwischen zu schätzender und den erklä-
renden Variablen im Modell nicht ausreichend beschrieben sind. Zur Bestimmung der Koeffizienten
der Regressionsgeraden wird beispielhaft ein robustes Verfahren von Tukey vorgestellt. Die Methode
besteht darin, die Steigung durch den Median der Steigungen von Datenpaaren zu berechnen (Tukey,
1977)
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Der Index i läuft hierbei nur bis zur größten ganzen Zahl kleiner oder gleich 2N , da andernfalls redun-
dante Datenpaare gebildet werden. Weiterhin ist der Nenner iiN yy −−+1  gleich Null, falls N ungerade
ist und  2)1( += Ni .
Der Achsenabschnitt berechnet sich mittels der Steigung b als:
)ˆ(
1 iiNi
byymeda −=
≤≤ (3.27)
Diese Methode hat den Vorteil, dass der Bruchpunkt 1/6 beträgt (Nagel, 1994), d. h. dass bis zu 1/6
Ausreißer im Datensatz enthalten sein können, ohne dass sich Steigung und Achsenabschnitt beliebig
verändern können.
3.2.4 Referenzverfahren
Unter einem Referenzverfahren wird ein sehr einfaches Schätzverfahren verstanden, z. B. die Schät-
zung aller Werte mittels einer einzigen Konstanten. Bislang wurden Gütemaße beschrieben, die keinen
Vergleich mit einem Referenzverfahren beinhalten. Derartige Gütemaße können zum relativen Ver-
gleich von verschiedenen Schätzverfahren herangezogen werden. Es ist jedoch sinnvoll, die Güte eines
Schätzverfahrens mit dem eines einfachen Referenzverfahrens zu vergleichen, um absolute Aussagen
über die Güte des Verfahrens hinsichtlich der Schätzabweichung zu erhalten. Die Güte des Referenz-
verfahrens kann dann als Minimalanforderung an die zu beurteilenden Schätzverfahren verstanden
werden. Durch die Einbeziehung des Referenzverfahrens ist es möglich, eine Intervallskala (Stevens,
1946) für die jeweiligen Gütemaße zu definieren, welche dann für die Bewertung der Schätzverfahren
bereitsteht.
Allgemein können Gütemaße, die auf Koeffizienten der Schätzabweichungen (coefficients of residual
errors; core) aufbauen, wie folgt beschrieben werden:
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wobei f eine geeignete Funktion darstellt, etwa 2
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Der Parameter a wird dabei z. B. als Lösung folgender Minimax-Bedingung ermittelt:
( ) minmax !=− ayi
i (3.29)
Die obere Schranke von core ist immer 1. Negative Werte treten dann auf, wenn die Schätzungen iyˆ
schlechter sind als die des Referenzverfahrens. Die Schätzung ist umso besser, je näher core an eins
ist. Es gibt verschiedene Gütefunktionen, die jeweils zu unterschiedlichen Maßen und Charakterisie-
rungen führen:
Der Koeffizient der maximalen Schätzabweichung (coefficient of maximum residual error; comare)
sei definiert als:
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Mit diesem Gütemaß kann überprüft werden, ob die größte Schätzabweichung des zu überprüfenden
Schätzverfahrens größer ist als die größte Schätzabweichung einer geeigneten konstanten Schätzung.
Der Koeffizient der zentralen Schätzabweichung (coefficient of the central residual error; cocare; EF*
nach Zacharias et al., 1996)
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vergleicht den Median der Schätzabweichung eines Schätzverfahrens mit der median-deviation (cf.
Sachs, 1997) des Schätzabweichung.
Die Distanzfunktionen von cocare, Median und Median der Medianabweichung, weisen einen Bruch-
punkt von 5.0=∗ε  auf (Huber, 1981), daher ist cocare hinsichtlich Ausreißern ein sehr stabiles Krite-
rium, aber empfindlich gegenüber kleinen Änderungen der Werte.
Der Koeffizient der mittleren quadrierten Schätzabweichung (coefficient of mean square residual er-
ror; comsre) berechnet sich als (Nash & Sutcliffe, 1970; Agterberg, 1984; Loague & Green, 1991)1:
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Das Kriterium comsre zielt auf die mittlere Schätzabweichung des zu beurteilenden Schätzverfahrens
und vergleicht diese mit der mittleren Schätzabweichung eines Referenzschätzers. Der Referenzschät-
zer ist in diesem Fall der Mittelwert. Die mittlere Schätzabweichung des Referenzschätzers entspricht
daher der Varianz der Messungen. Sie ist jedoch aufgrund des minimalen Bruchpunktes von Null
(Hampel, 1986) sehr anfällig gegenüber Ausreißern, so dass diese das Gütemaß stark beeinflussen.
Der Koeffizient der robusten Schätzung der Schätzabweichungen (coefficient of robust estimation of
residual error; corore) berechnet sich als
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Das robuste Gütekriterium corore weist gegenüber comsre sowohl eine geringere Ausreißerempfind-
lichkeit (gross error sensitivity) als auch eine geringere  Rundungsempfindlichkeit (local shift sensiti-
vity) auf, Einzelwerte können das Gütemaß weniger beeinflussen. Die Schätzung der Güte ist daher
sicherer. Gegenüber dem Gütekriterium comsre hat corore den Vorteil einer geringeren Rundungs-
empfindlichkeit der Koeffizienten.
                                                          
1 Diese Autoren nennen das Kriterium ‘modelling efficiency’ ME
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3.3 Kreuzvalidierung
Die vorliegende Arbeit beschränkt sich auf räumliche Schätzungen, die auf Messwerten an einzelnen
Punkten im Untersuchungsgebiet und flächenhaft vorgehaltenen Daten, z. B. aus Kartenwerken, basie-
ren. Eine Güteabschätzung dieser räumlichen Schätzungen kann deshalb nur auf Stichproben der
Grundgesamtheit des Untersuchungsgebietes aufbauen, soll aber eine begründete Aussage über die
Güte der Schätzung im gesamten Untersuchungsgebiet liefern. Gesucht ist deshalb eine Methode, die
eine Güteabschätzung im gesamten Gebiet auf der Grundlage der Messdaten ermöglicht, d. h. die die
Frage beantwortet: ‘Wie gut ist die Schätzung im Gebiet?’
Eine Möglichkeit die Güte zu schätzen, besteht darin, den Datensatz und die jeweiligen Schätzverfah-
ren einer Kreuzvalidierung (engl. cross validation, predictive sample reuse) zu unterziehen. Die
Kreuzvalidierung ermöglicht den Vergleich zwischen Messwert und Schätzwert an allen Punkten im
Raum, an dem Messungen vorgenommen wurden. Dabei werden alle Schätzwerte unabhängig vom
jeweiligen Messwert gewonnen. Das Verfahren kann daher auch als Simulation einer neu zum Date-
nensemble hinzugenommenen Messung aufgefasst werden.
Die Methode der Kreuzvalidierung ist schon lange bekannt, erlebt aber neuerdings durch die leichte
Verfügbarkeit großer Rechenleistungen durch die moderne Computertechnologie eine Renaissance.
Die Originalidee besteht darin, die vorhandenen Daten in zwei etwa gleiche Teile aufzuteilen und mit
der einen Hälfte der Daten (Trainingsmenge) ein Modell zunächst optimal an die Daten anzupassen,
um dann mit diesem Modell die andere Hälfte (Testmenge) vorherzusagen. Gewöhnlich ist dabei die
Anpassung bei der Trainingsmenge besser als bei der Testmenge, da das Modell ja optimal an die
Trainingsmenge angepasst wird. Sachlich besteht keine Notwendigkeit, die Datenmenge in zwei glei-
che Mengen aufzuteilen. Aufgrund geringerer Rechenkosten ist deshalb folgende Methode in der Pra-
xis weit verbreitet (Stone, 1975, Efron, 1983):
1. Aufteilung des Datensatzes in eine Trainingsmenge
( ) ( )X x x x xi i i n= − +1 1 1,..., , ,..., (3.34)
 und Testmenge (xi), wobei die Testmenge nur aus einem Element, nämlich dem Vektor
der i-ten Beobachtung
( ) ( )iii y,ux =  besteht
2. Modellbildung und -optimierung mit der Trainingsmenge
( ) ( )( ) ( )iii i !+= uy x )(η  (3.35)
mit
( ) ( ) min=i
T
i !! (3.36)
3. Anwendung des optimierten Modells auf die Testmenge und Berechnung des Schätzfehlers
( ) ( )!yi i i= ηX u (3.37)
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( ) ( )y y yi i i i i− = −! ηX u (3.38)
4. Wiederholung der Schritte 1-3 bis jedes Element unabhängig vorhergesagt wurde
5. Mit Gl. 3.38 können diverse Schätzfehlerstatistiken z. B. nach Gl. 3.39 berechnet werden.
3.3.1 Schätzung der Güte im Untersuchungsgebiet mit der Kreuzvalidierung
Die Schätzfehler, die mit Hilfe der Kreuzvalidierung ermittelt werden, werden im Folgenden ‘kreuz-
validierte Schätzfehler’ genannt und können mit den in Kap. 3.1 vorgestellten Gütekriterien charakte-
risiert werden. Der mittlere kreuzvalidierte Schätzfehler ist der Erwartungswert der durch die Kreuz-
validierung ermittelten Schätzfehler (Efron, 1983, 1993):
( ) ( )[ ]{ } ( ) ( )( )err F err E Q Y n ycross F i i ii
n
X uX X, ! ,≡ = = −
=
∑0 0 0
1
1η ηU  (3.39)
Je kleiner die kreuzvalidierten Schätzfehler, desto eher besitzt das Modell Gültigkeit für die Testele-
mente der Stichprobe und desto vollständiger werden die Systemvariablen, welche die Stichprobe
beschreiben, erfasst (Sachs, 1997). Die kreuzvalidierten Schätzfehler können deshalb zur Charakteri-
sierung der Validität der Stichprobe verwendet werden. Unter der Annahme, es liege eine repräsenta-
tive Stichprobe vor, stellen die kreuzvalidierten Schätzfehler der Stichprobe eine Schätzung für alle
Punkte im Untersuchungsgebiet dar, die nicht beprobt wurden. Daher sind die kreuzvalidierten Schätz-
fehler eine Grundlage für die Schätzung der Güte des Schätzverfahrens im Untersuchungsgebiet.
Der Unterschied zwischen Kreuzvalidierung, bootstrap und jackknife wird in Anhang 2 erläutert.
3.4 CART - Classification and Regression Trees
3.4.1 Einleitung und Übersicht
Das CART-Verfahren ist ein Algorithmus zur Beschreibung des Zusammenhangs zwischen Eingangs-
größen und einer Zielgröße (Breiman et al., 1984). Im vorliegenden Falle stellen die Variablen Nitrat-
gehalt im Boden und die Korngrößenfraktionsanteile des Bodens eine Zielgröße dar, Bodenschät-
zungsparameter, Anbaufrucht und geologischer Untergrund sind als Eingangsgrößen anzusehen.
Die Eingangsgrößen und die Zielgröße können beim CART-Verfahren unterschiedlichen Skalenarten
(Stevens, 1946) angehören. Bei einer nominalskalierten1 Zielgröße, z. B. Bodentyp, spricht man von
einem Klassifikationsbaum (classification tree), bei einer reellen Zielgröße, z. B. Nitratgehalt, von
einem Regressionsbaum (regression tree). Beim CART-Verfahren werden wie bei der Regression
zwei Ziele verfolgt: bestmögliche Vorhersage der Zielgröße für zukünftige Messungen und Verständ-
nis der strukturellen Beziehungen zwischen den Eingangsgrößen und der Zielgröße.
Der Begriff CART wird synonym sowohl für den Algorithmus als auch für das entsprechende Softwa-
reprogramm von Salford Systems, San Diego, verwendet. Vom Datensatz ausgehend, wird zunächst
ein Entscheidungsbaum gebildet, der dann zur Klassifikation neuer Daten herangezogen wird. Der
Algorithmus selbst beruht auf dem sogenannten Prinzip der binären rekursiven Partitionierung, d. h.,
                                                          
1 Bei nominalskalierten Größen existiert keine objektive Reihenfolge der Merkmalsausprägung (Stevens, 1946)
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der Entscheidungsbaum wird erzeugt, indem die Stichprobe L zunächst in zwei Teilmengen geteilt
wird und diese Teilmengen ihrerseits fortlaufend wieder in jeweils zwei Teilmengen aufgeteilt wer-
den. Das Verfahren wird als rekursiv bezeichnet, da jede Menge, die aus einem Teilungsprozess ent-
standen ist, wiederum Ausgangsmenge einer neuen Teilung ist.
Die Aufteilung wird höchstens so lange durchgeführt, bis keine weitere Teilung mehr sinnvoll ist d. h.
alle Elemente einer Teilmenge die gleiche Merkmalsausprägung der Zielgrößen, wie z. B. den glei-
chen Bodentyp oder den gleichen Stickstoffgehalt, besitzen. Ein zusätzliches Abbruchkriterium ist die
Unterschreitung einer Mindestanzahl von Elementen der Teilmengen. In Anlehnung an die Gra-
phentheorie (Bodendiek & Henn, 1990) wird jede Teilmenge als Knoten bezeichnet; die Stichprobe L,
aus der der Entscheidungsbaum erzeugt wird, heißt Wurzelknoten 1t ,  eine weiter nicht mehr unter-
teilte Menge Endknoten. Jede Aufteilung wird nach ihrer Fähigkeit beurteilt, die im Knoten enthalte-
nen Klassen möglichst gut zu trennen. Ein Knoten heißt rein, wenn er nur noch Objekte mit gleicher
Merkmalsausprägung d. h. gleichem Wert der Zielgröße enthält. Die Regel nach der ein Knoten auf-
grund einer Eingangsgröße x geteilt wird, heißt Teilungsregel oder Split. Mathematisch wird die Tei-
lungsregel durch eine Indikator-Funktion )(xIC  beschrieben. Alle Datenelemente, bei denen
1)( =xIC  ist, werden in eine sogenannten linke Teilmenge tL eingegliedert, alle anderen in die rech-
te, tR. Die Menge C der Indikator-Funktion )(xIC  ergibt sich wie folgt:
x  nominalskaliert: { }nccC ,,1 "=  d. h. ( ) ( ) CxxICxxI CC ∉⇔=∈⇔= 0;1 (3.40)
x  reell: { }cxxC ≤= | d. h. ( ) ( ) cxxIcxxI CC >⇔=≤⇔= 0;1 (3.41)
Abb. 3.6 zeigt das Schema eines Regressionsbaumes mit drei Knotenebenen.
Abb. 3.5: Schema eines Entscheidungsbaumes
Dargestellt ist ein Regressionsbaum zur Schätzung des Niederschlages aus den Variablen Exposition und Hang-
neigung eines Messortes (hypothetischer Datensatz). Quadrate kennzeichnen Splits, Rauten Endknoten. Die
Zahlen beiderseits der Rauten bezeichnen die Anzahl der Elemente
auf dem jeweiligen Ast. Die Zahlen in den Rauten und Quadraten
stehen für den Mittelwert aller Elemente in dem jeweiligen Knoten.
Ausgangslage ist eine Stichprobe L  mit einem Umfang von 100
Elementen mit einem mittleren Niederschlagswert von 600 mm. Die
Elemente der Stichprobe L (=Wurzelknoten t1) werden durch die
Aufteilungsregel: „Ist die Exposition südwestexponiert?“ in zwei
Teilmengen t2 und t3  geteilt. Teilmenge t2  hat 70 Elemente mit einem
Mittelwert von 650 mm, Teilmenge t3 hat einen Umfang von 30 mit
einem mittleren Niederschlagswert von 483. Teilmenge t2 wird ihrer-
seits nochmals mit der Aufteilungsregel: „Ist die Hangneigung klei-
ner 20 Grad?“ in die Teilmengen t4 und t5 untergliedert. 60 Elemente
mit einem mittleren Niederschlag von 647 weisen eine kleinere
Hangneigung als 20 Grad auf; 10 Untersuchungsstellen mit einem
Mittelwert von 670 mm haben eine größere Hangneigung. Der Wur-
zelknoten  t1  wurde insgesamt durch zwei Aufteilungen in die End-
knoten t3, t4  und t5 aufgeteilt.
Der auf diese Art erzeugte Baum wird als Maximalbaum bezeichnet. Maximalbäume sind jedoch nicht
zur Klassifikation oder Schätzung geeignet, da sie optimal an die Lernstichprobe angepasst sind und
bei Anwendung auf einen anderen Datensatz i. A. sehr schlechte Ergebnisse liefern.
t1
Exposition = SW
Hangneigung < 20°
t4
t2
t5
t3
ja nein
ja nein
70 30
60 10
600
650 483
670647
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Es hat sich als effektiv herausgestellt, zuerst einen Maximalbaum zu generieren und diesen danach
sukzessive zu stutzen (engl.: Pruning)2, so dass eine Folge von geschachtelten Teilbäumen entsteht.
Aus dieser Folge wird der Baum mit optimaler Größe ermittelt. Bei der Ermittlung der optimalen
Baumgröße gehen die Zahl der Endknoten und der geschätzte Vorhersagefehler ein. Für die Schätzung
des Vorhersagefehlers wird eine modifizierte Kreuzvalidierung verwendet. In den folgenden Ab-
schnitten werden die oben kurz skizzierten Grundprinzipien, die für Klassifikations- und Regressions-
bäume gleichermaßen gelten, am Beispiel der später verwendeten Regressionsbäume mit der kleinsten
Quadrate Anpassung detaillierter dargestellt. Dabei wird die gleiche Nomenklatur angewendet, die in
Kap. 1.5 eingeführt wurde.
3.4.2 Kleinste Quadrate Regression
Im Regressionsfall besteht ein Datenelement aus einem Vektor ( )y,ux = , wobei u der Vektor der
Eingangsvariablen und y eine davon abhängige, reelle Variable darstellt. Die Vorhersagefunktion
)(uη  ist eine reelle Funktion auf dem Zahlenraum der Eingangsvariablen. Regression ist die Ermitt-
lung einer Funktion )(uLη  auf der Basis einer Stichprobe ( ) ( ){ }NN yy ,,,, 11 uu "=L  mit N  Da-
tenelementen.
Die Funktionswerte der Regressionsfunktion )(uLη  der Elemente eines Knotens t berechnen sich
durch den Mittelwert der Zielgröße aller Elemente des Knotens (Breiman et al., 1984):
)(tLη ∑
∈
==
ty
n
n
yty tN )(
1)(  (3.42)
Die Güte der Regressionsfunktion )(uη  wird mittels eines Fehlermaßes beurteilt, idealerweise des
Erwartungswertes )(η∗R  der quadrierten Differenzen zwischen Beobachtung und Schätzwert (Brei-
man et al., 1984):
( )2)()( Xηη −=∗ YER (3.43)
Man beachte, dass ∗R  von der Wahl der Skala abhängig ist, mit der die Zielgröße gemessen wurde
(Breiman et al., 1984). Es gibt mehrere Möglichkeiten, um den Fehler ∗R  des Schätzverfahrens
)(uLηη =  zu schätzen:
Ein üblicher, aber relativ schlechter Schätzer von ∗R  ist der Resubstitutionsfehler LR der Stichpro-
be L (Breiman et al., 1984). Zu seiner Berechnung wird der Datensatz sowohl für die Ableitung des
Schätzverfahrens, als auch für die Gütebestimmung verwendet (Breiman et al., 1984):
( )∑
=
−=
N
n
nnyNR
1
2)(1 uLL η  (3.44)
Von den vielen Möglichkeiten der Schätzung von ∗R  sollen außer dem Resubstitutionsfehler zwei
weitere Schätzer eingeführt werden. Zur Ermittlung des Teststichprobenfehlers tsR ,1L  (Breiman et al.,
                                                          
2 Der von Breiman et al. ursprünglich begangene Weg, Stoppregeln beim Baumwachstum einzuführen, führte in
eine methodische Sackgasse.
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1984) wird der zur Verfügung stehende Datensatz L  per Zufall in eine Lernstichprobe ( )1L  und eine
Teststichprobe 1L  mit 
( ) o/=∩ 1
1 LL  und ( ) LLL =∪ 1
1  geteilt. Die Güteabschätzung wird unab-
hängig von der Lernstichprobe mit der Testmenge 1L  durchgeführt (Breiman et al., 1984):
( )2
),(
,
1
)1(
11
)(1 ∑
∈
−=
L
LLL
nn y
nnts yR
u
uη (3.45)
Die Teststichproben-Schätzung tsR ,1L  ist die ursprüngliche Idee der Kreuzvalidierung wie sie von
Stone (1974), Geisser (1975) und Efron (1983) beschrieben wurde (Kap. 3.3).
Bei der Schätzung durch den von Breiman (1984) beschriebenen v-fachen Kreuzvalidierungsfehler
cvi
R ,L  wird der Datensatz L  in v zufällige Teilmengen vLL ,,1 "  mit möglichst gleichem Umfang
und folgenden Eigenschaften aufgeteilt: ,oki /=∩ LL  für alle { }vki ,,1, "∈ , ki ≠  und
LLLL =∪∪∪ v"21 . Für jedes vi ,,1"=  wird auf Basis der Lernstichprobe 
( )
iL-LL =
i  ein
Regressionsbaum )( iLη  gebildet und die v-fache Kreuzvalidierungsfehler cviR ,L  ermittelt (Breiman et
al., 1984):
( )2
1 ),(
;,,;
i
)(1
)(1 ∑ ∑
= ∈
−==
v
i y
nncvcv
nn
ivi
yNRR
L
LLLL
u
uη" (3.46)
Dieses Verfahren ist eine Verallgemeinerung der in Anhang 2 beschriebenen Kreuzvalidierung, da das
von Breiman angewendete Verfahren bei einelementigen Teststichproben vL , d. h. Nv = , mit dem
in Kap. 3.3 ausgeführten identisch ist.
Die Schätzung von )(η∗R  hängt ebenso wie )(η∗R  selbst von der Wahl der Skala für Y ab; sie kann
skalenunabhängig gemacht werden, indem )(η∗R  mit Hilfe der Fehlerschätzung für den Erwartungs-
wert )()( YEu == µµ  der Zielvariable normiert wird; die entsprechende Schätzung heißt relativer
Fehler (Breiman et al., 1984):
)(
)()(
µ
ηη
∗
∗
∗
=
R
RRE  mit ( ) ( )22 )()( YEYEYER −=−=∗ µµ (3.47)
3.4.3 Teilung eines Knotens
Die Teilung eines Knotens beim Bildungsprozess der Regressionsbäume wird nach folgender Regel
durchgeführt: Die beste Teilung ∗s  eines Knotens t ist diejenige aus der Menge aller möglichen Tei-
lungen S, die den Resubstitutionsfehler ( )tRL  des Knotens t minimiert, so dass für die durch die
Teilung entstehenden zwei Teilmengen tL und tR gilt (Breiman et al., 1984):
),(max),( tRtR ss
S
∆=∆
∈
∗
s
 mit )()()(),( RL tRtRtRtR −−=∆ s (3.48)
d. h. die beste Teilung eines Knotens t ist die, welche den Knoten t anhand der Merkmalsausprägun-
gen x  am besten in eine Gruppe mit hohen und eine Gruppe mit niedrigen Werten der Zielgröße auf-
teilt.
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Die Teilung wird nach den oben beschriebenen Regeln i. A. so lange fortgesetzt, bis für jeden End-
knoten maxTt∈  die Anzahl der Elemente N(t) geringer ist als ein vorgegebener Wert N minimal. Ge-
wöhnlich wird 5minimal =N  gewählt. Das nur aus theoretischer Sicht wichtige Abbruchkriterium bei
Regressionsbäumen, dass nämlich alle Werte der Zielvariablen in einem Knoten den gleichen Wert
haben, wird in der Praxis nur selten erfüllt.
3.4.4 Stutzen des Maximalbaumes (Pruning)
Der auf obige Weise entstandene Maximalbaum weist normalerweise eine wesentlich höhere Komple-
xität auf, als der Stichprobe angemessen ist. Da die Zahl der erfassten Variablen nicht ausreicht, um
die Zusammenhänge der Datenstruktur vollständig zu beschreiben, ergeben sich zufällige Fehler, die
sich in inhomogenen Endknoten manifestieren. Der CART-Algorithmus versucht mit den vorhande-
nen Variablen möglichst homogene Gruppen zu bilden, daher werden auch unsinnige Aufteilungsre-
geln bei der Bildung des Maximalbaumes verwendet. Aus diesem Grunde ist es erforderlich, die
Komplexität zu reduzieren und nicht sinnvolle Splits zu verwerfen. Hierzu wird der Baum gestutzt.
Die der Lernstichprobe angepasste Komplexität wird durch Kreuzvalidierung ermittelt.
Beim Pruning-Algorithmus des CART-Verfahrens wird durch sukzessives Stutzen des Maximalbau-
mes maxT  unter Verwendung des Fehler-Komplexitätsmaßes ( )TRα  eine Folge von Teilbäumen
121 tTT #"##  erstellt. Das Zeichen ‚# ‘ bedeutet, dass jeder Baum kT  mit nk >  ein Teilbaum
des Baumes Tn darstellt; 1t  bezeichnet den Baum, der nur aus dem sogenannten Wurzelknoten d. h.
der Stichprobe  L  besteht.
Das Fehler-Komplexitätsmaß ( )TRα   eines Baumes T berechnet sich als Summe aus Resubstitutions-
fehler des Baumes (Gl. 3.44) und eines Summanden, in den die Komplexität des Baumes eingeht
(Breiman et al., 1984):
TTRTR αα += )()( L ,  "<<= 210 αα  ; (3.49)
mit T = Anzahl der Endknoten des Baumes T
Der Faktor α  heißt Komplexitätsparameter, weil mit steigenden α -Werten der Einfluss der Baum-
größe T  auf ( )TRα  stetig zunimmt. Die Folge von Teilbäumen 121 tTT #"##  entsteht, indem
der Komplexitätsparameter α  von Null beginnend stetig erhöht wird und für jedes α  derjenige Teil-
baum gesucht wird, der das Fehler-Komplexitätsmaß )(TRα  minimiert. Es ergeben sich Intervalle
[ )1, +kk αα , so dass für alle α  mit 1+<≤ kk ααα  der Baum kT  derjenige Teilbaum von 1−kT  ist, der
)(TRα  minimiert (Breiman et al., 1984).
Aus der Sequenz der Teilbäume 121 tTT #"##  wird die optimale Baumgröße mit Hilfe der Kreuz-
validierung ermittelt. Dabei wird der Datensatz L  in v zufällige, möglichst gleich große Teildatensätze
vL  geteilt und die jeweils komplementären Mengen zum Gesamtdatensatz gebildet:
( )
v
v LLL −= (3.50)
Als Wert von v wird von Breiman et al. (1984) mindestens 10 empfohlen, bei geringerer Zahl ist die
Schätzung der Resubstitutionskosten deutlich ungenauer, bei höherer Zahl steigt der Rechenaufwand
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bei nur unwesentlichen Verbesserungen der Schätzung. Für jede Menge ( ) vii "1, =L , wird auf
oben geschilderte Weise unter Verwendung des Komplexitätsparameters α′  zunächst ein Maxi-
malbaum )(
1
iTα ′  erstellt und dieser anschließend gestutzt, so dass für jedes 
( )iL  eine Folge von Bäu-
men ",, )()(
21
ii TT αα ′′  entsteht. Beim Stutzen werden jedoch für alle Bäume 
)()1( ,, v
kk
TT αα ′′ "  die glei-
chen Komplexitätsparameter kα′  verwendet. Diese berechnen sich nach folgender Formel von den
Komplexitätsparametern kα  der Folge ",, 21 αα TT , die auf Basis der Gesamtstichprobe L entwickelt
wurde (Breiman et al., 1984):
1+⋅=′ kkk ααα (3.51)
Auf Grund der gemeinsamen Komplexitätsparameter kα′ wird die Baumgröße bei der Berechnung des
Fehler-Komplexitätsmaßes bei allen Teilbäumen )()1( ,, v
kk
TT αα ′′ "  gleich gewichtet. Für jedes k wird
der v-fache Kreuzvalidierungsfehler cvR ,iL  des Baumes kTα  berechnet (Breiman et al., 1984):
( )
k
TR cv α,iL ( )∑ ∑
= ∈
′
−=
v
p i
TiN
p
p
k
iy
1
21 )()(
L
L,α
η  (3.52)
Der Standardfehler des Schätzfehlers ( )
k
TR cv α,iL  gibt Aufschluss über die Streuung der Schätzungen
für )(η∗R . Er ist beim Baumschnitt bei der Auswahl des optimalen Baumes aus der Sequenz aller
Teilbäume ",,
21 αα
TT  insofern von Bedeutung, als dieser üblicherweise mit Hilfe der Standardfehler-
Regel bestimmt wird. Der Standardfehler ( )( )
k
TRSE cv α,iL  berechnet sich wie folgt (Breiman et al.,
1984):
( )( )
k
TRSE cv α,iL Ns /
2
=   mit (3.53)
 ( )( )∑ −−= 2,212 )()()( ki TRys cvnnN αη iLL u (3.54)
Der optimale Baum ist der kleinste Baum 
k
Tα  (d. h. der Baum mit kleinsten Zahl von Endknoten), der
folgende Bedingung erfüllt (Breiman et al., 1984):
( ) ( ) SETRTR cvcv k +≤ 0,, αα ii LL (3.55)
mit ( ) ( )
k
TRTR cvkcv αα ,, min0 ii LL = (3.56)
Der nach Breiman et al. (1984) optimale Regressionsbaum ist daher zwar mit Hilfe der Kreuzvalidie-
rung entstanden, diese wurde aber lediglich zur Bestimmung der optimalen Baumgröße der Sequenz
von Teilbäumen ",,
21 αα
TT  verwendet, die auf Grundlage der Gesamtstichprobe L entwickelt wurde.
Das bedeutet, dass ein Funktionswert iyˆ  der Regressionsfunktion nicht unabhängig vom Datenelement
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(ui, yi) geschätzt wird. Aus diesem Grund wurden für die Schätzung der Nitratgehalte im Boden (Fall-
beispiel 1) echte Kreuzvalidierungsschätzungen durchgeführt, indem sukzessive ein Datenelement aus
der Stichprobe ausgeblendet wurde, mit dem auf diese Art veränderten Datensatz der CART-
Algorithmus durchgeführt wurde und anschließend der unabhängig geschätzte Wert des Datenele-
ments ermittelt wurde. Da diese Vorgehensweise auch in der neuesten zur Verfügung stehenden
CART Programmversion 4.0.0.20 nicht implementiert ist, musste diese echte Kreuzvalidierung manu-
ell ausgeführt werden und konnte daher nur beim beschränkten Datensatz des Nitratgehaltes im Boden
durchgeführt werden.
3.4.5 Eigenschaften der classification and regression trees
Von mehreren Autoren werden vorteilhafte Eigenschaften des classification and regression tree-
Algorithmus von Breiman et. al. herausgestellt:
1. Classification and regression trees erfordern keine Vorauswahl der Vorhersagevariablen, sie kön-
nen sogar explizit hierfür herangezogen werden (Kuhnert et al., 2000)
2. Entscheidungsbäume sind parameterfrei, Linearitäts- und Verteilungsannahmen brauchen nicht
gemacht werden (Breiman et al., 1984). Daher sind classification and regression trees resistent
gegenüber besonders kleinen oder großen Zahlenwerten (jedoch im engen Sinne nicht robust).
Daher entfällt die Notwendigkeit zur Datentransformation, wie auch alle anderen Datenvorbe-
handlungsmethoden. Aus diesem Grund sind komplexe Datenstrukturen bei der Anwendung von
CART unproblematisch, im Gegensatz zu parametrischen Verfahren, bei denen multivariate Ver-
teilungsannahmen nur schwer verifiziert werden können
3. Classification and regression trees erlauben die Kombination von nominalskalierten (Stevens,
1946) und stetigen Daten (Breiman, et al., 1984)
4. Beliebige Datentransformationen sind möglich; Linearkombinationen der Variablen sind nicht
zulässig (Steinberg u. Colla, 1997)
5. Entscheidungsbäume lassen sich einfach für die Klassifizierung neuer Objekte verwenden und
leicht interpretieren (Fisher, 1990, Griffin et al. 1997, Emmons et al., 1999)
6. Classification and regression trees reagieren flexibel auf heterogene Merkmale und können daher
den Einfluss von Ausreißern verringern (Steinberg u. Colla, 1997)
7. Datensätze mit missing values können zur Konstruktion von Entscheidungsbäumen verwendet
werden (Steinberg u. Colla, 1997)
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Abb. 3.6: Schematische Darstellung des CART Baumschnitts
Dargestellt sind die wesentlichen Schritte des Baumschnitts (Pruning). Von der gesamten Stichprobe wird im
ersten Schritt ein Maximalbaum erstellt ! und dieser durch fortlaufende Erhöhung des Komplexitätsparameters
α sukzessive beschnitten " bis nach dem letzten Schritt nur noch der Wurzelknoten übrig bleibt. Danach wird
die Stichprobe zufällig in v möglichst gleich große Teilmengen geteilt# und jeweils die Komplementmenge zur
Gesamtstichprobe ermittelt$. Die Komplementmengen dienen als Lernstichproben, um jeweils Maximalbäume
zu generieren%, die im Anschluss beschnitten werden&. Dabei wird für alle v Maximalbäume ein gemeinsamer
Komplexitätsparameter α’ verwendet, der von den Komplexitätsparametern des Maximalbaumes abgeleitet
wurde'. Die kreuzvalidierten Schätzfehler  ( )
k
TR cv α,iL  werden berechnet, indem der Schätzfehler über alle Test-
stichproben Lv  gemittelt wird (. Aus der Darstellung des Kreuzvalidierungsfehlers als Funktion der Baumgröße
kT  ) werden die kleinstmöglichen Bäume 
))...(1( v
j
Tα′ ermittelt, deren Kreuzvalidierungsfehler kleiner sind als der
minimale Kreuzvalidierungsfehler plus dessen Standardfehler*. Der optimale Baum ist der Baum 
j
Tα  aus der
Folge der Teilbäume auf der Grundlage der Gesamtstichprobe L.
1+⋅= kkk ααα
'
Maximalbaum Sukzessiver Baumschnitt des Maximalbaumes
1α 2α 3α
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L
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3.5 Schätzung des Nitratgehaltes
3.5.1 Schätzung des Nitratgehaltes mit CART
Die Schätzung des Nitratgehalte wurde in jeder der drei Tiefenstufen mit CART Version 4.0.0.20 von
Salford Systems durchgeführt. Dabei wurden die in Kapitel 2.2 genannten Landnutzungsdaten, die
Hangposition und der bewirtschaftende Betrieb als nominalskalierte erklärende Variable eingelesen
und verarbeitet. Die Parametervoreinstellungen sind jeweils am Ende der einzelnen Ausgabeprotokolle
aufgeführt. Die Ausgabeprotokolle sind auf der beigelegten CD-ROM enthalten (‚CART Ausgabe-
protokoll Nitrat.doc‘).
3.5.2 Vergleichsverfahren zur Schätzung der Nitratwerte im Boden
Die Ergebnisse der classification and regression trees werden mit Hilfe der in Kapitel 3.2 dargestellten
Gütemaße mit den Ergebnissen einfacher Vergleichsverfahren verglichen um die Leistungsfähigkeit
der classification and regression trees einschätzen zu können. Als einfache Vergleichsverfahren zur
Schätzung der Nitratwerte wurden nachfolgend erläuterte Schätzverfahren angewendet. Die Berech-
nungen der Vergleichsverfahren (nächste Nachbarn Verfahren mit Varianten und Gruppenmittelwert-
verfahren) wurden mit Hilfe von MS Excel durchgeführt.
3.5.2.1 Nächster Nachbar
Mit Hilfe der Rechts- und Hochwerte der Beprobungsorte wurde für jeden Beprobungsort der nächste
Nachbar ermittelt. Hierfür wurde das euklidische Distanzmaß verwendet. Als Kürzel des Verfahrens
wird ‚NN‘ verwendet. Die Rechts- und Hochwerte der Probenahmestellen sind in Anhang 7 dokumen-
tiert.
3.5.2.2 Nächster Nachbar mit gleicher Kulturart
Für die Bestimmung des nächsten Nachbarn gleicher Kulturart wurde zusätzlich zu den Ortskoordina-
ten die aktuelle Kulturart entsprechend der Datenerhebung der LUFA Augustenberg herangezogen.
Am Beprobungstermin lagen acht verschiedene Kulturarten bzw. Bearbeitungszustände (Winterbra-
che, Stilllegung; siehe Anhang 7) vor. Das Verfahren wird nachfolgend mit ‚NN-Veg‘ bezeichnet.
3.5.2.3 Nächster Nachbar mit gleicher Hanglage
Bei der Variante nächster Nachbar gleicher Hanglage wurde die Hangposition des Beprobungsortes
hinzu gezogen. Die Bestimmung erfolgte durch die LUFA Augustenberg. Dabei wurde seitens der
LUFA zwischen den drei Hangpositionen Hang-Toplage, Hangmitte und Hangfuß unterschieden. Als
Abkürzung wird ‚NN-Hang‘ verwendet. Die Hangpositionen sind ebenfalls in Anhang 7 vermerkt.
3.5.2.4 Schätzung mit Hilfe von Gruppenmittelwerten
Bei den Schätzungen mit Hilfe von Gruppenmittelwerten wurde die gesamte Stichprobe mit Hilfe der
Merkmalsausprägungen einer erklärenden Variable in entsprechende Gruppen aufgeteilt und der Mit-
telwert dieser Gruppen als Schätzwert für alle Schläge mit gleicher Merkmalsausprägung betrachtet.
56 Kapitel 3
Als erklärende Variablen wurden die Variablen Kulturart (Abkürzung ‚Grp-Veg‘), Vorfrucht (Abkür-
zung ‚Grp-Vor‘) und bewirtschaftender Betrieb (Abkürzung ‚Grp-Betr‘) verwendet. Als Varianten
wurden die Schätzungen mit (Appendix ‚-CV‘ an Verfahrenskürzel) und ohne Kreuzvalidierung (Ap-
pendix ‚–RE‘ an Verfahrenskürzel; letzteres entspricht der Resubstitutionsschätzung der classification
and regression trees) untersucht. Das Verfahren ist als Spezialfall eines Regressionsbaumes mit einer
einzigen Variable anzusehen. Die Stichprobe der Beprobung vom Februar 1992 setzt sich aus jeweils
18 bewirtschaftenden Betrieben, 8 aktuellen Kulturarten und 12 Vorfrüchten zusammen.
3.6 Schätzung der Korngrößenfraktionsanteile
Die Schätzung der Korngrößenfraktionsanteilen durch das Weiblen-Verfahren ist in Kapitel 2.3.7 be-
schrieben. Die Ergebnisse von Weiblen (1997) stellen die Ausgangsgrundlage der vorliegenden Arbeit
dar. Nachfolgend wird die Schätzung der Korngrößenfraktionsanteilen mit Hilfe der classification and
regression trees kurz beschrieben.
3.6.1 Schätzung der Korngrößenfraktionsanteile mit CART
Mit Hilfe der 441 Horizontpaare Bodenschätzung – bodenkundliche Kartierung wurden mit CART
Version 3.1 von Salford Systems für jede Korngrößenfraktion (Sand, Ton, Schluff) der bodenkundli-
chen Kartieranleitung Regressionsbäume zur Bestimmung der Korngrößenfraktionsanteile erstellt.
Hierbei wurden die Zusatzinformationen sowohl als nominalskalierte (Bodenart nach Bodenschät-
zung) als auch stetige Variablen (Bodenzahl, Ackerzahl und Hangneigungsabschlag der Bodenschät-
zung) eingelesen und verarbeitet.
Da aufgrund des programmmäßig implementierten CART-Algorithmus die Kreuzvalidierung nur bei
der Baumerstellung, bzw. beim Baumschnitt realisiert ist, kann die Kreuzvalidierung nur für die Ab-
leitung des Regressionsbaums ohne größeren manuellen Aufwand durchgeführt werden. Das Ergebnis
der Ableitung ist zwar ein kreuzvalidierter Baum, es ist aber nicht möglich, alle unabhängig ermittel-
ten Einzelergebnisse in einer Datei automatisiert zusammenzufassen. Eine derartige Zusammenfas-
sung macht eine manuell durchgeführte Kreuzvalidierung erforderlich, bei der sukzessive ein Da-
tenelement aus der gesamten Datenmenge ausgeblendet, danach ein Regressionsbaum erstellt und das
Ergebnis für das Datenelement manuell in eine Datei geschrieben wird. Bei einem Datenumfang von
441 Horizontpaaren bei jeweils drei Zielvariablen war diese Lösung für die Ableitung der Bodenart
nicht praktikabel. Aus diesem Grunde konnten nur die Ergebnisse der Resubstitutionsschätzung in
einer Datei festgehalten und zur Ermittlung der Güte ausgewertet werden.
4 Fallstudie 1:
Schätzung von Nitratwerten im Boden
4.1 Ergebnisse der CART-Schätzungen
Die Resubstitutions-Regressionsbäume zur Schätzung der Nitratwerte sind in den Abbildungen 4.1-4.3
für die drei Tiefenstufen 0-3 dm, 3-6 dm und 6-9 dm dargestellt. Die entsprechenden CART Ausgabe-
protokolle sind auf der beigelegten CD-ROM enthalten (‚CART Ausgabeprotokoll Nitrat.doc‘). Die
drei Ausgabeprotokolle enthalten jeweils am Ende auch die Parametervoreinstellungen auf deren Dar-
stellung an dieser Stelle verzichtet wird. Auf eine Darstellung der 48 Kreuzvalidierungs-
Regressionsbäume wird ebenfalls verzichtet. Die Einzelergebnisse für jedes Datenelement sind für alle
in Kap. 3.4 und 3.5 erläuterten Verfahren und Varianten (Resubstitutionsschätzung und echte Kreuz-
validierungs-Schätzung) als MS-EXCEL Arbeitsmappe auf der beigelegten CD-ROM enthalten (‚Er-
gebnisse Nitratgehalt im Boden.xls‘). Die Arbeitsmappe gliedert sich in mehrere Tabellenblätter, wel-
che jeweils die Ergebnisse einer Variante eines Schätzverfahrens beinhalten.
4.2 Vergleich der Ergebnisse
Die Ergebnisse der Schätzverfahren und ihrer Varianten sind für jede Tiefenstufe in Abb. 4.1 zusam-
menfassend in Form von Schätzwert vs. Messwert – Diagrammen dargestellt. Die Ergebnisse der in
Kap. 3.2 vorgeschlagenen Gütekriterien mit einem Huber-k-Schätzer zur Berechnung des robusten
Mittelwertes (Mit k = Median der Medianabweichung = MAD) werden anschließend vorgestellt und
diskutiert.Senf
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Abb. 4.1: Regressionsbaum zur Schätzung des Nitratgehaltes in der Tiefe 0-3 dm
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Abb. 4.2: Regressionsbaum zur Schätzung des Nitratgehaltes in der Tiefe 3-6 dm
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Abb. 4.3: Regressionsbaum zur Schätzung des Nitratgehaltes in der Tiefe 6-9 dm
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Abb. 4.4: Schätzwerte vs. Messwerte der Verfahren zur Schätzung von Nitratgehaltes
Ordinaten und Abszisseneinheiten in kg/(ha*30 cm). Auf der Ordinate sind die Schätzwerte, auf der Abszisse die
Messwerte der angegebenen Tiefenstufen und  der betreffenden Schätzverfahren dargestellt. Zusätzlich sind die
(kleinste-Quadrate) Ausgleichsgeraden eingezeichnet. Die Parameter der Regressionsgerade sind in den Abb.
4.12 und 4.13 vergleichend dargestellt.
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Abb. 4.5: Arithmetisches Mittel der Mess- und Schätzwerte nach Tiefenstufe geordnet.
Gepunktete Linien kennzeichnen die Messwerte. Ordinateneinheiten in kg/(30 cm*ha)
Die Mittelwerte der Tiefenstufe 0-30 cm sind gekennzeichnet durch eine Übereinstimmung bei beiden
CART-Varianten mit dem Mittelwert der Messwerte und geringe Abweichungen (bis 4 %) der Grup-
penmittelwertverfahren. Alle drei Nächste-Nachbarn Verfahren weisen höhere Abweichungen (bis
maximal 13 %  bei NN Veg) auf. Das CART Verfahren zeigt im vorliegenden Falle die beste, die
Schätzung Nächster-Nachbar-gleicher-Vegetation hingegen die geringste Übereinstimmung zwischen
dem Mittelwert der Messwerte und dem Mittelwert der Schätzwerte.
Auch bei der Tiefenstufe 30-60 cm gibt es nur relativ geringe Abweichungen vom Mittelwert der
Messwerte: Bei den CART Varianten um knapp 5 %, bei der einfachen Nächste-Nachbar-Schätzung
und die Gruppenmittelwertsverfahren Grp-Veg und Grp-Betr um 3 %. Lediglich NN-Veg, NN-Hang
und Grp-Vor weisen deutliche Abweichungen von über 5 % auf.
Auch in der Tiefenstufe 60-90 cm weichen die CART-Mittelwerte vom Mittelwert der Messwerte ab,
die Gruppenmittelwertverfahren weisen alle kleinere Abweichungen als die CART Varianten auf. Die
verschiedenen Gruppenmittelwertverfahren unterscheiden sich nur unwesentlich voneinander; die
Nächste-Nachbar-Schätzer weisen vergleichsweise hohe Abweichungen bis 15 % auf.
In allen drei Tiefenstufen stimmen die kreuzvalidierten mit den nichtkreuzvalidierten Verfahren über-
ein. Auffällig ist, dass die Gruppenmittelwertverfahren bei allen Tiefenstufen und Varianten immer
einen höheren Mittelwert aufweisen als die Messwerte, d. h. die Messwerte werden eher überschätzt;
bei den CART Verfahren ist jedoch der gegenteilige Befund festzustellen. Das CART Verfahren weist
in der Tiefenstufe 0-30 cm die beste Übereinstimmung der arithmetischen Mittel der Schätzungen und
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der Messungen auf, in den Tiefenstufen 30-60 cm und 60-90 cm haben die Gruppenmittelwertverfah-
ren die kleinsten Abweichungen.
Die Nächste-Nachbarn Schätzverfahren NN und NN-Veg scheinen insbesondere mit zunehmender
Tiefe grundsätzlich wenig geeignet zu sein, den Mittelwert der Messwerte abzubilden. Die Variante
NN-Hang nimmt diesbezüglich in allen drei Tiefenstufen  eine Mittelposition ein.
CART und die Gruppenmittelwertverfahren weisen einen Bias bis 6 %  der Mittelwerte der Messwerte
auf. Im Vergleich zu den Standardabweichungen der Messwerte (siehe Abb. 4.7) ist dieser Wert als
gering zu bewerten. Die genannten Schätzverfahren sind daher hinsichtlich des Bias als brauchbar
einzustufen.
Die Mittelwerte können von Extremwerten stark beeinflusst sein, demzufolge sind selbst bei ‚guten
Schätzungen‘ Abweichungen vom Mittelwert der Messwerte möglich. Die Interpretation der Mittel-
werte als ‚brauchbare‘ oder gar ‚gute‘ Werte zur Gebietscharakterisierung gestaltet sich daher mit den
nichtrobusten Kennwerten sehr schwierig.
Abb. 4.6: Robuste Mittelwerte der Mess- und Schätzwerte nach Tiefenstufe geordnet
Gepunktete Linien kennzeichnen die Messwerte. Ordinateneinheiten in kg/(30 cm*ha)
Die robusten Mittel der Messwerte sind in den drei untersuchten Tiefenstufen durch eine unterschied-
lich stark ausgeprägte Abnahme gegenüber den arithmetischen Mitteln der Messwerte gekennzeichnet.
In der Tiefenstufe 0-30 cm beträgt die Abnahme 2,2, in den folgenden Tiefenstufen 6,3 bzw.
6,5 kg/(30 cm*ha). Die deutliche Abnahme der robusten Mittel der Messwerte in den Tiefenstufen 30-
90 cm ist auf eine Reihe hoher Messwerte (mehrere Werte über 100 kg/(30 cm*ha) zurückzuführen
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(siehe Anhang 7). Es zeigt sich, dass im Gegensatz zum arithmetischen Mittel die robusten Mittel der
Messwerte in allen drei Tiefenstufen annähernd gleich sind. Die Zunahme der arithmetischen Mittel-
werte der Nitratwerte mit der Beprobungstiefe ist daher nur auf den Einfluss einiger extremer Werte in
den unteren Tiefenstufen zurückzuführen. Extreme Werte in den unteren Tiefenstufen können mit
Problemkulturen (z. B. Mais) in vorhergehenden Vegetationsperioden und zwischenzeitlich erfolgter
Stickstoffverlagerung erklärt werden.
Bei fehlerbehafteten Daten sind robuste Mittelwerte demnach besser als arithmetische Mittelwerte
geeignet, die tendenzielle Lage der Messwerte zu beschreiben. Robuste Verfahren ergänzen daher
sinnvoll nichtrobuste Verfahren.
In der obersten Tiefenstufe ist bei den robusten Mittelwerten der CART-Verfahren keine Abnahme im
Vergleich zu den arithmetischen Mittelwerten zu verzeichnen. Bei den übrigen Verfahren ist die Ab-
nahme meistens gering (maximal 6 %  bei NN-Hang). In mittlerer Tiefe findet sich eine Abnahme der
robusten Mittel bei CART und dem NN-Hang Verfahren und sogar leichte Zunahmen bei den Grup-
penmittelwertverfahren im Vergleich zu den nichtrobusten Mittelwerten. In der Tiefenstufe 60-90 cm
können vergleichsweise starke Abnahmen der robusten Mittel bei CART und NN-Veg (19 %) festge-
stellt werden, wohingegen bei den Gruppenmittelwertverfahren nur geringe Veränderungen vorliegen
(Abnahme um maximal 9 %). Dieser Befund deutet darauf hin, dass NN-Hang und die CART-
Verfahren unter den untersuchten Schätzverfahren am besten geeignet sind, tendenziell niedrige
Messwerte, die von extremen Werten beeinflusst werden, nachzubilden. Die Gruppenmittelwertver-
fahren hingegen führen auf Grund ihrer größeren Gruppenzahl (mehr als vier Gruppen) zu einem hö-
heren robusten Mittelwert als das CART Verfahren (höchstens vier Gruppen).
Wie schon beim arithmetischen Mittel, so stimmen auch bei den robusten Mittelwerten die kreuzvali-
dierten mit den nicht kreuzvalidierten Verfahrensvarianten mit Ausnahme von Grp-Betr im wesentli-
chen überein, d. h. die Schätzungen können bezüglich des arithmetischen und robusten Mittelwertes
als stabil angesehen werden. Damit scheint eine ausreichende Stichprobenanzahl für eine verlässliche
Schätzung zumindest für das untersuchte Datenensemble im Untersuchungsgebiet gegeben zu sein.
Robuste Verfahren sind insbesondere zur Qualitätskontrolle von administrativen Programmen geeig-
net, wenn von fehlerhaften Messwerten ausgegangen werden muss z. B.  bei noch nicht ausgereiften
bzw. fehleranfälligen Untersuchungsverfahren.
In Hinsicht auf eine robuste Lageschätzung ist im vorliegenden Fall das NN-Hang-Verfahren in allen
drei Tiefenstufen mit einer maximalen Abweichung von 5 % (in der Tiefenstufe 0-30 cm) als das beste
der untersuchten Verfahren zu charakterisieren.
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Abb. 4.7: Standardabweichungen der Mess- und Schätzwerte nach Tiefenstufe geordnet
Gepunktete Linien kennzeichnen die Messwerte. Ordinateneinheiten in kg/(30 cm*ha)
Die Standardabweichung der Mess- und Schätzwerte gibt Aufschluss über die Homogenität der
Schätzverfahren im Vergleich mit den Messwerten. Die Standardabweichung der Messwerte nimmt
von der obersten zur zweiten deutlich und zur dritten Tiefenstiefe leicht zu. Die Ursache liegt in den
Extremwerten (s.o.), die im Untersuchungsgebiet sporadisch auftreten. Aufgrund der Nitratauswa-
schung aus der ersten Tiefenstufe ist ihr Vorkommen auf die Tiefenstufen 30-90 cm begrenzt. Auf-
grund ihres mittelnden Verfahrens sind die Schätzwerte von CART und den Gruppenmittelwertverfah-
ren sehr viel homogener als die Messwerte, daher weisen sie generell geringere Standardabweichung-
en auf. Die NN-Verfahren haben hingegen eine ähnliche Standardabweichung wie die Messwerte.
Bei den kreuzvalidierten Varianten der Gruppenmittelwertverfahren sind die Standardabweichungen
größer als die nichtkreuzvalidierten Varianten. Bei CART tritt dieser Effekt nicht auf, die Regressi-
onsbäume sind bezüglich der Standardabweichung stabil.
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Abb. 4.8: Maximale Schätzabweichung (me) der Schätzwerte nach Tiefenstufe geordnet
Ordinateneinheiten in kg/(30 cm*ha)
Bei der maximalen Schätzabweichung (me) findet sich ein großer Unterschied zwischen der obersten
und den weiteren Tiefenstufen: In der ersten Tiefenstufe schwankt sie zwischen 44 und
82 kg/(30 cm*ha), in der mittleren und untersten Tiefenstufe differiert sie zwischen 92 und
180 kg/(30 cm*ha).
Alle kreuzvalidierten Varianten (auch beim CART-Verfahren) weisen eine größere maximale Schätz-
abweichung auf, als die nichtkreuzvalidierten Varianten. Auch hier liegt die Ursache darin, dass eine
Reihe hoher Messwerte (mehrere Werte über 100 kg/(30 cm*ha) vorliegt (s. o.), die bei der Resubsti-
tutionsschätzung den Mittelwert der jeweiligen Gruppe anhebt und somit zu kleineren Schätzabwei-
chungen als bei der Kreuzvalidierungsschätzung führt.
Bei Betrachtung der kreuzvalidierten Varianten der Schätzverfahren ist das Bild in den vorliegenden
Tiefenstufen bezüglich der maximalen Schätzabweichung uneinheitlich: In der ersten Tiefenstufe ha-
ben NN-Veg und Grp-Veg-CV die kleinste me, in der zweiten Tiefenstufe CART-CV und in der drit-
ten Tiefenstufe das Verfahren NN-Hang, welches in der Tiefenstufe 0-30 cm jedoch die größte me hat.
CART vermag also im vorliegenden Falle in den ersten beiden Tiefenstufen große Werte mit kleineren
Schätzabweichungen nachzubilden, als die übrigen Verfahren. Trotz dieser Eigenschaft sind sowohl
das arithmetische als auch das robuste Mittel (s. Abb. 4.6 und 4.6) gleich oder kleiner als die der Ver-
gleichsverfahren. Dies belegt die Vermutung, dass CART bei gleicher Datenbasis differenziertere
Schätzungen ermöglicht und vorhandene Informationen besser nutzen kann als die untersuchten Ver-
gleichsverfahren.
Schätzung von Nitratwerten 65
 
Abb. 4.9: Wurzel der mittleren quadrierten Schätzfehler (rmsr) der Schätzverfahren
Ordinateneinheiten in kg/(30 cm*ha)
Die Wurzel der mittleren quadrierten Schätzabweichung (‚Standardisierter Schätzabweichung‘) gibt
Aufschluss über die Absolutbeträge der Residuen.
Die standardisierten Schätzabweichungen sind in der ersten Tiefenstufe allgemein geringer als in den
Tiefenstufen 30-90 cm. In Bezug auf das arithmetische oder robuste Mittel der Messwerte (siehe Abb.
4.5, 4.6) sind die standardisierten Schätzabweichungen als hoch einzustufen.
Auch bei den standardisierten Schätzabweichungen zeigt sich, dass die kreuzvalidierten Varianten in
allen Tiefenstufen deutlich größer sind als die nichtkreuzvalidierten Varianten und daher die Ergebnis-
se der Schätzungen bei der vorliegenden Datenlage als wenig stabil angesehen werden müssen.
Unter den kreuzvalidierten Varianten (zu denen sinngemäß auch die NN-Verfahren dazugezählt wer-
den) hat das CART-Verfahren in allen drei Tiefenstufen die geringste standardisierten Schätzabwei-
chung.
Diese Befunde belegen erneut die Vermutung, dass das CART Verfahren eine besser angepasste
Schätzung ermöglicht als die untersuchten Vergleichsverfahren.
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Abb. 4.10: Robustes Mittel (rer) der Schätzabweichungen der Schätzverfahren
Ordinateneinheiten in kg/(30 cm*ha)
Das robuste Mittel der Schätzabweichungen ist in allen Tiefen mit Ausnahme von NN-Hang negativ,
da sehr große Schätzabweichungen aufgrund extremer Messwerte durch die robuste Mittelung gestutzt
werden. Die robuste Lage der Schätzwerte ist daher höher als die der Messwerte.
Der Betrag von rer liegt bei den besten kreuzvalidierten Varianten von CART und den Gruppenmit-
telwertverfahren zwischen 0,7 bis 1,8 kg/(30 cm*ha) und damit im Bereich zwischen 2 und 5 % des
robusten Messwertes. Die robusten Mittel der Schätzabweichungen sind daher als relativ gering anzu-
sprechen. Im Vergleich mit der Wurzel der mittleren quadrierten Schätzabweichungen ist rer eine
Größenordnung kleiner. Die Ursache dieser unterschiedlichen Befunde liegt bei großen Schätzabwei-
chungen, die die Wurzel der mittleren quadrierten Schätzabweichungen sehr stark dominieren.
NN-Hang erweist sich in den zwei Tiefenstufen 0-30 cm und 60-90 cm als das Schätzverfahren mit
dem kleinsten mittleren robusten Schätzabweichung; CART nimmt diese Funktion in der Tiefenstufe
30-60 cm ein und hat auch in der Tiefenstufe 0-30 cm nur eine unwesentlich größere rer als NN-Hang.
Die kreuzvalidierten Varianten haben mit Ausnahme von CART in der Tiefe von 30-60 cm eine grö-
ßere rer als die Resubstitutionsschätzungen, d. h. die Schätzergebnisse sind in Hinsicht auf den Daten-
satz nicht stabil.
In den beiden Tiefenstufen 30-60 cm und 60-90 cm weisen beim vorliegenden Datensatz CART bzw.
NN-Hang sowohl die kleinste rer als auch die kleinste maximale Schätzabweichung auf.
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Interessanterweise hat NN-Hang in der Tiefe 0-30 cm jedoch die kleinste rer, aber die größte maxi-
male Schätzabweichung, d. h. das Verfahren liefert grundsätzlich Schätzungen mit geringen Schätz-
abweichungen, hat aber gleichzeitig die größte maximale Schätzabweichung (me) aller Verfahren.
Aus diesen unterschiedlichen Befunden für die oberste und die darunter liegenden Tiefenstufen lässt
sich die Vermutung ableiten, dass die Entfernung und die Hanglage wichtige erklärenden Variable
des Stickstoffgehaltes darstellen, und dass ein einzelner hoher Messwert in der Umgebung von sehr
niedrigen Messwerten (siehe Abb. 4.4) bei gleicher Hanglage eine maximale Schätzabweichung verur-
sacht, die größer ist als bei den Vergleichsverfahren.  Dies kann als Hinweis darauf verstanden wer-
den, dass das NN-Hang-Verfahren weniger robust ist als die übrigen Verfahren.
Abb. 4.11: Bestimmheitsmaß (cdr) der Ausgleichsgeraden zwischen gemessenen und geschätzten Werten
Das Bestimmtheitsmaß der Regressionsgeraden zwischen den gemessenen und den geschätzten Wer-
ten schwankt von Null (Tiefenstufe 0-30 cm, Grp-Vor-CV) bis maximal 0,49 (Tiefenstufe 0-30 cm,
Grp-Betr-RE). Die kreuzvalidierten Varianten weisen in allen Tiefenstufen und bei allen Verfahren ein
deutlich geringeres Bestimmtheitsmaß auf als die nicht kreuzvalidierten Varianten. Im Vergleich mit
den Gruppenmittelwertverfahren ist die relative Abnahme bei den CART-Varianten jedoch noch am
kleinsten. Die Regressionsgeraden sind aufgrund der geringen Bestimmtheitsmaße als wenig bestimmt
anzusehen.
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Abb. 4.12 und 4.13: Achsenabschnitt (a) und Steigung (b) der robusten Regressionsgeraden zwischen ge-
messenen und geschätzten Werten Ordinateneinheiten des Achsenabschnittes in kg/(30 cm*ha)
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Die robuste Ausgleichsgerade nach Tukey (1977; vgl. Kap. 3.2.3.5) zwischen den gemessenen und
den geschätzten Werten ist bei allen Verfahren und in allen Tiefen durch sehr hohe Achsenabschnitte
(mindestens 68 % des arithmetischen Mittelwertes der Messwerte) und Steigungen deutlich geringer
als 1 (bis 0,55; teilweise negative Steigungen) gekennzeichnet. Dies dokumentiert eine systematische
Überschätzung bei kleinen Messwerten und eine Unterschätzung bei hohen Messwerten bei allen Ver-
fahren. Die zwei Verfahren NN-Veg und Grp-Betr (Grp-Betr mit den beiden Varianten RE und CV)
haben dabei die kleinsten Achsenabschnitte und relativ größten Steigungen.
Abb. 4.14: Koeffizient der mittleren quadrierten Schätzabweichung (comsre) nach Tiefenstufe geordnet
Der bestmögliche Wert von comsre ist 1; negative Werte bedeuten, dass die mittleren quadrierte Schätzabwei-
chungen bei Verwendung des arithmetischen Mittelwertes als Schätzverfahren geringer wären als bei Verwen-
dung des betreffenden Verfahrens.
Bei den NN-Verfahren liegen mit einer Ausnahme (NN-Hang in der Tiefe 30-60 cm) stark negative
comsre-Werte vor. Hinsichtlich der mittleren quadratischen Schätzabweichung sind fast alle Varianten
des Nächste-Nachbarn Verfahrens schlechter als eine jeweilige Schätzung durch den arithmetischen
Mittelwert.
Bei den Gruppenmittelwertverfahren ist bei den Resubstitionsschätzungen eine deutliche Reduktion
der Schätzvarianz (zwischen 11 und 48 %) gegenüber der Verwendung eines Referenzschätzverfah-
rens, in Falle von comsre des Mittelwertes der Messwerte festzustellen. Die comsre-Werte der Kreuz-
validierungsschätzungen sind im Vergleich zu den jeweiligen Resubstitionsschätzungen jedoch deut-
lich geringer, teilweise liegen sogar negative comsre-Werte vor. Damit müssen die Gruppenmittel-
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wertverfahren in Bezug auf das Gütekriterium comsre als instabil bezeichnet werden. Eine mögliche
Ursache hierfür sind ‚überangepasste‘ Resubstitutionsschätzungen, bei denen alleine auf Grund einer
großen Zahl von erklärenden Variablen gute Anpassungen bei der Resubstitutionsschätzung möglich
sind.
Auch die kreuzvalidierte CART-Variante weist in allen drei Tiefenstufen einen großen Unterschied
zwischen der Resubstitutionschätzung und der Kreuzvalidierungsschätzung auf. Die Kreuzvalidie-
rungsschätzungen in den untersuchten Tiefenstufen haben im Gegensatz zu den Gruppenmittelwert-
verfahren kleine, aber deutlich positive comsre-Werte, so dass die kreuzvalidierte CART-Variante in
allen drei Tiefenstufen die größten comsre-Werte vorweist. Die frappierenden Unterschiede zwischen
den Resubstitutionschätzungen und den kreuzvalidierten Schätzungen belegen deutlich die Notwen-
digkeit, zur Beurteilung der Schätzverfahren die kreuzvalidierten Schätzungen mit heranzuziehen.
Abb. 4.15: Koeffizient der maximalen Schätzabweichung (comare) nach Tiefenstufe geordnet
Der bestmögliche Wert von comare ist 1; negative Werte bedeuten, dass eine schlechtere Schätzung vorliegt als
bei Verwendung des arithmetischen Mittels aus minimalem und maximalem Messwert als Schätzverfahren.
Bei der maximalen Schätzabweichung (comare) finden sich allgemein deutlich größere Koeffizienten
als bei comsre. Damit ist eine bessere Schätzung im Sinne einer relativ größeren Verringerung der
spezifischen Schätzabweichung verbunden als bei comsre. Die comare-Werte der beiden CART Vari-
anten Resubstitutionschätzung und Kreuzvalidierungsschätzung unterscheiden sich in den ersten bei-
den Tiefenstufen um weniger als einen Prozentpunkt. Das CART-Verfahren ist daher hinsichtlich der
maximalen Schätzabweichung in diesen Tiefenstufen als stabil zu bezeichnen. Die NN-Verfahren
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haben nur in der dritten Tiefenstufe deutlich positive comare-Werte. In den ersten beiden Tiefenstufen
führen die NN-Verfahren im allgemeinen zu größeren maximalen Schätzabweichungen als bei Ver-
wendung eines konstanten Schätzwertes. Bei den Gruppenmittelwertverfahren sind  ebenfalls – tiefen-
und verfahrensabhängig – positive Werte mit über 50 % kleineren maximalen Schätzabweichungen
festzustellen. Insgesamt sind die Unterschiede zwischen den Resubstitutions- und Kreuzvalidierungs-
varianten allgemein kleiner als bei dem Gütekriterium comsre, d. h. die Schätzungen sind hinsichtlich
des Gütekriteriums stabiler. Das Verfahren Grp-Veg hat in allen drei Tiefenstufen die größten comare-
Werte, gefolgt von CART. Die maximalen Schätzabweichungen werden bei Grp-Veg je nach Tiefen-
stufe im Vergleich zu einer konstanten Schätzung sehr deutlich reduziert. Die relative Reduktion liegt
zwischen knapp 50 und 80 %. Die Verfahren Grp-Veg und CART weist somit hinsichtlich des Güte-
maßes comare die größten core-Werte unter allen Verfahren auf.
Abb. 4.16: Koeffizient des zentralen Schätzfehlers (cocare) nach Tiefenstufe geordnet
Der bestmögliche Wert von cocare ist 1; negative Werte bedeuten, dass eine schlechtere Schätzung vorliegt als
durch Verwendung des Medians der Messwerte.
Bei den Gruppenmittelwertverfahren ist in Hinsicht auf eine Verringerung der zentralen Schätzabwei-
chung in allen Tiefen ein deutlicher Unterschied zwischen den Resubstitutionsvarianten und den
Kreuzvalidierungsvarianten, teilweise mit negativen cocare-Werten, festzustellen. Ebenso weisen die
NN-Verfahren meist negative Koeffizienten auf.
In der ersten Tiefenstufe fällt der geringe Unterschied zwischen den beiden CART-Varianten auf. Bei
den beiden CART Varianten ist ein vergleichsweise hoher cocare-Wert festzustellen. Im Gegensatz
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dazu ist in den unteren Tiefenstufen der Unterschied zwischen den beiden Varianten groß. Das CART
Verfahren ist hinsichtlich cocare daher nur in der ersten Tiefenstufe als stabil zu bezeichnen.
Bei den jeweils besten kreuzvalidierten Verfahren der drei Tiefenstufen sind die cocare-Werte deut-
lich größer als die entsprechenden comsre-Werte der gleichen Variante und Tiefe. Die zentrale
Schätzabweichung wird durch die gleichen Schätzverfahren deutlicher reduziert als die mittlere qua-
drierte Schätzabweichung.
In jeder Tiefenstufe findet sich eine CV-Variante mit einer mindestens 20 %igen Verringerung des
Medians der Schätzabweichung im Vergleich zum Median als konstanten Schätzwert. Eine entspre-
chende Reduzierung der zentralen Schatzabweichung durch ein geeignetes Schätzverfahren scheint
daher in jeder Tiefenstufe möglich.
Abb. 4.17: Koeffizient des relativen robusten Schätzfehlers (corore) nach Tiefenstufe geordnet
Der bestmögliche Wert von corore ist 1; negative Werte bedeuten, dass eine schlechtere Schätzung vorliegt als
durch Verwendung des robusten Mittelwertes als konstantes Schätzverfahren.
Die corore-Werte sind in allen drei Tiefenstufen grundsätzlich kleiner als die entsprechenden comsre
bzw. comare-Werte der gleichen Tiefe und des gleichen Verfahrens. In den ersten beiden Tiefenstufen
weisen die selben Varianten der Schätzverfahren die jeweils größten corore-, comsre- und cocare-
Werte auf. Es gibt in den ersten beiden Tiefenstufen keine kreuzvalidierte Variante, die zu einer Ver-
ringerung der robusten Schätzabweichung um mehr als 9 % führt. In der dritten Tiefenstufe finden
sich bei fast allen kreuzvalidierten Varianten nur corore-Werte kleiner oder gleich 0,03. Das robuste
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Mittel als Schätzverfahren mit konstantem Schätzwert führt daher in den meisten Fällen zu einem
geringeren robusten Mittelwert der Schätzabweichung als die untersuchten kreuzvalidierten Varianten
der Schätzverfahren.
Betrachtet man die größten core-Werte der kreuzvalidierten Varianten einer Tiefenstufe, so lassen sich
die Verfahren nach zunehmendem core-Wert wie folgt in eine Reihe bringen:
corore  <  comsre !   cocare  <  comare
Corore hat unter den core-Kriterien den kleinsten Wert, was bedeutet, dass ein Standard, der durch
corore dargestellt wird, schwerer zu erfüllen ist als durch die anderen untersuchten Kriterien. Es
scheint das empfindlichste Maß für die Schätzabweichungen unter den dargestellten core-Kriterien zu
sein. Aus diesem Grunde erscheint corore geeignet, als Mindeststandard-Gütemaß für Schätzungen
verwendet zu werden. Dadurch ergibt sich ein interessantes Paradoxon: corore ist von den Annahmen
der verwendeten mathematischen Mittel ‚weicher‘, der damit formulierbare Standard ist jedoch schwe-
rer zu erfüllen als beispielsweise bei comsre.
4.3 Zusammenfassung der Ergebnisse
Bei fehlerbehafteten Daten ist das robuste Mittel per definitionem besser als der arithmetische Mittel-
wert geeignet, die allgemeine Lage der Messwerte zu beschreiben. Dies äußert sich bei dem unter-
suchten Datensatz darin, dass es große Unterschiede zwischen arithmetischem und robustem Mittel
gibt, die auf eine Reihe großer Messwerte in den beiden unteren Tiefenstufen zurückzuführen sind.
Abhängig von der Anwendung der Schätzung können verschiedene Gütekriterien möglich und sinn-
voll sein.
Es ist möglich, ein Set von core-Gütekriterien zu erstellen, um intrinsische Mindeststandards einer
guten Schätzung festzulegen (mit core-Werten > 0); Eine allgemein gute Schätzung wäre z. B. eine
Schätzung, bei der alle core-Werte größer Null sind.
Hinsichtlich der Unterschiede der Kreuzvalidierungs- und den Resubstitutionsvarianten sind nur beim
arithmetischen und robusten Mittel geringe Unterschiede festellbar. Alle anderen Gütemaße unter-
scheiden sich hinsichtlich der beiden Varianten wesentlich. Besonders auffallend ist der Unterschied
beim Steigungsmaß der robusten Regression nach Tukey. Hier findet sich im Allgemeinen bei der CV-
Variante nur eine halb so große Steigung wie bei der Resubstitionschätzung, teilweise liegen sogar
negative Steigungen vor. Die Verfahren bilden daher die Tendenz der Größendifferenzierung nur in
geringem Ausmaß ab.
Abhängig von der Anwendung der Schätzung können unterschiedliche Schätzverfahren geeignet sein.
Eine konstante Schätzung mit dem Nenner des core-Quotienten - ( )ayayf N −− ...,,1  - kann manch-
mal selbst ein geeignetes Schätzverfahren darstellen.
Keines der untersuchten Verfahren besticht in allen Tiefenstufen durch beste Gütewerte. Im Vergleich
zu den NN und den Gruppenmittelwertverfahren zeichnet sich jedoch CART durch ausgewogene Er-
gebnisse bei allen Gütekriterien und in allen Tiefenstufen aus.
Teilweise sind die Gütemaße der Kreuzvalidierungsschätzungen bei CART und den Gruppenmittel-
wertverfahren erheblich kleiner als die der Resubstitutionsschätzungen. Dieser Effekt ist teilweise von
Tiefenstufe zu Tiefenstufe unterschiedlich stark ausgeprägt. Die Ursache dieser wenig stabilen Schät-
zungen könnte eine zu geringe Stichprobenanzahl sein.
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Um geringe Unterschiede zwischen der Kreuzvalidierungsschätzung und der Resubstitutionsschätzung
zu erzielen, ist nach den vorliegenden Befunden die erforderliche Stichprobenanzahl von Gütemaß zu
Gütemaß unterschiedlich.
Die jeweils größten core-Werte der kreuzvalidierten Schätzverfahren weisen eine große Spannweite
auf. Der maximale Wert der Reduktion der relativen Schätzabweichung beträgt 81 % (Schätzverfahren
Grp-Veg-CV in der Tiefenstufe 30-60 cm; Gütekriterium comare), der minimale 3 % (Schätzverfahren
Grp-Vor-CV in der Tiefenstufe 60-90 cm; Gütekriterium corore). Die Güte der Schätzverfahren vari-
iert damit je nach verwendetem Gütekriterium und Tiefenstufe von beachtlich bis marginal.
Das Güteniveau ist auch zwischen den drei Tiefenstufen unterschiedlich; es gibt keine Tiefenstufe, die
sich gegenüber einer anderen hinsichtlich aller core-Werte auszeichnet.
5 Fallstudie 2:
Schätzung der Korngrößenfraktionsanteile
Im folgenden werden neben den Ergebnissen des Weiblen-Verfahrens die Resubstitutionsschätzungen
der CART-Regressionsbäume für die Schätzung der Korngrößenfraktionsanteile vorgestellt. Die ein-
zelnen Mess- und Schätzwerte der beiden Verfahren sind auf der beigelegten CD-ROM als MS-Excel
Arbeitsmappe (‚Ergebnisse Bodenart.xls‘) dokumentiert. In Abb. 5.1 ist exemplarisch der Regressi-
onsbaum für die Schätzung des Tongehaltes abgebildet. Die Güte der Schätzungen auf Grundlage der
in Kap. 3.2 vorgeschlagenen Gütekriterien mit einem Huber-k-Schätzer zur Berechnung des robusten
Mittelwertes (Mit k = Medianabweichung = MAD) werden anschließend vorgestellt und diskutiert.
B = ...
HN = 8,10,12
BZ<54
BZ<49
BZ<2616,5 22,8 19,3
54,5
17,0
47,0
23,742,1
12,5
25,5
B =...
B =...
AZ<74 HN=4,6,8
B:    Bodenart der Bodenschätzung (BS)
HN: Hangneigungsabschlag der BS [%]
AZ: Ackerzahl der BS
BZ:  Bodenzahl der BS
Abb. 5.1: Schematisierter CART-Regressionsbaum zur Schätzung des Tongehaltes
Exemplarisch dargestellt ist der Regressionsbaum zur Schätzung des Tongehaltes mit neun Knoten (10 Endkno-
ten) und den betreffenden Knoten-Trennungsregeln. Als Vorhersagevariablen werden die Bodenart der Boden-
schätzung (B; Kodierung der Bodenarten siehe Anhang 4: Numerische Kodierung der BS-Bodenarten), der
Hangneigungsabschlag der Bodenschätzung (HN); Bodenzahl der Bodenschätzung (BZ), Abschlag auf Boden-
zahl aufgrund Hangneigung [HN]=%), und die Ackerzahl der Bodenschätzung (AZ) verwendet. Die Trennre-
geln für den zweiten und dritten Knoten sind aufgrund ihres Umfangs nicht explizit dargestellt. An den Endkno-
ten ist der Tongehalt in Masseprozenten angegeben. Er berechnet sich aus dem arithmetischen Mittel aller
Elemente des Endknotens.
Die mit Hilfe des CART-Verfahrens selektierten Trennvariablen und die Zahl der Knoten der Regres-
sionsbäume zur Schätzung der drei Korngrößenfraktionsanteile sind in Tabelle 5.1 abgebildet. Für jede
Zielvariable wird vom CART-Verfahren ein unterschiedliches Set von Vorhersagevariablen verwen-
det. Für die Schätzung des Tongehaltes wurden von CART die BS-Bodenart, der Hangneigungsab-
schlag als Maß der Hangneigung, die Acker- und die Bodenzahl als relevante Vorhersagevariablen
selektiert. Erwartungsgemäß hat die BS-Bodenart die größte Bedeutung, sie stellt bei den ersten drei
Knoten die Trennvariable. Interessanterweise wird die Zustandsstufe nicht zur Schätzung des Tonge-
haltes herangezogen (sondern zur Schätzung des Schluffgehaltes). Es wäre zu erwarten gewesen, dass
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eine Variable, die die Bodenbildung und -entwicklung beschreibt, eine geeignete Variable zur Schät-
zung des durch Verwitterung und Tonverlagerung beeinflussten Tonanteils darstellt.
Tab. 5.1: Trennvariable und Knotenzahl der verwendeten Regressionsbäume
Zielvariable Trennvariable Knotenzahl
Tongehalt Bodenart, Hangneigungsabschlag, Ackerzahl, Bodenzahl 9
Schluffgehalt Ackerzahl, Bodenzahl, Zustandstufe, Bodenart, Entste-
hung, Hangneigungsabschlag
14
Sandgehalt Ackerzahl, Bodenzahl, Bodenart, Entstehung, Hangnei-
gungsabschlag
14
5.1 Ergebnisse der Schätzungen
Die Ergebnisse der beiden Schätzverfahren sind in Abb. 5.2 für die drei Korngrößenfraktionen Ton,
Schluff, Sand in Form von Schätzwert vs. Messwert-Diagrammen dargestellt. Die Abbildungen wei-
sen jeweils akzentuierte Bereiche der einzelnen Korngrößenfraktionsanteile auf, die auf eine bevor-
zugte Zusammensetzung der Bodenart im Untersuchungsgebeit hinweisen.
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Abb. 5.2: Schätzwerte vs. Messwerte der Verfahren zur Schätzung des Tongehaltes
Erläuterung  siehe Abb. 5.3.
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Abb. 5.3: Schätzwerte vs. Messwerte der Verfahren zur Schätzung des Schluffgehaltes
Auf der Ordinate sind die Schätzwerte, auf der Abszisse die Messwerte des Tongehaltes der CART- und Weiblen-
Verfahren dargestellt. Eingezeichnet sind die identische Abbildung zur Orientierung und die robusten Aus-
gleichsgeraden nach Tukey für die beiden Verfahren. Die Parameter der Ausgleichsgeraden sind in Abb. 5.11
vergleichend dargestellt. Abszissen- und Ordinateneinheiten in % (m/m). N=441 (CART) bzw. N=433 (Verfah-
ren Weiblen). Einige Datenpaare kommen mehrfach vor, daher können mehrere Datenpunkte übereinander
liegen. Legende:
° CART Schätzungen
x Verfahren Weiblen
 1:1 Beziehung zwischen Schätz- und Messwerten
       robuste Regressionsgerade nach Tukey der Ergebnisse nach Weiblen
    robuste Regressionsgerade nach Tukey der CART Ergebnisse
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Abb. 5.4: Schätzwerte vs. Messwerte der Verfahren zur Schätzung des Sandgehaltes
Erläuterung  siehe Abb. 5.3.
Es existieren teilweise deutliche Unterschiede zwischen den robusten Ausgleichsgeraden und der
identischen Abbildung, die eine systematische Über- und Unterschätzung der beiden Schätzverfahren
belegen. Zwischen den beiden Schätzverfahren sind Unterschiede erkennbar, die sich insbesondere
durch unterschiedliche Ausgleichsgeraden dokumentieren. Bei beiden Schätzverfahren existieren
waagerechte und senkrechte Datenstrukturen, die auf gleiche Schätzwerte bei unterschiedlichen
Messwerten, bzw. unterschiedliche Schätzwerte bei gleichen Messwerten beruhen und als Indikator
für eine zu geringe Differenzierung der Schätzverfahren gelten können.
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Abb. 5.5: Arithmetische Mittelwerte der Mess- und Schätzwerte der Korngrößenfraktionsanteile
Dargestellt sind die arithmetischen Mittelwerte der Messungen (Datensatz Weiblen, N=433) und der Schätzver-
fahren CART und Weiblen); Ordinateneinheiten in % (m/m).
Die Abweichungen der mittleren Schätzergebnisse der einzelnen Korngrößenfraktionen Ton, Schluff
und Sand zu den gemessenen Werten betragen weniger als einen Prozentpunkt. Die mittlere Bodenar-
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tenzusammensetzung wird daher durch beide Schätzverfahren gut wieder gegeben. Als – hypotheti-
sche – mittlere Bodenart des Untersuchungsgebietes ergibt sich stark toniger Schluff. Aufgrund der
Eigenschaften der Verfahren beträgt die Summe der Korngrößenfraktionsanteile 100 Prozent.
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Abb. 5.6: Robuste Mittelwerte der Mess- und Schätzwerte der Korngrößenfraktionsanteile
Dargestellt sind die robusten Mittelwerte der Messungen (Datensatz Weiblen, N=433) und der Schätzverfahren
CART und Weiblen; Ordinateneinheiten in % (m/m)
Wie beim arithmetischen Mittel gibt es beim robusten Mittelwert ebenfalls geringe Abweichungen
zwischen den robusten Mitteln der Mess- und der Schätzwerte. Die Abweichungen betragen unter
zwei Prozentpunkte.  Die Ergebnisse der Verfahren CART und Weiblen sind beim Ton- und Sandge-
halt sehr ähnlich und unterscheiden sich nur beim Schluffgehalt um mehr als 0,1 Prozentpunkte. Bei
der Korngrößenfraktion Schluff existiert ein größerer Unterschied zwischen dem arithmetischen und
robusten Mittel von über fünf Prozentpunkten, bei den Korngrößenfraktionen Ton und Sand sind die
Abweichungen mit maximal 2,3 Prozentpunkten (Tongehalt) deutlich geringer.
Die Summe der einzelnen Korngrößenfraktionsanteile unterscheidet sich im Bereich von wenigen
Prozentpunkten. Die Summe der Korngrößenfraktionsanteile der Messwerte beträgt 102,6 %, bei
CART 100,7 % und beim Verfahren Weiblen  101,3 %. Das CART Verfahren kommt damit hinsicht-
lich der robusten Mittelwerte der Korngrößenfraktionsanteile der gewünschten Summeneigenschaft
von 100 % mit nur geringem Abstand zum Verfahren Weiblen am nächsten.
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Abb. 5.7: Maximale Schätzabweichung (me) der Schätzungen der Korngrößenfraktionsanteile
Dargestellt sind die maximalen Schätzabweichungen der Schätzverfahren CART und Weiblen; Ordinateneinhei-
ten in % (m/m).
Bei der maximalen Schätzabweichung (me) zeigt sich ein einheitliches Bild: Bei allen Korngrößen-
fraktionsanteilen ist die maximale Schätzabweichung beim CART-Verfahren deutlich geringer als
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beim Verfahren Weiblen. Beim Tongehalt ist der Unterschied am ausgeprägtesten: Die maximale
Schätzabweichung ist beim Verfahren Weiblen fast doppelt so groß als beim CART-Verfahren.
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Abb. 5.8: Wurzel der mittleren quadrierten Schätzabweichung (rmsr) der Korngrößenfraktionsanteile
Ordinateneinheiten in % (m/m).
Auch bei der mittleren quadrierten Schätzabweichung (rmsr) hat CART immer deutlich geringere
Werte als das Verfahren Weiblen. Der deutlichste Unterschied ist auch hier beim Tongehalt festzu-
stellen, beim Sandgehalt ist der Unterschied am geringsten ausgeprägt.
Die durchschnittliche Größe der mittleren quadrierten Schätzabweichung des CART-Verfahrens ent-
spricht etwa der durchschnittlichen Spannweite der Bodenartenuntergruppen des Bodenartendia-
gramms der Bodenkundlichen Kartieranleitung.
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Abb. 5.9: Robustes Mittel der Schätzabweichungen (rer) der Korngrößenfraktionsanteile
Ordinateneinheiten in % (m/m).
Die robusten Mittelwerte der Schätzabweichungen (rer) der beiden Verfahren sind betragsmäßig an-
nähernd gleich, weisen aber teilweise unterschiedliches Vorzeichen der Abweichung auf. Die Größe
des Betrags liegt durchgehend kleiner oder gleich 0,5 Prozentpunken. Die Tendenz der Schätzabwei-
chungen liegt also nahe bei Null. Interessant ist der Befund annähernd gleicher robuster Schätzabwei-
chungen im Zusammenhang mit den deutlichen Unterschieden bei den maximalen Schätzabweichun-
gen. Offenbar hat das CART-Verfahren seine besondere Stärke im untersuchten Fallbeispiel darin, zu
erheblich kle ineren maximalen Schätzabweichungen zu führen als das Weiblen-Verfahren.
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Abb. 5.10: Bestimmtheitsmaß (cdr) der Ausgleichsgeraden zwischen Mess- und Schätzwerten
Das Bestimmtheitsmaß (cdr) zeigt durchgehend bei allen Korngrößenfraktionen deutlich höhere Werte
für CART. Insbesondere beim Sandgehalt ist der Unterschied sehr ausgeprägt.
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Abb. 5.11: Achsenabschnitt der robusten Regressionsgerade (a) zwischen Mess- und Schätzwerten
Regressionsgerade nach Tukey (1977) Ordinateneinheiten in % (m/m).
Beim Achsenabschnitt der robusten Ausgleichsgerade bestehen zwischen den Verfahren teilweise
deutliche Unterschiede. Die größten Unterschiede liegen beim Schluff- und beim Sandgehalt vor. Der
Schluffgehalt wird von CART bei niedrigen Werten unterschätzt, vom Weiblen-Verfahren hingegen
massiv überschätzt. Beim CART-Verfahren liegt ein vergleichsweise geringer Achsenabschnitt bei
Sandgehalt vor. Das CART-Verfahren hat bei allen drei Korngrößenfraktionen einen betragsmäßig
kleineren Wert als das Weiblen Verfahren.
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Abb. 5.12: : Steigung der robusten Regressionsgerade (b) zwischen Mess- und Schätzwerten
Regressionsgerade nach Tukey (1977)
Auch die Steigung der robusten Ausgleichsgerade ist durch sehr große Unterschiede zwischen den
Verfahren bei Schluff- und Sandgehalt gekennzeichnet. Beim Tongehalt sind die Unterschiede weni-
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ger ausgeprägt. Das CART-Verfahren hat bei allen drei Korngrößenfraktionen einen deutlich näher am
Optimalwert Eins liegenden Wert als das Weiblen Verfahren. Die Steigungen schwanken dabei beim
CART-Verfahren von 0,5 bis 1,1.
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Abb. 5.13: Koeffizient der maximalen Schätzabweichung (comare)
Die Koeffizienten der maximalen Schätzabweichung (comare) sind bei CART alle positiv, die des
Verfahrens Weiblen sind teilweise stark negativ. Daher scheint CART hinsichtlich der Minimierung
der maximalen Schätzabweichung deutlich besser geeignet zu sein. Am stärksten ausgeprägt sind die
Unterschiede zwischen beiden Verfahren beim Sandgehalt, wo das Weiblen Verfahren eine um über
50 % größere maximale Schätzabweichung hat als bei Verwendung des arithmetischen Mittels aus
größtem und kleinstem Messwert als konstante Schätzung.
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Abb. 5.14: Koeffizient der zentralen Schätzabweichung (cocare)
Auch bei der zentralen Schätzabweichung (cocare) hat CART hinsichtlich des Ton- und Schluffge-
haltes größere Koeffizienten aufzuweisen als das Verfahren Weiblen. Einzig beim Sandgehalt hat das
Weiblen-Verfahren einen leicht größeren Wert. Beim Schluffgehalt  findet sich als größter Koeffizient
der beiden Verfahren bei CART der Wert Null, d. h. dass bei Verwendung des Medians als Schätzver-
fahren mit konstanter Schätzung die gleiche zentrale Schätzabweichung resultiert wie beim CART-
Verfahren. Insofern kann der Median der Messwerte selbst als ein geeignetes Schätzverfahren bezüg-
lich des Schluffgehaltes gelten.
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Abb. 5.15: Koeffizient der mittleren quadrierten Schätzabweichung (comsre)
Die Koeffizienten der mittleren quadrierten Schätzabweichung (comsre) weisen unter allen core-
Koeffizienten mit Abstand die größten Werte auf. Die Reduktion der mittleren quadrierten Schätzab-
weichung gegenüber dem Mittelwert der Messungen als Schätzverfahren beträgt bei CART minde-
stens 72 %. Auch bei comsre erzielt das CART-Verfahren bei allen Korngrößen größere Koeffizienten
als das Weiblen-Verfahren.
Die großen comsre-Werte zeigen, dass das arithmetische Mittel der Messwerte als Schätzverfahren
wesentlich größere quadrierte Schätzabweichungen aufweist als das CART-Verfahren.
Erwartungsgemäß liegen die Koeffizienten der kreuzvalidierten Schätzung niedriger als die der Re-
substitutionsschätzung, sie sind jedoch bei allen Korngrößenfraktionen deutlich größer als die des
Weiblen Verfahrens. Es besteht jedoch ein deutlicher Unterschied zwischen der Resubstitions- und der
Kreuvalidierungsvariante, der trotz der großen Stichprobenanzahl von über 400 Datenelementen auf
instabile Regressionbäume schließen lässt.
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Abb. 5.16: Koeffizient der robusten Schätzabweichung (corore)
Beim Koeffizienten der robusten Schätzabweichung (corore) ist das Niveau der Werte geringer als bei
comsre. Das CART-Verfahren hat bei allen drei Korngrößenfraktionen positive Werte, die – wie bei
den drei vorangegangenen core-Kriterien – größer sind als die des Weiblen-Verfahrens.
5.2 Zusammenfassung der Ergebnisse
Die drei Korngrößenfraktionen unterscheiden sich hinsichtlich der Gütekriterien voneinander. Zwi-
schen CART und dem Weiblen Verfahren gibt es größere Unterschiede. CART hat bei allen drei
Korngrößenfraktionen einen stärker ausgeprägten linearen Zusammenhang (Bestimmtheitsmaß, Stei-
gung, Achsenabschnitt) zwischen den gemessenen und den geschätzten Werten als das Weiblen-
Verfahren. Bei allen dargestellten Kriterien zeigt sich, dass das CART-Verfahren dem Weiblen-
84 Kapitel 5
Verfahren überlegen ist. Am deutlichsten sind die Unterschiede zwischen den beiden Verfahren bei
der maximalen Schätzabweichung, wo sich beim Weiblen-Verfahren fast doppelt so große Abwei-
chungen finden wie bei CART. Die Unterschiede der beiden Verfahren zwischen dem robusten Mittel
der Schätzabweichungen und der maximalen Schätzabweichung deuten darauf hin, dass die Stärken
des CART Verfahrens insbesondere in geringeren maximalen Schätzabweichungen – verglichen mit
dem Weiblen-Verfahren – zu finden sind.
Die core-Koeffizienten unterscheiden sich teilweise deutlich voneinander. Beim Schluffgehalt bei-
spielsweise beträgt comsre beim Weiblen-Verfahren 0,57, cocare hingegen  –0,47. Negative core-
Werte kommen beim Weiblen-Verfahren vor, was bedeutet, dass einfache konstante Schätzwerte als
Schätzverfahren eine geringere Schätzabweichung aufweisen als das Weiblen Verfahren.
5 Diskussion
5.1 Vergleich von CART mit einfachen Referenzverfahren
Die maximale Schätzabweichung der CART Schätzungen ist bei den beiden Zielvariablen Nitratgehalt
im Boden und Korngrößenfraktionsanteile geringer als die der meisten Vergleichsverfahren. Dies trifft
in besonderem Maße für den Vergleich der kreuzvalidierten Varianten zu. CART nimmt daher hin-
sichtlich der Minimierung der maximalen Schätzabweichung im Verfahrensvergleich aller untersuch-
ter Verfahren eine Position im oberen Bereich ein.
Sowohl das arithmetische als auch das robuste Mittel werden von CART in beiden Fallstudien etwa
ähnlich gut (Schätzung der Korngrößenfraktionsanteile) oder besser (Nitratgehalt-Werte) wiedergege-
ben als bei den Vergleichsverfahren. CART zeigt somit in Hinsicht auf Erwartungstreue und robuste
Tendenz bei beiden Fallstudien positive Eigenschaften.
Das Verhältnis zwischen gemessenen und geschätzten Werten ist bei beiden Fallbeispielen durch grö-
ßere Steigungen und kleinere Achsenabschnitte der Ausgleichsgeraden der CART-Werte gegenüber
den Ausgleichsgeraden der konkurrierenden Verfahren gekennzeichnet.
Die core-Koeffizienten sind beim CART-Verfahren in beiden Fallbeispielen fast ausnahmslos positiv
(Ausnahme: corore), d. h. die normierten Schätzabweichungen sind fast immer kleiner als bei Ver-
wendung eines konstanten Wertes als Schätzverfahren. Die Vergleichsverfahren hingegen weisen mei-
stens deutlich größere normierte Schätzabweichungen auf, die manchmal sogar größer sind als bei
Verwendung eines konstanten Wertes.
Die Kombination von geringerer Verzerrung, geringerer maximaler Schätzabweichung und allgemein
besserem Verhältnis der geschätzten vs. der gemessenen Werte (Steigung, Achsenabschnitt der Aus-
gleichsgeraden, Summeneigenschaft der Korngrößenfraktionsanteile) und quasi immer geringerer
Schätzabweichung als bei Verwendung von geeigneten konstanten Werten bei den CART-
Regressionsbäumen deutet insgesamt auf eine bessere Nutzung der zu Verfügung stehenden Informa-
tionen und größere Plausibilität der CART-Regressionsbäume hin. Daher erscheinen die CART-
Regressionsbäume bei den vorliegenden Fallbeispielen die bessere Eignung als die untersuchten Ver-
gleichsverfahren zu besitzen.
Verglichen mit sehr elaborierten Kriging Verfahren, die zur Schätzung der Bodenfeuchte im Untersu-
chungsgebiet von Lehmann (1995) verwendet werden konnten, bewegen sich die bei der Variable
Nitratgehalt erzielten comsre-Werte der kreuzvalidierten CART-Variante auf gleichem, die bei der
Variablen Korngrößenfraktionsanteile auf deutlich höherem Niveau. In Anhang 5 ist eine Zeitreihe der
Schätzung der Bodenfeuchte im gleichen Untersuchungsgebiet mit dem Bayes-Markow-Kriging-
Verfahren dargestellt. Als zentraler Wert für comsre ergibt sich für die Zeitreihe vom 14.2.1990 –
13.1.1991 ein Wert von 0,12 (arithmetisches Mittel ebenfalls 0,12). Verglichen mit dem erheblichen
Aufwand für die Beprobung (45.000 Einzelmessungen), die Variogrammschätzung und das sehr kom-
plexe Kriging-Verfahren unter Verwendung von Zusatzinformationen ist das CART-Verfahren weni-
ger aufwändig und leichter nachvollziehbar. Ob die Möglichkeit, Schätzfehler räumlich verteilt darzu-
stellen, nur auf die Kriging Verfahren beschränkt ist, muss erst noch genauer untersucht werden,
bislang wurde hierzu noch kein Versuch unternommen. Denkbar wäre jedoch, bei Zuordnung der
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Endknoten des Regressionsbaumes zu den Flächenelementen die Schätzung des Schätzfehlers durch
die Varianz dieser Endknoten vorzunehmen.
Grundsätzlich sind die Werte der Kreuzvalidierungsvarianten von CART kleiner als die der Resubsi-
tutionsvarianten. Auch bei der Schätzung der Korngrößenfraktionsanteile bestehen trotz der ver-
gleichsweise großen Stichprobenanzahl (über 440 vs. 48 bei Nitratgehalt) deutliche Unterschiede zwi-
schen den beiden Varianten. Offensichtlich sind die Regressionsbäume aufgrund eines zu geringen
Stichprobenumfanges instabil gegenüber einer Änderung des Datenensembles.
Die Ergebnisse der beiden Fallstudien deuten darauf hin, dass die CART-Regressionsbäume die Ei-
genschaft besitzen, zu deutlich geringeren maximalen Schätzabweichungen zu führen als die unter-
suchten einfachen Vergleichsverfahren. Diese Eigenschaft machen sie für spezielle Fragestellungen
mit dieser Zielrichtung interessant und wertvoll.
5.2 Gütekriterien
Die core-Koeffizienten führen zu Gütemaßen, die aufgrund ihrer Normierung durch das jeweilige
Abstandsmaß nicht mehr von der Variabilität der Messwerte abhängen.
Die Fallbeispiele haben gezeigt, dass mit Hilfe der Gütekriterien ein Vergleich verschiedener Schätz-
verfahren in Hinsicht auf unterschiedliche Fragestellungen möglich ist.
Die verwendeten Kriterien sind praktikabel und leicht verständlich, sie erfordern nur geringen Re-
chenaufwand, der sich mit gewöhnlichen Tabellenkalkulationsprogrammen durchführen oder in klas-
sischen Programmiersprachen leicht programmieren lässt.
Die teilweise erheblichen Unterschiede (z. T. mit unterschiedlichem Vorzeichen) zwischen verschie-
denen core-Kriterien beim selben Verfahren belegen die Notwendigkeit, zur Charakterisierung eines
Schätzverfahrens die verschiedenen Maße der Schätzabweichungen zu untersuchen. Darüber hinaus
ermöglichen die verschiedenen Gütemaße die Festlegung von Qualitätsstandards für Schätzungen,
z. B. die Eigenschaft, dass alle core-Kriterien über einem bestimmten Schwellenwert (z. B. Null) lie-
gen sollten.
Für eine fachlich fundierte Auswahl der Schätzverfahren ist es unbedingt erforderlich, die spezifischen
Gütekriterien festzulegen, mit denen Schätzungen beurteilt werden sollen. Die Festlegung der Güte-
kriterien sollte dabei a priori erfolgen, um subjektive Entscheidungsfindungen einzuschränken.
Die cocare und corore-Werte haben in beiden Fallstudien ein geringeres Niveau als die comare- und
comsre-Koeffizienten. Die cocare-Koeffizienten haben im Allgemeinen das kleinste Niveau. Insofern
erscheint cocare als besonders empfindliches Kriterium geeignet zur Definition von qualitativen Mi-
nimalstandards für Schätzverfahren.
Zur Beurteilung der Ergebnisse der räumlichen Schätzverfahren steht somit ein Set von verfahrensin-
ternen und selbstgewählten Gütemaßen zur Verfügung, die damit eine Forderung von  Nestler (1999)
erfüllen.
5.3 Kreuzvalidierung als Verfahren zur räumlichen Güteschätzung
Die vorliegende Untersuchung unterstützt die These, dass die Kreuzvalidierung ein unabdingbares
Instrument darstellt, um die Güte der räumlichen Schätzung abzuschätzen; der Befund von Lehmann
(1995) kann insofern bestätigt werden. Selbst bei vergleichsweise (im Bereich der experimentellen
Geowissenschaften) großen Datensätzen mit Stichprobenumfängen von über 400 (bei Schätzung der
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Korngrößenfraktionsanteile) gibt es jedoch merkliche Unterschiede zwischen der Resubstitutions- und
der Kreuzvalidierungsschätzung. Die Unterschiede sind dabei im wesentlichen auf relativ seltene,
extreme Werte zurückzuführen, die entsprechend schwach besetzte Endknoten mit großer Varianz zur
Folge haben. In diesem Falle dürfte auch die Verwendung von Bootstrap-Verfahren zur Abschätzung
der Güte nur zu wenig anderen Ergebnissen führen.
5.4 Robuste Methoden
Robuste Methoden sind hilfreich zur Aufdeckung von Datentendenzen, was bei fehlerbehafteten Daten
bei Anwendung nichtrobuster deskriptiver Statistik nur sehr aufwändig zu realisieren ist.
Mit Hilfe des robusten Mittelwertes ist z. B. eine differenziertere Sichtweise der Nitrat-Verteilung im
Bodenprofil möglich als bei alleiniger Betrachtung des arithmetischen Mittels. Bei Betrachtung des
arithmetischen Mittels (Abb. 4.5) ergibt sich eine Zunahme der Nitratgehalte mit zunehmender Boden-
tiefe, was aufgrund des robusten Mittels nicht bestätigt werden kann (Abb. 4.6).
Die Analyse der Schätzabweichungen mit robusten und nichtrobusten Verfahren (rer, maximale
Schätzabweichung) beim zweiten Fallbeispiel charakterisieren die besondere Eigenschaft der CART-
Regressionsbäume, zu vergleichsweise geringen maximalen Schätzabweichungen zu führen.
Das robuste Gütekriterium corore führt bei beiden Fallbeispielen zu gleichlautenden Ergebnissen wie
die nichtrobusten core-Kriterien.
Robuste Statistiken (z. B. Huber-M-Schätzer zur Schätzung des robusten Mittelwertes) erscheinen
besonders geeignet als Eingangswerte für Anwendungen der Fuzzy-Set-Theorie (Zadeh, 1965;
McBratney & Odeh, 1997), da sie repräsentative Werte darstellen, die das Datenensemble gut wieder-
geben ohne von einzelnen Extremwerten dominiert werden zu können. Sie sind daher insbesondere für
Schätzungen des α-cut 1,0 prädestiniert.
Die Beurteilung der robusten Verfahren ist bislang problematisch, da deren Eigenschaften in Zusam-
menhang mit Gütekriterien nur unzureichend untersucht sind. Eine detailliertere theoretische Arbeit
hierzu hätte den Rahmen einer geowissenschaftlichen Arbeit sowohl inhaltlich als thematisch ge-
sprengt und bleibt daher späteren Arbeiten vorbehalten.
5.5 Nmin-Beprobungsmethode
Schmidthalter et al. (1991) finden auf einem nach Silomais brach liegenden Ackerstandort einen ana-
lysebedingten Variationskoeffizienten von 5 %. Dieser ist im Verhältnis zum räumlichen Variations-
koeffizienten von 30-47 % klein. Die Abweichungen aufgrund räumlich unterschiedlicher Lagerungs-
dichte und Skelettgehaltes, die in die Berechnung des flächenbezogenen mineralischen
Stickstoffgehaltes eingehen und auf Grund der Fehlerfortpflanzung zu Ungenauigkeiten der Bestim-
mung führen, werden von ihnen auf  bis zu 26 % angegeben. Ilsemann et al. (2001) ermitteln auf drei
untersuchten Standorten in Niedersachsen bei Probenahme gemäß LUFA-Vorschrift (Hoffmann,
1991) ebenfalls Variationskoeffizienten von 31-36 %. Thres et al. (1998) finden auf zwei Standorten
in Thüringen bei Annahme einer Lognormalverteilung der Nitratgehalte einen auf die untersuchte
Schicht bezogenen Variationskoeffizienten von 12-42 %. Mit der Mineralisation im Frühjahr steigt die
auf das Gesamtprofil bezogene Variabilität ihrer Gesamtprofile von 29 % im Herbst auf 67 %  im
Frühjahr. Nach einer Frühjahrsdüngung nimmt die schichtenbezogene Variabilität zu, nach Umbruch
im Winter und dem dadurch bedingtem Mineralisierungsschub nimmt sie hingegen ab. Sie schätzen
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den Variabilitätsfehler bei einem Stichprobenumfang von 16, einem mittlerem Stickstoffgehalt von
50 kg N/(ha x 0.3 m) und bei einer Irrtumswahrscheinlichkeit von α = 0.05 bei Variationskoeffizienten
von 15 bzw. 45 % auf 14 bzw. 50 kg N/(ha x 0.3 m).
Mit Rücksicht auf die Probenahme im Februar vor der Frühjahrsdüngung und der Hauptmineralisati-
onsphase bei allerdings geringerem Stichprobenumfang von 9 bei der vorliegenden Untersuchung,
wird aufgrund der Befunde von Thres et al. (1998) vermutet, dass die Ungenauigkeit  größer ist als 14
kg N/(ha x 0.3 m). Die Wurzel der quadrierten Schätzfehler (rmsr) der Nitratgehalts-Schätzungen von
CART bewegt sich im Rahmen der Genauigkeit, mit der die Messungen durchgeführt wurden. Eine
weitere Verbesserung der Schätzungen erscheint auf Grundlage der vorhandenen Daten bzw. der
praktizierten Probenahmetechnik daher nicht möglich. Eine umfassende Beurteilung der Schätzverfah-
ren, über die Darstellung und Diskussion der Gütekriterien hinaus, ist daher nicht möglich.
Es ist unklar, ob bei genauer bestimmten Werten eine wesentliche Verbesserung der Schätzungen
möglich ist.
In Hinsicht auf eine praktische Anwendung in der Landwirtschaft sind daher andere Methoden zur
Bestimmung der Stickstoffversorgungssituation von Pflanzen erforderlich, wie sie von verschiedenen
Autoren (Daughtry, et al., 2000; Delgado et al., 2001) erprobt werden (z. B. Chlorophyll-Bestimmung,
Pflanzensaftanalyse mit Nitrat-Elektroden).
6 Schlussfolgerungen
Die von Lehmann (1995) formulierten Anforderungen an räumliche Schätzverfahren für die Bestim-
mung der Bodenfeuchte in einem kleinen ländlichen Einzugsgebiet werden in Hinsicht folgender
Aspekte erfüllt:
• Hohe räumliche Auflösung der Schätzungen
• Objektive Berurteilungskriterien
• Vertretbarer zeitlicher Aufwand
Die räumliche Auflösung der CART-Schätzungen ist im wesentlichen nur von der Auflösung der Zu-
satzinformationen abhängig. Insofern ist bei Verwendung von entsprechenden Zusatzvariablen eine
gleiche räumliche Auflösung wie bei dem von Lehmann (1995) praktizierten Bayes-Markov-Kriging
realisierbar.
Als Entscheidungsgrundlage für die Gütebeurteilung wurden im Rahmen dieser Untersuchung eine
Reihe neuer Gütekriterien eingeführt, die eine klarere und differenziertere Charakterisierung ermög-
licht als die von Lehmann verwendeten Gütekriterien. Aufgrund der Normierung der core-Kriterien
können objektive Verfahrensvergleiche durchgeführt und Minimalstandards für die Schätzungen fest-
gelegt werden.
Die Anwendung des CART-Verfahrens ist weniger zeitintensiv als die des Bayes-Markov-Krigings.
Das Kriging-Verfahren erfordert eine sehr zeitaufwändige Variogrammbestimmung, die bei CART-
Regressionsbäumen nicht notwendig ist. Beide Verfahren setzen jedoch Expertenwissen und Erfah-
rung mit dem Schätzverfahren voraus.
Die Ergebnisse von Lehmann (1995) hinsichtlich der Güte der Nächste-Nachbar-Schätzung können
insofern bestätigt werden, als die Nächste-Nachbar-Schätzung bei den meisten Gütekriterien am
schlechtesten abschneidet.
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Vergleichbar mit dem von Mertens (2000) beschriebenen Verfahren der Fehlerschätzung bei Anwen-
dung der Fuzzy-Set-Theorie zur Schätzung des Nitratgehaltes der Sickerwassers können bei CART-
Regressionsbäumen beliebige Variabilitätsmaße der Endknoten berechnet werden und zur Fehler-
schätzung herangezogen werden.
Weiche Informationen, bzw. Expertenwissen (Mertens, 2000) können in einem Black-Box-
Regressionsmodell, wie die CART-Regressionsbäume, nur in Form einer nominalskalierten Variable
integriert werden. Eindeutige Lösungen im Sinne eines von der Wurzel an weitgehend gleichartigen
Baumaufbaus sind ebenfalls nicht zwingend, bei Bäumen mit unterschiedlichem Aufbau sind durchaus
ähnliche Schätzergebnisse möglich.
Der methodische Ansatz von CART ist intuitiv leicht zu erschließen und zu vermitteln. Da der Baum-
aufbau jedoch nicht unbedingt kausal nachvollziehbar ist, können sich Glaubwürdigkeitsprobleme
ergeben.
Die Normierung der core-Kriterien ist für die Verständlichkeit der Gütekriterien und die Bewertung
der Schätzverfahren vorteilhaft. Die Variabilitätsmaße der Werte der Endknotenelemente als Maß für
die Fehlerschätzung lassen sich im Gegensatz zu den core-Koeffizienten flächenhaft in Kartenform
darstellen.
Die Übertragbarkeit der CART-Methode auf andere Untersuchungsgebiete ist gegeben, jedoch ist der
Vorgang der Baumerstellung und –optimierung in jedem anders gearteten Untersuchungsgebiet erneut
erforderlich.
CART ist ein parameterfreies Verfahren. Daher sind die Klassifikations- und Regressionsbäume im
Gegensatz zu parametrischen Verfahren wenigstens prinzipiell geeignet, falls fehlerbehaftete Daten-
sätze vorliegen. Allerdings ist die Effizienz (Pitman, 1949) eines parameterfreien Verfahrens geringer
als die eines robusten Verfahrens.
Zwischen den beiden untersuchten Zielvariablen Nitratgehalt und Korngrößenfraktionsanteile gibt es
hinsichtlich der Stichprobenanzahl und der Gütemaße große Unterschiede. Ein Zusammenhang zwi-
schen Stichprobenanzahl und Güte ist allerdings aufgrund der wenig repräsentativen Nitratwerte nicht
nachweisbar. Trotz der etwa zehnfachen Stichprobenanzahl im Vergleich zur Schätzung der Nitrat-
werte existiert auch bei der Schätzung der Bodenart ein deutlicher Unterschied zwischen der Kreuzva-
lidierungs- und der Resubstitutionsschätzung der Schätzabweichungen, d. h. die Regressionsbäume
der Resubstitutions- oder Kreuzvalidierungsschätzung unterscheiden sich deutlich voneinander. Die
vorliegende Untersuchung unterstützt daher die Forderung von Nestler (1999) nach weiterer For-
schung hinsichtlich der Stabilität des Entscheidungsbaumes in Abhängigkeit des Stichprobenumfan-
ges.
Ebenso können die Ergebnisse von Nestler (1999) insofern bestätigt werden, als auch die Qualität von
Schätzungen mit Hilfe der in dieser Schrift verwendeten Regressionsbäumen im Wesentlichen durch
die Unschärfe der Schätzvariablen limitiert wird.
Aufgrund der vorliegenden Ergebnisse wird eine andere Sichtweise als die von Kraft (1998) und
Nestler (1999) vertreten, was die Vergleichbarkeit der Gütemaße betrifft. Es existieren markante Un-
terschiede zwischen den von Kraft und Nestler verwendeten Klassifkationsbäumen und den in dieser
Arbeit angewandten Regressionsbäumen, z. B. was die Möglichkeit der Voreinstellung von a priori
Wahrscheinlichkeiten angeht. Die Kreuzvalidierungskosten sind durchaus mit den Resubstitutionko-
sten vergleichbar, der Unterschied besteht lediglich in einer sich gering unterscheidenden Trainings-
menge. Aus etwaigen Unterschieden zwischen Resubstitutions- und Kreuzvalidierungskosten können
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sehr wohl Aussagen über die Stabilität des Regressionbaumes gezogen werden. Sind diese Unter-
schiede sehr klein, ist auch der Regressionsbaum recht stabil. Bei einem größerem Unterschied, wie er
z. B.  bei den beiden hier untersuchten Fallbeispielen vorliegt, unterscheiden sich die betreffenden
Regressionsbäume deutlich voneinander. Der Befund, dass hinsichtlich der Kreuzvalidierungskosten
ähnlich bewertete Bäume unterschiedliche Karten produzieren, ist nicht als methodischer Nachteil der
internen CART-Gütekriterien zu verstehen, sondern die Folge einer quantitativ nicht ausreichenden
Datengrundlage. In diesem Falle ermöglicht der Datenraum mehrere Klassifikations- oder Regressi-
onsbäume mit ähnlichen Kreuzvalidierungskosten. Insofern sind mangelhafte, bzw. nicht plausibel
erscheinende Ergebnisse auf die Größe und Heterogenität der Datenbasis zurückzuführen (Kraft, 1998;
Nestler, 1999).
Die vorliegenden Fallbeispiele führen zur Schlussfolgerung, dass die Datenbasis für flächenhafte
Schätzungen sowohl qualitativ (insbesondere bei Nitratgehalt) als auch quantitativ als sehr gering zu
bewerten ist. Dieses Ergebnis steht in Übereinstimmung mit den Befunden von Nestler (1999) und
Kraft (1998). Zumindest in quantitativer Hinsicht sind hierzu auch die Ergebnisse von Lehmann
(1995) zu zählen, der mit sehr komplexen und aufwändigen Verfahren nur eine mittlere Varianzre-
duktion im Bereich von 10-15 % erzielen konnte.
Die Qualität der Schätzungen ist untrennbar mit einer qualitativ und quantitativ ausreichenden Daten-
grundlage verbunden. Eindeutigkeitsprobleme und schlechte Schätzleistungen sind bei komplexen
Zielvariablen, die in den Geowissenschaften untersucht werden, insbesondere auf mangelhafte Daten-
grundlage zurückzuführen. Mit Regionalisierungsverfahren können keine Wunder gezaubert werden,
sondern sie erfordern eine weit bessere Datengrundlage als in den Geowissenschaften bislang allge-
mein akzeptiert. Es zeigt sich, dass bei vielen Regionalisierungsansätzen, so z. B. im Weiherbachpro-
jekt, mit deutlich unter 100 Datenelementen allenfalls eine räumliche Schätzung erzielt werden kann,
die substanziell kaum besser ist als bei Verwendung eines konstanten Wertes z. B. des Mittelwertes,
des Medians oder des robusten Mittelwertes (die als Referenzschätzer bei den core-Kriterien imple-
mentiert sind).
Die Unterschätzung des Regionalisierungsaufwandes macht es notwendig, die Strategie, flächenhaft
regionalisierte Parameter als Grundlage für deterministische Modellierungen zu verwenden, neu zu
überdenken. Der Aufwand für die Bereitstellung der flächenhaft regionalisierten Parameter wurde in
der Vergangenheit offenbar unterschätzt. Insofern ist eine Neubewertung der flächenhaften determini-
stischen Modellierungsansätze erforderlich.
Auf Grund der dargestellten Befunde erscheint eine Regionalisierung von Bodenstickstoffgehalte, die
nach der Nmin Methoden beprobt wurden, mit vertretbarem Aufwand nicht möglich.
Die Nmin-Beprobungsmethode stellt sich für wissenschaftliche Zwecke als nicht praktikabel dar, da bei
der klassischen Beprobung extrem hohe Stichprobenumfänge für hinreichend genaue Ergebnisse er-
forderlich sind. Auch für praktische Anwendungen in der Landwirtschaft sind die Ergebnisse als Aus-
gangsbasis für eine bedarfsgerechte Düngung sehr ungenau.
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Anhang 1:
Darstellung der Arbeitsbereiche der einzelnen Institutionen des „Weiherbachprojektes“
Nach Buck (1994), verändert
Teil
projekt
Institution Ergebnisse, Teilmodelle
1 a-c Institut für Hydrologie und Wasserwirtschaft (IHW), Universität Karlsruhe Geostatistische Analysen der Bodenfeuchte, Infiltrations-
modell, Federführung des Gesamtprojektes
2 Institut für Meteorologie und Klimaforschung (IMK), Universität Karlsruhe Meteorologische Größen; Teilmodell Verdunstung
4 Institut für Photogrammetrie und Fernerkundung (IPF), Universität Karlsruhe Fernerkundungsauswertungen, Raster-GIS
5 Lehrstuhl für Geographie und Geoökologie II, Universität Karlsruhe Vektor-GIS, flächenhafte und andere Ergebnisdarstellungen
6 Institut für Wasserbau und Kulturtechnik Teilmodell Feststoffabtrag und -transport
8 Institut für Siedlungswasserwirtschaft (ISWW) Prozessanalysen für Phosphattransport
10 a,b Landwirtschaftliche Untersuchungs- und Forschungsanstalt (LUFA) Augustenberg Bilanzierung/Modellierung des Herbizidtransportes
Flächenhafte Darstellung von Vegetationsparametern
13 Institut für Angewandte Geologie (AGK), Universität Karlsruhe Geologische Kartierung, Bodenparameter,
Teilmodelle Makroporenflüsse, Grundwasser
14 Institut für Umweltphysik (IUP), Universität Heidelberg Grundwasserneubildung,
Regionalisierung von Bodenparametern
15 Institut für Hydromechanik (IfH), Universität Karlsruhe Teilmodell Bodenwasserdynamik
16 Lehrstuhl für Hydrologie und Wasserwirtschaft (LHW), TU Cottbus Diverse Auswertungen und Teilmodelle
17 Abteilung Bodenphysik, Universität Bayreuth Bodenkartierung, regionalisierte Boden- und agrarmeteoro-
logische Parameter; Teilmodell Stickstoffdynamik
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Anhang 2:
Abgrenzung der Kreuzvalidierung zu Jackknife und Bootstrap
1.1 Einleitung
Das Verfahren der Kreuzvalidierung wird fälschlicherweise oft gleichgesetzt mit dem Jackknife oder
dem Bootstrap. Deshalb gehe ich in diesem Kapitel kurz auf die genannten Verfahren ein und zeige
Übereinstimmungen, Unterschiede und Verknüpfungspunkte auf.
Die Jackknife- und Bootstrap-Verfahren werden allgemein zur Bestimmung der Genauigkeit von stati-
stischen Maßzahlen (Synonyme nach Sachs, 1997: summarische Größe, Stichprobenfunktion, Stati-
stik) angewendet. Mit den Stichprobenfunktionen werden die Parameter θ  von Verteilungen (Sachs,
1997) geschätzt. Die Genauigkeit der Stichprobenfunktionen wird durch Bias, Standardfehler und
andere Abweichungsmaße charakterisiert (Efron, 1993). Jackknife und Bootstrap sind Verfahren, die
auch dann angewendet werden können, wenn keine Kenntnis über den Verteilungstyp und damit die
Verteilungsfunktion vorliegt, d. h. es sind nichtparametrische Methoden zur Parameterschätzung
(Sachs, 1997). Die Realisation der mit TN bezeichneten Schätzfunktion (Synonym: Schätzer) für den
Parameter θ  wird im Folgenden mit t gekennzeichnet.
Der Vorteil verteilungsunabhängiger Methoden besteht darin, dass die Beschränkung auf die traditio-
nelle parametrische Theorie entfällt und damit die Loslösung von einer kleinen Menge von Standard-
modellen möglich ist (Efron, 1983). Die Voraussetzungen der Standardmodelle liegen, streng genom-
men, in der Praxis nie vor, so dass die parametrischen Methoden meist an den praktischen
Erfordernissen vorbeigehen (Sachs, 1997). Außerdem sind verteilungsfreie Methoden auch auf Rang-
daten anwendbar (Sachs, 1997). Deshalb sind sie im Vergleich zu parametrischen Verfahren univer-
seller einsetzbar. Sie stellen insofern eine robustere Version der verteilungsabhängigen Parameter-
schätzverfahren dar, als sie unabhängig von den Verteilungsannahmen sind und deshalb auch
gegenüber Verletzungen dieser Annahmen resistent sind. Es gibt jedoch nur eine geringe Überschnei-
dung zwischen robusten und verteilungsfreien Methoden (Huber, 1981). Die Robustheit der parame-
terfreien Verfahren gegenüber Verteilungsannahmen stellt dabei einen gewichtigen Aspekt dar, der
aber nicht dazu verführen soll, verteilungsfreie Methoden mit robusten Methoden gleichzusetzen.
1.2 Bootstrap
Der Bootstrap wurde von Efron 1979 als computergestütztes Verfahren eingeführt, um den Standard-
fehler einer Schätzung !θ  eines Parameters θ  zu bestimmen. Die Grundidee des Bootstraps ist einfach
und schon mindestens zwei Jahrhunderte alt (Efron, 1979).
Bootstrap-Schätzungen werden zur Bestimmung der Genauigkeit von Statistiken (im Folgenden auch
Stichprobenfunktionen genannt), die als Schätzungen von Parametern der Grundgesamtheit dienen,
herangezogen. Mit dem Bootstrap können Standardfehler und Bias von Stichprobenfunktionen und
Konfidenzintervalle für die gesuchten Parameter (Efron, 1993) geschätzt werden. Ebenso ist es mög-
lich, Regressionskoeffizienten von Regressionsmodellen (Efron, 1993), Biaskorrekturen der Stichpro-
benfunktion und den Vorhersagefehler von Modellen abzuschätzen. Dadurch ist ein Verknüpfungs-
104 Anhang 2
punkt mit dem Verfahren der Kreuzvalidierung gegeben, dessen Zweck die Schätzung des Vorhersa-
gefehlers ist.
Im Folgenden erläutere ich das Bootstrap-Prinzip an Hand der einfachen Bootstrap-Schätzung des
Standardfehlers einer Statistik und einer einfachen Bootstrap-Schätzung des Vorhersagefehlers von
Modellen (Efron, 1993). Prinzipiell ist der Bootstrap auch bei komplizierteren Zielfunktionen der bei-
den dargestellten Beispiele anwendbar, deshalb spreche ich beispielhaft den 0.632-Bootstrap-Schätzer
zur Schätzung des Vorhersagefehlers von Modellen an, eine entsprechende detailliertere Darstellung
liegt jedoch außerhalb des Rahmens dieser Dissertation.
Bei der Bootstrap-Schätzung des Standardfehlers werden zunächst Bootstrap-Stichproben (Efron,
1993)
( )x∗ ∗ ∗ ∗=b nx x x1 2, ,...,  mit b B= 1, ...,  und xi∗ ∈x , ( )x = x x xn1 2, ,..., (A2.1)
vom Umfang n durch n-faches, zufälliges Ziehen mit Zurücklegen vom Originaldatensatz x gewonnen.
Der Originaldatensatz ist ein Vektor, bestehend aus n einfachen Beobachtungen xi. Beim Ziehen mit
Zurücklegen können einige Beobachtungen xi mehrfach, andere aber nicht in der Bootstrap-Stichprobe
enthalten sein. Die Bildung der unabhängigen Bootstrap-Stichproben x∗b wird B mal durchgeführt,
wobei die Zahl B der Bootstrap-Stichproben im Falle der Schätzung des Standardfehlers üblicherweise
ca. 50-200 beträgt; bei anderen Anwendungen ist ein höherer Rechenaufwand notwendig, z. B. muss
bei Bootstrap-Konfidenzintervallen mit einem 10-fach höheren Aufwand gerechnet werden (Efron,
1993). Die Stichprobenfunktion ( )t x  wird bei jeder Bootstrap-Stichprobe ermittelt. Die Berechnung
dieser Statistik t für jedes x∗b  wird als Bootstrap-Wiederholung bezeichnet. Die Bootstrap Schätzung
der Standardfehlers der Statistik ( )t x xn1,...,  berechnet sich als Standardabweichung der Bootstrap
Wiederholungen (Efron, 1993 S. 13 Gl. 2.3)
( ) ( )[ ]!se t tboot B b
b
B
= − •



−
∗
=
∑1 1
1
2
1
2
x mit ( ) ( )t t xB b
b
B
• =
•
=
∑1
1
 (A2.2)
Abb. A2.1 zeigt das Bootstrap-Prinzip zur Berechnung des Standardfehlers von Stichprobenfunktio-
nen.
Abb. A2.1: Bootstrap Schema zur Schätzung des Standardfeh-
lers einer Statistik ( )t x
Vom Originaldatensatz werden B voneinander unabhängige Boot-
strap-Stichproben generiert. Jede Bootstrap-Stichprobe hat den
Umfang n und wird durch Ziehen mit Zurücklegen gewonnen. Die
Bootstrap Wiederholungen werden durch Berechnung der Statistik
t von den Bootstrap-Stichproben berechnet. Die Standardabwei-
chung der B Bootstrap-Wiederholungen ist die gesuchte Schätzung
des Standardfehlers der Statistik ( )t x .
( )t x∗1 ( )t x ∗2 ( )t x B∗... Bootstrap-Wieder-
holungen
( )x x x xn= 1 2, , ... , Datensatz
x∗2 x B∗... Bootstrap-
Stichproben
x∗1
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Allgemein können die Argumente xi der Statistik t auch komplizierter sein, z. B. Vektoren, Karten,
Bilder etc. (Efron, 1993). Das Bootstrap-Prinzip kann dann an solche Datenstrukturen angepasst wer-
den. In Abb. A2.2 ist das Bootstrap-Prinzip für Ein-Stichproben-Probleme allgemein dargestellt.
Die einfachste Bootstrap-Schätzung des Vorhersagefehlers von Modellen (Efron, 1993)
( ) ( )[ ]{ }err F err E Q Yboot FX X, ! ,≡ = 0 0 0η U (A2.3)
berechnet sich prinzipiell in analoger Weise wie die des Standardfehlers der Statistik ( )t x   (Efron,
1993). Zunächst werden, wie oben beschrieben, B Bootstrap Stichproben
( )X x x x∗ ∗ ∗ ∗=b n1 2, ,..., , mit b = 1,..., B (A2.4)
vom Umfang N durch n-faches, zufälliges Ziehen mit Zurücklegen vom Originaldatensatz (Efron,
1993) ( )X x x x u u u= = 

1 2
1 2
1 2
, ,..., n
n
ny y y
" , mit ui
i
pi
u
u
=






1
# (A2.5)
gebildet und das Modell ( )η u  an jede dieser Bootstrap-Stichproben X∗b angepasst und optimiert:
( )ηX U y∗ ∗ ∗=b b b!  mit ( )( )Q yi b i b
i
n
b
∗ ∗
=
∗∑ ,ηX u
1
= min (A2.6)
Abb. A2.2: Allgemeines Bootstrap-Prinzip für Ein-Stichproben-Probleme.
Das Bootstrap-Prinzip besteht im Wesentlichen darin, analog wie für die Original-Stichprobenentnahme in
der ‘realen Welt’ eine ‘Bootstrap-Welt’ zu bilden. In der ‘realen Welt’ wurde eine Stichprobe x durch zufäl-
lige Beprobung aus einer unbekannte Verteilung F erzeugt. Auf Basis der Stichprobe kann jedoch nur eine
einzelne Stichprobenfunktion ( )xt=θˆ  berechnet werden, deren statistische Eigenschaften aber gesucht sind,
z. B. der Standardfehler ( )θˆFse . Die
‘Bootstrap-Welt’ stellt eine Möglichkeit
dar, beliebig viele Wiederholungen der
Bootstrap-Statistik ∗θˆ zu erzeugen, so
dass statistische Aussagen über !θ  ge-
macht werden können. Der entscheidende
Schritt des Bootstrap-Prinzips ist daher
die Berechnung einer Verteilung !F  auf
Basis der Stichprobe aus der unbekannten
Funktion F. Jeder andere Teil der Boot-
strap-Welt ist analog zur Realen Welt
definiert: So wie die Stichprobe x durch
Zufallsstichprobe aus der Verteilung F entsteht, entsteht x∗  durch zufälliges Ziehen aus !F . Genauso ver-
hält es sich mit !θ  und !θ ∗ , beide berechnen sich durch Anwendung der Funktion ( )t x  auf x bzw. x∗
(Efron, 1993).
Reale Welt Bootstrap-Welt
Unbekannte
Wahrschein-
lichkeitsverteilung
Beobachtete
Zufallsstichprobe
Empirische
Verteilung
Bootstrap-
Stichprobe
F
( )x x x xn= 1 2, ,..., ( )x x x xn
∗ ∗ ∗ ∗
=
1 2, , ... ,!F
( )!θ = t xzu charakterisierende
Stichprobenfunktion
( )!θ
∗ ∗
= t xBootstrap-
Wiederholung
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Im nächsten Schritt werden diese Modelle auf den Originaldatensatz angewendet um B Schätzungen
des Vorhersagefehlers zu erhalten. Die einfachste Bootstrap-Schätzung des Vorhersagefehlers berech-
net sich dann als Mittelwert der B Schätzungen des Vorhersagefehlers der Bootstrap-Stichproben:
( ) ( )[ ]{ }err F E Q Y errF bootX X, , != ≡0 0 0η U ( )[ ]∑∑
= =
∗≡
B
b
ii
N
i
byQ
Bn 1 1
,1 uXη  (Efron, 1993) (A2.7)
Im speziellen Fall eines Regressionsmodells ergibt sich (Efron, 1993):
!errboot ( )[ ]2
1 1
1 ∑∑
= =
∗−≡
B
b
ii
N
i
by
Bn
uXη (A2.8)
Das Bootstrap-Prinzip zur Schätzung des Vorhersagefehlers am Beispiel eines Regressionsmodells ist
in Abb. A2.3 dargestellt.
Abb. A2.3: Bootstrap-Prinzip zur Schätzung des
Vorhersagefehlers am Beispiel eines Regressi-
onsmodells
Der Algorithmus ist ähnlich wie der zur Schätzung
des Standardfehlers von Stichprobenfunktionen. Es
werden zunächst auf gleiche Weise voneinander
unabhängige Bootstrap-Stichproben vom Origi-
naldatensatz gewonnen. Dann wird an jede Boot-
strap-Sichprobe ein Regressionsmodell angepasst,
optimiert und auf die Einflussgrößen des Origi-
naldatensatzes angewendet. Dabei ergeben sich B
Bootstrap-Schätzungen des Vorhersagefehlers. Der
Erwartungswert dieser B Schätzungen ist die ge-
suchte Bootstrap-Schätzung des Vorhersagefehlers
Diese einfachste Bootstrap Annäherung zur
Berechnung des Vorhersagefehlers erweist sich
zwar nicht als besonders gut, da die Schätzung
des ‘scheinbaren Fehlers’ ( )err FX, !  verzerrt
ist. Sie lässt sich aber mit verschiedenen, nicht
näher ausgeführten, Ansätzen verbessern, so dass man schließlich einen potenten Schätzer für den
Vorhersagefehler, den sogenannten 0.632-Bootstrap-Schätzer (Efron, 1993) erhält, auf dessen Herlei-
tung ich hier nicht datailliert eingehe.
Beim 0.632 Bootstrap-Schätzer wird der Bias ebenfalls durch die Differenz zwischen zwischen ‘wah-
rem Fehler’ und ‘scheinbarem Fehler’ geschätzt, hierbei wird jedoch der ‘wahre Fehler’ auf eine mo-
difizierte Weise (‘der wahre Fehler’ wird nur durch die Bootstrap-Stichproben geschätzt, bei denen die
aktuelle Stichprobe i nicht enthalten ist) geschätzt, außerdem wird diese Biasschätzung um den theo-
retisch ableitbaren Faktor 0.632 gekürzt. Dieser Faktor (1 0 6321− ≈−e . ) ergibt sich als Wahrschein-
lichkeit bei ∞→N , dass bei einem Datenset von N Beobachtungen eine bestimmte Beobachtung in
einer Bootstrap-Stichprobe des Umfangs N enthalten ist. Die allgemeine Formel dieses Schätzers lau-
tet (Efron, 1993):
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Für ein Regressionmodell ergibt sich der Vorhersagefehler zu
( )err FX, ≡ ( )[ ] ( )[ ]∑∑∑
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wobei Ci jeweils die Menge von Indizes derjenigen Bootstrap-Stichproben darstellt, die den i-ten Da-
tenpunkt nicht enthalten; Bi  bezeichnet dementsprechend die Anzahl dieser Bootstrap-Stichproben.
Der Bootstrap ist ein einfacher Algorithmus, der auch bei sehr komplizierten Stichprobenfunktionen,
die weit über die klassische Stichprobenstatistik hinausgehen, angewendet werden kann. Es sind dabei
keine theoretischen Berechnungen notwendig, das Verfahren ist einfach und vollautomatisch (d. h.
nicht interaktiv) als Computerprogramm zu implementieren.
1.3 Jackknife
Das Jackknife-Verfahren wurde erstmals von Quenouille 1956 zur Schätzung des Bias vorgeschlagen,
Tukey (1958) erkannte die Möglichkeit damit Standardfehler von Stichprobenfunktionen zu bestim-
men und gab dem Verfahren den Namen.
Das Verfahren verfolgt den gleichen Zweck wie das Bootstrap-Verfahren, hat aber Ähnlichkeiten mit
der Kreuzvalidierung in dem Sinne, dass reihum eine Beobachtung ausgelassen wird und mit den ver-
bliebenen Werten ein Funktional berechnet wird. Im Gegensatz zur Kreuzvalidierung, bei der der aus-
gelassene Wert prognostiziert werden soll, wird jedoch beim Jackknife ein Parameter θ  oder eine
Zufallsvariable R der Stichprobe nichtparametrisch geschätzt. Als Beispiele werden bei Efron (1983)
die Schätzung des Erwartungswertes, eines Quantils, der Korrelation, des Verhältnisses zweier Zu-
fallsvariablen, Bias, Varianz und des Expected Excess Errors genannt. Zunächst werde ich kurz in die
Notationen und Definitionen einführen.
Gegeben sei eine Stichprobe
( )Nxxx ,...,, 21=x (A2.11)
und eine Stichprobenfunktion ( )!θ = t x . Gesucht ist der Bias und die Standardfehler von !θ . Der Jack-
knife verwendet sogenannte Jackknife-Stichproben, bei denen jeweils eine Beobachtung der Original-
stichprobe ausgelassen wird:
( ) ( )Niii xxxx ,...,,,..., 111 +−=x Ni ...,2,1mit = (A2.12)
Die Stichprobenfunktion der Jackknife-Stichprobe ( ) ( )( )!θ i it= x  heißt analog wie beim Bootstrap
Jackknife-Wiederholung von !θ . Die Jackknife-Schätzung des Bias von !θ  (Efron, 1983),
( ) ( )! !bias E F Fjack F≡ −θ θ (A2.13)
ist definiert durch (Efron, 1993):
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( ) ( )( )θθ ˆˆ1ˆ −−= •Niasb jack , mit ( ) ( )∑
=
•
=
N
i
i N
1
/ˆˆ θθ (A2.14)
Die Jackknife-Schätzung des Standardfehlers einer Stichprobenfunktion ist bestimmt durch (Efron,
1993):
( ) ( )( ) 2
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=
•
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N
i
iN
Njackes θθ (A2.15)
Jackknife-Bias korrigierte Stichprobenfunktionen (Efron, 1983)
( ) ( )•−−=−≡ θθθθ ˆ1ˆˆ~ NNBIAS (A2.16)
haben im Vergleich mit der Stichprobenfunktion !θ  einen Bias, der umgekehrt zum Quadrat der Stich-
probenanzahl abnimmt, während der Bias der Schätzfunktion !θ  nur umgekehrt zur Stichprobenanzahl
abnimmt (Efron, 1983).
Der Jackknife stellt ein Spezialfall der Einflussfunktion dar (Huber, 1981) und kann anschaulich als
einfach zu berechnende Stichprobenkonkretisierung der Einflussfunktion (siehe Kap. 3.1.1.2) aufge-
fasst werden (Hampel, 1986).
Der Jackknife liefert oft eine einfache, gute und rechentechnisch weniger aufwändige Näherung zur
Bootstrap-Schätzung des Bias’ und des Standardfehlers, er kann jedoch auch vollständig versagen,
wenn die Stichprobenfunktion θ  keine differenzierbare Funktion von x ist, d. h. wenn kleine Ände-
rungen im Datensatz große Änderungen der Stichprobenfunkion zu Folge haben können. Ein einfaches
Beispiel einer derartigen, nicht glatten, Funktion ist der Median (Efron, 1993).
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1.4 Schematischer Verfahrensvergleich
Kreuzvalidierung Jackknife BootstrapAbb. A2.4: Methodenvergleich der Verfahren Kreuzvalidierung, Jackknife und Bootstrap.
Dargestellt ist jeweils ein Schritt (eine Durchführung), d. h. bei der Kreuzvalidierung die Schätzung
eines aus dem Ensemble herausgenommenen Punktes und bei Jackknife und Bootstrap die Realisati-
on einer von n Jackknife- bzw. B Bootstrap Stichproben. Die Kreuzvalidierung hat gegenüber dem
Jackknife- und Bootstrap-Verfahren eine ganz andere Zielsetzung. Bootstrap- und Jackknife-
Verfahren dienen zur Schätzung von verschiedenen Eigenschaften eines Parameters einer Grundge-
samtheit bei unbekannten Verteilungen, d. h. sie ermöglichen es, Statistik mit verschiedenen Reali-
sationen einer Stichprobenfunktion zu betreiben. Die Kreuzvalidierung steht hingegen im Zusam-
menhang mit einem Modell mit einer Zielgröße und einer oder mehreren Eingangsgrößen. Das Ziel
der Kreuzvalidierung besteht in einer Modellüberprüfung, bei der eine Hinzunahme eines neuen
Datenpunktes simuliert wird.
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Anhang 3: Ergänzungen zur Robusten Statistik
1.1 Problemstellung und Motivation
In der Praxis treten oft Abweichungen von strengen parametrischen Modellvorstellungen über die
Verteilungen von Messwerten auf (Hampel et al. 1986, S 21). Die Abweichungen können verschiede-
ne Ursachen haben: Das Auftreten von Fehlern bei der Datengewinnung und -aufbereitung (Messung,
Aufschrieb, Runden, Gruppieren, Fehlerfortpflanzung, Berechnung etc.). Derartige Fehler können
sowohl ein größeres (sog. Ausreißer) als auch kleineres Ausmaß annehmen und in der Menge guter
Daten verborgen bleiben, ein einziger nicht bemerkter Fehler kann jedoch eine statistische Analyse
vollständig verderben, insbesondere, wenn ein kleinster-Quadrate-Algorithmus verwendet wird. Ein
Anteil von mehreren Prozent grober Fehler sind in den Wissenschaft verbreitet (Hampel et al., 1986).
Moderne robuste Techniken können mit fehlerbehafteten Datensätzen weitaus besser umgehen als
objektive oder subjektive Methoden, mit denen versucht wird, bestimmte Datensätze zurückzuweisen.
1.2 Annahmen
Statistische Schlussfolgerungen basieren zum einen auf Beobachtungen, zum anderen auf Annahmen
über die den Beobachtungen zu Grunde liegende Sachverhalte. Diese Annahmen erstrecken sich im
Wesentlichen auf Zufälligkeit, Unabhängigkeit der Stichprobe und Verteilungsmodelle von unbe-
kannten Parametern. Es wird dabei davon ausgegangen, dass diese Annahmen zwar nicht exakt, aber
wenigstens doch annähernd stimmen, es sind mathematisch bequeme Vereinfachungen eines oft un-
scharfen Wissens oder Glaubens. Diese Vereinfachungen sind unabdingbar notwendig und man geht
davon aus, dass kleine Modellabweichungen auch nur kleine Fehler beim Ergebnis bewirken. Leider
trifft diese Annahme nicht immer zu. So wurde in den vergangen Jahrzehnten immer deutlicher, dass
die meisten statistischen Prozeduren außerordentlich sensitiv auf auf kleine Abweichungen vom Mo-
dell reagieren, insbesondere wenn Normalverteilung vorausgesetzt wird. Daher wurde die Forderung
nach „robusten“ Methoden laut, die weniger sensitiv auf Verstöße gegen die Modellannahmen reagie-
ren.
Auch bei der räumlichen Schätzung ökologischer Parameter werden eine Vielzahl von Annahmen
getroffen (hinsichtlich Verteilung, Zufälligkeit und Repräsentativität der Beprobung, etc.), von denen
zu erwarten ist, dass sie nicht immer zutreffen. Diese Dissertation will dieser Tatsache Rechnung tra-
gen, deshalb unternehme ich den Versuch, robuste Kriterien zur Beurteilung der Güte von räumlichen
Schätzungen zu entwickeln und anzuwenden. In diesem Kapitel gebe ich daher eine kurze Einführung
in die wichtigsten Methoden der robusten Statistik. Hierbei beschränke ich mich im Wesentlichen auf
das wichtigste Werkzeug der robusten Statistik, der Einflussfunktion mit ihren Derivaten und einigen
einfachen robusten Lokationsschätzern. Diese Lokationsschätzer werden im folgenden Kapitel benö-
tigt, um robuste Gütemaße entwickeln zu können. Zunächst will ich den Begriff der Robustheit allge-
mein definieren und den Unterschied zwischen robusten Methoden und nichtparametrischen bzw.
verteilungsfreien Methoden kurz darlegen.
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1.3 Definition der Robustheit
Robustheit bezeichnet die Unempfindlichkeit gegenüber kleinen Änderungen der Modellannahmen
(Huber, 1981).
Traditionell werden robuste Verfahren im Zusammenhang mit nichtparametrischen und verteilungs-
freien Verfahren genannt. Robuste Verfahren können jedoch nicht mit nichtparametrischen oder ver-
teilungsfreien Verfahren gleichgesetzt werden, da robuste Methoden vorwiegend bei parametrischen
Verteilungsmodellen angewendet werden und nichtparametrische und verteilungsfreie Verfahren z. T.
wenig robust sind (Huber, 1981). Robuste Methoden sind daher parametrischen Ansätzen viel näher
als nichtparametrischen und verteilungsfreien, sie unterscheiden sich von nichtrobusten, gewöhnlichen
Verfahren insofern, als bei robusten Verfahren die Voraussetzungen parametrischer Verfahren nicht
als stillschweigend erfüllt betrachtet werden und dies formal Berücksichtigung findet (Huber, 1981).
Folgende nachfolgende Verfahren und Prozeduren konkurrieren mit robusten Verfahren:
Bei nichtparametrische Verfahren werden unabhängig vom Verteilungstyp und Verteilungsfunktion
Aussagen über einen unbekannten Parameter gemacht, d. h. sie können bei allen möglichen Verteilun-
gen angewendet werden (Sachs, 1997). Mittelwert und Median einer Stichprobe sind beispielsweise
nichtparametrische Schätzer für das Mittel und den Zentralwert der Population. Obwohl nichtparame-
trisch, ist das Stichprobenmittel sehr ausreißerempfindlich und deshalb nicht robust.
Ein Test ist nach der strengen Definition von Huber (1981) parameterfrei, wenn die Wahrscheinlich-
keit der fälschlichen Ablehnung der Nullhypothese für alle mögliche stetige Verteilungen gleich ist).
Ein typisches Beispiel hierfür ist der Zwei-Stichproben-Rang-Test für den Test auf Gleichheit von
Verteilungen.
Adaptive Prozeduren wurden erstmals von Stein (1956) beschrieben; sie passen sich selbst an den
vorliegenden Datensatz an, so dass z. B. spezifische Lokationsmaße bei hinreichend glatten symmetri-
schen Wahrscheinlichkeitsdichten asymptotische Effizienz aufweisen (Takeuchi, 1971; Beran, 1974;
Sacks, 1975; Stone, 1975). Bei asymmetrischen Verteilungen ist das Verhalten adaptiver Verfahren
noch nicht untersucht (Huber, 1981) Ein Übersichtsartikel findet sich bei Hogg (1974) eine Monogra-
phie bei Büning (1991). Robuste Methoden unterscheiden sich von adaptiven Methoden dadurch, dass
sie eher den Sicherheitsaspekt als den Effizienzaspekt betonen. Adaptive Schätzungen sind nach Stein
(1956) und Huber (1981) eher effizienten nichtparametrischen als robusten Verfahren zuzuordnen.
Der Begriff resistente Prozedur stammt von Mosteller und Tukey (1977). Sie bezeichnet Insensitivität
einer Schätzung oder Teststatistik gegenüber Veränderungen der zu Grunde liegenden Stichprobe.
Diese Veränderungen können durch kleine Änderungen aller, oder großer Änderungen einiger weniger
Stichprobenwerte erfolgen. Obwohl ein deutlich anderer Ansatz vorliegt, sind die Begriffe Resistenz
und Robustheit damit für praktische Anwendungen synonym.
1.4 Ausreißerelimination vs robuste Statistik
Ein häufig gegenüber robuster Statistik vorgebrachter Einwand ist, dass robuste Statistik nicht not-
wendig sei, da ein zweistufiges Datenmanagement mit einer sinnvoll durchgeführten Ausreißerelimi-
nation der robusten Statistik ebenbürtig sei. Dabei wird im ersten Schritt der Datensatz durch Anwen-
dung einer Ausreißerregel bereinigt und im zweiten Schritt werden klassische Schätz- und
Testverfahren auf die verbliebenen Daten angewendet. Es gibt jedoch drei Gründe, die gegen ein sol-
ches Datenmanagement sprechen (Huber, 1981):
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1. Bei mehrdimensionalen Regressions-Problemen sind Ausreißer nur sehr schwer zu erkennen.
Hampel et al. (1986) zeigen hierzu ein Beispiel.
2. Selbst wenn der vorliegende Datensatz normalverteilt ist und nur einige größere Fehler ‘einge-
streut’ sind, sind die bereinigten Daten nicht normalverteilt. Die Situation ist noch viel schlimmer
wenn keine Normalverteilung vorliegt, der Datensatz fehlerbehaftet ist, eine Ausreißerelimination
durchgeführt wurde und dann eine Normalverteilung angenommen wird. Die Leistungsfähigkeit
einer derartigen Vorgehensweise ist weitaus schwieriger zu bestimmen, als die einer robusten Me-
thode. Die klassische Theorie der Normalverteilung ist daher auf bereinigte Daten nicht anwendbar
3. Es ist eine empirische Tatsache, dass die besten Ausreißerregeln nicht so leistungsstark sind, wie
die besten robusten Prozeduren. Robuste Methoden weisen einen fließenden Übergang zwischen
Ablehnung und Verbleib einer Beobachtung im Datenensemble auf und sind deshalb den Ausrei-
ßerregeln überlegen. Der fließende Übergang zwischen Ablehnung und Verbleib wird im Unterka-
pitel ‘Einflusskurven’ näher erläutert.
1.5 Eigenschaften und Ziele robuster Verfahren
Das Verfahren sollte einigermaßen effizient sein. Es sollte so beschaffen sein, dass kleine Abweichun-
gen von den Modellannahmen die Leistungsfähigkeit nur unwesentlich beeinflussen. Größere Model-
labweichungen sollten nicht zu beliebigen Werten führen.Die Hauptziele robuster Verfahren sind
(Hampel et al, 1986):
1. Datenbeschreibung mit derjenigen Struktur, die am besten mit den Daten übereinstimmt
2. Identifizierung abweichender Datenpunkte (Ausreißer) oder Substrukturen
3. Identifikation von sog. ‘Hebelpunkten’(engl. ‘leverage points’) bei Regressionproblemen, d. h.
derjenigen Datenpunkte, die die Regressionsfunktion stark beeinflussen
Im folgenden wird jede Schätzfunktion allgemein mit ( )NNN xxTT ,,1 !=  bezeichnet, wenn sie auf
einer Stichprobe Nxx ,,1 !  vom Umfang N basiert. Der Grenzwert einer Schätzfunktion NT  für
∞→N  wird mit T gekennzeichnet. Dabei wird angenommen, dass das Funktional NT  Fisher-
konsistent ist (Kallianpur und Rao, 1955), d. h. (Hampel et al., 1986)
( ) θθ =FT , für alle θ (A3.1)
was bedeutet, dass die Folge der Funktionale { }1; ≥NTN  bei der idealen Modellverteilung asympto-
tisch die richtige Größe schätzt.
1.6 Kenngrößen der Robustheit: Qualitative und quantitative Robustheit
1.6.1 Qualitative Robustheit
Der Begriff der qualitativen Robustheit wurde von Hampel (1971) eingeführt. Danach ist eine Folge
von Schätzern { }1; ≥NTN  qualitativ robust auf 0FF = , wenn für jedes 0>ε  ein 0>δ  existiert, so
dass für alle F und 0NN ≥  gilt (Huber, 1981):
( ) ( ) ( )( ) εδ ≤⇒≤ ∗∗ NFNF TTdFFd L,, 00 L (A3.2)
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wobei ( )NF TL  die Verteilung von ( ){ }1; ≥NFTN und ∗d  eine Distanzfunktion, z. B. die Prohorov
Distanz (Prohorov, 1956), kennzeichnet.
1.6.1 Quantitative Robustheit
Die wichtigsten quantitativen Kenngrößen, welche die Robustheitseigenschaften einer Schätzfunktion
NT  beschreiben, sind die Sensitivitätskurve, die Einflussfunktion, gross error sensitivity, local shift
sensitivity und der Bruchpunkt.
1.6.2 Sensitivitätskurve
Die Sensitivitätskurve SC einer Schätzfunktion beschreibt die Veränderung einer Schätzfunktion,
wenn zu einer Stichprobe 11 ,, −Nxx !  noch ein Wert x ergänzt wird (Tukey, 1970):
( ) ( ) ( )[ ]1111111 ,,,,,;,,; −−−− −= NNNNNN xxTxxxTNTxxxSC !!! (A3.3)
Sie berechnet sich als N-fache Differenz von TN und TN-1 in Abhängigkeit vom Wert x. In Abb. A3.1
sind Sensitivitätskurven für die Schätzfunktionen Median und Mittelwert für einen konkreten Daten-
satz dargestellt und erläutert. Die Sensitivitätskurve ist zur allgemeinen Beschreibung von Robust-
heitseigenschaften einer Schätzfunktion nur bedingt geeignet, da sie ja außer von der Schätzfunktion
selbst auch von den konkreten Beobachtungswerten und deren Anzahl abhängig ist.
Abb. A3.1: Sensitivitätskurve des arithmetischen Mittels
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Es liege ein konkreter Datensatz vom Umfang N = 4 mit x1 =
-0.5, x2 = 1.5, x3 = -1 und x4 = 0.5 vor. Für das arithmetische
Mittel ergibt sich mit 55 xxT ==  ein( ) 125,05;4,1; −= xxxxxSC ! . Für den Median ergibt sich
mit { } 55 medxmedT ==  ein ( )=5;4,1; medxxxSC !
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Die Kurven für den Median und den Mittelwert unterscheiden sich erheblich voneinander. SC ist beim Medi-
an beschränkt und für das arithmetische Mittel unbeschränkt. Das arithmetische Mittel kann daher beim
vorliegenden Datensatz im Gegensatz zum Median durch Hinzunahme nur eines weiteren Beobachtungs-
wertes x5 in beliebiger Weise verändert werden. Liegt der neue Wert allerdings zwischen –0,5 und 0,5, rea-
giert der Median sehr viel heftiger als der Mittelwert, was durch die größere Steigung von SC in diesem Be-
reich erkennbar ist.
.6.3 Einflussfunktion
ie Einflussfunktion (IF engl. influence function; gelegentlich wird auch die ältere Bezeichnung Ein-
lusskurve verwendet) ist die verallgemeinerte Form der Sensitivitätskurve, da sie unabhängig von
onkreten Beobachtungen und deren Anzahl ist. Sie stellt den Grenzwert der Sensitivitätskurve von
tichprobenwerten aus einer Verteilung mit der Verteilungsfunktion F dar (Hampel, 1968, 1971,
974):
( ) ( )NNN TxxxSCTFxIF ;,,;lim;; 11 −∞→= !  (A3.4)
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Die Einflussfunktion beschreibt die Reaktion einer Schätzfunktion auf einen zusätzlichen Stichpro-
benwert, wenn von einer sehr großen Stichprobenzahl aus einer Verteilung F ausgegangen wird. Die
Einflussfunktion ist zur allgemeinen Charakterisierung der Robustheit einer Stichprobenfunktion gut
geeignet, da sie unabhängig ist von konkreten Beobachtungswerten und deren Anzahl. Die Einfluss-
funktion stellt ein wichtiges Werkzeug zur Beurteilung von Robustheitseigenschaften dar, von ihr
lassen sich weitere wichtige, nachfolgend dargestellte, Größen ableiten, z. B. die Gross-error sensiti-
vity, local-shift sensitivity und der rejection point. Da eine deutsche Übersetzung dieser Begriffe so-
wohl sprachlich holprig und umständlich als auch weniger prägnant und ungenauer wäre, habe ich bei
den nachfolgenden Ausführungen die englischen Fachbegriffe beibehalten.
Abb. A3.2: Einflussfunktionen des arithmetischen
Mittels und des Medians
Zu Grunde gelegt ist die Standardnormalverteilung
mit Mittelwert 0=µ  und Varianz 12 =σ . Bei
beliebigen Normalverteilungen ergibt sich für das
arithmetische Mittel die ( ) µ−= xxFxIF ;; . Beim
Median ergibt sich hierfür:
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Die Einflussfunktion des arithmetischen Mittels ist also unbeschränkt, d. h. bei Vorliegen einer normalver-
teilten Stichprobe kann sich durch die Hinzunahme einer einzigen Beobachtung der Wert der Schätzfunktion
beliebig verändern. Die Einflussfunktion des Medians ist hingegen beschränkt, der Wert der Schätzfunktion
kann sich im abgebildeten Beispiel nur um 2π  verändern. Allerdings weist die Einflussfunktion eine
Sprungstelle auf, was bedeutet, dass bereits kleinste Schwankungen des zur Normalverteilung hinzukommen-
den Wertes eine nichtstetige Veränderung des Wertes der Schätzung zur Folge haben. Arithmetisches Mittel
und Median besitzen daher zwar gegensätzliche Vor- und Nachteile, sind aber keineswegs als robust zu be-
zeichnen.
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1.6.4 Gross-Error Sensitivity
Die Gross-error sensitivity ist das Supremum des absoluten Betrages der Einflussfunktion für alle x,
für die die Einflussfunktion definiert ist (Hampel, 1968, 1974):
( ) ( )FTxIFFT
x
;;sup, =∗γ (A3.5)
Die gross-error sensitivity ist ein Maß für den größten Einfluss, den ein einzelner Wert auf eine
Schätzfunktion haben kann. Daher ist es erstrebenswert, dass ( )FT ,∗γ  finit ist, in diesem Falle heisst
T dann B(bias)-robust auf F (Rousseeuw, 1981)
1.6.5 Local-Shift Sensitivity
Die local-shift sensitivity (Hampel, 1968, 1974) beschreibt die größte Änderung der Schätzfunktion,
welche durch eine kleine Änderung einer Beobachtung hervorgerufen werden kann. Kleine ‘Wackler’
von Stichprobenwerten können durch Runden, Gruppieren oder andere kleine Ungenauigkeiten bei der
Beobachtung verursacht werden. Diese kleine Verschiebungen von einem Wert x zum Wert y können
mathematisch als Hinzunahme einer neuen Beobachtung y und Streichen der Beobachtung x interpre-
tiert werden. Die dabei entstehende maximale Änderung der Schätzfunktion kann daher als Supremum
der normierten Differenz der Einflussfunktionen y und x beschrieben werden (Hampel, 1968, 1974):
( ) ( )
xy
FTxIFFTyIF
yx −
−
=
≠
∗
;;;;
supλ
(A3.6)
Infinite ∗λ  können allerdings aufgrund der Normierung auch bei nur begrenzten Änderungen der
Schätzfunktion auftreten
1.6.6 Rejection Point
Es wurden bereits sehr früh Versuche unternommen, Ausreißer vollständig zu ignorieren, Schätzer mit
dieser Eigenschaft wurden bereits von Daniel Bernoulli um 1769 und Smith 1888 entwickelt (Stigler,
1980). Das Vermögen, Ausreißer vollständig zu vernachlässigen, liegt vor, wenn die Einflussfunktion
außerhalb eines finiten Bereiches den Wert Null annimmt. Liegen Beobachtungen mit Messwerten
vor, die außerhalb dieses Bereiches liegen, haben diese keinerlei Einfluss auf die Schätzfunktion. Bei
Vorliegen einer symmetrischen Verteilung mit Mittelwert Null kann der rejection point wie folgt defi-
niert werden (Hampel, 1968, 1974):
( ){ }rxFTxIFr >=>=∗ und0;;0infρ (A3.7)
Existiert kein derartiges r, ist gemäß der Definition des Infimums ∞=∗ρ
1.6.7 Bruchpunkt
Der Bruchpunkt (engl. breakdown point; Hampel, 1968, 1974) ∗ε  ist in seiner allgemeinen Form ein
Maß für die globale Glaubwürdigkeit eines Schätzers, das beschreibt, bis zu welcher Prohorov-Distanz
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(Prohorov, 1956) von der angegebenen Modellverteilung eine Schätzfunktion TN zutreffende Schät-
zungen liefert (Hampel et al., 1986). Da diese Konzeption in der praktischen Arbeit schwer handhab-
bar ist, wurden mehrere Bruchpunkt-Versionen entwickelt, die auf endliche Stichproben basieren. Sie
sind einfacher, da sie keine Wahrscheinlichkeitsverteilungen enthalten. Im Folgenden verwende ich
die Definition von Hampel et al. (1986). Der Bruchpunkt einer Stichprobe ∗Nε  einer Schätzfunktion TN
auf Basis der Stichprobe ( )Nxx ,,1 !  ist definiert als (Hampel et al., 1986)
( ) ( ){ }∞<=∗ NNyyNNNN zzTmxxT m ,,supmax,,; 1,,11 1 !! !ε (A3.8)
wobei die Stichprobe ( )Nzz ,,1 !  aus der Stichprobe ( )Nxx ,,1 !  durch Ersetzen von m Beobachtun-
gen Njixx jmi ≤≤ ,,, 11 !  hervorgeht. In vielen Fällen kann durch Grenzwertbildung 
∗
∞→
Nn
εlim  der
allgemeine Bruchpunkt ∗Nε  gewonnen werden. Der Bruchpunkt einer Stichprobe kann als maximaler
Anteil von Ausreißern in einer Stichprobe verstanden werden, ohne dass sich die Schätzfunktion unbe-
schränkt ändert. Der größtmögliche Wert des Bruchpunktes einer Stichprobe ist 0,5 (Hampel et al.,
1986).
1.6.8 Robustheitseigenschaften des arithmetischen Mittels und des Medians
In diesem Kapitel vergleiche ich die beiden gebräuchlichen Lageschätzer arithmetisches Mittel und
Median mit Hilfe der oben dargestellten Robustheitseigenschaften; dieser Vergleich soll die Einfüh-
rung robuster Lageschätzer im nächsten Kapitel motivieren. In Tab. A3.1 sind die wichtigsten Eigen-
schaften der klassischen Lageschätzer Mittelwert und Median zusammengefasst.
Tab. A3.1: Vergleich der Robustheitseigenschaften des Mittelwertes und des Medians Der Mittelwert ist
besonders empfindlich, wenn Beobachtungen mit großen Fehlern behaftet sind, was auf den Median jedoch
keine Auswirkungen hat. Genau umgekehrt verhält es sich, wenn in der Stichprobe kleinere Fehler vorkommen:
Der Mittelwert reagiert schwach auf kleinere Messwertschwankungen, der Median ist außerhalb des Zentral-
wertes von solchen Änderungen unbeeinflusst. Im Bereich des Zentralwertes kann jedoch schon eine einzige
kleine Messwertschwankung zu einer sprunghaften Änderung der Schätzfunktion führen. Beide Lageparameter
sind nicht in der Lage, Messwerte außerhalb eines bestimmten Bereiches (Ausreißer) prinzipiell zu ignorieren.
Beim Mittelwert kann sich bereits ein einzelner großer Fehler beliebig stark auf den Schätzwert auswirken, beim
Median kann der Anteil an Ausreißern bis zu 50 % betragen, bevor diese sich überhaupt erst auf den zu schät-
zenden Wert auswirken. Beide Lageschätzer haben zwar einige positive aber auch negative Robustheitseigen-
schaften und sind deshalb wenig robust.
Eigenschaft Arithmetisches Mittel Median
Schematisierte Einflussfunktion
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1.6.9 Maximum-Likelihood-(M-)Schätzer, L-, und R-Schätzer
Der Name M-Schätzer (Huber, 1964) stammt von ‘generalized maximum likelihood’, die Schätzer
stellen eine Verallgemeinerung der Maximum-Likelihood-Methode dar. Ein skalenabhängiger M-
Schätzer TN für die Lokation ergibt sich generell aus der Lösung der Minimierungsaufgabe
( )∑
=
=−
N
i
Ni Tx
1
minρ (A3.9)
oder implizit formuliert:
( )∑
=
=−
N
i
Ni Tx
1
0ψ , (A3.10)
wobei ρ  eine beliebige Funktion und ( ) ( )θρ
θ
θψ −
∂
∂
=− xx  ist (Huber, 1981). Beide Gleichungen
sind nicht immer äquivalent, dennoch ist Gl. A3.9 nützlich, um Lösungen für Gl. A3.10 zu finden. Aus
diesem Grunde wird ψ  oft mit dem M-Schätzer gleichgesetzt, der durch diese Funktion definiert
wird.
Bei streng monotonem ( )xψ  ergibt sich TN als eindeutige Lösung der Gl. A3.10. Skalenabhängigkeit
bedeutet in diesem Zusammenhang, dass TN von der Wahl der Messskala für die Stichprobenwerte( )Nxx ,,1 !  abhängig ist. Auf skaleninvariante Versionen von M-Schätzern soll später eingegangen
werden.
Median und Mittelwert gehören der Klasse der M-Schätzer an, ihre ρ - bzw. ψ - Funktionen lauten:
( ) ( ) ( ) ( )
( ) ( ) xxxxT
xxxxT
n
n
===
===
ψρ
ψρ
2mit x
sgnmit xmed
2 (A3.11)
( )xsgn  bezeichnet dabei die Vorzeichenfunktion Signum:
( )
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
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=
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=
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0falls0
01
sgn
x
x
x
x (A3.12)
Eine besondere Eigenschaft der M-Schätzer ist es, dass die Einflusskurve eines skalenabhängigen M-
Schätzers proportional zur Funktion ( )xψ  ist (Huber, 1981). Die Proportionalitätskonstante ( )FC
ist dabei nur von der zu Grunde gelegten Verteilung abhängig. Beschreibt ( )xf  die Dichte dieser
Verteilung, ( )xF  die dazugehörige Verteilungsfunktion, und [ ]TEF  den Erwartungswert der Schätz-
funktion T unter der Verteilung F, so gilt (Hartung, 1986):
( ) ( ) [ ]( )TExFCTFxIC F−⋅= ψ,, (A3.13)
Die Proportionalität der Einflussfunktion hat zwei Konsequenzen: Zum einen ist bei den M-Schätzern
die Form der Einflussfunktion stets unabhängig von der zu Grunde gelegten Verteilung; daher sie sind
robust gegenüber Abweichungen von Verteilungsannahmen. Zum anderen können M-Schätzer mit
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maßgeschneiderten Eigenschaften leicht entwickelt werden, in dem eine Funktion ( )xψ  so gewählt
wird, dass sie die gleiche Form besitzt wie eine vorzugebende Einflusskurve mit den gewünschten
Eigenschaften (Hartung, 1986).
Falls ( )xψ  monoton und beschränkt (aber nicht notwendigerweise stetig) ist, berechnet sich der
Bruchpunkt von skalenabhängigen M-Schätzern zu (Huber, 1981)
η
η
ε
+
=
∗
1M
 mit 
( )
( )
( )
( )



∞−
∞+
−
∞+
∞−
−=
ψ
ψ
ψ
ψη ,min (A3.14)
Wenn ( ) ( )∞+=∞−− ψψ , ergibt sich 1=η  und damit 5,0=∗ε , d. h. der maximal mögliche Bruch-
punkt überhaupt. Bei nicht beschränktem ( )xψ  ist der Bruchpunkt von M-Schätzern stets 0=∗ε .
1.6.9.1 Skaleninvarianz
Bislang wurden nur skalenabhängige Versionen von M-Schätzern beschrieben. Normalerweise sind
M-Schätzer skalenabhängig. Eine Ausnahme bilden der Median und der Mittelwert, die in der Menge
aller M-Schätzer enthalten sind und skaleninvariant sind. Skalenabhängige M-Schätzer können ska-
leninvariant gemacht werden, in dem bei der Minimierungsaufgabe eine Skalenschätzung Sn mit ein-
bezogen wird. Zur Skalenschätzung bietet sich der Median der Medianabweichung, MAD, an (Hampel
et al., 1986), der mit Hilfe des Faktors c so standardisiert wird, dass bei der idealen Modellverteilung
Konsistenz vorliegt (Huber, 1981;:
{ }{ }iiNN xxccS medmedMAD −⋅=⋅= , (A3.15)
c = 1.483 bei Normalverteilung (Hampel et al., 1986)
Mit dieser Skalenschätzung kann die Lageschätzung durch Lösen der modifizierten Minimierungsauf-
gabe
min
1
=



−∑
=
N
i N
Ni
S
Txρ (A3.16)
skaleninvariant gemacht werden. Die skaleninvarianten Versionen der M-Schätzer weisen die gleichen
Eigenschaften wie die skalenabhängigen Schätzer auf: Die Einflusskurve ist proportional zur Funktion
ψ , der Bruchpunkt eines skaleninvarianten Schätzers ist das Minimum aus dem Bruchpunkt des zu
Grunde liegenden skalenabhängigen M-Schätzers ∗Mε  mit gleicher ρ  bzw. ψ -Funktion und des
Bruchpunktes des Skalenschätzers SN, ( )NS∗ε  (Hartung, 1986):
( )∗∗∗ =
NN SMMS εεε ,min (A3.17)
Bei der Verwendung des MAD als Skalenschätzer, mit dem maximal möglichen Bruchpunkt von
5,0=∗ε , bleibt daher der Bruchpunkt der skalenabhängigen M-Schätzung erhalten.
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1.6.9.2 Berechnung von M-Schätzern
Von den Sonderfällen Median und Mittelwert abgesehen, erfordert die Berechnung von M-Schätzern
immer den Einsatz iterativer Verfahren. Es soll an dieser Stelle das Newton-Raphson-Verfahren zur
Lösung der Gleichung
∑
=
=



−
N
i N
Ni
S
Tx
1
0ψ (A3.18)
erwähnt werden. Da obige Gleichung unter Umständen mehrere Lösungen besitzt, ist es wichtig, einen
geeigneten Startwert 0NT  zu wählen, so dass Gl. A3.16 erfüllt ist. Es hat sich gezeigt, dass der Median
diesbezüglich ein geeigneter Startwert 0NT  darstellt. In der Regel liegt dann schon nach einer Iteration
ein befriedigendes Ergebnis vor (Hartung, 1986).
Die Schätzung pNT  im p-ten Iterationschritt ( ...,2,1=p ) berechnet sich mit der Ableitung ψ ′  von ψ
wie folgt (Hartung, 1986; verändert):
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Stabilisieren sich die Schätzwerte pNT , d. h. ist für ein p und ein vorzugebendes 0>ε
ε<− −1pN
p
N TT , (A3.20)
so wird die Iteration abgebrochen und pNN TT =  ist der gesuchte M-Schätzer.
1.6.9.3 Huber-k-Schätzer
Die Huber-k-Schätzer stellen eine Klasse von M-Schätzern dar, bei denen die ρ  bzw. ψ -Funktionen
des Mittelwert- und Medianschätzer abschnittweise kombiniert werden. Sie enthalten daher diese
Schätzer als Spezialfälle ( Median;Mittelwert →>→≤ kxkx ii ), vereinen aber die Vorteile
der beiden Schätzer. Huber-k-Schätzer sind durch folgende Definitionen für ρ  bzw. ψ  festgelegt
(Huber, 1964, Formulierung nach Hartung, 1986):
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ψ (A3.21)
wobei k eine positive, reelle, Konstante darstellt. Aus dieser Definition geht hervor, dass Huber-k-
Schätzer sowohl qualitativ als auch B-robust sind und außerdem gilt folgende Gleichung:
( ) ( )∞+=∞−− ψψ , daher haben Huber-k-Schätzer den maximal möglichen Bruchpunkt von 0,5
(Hampel et al., 1986).
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b. A3.3 Huber-k-Schätzer definierendeAb
−ψ Funktion mit Cut-Off-Punkt k
Dargestellt ist der qualitative Verlauf einer
−ψ Funktion, welche einen Huber-k-Schätzer für eine
Verteilung mit Erwartungswert 0 definiert. Aufgrund der
Eigenschaften der Huber-k-Schätzer ist die den Schätzer
definierende −ψ Funktion proportional zur Einfluss-
funktion des Schätzers. Es wird deutlich, dass Huber-k-
Schätzer hinsichtlich der Einflussfunktion eine Synthese
zwischen Median und Mittelwert darstellen und die Vor-
teile beider Verfahren kombinieren: Die Einflussfunktion
ist beschränkt weist keine Sprungstellen auf und ist punkt-
symmetrisch, daher sind sowohl local-shift sensitivity als auch gross-error sensitivity beschränkt; der Schät-
zer ist somit qualitativ und B-robust mit einem Bruchpunkt von 0,5.
1.6.9.4 Redescending M-Estimators
Bei den Huber-k-Schätzern ist ein beschränkter Einfluss beliebig großer Stichprobenwerte immer vor-
handen. D. h. auch klar als Ausreißer erkennbare Beobachtungen haben Einfluss auf die Lageschät-
zung. Diese Situation wird bei M-Schätzern, deren −ψ Funktion außerhalb eines endlichen Bereiches
bis auf Null abnimmt, vermieden. Formal lassen sich diese Schätzer wie folgt beschreiben (Hampel et
al., 1986 ):
( ){ }∞<<≥== rrxxr 0;  allefür   0: ψψψ (A3.22)
M-Schätzer mit der Eigenschaft, Ausreißer vollständig ignorieren zu können, heißen redescending M-
estimators. Gelegentlich werden aber von einigen Autoren auch Schätzer redescending genannt, deren
−ψ Funktion nur asymptotisch gegen Null abnehmen (z. B. Holland & Welsch, 1977). Es wurden
verschiedene −ψ Funktionen für redescending M-estimators vorgeschlagen, so z. B. die linearen
Hampel-Schätzer (Andrews et al. 1972), die auf der Sinus-Funktion basierenden Andrew’s waves
(Andrews et al. 1972) und die sehr glatte Biweight-Funktion von Tukey (Beaton & Tukey, 1974). Eine
qualitative Darstellung der entsprechenden −ψ Funktionen wird in Abb. A3.4 gegeben.
Abb. A3.4: Schematische Darstellung der −ψ Funktionen verschiedener redescending M-estimators
Redescending M-estimators unterscheiden sich von gewöhnlichen M-estimators im Wesentlichen darin, dass die
−ψ Funktionen und damit auch die Einflussfunktion außerhalb eines endlichen Bereiches auf Null abfallen.
Beobachtungen, die außerhalb dieses endlichen Bereiches liegen, werden auf Grund dieser Eigenschaft voll-
ständig ignoriert und haben keinerlei Einfluss auf die Lageschätzung.
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1.6.9.5 L-estimators
Ein L-Schätzer für die Lokation ist eine Linearkombination der geordneten Stichprobe )()1( ,, Nxx ! ,
mit )()2()1( Nxxx ≤≤≤ !  (Huber, 1981 vereinfacht):
∑
=
=
N
i
iNiN xaT
1
)( (A3.23)
wobei die aNi feste Gewichte darstellen, die von der Stichprobenanzahl abhängen. Je nach Wahl der
Gewichte ergeben sich drei wichtige Klassen von L-Schätzern: −α getrimmte Mittel,
−α winsorisierte Mittel und −α Gastwirth-Cohen-Mittel (Gastwirth-Cohen, 1970). L-Schätzer sind
stets skaleninvariant, ihre Berechnung ist ohne aufwändige Iterationsverfahren möglich. Die Einfluss-
kurve ist jedoch schwerer zu bestimmen.
1.6.9.6 R-estimators
R-Schätzer für die Lokation werden mit Hilfe von Zweistichproben-Rangtests für Lokationsvergleiche
gewonnen. Dabei werden zwei Stichproben ( Nxx ,,1 ! ) und ( Nyy ,,1 ! ) durch einen Rangtest (z. B.
Wilcoxon Rangsummentest) verglichen. Die Stichprobe ( Nyy ,,1 ! ) wird dabei aus der Originalstich-
probe  ( Nxx ,,1 ! ) durch Multiplikation mit -1 und anschließender Addition von NT2  gewonnen:
NixTy iNi ,,1für  ,2 !=−=
Der Wert NT  wird danach so lange optimiert, bis mit Hilfe des Rangtests ein möglichst kleiner Unter-
schied zwischen ( Nxx ,,1 ! )  und ( Nyy ,,1 ! ) festgestellt werden kann.  Der auf diese Art gewonnene
Wert NT  ist der R-Schätzer für die Lokation von ( Nxx ,,1 ! ).
1.6.9.7 Weiter führende Literatur
Auf weitere Schätzer zur Bestimmung der Lokation, wie z. B. A-, D-, P-, S- und W-Schätzer soll hier
nicht eingegangen werden. Hierzu verweise ich auf Hampel et al. (Übersicht; 1986), Lax (A-Schätzer;
1975), Wolfowitz (D-Schätzer; 1957), Johns (P-Schätzer; 1979), Rousseeuw & Yohai (S-Schätzer;
1984) und Tukey (W-Schätzer; 1970).
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Anhang 4:
Numerische Kodierung der Bodenschätzungsbodenarten
Die Paare BS-Bodenart – Numerische Kodierung sind zweifach angegeben. Im linken Block alphabetisch nach
BS-Bodenart sortiert, im rechten Block in numerisch aufsteigender Reihenfolge
Bodenart nach BS Numerische Kodierung Numerische Kodierung Bodenart nach BS
f3Sl3 2 1 Sl3-Sl4
f3Sl3-f3Sl4 3 2 f3Sl3
f3Sl4 6 3 f3Sl3-f3Sl4
f3Sl4-(Lfs4) 7 4 Sl4
Lfs1 34 5 Lfs4-f3Sl3
Lfs2 25 6 f3Sl4
Lfs2-(Lfs3) 26 7 f3Sl4-(Lfs4)
Lfs2-(Lkr3) 27 8 Lfs4-f3Sl4
Lfs2-Lfs3 32 9 Ls4
Lfs2-Lfs4 21 10 Lfs4
Lfs2-Lkr3 33 11 Lfs4-(f3Sl4)
Lfs2-Ls3 22 12 Lfs4-(Lfs3)
Lfs3 18 13 Ls3
Lfs3-(Lfs2) 20 14 Lfs3-Lfs4
Lfs3-(Lfs4) 19 15 Ls2-Ls3
Lfs3-f3Sl4 16 16 Lfs3-f3Sl4
Lfs3-Lfs4 14 17 Lfs4-Lschlu3
Lfs3-Lkr3 24 18 Lfs3
Lfs3-Lschlu3 28 19 Lfs3-(Lfs4)
Lfs4 10 20 Lfs3-(Lfs2)
Lfs4-(f3Sl4) 11 21 Lfs2-Lfs4
Lfs4-(Lfs3) 12 22 Lfs2-Ls3
Lfs4-f3Sl3 5 23 Ls3-Lkr3
Lfs4-f3Sl4 8 24 Lfs3-Lkr3
Lfs4-Lschlu3 17 25 Lfs2
Lkr3 35 26 Lfs2-(Lfs3)
Lkr3-(Lfs2) 36 27 Lfs2-(Lkr3)
Lkr3-(Lt2) 37 28 Lfs3-Lschlu3
Lkr3-Ls2 29 29 Lkr3-Ls2
Lkr3-Lschw3 38 30 Lschlu3-Lschli3
Lkr3-Lt3 42 31 Ls3-Lt3
Ls2-Ls3 15 32 Lfs2-Lfs3
Ls3 13 33 Lfs2-Lkr3
Ls3-Lkr3 23 34 Lfs1
Ls3-Lt3 31 35 Lkr3
Ls4 9 36 Lkr3-(Lfs2)
Lschlu3-Lschli3 30 37 Lkr3-(Lt2)
Lschw3 40 38 Lkr3-Lschw3
Lschw3-(Lkr3) 41 39 Lschw3-Lkr3
Lschw3-Lkr3 39 40 Lschw3
Lschw3-Lt3 45 41 Lschw3-(Lkr3)
Lschw3-Lt3-Tl3 44 42 Lkr3-Lt3
Lschw4 43 43 Lschw4
Lt3 46 44 Lschw3-Lt3-Tl3
Sl3-Sl4 1 45 Lschw3-Lt3
Sl4 4 46 Lt3
Tl3-T 47 47 Tl3-T
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Anhang 5:
Gütemaße der Schätzung der Bodenfeuchte
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47
Zeit (Wochen)
Koeffizient der mittleren quadrierten Schätzabweichung (comsre) der Schätzung der Bodenfeuchte
Zeit: 14.2.1990 - 13.1.1991; Weiherbachgebiet; Schätzverfahren: Bayes-Markow-Kriging; Berechnet nach
Daten von Lehmann (1995)
Anhang 6:
Bodenartentransformationsfunktion
 von BKA 4 (4. Auflage) in die BKA 3 (3. Auflage)
BKA 4 BKA 3 - Löss/
Kolluvium
BKA 3 - Keuper BKA 4 BKA 3 - Löss/
Kolluvium
BKA 3 - Keuper
Ls2 Ls2 Ls2 Ts3 Ts4 Ts3
Ls4 Ls4 Ls4 Tt Tl T
Lt2 Lu Lt2 Tu2 Ltu Tl
Lt3 Lt2 Lt3 Tu4 Ul4 Ltu
Lts Lts Lts Tus Lu Ltu
Lu Lu Lu Uls Uls Uls
Slu Slu Slu Us Us Us
Ss S S Ut2 Ul2 Ul2
Su4 Su4 Su4 Ut3 Ul2 Ul3
Tl Lt3 Tl Ut4 Ul3 Ul4
Ts2 Ts3 Ts2 Uu U U
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Anhang 7:
Nitratstickstoffgehalte im Untersuchungsgebiet
Probenahme: Februar 1992; Quelle: LUFA Augustenberg
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1 3480534 5446277 1 4 W'weizen 27 Brache 6 S'blumen 2 Rind'gülle 3 H'top 23 35 75
2 3480916 5446148 2 4 W'weizen 27 Brache 9 K'mais 1 Schw'gülle 1 H'fuß 65 192 49
4 3481308 5446128 3 12 Stilllegung 27 Brache 4 W'weizen 3 ohne 3 H'top 29 12 13
5 3481826 5446071 4 4 W'weizen 27 Brache 9 K'mais 2 Rind'gülle 1 H'fuß 26 54 76
6 3480351 5445650 5 3 Senf 27 Brache 4 W'weizen 4 Festmist 2 H'mitte 55 72 58
10 3481359 5445728 3 10 Phacelia 27 Brache 4 W'weizen 3 ohne 1 H'fuß 94 40 38
12 3481923 5445642 3 4 W'weizen 27 Brache 11 Z'rüben 3 ohne 3 H'top 19 20 31
13 3481370 5445567 2 27 Brache 27 Brache 9 K'mais 1 Schw'gülle 1 H'fuß 18 11 15
14 3481429 5445465 2 27 Brache 27 Brache 9 K'mais 1 Schw'gülle 3 H'top 33 36 75
16 3480584 5445217 6 16 Rübsen 27 Brache 4 W'weizen 1 Schw'gülle 3 H'top 37 30 29
17 3480897 5445354 7 3 Senf 27 Brache 18 W'gerste 1 Schw'gülle 3 H'top 85 56 26
18 3481151 5445402 7 3 Senf 27 Brache 18 W'gerste 1 Schw'gülle 2 H'mitte 88 106 79
19 3481438 5445208 3 4 W'weizen 27 Brache 11 Z'rüben 3 ohne 1 H'fuß 31 40 25
22 3480383 5444895 8 4 W'weizen 27 Brache 17 Hafer 4 Festmist 2 H'mitte 10 4 3
23 3480615 5444917 9 4 W'weizen 27 Brache 19 Roggen 4 Festmist 3 H'top 20 16 56
24 3480735 5444734 6 4 W'weizen 27 Brache 6 S'blumen 1 Schw'gülle 1 H'fuß 57 24 23
25 3481037 5444651 4 4 W'weizen 27 Brache 9 K'mais 2 Rind'gülle 1 H'fuß 31 27 53
28 3482128 5444672 10 4 W'weizen 27 Brache 9 K'mais 4 Festmist 1 H'fuß 27 49 77
29 3480378 5444384 9 4 W'weizen 27 Brache 6 S'blumen 4 Festmist 3 H'top 18 30 36
30 3480682 5444494 8 18 W'gerste 7 unbek. 18 W'gerste 4 Festmist 1 H'fuß 18 8 12
31 3480684 5444350 8 3 Senf 27 Brache 17 Hafer 4 Festmist 3 H'top 16 3 3
32 3481307 5444476 4 4 W'weizen 27 Brache 9 K'mais 2 Rind'gülle 3 H'top 30 74 51
33 3481539 5444503 10 3 Senf 27 Brache 4 W'weizen 4 Festmist 1 H'fuß 54 53 42
35 3482058 5444274 3 3 Senf 27 Brache 4 W'weizen 3 ohne 1 H'fuß 37 36 35
36 3482066 5444125 11 12 Stilllegung 27 Brache 4 W'weizen 3 ohne 3 H'top 51 96 56
37 3480375 5443873 6 16 Rübsen 16 Rübsen 9 K'mais 1 Schw'gülle 3 H'top 32 20 35
38 3480935 5443934 12 27 Brache 27 Brache 27 Brache 4 Festmist 1 H'fuß 35 24 38
39 3481223 5443969 4 3 Senf 27 Brache 4 W'weizen 2 Rind'gülle 2 H'mitte 18 7 6
40 3481136 5443679 6 10 Phacelia 27 Brache 15 F'erbsen 1 Schw'gülle 3 H'top 50 25 6
43 3481845 5443804 13 12 Stilllegung 12 Stillleg. 12 Stillleg. 7 Unbek. 3 H'top 21 7 8
44 3480761 5443630 6 12 Stilllegung 27 Brache 15 F'erbsen 1 Schw'gülle 3 H'top 31 23 6
45 3480640 5443387 6 4 W'weizen 7 unbek. 14 Gemüse 1 Schw'gülle 1 H'fuß 29 24 61
46 3480850 5443023 14 18 W'gerste 27 Brache 4 W'weizen 3 ohne 3 H'top 12 8 16
47 3481137 5443281 15 3 Senf 27 Brache 4 W'weizen 4 Festmist 1 H'fuß 30 23 18
48 3481124 5443124 14 3 Senf 27 Brache 4 W'weizen 3 ohne 3 H'top 55 18 29
51 3481931 5443603 14 3 Senf 27 Brache 2 S'gerste 3 ohne 3 H'top 18 7 4
52 3481231 5442894 16 3 Senf 3 Senf 9 K'mais 1 Schw'gülle 1 H'fuß 44 51 25
53 3481168 5442592 16 4 W'weizen 27 Brache 9 K'mais 1 Schw'gülle 1 H'fuß 36 98 199
54 3481365 5442678 16 4 W'weizen 27 Brache 9 K'mais 1 Schw'gülle 1 H'fuß 25 72 126
55 3481915 5442886 17 27 Brache 27 Brache 9 K'mais 2 Rind'gülle 2 H'mitte 18 19 19
56 3482014 5444310 3 12 Stilllegung 12 Stillleg. 4 W'weizen 3 ohne 3 H'top 26 17 13
57 3481769 5444817 11 3 Senf 27 Brache 18 W'gerste 3 ohne 3 H'top 12 24 25
59 3481167 5444693 4 3 Senf 27 Brache 4 W'weizen 2 Rind'gülle 3 H'top 42 44 41
60 3480701 5445936 18 4 W'weizen 27 Brache 9 K'mais 4 Festmist 1 H'fuß 45 59 102
65 3481038 5445686 2 8 Gras 27 Brache 4 W'weizen 1 Schw'gülle 1 H'fuß 12 5 5
1001 3480578 5445804 18 3 Senf 3 Senf 4 W'weizen 4 Festmist 3 H'top 60 45 27
1002 3480584 5445733 18 3 Senf 27 Brache 4 W'weizen 4 Festmist 2 H'mitte 67 59 49
1003 3480595 5445649 18 3 Senf 27 Brache 4 W'weizen 4 Festmist 1 H'fuß 63 46 39
