Abstract-The development of e-commerce is starting to change people's lifestyles, not least the people of Indonesia. The existence of e-commerce is very helpful user in buying and selling products. There are many e-commerce that can be found today. Some of the famous e-commerce in Indonesia are Bukalapak, Lazada, and Blibli. A large number of existing ecommerce makes users, especially buyers, have difficulty when looking for products at the cheapest price. This happens because each e-commerce offers different prices for the same product. This research aims to make the cheapest product search system in Bukalapak, Lazada, and Blibli using K-Means algorithm. The results of experiments showed that K-Means algorithm can be used to classify product data from Bukalapak, Lazada, and Blibli well. The results of the clustering process can also help for searching the cheapest products from the three e-commerce becomes faster. However, the number of clusters used will affect the effectiveness of the search process on the system.
I. INTRODUCTION
E-Commerce is the distribution, sales, purchasing, marketing of products, and services that rely on electronic systems, such as the Internet, television, or other computer networks. E-commerce involves the transfer of funds and electronic data exchange, management systems and data collection automatically. E-commerce is one of the most popular businesses in Indonesia because it provides a promising advantage. The advantage of e-commerce is that we can sell products or services online without having to set up shop or big office. Another advantage is the ease of communicating between the seller and the buyer. Marketing of products is also much more profitable because we do not need to spend high cost to do the promotion [1] .
Bukalapak, Lazada, and Blibli are famous e-commerce in Indonesia. Based on data from Google Trends for top 5 ecommerce in Indonesia which has the highest search in 2017, Bukalapak, Lazada, and Blibli included [2] . Bukalapak was founded by Achmad Zaky in early 2010 as a digital agency division named Suitmedia located in Jakarta. Bukalapak is one of the fastest growing e-commerce in Indonesia. Starting from a safe system in the process of buying and selling, has a wide and growing community in every city in Indonesia, rapid disbursement of funds for sellers, pioneer transaction security in the world of online trading, and many more advantages Bukalapak [3] . Lazada Indonesia was established in 2012 and is one of the branches of Lazada's online retail network in Southeast Asia. Lazada Southeast Asia is a subsidiary of the Rocket Internet network, a German company. As a newcomer to the Indonesian e-commerce business, Lazada is able to grab the attention of most internet users [4] . Blibli.com is an e-commerce that comes with the concept of an online mall in Indonesia since 2011. Blibli.com not only provide completeness of choice, but also the flexibility of payment method, delivery method, and service [5] .
The number of e-commerce in Indonesia, causing competition among them, especially the selling price of products. There are often price differences across ecommerce sites even in the same stuff and the same sellers. The buyers will prefer the cheapest price on the same item. It will be difficult for the buyer because they have to check the price of an item from one e-commerce to another ecommerce. Therefore, this research aims to make a useful application to compare the price of an item sold through Bukalapak, Lazada, and Blibli. This application implements K-Means algorithm for grouping similar items.
K-means is non-hierarchical clustering method that categorize the data in the form of one or more clusters/groups. The data has same characteristics will be grouped in one cluster/group and the different characteristics will be grouped in other clusters/groups so the data has a small level of variation in one cluster/group [6] .
The remaining of this paper is organized as follows. Section II discusses related works. Section III and IV explain our method and the result of experiments, respectively. Section V contains conclusions and future works.
II. RELATED WORKS
K-Means algorithm has been used in many previous kinds of research or cases. The research by Dhuhita [7] used K-Mean algorithm to determine the nutritional status of children in Indonesia. In addition, Dhuhita [7] also compares the results of grouping between by using k-means and Growth Chart First. K-Means algorithm is also used by Wardhani [8] to classify the patient's disease in Puskesmas Kajen Pekalongan. Patient's disease will be grouped into 2 main categories: "acute" and "not acute".
The research by Asroni and Adrian [9] examines the data already in the data warehouse of Muhammadiyah University of Magelang to find 5 students in Department of Informatics Engineering in order to select students who deserve to follow Cyberjawara competition. The initial phase of the system will perform grouping based on the criteria, such as the grade of Algorithm Programming, Basic Physics, Calculus, and GPA. The criteria are processed using the K-Means method.
The other related research on e-commerce, Muningsih and Kiswati [10] used by Muningsih and Kiswati [10] are product code, transaction amount, sales volume, and average sales. The result of the research is an application that can classify products into categories of stock quantities like many, medium, and slightly based on sales transactions.
Gunawan, et al. [11] in their research compares KMeans and the Apriori method to find out the items that are often purchased on an e-commerce and also sees a faster time in analyzing sales transactions. The results of this research conclude that the k-means algorithm is faster than the apriori algorithm for determining the products often purchased by consumers.
III. RESEARCH METHODS

A. Crawling Data
The purpose of data crawling is to search and collect information about a particular product that will be used on the application. Data crawling is done using jaunt library. Jaunt is java library for web-scraping & web-automation, including JSON querying. The library provides an ultra-light headless browser. By using Jaunt Java programs can easily perform browser-level, document-level, and DOM-level operations. Informations obtained from the crawling process such as title, description, price, URL, and pictures taken through HTML tags from Bukalapak, Lazada, and Blibli.
Bukalapak, Lazada, and Blibli have different template URLs. These differences cause the process of data crawling to be different because the location of the required information resides in different html tags.
There are many product categories in each e-commerce. However, only a few categories will be used: mobile phones, computers, CCTV, cameras, and televisions. The results of the crawling process are stored in a file with the format .csv.
B. Preprocessing
Preprocessing is performed for the result of the crawling process in order to get clean data so that the process of clustering and searching product are more accurate. The preprocessing consists of several steps and is shown in Fig.  1 . Steps of preprocessing are as follows:
Case Folding
In this step, all letters in a word are changed into lowercase.
Remove Stopword
This step used to eliminate words that had no effect in the process of categorization, such as: yang, dan, atau, ke, dari, etc.
Stemming
This step is a process to find the root of a word that will be implemented with Nazief Andriani algorithm (Sastrawi 1.0.1). The process of stemming consists of two main phase, ie: checking of the basic word and elimination of affixes, prefixes, suffixes [12] .
Tokenization
Tokenization is a process to split a sentence into words. The results of tokenization will be saved as clean data. 
C. Term Extraction and Term Weighting
Term extraction aims to eliminate the duplication of words contained in the preprocessing results so that will be obtained a set of unique words [12] . Term weighting will be calculated using term frequency and TF-IDF. Term frequency (TF) is the number of a term or a word that appears in a document. Term weighting with TF-IDF is calculated based on (1).
(1)
The value of tft,d is the term frequency value of a term t in document d. The N value based on the number of data that are used, while dft is the number of documents containing term t. As an example, we will show term weighting process. Examples of document that are used, as follows:
 Doc1: samsung galaxy j2 smartphone gold  Doc2: samsung galaxy note3 plus casing samsung  Doc3: samsung galaxy j2 second bonus casing
The first process is calculating the term frequency of document. For example, the appearance frequency of the term "samsung" at Doc1 and Doc3 is 1 and at Doc2 is 2. After the term frequency value is obtained, the next step is calculating TF-IDF value for each term. TF-IDF value of each term in Doc1, Doc2, and Doc3 are shown in Table I.   TABLE I. TF-IDF OF DOCUMENTS
Term
Term Frequency dft TF-IDF (N=3)
Doc1 Doc2 Doc3 Doc1 Doc2 Doc3 samsung 1 2 1 3 0 0 0 galaxy 1 1 1 3 0 0 0 j2 1 0 1 2 0,58 0 0,58 smartphone 1 0 0 1 1,58 0 0 gold 1 0 0 1 1,58 0 0 note3 0 1 0 1 0 1,58 0 plus 0 1 0 1 0 1,58 0 casing 0 1 1 2 0 0,58 0,58 second 0 0 1 1 0 0 1,58 bonus 0 0 1 1 0 0 1,58
D. Clustering Data
Clustering is a method used to divide objects into groups based on predefined similarities. Objects will be grouped into one or more clusters so that the objects in one cluster will have a high similarity with each other [13] . One of the most commonly used algorithms for clustering is K-Means.
K-Means is a method of data clustering with unsupervised learning. This method will group data with the 
center of the cluster (centroid) from the dataset. Iteratively, the cluster is continually updated until convergent. Illustration of data clustering by K-Means method is shown in Fig. 2 . Fig. 2 . Ilustration of K-Means K-Means algorithm consists of several steps which start from determining the number of clusters to group the data based on the value of similarity to the centroid. The steps of the k-means algorithm are shown in Fig. 3 . At the first iteration, the centroid is determined randomly from the existing data. If clustering has not produced a convergent cluster, then to determine the centroid in the next iteration by calculating the mean of the cluster member. Wecan use any method to calculate distance/similarity between centroid and data, such as: Euclidean distance, Manhattan distance, cosine similarity, or Jaccard similarity. This research uses cosine similarity method for distance/similarity calculation.
Cosine similarity is a method to calculate the similarity between two objects expressed in two vectors by using keywords from a document as a measure. The formula used by cosine similarity is (2), where Ai is TF-IDF value of Doc1 and Bi is TF-IDF value of Doc2 that have similar term [14] . (2) When 2 documents are identical, the angle is 0° and the value of the similarity is 1, whereas when the documents and queries are not identical at all, the angle is 90° and the value of the similarity is 0. As an example, we will show K-Means clustering process. Examples of the document that are used, as in Table I . After TF-IDF value is obtained in Table I , the next step are determining the number of cluster and centroid for each cluster. For example, the number of clusters is 2 (C1 and C2), Doc1 as centroid C1, and Doc3 as centroid C2. After that, we calculate the similarity value between centroid and document, which is calculated based on Equation (2) . The results of the clustering shown in Table II . Based on Table II above can be seen that Doc1 into the cluster 1 (C1) and Doc2 and Doc3 into the cluster 2 (C2). To ensure that the cluster is convergent, then it will be done again by clustering. The results of clustering at the second iteration shown in Table III . The Based on Table II and III above that can be seen the cluster is already convergent. This is because Doc1, Doc2, and Doc3 remain on the same cluster in the first and second iterations. 
IV. EXPERIMENTS AND RESULTS
A. System Testing
This section discussed the testing of the system that has been built. The purpose of this system is searching for the cheapest product from Bukalapak, Lazada, and Blibli. Before the user can search a product, crawling, term extraction, term weighting, and clustering will be run first. The crawling process will be run to get the desired data, as described in the previous section.
The number of product data that is used for testing are 2,280. The number of product data is divided into 10 titles that have been inputted previously by the user. Distribution of product data for each title is shown in Table IV . The system will process the data in Table IV into preprocessing, term extraction, and term weighting before clustering. After the process is complete, clustering will be automatically run by the system. The user can input the number of clusters manually before clustering is executed. The results of clustering data with 5 clusters are shown in Fig. 4 and 10 clusters in Fig. 5 . Based on Fig. 4 and Fig. 5 above can be seen that the name of each cluster is assigned automatically by the system. The name of the cluster is based on the most frequent terms in the cluster. After the system completes all the processes before, then the user can do a product search. The user will input the name, e-commerce, and category of the product, then the system will display the appropriate product data.
The system will search for product data based on the clustering results that have been done before. For example, the user inputs "apple iPhone" as the product name, "all ecommerce" as e-commerce, "all categories" as the category, and there are 5 product clusters as in Fig. 4 . Based on Fig. 4 , product data included in the "apple" cluster amounted to 42.94% of the total data, that means amounted to 979 data. First, the system will search on the "apple" cluster because there is "apple" word in the name of the product inputted by the user. It aims to speed up the search because the system does not have to search from all data. If the system does not find a matching word between user input and cluster name, then the system will search from all data. The display of search results performed by the user is shown in Fig. 6 . 
B. System Evaluation
To determine whether the system is working properly or not, it will be calculated the value of precision and recall. Precision is the level of accuracy between the information requested by the user and the answers provided by the system. While the recall is the level of success of the system in rediscovering an information. The Confusion matrix is used to facilitate the calculation of precision and recall values, as shown in Table V.   TABLE V. CONFUSION MATRIX
The precision value is calculated from the number of relevant documents found by the system divided by the total document found by the system, whereas the recall is calculated from the number of relevant documents found by the system divided by the total of the relevant documents. Therefore, based on Table V above, it can be concluded that the precision value is A/(A+B) and the recall value is A/(A+C).
The system evaluation uses 10 different keywords to search the product data, while for the number of clusters used are 5 and 10. In addition, searching will be performed on all e-commerce and categories. A searching system has good effectiveness if it has the same or 1: 1 ratio of precision and recall value. Based on Table VI and VII above, itcan be seen that the ratio of precision and recall value for 10 clusters is close to 1:1. This shows that the number of clusters will affect the effectiveness level of the system. The system will search the data based on the similarity between the cluster name and the keyword before it searches from all data. If the number of clusters more and more, then the amount of data contained in the cluster will be more spesific. This causes the amount of relevant data and retrieved data to increase as well.
V. CONCLUSIONS AND FUTURE WORKS
Based on the test results on section IV, it can be concluded that the K-Means algorithm can be used to classify the product data from Bukalapak, Lazada, and Blibli sufficiently. The results of the clustering process can also help to search for the cheapest products from the three ecommerce faster. However, the number of clusters used will affect the effectiveness of the search process on the system. It can be seen that the ratio of precision and recall is better on 10 clusters. The system can not be implemented in the real world scenario which usually has a lot of products for now because K-means needs a predefined number of cluster.
For the future works, the system can be developed by using other methods, such as K-Nearest Neighbors. It aims to find out which method is suitable for the system in order to work more effectively. In addition, it can also be add more training data so there will be more variations of data on a cluster.
