Abstract. In a bounded domain Ω, we consider a positive solution of the problem ∆u + f (u) = 0 in Ω, u = 0 on ∂Ω, where f : R → R is a locally Lipschitz continuous function. Under sufficient conditions on Ω, we show that ∂Ω is contained in a spherical annulus of radii ri < re, where re − ri ≤ C [uν ] 
Introduction
Serrin's overdetermined problem has been the object of many investigations. In its classical form, it involves a sufficiently smooth bounded domain Ω in R N and a classical solution of the set of equations: ∆u + f (u) = 0 and u > 0 in Ω, u = 0 on ∂Ω, (1.1) u ν = c on ∂Ω. Here, f : [0, +∞) → R is a locally Lipschitz continuous function, u ν denotes the inward normal derivative of u and c is a positive constant. Under these assumptions, Serrin [24] proved that Ω must be a ball and u be radially symmetric. For his proof, he adapted and improved a method created by Aleksandrov to prove his Soap Bubble Theorem (see [2] ). In fact, the radial symmetry of Ω and u is obtained by the so-called method of moving planes based upon the observation that the euclidean ball is the only bounded domain that is symmetric with respect to any hyperplane passing through its center of mass. There are other interesting proofs of this symmetry result, based on integral identities, that generally need severe restrictions on f (see for instance [26] , [23] , [5] ).
Overdetermined problems like (1.1)-(1.2) arise in many physical and geometric situations; they can be seen as a prototype of inverse problems and often emerge in free boundary and shape optimization problems (see [14] ).
Despite the intense research that has been devoted to them for almost five decades, there are still many open problems. An important one -the focus of this paper -concerns the study of the stability of the radial configuration.
The first contribution in this direction is [1] , where it is proved that if one assumes that u ν is almost constant on ∂Ω, then there exist two concentric balls B r i and B re , with (1.3) B r i ⊂ Ω ⊂ B re and such that r e − r i can be bounded in terms of some measure of the deviation of u ν from being a constant. More precisely, in [1] it is proved the estimate
where d is some given constant, · C 1 (∂Ω) is the usual C 1 norm on ∂Ω, and C is a constant depending on N , the regularity of ∂Ω and the Lipschtz constant of f . The proof is based on a quantitative study of the method of moving planes and works for a general locally Lipschitz non-linearity f . In the case of the torsional rigidity problem, that is when f ≡ 1, (1.4) was improved in [6] (see also [7] for Monge-Ampère equations). Indeed, the authors replace the logarithmic dependence at the right-hand side of (1.4) by a power law of Hölder type. Furthermore, they also give a stability estimate in terms of the L 1 -norm of the deviation instead of its C 1 -norm.
Some of the techniques used in this paper are inspired by those employed in [11] , where a quantitative study of the symmetric configuration was done for a related problem -that we shall call the parallel surface problemmotivated by the remark, made in [19] , that time-invariant level surfaces of solutions of certain nonlinear non-degenerate fast diffusion equations are parallel surfaces. Such a remark was used to extend to nonlinear equations the symmetry results obtained in [18] for the heat equation. As remarked in [25] , the parallel surface problem has also some connection with a mean field game problem in mathematical finance (see [17] , [21] , [8] ).
In fact, it was considered in [11] the stability issue for an overdetermined system of equations formed by (1.1) and the requirement that there exist constants δ, κ > 0 such that
Γ δ is the so-called parallel surface.
The radial symmetry of Ω and u for (1.1) and (1.5), was proved, under various assumptions, in [19, 20, 11] and [25] . The proof of symmetry still makes use of the method of the moving planes, which can be applied in a simplified manner since, differently from (1.1) and (1.2), for the parallel surface problem the overdetermination takes place in the interior of Ω. It is interesting to notice that (1.5) can be seen as a discrete version of the boundary gradient condition (1.2) (for δ small). However, it is not clear which condition is stronger. We refer the interested reader to [11, 9] for a discussion about this issue.
As already mentioned, the stability of the radial configuration for (1.1) and (1.5) was tackled in [11] . There, it is proved that it is possible to find two concentric balls B r i , B re , and a constant C such that (1.3) holds and
if the Lipschitz semi-norm at the right-hand side is smaller than some fixed constant. The method employed in [11] hinges on ideas contained in [1] . 
and τ is a number in (0, 1) that can be explicitly determined (see Theorem 4.1, for details). The semi-norm (1.8) is equivalent to the deviation used in (1.4) since, if we choose d = min ∂Ω u ν , then we have that
Therefore, (1.7) significantly improves the estimates of [1] and [6] , since it enhances the stability from logarithmic, as in (1.4) , to that of Hölder type proved in [6] , for any locally Lipschitz nonlinearity f . However, (1.7) is obtained at the cost of a restriction on the class of domains Ω considered. Roughly speaking, we require that every maximal cap that comes about in deploying the method of moving planes has a boundary with a Lipschitz constant bounded uniformly with respect to the direction of mirror reflection chosen. Nevertheless, as shown in Proposition 2.2, any convex Ω satisfies such condition.
As in [1] and [11] , our approach consists in fixing a direction, defining an approximate set X(δ), built upon the maximal cap and mirror-symmetric in that direction, that fits well Ω as the parameter δ tends to 0. This approximation process is controlled in terms of u ν ∂Ω and does not depend on the particular direction chosen. The application of Harnack's inequality and Carleson estimates in the maximal cap plays a crucial role in obtaining the stability estimates. Since we are assuming that every maximal cap has Lipschitz regularity, the improvement in (1.7) is obtained by a refinement of Harnack's inequality in suitable cones.
The paper is organized as follows. In Section 2, we recall the notations and preliminaries necessary to deploy the method of moving planes. The core of the paper is Section 3, that contains the enhanced Harnack estimates. Finally, in Section 4, we complete the proof of (1.7).
Remarks on the method of moving planes
We consider a bounded domain Ω of class C 2,α , 0 < α ≤ 1. In what follows we will often use the notation C(N, Ω, diam(Ω), u ∞ , f ) to denote a constant that depends on the relevant parameters; in particular, the dependence on Ω is meant to be only on the C 2,α regularity of ∂Ω, as explained in [1, Remark 1] . Also, we let r Ω be the radius of a uniform interior ball touching at each point of ∂Ω and we suppose that r Ω is maximal with respect to this property.
For a unit vector ω ∈ R N and a parameter µ ∈ R, we define the following objects:
Set Λ = sup{x · ω : x ∈ Ω}, the extent of Ω in direction ω; if µ < Λ is close to Λ, the reflected cap Ω µ is contained in Ω (see [12] ). Set
Then at least one of the following cases occurs (see [24] , [12] ):
(S1) Ω λ becomes tangent to ∂Ω at some point P λ ∈ ∂Ω λ \ π λ , that is the reflection of a point P ∈ ∂Ω λ \ π λ ; (S2) π λ is orthogonal to ∂Ω at some point Q ∈ ∂Ω ∩ π λ . The cap Ω λ will be called the maximal cap.
As customary in the method of moving planes, we define the function
w satisfies the equation
All the improved estimates in Section 3 concern w. As proved in [4] (see also [12] ), since w ≥ 0 on ∂Ω λ , we can assume that w ≥ 0 in Ω λ . Hence, a standard application of the strong maximum principle to the inequality ∆w − c − (x) w ≤ 0 with c − (x) = max[−c(x), 0] shows that either w = 0 in Ω λ (and Ω and u are symmetric about π λ ) or
The following lemma ensures that the maximal cap always contains a half ball tangent to ∂Ω at either point P or Q. Lemma 2.1. Let P and Q be as in case (S1) and (S2), respectively. Let B ρ (p) ⊂ Ω be a ball with 0 < ρ ≤ r Ω and such that
Proof. The assertion is trivial for case (S2). If case (S1) occurs, without loss of generality, we can assume that ω = e 1 = (1, 0, . . . , 0) and λ = 0. Since (S1) holds, the point P λ lies on ∂Ω and cannot fall inside B ρ (p), since P ∈ ∂B ρ (p) and B ρ (p) ⊂ Ω. Thus, |p − P λ | ≥ ρ = |p − P | and hence |p 1 + P 1 | ≥ |p 1 − P 1 |, which implies that p 1 ≥ 0, being P 1 > 0.
As mentioned in the Introduction, in order to prove (1.7), we impose a restriction on the admissible domains Ω. Roughly speaking, such restriction guarantees that every maximal cap Ω λ has a boundary with a Lipschitz constant bounded independently on the direction of reflection chosen.
Let 0 < t < 1/2 be fixed and define the set
we know that G is connected (see [1, pp. 923-924] ). We say that Ω is a (C, θ)-domain if there exists θ > 0 such that for any direction ω and for any x ∈ Ω λ \ G λ there exists ξ ∈ ∂G λ \ π λ such that x and ξ belong to the axis of a (finite) right spherical cone C ⊂ Ω λ with vertex at x and aperture 2θ. The class of (C, θ)-domains is not empty, as shown by the following proposition.
Proposition 2.2.
Let Ω be a convex domain of class C 1 satisfying the uniform interior sphere condition with minimal radius r Ω and let G be given by (2.5).
Then, Ω is a (C, θ)-domain with
Proof. Since Ω is of class C 1 , then the method of moving planes can be applied (see [12] ). It is clear that G satisfies a uniform interior sphere condition with minimal radius (1 − t) r Ω and Ω = {x + y : x ∈ G, |y| < t r Ω };
Also, G, G λ and Ω λ are all convex, since Ω is convex. ¿From Lemma 2.1 we have that Ω λ contains a half-ball of radius r Ω with center p ∈ Ω λ , and G λ contains the half-ball of radius (1 − t) r Ω centered at p. The maximal ball B contained in this half ball has radius r = (1 − t) r Ω /2 and is contained in G λ ; we denote its center by y.
Let x be any point in Ω λ \ G λ and let C be the (finite) right circular cone with vertex at x and based on the (N − 1)-dimensional ball of radius r obtained by intersecting B with the hyperplane perpendicular to the vector x − y and passing through y. Since Ω λ is convex, then C ⊂ Ω λ . Moreover, being B ⊂ G λ , the axis of C intersects ∂G λ at a point ζ / ∈ π λ . It is clear that the aperture 2θ of C is such that θ ≥ arctan(r/ diam(Ω)), and hence (2.6) holds.
Corollary 2.3.
Let Ω be a convex domain and ∂Ω be of class C 1 .
Then any maximal cap Ω λ has a Lipschitz continuous boundary ∂Ω λ with Lipschitz constant bounded by 2 diam(Ω)/r Ω .
Harnack's inequality in a cone
In this Section we prove a technical result which is based on Harnack's inequality.
Let 0 < a < 1 be fixed. It is well-known (see [13, Theorem 8.20] ) that a solution w of (2.4) satisfies the following Harnack's inequality
for any ball B r ⊂ Ω λ ; the Harnack constant H a can be bounded by the power √ N + r c ∞ of a constant only depending on N and a (see [13] )
sup
for any B r ⊂ Ω λ (see [13] ). The following Lemma consists of an application of Harnack's inequality to a Harnack's chain of balls contained in a cone. The result is well-known (see [22] , [15] , [16] ); however, since we are interested in a quantitative version of it, we provide our proof.
Lemma 3.1. Fix a number a ∈ (0, 1). Pick z ∈ ∂Ω ∩ H λ and let C be any right spherical cone contained in Ω λ and with vertex at z; let 2θ be the aperture of C.
Let w be given by (2.3) and pick any two points x and ξ on the axis of C such that |x − z| < |ξ − z|. Then we have that
and H a is given by (3.1).
Proof. Here we prove the second inequality in (3.3) ; the first one can be proved similarly.
Let ℓ be the unit vector defining the axis of C through z, that is for instance ℓ = x − z |x − z| .
We now construct a chain of balls B r i (p i ), i = 0, 1, . . . , n, joining x to y with the following specifications:
(i) the centers p 0 , p 1 , . . . , p n belong to the axis of C; (ii) p 0 = x, r 0 = |x − z| and ξ ∈ B rn (p n ); (iii) the balls B r 1 (p 1 ), . . . , B rn (p n ) are all contained in C and tangent to the lateral surface of C; (iv) the radii r 1 , . . . , r n are chosen such that the balls B ar 0 (p 0 ), . . . , B arn (p n ) are pairwise disjoint and
A calculation shows that (i)-(iv) determine the r i 's and p i 's as
Since |p n−1 − z| ≤ |ξ − z|, from the second formula in (3.6) we obtain a bound for n:
n ≤ 1 + log Ha |ξ−z| r 0 1−a sin θ 1−a log Ha β
As usual, the application of Harnack's inequality (3.1) to each ball B r i (p i ) of the chain gives that w(ξ) ≤ H n a w(x); (3.3) then follows from (3.7) and some algebraic manipulations. We observe that γ ≥ N and equality holds only if θ = π/2.
Stability for Serrin's problem
In this section, we shall prove the announced stability estimate (1.7). Its rigorous statement, that improves [1, Theorem 1] , is contained in the following theorem. ∂Ω , where γ is given by (3.5).
Remark 4.2. As explained in [1] , some precautions are in order.
The dependence of C and ε on Ω is meant to be only on the C 2,α regularity of its boundary (see [1, Remark 1] ).
More importantly, the assumption on the bound d for u ν is needed in case f (0) = 0. In fact, if f (0) > 0 a comparison argument in an interior ball touching ∂Ω shows that u ν ≥ d on ∂Ω, authomatically, and d can be bounded from below by f (0) times a constant that only depends on N, Ω, u ∞ , and f . When f (0) = 0, instead, the first inequality in (4.6) below does not hold and the constant ε (and hence C) must depend on a lower bound for u ν . This fact can be seen by considering any (positive) multiple of the first Dirichlet eigenfunction φ 1 for −∆: in fact, for any n ∈ N the function φ 1 /n satisfies (1.1) with f (u) = λ 1 u, being λ 1 the first Dirichlet eigenvalue; although (φ 1 /n) ν → 0 on ∂Ω as n → ∞, one cannot expect to derive any information on the shape of Ω.
The question whether We modify and improve the procedure used in [1] at two salient points: (i) the definition of the approximating symmetric set X(δ); (ii) the bound on the smallness of the function w in (2.3) in terms of the parameter δ and the semi-norm u ν ∂Ω . We draw the reader's attention on the fact that, while (i) is due to a refinement, based on Carleson-type estimates, of the technique used in [1] , for (ii) the assumption that Ω is (C, θ)-domain is necessaryand, so far, we are not able to remove it -to treat the case of a general bounded domain with C 2,α -smooth boundary.
We now start the procedure. The first and crucial step is to prove the analog of [1, Proposition 1]. For a fixed direction ω, we let λ be the number defined in (2.2); we then consider the connected component Σ of Ω λ which intersects the interior touching ball at the point P , if case (S1) occurs, or at the point Q, if (S1) does not occur. For δ > 0, let
We define the set Σ δ as the connected component of Ω(δ) ∩ H λ contained in Σ -notice that our definition of Σ δ differs from that in [1] . In addition, we fix the domain G in (2.5) by choosing t = 1/32 and we set a = 1/2 in Lemma 3.1.
where γ and β are the numbers defined in (3.5).
Proof. Let Σ = {x ∈ Σ : dist(x, ∂Σ) > r Ω /64}. We apply [1, Proposition 1] with δ = r Ω /64 and obtain that
for some constant C = C(N, Ω, diam(Ω), f, u ∞ ) . By using an argument analogous to the ones in the proofs of [11, Lemmas 3.2 and 4.2] -which are based on boundary Harnack's inequality -we can extend the previous estimate to G λ :
where M is the constant appearing in the boundary Harnack inequality (see Theorem 1.3 in [3] ). It is important to notice that the bound in (4.4) does not depend on δ. Let x be any point in Σ δ \ G λ , with δ < r Ω /32. Since Ω is a (C, θ)-domain, from Lemma 3.1, by choosing ξ equal to the point ζ ∈ ∂G λ \ π λ (in the definition of (C, θ)-domain) in Lemma (3.1), we obtain that 
; we want to show that X(δ) fits Ω well; how well is the main point of this paper.
The main idea is to combine the estimate (4.3) on the smallness of w, together with the fact the u grows linearly near ∂Ω; as shown in [1, Proposition 4] indeed, we know that
where 1/K and K are bounded by a constant C = C(Ω, diam(Ω), u ∞ , f, d).
In the following lemma we give our version [1, Eq.(34)].
Lemma 4.5. For 0 < σ, δ ≤ r Ω /16 let Ω(σ) and X(δ) be the sets defined in (4.2) and (4.5), respectively. Let γ and C be given by (3.5) and (4.3), respectively. If
then we have that
Proof. We have that X(δ) ⊂ Ω by construction.
To show the first inclusion in (4.8) we proceed by contradiction. Since the maximal cap Ω λ contains a ball of radius r Ω /4, then X(δ) intersects Ω(σ). Assume that there exists a point y ∈ Ω(σ) \ X(δ) and let x be any point in X(δ) ∩ Ω(σ). Since Ω(σ) is connected, x is joined to y by a path contained in Ω(σ). Let z be the first point on this path which falls outside X(δ). It is clear that z ∈ ∂X(δ) ∩ Ω(σ). We now consider two cases.
If z · ω < λ then the reflection z λ of z in π λ is such that z λ ∈ ∂Σ δ and dist(z λ , ∂Ω) = δ. Since u(z) = w(z λ ) + u(z λ ), from (4.3) and (4.6) we have that
If z·ω ≥ λ, then z ∈ ∂Σ δ and dist(z, ∂Ω) = δ. Hence, from (4.6) we obtain that u(z) ≤ K δ and (4.9) holds as well. Since z ∈ Ω(σ) then from (4.6) we have that u(z) ≥ K σ which contradicts (4.7) on account of (4.9).
We draw the reader's attention on the differences in (4.7) compared to [1, Eq. (34)]: (i) thanks to Lemma 3.1, the term δ −γ replaces one in [1, Eq. (34) ] that blows up exponentially; (ii) due to the different definition of the symmetrized set X(δ) (denoted by X δ in [1] ), we simplify the last summand in (4.7). Proposition 4.6. Let γ be given by (3.5).
Then, there exist positive constants σ, δ,
Proof. We must choose δ, σ ≤ r Ω /16 that satisfy (4.7). If we let
The conclusion then follows from Lemma 4.5.
We are now ready to prove the main result of this paper. We now choose N orthogonal directions, say e 1 , . . . , e N , denote by π 1 , . . . , π N the corresponding critical hyperplanes and we place the origin 0 of R N at the (unique) point in common to all the π j 's. If we denote by R j (x) the reflection of a point x in π j , we have that
also, if we set y 0 = x, y 1 = y e 1 and, for j = 2, . . . , N , y j as the point in ∂Ω such that |R j (y j−1 ) − y j | ≤ 2σ determined by (4.11), we obtain that
Thus, we showed that there exists y = y N ∈ ∂Ω such that |x + y| ≤ 2N σ.
This fact and (4.11) imply that 0 is an approximate center of symmetry for Ω, in the sense of [1, Proposition 6] , that is, for any direction ω, for the critical hyperplane π in the direction ω we have that Notice that Theorem 4.1 was proved by fixing a = 1/2 in Lemma 3.1. However, an analog of Theorem 4.1 for any fixed a ∈ (0, 1) can be proved by the same arguments and the exponent in (4.1) (and hence the number γ in (3.5)) may be optimized in terms of a. It is clear that the constants ε and C will change accordingly (the smaller is γ, the larger is C and smaller is ε). By using this plan, in case Ω is convex and u is a solution of the torsional rigidity problem -i.e. when f (u) = 1 in (1.1) -we are able to give more explicit formulas and partially compare our results to those in [6] . Proof. We recall that, in the case in hand, γ is given by (3.8) and is increasing as a grows; thus, the optimal exponent should be looked for when a → 0 + . Therefore, for a (C, θ)-domain, the exponent in (4.1) behaves as 1 1 + γ = 1 1 + N/ sin θ + o (1) as a → 0 + .
The conclusion then follows from Proposition 2.2. We finally notice that, in this case, the dependence of the constants C and ε appearing in Theorem 4.1 on the quantities u ∞ and d can be removed, since these quantities can be bounded in terms of the C 2 regularity of Ω, by standard barrier techniques. 
