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ムモデリング言語であり，HydLa 処理系 Hyrose は精度保証されたシミュレーションを




























































(program) P ::= (MS,DS )
(module set) MS ::= M の集合を要素とする半順序集合
(definitions) DS ::= 互いに異なる左辺を持つ D の集合
(definition) M⇔C
(constraint) C ::= A | C ∧ C | G⇒C | 2C | ∃x.C
(guard) G ::= A | G ∧ G
(atomic constraint) A ::= ErelopE
(expression) E ::= 通常の式 | E′ | E−
表 2.1 HydLa 言語の構文
INIT <=> ht=10 /\ v=0.
FALL <=> [](ht’=v /\ v’=-10).
BOUNCE <=> [](ht- =0 => v=-(4/5)*v-).




HydLa 言語の構文を表 2.1に示す．HydLa プログラム P は階層のある制約からなる












制約 FALL は落下運動を示す．右辺全体に [] が付いており，括弧内が時刻 0 以降の
ht’と v’の性質を表す．ht’と v’はそれぞれ htと vの時刻に対する一次微分である．
制約 BOUNCEは跳ね返りを表す．この制約は => があるため条件付き制約である．条件
付き制約は => の左辺のガード条件が満たされた場合に，右辺の式が成立することを表す．








































HydLaの非決定実行アルゴリズムを図 3.1に示す．まず SolveCH によりプログラムか
ら制約階層の処理を行い [6]，解候補となる制約モジュール集合のリスト MS を求める．
MS 内の要素は集合の包含関係に従ってトポロジカルソートされて並んでいる．
3.1 HydLaの非決定シミュレーション実行アルゴリズム 7
Input: HydLaプログラム HP, シミュレーション終了時刻MaxT
MS := TopologicalSort(SolveCH(HP))
T := 0; S := true
while T <S MaxT do
for M ∈ MS do
(SS,MStmp) := PP(S, M,MS,T)
while |SS| > 1 do
S := GetElement(SS)
(SS,MStmp) := PP(S, M,MS,T)
end while
if |SS| = 1 then






for M ∈ MS do
(SS, Ttmp,MStmp) := IP(S, M,MS,T,MaxT)





if |SS| = 1 then

















時刻からの経過時間を T，ある IPにおける直前の PPの時刻からの経過時間を tを用い
て表す．
3.1 HydLaの非決定シミュレーション実行アルゴリズム 8
Input: 制約ストア S，制約モジュール集合M，解候補モジュール集合のリスト MS， 現在のシ
ミュレーション時刻 T
Output: 制約ストアの集合 SS，新しい解候補モジュール集合のリストMS
if T > 0 then
M := EliminateNotAlways(M)
end if






Output: 制約ストアの集合 SS，IP終了時刻 EndT，新しい解候補モジュール集合のリストMS
M := EliminateNotAlways(M)
Mall := MaxModule(MS)
(SS, A−, A+,MS) := CalculateClosure(S, M,
MS,CheckConsistencyIP)




(MinT, SS) := CompareMinTime(
{FindMinTime(St ∧ g)|(g ⇒ c) ∈ A−}
∪ {FindMinTime(St ∧ ¬g)|(g ⇒ c) ∈ A+}
∪ {FindMinTime(St ∧ M−)|M− ∈ (Mall \ M)}
∪ {FindMinTime(St ∧ ¬M+)|M+ ∈ M}
∪ {(MaxT − T, true)})











メタの情報は S に含まれている．シミュレーション終了判定の T <SMaxT は，T がパ
ラメタを含む場合，そのパラメタについて S を参照して比較を行うことを表す．
制約モジュール集合 M には，always が付いていない開始時刻 (T = 0) でのみ成




Output: 制約ストアの集合 SS，成立しない条件付き制約の集合 A−，成立する条件付き制約の集
合 A+，新しい解候補モジュール集合のリストMS
A− := ∅; A+ := ∅
repeat
S := CollectTell(M, S)
if ¬CheckConsistency(S) then
return (∅, ∅, ∅,MS)
end if
A− := A− ∪ CollectAsk(M)
Expanded := false
for (g ⇒ c) ∈ A− do
(Strue, Sfalse) := ((S ∧ g), (S ∧ ¬g))
if CheckConsistency(Strue)
∧ CheckConsistency(Sfalse) then
return ({Strue, Sfalse}, A−, A+,MS)
end if
if CheckConsistency(Strue) then
M := DeleteGuard(M, (g ⇒ c))
if CheckAlways(c) then
MS :=
{DeleteGuard(Mi, (g ⇒ c))|Mi ∈ MS}
end if





return ({S}, A−, A+,MS)
図 3.4 CalculateClosureのアルゴリズム
EliminateNotAlways で取り除く．Mall は HP から制約階層を除いたもので MS の先頭
要素である．
























PPや IPの CalculateClosure (図 3.4)では，ガード条件が成立する場合に後件の制約
を追加する閉包計算を繰り返し，そのフェーズ開始時点でガード条件が成立しない条件付












CalculateClosure では制約ストア S 内の無矛盾性判定を PP 用の CheckConsisten-
cyPP，IP用の CheckConsistencyIP (図 3.5)により判定する．∃(S)は S の存在閉包を
3.2 例題 11
表す．CheckConsistencyIP では制約ストア S の中の微分方程式を SolveDifferentialE-
quation で解いて，各変数の値を t に関する式で表した St を求める．さらに IP 開始直
後に St が成立するかどうか判定している．Inf は実数値集合の最大下界 (greatest lower
bound) を求める．∃\t は変数 t を除いた各変数に関する存在閉包を表す．判定の結果，
最大下界が 0の場合，t = 0の正の近傍で St は満たされる．
3.1.4 ガード条件の判定
条件付き制約のガード条件の判定は CalculateClosure の for ループの最初で行ってい
る．Strue と Sfalse はガード条件 g が成立する場合と ¬g が成立する場合に絞りこんだ制
約ストアを表す．両制約ストアの充足可能性を CheckConsistency で判定することで，S
の下で g および ¬g が成立しうるか否か判定する．両方とも成立しうる場合は解が分岐
する．
3.1.5 FindMinTimeと CompareMinTime
IP では次の離散変化時刻を FindMinTime と CompareMinTime で求める．SS の要
素である制約ストア S から SolveDifferentialEquation によって t に関する式 St を求め
る．St，A−，A+，IP 開始時点で採用していない制約モジュール，IP 開始時点で採用
















C <=> [](x’=1 /\ (x>3 => y=2)).
A, (B << C).
図 3.6 ある時刻の直後からガード条件が成立する例
INIT <=> x=0 /\ y=0.
CON <=> [](y’=0).
CROSS <=> [](x=5 /\ y=2).
INC <=> [](x’=1).
INIT, (CON << (CROSS << INC)).
図 3.7 極大が変化することによる離散変化の例
INIT <=> 9<ht /\ ht<11 /\ v=10.
FALL <=> [](ht’=v /\ v’=-10).
ROOF <=> [](ht- =15 => v=-(4/5)*v-).
BOUNCE <=> [](ht- =0 => v=-(4/5)*v-).
INIT, (FALL << (ROOF, BOUNCE)).
図 3.8 不等式を含むことで分岐する例
図 3.6 について考える．制約 C のガード条件が成立し，y=2 となるのは T=3 の直後か
らである．今回のアルゴリズムでは T=3 の PPで x=3となり，次の IPでガード条件 x>3
が成立するか判定する．もしこのとき PPの判定のように前回のフェーズ終了時の値 x=3
とガード条件 x>3を連立させると false となる．そこで IP開始時点で制約ストアから求
めた xと tの関係式 x=t+3とガード条件 x>3を連立したものが t=0の直後で成り立つこ
とを検査している．
図 3.7について考える．HydLaの宣言的意味論では制約モジュール集合の中から無矛
盾かつ極大なものを時々刻々と満たすことを求めている [?]．初めの IPで CROSSと INC
が矛盾するため，制約階層の優先順位に従って CONと INCが採用される [6]．このことか






INIT(q,q0,v,v0) <=> q=q0 /\ v=v0.
CONT(q,v) <=> [](q’=v /\ v’=0).
COLLISION(q1,v1,q2,v2)











の両方が考えられる．FindMinTime は ROOFのガード条件より，9<ht<11を 10<=ht<11




り返すモデル (ニュートンのゆりかご) の一部である．球は質量 1，反発係数 1 で，大き
さを持たない質点とする．隣接して配置するために内側の球は動かずに最も外側の球だけ
が飛び出すように見える．物体の衝突後の速度は運動量保存の法則と反発係数の定義を連




重なる．すると T=1の PPで球 Aと B，Bと Cの COLLISIONの条件付き制約がどちらも
成り立ち，vbに矛盾する制約が課される．よって少しだけ間隔を空けることにする．
この間隔を具体的な数値ではなく，パラメタ eps として与える．これにより実行時間
や途中式に epsを含んだままシミュレーションを行うことができる．T=1で球 Aと Bが
衝突し，次に T=1+0.2epsで球 Bと Cが衝突する．T>1+0.2epsの IPで座標の tに関す
る式は qa=1,qb=1+eps,qc=5tとなり球 A,Bは動かないが，球 Cは動き続けることがわ








































5.1 入力とする HydLa プログラムの仕様
HydLa 記法は柔軟な記述力ゆえ，HydLa プログラムの制約には様々な書き方がある．
例えば














5.2 HydLa の実行に則したハイブリッドオートマトン変換アルゴリズムの概要 17
// 時相演算子 alwaysなしの制約と alwaysありの制約が混在
SAMPLE1 <=> a=1 /\ [](b=2).
// ガード条件のない制約と条件付き制約が混在
SAMPLE2 <=> [](a=1) /\ [](b=2 => c=3).
// 条件付き制約の後件にさらに条件付き制約が存在
SAMPLE3 <=> [](a=1 => (b=2 => c=3)).







HydLa の実行に基づいて HydLa プログラムを変換し，ハイブリッドオートマトンを
生成する．HydLa の実行とは HydLa プログラムを入力とし，時刻 0 の PointPhase か

















































1: {MSS, guards} := prepare(HP);
2: {variable map, MS, positive asks} := simulate(PP,null,MSS);
3: store{result store,PP1, null, MS, positive asks};
4: {variable map, MS, positive asks} := simulate(IP,variable map,MSS);
5: store{result store,IP1, PP1, MS, positive asks};
6: {variable map} := analyze(variable map, guards);
7: push({variable map}, stack);
8: while notEmpty(stack) do
9: variable map:= pop(stack);
10: {variable map, MS, positive asks} := simulate(PP,variable map,MSS);
11: store{result store,PPm, IPl, MS, positive asks};
12: {variable map, MS, positive asks} := simulate(IP,variable map,MSS);
13: store{result store,IPn, PPm, MS, positive asks};
14: if isStored(ms, pa, rs) then
15: {variable map} := analyze(variable map, guards);
16: push({variable map}, stack);
17: end if
18: end while
19: HA := convert(result store);
図 5.2 HydLaプログラムのハイブリッドオートマトン変換アルゴリズム




し，PointPhase と IntervalPhase の実行を行わない．このように実行する可能性のある
PointPhase とその直後の IntervalPhaseのペアをオンザフライに実行し，すでに実行し
















初期値 時刻 0の PointPhase で用いる制約
表 5.1 ハイブリッドオートマトンの各要素と HydLa プログラムの対応
3. variable map を用いて IPを実行
4. PP1の直後の IP1の結果としてMS, positive asks を保存
5. 変数表からガード条件に含まれる特徴変数を分析して新しい variable map の集合
を生成
6. variable map を stack に push
7. variable map を用いて PPを実行
8. variable map を stack から pop
9. 変数表からガード条件に含まれる特徴変数を分析して新しい variable map の集合
を生成
10. variable map を stack に push
11. IPl 終了時から (PPm)を実行
12. variable map を用いて IPを実行






ドオートマトンの各要素と HydLa プログラムの対応を表 5.1に表す．
最も単純な例（初期値制約に関する時刻 0 の PointPhase(PP1) を実行し，以降ある

















とする三角波の HydLa プログラムを図 7.1に示す．
変換アルゴリズムに沿って進めると，時刻 0 の PointPhase を行い，採用するモジュー
ル集合は INIT, INC, DROPとなり，成立するガード条件はない．PointPhase 終了時に
変数表には f=0, f’=1 が入る．次に時刻 0 の直後から始まる IntervalPhase を f-=0,
f’-=1を用いて行い，採用するモジュール集合は INC, DROPとなり，成立するガード条
件はない．IntervalPhase 終了時に変数表には f=2, f’=1が入る．
ここからガード条件の成立で取りうるパターンを考えると，特徴変数は f で変数表か
ら f- = 2であるかを判別する．この場合 f- = 2であるため，この IntervalPhase から
ガード条件が成立する PointPhase を実行し，採用するモジュール集合が DROP となる．
INIT <=> f=0.
INC <=> [](f’=1).
DROP <=> [](f- = 2 => f=0).
INIT, (INC << DROP).




PP2[MS:{DROP}, guard:{f-  = 2}]
図 7.2 三角波のプログラムの変換結果
PointPhase 終了時に変数表には f=0, f’=1 が入る．この PointPhase の時刻の直後か
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