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Abstract
This paper presents a general finite element formulation for a class of Fractional Variational Problems
(FVPs). The fractional derivative is defined in the Riemann–Liouville sense. For FVPs the Euler–Lagrange
and the transversality conditions are developed. In the Fractional Finite Element Formulation (FFEF) pre-
sented here, the domain of the equations is divided into several elements, and the functional is approximated
in terms of nodal variables. Minimization of this functional leads to a set of algebraic equations which are
solved using a numerical scheme. Three examples are considered to show the performance of the algorithm.
Results show that as the number of discretization is increased, the numerical solutions approach the analyti-
cal solutions, and as the order of the derivative approaches an integer value, the solution for the integer order
system is recovered. For unspecified boundary conditions, the numerical solutions satisfy the transversality
conditions. This indicates that for the class of problems considered, the numerical solutions can be obtained
directly from the functional, and there is no need to solve the fractional Euler–Lagrange equations. Thus,
the formulation extends the traditional finite element approach to FVPs.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
This paper presents a Fractional Finite Element Formulation (FFEF) for a class of Fractional
Variational Problems (FVPs). An FVP is a variational problem in which the performance index
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a finite element formulation for an FVP. Fractional derivatives have recently played a significant
role in many areas of science, engineering, applied mathematics, and economics. The number
of applications are now far too many to list them all here. Instead, we list a number of books,
monographs, special issues, and review articles where the background and many applications of
FDs could be found (see [1–11]), and focus mostly on fractional calculus of variations.
The calculus of variations has a long history, and it has been used almost in every field where
energy principles are applicable (see, for example, [12,13] for mathematical treatment of the
calculus of variations and its application in solid mechanics). However, the fractional calculus
of variations is a new field. Its starting point appears to be Refs. [14,15] where Riewe developed
the nonconservative Lagrangian, Hamiltonian, and other concepts of classical mechanics using
FDs. Agrawal [16] presented a heuristic approach to obtain differential equations of fractionally
damped systems. Later, Agrawal [17] combined the calculus of variations and the concept of FDs
to develop Euler–Lagrange equations for FVPs. Klimek [18] presented a fractional sequential
mechanics model with symmetric fractional derivatives. In [19], Klimek presented stationary
conservation laws for fractional differential equations with variable coefficients. Dreisigmeyer
and Young [20] presented nonconservative Lagrangian mechanics using a generalized function
approach. In [21] the authors show that obtaining differential equations for a nonconservative
system using FDs may not be possible.
The fractional Euler–Lagrange equation has recently been used by Baleanu and coworker to
model fractional Lagrangian and Hamiltonian formulations with linear velocities [22,23], and
Hamiltonian equations for FVPs [24]. References [25,26] present formulations for deterministic
and stochastic analyses of fractional optimal control problems. Tarasov and Zaslavsky [27] have
used variational Euler–Lagrange equation to derive fractional generalization of the Ginzburg–
Landau equation for fractal media.
Two major shortcomings of the formulations presented above are the following: (1) They
do not develop the transversality/natural boundary conditions for FVPs. Thus, even when the
differential equations for some systems are known, they can not be solved analytically. (2) To
the authors knowledge, no direct schemes such as a finite element scheme has been presented
to solve an FVP. In this paper, we present both, the transversality/natural boundary conditions
and a finite element formulation for a class of FVPs, where the FDs are defined in the Riemann–
Liouville sense. Numerical results for three examples are presented to validate the formulation.
The transversality/natural conditions and the direct numerical schemes including FFEFs for a
general class of FVPs containing the Riemann–Liouville and other types of FDs will be presented
in the future.
2. The Euler–Lagrange equation and the transversality condition
Several definitions of a fractional derivative have been proposed. These definitions include the
Riemann–Liouville, the Grunwald–Letnikov, the Weyl, the Caputo, the Marchaud, the Riesz, and
the Miller and Ross fractional derivatives (see [17] and references therein). In this section, we
present the Euler–Lagrange equation and the transversality condition for a simple FVP defined in
terms of the left (also known as the forward) Riemann–Liouville Fractional Derivative (RLFD)
which is defined as
aD
α
x y(x) =
1
(n − α)
( d
dx
)n x∫
(x − τ)n−α−1y(τ) dτ, (1)a
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across the right (also known as the backward) Caputo Fractional Derivative which is defined as
C
a D
α
x y(x) =
1
(n − α)
x∫
a
(x − τ)n−α−1
(
d
dx
)n
y(τ ) dτ. (2)
The Euler–Lagrange equations and the transversality conditions for a general class of problems
defined in terms of the Riemann–Liouville and some other types of fractional derivatives will be
presented elsewhere.
Here we consider the following FVP: Among all functions y(x) which have continuous left
RLFD of order α (0 < α < 1) and satisfy the boundary condition
y(a) = ya, (3)
find the function y(x) = y∗(x) for which the functional
J [y] =
b∫
a
F
(
x, y, aD
α
x y
)
dx (4)
is an extremum. We will assume the continuity requirements on F as necessary. This problem
is the same as that considered in [17] with two exceptions: (1) In this problem, the boundary
conditions at x = b is not specified. This is because we plan to develop a transversality condition.
(2) For simplicity, we have not included the right RLFD in the functional.
Using the approach presented in [17], it can be demonstrated that for J [y] to have an ex-
tremum, the following conditions must be satisfied,
b∫
a
[
∂F
∂y
+ Cx Dαb
∂F
∂aDαx y
]
η dx +
(
∂F
∂aDαx y
)
aD
α−1
x η(x)|ba = 0, (5)
where η(x) is an arbitrary function which satisfies the boundary condition η(a) = 0, and
aD
α−1
x η(x) must be interpreted as the fractional integral of order 1 − α [3]. The derivation
of Eq. (5) is very similar to that presented in [17] except that this equation contains an extra
boundary condition term.
Since η(x) is arbitrary, it follows from a well established result in calculus of variations that
[12]
∂F
∂y
+ xDαb
∂F
∂aDαx y
= 0, (6)
and (
∂F
∂aDαx y
)
aD
α−1
x η(x) = 0, x = a, b. (7)
Equations (6) and (7) are the Euler–Lagrange [17] and the transversality condition for the
FVP. Since in this case, y(x) at x = b is not specified, it follows that(
∂F
∂aDαx y
)∣∣∣∣
x=b
= 0. (8)
Equation (8) is the Natural Boundary Condition (NBC) for the EVP. The optimum solution is
obtained by solving Eq. (6), and imposing Eqs. (3) and (8).
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Eq. (5) here contains the right Caputo derivative which is not present in the functional. This
is because some of the boundary conditions are unspecified. Equation (5) could be written purely
in terms of RLFDs. However, in that case, the resulting equations will have some extra terms.
3. The fractional finite element formulation
In this section, we give an FFEF and a numerical algorithm for extremal values of functionals
of the form
J [y] =
b∫
a
[
1
2
A1(x)
(
aD
α
x y(x)
)2 + A2(x)(aDαx y(x))y(x)
+ 1
2
A3(x)y
2(x) + A4(x)
(
aD
α
x y(x)
)+ A5(x)y(x)
]
dx (9)
subjected to the boundary conditions
y(a) = ya and y(b) = yb, (10)
where Ai(x), i = 1, . . . ,5 are the specified functions of x. One of the boundary conditions may
not be specified. This functional represents the quadratic form of the more general functional
defined in Eq. (4). Such functionals containing integer order derivatives appear in many engi-
neering and scientific applications. The FFEF developed here will be limited to this quadratic
form. An FFEF for a general FVP would be developed in the future.
To develop the formulation, divide the domain [a, b] into N equal parts. Thus, the length of
each part is h = (b − a)/N . The nodes are labeled as xj = a + jh, j = 0,1, . . . ,N . The integral
in Eq. (9) can be written as
J [y] =
n∑
j=1
xj∫
xj−1
[
1
2
A1(x)
(
aD
α
x y(x)
)2 + A2(x)(aDαx y(x))y(x)
+ 1
2
A3(x)y
2(x) + A4(x)
(
aD
α
x y(x)
)+ A5(x)y(x)
]
dx. (11)
A common approach in finite element field is to approximate y(x) over an element using shape
functions, and differentiate this function to obtain Dy(x). These approximations are then used
to obtain an approximation of the functional in discretized form. Minimization of this functional
gives the finite element equations. This works fine for integer variational problems since integer
order derivatives are local. The same approach can be applied to FVPs. However, since fractional
derivatives are nonlocal, this approach would lead to a complex procedure. In contrast, we will
approximate both y(x) and aDαx y(x) over each element using some shape functions, except over
the first element aDαx y(x) would be approximated by some other means. This is because, in most
cases, an approximation of aDαx y(x) at node 0 may not be available, and in some cases, it may
be unbounded. Thus, we approximate y(x) and aDαx y(x) as
y(x) = Nj(x)yej , x ∈ [xj−1, xj ], j = 1, . . . ,N, (12)
and
aD
α
x y(x) = Nj(x)
(
aD
α
x y
)
, x ∈ [xj−1, xj ], j = 2, . . . ,N, (13)ej
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vectors of nodal variables of functions y(x) and aDαx y(x). Using Eqs. (12) and (13), the integrals
in Eq. (11) for element j can be written as
xj∫
xj−1
A1(x)
(
aD
α
x y
)2
dx = (aDαx y)TejKe1j (aDαx y)ej , j = 2, . . . ,N, (14)
xj∫
xj−1
A2(x)
(
aD
α
x y
)
y dx = (aDαx y)TejKe2j yej , j = 2, . . . ,N, (15)
xj∫
xj−1
A3(x)y
2 dx = yTejKe3j yej , j = 1, . . . ,N, (16)
xj∫
xj−1
A4(x)
(
aD
α
x y
)
dx = (aDαx y)Tej be4j , j = 2, . . . ,N, (17)
xj∫
xj−1
A5(x)y dx = yTej be5j , j = 1, . . . ,N, (18)
where the matrices Ke1j , Ke2j and Ke3j , and the vectors be1j and be2j are given as
Keij =
xj∫
xj−1
Ai(x)N
T
j (x)Nj (x) dx, i = 1,2,3; j = 2, . . . ,N, (19)
and
beij =
xj∫
xj−1
Ai(x)N
T
j (x) dx, i = 4,5; j = 2, . . . ,N. (20)
Equations (19) and (20) are also valid for i = 3,5 and j = 1.
To compute the integrals containing (aDαx y(x)) over the first element, we approximate y(x)
as
y(x) =
(
1 − x
h
)
y0 + x
h
y1. (21)
Substituting Eq. (21) into Eq. (2), we obtain
aD
α
x y(x) =
x−α
h(2 − α)
[
h(1 − α) − x x ]
[
y0
y1
]
= N¯1(x)ye1. (22)
Using Eqs. (12) and (22), the integrals in Eq. (11) containing aDαx y(x) can be written as
x1∫
A1(x)
(
aD
α
x y
)2
dx = yTej K¯e11ye1, (23)
x0
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x0
A2(x)
(
aD
α
x y
)
y dx = yTe1K¯e21ye1, (24)
x1∫
x0
A4(x)
(
aD
α
x y
)
dx = yTe1b¯e41, (25)
where the matrices K¯e11 and K¯e21 and the vector b¯e11 are given as
K¯e11 =
x1∫
x0
A1(x)N¯
T
1 (x)N¯1(x) dx, (26)
K¯e21 =
x1∫
x0
A2(x)N¯
T
1 (x)N1(x) dx, (27)
and
b¯e41 =
x1∫
x0
A4(x)N¯
T
1 (x) dx. (28)
Combining Eqs. (10), (13)–(17), and (22)–(24), we obtain the finite element approximation of
J (y) as
Jh(y) = 12
(
aD
α
x y
)T
K1
(
aD
α
x y
)+ (aDαx y)T K2y
+ 1
2
yT K3y +
(
aD
α
x y
)T
b1 + yT b2, (29)
where vectors (aDαx y) and y are defined as(
aD
α
x y
)= [(aDαx y)1 · · · (aDαx y)N ]T , (30)
y = [y0 y1 · · · yN ]T , (31)
and the matrices K1, K2 and K3 and the vectors b1 and b2 are obtained by assembling the element
matrices. The details of generating and assembling the element matrices is omitted here as they
can be found in most elementary books on finite element methods.
To compute (aDαx y)j , we take the Grunwald–Letnikov approximation of the left RLFD, which
is defined as [6]
aD
α
x y(xj ) =
1
hα
j∑
k=0
(−1)k
(
α
k
)
y(xj − kh). (32)
Notice that aDαx y(xj ), j = 1, . . . ,N are the linear combinations of yj . Thus, vector (aDαx y) can
be written as
aD
α
x y = By, (33)
where B is a matrix of coefficients. Substituting Eq. (33) into Eq. (29), differentiating the result-
ing equation with respect to y, and setting the results to 0, we find the desired fractional finite
element equation as[
BT K1B + BT K2 + KT2 B + K3
]
y = −[BT b1 + b2]. (34)
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the boundary conditions (Eq. (10)) must be imposed.
4. Examples and the numerical results
To demonstrate the performance of the computational procedure developed above, in this
section we present numerical results for 3 examples. For each example, we take N = 10, 20, 40,
80, 160, and 320, and vary the order of derivative α between 0.5 to 1. Many of the conclusions
drawn from the analyses of the results for these examples are the same. For this reason, we first
present all the results, and then the analyses of the results.
Example 1. As a first example, we consider the following FVP: Find the extremum of the func-
tional
J [y] = 1
2
1∫
0
(
0D
α
x y
)2
dx (35)
such that
y(0) = 0 and y(1) = 1. (36)
This example is considered because a closed form solution for it is available which for α > 0 is
[17]
y(x) = 1
2α − 1
x∫
0
dz
[(1 − z)(x − z)]1−α . (37)
For α = 1 the solution for this problem is given as y(x) = x.
Figure 1 shows the numerical results for α = 0.6 for different values of N and the analytical
solution. Figure 2 shows the numerical results for N = 40 for different values of α and the exact
solution for α = 1.
Example 2. As the second example, we consider the following FVP: Find the extremum of the
functional
J [y] =
1∫
0
[
1
2
(
0D
α
x y
)2 − y
]
dx (38)
such that
y(0) = y(1) = 0. (39)
This functional for α = 1 represents the total potential of a bar fixed at both ends and subjected
to uniform loading. For α = 1, the exact solution is given as
y(x) = (1 − x)x
2
. (40)
Figure 3 shows the numerical results for α = 0.7 for different values of N . Figure 4 shows the
numerical results for N = 80 for different values of α and the exact solution for α = 1.
8 O.P. Agrawal / J. Math. Anal. Appl. 337 (2008) 1–12Fig. 1. Function y(x) for Example 1 for α = 0.6 and different values of N . (×: N = 10; !: N = 20; P: N = 40; +:
N = 80;E: N = 160; e: N = 320; : analytical.)
Fig. 2. Function y(x) for Example 1 for N = 40 and different values of α. (×: α = 0.6; !: α = 0.8; P: α = 0.9; +:
α = 0.95;E: α = 1.0; e: analytical (α = 1.0).)
Example 3. As the third example, we consider the same functional J [y] as that in Example 2.
However, we consider only one boundary condition y(0) = 0. Analytical solution of this problem
will require imposing the NBC, which is given as(
0D
α
x y
)∣∣
x=1 = 0. (41)
The problem of a uniform bar fixed at one end and free at the other end, and subjected to uniform
loading leads to the same functional and the boundary condition. For α = 1, the exact solution
for this problem is
y(x) = x
(
1 − x
2
)
. (42)
Figure 5 shows the numerical results for α = 0.8 for different values of N . Figure 6 shows the
numerical results for N = 160 for different values of α and the exact solution for α = 1.
O.P. Agrawal / J. Math. Anal. Appl. 337 (2008) 1–12 9Fig. 3. Function y(x) for Example 2 for α = 0.7 and different values of N . (×: N = 10; !: N = 20; P: N = 40; +:
N = 80;E: N = 160; e: N = 320.)
Fig. 4. Function y(x) for Example 2 for N = 80 and different values of α. (×: α = 0.6; !: α = 0.8; P: α = 0.9; +:
α = 0.95;E: α = 1.0; e: analytical (α = 1.0).)
For this example, the NBCs for different α and different N are also computed. These results
are shown in Table 1.
These results demonstrate the following: (1) As the number of divisions increases, the solu-
tions converge to a value (Figs. 3 and 5) and to the analytical solution where available (Fig. 1,
and Figs. 2, 4, and 6 for α = 1). However, the convergence is slow. (2) As α approaches to 1, the
solutions for the integer order systems are recovered (Figs. 2, 4, and 6). (3) Table 1 shows that as
N increases the numerical NBCs approach to the analytical NBCs. Thus, these examples demon-
strate that the formulation can be used to obtain approximate numerical solutions for quadratic
FVPs.
At this stage several comments can be made.
1. The formulation has been developed for the left RLFDs and for α < 1. However, the same ap-
proach can be applied if the functional contains the right RLFDs and the Caputo derivatives,
10 O.P. Agrawal / J. Math. Anal. Appl. 337 (2008) 1–12Fig. 5. Function y(x) for Example 3 for α = 0.6 and different values of N . (×: N = 10; !: N = 20; P: N = 40; +:
N = 80;E: N = 160; e: N = 320.)
Fig. 6. Function y(x) for Example 3 for N = 80 and different values of α. (×: α = 0.6; !: α = 0.8; P: α = 0.9; +:
α = 0.95;E: α = 1.0; e: analytical (α = 1.0).)
Table 1
Computed values of the natural boundary conditions
N α = 0.6 α = 0.8 α = 0.9 α = 1
10 5.4720e−2 2.0775e−2 1.2801e−2 7.8873e−3
20 2.3818e−2 6.8528e−3 3.6758e−3 1.9717e−3
40 1.0367e−2 2.2606e−3 1.0556e−3 4.9292e−4
80 4.5126e−3 7.4572e−4 3.0314e−4 1.2323e−4
160 1.9642e−3 2.4600e−4 8.7055e−5 3.0808e−5
320 8.5499e−4 8.1148e−5 2.5000e−5 7.7019e−6
and/or if α > 1. For the left FDs, the formulation for the first element is done differently. For
the right FDs, the formulation for the last element will be done differently.
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not specified, then the formulation automatically satisfies the transversality/natural boundary
conditions.
3. Two sets of functions have been used to approximate fractional derivatives. Further, the for-
mulation was presented for a quadratic type functional. Other schemes are being considered
that will allow only one type of approximating function to be considered over the entire do-
main. The same approach presented here can be applied to develop formulations for a general
functional. In most cases, it would lead to a nonlinear set of equations. A formulation for a
general functional will be presented in the future.
4. The paper presents only the numerical algorithm. No attempt has been made to perform
uniqueness, convergence, and stability analyses, except showing numerically that the results
converge, and as N is increased, the error is decreased. Rigorous analysis of the algorithm
will be considered in the future.
5. Conclusions
Euler–Lagrange equation and transversality/natural boundary conditions have been presented
for a fractional variational problem. A fractional finite element formulation has been presented
for a quadratic fractional variational problem. The numerical algorithm developed here is used to
solve three examples. Results show that the algorithm converges as the number of finite element
terms is increased. As the order of the derivatives approach 1, the conventional integer order
solution is recovered. Further, for the unspecified boundary, the numerical solutions satisfy the
natural boundary conditions. The convergence of the algorithm appears to be slow. It is hoped
that this research will initiate further interest in the area of fractional finite element method for
fractional variational problems.
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