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We study algorithmic randomness and monotone complexity on product of the set of infi-
nitebinary sequences.Weexplore the followingproblems:monotonecomplexityonproduct
space, Lambalgen’s theorem for correlatedprobability, classification of randomsets by likeli-
hood ratio tests, decomposition of complexity and independence, and Bayesian statistics for
individual random sequences. Formerly Lambalgen’s theorem for correlated probability is
shown under a uniform computability assumption in [H. Takahashi, Inform. Comput. 2008].
In this paper we show the theorem without the assumption.
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1. Introduction
It is known that Martin-Löf random sequences [11] satisfy many laws of probability one, for example ergodic theorem,
martingale convergence theorem, and so on, see [19,24]. In this paper, we study Martin-Löf random sequences with respect
to a computable probability on product space  × , where  is the set of infinite binary sequences. In particular, we
investigate the following problems:
1. Randomness and monotone complexity on product space (Levin–Schnorr theorem for product space).
2. Lambalgen’s theorem [22] for correlated probability.
3. Likelihood ratio test and classification of random sets.
4. Decomposition of complexity and independence of individual random sequences.
5. Bayesian statistics for individual random sequences.
The above problems are properties of product space except for 3.
In Section 3, we show Lambalgen’s theorem for correlated probability. In the previous paper [19], the theorem is shown
under a uniform computability assumption. In this paper, we show the theorem without that assumption. This is the main
theorem of this paper (Theorem 3.3).
The other sections are as follows: In Section 2, we define monotone complexity on product space. A usual definition of
one-dimensional monotone complexity strongly depends on an order structure of one-dimensional space. In order to define
monotone complexity on product space, we give an algebraic definition of monotone function for product space, which
is applicable, mutatis mutandis, to an abstract partially ordered set. In Section 4, we show a classification of random sets
by likelihood ratio tests. In particular we show an important theorem by Martin-Löf, i.e., two computable probabilities are
mutually singular iff their random sets are disjoint. As a simple application, we show consistency of MDL for individual
sequences. In Section 5, we show a decomposition of monotone complexity for prefixes of random sequences under a
condition.As a corollary,we showsomeequivalent conditions for independenceof individual randomsequences. In Section6,
we apply our results to Bayesian statistics. By virtue of randomness theory, we can develop a point-wise theory for Bayesian
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statistics. In particular, we show consistency of posterior distribution (and its equivalent conditions) for individual random
sequences. In order to show this, the results of Section 4 plays an important role. Also we show an asymptotic theory of
estimation for individual sequences, which is closely related to decomposition of complexity.
2. Randomness and complexity
First we introduce Martin-Löf randomness on . Let S be the set of finite binary strings. Let  be the set of infinite
binary sequences with product topology. As in [19], we write A ⊂ B including A = B. Throughout the paper, the base of
logarithm is 2. We use symbols such as x, y, s to denote an element of S and x∞, y∞ to denote an element of . For x ∈ S,
let (x) := {xω : ω ∈ }, where xω is the concatenation of x and ω, and for x∞ ∈ , (x∞) := {x∞}. Let λ ∈ S be the
emptyword, then(λ) = . For A ⊂ S, let σ {(x)}x∈A be the σ -algebra generated by {(x)}x∈A and B := σ {(x)}x∈S . Let
(, B, P) be a probability space. Wewrite P(x) := P((x)) for x ∈ S, then we have P(x) = P(x0)+ P(x1) for all x. LetN,Q,
andR be the set of natural numbers, rational numbers, and real numbers, respectively. P is called computable if there exists
a computable function p : S × N → Q such that ∀x ∈ S∀k ∈ N |P(x) − p(x, k)| < 1/k. A set A ⊂ S is called recursively
enumerable (r.e.) if there is a computable function f : N → S such that f (N) = A. For A ⊂ S, let A˜ := ∪x∈A(x). A set
U ⊂ N× S is called (Martin-Löf) test with respect to P if (1) U is r.e., (2) U˜n+1 ⊂ U˜n for all n, where Un = {x : (n, x) ∈ U},
and (3) P(U˜n) < 2
−n. In the following, if P is obvious from the context, we say that U is a test. A test U is called universal if
for any other test V , there is a constant c such that ∀n V˜n+c ⊂ U˜n.
Theorem 2.1 (Martin-Löf [11]). If P is a computable probability, a universal test U exists.
In [11], the set
(
∩∞n=1U˜n
)c
(complement of the limit of universal test) is defined to be random sequences with respect to
P, whereU is a universal test.WewriteRP :=
(
∩∞n=1U˜n
)c
. Note that for two universal testsU and V ,∩∞n=1U˜n = ∩∞n=1V˜n and
henceRP does not dependon the choice of a universal test. An equivalent definition of test is thatU is r.e. and∑n P(U˜n) < ∞.
Then the set covered by U˜n infinitely many times is a limit of a test, i.e., lim supn U˜n ⊂ (RP)c , see [17].
For x, y ∈ S, let (x, y) := (x) × (y). Let BS2 := σ {(x, y)|x, y ∈ S}. Then computability of P on (2, BS2), its
Martin-Löf tests, and the set of random sequences are defined similarly.
2.1. Complexity
For x′, x ∈ S ∪ , we write x′ 
 x ⇔ x′ is a prefix of x ⇔ (x′) ⊃ (x), and for (x′, y′), (x, y) ∈ (S ∪ )2,
(x′, y′) 
 (x, y) ⇔ x′ 
 x and y′ 
 y ⇔ (x′, y′) ⊃ (x, y). Then S ∪  and (S ∪ )2 are partially ordered sets.
For A ⊂ S2, let ∨ A be the least upper bound of A. Then ∨ A exists in (S ∪ )2 iff ∩(x,y)∈A(x, y) = ∅. In the following
bold-faced symbols x, y, p denote an element of (S ∪ )2, x∞ denote an element of2, and λ = (λ, λ).
First we define monotone functions (S ∪ )2 → (S ∪ )2.
Let F ⊂ S2 × S2 and Fp := {x|(p, x) ∈ F}.
Assume that
∀p ∈ S2, λ ∈ Fp and
∨
p′
p
Fp′ exists. (1)
Set
f (p) := ∨
p′
p, p′∈S2
Fp′ for p ∈ (S ∪ )2. (2)
We see that f : (S ∪ )2 → (S ∪ )2 and f is monotone, i.e.,
p′ 
 p ⇒ f (p′) 
 f (p).
Conversely, let f : (S ∪ )2 → (S ∪ )2 be a monotone function, and set
F := {(p, x) ∈ S2 × S2|x 
 f (p)},
Then
∨
Fp = f (p), F satisfies (1), and the function defined by F coincides with f . If F is a r.e. set, the function f defined by
(2) is called computable monotone function.
For s ∈ S, let |s|be the lengthof s. In particular |λ| = 0and |x∞| = ∞. Forp = (p1, p2) ∈ (S ∪ )2, let |p| := |p1|+|p2|.
The monotone complexity with respect to a computable monotone function f : (S ∪ )2 → (S ∪ )2 is defined as
follows:
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Km2f (x, y) := min{|p1| + |p2| | (x, y) 
 f (p1, p2)},
Kmf (x, y) := min{|p| | (x, y) 
 f (p, λ)},
for x, y, p, p1, p2 ∈ S ∪ . If there is no (p1, p2) such that (x, y) 
 f (p1, p2), then Km2f (x, y) := ∞. Similarly, Kmf (x, y) :=∞ if there is no p such that (x, y) 
 f (p, λ).
A computable monotone function u : (S ∪ )2 → (S ∪ )2 is called optimal if for any computable monotone
function f : (S ∪ )2 → (S ∪ )2, there is a constant c such that Km2u(x) ≤ Km2f (x) + c for all x ∈ (S ∪ )2.
We can construct an optimal function in the following manner. First, observe that there is a r.e. set F¯ ⊂ N × S2 × S2 such
that (1) Fi = {(p, x)|(i, p, x) ∈ F¯} satisfies (1) for all i ∈ N, and (2) for each r.e. set F that satisfies (1), there is i such that
F = Fi. Note that the first condition in (1) is necessary to enumerate {Fi}. Next, set Fu := {(i¯p, x)|(i, p, x) ∈ F¯}, where
i¯p = (0i1p1, p2) for p = (p1, p2). Let u be a computable monotone function defined by Fu via (2), then we see that u is
optimal. In the following discussion, we fix u and let
Km2(x, y) := Km2u(x, y), Km(x, y) := Kmu(x, y),
Km(x|y) := min{|p| | (x, λ) 
 u(p, y)},
Km(x) := Km(x|λ) for x, y ∈ S ∪ .
By definition, we have ∀x, y, Km2(x, y) ≤ Km(x, y). Note that Km is equivalent to a monotone complexity that is defined
from an optimal monotone function S ∪  → (S ∪ )2. Also note that Km(x) defined above is different from
Km2(x) := Km2(x, λ). Later we show that Km2 and Km are asymptotically bounded for prefixes of random sequences under
a condition, see Corollary 2.1.
In the following, a subset A of S ∪  or (S ∪ )2 is called non-overlapping if (x) ∩ (y) = ∅ for x, y ∈ A, x = y.
We have (x, y) and (x′, y′) are non-overlapping iff x and x′ are incomparable or y and y′ are incomparable. Note that
(x)∩(y) = ∅ ⇒ x and y are incomparable. The converse is true if x, y ∈ S ∪ . However if x, y ∈ (S ∪ )2 then there
is a counter-example, e.g., (λ, 0) and (0, λ) are incomparable but (λ, 0) ∩ (0, λ) = (0, 0). In one-dimensional case,
the notion of non-overlapping is equivalent to that of prefix-free. Throughout the paper we use the term “non-overlapping".
Proposition 1.
(a)monotonicity: x 
 z ⇒ Km(x|y) ≤ Km(z|y), and y 
 z ⇒ Km(x|y) ≥ Km(x|z).
(b) Kraft inequality:
∑
x∈A 2−Km(x) ≤ ∑x∈A 2−Km2(x) ≤ 1 for non-overlapping set A ⊂ (S ∪ )2.
(c) Conditional sub-additivity: ∃c ∀x, y ∈ S ∪ , Km2(x, y) ≤ Km(x|y) + Km(y) + c.
Proof. (a) Obvious. (b) Let u be an optimal monotone function and px ∈ {p|x 
 u(p)}. Suppose that(x)∩(x′) = ∅ and∃z, z = px∨px′ . Then x 
 u(z) and x′ 
 u(z), which contradicts to(x)∩(x′) = ∅. Thus {px|x ∈ A} is non-overlapping
for a non-overlapping set A. By setting px to be an optimal code, i.e., |px| = Km2u(x), we have
∑
x∈A 2−Km
2(x) ≤ 1. Since
Km2 ≤ Km, we have the statement. (c) Let u be an optimal monotone function. Suppose that x 
 u(p, y), Km(x|y) = |p|
and y 
 u(p′), Km(y) = |p′|. Let f : (S ∪ )2 → (S ∪ )2 such that f (p1, p2) := (u(p1, u(p2)), u(p2)) for all p1, p2.
Then f is monotone and Km2f (x, y) ≤ |p| + |p′| = Km(x|y) + Km(y). 
Next we show Levin–Schnorr theorem for product space. Let A ⊂ S2 be a r.e. set and
A(x∞) := {x ∈ A | x  x∞} for x∞ ∈ 2.
Before proving the theorem, we need conditions on A:
x, y ∈ A ⇒ x and y are comparable or (x) ∩ (y) = ∅. (3)
If (3) holds then for any A′ ⊂ A there is a non-overlapping A′′ ⊂ A′ such that A˜′′ = A˜′. Note that it is possible A′′ is not
r.e. even if A′ is a r.e. set.
Lemma 2.1. Let A be a r.e. set such that
x, y ∈ A ⇒ ∃ non-overlapping α ⊂ A, (x) ∩ ((y))c = α˜. (4)
Then for any r.e. A′ ⊂ A there is a non-overlapping r.e. A′′ ⊂ A such that A˜′ = A˜′′.
Proof. Since A′ is r.e., there is a computable a′ : N → A′ such that a′(N) = A′. Let A′′(0) = ∅. Suppose that A′′(n − 1)
is a finite non-overlapping subset of A and A˜′′(n − 1) = ∪1≤i≤n−1(a′(n)). Since A′′(n − 1) is finite, from (4), there is a
non-overlapping α(n) ⊂ A such that
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α˜(n) = (a′(n)) ∩ (A˜′′(n − 1))c. (5)
Since α˜(n) is compact and α(n) is non-overlapping, from Heine–Borel Theorem, we see that α(n) is finite. Let β(n) := {z ∈
A | (z) ⊂ α˜(n)}. SinceA is r.e. andA′′(n−1) is finite,β(n) is r.e. from a′(n) andA′′(n−1). In particular, sinceα(n) ⊂ β(n),
we can compute a finite non-overlapping α(n) that satisfies (5) from a′(n) andA′′(n− 1). LetA′′(n) := A′′(n− 1) ∪ α(n)
thenA′′(n) is a finite non-overlapping set. LetA′′ := ∪nA′′(n). By induction,A′′ ⊂ A is a non-overlapping r.e. set such that
A˜′ = A˜′′. 
Theorem 2.2 (Levin–Schnorr theorem [9,15,16] on product space). Let P be a computable probability on (2, BS2). Let A be
a r.e. set that satisfies (3) and (4). Then
x∞ ∈ RP ⇐ sup
x∈A(x∞)
− log P(x) − Km(x) < ∞, x∞ = ∨A(x∞),
x∞ ∈ RP ⇒ sup
x∈A(x∞)
− log P(x) − Km(x) < ∞.
The above statements hold for Km2.
Proof. Suppose that x∞ /∈ RP and x∞ = ∨A(x∞). Then there is a test U such that for all n, x∞ ∈ U˜n and P(U˜n) < 2−n. Let
U′n := {y ∈ A|∃x ∈ Un, x 
 y}. Since Un andA are r.e. sets, U′n ⊂ A is a r.e. set. From Lemma 2.1, there is a non-overlapping
r.e. set U′′n ⊂ A such that U˜′n = U˜′′n . Since x∞ = ∨A(x∞), we have x∞ ∈ U˜′′n and ∀n,U′′n ∩ A(x∞) = ∅. Let P′ be a
measure such that P′(x) = P(x)2n for x ∈ U′′n and 0 otherwise. Since P(U˜′′n ) < 2−n, we have
∑
x∈U′′n P
′(x) < 1. By applying
Shannon–Fano–Elias coding to P′ on U′′n , we have ∃c1, c2 > 0∀n∃x ∈ A(x∞) Km(x) ≤ − log P(x) − n + K(n) + c1 ≤− log P(x) − n + 2 log n + c2, where K is the prefix complexity.
Conversely, letUn := {x ∈ A |Km(x) < − log P(x)−n}. From(3),wesee that there is anon-overlapping setU′n ⊂ Un such
that U˜′n = U˜n. Hence P(U˜n) = P(U˜′n) <
∑
x∈U′n 2
−Km(x)−n ≤ 2−n, where the last inequality follows from Proposition 1 b.
Since Un is a r.e. set, {Un} is a test and ∩nU˜n ⊂ (RP)c . The proof for Km2 is the same as above. 
Example 1. Let g : N→ N be a total-computable monotonically increasing function, where n ≤ m ⇒ g(n) ≤ g(m). Let
Ag := {(x, y) ∈ S2 | |y| = g(|x|)}. (6)
Then Ag is decidable and satisfies (3) and (4). If g is unbounded then ∀x∞,∨Ag(x∞) = x∞.
Next we study a coding problem for multi-dimensional monotone complexity. The following lemma shows that if A is
decidable and satisfies (3), we have the same one-dimensional coding as in [20].
Lemma 2.2. Let P be a computable probability on (2, BS2) and let A ⊂ S2 be a decidable set that satisfies (3), then there is a
computable monotone function g : S ∪  → (S ∪ )2 such that
∃c∀x ∈ A(x∞), Kmg(x) ≤ − log P(x) + c.
Proof. If A is decidable and satisfies (3) then, by rearranging an enumeration of A, we see that there is a computable
f : N→ S2 such that f (N) = Aand∀i, j, i < j, (f (i))∩(f (j)) = ∅ or f (i) 
 f (j). Thenwecanconstruct a familyof half-
open intervalsVf (i) := [a(i), b(i)) ⊂ [0, 1],∀i ∈ N that satisfies the followingconditions:0)Vλ = [0, 1], 1) |Vf (i)| = P(f (i))
for all i, where |V | is the length of the interval V , 2) if (f (i)) ∩ (f (j)) = ∅ then Vf (i) ∩ Vf (j) = ∅, 3) if f (i) 
 f (j) then
Vf (i) ⊃ Vf (j), and 4) a and b are computable, i.e., there are rational valued computable functions A : N × N → Q and
B : N× N → Q such that ∀i, k, |a(i) − A(i, k)| < 1/k, |b(i) − B(i, k)| < 1/k. For s = s1s2 · · · sn ∈ S,∀i, si ∈ {0, 1}, let
Is := [∑1≤i≤n si2−i,∑1≤i≤n si2−i + 2−n). Then set F := {(s, f (i)) ∈ S × S2|Is ⊂ Vf (i), i ∈ N}. We see that F is a r.e. set
that satisfies (1). Let g be a computable monotone function defined by F , then we have g : S ∪  → (S ∪ )2 and
∃c∀x ∈ A(x∞), Kmg(x) ≤ − log P(x) + c. 
From Theorem 2.2, Lemma 2.2, and Proposition 1c, we have
Corollary 2.1. Let P be a computable probability on (2, BS2). If A ⊂ S2 is decidable and satisfies (3) and (4), then
x∞ ∈ RP ⇒ sup
x∈A(x∞)
| log P(x) + Km(x)| < ∞,
x∞ ∈ RP ⇐ sup
x∈A(x∞)
| log P(x) + Km(x)| < ∞, x∞ = ∨A(x∞).
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The above statements are true for Km2, and
x∞ ∈ RP ⇒ sup
x∈A(x∞)
|Km(x) − Km2(x)| < ∞
⇒ sup
(x,y)∈A(x∞)
Km(x, y) − Km(x|y) − Km(y) < ∞.
For1-dimensionalmonotonecomplexity and its relation toother complexities, see [10,21]. In [5], a conditional complexity
K∗ that is monotone with the conditional argument is defined.
Remark 1. It is not difficult to developmonotone function and complexity in an abstract way. Indeed, let A and A¯ be partially
ordered sets such that A is r.e. and A¯ := {∨B|B ⊂ A}. Let F ⊂ A × A be a r.e. set that satisfies (1) with respect to the partial
order of A. Then we can define (optimal) monotone function f : A¯ → A¯ in a similar way with Section 2.1. For example, for
x, y ∈ (S ∪ )∞, let x 
 y if ∀i, xi 
 yi for x = (x1, x2, . . .), y = (y1, y2, . . .), xi, yi ∈ S ∪ . Then (S ∪ )∞ is a
partially ordered set. Let A := {(x, λ∞)|x ∈ ∪kSk}, where λ∞ = (λ, λ, . . .) ∈ S∞. Then A is a sub-partially ordered set of
(S ∪ )∞ and A¯ = (S ∪ )∞. We can define computable monotone function f : A¯ → A¯. For x = (x1, . . . , xn, . . .) ∈ A¯,
let |x| := ∑n |xn|. Then Kmf is defined. For example, let us consider discrete time (computable) stochastic processes
Xi ∈ , i = 1, 2, . . .. Then their randomness and complexity of sample paths are modeled with a computable probability
on (∞, BA) and Kmf , where BA := σ {(x)|x ∈ A}, (x) := {x∞|x  x∞ ∈ ∞} and computability of probabilities on
(∞, BA) is defined in a similar manner with finite dimensional case.
Remark 2. Let φl,t : (S ∪ )l → (S ∪ )t be an optimal monotone function for 1 ≤ l, t ≤ ∞. Then Kml,t(x1, . . . , xt) ≤
Kml
′,t(x1, . . . , xt) + O(1) if l′ ≤ l, where Kml,t is defined from φl,t . If A ⊂ St, t < ∞ or A ⊂ {(x, λ∞)|x ∈ ∪kSk}, t = ∞
is a decidable set that satisfies (3) and (4) then Theorem 2.2 and Corollary 2.1 hold for Kml,t for 1 ≤ l, t ≤ ∞. In order to
simplify the argument, in the following discussion, we use Km.
3. Section and relativized randomness
Let P be a computable probability on X × Y = 2. Let PX and PY be its marginal distributions on X and Y , respectively,
i.e., PX(x) = P(x, λ) and PY (y) = P(λ, y) for x, y ∈ S. Let
P(x|y) :=
⎧⎨
⎩
P(x,y)
PY (y)
, if PY (y) > 0
0, if PY (y) = 0
,
and
P(x|y∞) := lim
y→y∞ P(x|y),
for y∞ ∈  if the right-hand side exists. For a subset A ⊂ X × Y and y∞ ∈ Y , set
Ay∞ := {x∞|(x∞, y∞) ∈ A}.
For example,RPy∞ = {x∞|(x∞, y∞) ∈ RP}. Similarly, for B ⊂ S × S, set By∞ := {x|(x, y) ∈ B, y  y∞}.
Theorem 3.1 ([19]). If y∞ ∈ RPY , then P(x|y∞) exists for all x ∈ S, and P(·|y∞) is a probability measure on (, B).
Theorem 3.2 ([19]). P(RPy∞|y∞) = 1 if y∞ ∈ RPY .RPy∞ = ∅ if y∞ /∈ RPY .
Corollary 3.1 ([19]). RPX = ∪y∞∈RPYRPy∞ .
If P(·|y∞) is computable relative to y∞, then let RP(·|y∞),y∞ be the set of random sequences with respect to P(·|y∞)
relative to y∞. In [19], {P(·|y∞)}y∞ is called uniformly computable if there is a partial computable A such that ∀y∞ ∈
RPY , x ∈ S, k ∈ N∃y  y∞, |P(x|y∞)− A(x, y, k)| < 1/k. In other words, {P(·|y∞)}y∞ is uniformly computable if there is
a fixed partial computable A that approximates P(·|y∞) for all y∞ ∈ RPY . On the other hand, P(·|y∞) is computable relative
to y∞ if there is a partial computableA that approximates P(·|y∞) for a given y∞. In [19], it is shown thatRP(·|y∞),y∞ ⊂ RPy∞ ,
and under uniform computability, RP(·|y∞),y∞ = RPy∞ for y∞ ∈ RPY . In the following we show the equivalence without
assuming the uniform computability; we only assume that P(·|y∞) is computable relative to a given y∞ ∈ RPY . In order to
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show RP(·|y∞),y∞ ⊃ RPy∞ , first we extend a test Uy
∞
n w.r.t. P(·|y∞) to a test w.r.t. a finite measure P′ on 2 such that the
section of the extended test at y∞ coincide with Uy
∞
n and the total measure of the extended test w.r.t. P
′ is sufficiently small.
Finally by using Markov inequality, we construct a test w.r.t. P.
Theorem 3.3. Assume that y∞ ∈ RPY and P(·|y∞) is computable relative to y∞, thenRP(·|y∞),y∞ = RPy∞ .
Proof. Fixy∞ ∈ RPY . SinceP(·|y∞) is computable relative toy∞, there is apartial computable functionA : S×S×N→ {q ∈
Q|q ≥ 0} such that (a1)∀x, k∃y  y∞, |P(x|y∞)−A(x, y, k)| < 1
k
and(a2) ifA(x, y, k) isdefinedthenA(x, y, k) = A(x, z, k)
for all y 
 z. Similarly, let Uy∞ ⊂ N × S be a Martin-Löf test with respect to P(·|y∞) relative to y∞, i.e., Uy∞ is a r.e. set
relative to y∞, and P(U˜y
∞
n |y∞) < 2−n for all n, where Uy∞n := {x|(n, x) ∈ Uy∞}. Then there is a partial computable
function B : N× N× S → S such that (b1) ∀n, Uy∞n = {x|∃i, y  y∞, B(i, n, y) = x} and (b2) if B(i, n, y) is defined then
B(i, n, y) = B(i, n, z) for all y 
 z.
Let Un := {(x, y)|∃i, B(i, n, y) = x}. Then Un,y∞ = Uy
∞
n . Let U
′
n ⊂ S× S be a non-overlapping r.e. set such that U˜n = U˜′n.
Then U˜′n,y∞ = U˜y
∞
n . Let
Vn :=
{
(x, z, k) | (x, y) ∈ U′n, y 
 z ∈ S, k ∈ N,
1
k
<
1
2
A(x, z, k) or
(
k ≥ 2n+|x|, A(x, z, k) < 1
k
)}
, (7)
VX×Yn := {(x, y) | (x, y, k) ∈ Vn}. Then we have
(x, y) ∈ VX×Yn ⇒ ∀y 
 z, (x, z) ∈ VX×Yn , (8)
∀z∞ ∈ , VX×Yn,z∞ is non-overlapping, (9)
V
X×Y
n,y∞ = U′n,y∞ , (10)
where (8) follows from (a2); (9) follows from that U′n is non-overlapping; (10) follows from that: from (a1) and (a2), (i)
if P(x|y∞) > 0 then ∃y  y∞, k∀y 
 z, 1
k
< 1
2
A(x, z, k) and (ii) if P(x|y∞) = 0 then ∀k∃y  y∞∀y 
 z such that
A(x, z, k) < 1
k
.
Note that if 1
k
< 1
2
A(x, y, k) and y  y∞ then |P(x|y∞) − A(x, y, k)| < 1
k
< 1
2
A(x, y, k), i.e.,
1
2
A(x, y, k) < P(x|y∞) < 3
2
A(x, y, k). (11)
From Vn, we can construct a r.e. setWn ⊂ S × S × N that satisfies (12)–(16) (Lemma 3.1 below):
Wn ⊂ Vn. (12)
WX×Yn is non-overlapping, whereWX×Yn := {(x, y)|(x, y, k) ∈ Wn}. (13)
(x, y, k), (x, y, k′) ∈ Wn ⇒ k = k′, (14)
∀z∞ ∈ , ∑
(x,y,k)∈Wn,yz∞
A(x, y, k) < 3 · 2−n. (15)
U˜y
∞
n = W˜X×Yn,y∞ . (16)
Let P′(x, z) := A(x, z, k)PY (z) for (x, y, k) ∈ Wn, y 
 z and P′(x, y) := 0 for (x, y) such that(x, y)∩ W˜X×Yn = ∅. Then
by (15), P′(W˜X×Yn ) < 3 · 2−n.
Finally let
UX×Yn := {(x, z) ∈ S × S | (x, y) ∈ WX×Yn , y 
 z,
P(x, z) <
3
2
P′(x, z) or P(x, z) < 2−n−|x|PY (z)}.
Since WX×Yn is r.e. and P is computable, we see that UX×Yn is a r.e. set. Since WX×Yn is non-overlapping, we have∑
(x,y)∈WX×Yn 2
−|x|PY (y) ≤ 1 and
P
(
U˜X×Yn
)
<
3
2
P′
(
W˜X×Yn
)
+ ∑
(x,y)∈WX×Yn
2−n−|x|PY (y) <
11
2
· 2−n.
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From (12), we have (x, y, k) ∈ Wn ⇒ 1k < 12A(x, y, k) or k ≥ 2n+|x|, A(x, y, k) < 1k . Since P(x|y) → P(x|y∞)
as y → y∞ for y∞ ∈ RPY (Theorem 3.1), we have for (x, y) ∈ WX×Yn , y  y∞ (i) if 1k < 12A(x, y, k) then from (11),
∃y 
 z  y∞, P(x, z) < 3
2
P′(x, z) and (ii) if k ≥ 2n+|x|, A(x, y, k) < 1
k
then ∃y 
 z  y∞, P(x, z) < 2−n−|x|PY (z). Thus
W˜
X×Y
n,y∞ ⊂ U˜X×Yn,y∞ . Since U˜X×Yn ⊂ W˜X×Yn , from (16), we have
U˜y
∞
n = U˜X×Yn,y∞ .
Since UX×Y := {(n, x, y)|(x, y) ∈ UX×Yn } is r.e. and
∑
n P(U˜
X×Y
n ) < ∞, we have lim supn U˜X×Yn ⊂ (RP)c and RPy∞ ⊂
RP(·|y∞),y∞ . The converse inclusion is shown in [19]. 
Lemma 3.1. There is a r.e. set Wn that satisfies (12), (13), (14), (15), and (16).
Proof. We construct a r.e. set Wn ⊂ S × S × N by induction. Let W(0) := ∅. Suppose that W(t − 1) ⊂ Vn is finite,
WX×Y (t − 1) := {(x, z)|(x, z, k) ∈ W(t − 1)} is non-overlapping, and
∀z∞ ∈ , ∑
(x,y,k)∈W(t−1), yz∞
A(x, y, k) < 3 · 2−n. (17)
Since W(t − 1) is finite, there is a finite non-overlapping set WY such that ∪y∈WY(y) =  and σ {(y)|y ∈ WY } =
σ {(y)|(x, y, k) ∈ W(t − 1)}. Since Vn is a r.e. set, let v : N→ Vn be a computable function such that v(N) = Vn. Let
w(t) := {(x, z′, k) ∈ S × S × N | v(t) = (x, y, k), ∃z ∈ WY , z′ := y ∨ z exists,
W(t − 1) ∪ {(x, z′, k)} satisfies (17), W˜X×Y (t − 1) ∩ (x, z′) = ∅},
andW(t) := W(t − 1)∪w(t). LetwY := {z|(x, z, k) ∈ w(t)}. SinceWY is non-overlapping,wY is non-overlapping. Hence
(i) if (x, z′, k) ∈ w(t) and z∞ ∈ (z′) then {(x, y, k)|(x, y, k) ∈ W(t), y  z∞} = {(x, y, k)|(x, y, k) ∈ W(t − 1), y 
z∞}∪{(x, z′, k)} and (ii) if z∞ /∈ w˜Y then {(x, y, k)|(x, y, k) ∈ W(t), y  z∞} = {(x, y, k)|(x, y, k) ∈ W(t− 1), y  z∞},
see Fig. 1. Thus (17) holds for W(t). By induction, W(t) is finite and satisfies (17) for all t. Since W(t − 1) is finite, we
see that w(t) is decidable. Let Wn := ∪tW(t) then Wn is a r.e. set. Since ∀t W(t − 1) ⊂ W(t), from (17), we have
(15). From (8) we have (12). From the last condition of the definition of w(t), we have (13) and (14). From (9), we have∑
x∈VX×Y
n,y∞
2−|x| ≤ 1. Let V ′y∞ ⊂ {(x, y, k)|(x, y, k) ∈ Vn, y  y∞} such that (i) (x, y, k), (x, y′, k′) ∈ V ′y∞ ⇒ y = y′, k = k′
and (ii) (x, y, k) ∈ Vn, y  y∞ ⇒ ∃y′  y∞, k′, (x, y′, k′) ∈ V ′y∞ . Then for any V ′y∞ that satisfies (i) and (ii), from (7) and
(11), we have
∑
(x,y,k)∈V ′
y∞
A(x, y, k) ≤ 2P
(
U˜ny∞|y∞
)
+ ∑
x∈VX×Y
n,y∞
2−n−|x| < 3 · 2−n.
Thus (x, y, k) ∈ Vn, y  y∞ ⇒ ∃y′  y∞, k′, (x, y′, k′) ∈ Wn and hence VX×Yn,y∞ ⊂ WX×Yn,y∞ . From (10) and (12), we have
(16). 
Fig. 1. This figure illustrates a construction of Wn . For example, suppose that W(t − 1) = {(x1, y1, k1), (x2, y2, k2)}, α = (x1, y1), and β = (x2, y2) for
some t as shown in the figure.WY is illustrated by the partition on the Y-axis. If v(t) = (x3, y3, k3) and γ = (x3, y3) (the rectangle below α) then γ is divided
into γ1 = (x3, y1) and γ2 = (x3, z′). If A(x1, y1, k1)+A(x3, y1, k3) < 3 ·2−n then (x3, y1, k3) ∈ W(t), and if A(x3, z′, k3) < 3 ·2−n then (x3, z′, k3) ∈ W(t).
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4. Likelihood ratio test
Let P and Q be computable probabilities on. Let
r(x) :=
⎧⎨
⎩
Q(x)
P(x)
, if P(x) > 0
0, if P(x) = 0 ,
for x ∈ S. We see that r is a computable martingale. By the martingale convergence theorem for algorithmically random
sequences [19], we have
Corollary 4.1. RP ⊂ {x∞| limx→x∞ r(x) < ∞}.
The following lemma was appeared in [3].
Lemma 4.1. Let P and Q be computable probabilities on .
(a) :RP ∩ RQ = RP ∩ {x∞|0 < limx→x∞ r(x) < ∞}.
(b) :RP ∩ (RQ )c = RP ∩ {x∞| limx→x∞ r(x) = 0}.
Proof. (a) If x∞ ∈ RP ∩RQ then P(x) > 0 and Q(x) > 0 for x  x∞. From Corollary 4.1, we have 0 < limx→x∞ r(x) < ∞.
Conversely, if x∞ ∈ RP ∩ {x∞|0 < limx→x∞ r(x) < ∞}, by Theorem 2.2, supxx∞ − log P(x) − Km(x) < ∞ and
supxx∞ | − log Q(x) + log P(x)| < ∞. Thus, supxx∞ − log Q(x) − Km(x) < ∞ and we have x∞ ∈ RQ .
(b) From a, we have RP ∩ (RQ )c = RP ∩ (RP ∩ RQ )c = RP ∩ ({lim r = 0} ∪ {lim r = ∞}}) = RP ∩ {lim r = 0}, where
the last equality follows from Corollary 4.1. 
Remark 3. Let g be an unbounded increasing total-computable function and Ag,n := {(x, y) | |x| = n, (x, y) ∈ Ag},
where Ag is defined in (6). Let Fn := σ {(x, y) | (x, y) ∈ Ag,n} and rn(x∞, y∞) := Q(x,y)P(x,y) , (x, y) ∈ Ag,n. Then {rn} is
martingale with respect to {Fn}. If we replace limx→x∞ r(x) with lim(x,y)→(x∞,y∞),(x,y)∈Ag(x∞,y∞) r(x, y) in Corollary 4.1
and Lemma 4.1, they hold for computable probabilities on2.
Remark 4. In a similar manner with the proof of Lemma 4.1 a), we have RP ∩ RQ = RP ∩ {x∞|0 < infxx∞ r(x)}. If we
replace infxx∞ with inf (x,y)∈Ag(x∞,y∞) for unbounded increasing total-computable g, it holds for computable probabilities
on 2.
4.1. Absolute continuity and mutual singularity
By Lebesgue decomposition theorem, there exists N ∈ B such that P(N) = 0 and
∀C ∈ B, Q(C) =
∫
C
r(x∞)dP + Q(C ∩ N). (18)
We write (a) P ⊥ Q if P and Q are mutually singular, i.e., there exist A and B such that A ∩ B = ∅, P(A) = 1, and Q(B) = 1,
and (b) P  Q if P is absolutely continuous with respect to Q , i.e., ∀C ∈ B Q(C) = 0 ⇒ P(C) = 0.
Remark 5. By (18), we have (a) P ⊥ Q iff P({lim r = 0}) = 1, and (b) P  Q iff P({lim r = 0}) = 0; for example, see [14].
The following theorem appeared in pp. 103 of [12] without proof.
Theorem 4.1 (Martin-Löf). Let P and Q be computable probabilities on . Then,RP ∩ RQ = ∅ iff P ⊥ Q.
Proof. Since P(RP) = Q(RQ ) = 1, only if part follows. Conversely, assume that P ⊥ Q . LetN := {x∞|0 < lim infxx∞ r(x)≤ lim supxx∞ r(x) < ∞}. By Remark 5, we have P(N) = Q(N) = 0. Since 0 < lim infxx∞ r(x) ⇔ 0 < infxx∞ r(x) and
lim supxx∞ r(x) < ∞ ⇔ supxx∞ r(x) < ∞, we have
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N =
{
x∞|0 < inf
xx∞
r(x) ≤ sup
xx∞
r(x) < ∞
}
= ∪a,b∈Q,0<a<b<∞ ∩∞i=1 N˜a,bi ,
where N
a,b
i = {x|a ≤ r(y) ≤ b,∀y 
 x, |x| = i}. Since P(N) = 0, we have limi P(N˜a,bi ) = 0. Since (Na,bi )c ∩{x|P(x) > 0} is
a r.e. set, we can approximate P(N˜
a,b
i ) from above, and there is a computable function α(n) such that P(N˜
a,b
α(n)) < 2
−n. Thus,
N˜
a,b
α(n) is a test of P, and hence, N ⊂ (RP)c . From Lemma 4.1a, we haveRP ∩ RQ = ∅. 
From Lemma 4.1b and Remark 5, we have
Lemma 4.2. RP ⊂ RQ ⇒ P  Q for computable probabilities P and Q on .
There is a counter example for the converse implication of the above lemma, see [3]. The above results are related to
Kakutani’s theorem on product martingale [8,25], see [7,23].
4.2. Countable model class
In the following discussion, let {Pn}n∈N be a family of computable probabilities on ; more precisely, we assume that
there is a computable function A : N× S×N→ Q such that |A(n, x, k)−Pn(x)| < 1/k for all n, k ∈ N and x ∈ S. Note that
we cannot set {Pn}n∈N as the entire family of computable probabilities on  since it is not a r.e. set. Let α be a computable
positive probability on N, i.e., ∀nα(n) > 0 and∑n α(n) = 1. Then, set P := ∑n α(n)Pn. We see that P is a computable
probability. The following lemma is a special case (discrete version) of Corollary 3.1.
Lemma 4.3. RP = ∪nRPn .
Proof. Let P′Y (y∞) := α(n) and P′(x; y∞) := Pn(x) if y∞ = 0n10∞ and 0 otherwise, respectively. Let P′(x, y) :=∫
(y) P
′(x; y∞)dP′Y for x, y ∈ S, then P′ is a computable probability on X × Y = 2. We see that P′X(x) =
∑
n α(n)Pn,
RP′Y = {0n10∞|n ∈ N}, and RP′y∞ = RPn if y∞ = 0n10∞. Since RP
′
X = ∪
y∞∈RP′YR
P′
y∞ (Corollary 3.1), we have the
lemma. 
Let β be a computable probability onN such that 1) β(n) > 0 if n = n∗ and β(n∗) = 0, and 2)∑n β(n) = 1. Then, set
P− := ∑
n
β(n)Pn.
We see that P− is a computable probability. By Lemma 4.1 and 4.3, we have
Corollary 4.2.
RPn∗ ∩n =n∗ (RPn)c = (∪nRPn) ∩ {x∞| lim
x→x∞ P
−(x)/Pn∗(x) = 0}.
Let
nˆ(x) := arg max
n
α(n)Pn(x).
In [1,2], it is shown that limx→x∞ P−(x)/Pn∗(x) = 0 ⇒ limx→x∞ nˆ(x) = n∗. Thus we have
Corollary 4.3. RPn∗ ∩n =n∗ (RPn)c ⊂ {x∞| limx→x∞ nˆ(x) = n∗}.
The above corollary shows that if x∞ is random with respect to RPn∗ and it is not random with respect to
other models then nˆ classifies its model. Estimation of models by nˆ is called MDL model selection, for more details, see
[1,2]. Note that by Theorem 4.1, if {Pn} are mutually singular, then RPn∗ ∩n =n∗ (RPn)c = RPn∗ , and by Lemma 4.2, if
Pn∗  P−, thenRPn∗ ∩n =n∗ (RPn)c = ∅.
5. Decomposition of complexity
It can be shown that
sup
x,y∈S
|Km(x, y) − Km(x|y) − Km(y)| = ∞. (19)
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The above equation shows that there is a sequence of strings such that the left-hand side of the above equation is unbounded.
However, if we restrict strings to an increasing sequence of prefixes of random sequences x∞, y∞ with respect to some
computable probability and a convergence rate of conditional probability is effective, then we can show that the left-hand-
side of (19) is bounded (see Theorem 5.1 below).
Let P be a computable probability on X × Y = 2. From Theorem 3.1,
∀x, P(x|y) → P(x|y∞) as y → y∞ ∈ RPY . (20)
Observe that
P(x, y) > 0, P(x|y∞) > 0 if (x, y)  (x∞, y∞) ∈ RP . (21)
This follows from that P(x, y) = 0 ⇒ (x, y)  (x∞, y∞) /∈ RP . If P(x|y∞) = 0 then from (20), we have ∀n∃y 
y∞, P(x|y) < 2−n. Since Uxn := {(x, y)|P(x, y) < 2−nPY (y)} is a test of P for each fixed x, we have (x∞, y∞) ∈ ∩nU˜xn if
P(x|y∞) = 0.
If (x∞, y∞) ∈ RP then from (20) and (21), we have
∀x  x∞, f > 0∃N∀y  y∞, N ≤ |y| ⇒
∣∣∣∣∣ P(x|y)P(x|y∞) − 1
∣∣∣∣∣ < f .
By letting f be a function of |x|, we have for any f : N→ {q ∈ Q|q > 0}, there is g : N→ N∪{0} such that
∀(x, y)  (x∞, y∞), g(|x|)≤|y| ⇒
∣∣∣∣∣ P(x|y)P(x|y∞) − 1
∣∣∣∣∣ < f (|x|). (22)
In the above, g depends on f and (x∞, y∞). We say that the conditional probability P(·|y∞) effectively converges with respect
to f and (x∞, y∞) if there is a total-computable monotonically increasing g in (22), where we allow that g is bounded, see
Remark 6. g is called effective convergence rate function.
Lemma 5.1. Let P be a computable probability on X × Y = 2 and (x∞, y∞) ∈ RP . Let f : N → {q ∈ Q|0 < q < 1}
such that
∑
n f (n) < ∞. Assume that P(·|y∞) effectively converges w.r.t. f and (x∞, y∞). Let g be an effective convergence rate
function. Then there is a computable monotone function e : (S ∪ )2 → S ∪  such that
∃c∃p∞ ∈ ∀(x, y)  (x∞, y∞)∃p  p∞, g(|x|) = |y| ⇒ x 
 e(p, y), |p| ≤ − log P(x|y) + c. (23)
∃c∀(x, y)  (x∞, y∞), g(|x|) = |y| ⇒ Km(x|y) ≤ − log P(x|y) + c. (24)
Proof. Let
P′(0|y∞) := P(0|y) for |y| = g(1), y  y∞,
P′(1|y∞) := 1 − P′(0|y∞), (25)
and for x ∈ S
P′(x0|y∞) := P′(x|y∞) P(x0|y)
P(x|y) if P(x|y) > 0 for |y| = g(|x| + 1), y  y∞,
P′(x1|y∞) := P′(x|y∞) − P′(x0|y∞). (26)
Since P(x|y) > 0 ⇔ ∀(x′, y′) 
 (x, y), P(x′|y′) > 0 and g is computable, we see that there is a partial computable
A : S × S × N→ Q such that
∀y∞∀x, y, k, |P′(x|y∞) − A(x, y, k)| ≤ 1
k
if y  y∞, g(|x|) = |y|, P(x|y) > 0. (27)
Let D := {(x, y)|g(|x|) = |y|, P(x|y) > 0}. From (27), we can construct a family of half-open intervals V(x,y) ⊂[0, 1], (x, y) ∈ D such that 1) the end-points of V(x,y) are computablewith arbitrary precision form (x, y) ∈ D and |V(x,y)| =
P′(x|y∞), and2) if (x, y), (x′, y′) ∈ D, and y and y′ are comparable, then (i) x 
 x′ ⇒ V(x′,y′) ⊂ V(x,y), and (ii)(x)∩(x′) =
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∅ ⇒ V(x,y) ∩ V(x′,y′) = ∅. Let F := {(s, y, x)|Is ⊂ V(x,y), (x, y) ∈ D} ∪ {(s, y, λ)|s, y ∈ S}. Then F is r.e. and satisfies (1). Let
e be the monotone function defined by F . Then
∀y∞∃c∀x, y,
Kme(x|y) ≤ − log P′(x|y∞) + c if y  y∞, g(|x|) = |y|, P(x|y) > 0. (28)
By replacing P(x|y) in (25) with P(x|y∞), from (22), we have for |x| = 1,
(1 − f (1)) ≤ P
′(x|y∞)
P(x|y∞) ≤ (1 + f (1)).
Similarly, by replacing P(xz|y) and P(x|y) in (26) with P(xz|y∞) and P(x|y∞) respectively, from (22), we have for 1 ≤
|x|, |z| = 1,
1 − f (|x| + 1)
1 + f (|x|)
P′(x|y∞)
P(x|y∞) ≤
P′(xz|y∞)
P(xz|y∞) ≤
P′(x|y∞)
P(x|y∞)
1 + f (|x| + 1)
1 − f (|x|) .
Therefore we have
∏|x|
n=1(1 − f (n))∏|x|−1
n=1 (1 + f (n))
≤ P
′(x|y∞)
P(x|y∞) ≤
∏|x|
n=1(1 + f (n))∏|x|−1
n=1 (1 − f (n))
if P(x|y∞) > 0.
Since 0 <
∏∞
n=1(1 − f (n)) ≤
∏∞
n=1(1 + f (n)) < ∞ if
∑
n f (n) < ∞ and 0 < f < 1, from (28), we have the lemma. 
Theorem 5.1. Let P be a computable probability on X × Y = 2 and (x∞, y∞) ∈ RP . Let f : N → {q ∈ Q|0 < q < 1} such
that
∑
n f (n) < ∞. Assume that P(·|y∞) effectively converges with respect to f and (x∞, y∞). Let g be an effective convergence
rate function. Then
sup
(x,y)∈Ag(x∞,y∞)
|Km(x|y) + log P(x|y)| < ∞, (29)
sup
(x,y)∈Ag(x∞,y∞)
|Km(x, y) − Km(x|y) − Km(y)| < ∞, (30)
where Ag is defined in (6). In addition, if P(·|y∞) is computable relative to y∞, then
sup
(x,y)∈Ag(x∞,y∞)
Km(x|y) − Km(x|y∞) < ∞. (31)
Proof. From Corollary 2.1, if (x∞, y∞) ∈ RP then
sup
(x,y)∈Ag(x∞,y∞)
| log P(x, y) + Km(x, y)| < ∞, sup
yy∞
| log PY (y) + Km(y)| < ∞, (32)
sup
(x,y)∈Ag(x∞,y∞)
− log P(x|y) − Km(x|y) < ∞. (33)
From (23) and (33), we have (29). From (32) and (29), we have (30).
If P(·|y∞) is computable relative to y∞, Theorem 3.3 holds, i.e., (x∞, y∞) ∈ RP iff x∞ ∈ RP(·|y∞),y∞ , y∞ ∈ RPY . By
relativized version of Levin–Schnorr theorem, we have
sup
xx∞
− log P(x|y∞) − Km(x|y∞) < ∞,
for (x∞, y∞) ∈ RP . Since Km(x|y∞) ≤ Km(x|y) for y  y∞, from (22) and (29), we have (31). 
Example 2. Let P′ be a computable probability on . For x = x1 · · · xn, y = y1 · · · ym ∈ S, let
(x ⊕ y) := {z1z2 · · · ∈  | zi = xi if i is odd and i ≤ n, zi = yi if i is even and i ≤ m},
P(x, y) := P′((x ⊕ y)).
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Then P is a computable probability on X × Y = 2, i.e., X and Y are the spaces of odd and even coordinates, respectively.
For x∞ = x1x2 · · · , y∞ = y1y2 · · ·, let
x∞ ⊕ y∞ := x1y1x2y2 · · · ∈ ,
then
(x∞, y∞) ∈ RP ⇐⇒ x∞ ⊕ y∞ ∈ RP′ .
From Theorem 3.3, if the conditional probability is computable relative to y∞ ∈ RPY then x∞ ⊕ y∞ is randomwith respect
to P′ iff y∞ is random and x∞ is randomwith respect to the conditional probability at y∞. Let P′ be a computable first order
Markov process, i.e., P′(z1 · · · zn) = pz1ni=2pzi−1,zi , where ∀i, j ∈ {0, 1}, 0 ≤ pi, pi,j ≤ 1,
∑
i pi = 1,∑j pi,j = 1. We see
that P(x|y∞) = P(x|y1 · · · y|x|). Thus g(n) = n satisfies (22) for any f and Theorem 5.1 holds.
Remark 6. In Lemma 5.1 and Theorem 5.1, g need not be unbounded if (22) hold. For example if P := PXPY then g := 0
satisfies (22) for any f .
5.1. Independence
We show some equivalent conditions for independence of two individual sequences. The following result shows that if
(x∞, y∞) is random with respect to some computable probability (in [13] such a sequence is called natural), then we can
represent independence of (x∞, y∞) in terms of complexity.
Corollary 5.1. Let P be a computable probability on2 and (x∞, y∞) ∈ RP . Assume that P(·|y∞) is computable relative to y∞
and effectively converges with respect to f = 1 and (x∞, y∞). Let Q be a computable probability such that ∀x, y,Q(x, y) :=
PX(x)PY (y). The following statements are equivalent:
(a) (x∞, y∞) ∈ RQ .
(b) for any unbounded computable increasing g, sup(x,y)∈Ag(x∞,y∞) |Km(x, y)− Km(x)− Km(y)| < ∞, whereAg is defined in
(6).
(c) supxx∞ Km(x) − Km(x|y∞) < ∞.
Proof. a⇒b: Every increasing computable g satisfies (22) for Q . From Theorem 5.1, if (x∞, y∞) ∈ RQ then
sup(x,y)∈Ag(x∞,y∞) |Km(x|y) + log PX(x)| < ∞, supxx∞ |Km(x) + log PX(x)| < ∞, and (30) holds. Thus we have b.
b⇒a: Let g be an unbounded computable increasing function. SinceRP ⊂ RPX × RPY ,
(x∞, y∞) ∈ RP ⇒ sup(x,y)∈Ag(x∞,y∞) |Km(x, y) + log P(x, y)| < ∞,
supxx∞ |Km(x) + log PX(x)| < ∞,
supyy∞ |Km(y) + log PY (y)| < ∞.
We have 0 < inf (x,y)∈Ag(x∞,y∞)
Q(x,y)
P(x,y)
. From Lemma 4.1 (see Remark 4), we have a.
a⇒ c: Since g := 0 satisfies (22) for Q , from Theorem 5.1, we have c, see Remark 6.
c⇒ a: Let g be an unbounded effective convergence rate function for P(·|y∞), f = 1, and (x∞, y∞) ∈ RP . Then we
have
PX (x)
2P(x|y∞) ≤ PX (x)P(x|y) = Q(x,y)P(x,y) for (x, y) ∈ Ag(x∞, y∞). From Theorem 3.3 and Levin–Schnorr theorem, we have
supxx∞ |Km(x|y∞) + log P(x|y∞)| < ∞ and supxx∞ |Km(x) + log PX(x)| < ∞. From the statement c), we have
0 < inf (x,y)∈Ag(x∞,y∞)
Q(x,y)
P(x,y)
. From Lemma 4.1 (see Remark 4), we have a. 
Note thatRP ∩ RQ = ∅ iff P and Q are not mutually singular (Theorem 4.1) iff P(lim r > 0) > 0 (Remark 5).
6. Bayesian statistics
Let P be a computable probability on X × Y and PX, PY be its marginal distributions as before. In Bayesian statistical
terminology, if X is a sample space, then PX is called mixture distribution, and if Y is a parameter space, then PY is called
prior distribution. We show that section of random set satisfies many theorem of Bayesian statistics, see also [19], and it is
natural as a definition of random set with respect to conditional probability from Bayesian statistical point of view.
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6.1. Consistency of posterior distribution
We show a consistency of posterior distribution for algorithmically random sequences. We see that the classification of
random sets by likelihood ratio test (see Section 4) plays an important role in this section.
Theorem 6.1. Let P be a computable probability on X × Y = 2. The following six statements are equivalent:
(a) P(·|y) ⊥ P(·|z) if (y) ∩ (z) = ∅, PY (y) > 0, PY (z) > 0 for y, z ∈ S.
(b)RP(·|y) ∩ RP(·|z) = ∅ if (y) ∩ (z) = ∅, PY (y) > 0, PY (z) > 0 for y, z ∈ S.
(c) PY |X(·|x) converges weakly to Iy∞ as x → x∞ for (x∞, y∞) ∈ RP , where Iy∞ is the distribution that has probability of 1 at
y∞.
(d)RPy∞ ∩ RPz∞ = ∅ if y∞ = z∞.
(e) There exists a surjective function f : RPX → RPY such that f (x∞) = y∞ for (x∞, y∞) ∈ RP .
(f) There exists f : X → Y and Y ′ ⊂ Y such that PY (Y ′) = 1 and f = y∞, P(·|y∞) − a.s. for y∞ ∈ Y ′.
Proof. a⇔ b follows from Theorem 4.1.
b⇒ c : If (x∞, y∞) ∈ RP , then x∞ ∈ RP(·|y) and PY (y) > 0 for y  y∞. If(y) ∩ (z) = ∅ and PY (z) > 0, then from the
statement b, x∞ /∈ RP(·|z). If PY (z) > 0 then from Lemma 4.1, we have limx→x∞ P(x|z)/P(x|y) = 0, and
lim
x→x∞
P(x|z)
P(x|y) = 0 ⇔ limx→x∞
P(x, z)
P(x, y)
= 0 ⇔ lim
x→x∞
PY |X(z|x)
PY |X(y|x) = 0. (34)
If PY (z) = 0 then the last equation in (34) holds. Hence the last equation in (34) holds for all z and we see that the posterior
distribution PY |X(·|x) converges weakly to Iy∞ .
c⇒ d : obvious.
d ⇒ e : Since RPy∞ ∩ RPz∞ = ∅ for y∞ = z∞, we can define a function f : X → Y such that f (x∞) = y∞ for x∞ ∈ RPy∞ .
From Corollary 3.1, we have e, see Fig. 2.
e⇒ f : By Theorem 3.2, we have f.
f ⇒ a : Let Ay∞ := {x∞|f (x∞) = y∞}. Then, Ay∞ ∩ Az∞ = ∅ for y∞ = z∞ and P(Ay∞|y∞) = 1 for y∞ ∈ Y ′. Thus,
(∪y∞∈(y)Ay∞) ∩ (∪y∞∈(z)Ay∞) = ∅ for (y) ∩ (z) = ∅ and P(∪y∞∈(y)Ay∞|y) = P(∪y∞∈(z)Ay∞|z) = 1, which
shows a. 
Usually, consistency of posterior distribution is derived from f, see [6]. Note that the statements a and f do not contain
algorithmic notion.
Example 3. Let {P(·; y∞)}y∞∈Y be the parametric model of Bernoulli process, i.e., P(x; y∞) := r(y∞)
∑n
i=1 xi
(1 − r(y∞))n−∑ni=1 xi where x = x1 · · · xn, y∞ = y1y2 · · ·, and r(y∞) := ∑i yi2−i. Let PY be a computable probability
on and P(x, y) := ∫(y) P(x; y∞)dPY for x, y ∈ S. Then P is a computable probability on2. By the law of large numbers,
f (and all the statements) are satisfied. Note that the conditional probability P(·|y∞) is defined by P, see Section 4 in [19]. In
general, it is possible that P(·|y∞) = P(·; y∞) at y∞ of a null set.
Fig. 2. f : RPX → RPY .
196 H. Takahashi / Information and Computation 209 (2011) 183–197
6.2. Algorithmically best estimator
We study asymptotic theory of estimation for individual samples and parameters from algorithmic point of view.
Suppose that one of the statement of Theorem 6.1 holds. Then from the statement c, we have P(y|x∞) = 1 for y 
y∞, (x∞, y∞) ∈ RP . SinceP(y|x) → P(y|x∞)asx → x∞ ifx∞ ∈ RPX ,wehave∀ > 0, y  y∞, ∃x  x∞, P(y|x) > 1−.
In particular there is an increasing h such that ∀, y  y∞, x  x∞, |x| ≥ h(|y|) ⇒ P(y|x) > 1 − . Roughly speaking,
the following theorem shows that if this happen then y is estimated from x of size h and if P(y|x) goes to 0 then we cannot
estimate y from sample size h.
Theorem 6.2. Let P be a computable probability on X × Y = 2. Let h : N → N be an increasing computable function and
A := {(x, y)||x| = h(|y|)}. For each (x∞, y∞) we have:
(a) If inf (x,y)∈A(x∞,y∞) P(y|x) > 0, then there is a computable function ρ such that y = ρ(x) for infinitely many (x, y) ∈
A(x∞, y∞), where ρ need not be monotone.
(b) Let f : N → {q ∈ Q|0 < q < 1} such that∑n f (n) < ∞. Assume that P(·|x∞) effectively converges with respect to f and
(x∞, y∞) ∈ RP , i.e., there is a total computable increasing h : N→ N such that
|x| = h(|y|) ⇒
∣∣∣∣∣ P(y|x)P(y|x∞) − 1
∣∣∣∣∣ < f (|y|).
If inf (x,y)∈A(x∞,y∞) P(y|x) > 0 then there is a computable monotone function ρ such that ∀(x, y) ∈ A(x∞, y∞), y 
 ρ(x).
(c) If (x∞, y∞) ∈ RP and inf (x,y)∈A(x∞,y∞) P(y|x) = 0, then there is no computable monotone function ρ such that ∀(x, y) ∈
A(x∞, y∞), y 
 ρ(x).
Proof. (a) By applying Shannon–Fano–Elias coding to P(·|x) on the finite partition {y||y| = h−1(|x|)}, we can construct a
computable function e and a program p ∈ S such that e(p, x) = y and |p| = − log P(y|x) + 1. Here, e need not be a
monotone function. Since |p| < ∞ as x → x∞, there is a p0 such that e(p0, x) = y for infinitely many prefix x of x∞. Thus,
ρ(x) := e(p0, x) satisfies a.
(b) From (23), there is a computable monotone function e and p ∈ S such that ∀(x, y)  A(x∞, y∞), y 
 e(p, x). Let
ρ(x) := e(p, x) then ρ satisfies b.
(c) As in the sameway of (33), we have sup(x,y)∈A(x∞,y∞) − log P(y|x)−Km(y|x) < ∞. Since sup(x,y)∈A(x∞,y∞) − log P(y|x)= ∞, we have sup(x,y)∈A(x∞,y∞) Km(y|x) = ∞. If there is a computable monotone function ρ such that ∀(x, y) ∈
A(x∞, y∞), y 
 ρ(x) then sup(x,y)∈A(x∞,y∞) Km(y|x) < ∞, which is a contradiction. 
By definition, we have
− log P(y|x) = − log
∫
(y)
P(x|y∞)dPY (y∞) + log
∫
Y
P(x|y∞)dPY (y∞). (35)
Let PY be a Lebesgue absolutely continuous measure. Let yˆ be the maximum likelihood estimator. By using Laplace approx-
imation with suitable conditions, if yˆ ∈ (y) and h−1(|x|) ≈ 1
2
log |x|, then the right-hand-side of (35) is asymptotically
bounded, for example see [1], and we have infxx∞ P(y|x) > 0, where |y| = h−1(|x|). Thus, by Theorem 6.2 a, we can
compute initial  1
2
log |x|-bits of y∞ from x infinitely many times, which is an algorithmic version of a well known result
in statistics: |y∞ − yˆ| = O(1/√n).
Leth−1(·)bea largeorder function such that infxx∞ P(y|x) = 0 for |y| = h−1(|x|); for example, seth−1(|x|) = log |x|.
By Theorem 6.2c, there is no monotone computable function that computes initial h−1(|x|)-bits of y∞ for all x  x∞. If
such a function exists, then y∞ is not random with respect to PY and the Lebesgue measure of such parameters is 0. On the
other hand, it is known that the set of parameters that are estimated within o(1/
√
n) accuracy has Lebesgue measure 0 [4].
Theorem 6.2 shows a relation between the redundancy of universal coding and parameter estimation; as in [18], if we set
PY to be a singular prior, we have infxx∞ P(y|x) > 0 for a large order h−1. In such a casewe have a super-efficient estimator.
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