The predictive quality of machine learning models is typically measured in terms of their (approximate) expected prediction accuracy or the so-called Area Under the Curve (AUC). Minimizing the reciprocals of these measures-the expected risk and ranking loss-are the goals of supervised learning. However, when the models are constructed by the means of empirical risk minimization (ERM), surrogate functions such as the logistic loss or hinge loss are optimized instead. This is done because empirical approximations of the expected error and the ranking loss are step functions that have zero derivatives almost everywhere. In this work, we show that in the case of linear predictors, the expected error and the expected ranking loss can be effectively approximated by smooth functions whose closed form expressions and those of their first (and second) order derivatives depend on the first and second moments of the data distribution, which can be precomputed. Hence, the complexity of an optimization algorithm applied to these functions does not depend on the size of the training data. These approximation functions are derived under the assumption that the output of the linear classifier for a given data set has an approximately normal distribution. We argue that this assumption is significantly weaker than the Gaussian assumption on the data itself and we support this claim by demonstrating that our new approximation is quite accurate on data sets that are not necessarily Gaussian. We present computational results that show that our proposed approximations and related optimization algorithms can produce linear classifiers with similar or better test accuracy or AUC, than those obtained using state-of-the-art approaches, in a fraction of the time.
Introduction
In this paper, we propose a novel and efficient approach to empirical risk minimization for binary linear classification. Our main motivation is that the true goal of a machine learning algorithm is to minimize the expected prediction error of a classifier, or, in the case of imbalanced data sets, the expected ranking loss [Hanley and McNeil, 1982] . However, since the standard sample average approximation of the expected prediction error is a discontinuous step function, whose gradient is either zero or not defined, other continuous and convex loss functions, such as hinge loss and logistic loss, whose sample average approximations have useful derivatives, are optimized instead. Here we argue that, unlike their sample average approximations, the expected error and ranking loss functions of a linear classifier are themselves often smooth and thus can be efficiently optimized via gradient-based optimization methods, if only accurate gradient estimates can be obtained. We thus derive novel direct approximation functions of the expected error and ranking loss, which can be written in closed form, using first and second moments of the data distributions. We then apply further approximation by replacing the exact moments with empirical moments and thus obtain functions that can be efficiently optimized by using first or second order methods. The resulting functions are not convex, but our empirical results show that good solutions are obtainable by standard optimization methods.
Our approximation of the expected error and ranking loss functions are derived under the assumption that, for any useful linear classifier w, its output w ⊤ x, over a given data set, is approximately normal with appropriate first and second order moments, which are functions of w and the first and second moments of the data distribution. We will argue that this assumption is a lot milder than the assumption that the data itself is nearly Gaussian. Then under the assumption that w ⊤ x exactly obeys normal distribution, with given moments, we derive the closed form of the expected error and ranking loss functions. We then use these functions and their derivatives to approximately optimize the empirical error and ranking loss for a given training data set. The only dependence of these functions on the training data is via the first and second moments which can be computed prior to applying optimization. Thus the complexity of each iteration of the optimization algorithm is independent of the data set size. This is in contrast with other standard ERM methods, such as logistic regression and support vector machines. This distinction is of particular importance in optimizing the ranking loss because replacing it with surrogate loss functions such as pairwise logistic loss or pairwise hinge loss whose gradient computation has superlinear dependence on the data set size.
Through empirical experiments we show that optimizing the derived functional forms of prediction error and ranking loss, using empirical approximate moments, produces competitive (and sometimes better) predictors with those obtained by optimizing surrogate approximations, such as logistic and hinge losses. This behavior is in contrast with, for example, Linear Discriminant Analysis (LDA) [Izenman, 2013] , which is the method to compute linear classifiers under the Gaussian assumption.
In the next section we introduce some definitions and preliminaries. In Section 3 we derive our proposed approximations and provide some theoretical justifications. We present computational results and plots demonstrating the quality of the approximations in Section 4, and finally, we state our conclusions in Section 5.
Preliminaries and Problem Description
We consider the classical setting of supervised machine learning, where we are given a finite training set S of n pairs, S := {(x i , y i ) : i = 1, · · · , n}, where x i ∈ R d are the input vectors of features and y i ∈ {+1, −1} are the binary output labels. It is assumed that each pair (x i , y i ) is an i.i.d. sample of the random variable (X, Y ) with some unknown joint probability distribution. Let f (x; w) denote a classifier function, parametrized by w. As discussed above, there are two different performance measures by which one may evaluate the quality of f : the expected prediction accuracy, and the expected AUC. A reciprocal of the expected accuracy is the expected error, which is defined as follows
where
A sample average approximation of (2.1), on S, iŝ
3)
The difficulty of optimizing (2.3), even approximately, arises from the fact that its gradient is either not defined or is equal to zero. Thus, gradient-based optimization methods cannot be applied. The most common alternative is to utilize the logistic regression loss function, as an approximation of the prediction error and solve the following unconstrained convex optimization problem
where λr(w) is the regularization term, with r(·) = · 1 or r(·) = · 2 as possible examples. While the logistic loss function and its derivatives have closed form solution, the effort of computingF log (w) and its gradients has a linear dependency on n. One can utilize numerous stochastic gradient schemes to reduce the per-iteration complexity of optimizingF log (w), however, the approach we propose here achieves better result faster and with a method that requires almost no tuning.
We now discuss the AUC function as an alternative to the prediction accuracy as the quality measure of a classifier. Let X + and X − denote the space of the positive and negative input vectors, respectively. Let 
The reciprocal of AUC is the ranking loss, defined as
The empirical ranking loss is the sample average approximation of (2.6) which is defined aŝ
Similarly to the empirical risk minimization, the gradient of this function is either zero or not defined, thus, gradient-based optimization methods cannot be applied directly. Various techniques have been proposed to approximate the ranking loss with a surrogate function. In [Yan et al., 2003] , the indicator function ½ [·] in (2.7) is substituted with a sigmoid surrogate function, e.g., 1/ 1 + e −β(f (x + ;w)−f (x − ;w)) and a gradient descent algorithm is applied to this smooth approximation. The choice of the parameter β in the sigmoid function definition significantly affects the output of this approach; although a large value of β renders a closer approximation of the step function, it also results in large oscillations of the gradients, which in turn can cause numerical issues in the gradient descent algorithm. Similarly, as is discussed in [Rudin and Schapire, 2009] , pairwise exponential loss and pairwise logistic loss can be utilized as convex smooth surrogate functions of the indicator function ½[·]. However, due to the required pairwise comparison of the value of f (·; w), for each positive and negative pair, the complexity of computing function value as well as the gradient is of the order of O (n + n − ), which can be very expensive. In [Steck, 2007] , the following pairwise hinge loss has been used as a surrogate function,F hinge (w)
(2.8)
The advantage of pairwise hinge loss over other alternative approximations, such as pairwise logistic loss, lies in the fact that the function values as well as the subgradients of pairwise hinge loss can be computed in roughly O (n log(n)) time, where n = n + + n − , by first sorting all values f (x − j ; w) and f (x + i ; w). Stochastic gradient schemes for surrogate ranking loss objectives are not as well developed as those ERM [Cheng et al., 2018] .
In this paper, we propose to optimize alternative smooth approximations of expected error and expected ranking loss, which display good accuracy and also have low computational cost. Towards that end, in the next section, we show that, under some assumptions on the data, the expected error and expected ranking loss of a linear classifier are both smooth functions with closed form expressions.
New Smooth Approximations of Expected Error and Ranking Loss for Linear Classifiers
Let us first consider the expected error expression (2.1) specifically for the case when f (x; w) = w ⊤ x. We have the following simple lemma.
Lemma 3.1. Given the prior probabilities P (Y = +1) and P (Y = −1) we can write
where X + and X − are random variables from positive and negative classes, respectively.
Proof. Note that we can split the whole set (X, Y ) : Y · w ⊤ X < 0 ⊂ X × Y into two disjoint sets as the following:
Then from the definition of F 01 we have
Based on this result F 01 (w) is a continuous and smooth function everywhere, except w = 0, if the Cumulative Distribution Function (CDF) of the random variable w ⊤ X is a continuous smooth function. In general, it is possible to derive smoothness of the CDF of w ⊤ X for a variety of distributions, which will imply that, in principal, continuous optimization techniques can be applied to optimize F 01 (w). However, to use gradientbased methods it is necessary to obtain an estimate of the gradient of F 01 (w). In this paper, we will show that under the assumption that w ⊤ X obeys normal distributions for both positive and negative classes, F 01 (w) and its derivatives have closed form expressions. First, however, we will motivate this assumption and derive the moments of the distribution of w ⊤ X.
Since the multivariate normal distribution is closed under linear transformation [Tong, 1990] we have the following result.
Lemma 3.2. Let X ∼ N (µ, Σ) be a random Gaussian vector and w be a fixed vector. Then the random variable Z = w ⊤ X obeys normal distribution as follows.
Let us now consider the case when X ∈ R d is not a Gaussian vector, but some random vector with mean µ and covariance Σ. Then Z = w
Clearly Z is a random variable with mean w T µ and variance w T Σw. While in general the distribution of Z is unknown, we argue that for many data sets and for w that we encounter in the training process this distribution is close to normal, due to Central Limit Theorem [Billingsley, 1995] and its many variants for dependent variables (see e.g. [Fisher and Sen, 1994] ). Indeed, for successful learning it is better to have features that are nearly independent, and while features of a data vector X are not typically individually independent, they often can be grouped into blocks of variables, so that the blocks are (nearly) independent, or these features otherwise obey some structured dependence that can be exploited by the CLT. This observation motivates our derivation of the closed form of F 01 (w).
Let X + and X − be the random vectors from the positive and negative class, respectively, with their means and covariances denoted by µ + , µ − and Σ + and Σ − , respectively. Let P (Y = +1) and P (Y = −1) denote the probabilities that a random data vector X belongs to the positive or negative class respectively. Theorem 3.3. Suppose that for a given w = 0, w ⊤ X + and w ⊤ X − obey normal distributions as follows
Then, F 01 defined in (2.1) for f (x; w) = w ⊤ x equals F n01 (w) which is defined as follows
where φ is the CDF of the standard normal distribution, that is
Proof. Let us define random variables Z + and Z − as is stated in the theorem. Then we have
In Theorem 3.5 we derive the closed form solution of the gradient of F 01 (w). First we provide expression for the derivative of the cumulative function φ (g(w)), where
Lemma 3.4. The first derivative of the cumulative function φ (g(w)) with g(w) =
Proof. Note that based on the chain rule we have
By substituting
in (3.4) we conclude the result.
Theorem 3.5. Under conditions of Theorem 3.3 the gradient of the F 01 (w) for w = 0 is equal to the gradient of F n01 (w) which is
where µ Z − , σ Z − , µ Z + , and σ Z + are defined in Theorem 3.3.
Proof. Theorem 3.5 is an immediate corollary of the result of Lemma 3.4.
We now apply analogous derivation to (2.6) in order to obtain a closed form expression of F rank (w) and its gradient under the assumption that w ⊤ (X − − X + ) obeys normal distribution. As in the case of F 01 (w), the smoothness of F rank (w) for w = 0 follows from the smoothness of the CDF of w ⊤ (X − − X + ). Let us assume that X + and X − have a joint distribution, with the following mean and covariance
From [Tong, 1990] we have Theorem 3.6. If the distribution of X + and X − is Gaussian then, for any w ∈ R d ,
In the case when X + and X − are not Gaussian we again rely on the Central Limit Theorem to argue that
We now derive the formulas for F rank (w) and its gradient.
Theorem 3.7. Assume that for a given vector w = 0 the random variable Z = w
where φ is the CDF of the standard normal distribution, as in Theorem 3.3.
Proof. First, consider that
Now, by using Theorem 3.6 we conclude that
where the random variable Z is defined in (3.6), with the stated mean and standard deviation in (3.7).
Theorem 3.8. Under conditions of Theorem 3.7 the gradient of F rank (w) is
, and µ Z and σ Z are defined as in (3.7).
Proof. Theorem 3.8 is an immediate corollary of the result of Lemma 3.4.
In the next section, we will apply L-BFGS method with Wolfe line-search [Nocedal and Wright, 2006 ] to optimize functions F n01 and F nrank for a variety of artificial and real data sets and compare the results of this optimization to optimizingF log (w) andF hinge (w), respectively. Some of the standard data sets that we use do not obey Gaussian distribution, however, as we will show, our method achieves very good results on most of the data sets. We believe that this is due to the fact that by using the assumption that w ⊤ X and w ⊤ (X − − X + ) are nearly Gaussian (rather than the data itself) we obtain useful approximation for the expected error and expected ranking loss.
Note that F 01 and F rank as well as their approximations F n01 and F nrank , are not well defined for w = 0. On the other hand, all these functions are invariant to the scale of w, that is F n01 (w) = F n01 (αw) and F nrank (w) = F nrank (αw), for any α > 0. Thus, ideally, functions F n01 and F nrank should be optimized subject to a constraint w = 1, however, since this constraint make optimization harder and yet does not have to hold exactly, instead of imposing it directly, we include a penalty λ(1 − w 2 ) 2 . We can tune this λ the same way as the regularization parameter for logistic regression, although in our experiments a value of 0.001 worked well for most of the data sets.
Numerical Experiments
Our first experiment is provided to illustrate the assumption that w ⊤ X + , w ⊤ X − and w ⊤ (X − − X + ) may have near normal distributions even when the data distribution itself not close to Gaussian. In Figure 4 .1 we plot empirical distributions of these three random variables for the a9a data set (see description of data set below) whose features are binary encodings of categorical values. We plot these distributions for two choices of w-one used early in the training (left column) and one used close to the end of the training (right column). We observe that the random variables w ⊤ X − , w ⊤ X + , and w ⊤ (X − − X + ) have almost perfectly normal distributions in both cases. 
We also present the plots for additional four datasets diabetes, poker, svm3 and segment in Figure 4 .2. We observe that not in all cases random variables w ⊤ X − , w ⊤ X + , and w ⊤ (X − − X + ) seem to have near normal distributions although it is more common for w ⊤ (X − − X + ). Nevertheless our proposed functions F n01 and F nrank still seem to provide useful approximations to empirical risk, as will be evident from the plots of these functions we present later in this section.
We next demonstrate that minimizing our proposed models F n01 and F nrank results in good classifiers and efficient training methods.
Method Based on the results of the previous section, we propose the following method of training a linear classifier for a given training set.
1. Using the positive and negative samples of the training set, compute the empirical estimates of µ + , µ − , as well as Σ + , Σ − for the case of F n01 and Σ ++ , Σ +− , Σ +− , and Σ −− for the case of F nrank . Note that number of samples for positive and negative parts are not balanced and it is not clear how to get the empirical estimations of Σ +− and Σ −− . Theoretically, the random vectors with positive and negative labels should be uncorrelated and thus Σ +− and Σ +− are zero matrices. If we use some sampling methods to get the estimations for Σ +− and Σ +− , the actual performance is worse than taking them as zero matrices.
2. By setting P (Y = 1) = n + /n and P (Y = −1) = n − /n, F n01 (w) is defined as in (3.3) and ∇F n01 (w) is defined as in (3.5). Similarly, F nrank (w) is defined as in (3.8) and ∇F nrank (w) is defined as in (3.10).
3. For minimizing the prediction error, apply L-BFGS method with Wolfe line-search until w ǫ is reached such that ∇F
2 , for given a tolerance ǫ. For is not smooth, it is known that L-BFGS works very well for such functions [Lewis and Overton, 2013, Yu et al., 2010] . Note that each gradient computation forF λ log (w) andF λ hinge (w) require O(nd) and O(dn log n) operations respectively (in the case of sparse data, the dependence on d reduces according to sparsity). On the other hand applying the same method to F λ n01 and F λ nrank requires only O(d 2 ) operations, (and when the data is sparse, the dependence on d reduces to as low as O(d), depending on the sparsity of the covariance matrices). The covariance matrix computation requires O(nd 2 ) operations (O(nd) in the sparse case), however, this computation is done once before the optimization algorithm. For the problems with large number of sparse features, such as rcv1 and realsim listed below, We can use the empirical covariance estimation in the form
T where X is taken as the data matrix here andX is the mean vector of X. It is efficient in terms of both memory storage and computational cost since we don't actually have to compute or store Σ explicitly.
Alternative methods Note that function F λ n01 F λ nrank have well defined Hessians as well, hence second order methods can be applied to minimize these functions. We have used preconditioned conjugate gradient method and other second order methods based on Hessian vector products, however, they did not outperform the L-BFGS in terms of time, while achieving similar accuracy.
Starting point F λ n01 (w) and F λ nrank are nonconvex functions, thus the results of our optimization approach may depend on the starting point. In our experiments we used the following starting point
We have also tried random starting points, but the results were not better than using w 0 defined above. For logistic loss and hinge loss, we simply generate random starting points, since these functions are convex.
Details All experiments were run using Python3.5 on a Win10 with 3.60 GHz Intel Core i7 processor and 8GB of RAM. All functions were trained using L-BFGS with memory size set to 20 and the Wolfe line-search parameters were set as c1 = 0.0001, c2 = 0.9. The maximum number of iterations was set to 500 and the first order optimal threshold was chosen as 10 −4 .
Artificial data For our first set of experiments, we have generated 9 different artificial Gaussian data sets of various dimensions using random first and second moments; they are summarized in Table 4 .1. Moreover, for each set we generated some percentage of outliers by swapping labels of positive and negative examples in the training data. We set the regularization parameter to zero for the experiments with artificial data sets.
The corresponding numerical results for F n01 (w) are summarized in Table 4 .2, where we used 80 percent of the data points as the training data and the rest as the test data. The reported average accuracy is based on 20 runs for each data set. When minimizing F n01 (w), we used the exact moments from which the data set was generated, and also the approximate moments, empirically obtained from the training data. The bold numbers indicate the average testing accuracy attained by minimizing F n01 (w) using approximate moments, when this accuracy is significantly better than that obtained by minimizing F log (w). 0.4 0.6 5 data 6 1000 5000 0.5 0.5 10 data 7 2500 5000 0.1 0.9 0 data 8 2500 5000 0.35 0.65 5 data 9 2500 5000 0.5 0.5 10
We see in Table 4 .2 that, as expected, minimizing F n01 (w) using the exact moments produces linear classifiers with superior performance overall, while minimizing F n01 (w) using approximate moments outperforms minimizing F log (w), except for data8 and data9 where the number of data points is small compared to dimension and the moments estimates are not accurate. Note also that minimizing F n01 (w) requires less time than minimizing F log (w). Table 4 .2: F n01 (w) vs. F log (w) minimization on artificial data sets. In Table 4 .3 we compare the performance of linear classifiers obtained by optimizing F nrank (w) defined in (3.8) and the pairwise hinge loss,F (w) = F hinge (w) as is defined in (2.8) on the artificial data described in Tables 4.1.
The results are summarized as in Table 4 .2, except that we report the AUC value as the performance measure. As we can see in Table 4 .3, the performance of the linear classifier obtained through minimizing F nrank (w) using approximate moments surpasses that of the classifier obtained via minimizingF hinge (w), both in terms of the average AUC value as well as the required solution time.
Real data We now compare the performance of F n01 vs. logistic regression and F nrank vs. pairwise hinge loss on 21 data sets downloaded from LIBSVM website 1 and UCI machine learning repository 2 , summarized in Table 4 .4. The data sets from UCI machine learning repository with categorical features are transformed into grouped binary features. We have normalized the data sets so that each feature does not exceed 1 in absolute value.
We used five-fold cross-validation using random data split and repeated each experiment four times, the has been set to 0.001 as this has been observed to be a good fixed value, while forF λ log it has been set to 1/n, which is often suggested in the literature. Full tuning of λ for both models can be performed, however, the effect of different λ on minimization of F λ n01 is somewhat different from the usual regularization, since the function and the regularizer is not convex and local minima may be observed. On the other hand, tuning λ for logistic regression is computationally costly.
In Table 4 .5 we see the comparison of the average testing accuracy of the resulting linear classifier as well as the average number of iterations performed by the algorithms and the average CPU time. We can see that in almost all cases the testing accuracy achieved by both methods is very similar, with a few cases when one approach dominates the other. However, the solution time of our method is often much smaller, especially on large instances. In Table 4 .6 we compare the average testing AUC of two linear classifiers as well as the average number of iterations performed by the algorithms and the average CPU time. For these experiments we set λ to 0.001 for F λ nrank , but forF λ hinge we set it to 1/ √ n + n − , to mimic the choice of the regularization term in the case of logistic regression. We can see that testing AUC is almost the same for both methods while the solution time of our proposed model is significantly smaller than that forF λ hinge . In fact, we could not obtain solution when minimizing real sim within 24 hours. This difference is due to the fact that the complexity of each iteration of pairwise hinge loss optimization is superlinear in terms of n, while our function F λ nrank has no dependence on n at all.
Numerical Comparison vs. LDA and ADAM To support our observation further, we present comparison of the linear classifiers obtained by our proposed method to those obtained by Linear Discriminant Analysis (LDA) which is a well-known method to produce linear classifiers under the Gaussian assumption. We observe that the accuracy obtained by LDA classifiers is comparable with the other two but is significantly worse for data sets like svm1 and gisette. In the attempt to reduce the dependence of the complexity of optimizingF λ log (w) andF λ hinge (w) on n, we also applied popular version of stochastic gradient descent, Adam [Kingma and Ba, 2015] to the regularized logistic regressionF λ log (w). Note that there is no reason to apply stochastic gradient descent methods to F n01 (w), since the dependence on n is removed from per-iteration complexity. The parameters for ADAM we chosen as recommended in [Kingma and Ba, 2015] , i.e. fixed step size α = 0.001, β 1 = 0.9, β 2 = 0.999 and ǫ = 10 −8 . However, the results were sensitive to the choice of batch size and number of epochs. In our experiment, after some hand tuning, we chose the number of epochs to be 500, the same as the maximum number of iterations for deterministic method and batch size is chosen to be 200 for most data sets. The results are summarized in Table 4 .7. For colon, batch size is chosen to be 10 and for vowel, sonar, batch size is chosen to be 20, since the numbers of samples for these data sets are small. In poker, letter, segment, ijcnn1, w8a, ADAM achieved comparable performance as F log , but in other cases, it did not achieve the same accuracy as L-BFGS. LDA results have been obtained by employing the scikit-learn Python package and are clearly inferior to minimizing either F n01 (w) or F log (w). Both LDA and ADAM are too slow for large scale data sets such as rcv1 and realsim because of large dimension d, hence we we did not report results on these two sets.
Accuracy of the new approximations We further illustrate the comparison of F n01 andF log by plotting these functions next to the function they are meant to approximate, which is the empirical training errorF 01 . In Figure 4 .3 we show several examples of such comparisons. We have selected a segment of different w's from the starting point to the stopping point of the algorithm. We have generated 100 equally spaced points along this path. Note that the start and the end are different for F n01 and logistic regression, however, what we are trying to illustrate here is the quality of approximation these functions provide with respect to the true empirical error in the area of interest to the optimization algorithm. For each example, on the left side we plot F n01 (w) in red and the empirical error in blue. On the right side we plot logistic regression in red and empirical error in blue, however, due to different scaling on the functions we had to separate their plots. We see that F n01 overall provides a better approximation of the empirical error than logistic regression. In all cases aside from svm3 F n01 behaves as a smoothed version of the empirical error. Logistic regression, on the other hand does not seem to approximate empirical error function at all in many cases, it only successfully predicts the area where the minimizers ofF 01 lie. Moreover, in the case of colon, which is the data set with only 62 data points, the accuracy achieved from F n01 much better than that from logistic regression and we see that F n01 is a very close approximation ofF 01 . In Figure 4 .4 we illustrate how F nrank and pairwise hinge loss approximate the empirical ranking loss functionF rank . We observe that again F nrank provides good approximations toF rank whileF hinge is only consistently good at approximating the minimizers.
Conclusion
In this paper, we propose novel smooth approximation functions for the training error and ranking loss of linear predictors in binary classification, whose derivatives are expressed using the first and second moments of the related data distribution. We give theoretical motivation for why and when these functions may provide good approximation. We then propose to applying an optimization algorithm to these functions to obtain linear classifiers with the test accuracy and AUC comparable with those achieved by state-of-the-art methods. The main advantage of the proposed approximations is that their evaluation and that of their derivatives is independent of the size of the data sets, and hence optimization algorithms applied to them can be very efficient. 
