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We present the Sum-Product Probabilistic Language (Sppl), a new system that automatically delivers exact
solutions to a broad range of probabilistic inference queries. Sppl symbolically represents the full distribution
on execution traces specified by a probabilistic program using a generalization of sum-product networks. Sppl
handles continuous and discrete distributions, many-to-one numerical transformations, and a query language
that includes general predicates on random variables. We formalize Sppl in terms of a novel translation strategy
from probabilistic programs to a semantic domain of sum-product representations, present new algorithms for
exactly conditioning on and computing probabilities of queries, and prove their soundness under the semantics.
We present techniques for improving the scalability of translation and inference by automatically exploiting
conditional independences and repeated structure in Sppl programs. We implement a prototype of Sppl with a
modular architecture and evaluate it on a suite of common benchmarks, which establish that our system is up
to 3500x faster than state-of-the-art systems for fairness verification; up to 1000x faster than state-of-the-art
symbolic algebra techniques; and can compute exact probabilities of rare events in milliseconds.
1 INTRODUCTION
Reasoning under uncertainty is a well-established theme across diverse fields including robot-
ics [Thrun et al. 2005], cognitive science [Chater et al. 2006], natural language processing [Jelinek
1997], algorithmic fairness [Dwork et al. 2012], and many others. A common approach for model-
ing uncertainty is to use probabilistic programming languages (PPLs) to both represent complex
probability distributions and perform probabilistic inference within the language [Gordon et al.
2014]. There is growing recognition of the utility of PPLs for solving challenging tasks that involve
probabilistic reasoning in various application domains [Ghahramani 2015].
Probabilistic inference is central to reasoning about uncertainty and is a central concern for both
PPL implementors and users. Several PPLs use approximate inference strategies [Thomas 1994;
Goodman et al. 2008; Wingate and Weber 2013; Wood et al. 2014; Mansinghka et al. 2014] and these
strategies have been shown to be effective in a variety of contexts [Sankaranarayanan et al. 2013;
Carpenter et al. 2017; Minka et al. 2018; Cusumano-Towner et al. 2019]. Drawbacks of approximate
inference approaches, however, include a lack of accuracy and/or soundness guarantees [Dagum
and Luby 1993; Lew et al. 2020], difficulties supporting programs that use both continuous and
discrete distributions [Carpenter et al. 2017; Wu et al. 2018], challenges assessing the quality of
iterative solvers [Brooks and Gelman 1998], and the need for substantial expertise writing custom
inference programs to obtain acceptable performance [Mansinghka et al. 2018].
Several PPLs address these disadvantages by using symbolic algebra techniques [Bhat et al.
2013; Narayanan et al. 2016; Gehr et al. 2016; Carette and Shan 2016; Zhang and Xue 2019]. These
techniques are expressive, deliver exact answers with formal soundness guarantees, and inference is
automatic. However, as we empirically show in this paper, the state-of-the-art symbolic solver [Gehr
et al. 2016] often does not scale well to high-dimensional problems, even in cases where the inference
problem is tractable, and may deliver only partial results, such as unnormalized distributions or
symbolic expressions with unsimplified integrals. In addition, runtime can be slow or highly dataset-
specific even for a fixed inference problem, and the entire symbolic solution needs to be recomputed
from scratch whenever the dataset or query changes.
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Fig. 1. Overview of Sppl.
Sppl We present the Sum-Product Probabilistic Language (Sppl), a new system that automatically
delivers exact solutions to a broad range of probabilistic inference problems. Sppl supports programs
that combine continuous and discrete probability distributions. Inference in Sppl does not require
the user to implement custom inference tactics, always delivers a complete result, and the runtime
is not sensitive to changes in the observed dataset. By imposing a collection of strategic restrictions
on the structure of each program, Sppl ensures that the distribution over random variables specified
by any program can be represented exactly, while also ensuring the language is expressive enough
to effectively solve prominent inference tasks in the literature [Albarghouthi et al. 2017; Nori et al.
2014; Wu et al. 2018; Laurel and Misailovic 2020].
Unlike systems that approximate the distribution over execution traces by dynamically maintain-
ing a set of samples obtained from running a probabilistic program [Mansinghka et al. 2014], Sppl
represents the full distribution over traces by translating the program into a symbolic and composi-
tional representation based on sum-product networks [Poon and Domingos 2011]. Sum-product
networks constitute a class of generative models that has received widespread attention for its
probabilistic semantics and tractable inference properties (see Vergari [2020] for a comprehensive
overview). Our system automatically exploits conditional independences and repeated structure
in a given program (when they exist) to build and leverage a compact representation upon which
probabilistic inference queries are performed.
System Overview Fig. 1 shows an overview of our approach. Given a probabilistic program
written in Sppl (Lst. 5) a translator (Lst. 6) produces a sum-product representation of the prior
distribution over execution traces. Given this representation and an inference query specified by
the user (i.e., simulate, prob, or condition), the inference engine returns an exact answer, where
(1) simulate(Vars) returns a list of random samples of (a subset of) variables in the program;
(2) prob(Event) returns the numerical probability of an event (a predicate on program variables);
(3) condition(Event) returns a new sum-product representation of the posterior distribution
over program traces, given that the specified event on program variables is true.
A key aspect of the system design is its modularity, where modeling, conditioning, and querying
are separated into distinct stages. In addition, programs can be repeatedly conditioned and queried
without restarting from scratch—the dashed back-edge in the bottom right of the diagram indicates
that the sum-product representation returned by condition(Event) can in turn be provided to
the inference engine for further interactive querying, such as using prob(Event′) to compute the
posterior probability of Event′ given Event or using prob(Vars) to generate posterior samples.
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Key contributions We identify the following theoretical, algorithmic, and empirical contributions:
(1) A precise semantic domain for reasoning about sum-product representations (Sec. 3).
This domain includes both continuous and discrete distributions and extends previous work in
sum-product networks by handling a calculus of predicates that specify set-valued constraints on
many-to-one transformations of random variables. We use this domain to describe new probabilistic
inference algorithms and formalize the probabilistic language presented in this work.
(2) New inference algorithms and closure proofs for sum-product representations (Sec. 4).
Thm. 4.1 establishes that sum-product representations are closed under conditioning on any positive
measure query that can be specified in the domain. We build on this result to design an efficient and
modular inference architecture that separates model translation, model conditioning, and model
querying, which enables interactive workflows and runtime gains from computation reuse.
(3) The Sum-Product Probabilistic Language (Sec. 5). Sppl is a high-level, imperative language
where each program is translated into a sum-product representation upon which inference queries
are executed. We present techniques for improving the scalability of translation and inference by
automatically exploiting conditional independences and repeated structure in Sppl programs.
(4) Empiricalmeasurements of efficacy that show Sppl is expressive enough to solve prominent
inference tasks from the literature and that its modular architecture and inference algorithms deliver
significant performance gains as compared to existing state-of-the-art systems, including up to
3500x speedup in fairness verification [Albarghouthi et al. 2017; Bastani et al. 2019], 1000x speedup
over symbolic integration [Gehr et al. 2016], and several order of magnitude speedup over sampling-
based inference [Milch et al. 2005] for estimating the probabilities of rare events.
2 OVERVIEW
We next describe three examples that illustrate the programming style in Sppl, the sum-product
representation of probability distributions on execution traces in Sppl programs, and the query
patterns and exact inferences that are supported by the language.
2.1 Indian GPA Problem
The Indian GPA problem is a canonical example that has been widely considered in the probabilistic
programming literature for its use of a “mixed-type” random variable that takes both continuous
and discrete values, depending on the random branch taken by the program [Nitti et al. 2016;
Srivastava et al. 2017; Wu et al. 2018; Riguzzi 2018; Narayanan and Shan 2020].
Specifying the Prior Fig. 2a shows the generative process for three variables (Nationality,
Perfect and GPA) that represent a candidate to a school. In line 1, the candidate’s nationality is
either India or USA with equal probability. If the candidate is from India (line 2), then there is a
10% probability that their GPA is a perfect 10 (lines 3-4), otherwise the GPA is uniform over [0, 10]
(line 5). If the candidate is from the USA (line 6), then there is a 15% probability that their GPA is a
perfect 4 (lines 6-7), otherwise the GPA is uniform over [0, 4] (line 8).
Sum-Product Representation of the Prior The graph in Fig. 2d represents a sampler for the
prior distribution over program variables in the following way: (i) if a node is a sum (+), visit a
random child with probability equal to the weight of the edge pointing to the child; (ii) if a node is
a product (×), visit each child exactly once and in no specific order; (iii) if a node is a leaf, sample
a value from the distribution at the leaf and assign it to the variable at the leaf. Similarly, the
graph encodes the joint probability distribution of the variables by treating (i) each sum node as a
probabilistic mixture; (ii) each product node as a tuple of independent variables; and (iii) each leaf
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1 Nationality ~ choice({'India': 0.5, 'USA': 0.5})
2 if (Nationality == 'India'):
3 Perfect ~ bernoulli(p=0.10)
4 if Perfect: GPA ~ atom(10)
5 else: GPA ~ uniform(0, 10)
6 else: # Nationality is 'USA'
7 Perfect ~ bernoulli(p=0.15)
8 if Perfect: GPA ~ atom(4)
9 else: GPA ~ uniform(0, 4)
(a) Probabilistic Program
prob (Nationality == 'USA');
prob (Perfect == 1);
prob (GPA <= x/10) # for x = 0, ..., 120
(b) ExampleQueries on Marginal Probabilities
prob ((Perfect == 1)
or (Nationality == 'India') and (GPA > 3))
(c) ExampleQuery on Joint Probabilities
+
×
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Nationality
+
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𝑈 (0, 4)
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.15 .85
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+
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.1 .9
.5 .5
(d) Sum-Product Representation of Prior
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(e) Prior Marginal Distributions
condition ((Nationality == 'USA') and (GPA > 3)) or (8 < GPA < 10)
(f) Conditioning the Program
+
×
𝛿USA
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(h) Posterior Marginal Distributions
Fig. 2. Analyzing the Indian GPA problem in Sppl.
node as a primitive random variable. Using these rules, we can derive the prior distribution as:
Pr[Nationality = 𝑛, Perfect = 𝑝, GPA ≤ 𝑔] (1)
= .5
[
𝛿India (𝑛) × (.1[(𝛿True (𝑝) × 𝛿≥10 (𝑔))] + .9[(𝛿False (𝑝) × (𝑔/10 × 1 [0 ≤ 𝑔 < 10] + 1 [10 ≤ 𝑔]))])
]
+ .5[𝛿USA (𝑛) × (.15[(𝛿True (𝑝) × 𝛿≥4 (𝑔))] + .85[(𝛿False (𝑝) × (𝑔/4 × 1 [0 ≤ 𝑔 < 4] + 1 [4 ≤ 𝑔]))])] .
Fig. 2b shows Sppl queries for the prior marginal distributions of the three variables, which are
plotted in Fig. 2e. The two jumps in the cumulative distribution function (CDF1) of GPA at 4 and
10 correspond to the atoms that occur when Perfect is true. The piecewise linear behavior with
different slopes on [0, 4] and [4, 10] follows from the conditional uniform distributions of GPA.
1For a real-valued random variable𝑋 , the cumulative distribution function 𝐹 :Reals→ [0, 1] is given by 𝐹 (𝑟 ) B Pr[𝑋 ≤ 𝑥 ].
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Conditioning the Program Fig. 2f shows a condition query, which specifies an event 𝑒 on
which to constrain executions of the program. An event is a predicate on the variables in the
program that can be used for both condition (as in Fig. 2f) and prob (as in Fig. 2c) queries. Given
a positive probability event 𝑒 , the posterior distribution is formally given by the Bayes rule as:
Pr[Nationality=𝑛, Perfect=𝑝, GPA ≤𝑔 | 𝑒] B Pr[Nationality=𝑛, Perfect=𝑝, GPA ≤𝑔, 𝑒]/Pr[𝑒] . (2)
Sum-Product Representation of the Posterior Our system interprets the prior representation
(Fig. 2d) and event 𝑒 (Fig. 2f), and produces a new representation (Fig. 2g) that specifies a distri-
bution which is precisely equal to Eq. (2), From Thm. 4.1, conditioning an Sppl program on any
positive probability event results in a posterior distribution that also admits an exact sum-product
representation. Conditioning on 𝑒 performs several transformations on the prior representation:
(1) Eliminating the subtree with leaf 𝛿10, which is inconsistent with the conditioning event.
(2) Rescaling the distribution𝑈 (0, 10) at the leaf node in the India subtree to𝑈 (8, 10).
(3) Rescaling the distribution𝑈 (0, 4) at the leaf node in the USA subtree to𝑈 (3, 4).
(4) Reweighting the branch probabilities of the sum node in the USA subtree from [.15, .85] to
[.41, .59], where .41 = .15/(.15+ .2125) is the posterior probability of (Perfect = 1, GPA = 4):
Pr[Perfect = 1, GPA = 4 | Nationality = 'USA', GPA > 3] = (.15 × 1)/𝑐 = .15/𝑐
Pr[Perfect = 0, 3 < GPA < 4 | Nationality = 'USA', GPA > 3] = (.85 × .25)/𝑐 = .2125/𝑐.
(5) Reweighting the branch probabilities at the root from [.5, .5] to [.33, .67], by reweighting
each subtree by the probability it assigns to the condition 𝑒 as in the previous item.
Fig. 2g shows the posterior representation obtained by applying these transformations. Using
this representation, the right-hand side of Eq. (2), which is the object of posterior inference, is
Pr[Nationality = 𝑛, Perfect = 𝑝, GPA ≤ 𝑔 | 𝑒] (3)
= .33
[
𝛿India (𝑛) ×𝛿False (𝑝) × (𝑔/10× 1 [0 ≤𝑔 < 10] + 1 [10 ≤𝑔])
]
+ .67[𝛿USA (𝑛) × (.41[(𝛿True (𝑝) ×𝛿≥4 (𝑔))] + .59[(𝛿False (𝑝) × (𝑔/4× 1 [0 ≤𝑔 < 4] + 1 [4 ≤𝑔]))])] .
(Floats are shown to two decimal places.) We can now run the prob queries in Fig. 2b on the
conditioned program to plot the posterior marginal distributions of the variables, which are shown
in Fig. 2h. The example in Fig. 2 illustrates a typical modular workflow in Sppl (Fig. 1), where
modeling (Fig. 2a), conditioning (Fig. 2f) and querying (Figs. 2b–2c) are separated into distinct and
reusable stages that together express the essential components of Bayesian modeling and inference.
2.2 Exact Inference on a Many-to-One Random Variable Transformation
We next show how Sppl enables exact inference on many-to-one transformations of real random
variables, where the transformation is itself determined by a stochastic branch. The top code box in
Fig. 3 shows an Sppl program that defines a pair of random variables (𝑋,𝑍 ), where 𝑋 is normally
distributed; and 𝑍 = −𝑋 3 +𝑋 2 + 6𝑋 if 𝑋 < 1, otherwise 𝑍 = 5√𝑋 + 1. The first plot of Fig. 3b shows
the prior distribution of 𝑋 ; the middle plot shows the transformation 𝑡 that defines 𝑍 = 𝑡 (𝑋 ), which
is a piecewise sum of 𝑡if and 𝑡else; and the final plot shows the distribution of 𝑍 = 𝑡 (𝑋 ). Fig. 3a
shows the sum-product representation of this program, where the root node is a sum whose left
and right children have weights 0.691... and 0.309..., which corresponds to the prior probabilities
of {𝑋 < 1} and {1 ≤ 𝑋 }. Nodes labeled 𝑋 ∼ 𝑁 (𝜇, 𝜎) with an incoming directed edge from a node
labeled (𝑟1, 𝑟2) denotes that the random variable is constrained to the interval (𝑟1, 𝑟2). Deterministic
transformations are denoted by using red directed edges from a leaf node (i.e., 𝑋 ) to a numeric
expression (e.g., 5
√
𝑋 + 11), with the name of the transformed variable along the edge (i.e., 𝑍 ).
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X ~ normal(0, 2)
Z ~ -X^3 + X^2 + 6*X if (X < 1) else 5*sqrt(X) + 11
+
𝑋∼𝑁 (0, 2)
(1,∞)
5
√
𝑋+11
𝑍
𝑋∼𝑁 (0, 2)
(−∞, 1)
−𝑋 3+𝑋 2+6𝑋
𝑍
.69 .31
(a) Sum-Product Representation
of Prior Distribution
−4 −2 0 2 4
x
X ∼ Normal(0, 2)
−4 −2 0 2 4
x
−5
0
5
10
15
z
Transformation z = t(x)
tif(x) = −x3 + x2 + 6x
telse(x) = −5
√
x+ 11
−5 0 5 10 15
z
Z ∼ t(X)
(b) Prior Marginal Distributions
condition (Z^2 <= 4 and Z >= 0);
+
𝑋∼𝑁 (0, 2)
[3.2, 4.8]
5
√
𝑋+11
𝑍
𝑋∼𝑁 (0, 2)
[0, 0.32]
−𝑋 3+𝑋 2+6𝑋
𝑍
𝑋∼𝑁 (0, 2)
[−2.2,−2]
−𝑋 3+𝑋 2+6𝑋
𝑍
.16 .49 .35
(c) Sum-Product Representation
of Posterior Distribution
−4 −2 0 2 4
x
X | (0 < Z < 2)
−4 −2 0 2 4
x
−5
0
5
10
15
z
Transformation z = t(x)
tif(x) = −x3 + x2 + 6x
telse(x) = −5
√
x+ 11
z ∈ [0, 2]
x ∈ t−1([0, 2])
−5 0 5 10 15
z
Z | (0 < Z < 2)
(d) Posterior Marginal Distributions
Fig. 3. Inference on a stochastic many-to-one transformation of a real random variable in Sppl.
The middle box shows an Sppl query that conditions the program on an event {𝑍 2 ≤ 4}∩{𝑍 ≥ 0}
involving the transformed variable 𝑍 . Our system performs the following analysis on the query:
{𝑍 2 ≤ 4} ∩ {𝑍 ≥ 0} ≡ {0 ≤ 𝑍 ≤ 2} (simplifying the event) (4)
≡ {𝑋 ∈ 𝑡−1 ( [0, 2])} ≡ {𝑋 ∈ 𝑡−1if ( [0, 2])} ∪ {𝑋 ∈ 𝑡−1else ( [0, 2])} (inverting the event) (5)
≡ {−2.174... ≤ 𝑋 ≤ −2} ∪ {0 ≤ 𝑋 ≤ .321...}︸                                                  ︷︷                                                  ︸
constraints from left subtree
∪ {81/25 ≤ 𝑋 ≤ 121/25}︸                        ︷︷                        ︸
constraint from right subtree
(6)
Eq. (4) shows the first stage of inference, which solves any transformations in the conditioning
event and yields {0 ≤ 𝑍 ≤ 2}. The conditional distribution of 𝑍 is shown in the final plot of Fig. 3d.
The next step is to dispatch the simplified event to the left and right subtrees. Each subtree will
compute the constraint on 𝑋 implied by the event under the transformation in that branch, as
shown in Eq. (5). The middle plot of Fig. (3d) shows the preimage computation under 𝑡if (left subtree,
which gives two intervals) and 𝑡else (right subtree, which gives one interval),
The final step is to transform the prior representation (Fig. 3a) by conditioning each subtree
on the respective intervals in Eq. (6), which gives the posterior representation Fig. 3c. The left
subtree in Fig. 3a, which originally corresponded to {𝑋 < 1}, is split in Fig. 3c into two subtrees
that represent the events {−2.174... ≤ 𝑋 ≤ −2} and {0 ≤ 𝑋 ≤ 0.321...}, respectively, and whose
weights 0.159... and 0.494... are the (renormalized) probabilities of these regions under the prior
distribution (first plot of Fig. 3b). The right subtree in Fig. 3a, which originally corresponded to
{1 ≤ 𝑋 }, is now restricted to {81/25 ≤ 𝑋 ≤ 121/25} in Fig. 3c and its weight 0.347... is again the
(renormalized) prior probability of the region. With the representation in Fig. 3c, we can run further
queries, for example by using simulate to generate 𝑛 i.i.d. random samples {(𝑥𝑖 , 𝑧𝑖 )}𝑛𝑖=1 from the
posterior distributions in Fig. 3d or condition to again constrain the program on further events.
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1 p_transition = [.2, .8]
2 mu_x = [[5, 7], [5, 15]]
3 mu_y = [[5, 8], [3, 8]]
4
5 n_step = 100
6 Z = array(n_step)
7 X = array(n_step)
8 Y = array(n_step)
9
10 separated ~ bernoulli(p=.4)
11 switch separated cases (s in [0,1]):
12 Z[0] ~ bernoulli(p=.5)
13 switch Z[0] cases (z in [0, 1]):
14 X[0] ~ normal(mu_x[s][z], 1)
15 Y[0] ~ poisson(mu_y[s][z])
16 for t in range(1, n_step):
17 switch Z[t-1] cases (z in [0, 1]):
18 Z[t] ~ bernoulli(p_transition[z])
19 switch Z[t] cases (z in [0, 1]):
20 X[t] ~ normal(mu_x[s][z], 1)
21 Y[t] ~ poisson(mu_y[s][z])
(a) Probabilistic Program
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(b) Observed Data and Inferred Hidden States
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𝑃 (8)
𝑌 [1]
𝑁 (15)
𝑋 [1]
𝛿1
𝑍 [1]
×
𝑃 (3)
𝑌 [1]
𝑁 (5)
𝑋 [1]
𝛿0
𝑍 [1]
.8 .2
.5 .5
×
𝛿0sep
+
×
𝑃 (8)
𝑌 [0]
𝑁 (7)
𝑋 [0]
𝛿1
𝑍 [0]
+
×
𝑃 (8)
𝑌 [1]
𝑁 (7)
𝑋 [1]
𝛿1
𝑍 [1]
×
𝑃 (5)
𝑌 [1]
𝑁 (5)
𝑋 [1]
𝛿0
𝑍 [1]
.2 .8
×
𝑃 (5)
𝑌 [0]
𝑁 (5)
𝑋 [0]
𝛿0
𝑍 [0]
+
×
𝑃 (8)
𝑌 [1]
𝑁 (7)
𝑋 [1]
𝛿1
𝑍 [1]
×
𝑃 (5)
𝑌 [1]
𝑁 (5)
𝑋 [1]
𝛿0
𝑍 [1]
.8 .2
.5 .5
.6 .4
(d) Optimized Sum-Product Representation (Scales Linearly)
Fig. 4. Fast smoothing in a hierarchical hidden Markov model using Sppl by constructing an efficient sum-
product network representation that leverages conditional independences in the generative process.
2.3 Scalable Inference in a Hierarchical Hidden Markov Model
The final example shows how to use for loops in Sppl to perform efficient smoothing in a hier-
archical hidden Markov model (HMM) [Murphy and Paskin 2002] and illustrates the optimization
techniques used by the translator (Sec. 5.1), which exploits conditional independence to ensure
that the size of the representation grows linearly in the number of time points.
The code box in Fig. 4a shows a hierarchical hidden Markov model with a Bernoulli hidden state
𝑍𝑡 and Normal–Poisson observations 𝑋𝑡 and 𝑌𝑡 . The separated variable indicates whether the
mean values of 𝑋𝑡 and 𝑌𝑡 at 𝑍𝑡 = 0 and 𝑍𝑡 = 1 are well-separated; for example, mu_x specifies that
if separated = 0, then mean of 𝑋𝑡 is 5 when 𝑍𝑡 = 0 and 7 when 𝑍𝑡 = 1, else if separated = 1,
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then the mean of 𝑋𝑡 is 15 when 𝑍 = 1 (and similarly for mu_y and 𝑌 ). The p_transition vector
specifies that the current state 𝑍𝑡 switches from the previous state 𝑍𝑡−1 with 20% probability. This
example leverages the Sppl switch-cases statement, which macro expands to if-else statements:
switch 𝑥 cases (𝑥 ′in values) {𝐶}
desugar
⇝ if 𝑥 in values[0] then𝐶 [𝑥 ′/values[0]] (7)
else if . . .
else if 𝑥 in values[𝑛−1] then𝐶 [𝑥 ′/values[𝑛 − 1]],
where 𝑛 is the length of values and 𝐶 [𝑥/𝐸] indicates syntactic replacement of 𝑥 with 𝐸 in 𝐶 .
The top and middle plots in Fig. 4b show a realization of 𝑋 and 𝑌 that result from simulating
the random process for 100 time steps. The blue and orange regions along the x-axes indicate
whether the true hidden state 𝑍 is 0 or 1, respectively (these “ground-truth” values of 𝑍 are not
observed but need to be inferred from𝑋 and𝑌 ). The bottom plot in Fig. 4b shows the exact posterior
marginal probabilities Pr[𝑍𝑡 = 1 | 𝑥0:99, 𝑦0:99] at each time step 𝑡 (𝑡 = 0, . . . , 99) as inferred by Sppl
(an inference referred to as “smoothing”), which closely tracks the true hidden state. That is, the
posterior probability that 𝑍𝑡 = 1 is low in the blue region and high in the orange region.
Fig. 4c shows a “naive” sum-product representation of the program execution traces up to the first
two time steps. This representation is a sum-of-products, where the products in the second level
are an enumeration of all possible realizations of program variables, so that the number of terms
scales exponentially in the number of time steps. Fig. 4d shows the representation constructed by
Sppl, which is (conceptually) based on factoring common terms in the two level sum-of-products
in Fig. 4c. The Sppl translator performs factorizations that leverage conditional independences and
repeated structure in the program (Sec. 5.1), which here delivers a representation whose size scales
linearly in the number of time points. Sppl can solve many variants of smoothing such as filtering,
i.e., computing marginals Pr[𝑍𝑡 | 𝑥0:𝑡 , 𝑦0:𝑡 ] and the full joint Pr[𝑍0:𝑡 | 𝑥0:𝑡 , 𝑦0:𝑡 ] for all 𝑡 .
3 A CORE CALCULUS FOR SUM-PRODUCT EXPRESSIONS
This section presents a semantic foundation that generalizes standard sum-product networks [Poon
and Domingos 2011] and enables precise reasoning about them. This domain will be used (i) describe
algorithms for exact Bayesian inference in our system (Sec. 4); (ii) prove the closure of sum-product
expressions under conditioning on events expressible in the calculus (Thm. 4.1); and (iii) describe a
procedure for translating a probabilistic program into a sum-product expression in the core language
(Sec. 5). Lst. 1 shows the syntax of the core calculus, which includes probabilistic outcomes over real
and nominal domains (Lst. 1b); many-to-one real transformations (Lst. 1c); events that specify set-
valued constraints (Lst. 1d); primitive univariate distributions (Lst. 1e); andmultivariate distributions
that are specified compositionally by taking sums and products of primitive distributions (Lst. 1f).
Basic Outcomes Variables in the calculus take values in the Outcome B Real + String domain
(Lst. 1b), where the symbol + indicates a sum (disjoint-union) data type. This domain is useful for
modeling mixed-type random variables, such as 𝑋 in the following Sppl program:
Z ~ normal(0, 1); X ~ "negative" if (Z < 0) else (Z if (0 <= Z < 4) else 4)
An element 𝑣 ∈ Outcomes (Lst. 1b) denotes a subset of Outcome, as defined by the valuation
function V (Lst. 2a2). For example, ((𝑏1 𝑟1) (𝑟2 𝑏2)) specifies a real interval, where 𝑏1 (resp. 𝑏2)
is #t if and only if the interval is open on the left (resp. right); and {𝑠1 . . . 𝑠𝑚}𝑏 is a set of strings,
where 𝑏 is #t to indicate the complement (meta-variables such as𝑚 are used to indicate an arbitrary
but finite number of repetitions of a particular domain variable or subexpression). Throughout
2The symbol ↓ XY𝑎 is used to inject 𝑎 ∈ X into a sum (tagged union) domain Y, where X is a component domain of Y.
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𝑥 ∈ Var
𝑛 ∈ Natural
𝑏 ∈ Boolean B {#t, #f}
𝑢 ∈ Unit B {#u}
𝑤 ∈ [0, 1]
𝑟 ∈ Real ∪ {−∞,∞}
𝑠 ∈ String B Char∗
(a) Basic Sets
rs ∈ Outcome B Real + String
𝑣 ∈ Outcomes
B ∅ [Empty]
| {𝑠1 . . . 𝑠𝑚}𝑏 [FiniteStr]
| {𝑟1 . . . 𝑟𝑚} [FiniteReal]
| ((𝑏1 𝑟1) (𝑟2 𝑏2)) [Interval]
| 𝑣1 ⨿ · · · ⨿ 𝑣𝑚 [Union]
(b) Outcomes
𝑡 ∈ Transform
B Id(𝑥) [Identity]
| Reciprocal(𝑡) [Reciprocal]
| Abs(𝑡) [AbsValue]
| Root(𝑡 𝑛) [Radical]
| Exp(𝑡 𝑟) [Exponent]
| Log(𝑡 𝑟) [Logarithm]
| Poly(𝑡 𝑟0 . . . 𝑟𝑚) [Polynomial]
| Piecewise((𝑡1 𝑒1)
. . .
(𝑡𝑚 𝑒𝑚))
[Piecewise]
(c) Transformations
𝑒 ∈ Event
B (𝑡 in 𝑣) [Containment]
| 𝑒1 ⊓ · · · ⊓ 𝑒𝑚 [Conjunction]
| 𝑒1 ⊔ · · · ⊔ 𝑒𝑚 [Disjunction]
(d) Events
𝐹 ∈ CDF ⊂ Real → [0, 1]
B Norm(𝑟1, 𝑟2) | Poisson(𝑟) | Binom(𝑛, 𝑤) . . .
where 𝐹 is càdlàg;
lim
𝑟→∞ 𝐹 (𝑟 ) = 1; lim𝑟→−∞ 𝐹 (𝑟 ) = 0;
and 𝐹−1 (𝑢) B inf {𝑟 | 𝑢 ≤ 𝐹 (𝑟 ) }.
𝑑 ∈ Distribution
B DistR(𝐹 𝑟1 𝑟2) [DistReal]
| DistI(𝐹 𝑟1 𝑟2) [DistInt]
| DistS((𝑠1 𝑤1) . . . (𝑠𝑚 𝑤𝑚)) [DistStr]
(e) Primitive Distributions
𝜎 ∈ Environment B Var → Transform
𝑆 ∈ SP
B Leaf(𝑥 𝑑 𝜎) [Leaf ]
| (𝑆1 𝑤1) ⊕ · · · ⊕ (𝑆𝑚 𝑤𝑚) [Sum]
| 𝑆1 ⊗ · · · ⊗ 𝑆𝑚 [Product]
(f) Sum-Product
Listing 1. Core calculus.
the paper, we use three syntactic functions—union, intersection, and complement—that operate on
Outcomes in the usual way (i.e., as sets) while guaranteeing a key invariant: all subexpressions in
a Union 𝑣1 ⨿ · · · ⨿ 𝑣𝑚 returned by these functions are disjoint (see Appx. A).
A Sigma Algebra of Outcomes To speak precisely about random variables and probability mea-
sures on the Outcome domain, we define a sigma-algebra B(Outcome) ⊂ P(Outcome) as follows:
(1) Let 𝜏Real be the usual topology on Real generated by the open intervals.
(2) Let 𝜏String be the discrete topology on String generated by the singleton sets.
(3) Let 𝜏Outcome B 𝜏Real ⊎ 𝜏String be the disjoint-union topology on Outcome, where a subset𝑈 is
open iff {𝑟 | (↓ RealsOutcome 𝑟 ) ∈ 𝑈 } is open in Reals and {𝑠 | (↓ StringOutcome 𝑠) ∈ 𝑈 } is open in String.
(4) Let B(Outcome) be the Borel sigma-algebra generated by 𝜏Outcome.
Proposition 3.1. For any open set𝑈 ⊆ Outcome, there exists 𝑣 ∈ Outcomes such that𝑈 = V J𝑣K.
Since B(Outcome) is generated by the open sets, we can therefore speak of probability measures on
this space as mappings from Outcomes to [0, 1].
Real Transformations Lst. 1c shows a collection of real transformations that can be applied to
variables in the calculus. The Identity Transform, written Id(𝑥), is a terminal subexpression of
any Transform 𝑡 and contains a single variable name that specifies the “dimension” over which
𝑡 operates. For completeness, the valuation function T : Transform → Real → Real is defined in
Appx. B.1. The key operation involving transforms is computing their generalized inverse using
the domain function preimage : Transform → Outcomes → Outcomes which satisfies:
(↓ RealOutcome 𝑟 ) ∈ V Jpreimage 𝑡 𝑣K ⇐⇒ T J𝑡K (𝑟 ) ∈ V J𝑣K (8)
(↓ StringOutcome 𝑠) ∈ V Jpreimage 𝑡 𝑣K ⇐⇒ (𝑡 ∈ Identity) ∧ (𝑠 ∈ V J𝑣K). (9)
Appx. B.2 presents a detailed implementation of preimage for each Transform, which will be
leveraged to enable exact probabilistic inferences on transformed variables as in Fig. 3. As with
union, intersection, and complement, all subexpressions in aUnion returned by preimage are disjoint.
Events The Event domain (Lst. 1d) is used to specify set-valued constraints on (transformed)
variables. Formally, the valuation E J𝑒K : Var → Outcomes (Lst. 2c) of an Event takes a variable 𝑥
and returns the set 𝑣 ∈ Outcomes of elements that satisfy the predicate along the dimension of
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V : Outcomes → P(Outcome)
V J∅K B ∅
V
q
{𝑠1 . . . 𝑠𝑚}
#ty B ∪𝑚𝑖=1 {(↓ StringOutcome 𝑠𝑖 ) }
V
r
{𝑠1 . . . 𝑠𝑚}
#f
z
B {(↓ StringOutcome 𝑠) | ∀𝑖 .𝑠 ≠ 𝑠𝑖 }
V J{𝑟1 . . . 𝑟𝑚}K B ∪𝑚𝑖=1 {(↓ RealOutcome 𝑟𝑖 ) }
V J((𝑏1 𝑟1) (𝑟2 𝑏2))K B {(↓ RealOutcome 𝑟 ) | 𝑟1<𝑏1𝑟<𝑏2𝑟2 }
where <#tB<;<#fB≤; 𝑟1 < 𝑟2
V J𝑣1 ⨿ · · · ⨿ 𝑣𝑚K B ∪𝑚𝑖=1V J𝑣𝑖K
(a) Outcomes
T : Transform → Reals → Reals
(Refer to Lst. 12 in Appx. B.1)
(b) Transformations
E : Event → Var → Outcomes
E J(𝑡 in 𝑣)K𝑥 B match (vars 𝑡 ) ▷ {𝑥 } ⇒ (preimage 𝑡 𝑣)
▷ else ∅
E J𝑒1 ⊓ · · · ⊓ 𝑒𝑚K𝑥 B intersection (E Je1K𝑥 . . . E Je𝑚K𝑥)
E J𝑒1 ⊔ · · · ⊔ 𝑒𝑚K𝑥 B union (E Je1K𝑥 . . . E Je𝑚K𝑥)
(c) Events
scope : SP → P(Var)
scope (𝑥 𝑑 𝜎) B dom(𝜎)
scope (𝑆1 ⊗ · · · ⊗ 𝑆𝑚) B ∪𝑚𝑖=1 (scope 𝑆𝑖 )
scope ((𝑆1 𝑤1) ⊕ · · · ⊕ (𝑆𝑚 𝑤𝑚)) B (scope 𝑆1)
subsenv : Event → Environment → Event
subsenv 𝑒 𝜎 B let {𝑥, 𝑥1, . . . , 𝑥𝑚 } = dom(𝜎)
in let𝑒1 be subs 𝑒 𝑥𝑚 𝜎 (𝑥𝑚)
. . .
in let𝑒𝑚 be subs 𝑒𝑚−1 𝑥1 𝜎 (𝑥1)
in𝑒𝑚
(d) Auxiliary Syntactic Functions
(C1) ∀Leaf(𝑥 𝑑 𝜎). 𝑥 ∈ 𝜎 and 𝜎 (𝑥) = Id(𝑥).
(C2) ∀Leaf(𝑥 𝑑 𝜎). ∀𝑚. If {𝑥, 𝑥1, . . . , 𝑥𝑚 } = dom(𝜎)
then (vars 𝜎 (𝑥𝑚)) ⊂ {𝑥, 𝑥1, . . . , 𝑥𝑚−1 }.
(C3) ∀(𝑆1 ⊗ · · · ⊗ 𝑆𝑚). ∀𝑖≠𝑗 . (scope 𝑆𝑖 ) ∩ (scope 𝑆 𝑗 ) = ∅.
(C4) ∀(𝑆1 𝑤1) ⊕ · · · ⊕ (𝑆𝑚 𝑤𝑚). ∀𝑖 . (scope 𝑆𝑖 ) = (scope 𝑆1) .
(C5) ∀(𝑆1 𝑤1) ⊕ · · · ⊕ (𝑆𝑚 𝑤𝑚). 𝑤1 + · · · + 𝑤𝑛 > 0.
(e) Definedness Conditions for Sum-Product
D : Distribution → Outcomes → [0, 1]
D
q
DistS((𝑠𝑖 𝑤𝑖)
𝑚
𝑖=1)
y
𝑣 B match 𝑣
▷ ∅ | {𝑟 ′1 . . . 𝑟 ′𝑚} | ((𝑏1 𝑟1) (𝑟2 𝑏2)) ⇒ 0
▷ 𝑣1 ⨿ · · · ⨿ 𝑣𝑚 ⇒ ∑𝑚𝑖=1 DqDistS((𝑠𝑖 𝑤𝑖)𝑚𝑖=1)y 𝑣𝑖
▷ {𝑠′1 . . . 𝑠
′
𝑘}
𝑏 ⇒ let𝑤 be ∑𝑚𝑖=1 (𝑤𝑖 if 𝑠𝑖 ∈ {𝑠′𝑗 }𝑘𝑗=1 else 0)
in if 𝑏 then𝑤 else 1 − 𝑤
D JDistR(𝐹 𝑟1 𝑟2)K 𝑣 B match (intersection ((#f 𝑟1) (𝑟2 #f)) 𝑣)
▷ ∅ | {𝑟 ′1 . . . 𝑟 ′𝑚} | {𝑠′1 . . . 𝑠′𝑘}𝑏 ⇒ 0
▷ 𝑣1 ⨿ · · · ⨿ 𝑣𝑚 ⇒ ∑𝑚𝑖=1 D JDistR(𝐹 𝑟1 𝑟2)K 𝑣𝑖
▷ ((𝑏′1 𝑟
′
1) (𝑟
′
2 𝑏
′
2)) ⇒
𝐹 (𝑟 ′2) − 𝐹 (𝑟 ′1)
𝐹 (𝑟2) − 𝐹 (𝑟1)
D JDistI(𝐹 𝑟1 𝑟2)K 𝑣 B match (intersection ((#f 𝑟1) (𝑟2 #f)) 𝑣)
▷ ∅ | {𝑠′1 . . . 𝑠′𝑘}𝑏 ⇒ 0
▷ 𝑣1 ⨿ · · · ⨿ 𝑣𝑚 ⇒ ∑𝑚𝑖=1 D JDistI(𝐹 𝑟1 𝑟2)K 𝑣𝑖
▷ {𝑟 ′1 . . . 𝑟
′
𝑚} ⇒
𝑚∑︁
𝑖=1
[
if (𝑟 =? ⌊𝑟 ⌋) ∧ (𝑟1 ≤ 𝑟 ≤ 𝑟2)
then 𝐹 (𝑟 ) − 𝐹 (𝑟 − 1) else 0
]
𝐹 ( ⌊𝑟2 ⌋) − 𝐹 ( ⌈𝑟1 ⌉ − 1)
▷ ((𝑏′1 𝑟
′
1) (𝑟
′
2 𝑏
′
2)) ⇒ let 𝑟1 be ⌊𝑟 ′1 ⌋ − 1
[ (𝑟 ′1 =? ⌊𝑟 ′1 ⌋) ∧ 𝑏′1]
in let 𝑟2 be ⌊𝑟 ′2 ⌋ − 1
[ (𝑟 ′2 =? ⌊𝑟 ′2 ⌋) ∧ 𝑏′2]
in
𝐹 (𝑟2) − 𝐹 (𝑟1)
𝐹 ( ⌊𝑟2 ⌋) − 𝐹 ( ⌈𝑟1 ⌉ − 1)
(f) Primitive Distributions
P : SP → Event → [0, 1]
P JLeaf(𝑥 𝑑 𝜎)K𝑒 B D J𝑑K (E J(subsenv 𝑒 𝜎)K𝑥)
P J(𝑆1 𝑤1) ⊕ · · · ⊕ (𝑆𝑚 𝑤𝑚)K𝑒 B (∑𝑚𝑖=1 (P J𝑆𝑖K𝑒)𝑤𝑖 ) /(∑𝑚𝑖=𝑖 𝑤𝑖 )
P J𝑆1 ⊗ · · · ⊗ 𝑆𝑚K𝑒 B match (dnf 𝑒)
▷ (𝑡 in 𝑣) ⇒ let 𝑛 be min{1 ≤ 𝑖 ≤𝑚 | (vars 𝑒) ⊂ (scope 𝑆𝑖 ) }
in P J𝑆𝑛K𝑒
▷ (𝑒1 ⊓ · · · ⊓ 𝑒ℓ ) ⇒∏
1≤𝑖≤𝑚

match {1 ≤ 𝑗 ≤ ℓ | (vars 𝑒 𝑗 ) ⊂ (scope 𝑆𝑖 ) }
▷ {𝑛1, . . . , 𝑛𝑘 } ⇒ P J𝑆𝑖K (𝑒𝑛1 ⊓ · · · ⊓ 𝑒𝑛𝑘 )
▷ {} ⇒ 1

▷ (𝑒1 ⊔ · · · ⊔ 𝑒ℓ ) ⇒∑︁
𝐽 ⊂[ℓ ]
[
(−1) | 𝐽 |−1 P J𝑆1 ⊗ · · · ⊗ 𝑆𝑚K (⊓𝑖∈𝐽 𝑒𝑖 )]
(g) Sum-Product
Listing 2. Semantics of core calculus.
the specified variable 𝑥 , leveraging the properties of preimage in Eqs. (8) and (9). The following
example shows how an “informal” predicate 𝜙 (𝑋1, 𝑋2) maps to an Event 𝑒:
{0 ≤𝑋1< 1} ∪ {1/𝑋2 > 6} ≡ (Id(X1) in ((#f 0) (1 #t)))⊔ (1/Id(X2) in ((#t 6) (∞ #t))), (10)
so that E J𝑒K X1 = ((#f 0) (1 #t)) and E J𝑒K X2 = ((#f−∞) (6 #f)). The Event domain allows us
to specify an 𝑛-dimensional probability distribution on 𝑛 variables {𝑥1, . . . , 𝑥𝑛} in the following
way. Letting 𝜎gen ({𝐴1, 𝐴2, . . . }) be the sigma-algebra generated by sets 𝐴1, 𝐴2, . . . , we define
B𝑛 (Outcome) B 𝜎gen ({∏𝑛𝑖=1𝑈𝑖 | ∀1≤𝑖≤𝑛 .𝑈𝑖 ∈ B(Outcomes)}). (11)
In words, B𝑛 (Outcome) is the 𝑛-fold product sigma-algebra generated by open rectangles of
Outcomes. By Prop. 3.1 any 𝑒 ∈ Event specifies a measurable set 𝑈 in B𝑛 (Outcome), whose 𝑖th
coordinate 𝑈𝑖 = E J𝑒K𝑥𝑖 if 𝑥𝑖 ∈ vars 𝑒; and 𝑈𝑖 = Outcomes otherwise. That is, each Transform
in 𝑒 is solved explicitly and any Var that does not appear in 𝑒 is implicitly marginalized out (see
Example 3.2). We will thus speak equivalently, and for convenience, about mappings from Event to
[0, 1] as probability distributions on the product space Eq. (11).
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Example 3.2. Let {X, Y, Z} be elements of Var. Then 𝑒 B Reciprocal(Id(X)) in ((#f 1) (2 #f))
corresponds to themeasurable set {↓ RealOutcome 𝑟 |1/2 ≤ 𝑟 ≤ 1}×Outcomes×Outcomes ∈ B3 (Outcome).
The notion of “disjunctive normal form” for the Event domain will be used throughout.
Definition 3.3. An Event 𝑒 is in disjunctive normal form (DNF) if one of the following holds:
𝑒 ∈ Containment (12)
𝑒 = 𝑒1 ⊓ · · · ⊓ 𝑒𝑚 =⇒ ∀1≤𝑖≤𝑚 . 𝑒𝑖 ∈ Containment (13)
𝑒 = 𝑒1 ⊔ · · · ⊔ 𝑒𝑚 =⇒ ∀1≤𝑖≤𝑚 . 𝑒𝑖 ∈ Containment ∪ Conjunction. (14)
Terms 𝑒 and 𝑒𝑖 in Eqs. (12) and (13) are called “’literals” and terms 𝑒𝑖 in Eq. (14) are called “clauses”.
Primitive Distributions Lst. 1e presents the primitive distributions in the calculus out of which
more complex distributions are built. The CDF domain is the set of all cumulative distribution
functions 𝐹 , whose generalized inverse (quantile function) is denoted 𝐹−1. Specifying real random
variables using the CDF domain is made without loss of generality: there is a one-to-one correspon-
dence between functions 𝐹 that satisfy the conditions in Lst. 1e with both probability measures on
Reals [Billingsley 1986, Thm. 12.4] and real random variables [Billingsley 1986, Thm 14.1].
The Distribution domain is used to specify continuous real (DistReal), atomic real (DistInt,
whose atom locations are integers), and nominal (DistStr) distributions. The denotation D J𝑑K of
a Distribution (Lst. 2f) is a probability measure on Outcomes (recall Prop. 3.1). The expression
DistR(𝐹 𝑟1 𝑟2) is the distribution obtained by restricting 𝐹 to the interval [𝑟1, 𝑟2] (where 𝐹 (𝑟2) −
𝐹 (𝑟1) > 0) as denoted graphically in Fig. 3a and mathematically in Eq. (15). Prop. 3.4 establishes
that truncated distributions specified by DistR and DistI can be simulated using a variant of the
integral probability transform, which gives a formal sampling semantics of these primitives.
Proposition 3.4. Let 𝐹 be a CDF and 𝑟1, 𝑟2 real numbers such that 𝐹 (𝑟1) < 𝐹 (𝑟2). Let 𝑈 ∼
Uniform(𝐹 (𝑟1), 𝐹 (𝑟2)) and define the random variable 𝑋 B 𝐹−1 (𝑈 ). Then for all real numbers 𝑟 ,
Pr[𝑋 ≤ 𝑟 ] = [𝐹 (𝑟 ) − 𝐹 (𝑟1)] /[𝐹 (𝑟2) − 𝐹 (𝑟1)] 1 [𝑟1 ≤ 𝑟 ≤ 𝑟2] + 1 [𝑟2 < 𝑟 ] C 𝐹 (𝑟 ). (15)
Proof. Immediate from Pr[𝑋 ≤ 𝑟 ] = Pr[𝑈 ≤ 𝐹 (𝑟 )] and the uniformity of𝑈 on [𝑟1, 𝑟2]. □
Sum-Product Expressions Lst. 1f shows the syntax of the SP domain, where the Sum and Product
domains specify mixed-type, multivariate distributions that are constructed from terminal Leaf
expressions. Lst. 2e shows the conditions required for an SP to be well-defined. For a Leaf, (C1)
ensures that 𝜎 maps the leaf variable 𝑥 to the Identity Transform and (C2) ensures that there are
no cyclic dependencies or undefined variables in Environment 𝜎 . The remaining conditions are
inherited from Poon and Domingos [2011, Def. 4 Consistency; Def. 5 Completeness] where (C3)
ensures the scopes of all children of a Product must be disjoint and (C4) ensures the scopes of all
children of a Sum must be identical. The operation scope 𝑆 (Lst. 2d) returns the set of Vars in an SP.
The denotation P J𝑆K of 𝑆 ∈ SP (Lst. 2g) is a map from 𝑒 ∈ Event to its probability under the
𝑛-dimensional distribution defined by 𝑆 , where 𝑛 B |scope 𝑆 | is the number of variables in 𝑆 . A
terminal node Leaf(𝑥 𝑑 𝜎) is comprised of a Var 𝑥 , Distribution 𝑑 , and Environment 𝜎 that maps
other variables to a Transform of 𝑥 . For example, in Fig 3a, the environments at the leaves in the
left and right subtrees are:
𝜎left = {X ↦→ Id(X), Z ↦→ Poly(Id(X) [0, 6, 1,−1])} (16)
𝜎right = {X ↦→ Id(X), Z ↦→ Poly(Root(Id(X) 2) [11, 5])} (17)
When computing the probability of 𝑒 at a Leaf, subsenv (Lst. 2d) rewrites 𝑒 as an Event 𝑒 ′ that
contains one variable 𝑥 , so that the probability ofOutcomes that satisfy 𝑒 is exactly D J𝑑K (E J𝑒 ′K𝑥).
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normalize : Event → Event
normalize (𝑡 in 𝑣) B match preimage 𝑡 𝑣
▷ 𝑣′1 ⨿ · · · ⨿ 𝑣′𝑚 ⇒ ⊔𝑚𝑖=1(Id(𝑥) in 𝑣′𝑖)
▷ 𝑣′ ⇒ (Id(𝑥) in 𝑣′), where {𝑥 } B vars 𝑡
normalize (𝑒1 ⊓ · · · ⊓ 𝑒𝑚) B dnf ⊓𝑚𝑖=1 (normalize 𝑒𝑖 )
normalize (𝑒1 ⊔ · · · ⊔ 𝑒𝑚) B dnf ⊔𝑚𝑖=1 (normalize 𝑒𝑖 )
(a) normalize
disjoin : Event → Event
disjoin 𝑒 B let (𝑒1 ⊔ · · · ⊔ 𝑒𝑚) be normalize 𝑒 (18a)
in let2≤𝑖≤𝑚 𝑒 be
l
𝑗<𝑖 |¬(disjoint? ⟨𝑒 𝑗 ,𝑒𝑖 ⟩)
(negate 𝑒 𝑗 ) (18b)
in let2≤𝑖≤𝑚 𝑒𝑖 be (disjoin (𝑒𝑖 ⊓ 𝑒𝑖 )) (18c)
in 𝑒1 ⊔ 𝑒2 ⊔ · · · ⊔ 𝑒𝑚
(b) disjoin
Listing 3. Event preprocessing algorithms used by condition.
For a Sum, the probability of 𝑒 is a weighted average of the probabilities under each subexpression.
For a Product, we define the semantics in terms of dnf 𝑒 (Lst. 10, Appx. A), so that:
(1) A Containment is dispatched to the subexpression 𝑆𝑛 for which vars 𝑒 ⊂ scope 𝑆𝑛 .
(2) AConjunction is factored according to the scopes of the subexpressions, so that subexpression
𝑆𝑖 computes (by independence) the probability of the Conjunction of subexpressions of 𝑒
whose variables are in scope 𝑆𝑖 (if any).
(3) A Disjunction is handled by the inclusion–exclusion principle.
4 CONDITIONING SUM-PRODUCT EXPRESSIONS ON EVENTS
Having described the syntax and semantics of the core calculus, we next present algorithms for
exact inference, i.e., conditioning the distribution defined by an SP (Lst. 2g) on an Event (Lst. 2c).
(Algorithms for conditioning on a conjunction of equality constraints, such as {𝑋 = 3} ∩ {𝑌 = 4},
are straightforward and omitted from this section.) The main result is a constructive proof of
Thm. 4.1, which establishes that SP is closed under conditioning on any Event.
Theorem 4.1 (Closure under conditioning). Let 𝑆 ∈ SP and 𝑒 ∈ Event be given, where P J𝑆K 𝑒 > 0.
There exists an algorithm which, given 𝑆 and 𝑒 , returns 𝑆 ′ ∈ SP such that, for all 𝑒 ′ ∈ Event, the proba-
bility of 𝑒 ′ according to 𝑆 ′ is equal to the posterior probability of 𝑒 ′ given 𝑒 according to 𝑆 , i.e.,
P J𝑆 ′K 𝑒 ′ ≡ P J𝑆K (𝑒 ′ | 𝑒) B P J𝑆K (𝑒 ⊓ 𝑒 ′)
P J𝑆K 𝑒 . (19)
Thm. 4.1 is a structural conjugacy property [Diaconis and Ylvisaker 1979] for the family of
probability distributions defined by the SP domain, where both the prior and posterior are identified
by elements of SP. Sec. 4.2 presents the domain function condition which proves Thm. 4.1 by
construction.We first discuss preprocessing algorithms which are key subroutines used by condition.
4.1 Algorithms for Event Preprocessing
Normalizing an Event The dnf function (Lst. 10, Appx. A) converts an Event 𝑒 to DNF (Def. 3.3)
in the usual semantics-preserving way. We next define “solved” DNF.
Definition 4.2. An Event 𝑒 is in solved DNF if (i) 𝑒 is in DNF; (ii) all literals within a clause 𝑒𝑖 of 𝑒
have different variables; and (iii) each literal (𝑡 in 𝑣) of 𝑒 satisfies 𝑡 ∈ Identity and 𝑣 ∉ Union.
Example 4.3. Using informal notation, the solved DNF form of the event {𝑋 2 ≥ 9} ∩ {|𝑌 | < 1} is
a formula with two clauses: [{𝑋 ∈ (−∞,−3)} ∩ {𝑌 ∈ (−1, 1)}] ∪ [{𝑋 ∈ (3,∞)} ∩ {𝑌 ∈ (−1, 1)}].
Lst. 3a shows the normalize operation, which converts an Event 𝑒 to solved DNF. In particular,
predicates with nonlinear arithmetic expressions are converted to predicates that contain only
linear expressions (which is a property of Transform and preimage; Appx. B); e.g., as in Eqs. (4)–(6).
Prop. 4.4 follows from E J𝑒K = E Jdnf 𝑒K and denotations of Union (Lst. 2a) and Disjunction (Lst. 2c).
Proposition 4.4. For all 𝑒 ∈ Event, E J𝑒K ≡ E J(normalize 𝑒)K.
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Disjoining an Event Suppose that 𝑒 ∈ Event is in DNF and has𝑚 ≥ 2 clauses. A key subroutine
in inference will be to rewrite 𝑒 in solved DNF (Def. 4.2) where all the clauses are disjoint.
Definition 4.5. Let 𝑒 ∈ Event be in DNF. Two clauses 𝑒𝑖 and 𝑒 𝑗 of 𝑒 are said to be disjoint if both
𝑒𝑖 and 𝑒 𝑗 are in solved DNF and at least one of the following conditions holds:
∃𝑥 ∈ (vars 𝑒𝑖 ). E J𝑒𝑖𝑥K𝑥 ≡ ∅ (20)
∃𝑥 ∈ (vars 𝑒 𝑗 ). E J𝑒 𝑗𝑥K𝑥 ≡ ∅ (21)
∃𝑥 ∈ (vars 𝑒𝑖 ) ∩ (vars 𝑒 𝑗 ) . E J𝑒𝑖𝑥 ⊓ 𝑒 𝑗𝑥K𝑥 ≡ ∅ (22)
where 𝑒𝑖𝑥 denotes the literal of 𝑒𝑖 that contains variable 𝑥 (for each 𝑥 ∈ vars 𝑒𝑖 ), and similarly for 𝑒 𝑗 .
Given a pair of clauses 𝑒𝑖 and 𝑒 𝑗 that are in solved DNF (as produced by normalize), disjoint?
(Lst. 11, Appx. A) checks if one of the conditions in Def. 4.5 hold. Lst. 3b presents the main algorithm
disjoin, which decomposes an arbitrary Event 𝑒 into solved DNF with disjoint clauses. Prop. 4.6
establishes the correctness and worst-case complexity of disjoin.
Proposition 4.6. Let 𝑒 ∈ Event be given and suppose that 𝑒1 ⊔ · · · ⊔ 𝑒𝑚 B (normalize 𝑒) has
exactly𝑚 ≥ 1 clauses. Put 𝑒 B (disjoin 𝑒). Then:
(4.6.1) 𝑒 is in solved DNF.
(4.6.2) ∀1≤𝑖≠𝑗≤ℓ . disjoint? ⟨𝑒𝑖 , 𝑒 𝑗 ⟩.
(4.6.3) E J𝑒K = E J𝑒K.
(4.6.4) The number ℓ of clauses in 𝑒 satisfies ℓ ≤ (2𝑚 − 1)ℎ , where ℎ B |vars 𝑒 |.
Proof. Suppose first that (normalize 𝑒) has 𝑚 = 1 clause 𝑒1. Then 𝑒 = 𝑒1, so (4.6.1) holds
since 𝑒1 = normalize 𝑒; (4.6.2) holds trivially; (4.6.3) holds by Prop. 4.4; and (4.6.4) holds since
ℓ = (2 − 1)ℎ = 1. Suppose now that (normalize 𝑒) has 𝑚 > 1 clauses. To employ set-theoretic
reasoning, fix some 𝑥 ∈ Var and define E′ J𝑒K B V JE J𝑒K𝑥K for all 𝑒 . Then for all 𝑥 and 𝑒
E′ J𝑒1 ⊔ · · · ⊔ 𝑒𝑚K = ∪𝑚𝑖=1E′ J𝑒𝑖K = ∪𝑚𝑖=1 (E′ J𝑒𝑖K ∩ ¬ [∪𝑖−1𝑗=1 (E′ J𝑒 𝑗 K)] ) (23)
= ∪𝑚𝑖=1
(
E′ J𝑒𝑖K ∩ [∩𝑖−1𝑗=1 (¬E′ J𝑒 𝑗 K)] ) (24)
= ∪𝑚𝑖=1
(
E′ J𝑒𝑖K ∩ [∩𝑗 ∈𝑘 (𝑖) (¬E′ J𝑒 𝑗 K)] ) (25)
where 𝑘 (𝑖) B {1 ≤ 𝑗 ≤ 𝑖 − 1 |E′ J𝑒𝑖K ∩ E′ J𝑒 𝑗 K ≠ ∅}, (𝑖 = 1, . . . ,𝑚) (26)
Eq. (25) follows from the fact that for any 𝑖 = 1, . . . ,𝑚 and 𝑗 < 𝑖 , we have
𝑗 ∉ 𝑘 (𝑖) =⇒ [ (E′ J𝑒𝑖K ∩ ¬E′ J𝑒 𝑗 K) ≡ E′ J𝑒𝑖K] . (27)
As negate (Lst. 9, Appx. A) computes set-theoretic complement ¬ in the Event domain and 𝑗 ∉ 𝑘 (𝑖)
if and only if (disjoint? 𝑒 𝑗 𝑒𝑖 ), it follows that the Events 𝑒 ′𝑖 B 𝑒𝑖 ⊓ 𝑒𝑖 (𝑖 = 2, . . . ,𝑚) in Eq. (18c) are
pairwise disjoint and are disjoint from 𝑒1, so that E J𝑒K = E q𝑒1 ⊔ 𝑒 ′2 ⊔ · · · ⊔ 𝑒 ′𝑚y. Thus, if disjoin
halts then (4.6.1)–(4.6.3) follow by induction.
We next establish that disjoin halts by upper bounding the number of clauses ℓ returned by any
call to disjoin. Recalling that ℎ B |vars 𝑒 |, we assume without loss of generality that all clauses 𝑒𝑖
(𝑖 = 1, . . . , 𝑛) in Eq. (18a) have the same variables {𝑥1, . . . , 𝑥ℎ}, by “padding” each 𝑒𝑖 with vacuously
true literals of the form (Id(𝑥𝑖) inOutcomes). Next, recall that clause 𝑒𝑖 in Eq. (18a) is in solved
DNF and has𝑚𝑖 ≥ 1 literals 𝑒𝑖 𝑗 = (Id(𝑥𝑖 𝑗) in 𝑣𝑖 𝑗) where 𝑣𝑖 𝑗 ∉ Union (Def. 4.2). Thus, 𝑒𝑖 specifies
exactly one hyperrectangle in ℎ-dimensional space, where 𝑣𝑖 𝑗 is the “interval” (possibly infinite)
along the dimension specified by 𝑥𝑖 𝑗 in literal 𝑒𝑖 𝑗 (𝑖 = 1, . . . ,𝑚; 𝑗 = 1, . . . ,𝑚𝑖 ). A sufficient condition
to produce the worst-case number of pairwise disjoint primitive sub-hyperrectangles that partition
the region 𝑒1 ⊔ · · · ⊔ 𝑒𝑚 is when the previous clauses 𝑒1, . . . , 𝑒𝑚−1 (i) are pairwise disjoint (Def. 4.5);
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condition Leaf(𝑥 𝑑 𝜎)𝑒 B
let 𝑣 be E J(subsenv 𝑒 𝜎)K𝑥 in match 𝑑
▷ DistS((𝑠𝑖 𝑤𝑖)𝑚𝑖=1) ⇒ match 𝑣
▷ {𝑠′1 . . . 𝑠
′
𝑙}
𝑏 ⇒ let1≤𝑖≤𝑚 𝑤′𝑖 be 𝑤𝑖1
[
∃1≤ 𝑗≤ℓ .𝑠′𝑗 = 𝑠𝑖
]
in Leaf(𝑥 DistS((𝑠𝑖 𝑤′𝑖)
𝑚
𝑖=1) 𝜎)
▷ else undefined
▷ DistR(𝐹 𝑟1 𝑟2) ⇒
match (intersection ((#f 𝑟1) (𝑟2 #f)) 𝑣)
▷ ∅ | {𝑟1 . . . 𝑟𝑚} ⇒ undefined
▷ ((𝑏1 𝑟 ′1) (𝑟
′
2 𝑏2)) ⇒ Leaf(𝑥 DistR(𝐹 𝑟 ′1 𝑟 ′2) 𝜎)
▷ 𝑣1 ⨿ · · · ⨿ 𝑣𝑚 ⇒ let1≤𝑖≤𝑚 𝑤𝑖 be D J𝑑K 𝑣𝑖
in let {𝑛1, . . . , 𝑛𝑘 } be {𝑛 | 0 < 𝑤𝑛 }
in let1≤𝑖≤𝑘 𝑆𝑖 be (condition Leaf(𝑥 𝑑 𝜎)
(Id(𝑥) in 𝑣𝑛𝑖 ))
in if (𝑘 = 1) then 𝑆1 else ⊕𝑘𝑖=1 (𝑆′𝑖 𝑤𝑛𝑖 )
▷ DistI(𝐹 𝑟1 𝑟2) ⇒
match (intersection ((#f 𝑟1) (𝑟2 #f)) 𝑣)
▷ {𝑟1 . . . 𝑟𝑚} ⇒ let1≤𝑖≤𝑚 𝑤𝑖 be D J𝑑K {𝑟𝑖}
in let {𝑛1, . . . , 𝑛𝑘 } be {𝑛 | 0 < 𝑤𝑛 }
in let1≤𝑖≤𝑘 𝑆𝑖 = (𝑥 DistI(𝐹 (𝑟𝑛𝑖−1/2) 𝑟𝑛𝑖 ) 𝜎)
in if (𝑘 = 1) then 𝑆1 else ⊕𝑘𝑖=1 (𝑆′𝑖 𝑤𝑛𝑖 )
▷ else // same as DistR
(a) Conditioning Leaf
condition ((𝑆1 𝑤1) ⊕ · · · ⊕ (𝑆𝑚 𝑤𝑚)) 𝑒 B
let1≤𝑖≤𝑚 𝑤′𝑖 be 𝑤𝑖 (P J𝑆𝑖K𝑒)
in let {𝑛1, . . . , 𝑛𝑘 } be {𝑛 | 0 < 𝑤′𝑛 }
in let1≤𝑖≤𝑘 𝑆′𝑖 be (condition 𝑆𝑖 𝑒𝑛𝑖 )
in if (𝑘 = 1) then 𝑆′1
else ⊕𝑘𝑖=1 (𝑆′𝑖 𝑤𝑛𝑖 )
(b) Conditioning Sum
condition (𝑆1 ⊗ · · · ⊗ 𝑆𝑚) 𝑒 B
match disjoin 𝑒
▷ 𝑒1 ⊓ · · · ⊓ 𝑒ℎ ⇒ //one ℎ-dimensional hyperrectangle⊗
1≤𝑖≤𝑚

match {1 ≤ 𝑗 ≤ ℎ | (vars 𝑒 𝑗 ) ⊂ (scope 𝑆𝑖 ) }
▷ {𝑛1, . . . , 𝑛𝑘 }
⇒ condition 𝑆𝑖 (𝑒𝑛1 ⊓ · · · ⊓ 𝑒𝑛𝑘 )
▷ {} ⇒ 𝑆𝑖

▷ 𝑒1 ⊔ · · · ⊔ 𝑒ℓ ⇒ //ℓ ≥ 2 disjoint hyperrectangles
let1≤𝑖≤ℓ 𝑤𝑖 be P J𝑆1 ⊗ · · · ⊗ 𝑆𝑚K𝑒𝑖
in let {𝑛1, . . . , 𝑛𝑘 } be {𝑛 | 0 < 𝑤𝑛 }
in let1≤𝑖≤𝑘 𝑆′𝑖 be (condition (𝑆1 ⊗ · · · ⊗ 𝑆𝑚) 𝑒𝑛𝑖 )
in if (𝑘 = 1) then 𝑆′1
else ⊕𝑘𝑖=1 (𝑆′𝑖 𝑤𝑛𝑖 )
(c) Conditioning Product
Listing 4. Implementation of condition for Leaf, Sum, and Product expressions.
and (ii) are strictly contained in 𝑒𝑚 , i.e., ∀𝑥 . E J𝑒 𝑗 K ⊊ E J𝑒𝑚K, ( 𝑗 = 1, . . . ,𝑚 − 1). If these two
conditions hold, then disjoin partitions the interior of the ℎ-dimensional hyperrectangle specified
by 𝑒𝑚 into no more than 2(𝑚 − 1)ℎ sub-hyperrectangles, which establishes (4.6.4). □
Example 4.7. The top panel in the figure to the left shows𝑚 = 4 rectangles in
Real× Real. The bottom panel shows a grid (in red) with (2𝑚 − 1)2 = 49 primitive
rectangular regions that are pairwise disjoint from one another and whose union
over-approximates the union of the 4 rectangles. In this case, 29 of these primitive
rectangular regions are sufficient (but excessive) to exactly partition the union
of the rectangles into a disjoint union. No more than 49 primitive rectangles are
ever needed to partition any 4 rectangles in Reals2, and this bound is tight. The
bound in (4.6.4) generalizes this idea to ℎ-dimensional space.
Remark 4.8. When defining 𝑒 in Eq (18b) of disjoin, ignoring previous clauses which are disjoint
from 𝑒𝑖 is essential for disjoin to halt, so as not to recurse on a primitive sub-rectangle in the interior.
4.2 Algorithms for Conditioning Sum-Product Expressions
Proof of Theorem. 4.1. We establish Eq. (19) by defining condition : SP → Event → SP, where
P J(condition 𝑆 𝑒)K 𝑒 ′ = P J𝑆K (𝑒 ⊓ 𝑒 ′)
P J𝑆K 𝑒 (𝑒, 𝑒 ′ ∈ Event;P J𝑆K 𝑒 > 0). (28)
Conditioning Leaf Lst. 4a shows the base cases of condition. The case of 𝑑 ∈ DistStr is straightfor-
ward. For 𝑑 ∈ DistReal, if the intersection (defined in second line of Lst. 4a) of 𝑣 with the support of
𝑑 is an interval ((𝑏 ′1 𝑟 ′1) (𝑟 ′2, 𝑏 ′2)), then it suffices to return a Leaf restricting 𝑑 to the interval, which
results in a CDF as in Eq (15). If the intersection is a Union 𝑣1 ⨿ · · · ⨿ 𝑣𝑚 (recall from Sec. 3 that
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Fig. 5. Conditioning a Product 𝑆 on an Event 𝑒 that defines an arbitrary union of hyperrectangles in Reals3.
Calling (condition 𝑆 𝑒) (Lst. 4c) invokes (disjoin 𝑒) (Lst. 3) which partitions the conditioning region into a
disjoint union of hyperrectangles, in this case converting two overlapping regions into five disjoint regions.
The result is a Sum-of-Product, whose 𝑖th child is restriction of 𝑆 to one of the disjoint hyperrectangles.
intersection ensures the 𝑣𝑖 are disjoint), then the resulting SP is a Sum, whose 𝑖th child is obtained
by recursively calling condition on 𝑣𝑖 and 𝑖th (relative) weight is the probability of 𝑣 under 𝑑 , since
D J𝑑K (intersect 𝑣 ′ (𝑣1 ⨿ · · · ⨿ 𝑣𝑚))
D J𝑑K (𝑣1 ⨿ · · · ⨿ 𝑣𝑚) = D J𝑑K⨿
𝑚
𝑖=1 (intersect 𝑣 ′ 𝑣𝑖 )∑𝑚
𝑖=1 D J𝑑K 𝑣𝑖 (29)
for any new 𝑣 ′ ∈ Outcomes. Eq. (29) follows from the additivity of D J𝑑K (the plots of 𝑋 in Figs. 3b
and 3d illustrate this idea). For 𝑑 ∈ DistInt, if the condition is {𝑟1 . . . 𝑟𝑚}, then the new SP is a
Sum of “delta”-CDFs whose atoms are located on the integers 𝑟𝑖 and weights are the (relative)
probabilities D J𝑑K {𝑟𝑖} (𝑖 = 1, . . . ,𝑚), using a similar argument as Eq. (29) (i.e., by reasoning about
finite sets as unions of singleton sets). Otherwise, the same computations hold as for DistReal.
Conditioning Sum Lst. 4b shows condition for 𝑆 ∈ Sum. Recalling the denotation P J𝑆K for
𝑆 ∈ Sum in Lst. 2g, this algorithm leverages the property:
P J(𝑆1 𝑤1) ⊕ · · · ⊕ (𝑆𝑚 𝑤𝑚)K (𝑒 ⊓ 𝑒 ′)
P J(𝑆1 𝑤1) ⊕ · · · ⊕ (𝑆𝑚 𝑤𝑚)K 𝑒 =
∑𝑚
𝑖=1𝑤𝑖P J𝑆𝑖K (𝑒 ⊓ 𝑒 ′)∑𝑚
𝑖=1𝑤𝑖P J𝑆𝑖K 𝑒 (30)
=
∑𝑚
𝑖=1𝑤𝑖 (P J𝑆𝑖K 𝑒)P J(condition 𝑆𝑖 𝑒)K 𝑒 ′∑𝑚
𝑖=1𝑤𝑖P J𝑆𝑖K 𝑒 = P J⊕𝑚𝑖=1((condition 𝑆𝑖 𝑒) ,𝑤𝑖P J𝑆𝑖K 𝑒)K 𝑒 ′, (31)
where the first equality of Eq. (31) applies Eq. (28) (inductively) for each 𝑆𝑖 (Eqs. (30)–(31) assume
for simplicity that P J𝑆𝑖K 𝑒 > 0 for each 𝑖 = 1, . . . ,𝑚; this assumption is relaxed in Lst. 4a).
Conditioning Product Lst. 4c shows condition for 𝑆 ∈ Product. The first step is to invoke disjoin
to rewrite dnf 𝑒 as ℓ ≥ 1 disjoint clauses 𝑒 ′1 ⊔ · · · ⊔ 𝑒 ′ℓ (recall from Prop. 4.6 that disjoin is semantics-
preserving). The first pattern in the match statement corresponds ℓ = 1, and the result is a new
Product, where the 𝑖th child is conditioned on the literals of 𝑒1 whose variables are contained in
scope 𝑆𝑖 (if any). The second pattern inmatch returns a Sum of Product, based on these properties:
P J𝑆1 ⊗ · · · ⊗ 𝑆𝑚K (𝑒 ⊓ 𝑒 ′)
P J𝑆1 ⊗ · · · ⊗ 𝑆𝑚K 𝑒 = P J𝑆1 ⊗ · · · ⊗ 𝑆𝑚K ((𝑒1 ⊔ · · · ⊔ 𝑒ℓ ) ⊓ 𝑒
′)
P J𝑆1 ⊗ · · · ⊗ 𝑆𝑚K (𝑒1 ⊔ · · · ⊔ 𝑒ℓ ) (32)
=
P J𝑆1 ⊗ · · · ⊗ 𝑆𝑚K ((𝑒1 ⊓ 𝑒 ′) ⊔ · · · ⊔ (𝑒ℓ ⊓ 𝑒 ′))∑ℓ
𝑖=1 P J𝑆1 ⊗ · · · ⊗ 𝑆𝑚K 𝑒𝑖 =
∑ℓ
𝑖=1 P J𝑆1 ⊗ · · · ⊗ 𝑆𝑚K (𝑒𝑖 ⊓ 𝑒 ′)∑ℓ
𝑖=1 P J𝑆1 ⊗ · · · ⊗ 𝑆𝑚K 𝑒𝑖 (33)
=
∑ℓ
𝑖=1 P J𝑆K 𝑒𝑖 P J(condition (𝑆1 ⊗ · · · ⊗ 𝑆𝑚) 𝑒𝑖 )K 𝑒 ′∑ℓ
𝑖=1 P J𝑆1 ⊗ · · · ⊗ 𝑆𝑚K 𝑒𝑖 = P
q⊕ℓ𝑖=1((condition 𝑆 𝑒𝑖 ) P J𝑆K 𝑒𝑖)y 𝑒 ′. (34)
The first equality in Eq (34) follows from Eq. (28) and the idempotence property (disjoin 𝑒𝑖 ) ≡ 𝑒𝑖 , so
that (disjoin 𝑒𝑖 ⊓ 𝑒 ′) ≡ (disjoin 𝑒𝑖 ) ⊓ (disjoin 𝑒 ′) ≡ 𝑒𝑖 ⊓ (disjoin 𝑒 ′). Thm. 4.1 is thus established. □
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𝑥 ∈ Var; 𝑦 ∈ArrayVar;𝑛 ∈Natural;𝑏 ∈ Boolean; 𝑟 ∈ Real; 𝑠 ∈ String;
𝑜arith ∈ {+, -, *, /, ˆ}; 𝑜bool ∈ {and, or}; 𝑜neg ∈ {not};
𝑜rel ∈ {<=, <, >, >=, ==, in}; 𝐷 ∈ {normal, poisson, choice, . . . };
𝐸 ∈ Expr B 𝑥 | 𝑛 | 𝑏 | 𝑟 | 𝑠 | 𝑦[𝐸] | 𝐷(𝐸∗) | (𝐸1, . . . , 𝐸𝑚)
| 𝐸1 𝑜arith 𝐸2 | 𝑜neg 𝐸 | 𝐸1 𝑜bool 𝐸2 | 𝐸1 𝑜rel 𝐸2
𝐶 ∈ Command B 𝑥 =𝐸 | 𝑦[𝐸1] =𝐸2 | 𝑥 ~𝐸
| 𝑦[𝐸1] ~𝐸2 | 𝑦 = array(𝐸) | skip | 𝐶1;𝐶2
| if 𝐸 then {𝐶1} else {𝐶2} | condition(𝐸)
| for 𝑥 in range(𝐸1, 𝐸2) {𝐶}
| switch 𝑥1 cases (𝑥2 in 𝐸) {𝐶}
Listing 5. Source syntax of Sppl.
(Sample)
𝐸 ⇓ 𝑑 ; where 𝑥 ∉ scope 𝑆
⟨𝑥 ~𝐸, 𝑆 ⟩ →SP 𝑆 ⊗ (𝑥 𝑑 {𝑥 ↦→ Id(𝑥)})
(Transform-Leaf)
𝐸 ⇓ 𝑡 ; where vars 𝑡 ∈ dom(𝜎), 𝑥 ∉ dom(𝜎)
⟨𝑥 =𝐸, Leaf(𝑥′𝑑 𝜎)⟩ →SP Leaf(𝑥′ 𝑑 (𝜎 ∪ {𝑥 ↦→ 𝑡 }))
(Transform-Sum)
𝐸 ⇓ 𝑡, ∀𝑖 . ⟨𝑥 = 𝐸, 𝑆𝑖 ⟩ →SP 𝑆′𝑖
⟨𝑥 = 𝐸, ⊕𝑚𝑖=1(𝑆𝑖 𝑤𝑖) →SP ⊕𝑚𝑖=1(𝑆′𝑖 𝑤′𝑖)
(Transform-Prod)
𝐸 ⇓ 𝑡, ⟨𝑥 = 𝐸, 𝑆 𝑗 ⟩ →SP 𝑆′𝑗 ; where 𝑗 B min{𝑖 | (vars 𝐸) ∈ scope 𝑆𝑖 } > 0
⟨𝑥 =𝐸, ⊗𝑚𝑖=1𝑆𝑖 ⟩ →SP ⊗𝑚𝑖=1,𝑖≠𝑗𝑆𝑖 ⊗ 𝑆′𝑗
(Seqence)
⟨𝐶1, 𝑆 ⟩ →SP 𝑆1, ⟨𝐶2, 𝑆1 ⟩ →SP 𝑆′
⟨𝐶1;𝐶2, 𝑆 ⟩ →SP 𝑆′
(IfElse)
𝐸 ⇓ 𝑒, ⟨𝐶1, condition𝑆 𝑒 ⟩ →SP 𝑆1,
⟨𝐶2, condition𝑆 (negate 𝑒) ⟩ →SP 𝑆2; where 𝑤 B P J𝑆K𝑒 > 0
⟨if 𝐸 then {𝐶1} else {𝐶2}, 𝑆 ⟩ →SP (𝑆1 𝑤) ⊕ (𝑆2 (1 − 𝑤))
(For-Exit)
𝐸1 ⇓ 𝑛1, 𝐸2 ⇓ 𝑛2; where 𝑛2 ≤ 𝑛1
⟨for 𝑥 in range(𝐸1, 𝐸2) {𝐶}, 𝑆 ⟩ →SP 𝑆
(For-Repeat)
𝐸1 ⇓ 𝑛1, 𝐸2 ⇓ 𝑛2; where 𝑛1 < 𝑛2
⟨for 𝑥 in range(𝐸1, 𝐸2) {𝐶}, 𝑆 ⟩→SP ⟨𝐶 [𝑥/𝑛1 ]; for 𝑥 in range(𝑛1 + 1, 𝐸2) {𝐶}, 𝑆 ⟩
Listing 6. Translating an Sppl command 𝐶 (Lst. 5) to an SP expression (Lst. 1f).
Fig. 5 shows an example of the structural closure property from Thm. 4.1. The algorithms in this
section are the first to describe probabilistic inference and closure properties for conditioning an
SP on a query that involves nonlinear transforms of random variables and predicates on set-valued
constraints. These constructs enable exact analysis of logical and arithmetic operations on random
variables in the Sppl programming language defined in the next section. In our query language,
computing (condition 𝑆 𝑒) or P J𝑆K 𝑒 is linear time in the size of 𝑆 whenever normalize 𝑒 is a single
Conjunction (as in the restricted query interface from Saad and Mansinghka [2016]): a sufficient
condition is that 𝑒 does not contain a Disjunction and all literals (𝑡 in 𝑣) of 𝑒 satisfy 𝑡 ∈ Identity.
5 TRANSLATING PROBABILISTIC PROGRAMS TO SUM-PRODUCT EXPRESSIONS
This section presents an imperative probabilistic language called Sppl and shows how to translate
each program in the language to an element 𝑆 ∈ SP, whose semantics P J𝑆K define the full distri-
bution on execution traces specified by the program. After 𝑆 is constructed, the inference engine
delivers exact answers to queries about an Event 𝑒 defined on variables in the program (Fig. 1):
(a) Conditioning program executions on 𝑒 , using condition from Sec. 4, Lst. 4.
(b) Computing the probability of 𝑒 , by evaluating P J𝑆K 𝑒 as defined in Sec. 3, Lst. 2g.
(c) Sampling 𝑒 (or a list of Var), by simulating from the distribution defined by P J𝑆K.
Lst. 5 shows the source syntax of Sppl, which contains standard constructs of an imperative language
such as array data structures, if-else statements, and bounded for loops. The switch-casemacro
is defined in Eq. (7). Random variables are defined using “sample” (~) and condition(𝐸) can be
used to restrict executions to those for which 𝐸 ∈ Expr evaluates to #t as part of the prior definition.
Lst. 6 defines a relation ⟨𝐶, 𝑆⟩ →SP 𝑆 ′, which translates a “current” 𝑆 ∈ SP and 𝐶 ∈ Command into
𝑆 ′ ∈ SP, where the initial step operates on an “empty” 𝑆 . (Lst. 19 in Appx. C defines a semantics-
preserving inverse of→SP). The ⇓ relation evaluates 𝐸 ∈ Expr to other domains in the core calculus
(Lst. 1a– 1e) using rules similar to Eq. (10). We briefly describe the key transition rules of→SP:
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(Transform-Leaf) updates the environment 𝜎 at each Leaf node.
(Transform-Sum) delegates to all subexpressions.
(Transform-Prod) delegates to the subexpression whose scope contains the transformed variable.
(For-Repeat) unrolls a for loop into a sequence of Command.
(IfElse) returns a Sum with two subexpressions, where the if branch is conditioned on the test
Event and the else branch is conditioned on the negation of the test Event. This translation
step involves running probabilistic inference on the current 𝑆 ∈ SP translated so far.
The rule for condition(𝐸) calls (condition 𝑆 𝑒) (Lst. 4) where 𝐸 ⇓ 𝑒 . This construct is included
to support additional modeling constructs as part of the definition of the prior, such as truncating
distributions. To ensure that an Sppl program translates to a well-defined (Lst. 2e) and finite-size
SP representation, each Sppl program has the following restrictions:
(R1) Variables 𝑥 ~𝐸 in (Sample) and 𝑥 =𝐸 in (Transform-Leaf) must be fresh (condition (C3)).
(R2) All branches of an if statement must define identical variables (condition (C4)).
(R3) Derived random variables are obtained via (many-to-one) univariate transformations (Lst. 2b).
(R4) Parameters of distributions 𝐷 or range must be either constants or random variables with
finite support; switch and condition can be used for discretization and truncation, e.g.:
mu ~ beta(a=4, b=3, scale=7)
num_loops ~ poisson(mu) # invalid
for i in range(0, num_loops): # invalid
[... commands ... ]
Invalid program (infinite SP representation)
mu ~ beta(a=4, b=3, scale=7)
# binspace partitions [0,7] into 10 intervals
switch (mu) cases (m in binspace(0, 7, n=10)):
num_loops ~ poisson(m.mean()) # discretization
condition (num_loops < 50) # truncation
switch num_loops cases (n in range(50)):
for i in range(0, n):
[... commands ... ]
Valid program (finite SP representation)
5.1 Optimization Techniques for Improving Scalability
Since discrete Bayesian networks can be encoded as Sppl programs, it is possible to write programs
where exact inference is NP-Hard [Cooper 1990], which corresponds to a sum-product represen-
tation that is exponentially large in the number of variables. However, many models of interest
contain (conditional) independence structure [Koller and Friedman 2009] (as in, e.g., Sec. 2.3) that
specify a compact factorization of the model into tractable subparts. Sppl uses several techniques
to improve scalability of translation (Lst. 6) and inference (Lst. 4) by automatically exploiting
independences and repeated structure to build compact representations when possible.
+
×
𝑆 ′1𝑆
×
𝑆1𝑆
Original
×
+
𝑆 ′1𝑆1
𝑆
Factorized
(a) Factorization
+
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𝑌𝑋𝑆
×
+
×
𝑆𝑌
. . .
𝑋
Original
+
×
𝑌𝑋
×
+
×
𝑆𝑌
. . .
𝑋
Deduplicated
(b) Deduplication
Fig. 7. Optimizations that exploit independences and repeated structure during translation of Sppl programs
to build compact sum-product representations. Blue subtrees represent identical components.
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Table 1. Measurements of SP size with and without the factorization/deduplication optimizations in Fig. 7.
Benchmark No. of Terms in Translated SP
Compression
Ratio (unopt/opt)Unoptimized Optimized
Hiring [Albarghouthi et al. 2017] 33 27 1.2x
Alarm [Nori et al. 2014] 58 45 1.3x
Grass [Nori et al. 2014] 130 59 2.2x
Noisy OR [Nori et al. 2014] 783 132 4.1x
Clinical Trial [Nori et al. 2014] 43761 4131 10.6x
Heart Disease [Spiegelhalter et al. 1993] 6581989 6257 1052x
Hierarchical HMM (Sec. 2.3) 29273397577908185 1787 16381308101795
Factorization An SP expression can be factorized without changing its semantics (Lst. 2g) by
“factoring out” common terms (Fig. 7a), provided that the factorized expression satisfies condi-
tions (C3) and (C4) in Lst. 2e. Factorization plays a key role in the (IfElse) rule of→SP: since all
statements before the if-else Command are shared by the bodies of the if and else branches,
any statements which are not involved in either branch can be typically factored out. Figs. 4c and 4d
(Sec. 2.3) show an example where factorization reduces the scaling from exponential to linear: since
the for loop refers only to variables from the previous time step, significant parts of the translated
SP from steps 1, . . . , 𝑡 − 2 are shared by the bodies of the switch statements at time step 𝑡 .
Deduplication When an SP expression contains duplicate subexpressions but cannot be factorized
without violating (C3) or (C4), we instead resolve the duplicates into a single physical representative.
Fig. 7b shows an example where the left and right components of the original expression contain
an identical subexpression 𝑆 (in blue), but factorization is not possible. Our optimizer returns a
deduplicated expression where 𝑆 is shared among the left and right components (dashed line).
Memoization While deduplication reduces memory overhead, memoization is used to reduce
runtime overhead. Consider either SP in Fig. 7b: calling condition on the Sum root will dispatch the
query to the left and right subexpressions (Lst. 4b). When implemented serially, we cache the results
of (condition 𝑆 𝑒𝑆 ) or (P J𝑆K 𝑒) when 𝑆 is visited in the left subtree so as to avoid recomputing the
result when 𝑆 is visited again in the right subtree. Memoization leads to significant runtime gains
in practice, not only for probabilistic inference but also for detecting duplicates during translation.
Measurements Table 1 shows the performance gains delivered by factorization and deduplication
for seven benchmarks. The compression ratio ranges between 1.2x to 1.64 × 1013x and is highest in
the presence of independence and repeated structure. Using memoization, we efficiently detect
duplicate subtrees during factorization and deduplication by comparing logical memory addresses
of internal nodes in 𝑂 (1) time instead of computing hashes which requires traversing subtrees.
6 EVALUATIONS
We implemented a prototype3 of Sppl and evaluated its performance on benchmark problems from
the literature. Sec. 6.1 compares the runtime of verifying fairness properties of machine learning
algorithms using Sppl to FairSquare [Albarghouthi et al. 2017] and VeriFair [Bastani et al. 2019],
two state-of-the-art fairness verification tools. Sec. 6.2 compares the runtime of conditioning and
querying probabilistic programs using Sppl to PSI [Gehr et al. 2016], a state-of-the-art tool for
exact, fully-symbolic probabilistic inference. Sec. 6.3 compares the runtime of computing exact
probabilities of rare events in Sppl to sampling-based estimates obtained by rejection sampling in
BLOG. Experiments were conducted on a 1.9GHz Intel i7-8665U CPU with 16GB of RAM.
3The reference implementation, examples, and benchmarks are available at https://github.com/probcomp/sppl.
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Table 2. Runtime measurements for 15 fairness verification tasks using Sppl, FairSquare, and VeriFair.
Decision
Program
Population
Model LOC
Fairness
Analysis
Runtime (seconds) Sppl Speedup Factor
FairSquare VeriFair Sppl vs. FairSquare vs. VeriFair
Independent 15 Unfair 1.4 16.0 0.01 140x 1600x
DT4 Bayes Net. 1 25 Unfair 2.5 1.27 0.03 83x 42x
Bayes Net. 2 29 Unfair 6.2 0.91 0.03 206x 30x
Independent 32 Fair 2.7 105 0.03 90x 3500x
DT14 Bayes Net. 1 46 Fair 15.5 152 0.07 221x 2171x
Bayes Net. 2 50 Fair 70.1 151 0.08 876x 1887x
Independent 36 Fair 4.1 13.6 0.03 136x 453x
DT16 Bayes Net. 1 49 Unfair 12.3 1.58 0.08 153x 19x
Bayes Net. 2 53 Unfair 30.3 2.02 0.08 378x 25x
Independent 62 Fair 5.1 2.01 0.06 85x 33x
DT𝛼16 Bayes Net. 1 58 Fair 15.4 21.6 0.12 128x 180x
Bayes Net. 2 45 Fair 53.8 24.5 0.12 448x 204x
Independent 93 Fair 15.6 23.1 0.05 312x 462x
DT44 Bayes Net. 1 109 Unfair 264.1 19.8 0.09 2934x 220x
Bayes Net. 2 113 Unfair t/o 20.1 0.09 — 223x
6.1 Fairness Benchmarks
Designing fair classification algorithms is a growing application area in applied machine learn-
ing [Kamiran and Calders 2009; Calders and Verwer 2010; Dwork et al. 2012]. Recently, Albarghouthi
et al. [2017] precisely cast the problem of verifying the fairness properties of a classification al-
gorithm in terms of computing ratios of conditional probabilities in a probabilistic program that
specifies both the data generating and the decision-making processes. Briefly, if (i) 𝐷 is a decision
program that (deterministically) decides whether to hire an applicant 𝐴; (ii) 𝐻 is a program that
generates random applicants; and (iii) 𝜙m (resp. 𝜙q) is a predicate on 𝐴 that is true if the applicant
is a minority (resp. qualified), then we say that 𝐷 is fair on 𝐻 if
Pr𝐴∼𝐻
[
𝐷 (𝐴) | 𝜙m (𝐴) ∧ 𝜙q (𝐴)
]
Pr𝐴∼𝐻
[
𝐷 (𝐴) | ¬𝜙m (𝐴) ∧ 𝜙q (𝐴)
] > 1 − 𝜖, (35)
where 𝜖 > 0 is a small, predetermined constant. Eq. (35) states that the probability of hiring a
qualified minority is 𝜖-close to the probability of hiring a qualified non-minority applicant. In
this evaluation, we compute the runtime needed by Sppl to obtain a fairness judgment (as in
Eq. (35)) for machine-learned decision and population programs, using a subset of the benchmark
set in Albarghouthi et al. [2017, Sec. 6.1]. We compare performance to the FairSquare and VeriFair
baselines [Albarghouthi et al. 2017; Bastani et al. 2019]. Table 2 shows the results. The first column
shows the decision making program (DT𝑛 means “decision tree” with 𝑛 conditionals); the second
column shows the population model used to generate data; the third column shows the lines of
code (in Sppl); and the fourth column shows the result of the fairness analysis (FairSquare, VeriFair,
and Sppl produce the same answer on all fifteen benchmarks). The final six columns show the
wall-clock runtime and speed up factors of Sppl as compared to FairSquare. We note that Sppl,
VeriFair, and FairSquare are all implemented in Python, which allows for a fair comparison.
The measurements indicate that Sppl consistently obtains probability estimates in milliseconds,
as compared to the several seconds or dozens of seconds required by the two baselines, with up to
3500x (vs. VeriFair) and 2934x (vs. FairSquare) speedup factors. We further observe that the runtimes
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Fig. 8. Comparison of typical workflows in modular and monolithic architectures. In Sppl, modeling, observ-
ing data, and querying are separated into distinct stages, which enables substantial efficiency gains from
computation reuse across multiple and/or datasets queries, as opposed to monolithic architectures such as
PSI which combine all these tasks into one large symbolic computation (daggers used in Table 3).
in FairSquare and VeriFair vary significantly. For example, VeriFair uses rejection sampling to
estimate Eq. (35) and a stopping rule to determine when the estimate is close enough, which leads
to unpredictable runtime (e.g., over 100 seconds for DT14 and only a few seconds DT4, Bayes Net. 2).
Similarly, FairSquare, which uses symbolic volume computation and hyperrectangle sampling, is
faster than VeriFair in some cases (e.g., DT14), but times out in others (DT44, Bayes Net. 2). In Sppl,
inference is exact and the runtime does not vary significantly both within and across the test cases.
Despite the runtime improvements, Sppl cannot solve all the fairness benchmarks that FairSquare
and VeriFair can, which include support vector machine and neural network decision models that
contain multivariate transformations (violating restriction (R3)). These do not have exact tractable
solutions, which necessitates approximate (but asymptotically correct) estimation methods such as
rejection sampling or hyperrectangle sampling. The performance–expressiveness trade-off here is
that Sppl is substantially faster on the subset of benchmarks it can solve, whereas FairSquare and
VeriFair can solve more fairness benchmarks at the cost of a higher and less predictable runtime.
6.2 Comparison to Exact Inference Using Symbolic Integration
We next compare the runtime Sppl to that of PSI [Gehr et al. 2016], a state-of-the-art symbolic
Bayesian inference engine, on a variety of inference problems that include discrete, continuous,
and transformed random variables. We first discuss the key architecture novelties in Sppl that
contribute to its significant runtime gains on the benchmark problems.
Architecture Comparison Fig. 8 compares the system architectures of Sppl, which we refer to
as a “modular architecture” and PSI, which we refer to as a “monolithic architecture”. In Sppl, the
typical workflow (Fig. 8a) involves three separate stages:
(S1) Translating the Sppl program into a sum-product representation 𝑆 ′.
(S2) Conditioning 𝑆 on a dataset to obtain a posterior representation 𝑆 ′.
(S3) Querying 𝑆 ′, using, e.g., prob to compute the posterior probability of an event.
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Table 3. Runtime comparison of PSI and Sppl on seven benchmark problems.
Benchmark Distribution Datasets⋄ System
Execution Runtime of Inference Stages
Translating
Program†
Conditioning
Program‡
Querying
Posterior★
Overall
Runtime
Digit
C×B784 10 Sppl 6.9 sec 10 × 7.7 sec 10 × (<0.01 sec) 84 secRecognition PSI 10 × 24.3 sec 10 × (<0.01 sec) 244 sec
TrueSkill P×Bi2 2 Sppl 4.7 sec 2 × 1.2 sec 2 × 0.1 sec 7.3 secPSI 2 × 41.60 sec ⋉ ⊘
Clinical B×U3
×B50×B50 10
Sppl 9.6 sec 10 × 2.5 sec 10 × (<0.01 sec) 36 sec
Trial PSI 10 × 107.3 sec 10 × (<0.01 sec) 1073 sec
Gamma G×T
×(T+T) 5
Sppl 0.02 sec 5 × 0.52 sec 5 × 0.03 sec 2.8 sec
Transforms PSI 5 × 0.68 sec; i/e ⋉ ⊘
Student P×B2×Bi4
×(A+Be)2 10
Sppl 6.1 sec 10 × 1.0 sec 10 × 0.3 sec 19 sec
Interviews2 PSI 10 × 540 sec; h/m (35GB) ⋉ ⊘
Student P×B10×Bi20
×(A+Be)10 10
Sppl 34.6 sec 10 × 4.8 sec 10 × 1.4 sec 97 sec
Interviews10 PSI o/m (64GB+) ⊘ ⊘
Markov B×B3
×N3×P3 10
Sppl 0.05 sec 10 × (<0.01 sec) 10 × (<0.01 sec) 0.5 sec
Switching3 PSI 10 × 182.9 sec 10 × (<0.01 sec) 1829 sec
Markov B×B100
×N100×P100 10
Sppl 4.1 sec 10 × 6.5 sec 10 × 0.5 sec 74 sec
Switching100 PSI o/m (64GB+) ⊘ ⊘
A: Atomic, B: Bernoulli, Be: Beta, Bi: Binomial, C: Categorical, N: Normal, G: Gamma, P: Poisson, T: Transform, U: Uniform.
⋄: Number of distinct datasets on which to condition the program.
†, ‡: Runtime of first two phases in Fig. 8; PSI implements these phases in a single computation.
★: Runtime of final phase in Fig. 8; the same query was used for all datasets of a given benchmark.
h/m: High-Memory; o/m: Out-of-Memory; i/e: Integration Error; ⋉ Unsimplified Integrals; ⊘ No Value.
A key advantage of this modular architecture is that multiple tasks can be run at a given stage
without rerunning previous stages. For example, we can observe multiple independent datasets
in (S2) without having to translate the prior representation from (S1) once per dataset; and, similarly,
we can run multiple queries in (S3) without having to condition on the dataset in (S2) once per query.
On the other hand, PSI adopts a “monolithic” approach (Fig. 8b), where a single program contains
the prior distribution over variables, “observe” (i.e., “condition”) statements for conditioning on a
dataset, and a “return” statement for the query. PSI converts the program into a symbolic expression
that represents the answer to the query; if this expression is “complete” (i.e., does not contain
unevaluated integrals or unnormalized distributions) it can be evaluated to obtain interpretable
answers (for e.g., plotting or tabulating); otherwise, when the result is “partial”, it is typically too
large or complex to be used for practical purposes. A key implication of the monolithic approach of
a system like PSI is that, unlike Sppl, computation is not reused—the entire symbolic solution is
recomputed from scratch on a per-dataset or per-query basis.
RuntimeComparison Table 3 shows a comparison of Sppl and PSI on seven benchmark problems.
Digit Recognition and Clinical Trial are from Gehr et al. [2016]; TrueSkill and Student Interviews
are from Laurel and Misailovic [2020]; and Markov Switching is the hierarchical HMM from Sec. 2.3.
The second column shows the random variables in each benchmark, which include continuous,
discrete, and transformed variables. The third column shows the number of independent datasets
on which to condition the program (for example, in Digit Recognition there are 10 independent
images being classified, and in Clinical Trial there are 10 independent medications being assessed).
The next three columns show the time needed to translate the program (stage (S1)), condition the
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Fig. 9. Distribution of end-to-end inference runtime for four benchmark problems from Table 3 using Sppl
and PSI. For each benchmark, one inference query is repeated over ten distinct datasets (dots).
program on a dataset (stage (S2)), and query the posterior distribution (stage (S3))—entries in the
latter two columns are written as 𝑛 × 𝑡 , where 𝑛 is the number of datasets and 𝑡 the average time
per dataset. In PSI, modeling and observing data occur in a single stage (represented as a merged
gray cell); querying the posterior is instantaneous when PSI produces a complete result with no
unsimplified integrals and times out when the result has remaining integrals (⋉). The final column
shows the overall runtime to complete all inference tasks on the 𝑛 datasets.
In Digit Recognition, Sppl translation takes 7 seconds and conditioning takes 10 × 7.7 seconds,
for a total runtime of 84 seconds. Translating and conditioning in Sppl take roughly the same time,
giving a 2x speedup by translating the program only once as opposed to 𝑛 times. In contrast, PSI
takes 10 × 24.3 seconds to compile and condition the program, for a total runtime of 244 seconds.
In TrueSkill, which uses a Poisson–Binomial distribution, Sppl translation (4.7 seconds) is
more expensive than both conditioning on data (1.2 seconds) and querying (0.11 seconds), which
highlights the benefit of amortizing the translation cost over several datasets or queries. In PSI,
generating the symbolic solution takes 2 × 41.6 seconds, but it contains remaining integrals and is
thus unusable.
The Gamma Transform benchmark tests the robustness of many-to-one transformations of
random variables, where 𝑋 ∼ Gamma(3, 1); 𝑌 = 1/exp𝑋 2 if 𝑋 < 1 and 𝑌 = 1/ln𝑋 otherwise; and
𝑍 = −𝑌 3 + 𝑌 2 + 6𝑌 . Each of the 𝑛 = 5 datasets specifies a different Boolean constraint 𝜙 (𝑍 ) and a
query about the posterior distribution of 𝑌 , which needs to out marginalize 𝑋 over the posterior
𝑋 | 𝜙 (𝑍 ). PSI reports that there is an error in its answer solution for all five datasets, whereas Sppl,
using the semi-symbolic transform solver from Appx. B.2, handles all five problems effectively.
The Student Interviews benchmark is an example where inference using Sppl scales linearly with
the increased dimensionality of the problem (the subscripts indicate the number of students). With
PSI, the two student case takes 540 seconds per dataset, consumes over 35 GB of memory (on a
server with 64 GB of RAM) and the answer has remaining integrals. The ten student case consumes
all available memory. A similar phenomenon is encountered in Markov Switching (three time points
and one hundred time points), which can be solved effectively by Sppl but are slow and memory
intensive with PSI for only three observations and run out of memory with 100 observations.
Runtime Variance Comparison Fig. 9 compares the variance of runtime using Sppl and PSI for
four of the benchmarks in Table 3. Each subplot shows the distribution, mean 𝜇, and standard
deviation 𝜎 of the end-to-end inference runtime for one query repeated over ten independent
datasets. In all benchmarks, the spread of Sppl runtime is lower than that of PSI, with a maximum
standard deviation 𝜎 = 0.48 sec. In contrast, the spread of PSI runtime is very high for Student
Interviews (𝜎 = 540 sec, range 64–1890 sec) and Clinical Trials and (𝜎 = 153 sec, range 2.75–470
sec). These differences are due to the fact the symbolic analyses performed by PSI are sensitive to
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Fig. 10. Comparison of the runtime needed to estimate the probability of an event using exact inference in
Sppl (x marker) and rejection sampling (dots) in BLOG, for events in decreasing order of probability. As the
probability of the event decreases, the runtime needed to obtain an accurate estimate using sampling-based
inference in BLOG increases, whereas Sppl delivers exact answers in milliseconds for all events.
the specific values of observed data, leading to less predictable inference runtime even for a fixed
query pattern over different datasets. In Sppl, the inference runtime on these benchmarks depends
only on the query pattern and not the specific numeric values in the query.
These experiments illustrate a similar trade-off in expressiveness and efficacy as the fairness
benchmarks from Sec. 6.1. Most prominently, restriction (R4) in Sppl does not exist in PSI, which
can therefore express more inference problems. However, the increased expressiveness of PSI
means that it sometimes delivers incomplete results. Memory and runtime often scale worse as
compared to Sppl, and runtime is typically higher variance. In addition, PSI’s architecture leads to
duplicated computation across different datasets or queries whereas computation is reused in Sppl.
6.3 Comparison to Sampling-Based Estimates of the Probability of Rare Events
We next compare the wall-clock time and accuracy of estimating probabilities of rare events in
a canonical Bayesian network from Koller and Friedman [2009] using Sppl and BLOG [Milch
et al. 2005]. Suppose that 𝑋 is a tuple of random variables and let 𝜙 (𝑋 ) be a Boolean predicate
(i.e., an Event, Lst. 1d). Rejection sampling is one of the few general-purpose inference methods
that can estimate the probability 𝑝 B Pr[𝜙 (𝑋 )] for a general predicate 𝜙 . The rejection sampler
in BLOG generates 𝑛 samples 𝑋 (1) , . . . , 𝑋 (𝑛) i.i.d. from the prior and then returns the estimate
𝑝 B
∑𝑛
𝑖=1 𝜙 (𝑋 (𝑖) )/𝑛. As discussed by Koller and Friedman [2009, Sec 12.13], low probability
events are the rule, not the exception, in many applications, as the probability of 𝜙 (𝑋 ) decreases
exponentially with the number of observed variables in 𝑋 . It is essential to have accurate estimates
of low probability events, for example when computing ratios of probabilities in medical diagnoses.
Each plot in Fig. 10 shows the runtime and probability estimates for a low-probability predicate
𝜙 . The horizontal red line shows the “ground truth” probability; the x marker shows the runtime
needed by Sppl to (exactly) compute the probability and the dots show the estimates from BLOG
with increasing runtime, which correspond to using more samples 𝑛. The accuracy of BLOG
estimates improve as the runtime increases. By the strong law of large numbers, these estimates
converge to the true value, but the fluctuations for any single run can be large (the standard error
decays as 1/√𝑛). Each “jump“ correspond to a new sample 𝑋 ( 𝑗) being generated that satisfies
𝜙 (𝑋 ( 𝑗) ) = 1, which increases BLOG’s current estimate. The plots show that (in absence of ground
truth) it can be hard to predict how much inference is needed in BLOG to obtain accurate estimates.
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The three predicates with log𝑝 = −12.73, log𝑝 = −15.83, log𝑝 = −17.32 do not converge within
the allotted time. Those that do converge take between 2 seconds (log𝑝 = −7.43) and 200 seconds
(log𝑝 = −14.48). In contrast, Sppl returns a result in around 100 milliseconds for all benchmarks.
7 RELATEDWORK
A distinctive aspect of this work is that it symbolically represents the full distribution on execution
traces specified by a probabilistic program using sum-product representations. Sppl delivers auto-
matic and exact inferences and is more effective than previous systems on existing benchmarks
that can be expressed in the language. We briefly compare Sppl to related approaches.
Symbolic Integration Several systems deliver exact inferences by translating a probabilistic
program and observed dataset into a symbolic expression whose solution is the answer to the
query [Bhat et al. 2013; Narayanan et al. 2016; Gehr et al. 2016; Carette and Shan 2016; Zhang
and Xue 2019]. The state-of-the-art solver, PSI [Gehr et al. 2016], is able to effectively solve many
inference problems that Sppl cannot express due to the modeling restrictions (R1)–(R4) (Sppl can
solve 14/21 benchmarks listed in [Gehr et al. 2016, Table. 1]). However, our comparisons in Sec. 6.2
on common benchmarks that both systems can solve (Table 3) find that PSI is often slower than
Sppl, and/or returns partial results with unsolved integrals or unnormalized distributions, even in
cases where the inference problem is tractable. In contrast, Sppl exploits conditional independence
structure to enable efficient inference (Sec. 5.1) and its sum-product representations do not contain
unevaluated integrals or other partial results. Moreover, Sppl’s modular architecture (Fig. 8) allows
expensive computations such as translating programs or conditioning on data to be amortized over
multiple datasets or queries, whereas PSI recomputes the symbolic solution from scratch each time.
Finally, for a fixed inference problem, PSI’s runtime can vary significantly and unpredictably across
different datasets (Fig. 9), whereas Sppl’s runtime remains largely stable.
Hakaru [Narayanan et al. 2016] is a PPL that delivers exact and automatic symbolic inference
using a modular, multi-stage workflow based on program transformations, where users (i) specify
a program that defines the prior distribution; (ii) condition the program, by disintegrating the
prior with respect to the return value; and (iii) apply the conditioned expression to data, which
returns an expression that represents the posterior distribution. In addition, Hakaru can be used
for symbolic disintegration against a variety of base measures [Narayanan and Shan 2020]. Our
evaluations compare against PSI because, as shown in Gehr et al. [2016, Table 1], the reference
implementation of Hakaru crashes or delivers incorrect or partial results on several benchmarks,
and, as mentioned by the system developers, does not support arrays or other constructs that enable
Hakaru to easily support dozens or hundreds of measurements. Our approach to exact inference,
which uses sum-product representations instead of general computer algebra, enables effective
performance on several practical problems, at the expense of the expressiveness of the language.
Sum-Product Networks: Molina et al. [2020] present the SPFlow library, which provides APIs for
constructing and querying standard sum-product networks using an object-oriented interface in
Python. Sppl leverages a new and more general sum-product representation and solves probability
and conditioning queries that are not supported by SPFlow, which includes many-to-one transfor-
mations and logical predicates that specify set-valued constraints on random variables. In addition,
we introduce a novel translation strategy (Sec. 5) that relies on these new probabilistic inference
algorithms (Sec. 4) and closure properties (Thm. 4.1). Moreover, whereas SPFlow is a “graphical
model toolkit”, Sppl is a standalone programming language where the user specifies a generative
description of a probabilistic process using standard constructs (e.g., variables, arrays, arithmetic
and logical expressions, loops, branches) that do not require users to manually construct an SPN.
Stuhlmüller and Goodman [2012] introduce the “factored sum-product network” (FSPN) and a
dynamic-programming approach to estimating marginal probabilities in probabilistic programs.
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FSPNs solve a different problem than Sppl, namely, how to convert a probabilistic program and any
functional interpreter into a system of equations whose solution is the marginal probability of the
program’s return value. FSPNs handle recursive procedures but only apply to discrete variables and
require solving fixed-points. In contrast, our work uses sum-product representation to symbolically
represent the distribution on execution traces of Sppl programs; this representation supports
discrete and continuous variables as well as simulation, conditioning, and probability queries about
any program variables, not only a single query about the marginal probability of a return value.
Further, Sppl is shown to be effective on several benchmark problems from the literature.
Factor Graphs: Previous PPLs have used factor graphs as compilation targets [McCallum et al.
2009; Pfeffer 2009; Minka et al. 2018]. These systems provide object-oriented APIs that require the
user to manually construct the factor graph, and are thus more similar to SPN libraries such as
SPFlow [Molina et al. 2020]. In addition, these systems typically leverage approximate inference
strategies such as loopy belief propagation [Minka et al. 2018] and do not support the full range
of exact and automatic probability and conditioning queries on events, whereas Sppl restricts the
space of programs to make such queries answerable without custom or approximate inference.
Probabilistic Logic Programming: A common approach to solving inference problems in discrete
models is to perform formal algorithmic reductions from probabilistic conditioning to weighted-
model counting (WMC) [Chavira and Darwiche 2008; Fierens et al. 2011; Vlasselaer et al. 2015].
Holtzen et al. [2020] perform this reduction starting from a probabilistic program. The key differ-
ences are that reductions to WMC support only discrete models, whereas Sppl supports continuous
and discrete distributions, exact analysis of many-to-one numerical transformations, bounded
loops, and stochastic branching on predicates that specify both numeric and nominal constraints. In
addition, the WMC approach intertwines modeling and conditioning during the reduction, whereas
Sppl separates modeling, conditioning, and querying into distinct and reusable stages.
Volume Computation: Computing the probability of a multivariate predicate (Sec. 4.1) has been
considered by Sankaranarayanan et al. [2013], Toronto et al. [2015], and Albarghouthi et al. [2017],
who employ various techniques for handling (possibly unbounded) non-rectangular regions. Our
approach supports predicates that involve nonlinear arithmetic, which are converted (Appx. B.2)
into linear arithmetic assertions that specify finite unions of overlapping (possibly unbounded)
rectangular regions. In our comparison to Albarghouthi et al. [2017] on fairness benchmarks
(Table 2), this restriction enables exact and faster analysis on regions specified by decision tree
algorithms as compared to methods that can approximate the volume of more complex regions.
Probabilistic Program Synthesis: The synthesis methods from Chasins and Phothilimthana
[2017] and Saad et al. [2019, Sec. 6] generate programs in DSLs that are subsets of Sppl, thereby
providing approaches to full and automatic synthesis of Sppl programs from tabular datasets.
8 CONCLUSION
We present the Sum-Product Probabilistic Language (Sppl), a new system that automatically
delivers exact probabilistic inferences on a broad range of queries. Sppl supports continuous and
discrete distributions, as well as many-to-one transformations and predicates involving set-valued
constraints on program variables. The system delivers complete and usable results to users, as
opposed to more expressive systems that use general symbolic algebra techniques but can return
incomplete or unusable results. We have presented a semantics for the sum-product representations
of the distribution on execution traces specified by Sppl programs and proved the soundness of
novel inference algorithms under these semantics. Our evaluations highlight the efficacy of Sppl
on inference problems in the literature and underscore the importance of our design decisions,
including the modular architecture and optimizations for building compact representations in the
presence of independences and repeated probabilistic structure.
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A DEFINITIONS OF AUXILIARY FUNCTIONS
Sec. 3 refers to the following operations on the Outcomes domain:
union : Outcomes∗ → Outcomes (36)
intersection : Outcomes∗ → Outcomes (37)
complement : Outcomes → Outcomes, (38)
where any implementation must satisfy the following properties:
𝑣1 ⨿ · · · ⨿ 𝑣𝑚 = union 𝑣∗ ⇐⇒ ∀𝑖 ≠ 𝑗 .intersection 𝑣𝑖 𝑣 𝑗 = ∅ (39)
𝑣1 ⨿ · · · ⨿ 𝑣𝑚 = intersection 𝑣∗ ⇐⇒ ∀𝑖 ≠ 𝑗 .intersection 𝑣𝑖 𝑣 𝑗 = ∅ (40)
𝑣1 ⨿ · · · ⨿ 𝑣𝑚 = complement 𝑣 ⇐⇒ ∀𝑖 ≠ 𝑗 .intersection 𝑣𝑖 𝑣 𝑗 = ∅ (41)
For example, Lst. 7 shows the implementation of complement, which operates separately on the
Real and String components; union and intersection are implemented similarly.
complement {𝑠1 . . . 𝑠𝑚}𝑏 B {𝑠1 . . . 𝑠𝑚}¬𝑏
complement ((𝑏1 𝑟1) (𝑟2 𝑏2)) B ((#f −∞) (𝑟1 ¬𝑏1)) ⨿ ((¬𝑏2 𝑟2) (∞ #f))
complement {𝑟1 . . . 𝑟𝑚} B ((#f −∞) (𝑟1 #t))
⨿ [⨿𝑚𝑗=2((#t 𝑟 𝑗−1) (𝑟 𝑗 #t))]
⨿ ((#t 𝑟𝑚) (∞ #f))
complement ∅ B {}#t ⨿ ((#f−∞) (∞ #f))
Listing 7. Implementation of complement on the sum domain Outcomes.
Lst. 8 shows the vars function for obtaining the variables in a Transform or Event expression.
vars : (Transform + Event) → P(Vars)
vars te = match te
▷ 𝑡 ⇒ match 𝑡
▷ Id(𝑥) ⇒ {𝑥}
▷ Root(𝑡 ′ 𝑛) | Exp(𝑡 ′ 𝑟) | Log(𝑡 ′ 𝑟) | Abs(𝑡 ′)
| Reciprocal(𝑡 ′) | Poly(𝑡 ′ 𝑟0 . . . 𝑟𝑚)
⇒ vars 𝑡 ′
▷ Piecewise((𝑡𝑖 𝑒𝑖)𝑚𝑖=1) ⇒ ∪𝑚𝑖=1 ((vars 𝑡𝑖 ) ∪ (vars 𝑒𝑖 ))
▷ (𝑡 in 𝑣) ⇒ vars 𝑡
▷ (𝑒1 ⊓ · · · ⊓ 𝑒𝑚) | (𝑒1 ⊔ · · · ⊔ 𝑒𝑚) ⇒ ∪𝑚𝑖=1vars 𝑒𝑖
Listing 8. Implementation of vars, which returns the variables in a Transform or Event.
Lst. 9 shows the negate function for computing the negation of an Event.
B TRANSFORMS OF RANDOM VARIABLES
This appendix describes the Transform domain in the core calculus (Lst. 1c), which is used to
express numerical transformations of real random variables.
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negate : Event → Event
negate (𝑡 in 𝑣) B match (complement 𝑣)
▷ 𝑣1 ⨿ · · · ⨿ 𝑣𝑚 ⇒ (𝑡 in 𝑣1) ⊔ · · · ⊔ (𝑡 in 𝑣𝑚)
▷ 𝑣 ⇒ (𝑡 in 𝑣)
negate (𝑒1 ⊓ · · · ⊓ 𝑒𝑚) B ⊔𝑚𝑖=1 (negate 𝑒𝑖 )
negate (𝑒1 ⊔ · · · ⊔ 𝑒𝑚) B ⊓𝑚𝑖=1 (negate 𝑒𝑖 )
Listing 9. Implementation of negate, which applies De Morgan’s laws to an Event.
dnf : Event → Event
dnf (𝑡 in 𝑣) B (𝑡 in 𝑣)
dnf 𝑒1 ⊔ · · · ⊔ 𝑒𝑚 B ⊔𝑚𝑖=1 (dnf 𝑒𝑖 )
dnf 𝑒1 ⊓ · · · ⊓ 𝑒𝑚 B let1≤𝑖≤𝑚 (𝑒 ′𝑗1 ⊓ · · · ⊓ 𝑒 ′𝑗,𝑘𝑖 ) be dnf 𝑒𝑖
in
⊔
1≤ 𝑗1≤𝑘1
...
1≤ 𝑗𝑚≤𝑘𝑚
𝑚l
𝑖=1
𝑒 ′𝑖, 𝑗𝑖
Listing 10. dnf converts and Event to DNF (Def. 3.3).
disjoint? : Event × Event → Boolean
disjoint? ⟨𝑒1, 𝑒2⟩ B match ⟨𝑒1, 𝑒2⟩
▷ ⟨⊓𝑚1𝑖=1 (Id(𝑥1,𝑖) in 𝑣1,𝑖 ),⊓𝑚2𝑖=1 (Id(𝑥2,𝑖) in 𝑣2,𝑖 )⟩
⇒ [∃1≤𝑖≤2.∃1≤ 𝑗≤𝑚𝑖 .𝑣𝑖 𝑗 = ∅)] ∨ [let {⟨𝑛1𝑖 , 𝑛2𝑖⟩}𝑘𝑖=1 be {⟨𝑖, 𝑗⟩ | 𝑥1,𝑖 =𝑥2, 𝑗 }in (∃1≤𝑖≤𝑘 .(intersection 𝑣1,𝑛1,𝑖 𝑣2,𝑛2,𝑖 ) = ∅)
]
▷ else⇒ undefined
Listing 11. disjoint? returns #t if two Events are disjoint (Def. 4.5).
B.1 Valuation of Transforms
Lst. 12 shows the valuation function T (Lst. 2b in the main text), which defines each 𝑡 as a Real
function on Real. Each real function J𝑇 K 𝑡 is defined on an input 𝑟 ′ if and only if ↓ RealOutcome 𝑟 ′ ∈
(domainof 𝑡) (Lst. 13 shows the implementation of domainof ).
B.2 Preimage Computation
Lst. 14 shows the algorithm that implements preimage (Eqs. (8) and (9) from the main text):
preimage : Transform → Outcomes → Outcomes (42)
(↓ RealOutcome 𝑟 ) ∈ V Jpreimage 𝑡 𝑣K ⇐⇒ T J𝑡K (𝑟 ) ∈ V J𝑣K (43)
(↓ StringOutcome 𝑠) ∈ V Jpreimage 𝑡 𝑣K ⇐⇒ (𝑡 ∈ Identity) ∧ (𝑠 ∈ V J𝑣K). (44)
The implementation of preimage uses several helper functions:
(Lst. 15) finv, which computes the preimage of each 𝑡 ∈ Transform at a single Real.
(Lst. 16) polyLim which computes the limits of a polynomial at the infinites.
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T : Transform → (Real → Real)
T JId(𝑥)K B 𝜆𝑟 ′. 𝑟 ′
T JReciprocal(𝑡)K B 𝜆𝑟 ′. 1/(T J𝑡K (𝑟 ′))
T JAbs(𝑡)K B 𝜆𝑟 ′. |T J𝑡K (𝑟 ′) |
T JRoot(𝑡 𝑛)K B 𝜆𝑟 ′. 𝑛√︃T J𝑡K (𝑟 ′)
T JExp(𝑡 𝑟)K B 𝜆𝑟 ′. 𝑟 (TJ𝑡K(𝑟 ′)) (iff 0 < 𝑟 )
T JLog(𝑡 𝑟)K B 𝜆𝑟 ′. log𝑟 (T J𝑡K (𝑟 ′)) (iff 0 < 𝑟 )
T JPoly(𝑡 𝑟0 . . . 𝑟𝑚)K B 𝜆𝑟 ′. ∑𝑚𝑖=0 (T J𝑡K (𝑟 ′))𝑖
T JPiecewise((𝑡𝑖 𝑒𝑖)𝑚𝑖=1)K B 𝜆𝑟 ′. if [(↓ RealOutcome 𝑟 ′) ∈ V JE J𝑒1K𝑥K] then T J𝑡1K 𝑟 ′
else if . . .
else if
[(↓ RealOutcome 𝑟 ′) ∈ V JE J𝑒𝑚K𝑥K] then T J𝑡𝑚K 𝑟 ′
else undefined
(iff (vars 𝑡1) = . . . = (vars 𝑡𝑚)
= (vars 𝑒1) = · · · = (vars 𝑒𝑚) C {𝑥}
Listing 12. Semantics of Transform.
domainof : Transform → Outcomes
domainof Id(𝑥) B ((#f −∞) (∞ #f))
domainof Reciprocal(𝑡) B ((#f 0) (∞ #f))
domainof Abs(𝑡) B ((#f −∞) (∞ #f))
domainof Root(𝑡 𝑛) B ((#f 0) (∞ #f))
domainof Exp(𝑡 𝑟0) B ((#f −∞) (∞ #f))
domainof Log(𝑡 𝑟0) B ((#f 0) (∞ #f))
domainof Poly(𝑡 𝑟0 . . . 𝑟𝑚) B ((#f −∞) (∞ #f))
domainof Piecewise((𝑡𝑖 𝑒𝑖)𝑚𝑖=1) B union [(intersection (domainof 𝑡𝑖 ) (E J𝑒K𝑥)]𝑚𝑖=1
where {𝑥} B vars 𝑡1
Listing 13. domainof returns the Outcomes on which a Transform is defined.
(Lst. 17) polySolve, which computes the set of values at which a polynomial is equal to a specific
value (possibly positive or negative infinity).
(Lst. 18) polyLte (), which computes the set of values at which a polynomial is less than (or equal)
a specific value.
In addition, we assume access to a general root finding algorithm roots : Real+ → Real∗ (not
shown), that returns a (possibly empty) list of roots of the degree-𝑚 polynomial with specified
coefficients. In the reference of Sppl, the roots function uses symbolic analysis for polynomials
whose degree is less than or equal to two and numerical analysis for higher-order polynomials.
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preimage 𝑡 𝑣 B preimage′ 𝑡 (intersection (domainof 𝑡) 𝑣)
preimage′ Id 𝑣 B 𝑣
preimage′ 𝑡 ∅ B ∅
preimage′ 𝑡 (𝑣1 ⨿ · · · ⨿ 𝑣𝑚) B union (preimage 𝑡 𝑣1) . . . (preimage 𝑡 𝑣𝑚)
preimage′ 𝑡 {𝑟1 . . . 𝑟𝑚} B preimage 𝑡 ′ (union (finv 𝑡 𝑟1) . . . (finv 𝑡 𝑟𝑚))
preimage′ 𝑡 ((𝑏left 𝑟left) (𝑟right 𝑏right)) B match 𝑡
▷ Radical(𝑡 ′ 𝑛) | Exp(𝑡 ′ 𝑟) | Log(𝑡 ′ 𝑟) ⇒ let {𝑟 ′left} be finv 𝑡 𝑟left
in let {𝑟 ′right} be finv 𝑡 𝑟right
in preimage 𝑡 ′ ((𝑏left 𝑟 ′left) (𝑟
′
right 𝑏right))
▷ Abs(𝑡 ′) ⇒ let 𝑣 ′pos be ((𝑏left 𝑟left) (𝑟right 𝑏right))
in let 𝑣 ′neg be ((𝑏right −𝑟right) (−𝑟left 𝑏left))
in preimage 𝑡 ′ (union 𝑣 ′pos 𝑣 ′neg)
▷ Reciprocal(𝑡 ′) ⇒ let ⟨𝑟 ′left, 𝑟 ′right⟩ be if (0 ≤ 𝑟left < 𝑟right)
then ⟨if (0 < 𝑟left) then 1/𝑟left else ∞,
if (𝑟right < ∞) then 1/𝑟right else 0⟩
else ⟨if (−∞ < 𝑟left) then 1/𝑟left else 0,
if (𝑟right < 0) then 1/𝑟right else −∞⟩
in preimage 𝑡 ′ ((𝑏right 𝑟 ′right) (𝑟
′
left 𝑏left))
▷ Polynomial(𝑡 𝑟0 . . . 𝑟𝑚) ⇒ let 𝑣 ′left be polyLte ¬𝑏left 𝑟left 𝑟0 . . . 𝑟𝑚
in let 𝑣 ′right be polyLte 𝑏right 𝑟right 𝑟0 . . . 𝑟𝑚
in preimage 𝑡 ′ (intersection 𝑣 ′right (complement 𝑣 ′left))
▷ Piecewise((𝑡𝑖 𝑒𝑖)𝑚𝑖=1) ⇒ let1≤𝑖≤𝑚 𝑣 ′𝑖 be preimage 𝑡𝑖 ((𝑏left 𝑟left) (𝑏right 𝑟right))
in let1≤𝑖≤𝑚 𝑣𝑖 be intersection 𝑣 ′𝑖 (E J𝑒𝑖K𝑥),
in union 𝑣1 . . . 𝑣𝑚 where {𝑥} B vars 𝑡1
Listing 14. preimage computes the generalized inverse of a many-to-one Transform.
finv : Transform → Real → Outcomes
finv Id(𝑥) 𝑟 B {𝑟}
finv Reciprocal(𝑡) 𝑟 B if (𝑟 = 0) then {−∞ ∞}else {1/𝑟}
finv Abs(𝑡) 𝑟 B {−𝑟 𝑟}
finv Root(𝑡 𝑛) 𝑟 B if (0 ≤ 𝑟 ) then {𝑟𝑛} else ∅
finv Exp(𝑡 𝑟0) 𝑟 B if (0 ≤ 𝑟 ) then {log𝑟0 (𝑟 )} else ∅
finv Log(𝑡 𝑟0) 𝑟 B {𝑟𝑟0}
finv (Polynomial 𝑡 𝑟0 . . . 𝑟𝑚) 𝑟 B polySolve 𝑟 𝑟0 𝑟1 . . . 𝑟𝑚
finv (Piecewise (𝑡𝑖 𝑒𝑖)𝑚𝑖=1) B union [(intersection (finv 𝑡𝑖 𝑟 ) (E J𝑒𝑖K𝑥))]𝑚𝑖=0,
where {𝑥} B vars 𝑡1
Listing 15. finv computes the generalized inverse of a many-to-one transform at a single Real.
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polyLim : Real+ → Real2
polyLim 𝑟0 B ⟨𝑟0, 𝑟0⟩
polyLim 𝑟0 𝑟1 . . . 𝑟𝑚 B
let 𝑛 be max{ 𝑗 | 𝑟 𝑗 > 0}
in if (even 𝑛) then (if (𝑟𝑛 > 0) then ⟨∞,∞⟩ else ⟨−∞,−∞⟩)
else (if (𝑟𝑛 > 0) then ⟨−∞,∞⟩ else ⟨∞,−∞⟩)
Listing 16. polyLim computes the limits of a polynomial limits at the infinities.
polySolve : Real → Real+ → Set
polySolve : 𝑟 𝑟0 . . . 𝑟𝑚 B match 𝑟
▷ (∞ | −∞) ⇒ let ⟨𝑟neg, 𝑟pos⟩ be polyLim 𝑟0 . . . 𝑟𝑚
in let f be 𝜆𝑟 ′. if (𝑟 =? ∞) then (𝑟 ′ = ∞) else (𝑟 ′ = −∞)
in let 𝑣neg be if (f 𝑟neg) then {−∞} else ∅
in let 𝑣pos be if (f 𝑟pos) then {∞} else ∅
in union 𝑣pos 𝑣neg
▷ else ⇒ (roots (𝑟0 − 𝑟 ) 𝑟1 . . . 𝑟𝑚)
Listing 17. polySolve computes the set of values at which a polynomial is equal to a specific value 𝑟 .
polyLte : Boolean → Real → Real+ → Outcomes
polyLte 𝑏 𝑟 𝑟0 . . . 𝑟𝑚 B match 𝑟
▷ −∞ ⇒ if 𝑏 then ∅ else (polySolve 𝑟 𝑟0 . . . 𝑟𝑚)
▷ ∞ ⇒ if ¬𝑏 then ((#t −∞) (∞ #t))
else let ⟨𝑟left, 𝑟right⟩ be polyLim 𝑟0 . . . 𝑟𝑚
in let ⟨𝑏left, 𝑏right⟩ be ⟨𝑟left = ∞, 𝑟right = ∞⟩
in ((𝑏left −∞) (∞𝑏right))
▷ else ⇒ let [𝑟s,𝑖 ]𝑘𝑖=1 be roots (𝑟0 − 𝑟 ) 𝑟1 . . . 𝑟𝑚
in let [⟨𝑟 ′left,𝑖 , 𝑟 ′right,𝑖⟩]𝑘𝑖=0 be [⟨−∞, 𝑟s,0⟩, ⟨𝑟s,1, 𝑟s,2⟩, . . . , ⟨𝑟s,𝑘−1, 𝑟s,𝑘⟩, ⟨𝑟s,𝑘 ,∞⟩]
in let fmid be 𝜆𝑟𝑟 ′. if (𝑟 = −∞) then 𝑟 ′
elseif (𝑟 ′ = ∞) then 𝑟
else (𝑟 + 𝑟 ′)/2
𝑡 ′ be Poly(Id(x) (𝑟0 − 𝑟 ) 𝑟1 . . . 𝑟𝑚)
in union
[
if T J𝑡 ′K (fmid 𝑟 ′left,𝑖 𝑟 ′right,𝑖 ) then ((𝑏 𝑟 ′left,𝑖) (𝑟 ′right,𝑖 𝑏))
else ∅
]𝑘
𝑖=0
Listing 18. polyLte computes the set of values at which a polynomial is less than a given value 𝑟 .
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(Product)
𝑆1 →Sppl 𝐶1, . . . 𝑆𝑚 →Sppl 𝐶𝑚
⊗𝑚𝑖=1 𝑆𝑖 →Sppl 𝐶1; . . . ;𝐶𝑚
(Sum)
𝑆1 →Sppl 𝐶1, . . . , 𝑆𝑚 →Sppl 𝐶𝑚 ; where 𝑏 is a fresh Var
⊕𝑚𝑖=1(𝑆𝑖 𝑤𝑖) →Sppl

𝑏 ~ choice({'1':𝑤1, . . . ,'𝑚':𝑤𝑚})
if𝑏 == '1' then {𝐶1}
else if . . .
else if𝑏 == '𝑚' then {𝐶𝑚}

(Leaf)
𝑑 ⇑ 𝐷(𝐸), 𝑡1 ⇑ 𝐸1, . . . , 𝑡𝑚 ⇑ 𝐸𝑚
(𝑥 𝑑 {𝑥 ↦→ Id(𝑥), 𝑥1 ↦→ 𝑡1, . . . , 𝑥𝑚 ↦→ 𝑡𝑚 }) →Sppl 𝑥 ~𝐷(𝐸);𝑥1 =𝐸1; . . . ;𝑥𝑚 =𝐸𝑚
Listing 19. Translating an SP expression (Lst. 1f) to an Sppl command 𝐶 (Lst. 5).
C TRANSLATING SUM-PRODUCT EXPRESSIONS TO SPPL PROGRAMS
Lst. 6 in Sec. 5 presents the relation→SP, that translates𝐶 ∈ Command (i.e., Sppl source syntax) to
a sum-product expression 𝑆 ∈ SP. Lst. 19 defines a relation→Sppl that reverses the→SP relation,
i.e., it converts expression 𝑆 ∈ SP to𝐶 ∈ Command. Briefly, (i) a Product is converted to a sequence
Command; (ii) a Sum is converted to an if-else Command; and (iii) a Leaf is converted to a
sequence of sample (~) and transform (=). The symbol ⇑ (whose definition is omitted) in the (Leaf)
rule converts semantic elements such as 𝑑 ∈ Distribution and 𝑡 ∈ Transform from the core calculus
(Lst. 1) to an Sppl expression 𝐸 ∈ Expr (Lst. 5) in a straightforward way; for example,
Poly(Id(X) 1 2 3) ⇑ 1 + 2^X + 3*X^2. (45)
It is easy to see that chaining→SP (Lst. 19) and→Sppl (Lst. 19) for a given Sppl program does
not preserve syntax, that is4
((𝐶 →∗SP 𝑆) →Sppl 𝐶 ′) →∗SP 𝑆 ′ does not imply 𝑆 = 𝑆 ′, (46)
((𝐶 →∗SP 𝑆) →Sppl 𝐶 ′) →∗SP 𝑆 ′ does not imply 𝐶 = 𝐶 ′. (47)
Instead, it can be shown that→Sppl is a semantics-preserving inverse of→SP, in the sense that
((𝐶 →∗SP 𝑆) →Sppl 𝐶 ′) →∗SP 𝑆 ′ =⇒ P J𝑆K 𝑒 = P J𝑆 ′K 𝑒 (∀𝑒 ∈ Event). (48)
Eq. (48) implies that Sppl is the formal language that corresponds to the class of sum-product
representations (which generalize sum-product networks). Thus, in addition to synthesizing full
Sppl programs from data using the PPL synthesis systems [Chasins and Phothilimthana 2017;
Saad et al. 2019] mentioned in Sec. 7, it is also possible (with the translation strategy in Lst. 19)
to synthesize Sppl programs using the wide range of techniques for learning the structure and
parameters of sum-product networks [Gens and Domingos 2013; Peharz et al. 2013; Lee et al. 2013,
2014; Adel et al. 2015; Dennis and Ventura 2015; Vergari et al. 2019; Trapp et al. 2019]. With this
approach, Sppl (i) provides users with a uniform representation of existing sum-product networks
as generative source code in a formal PPL (Lst. 5); (ii) allows users to extend these baseline programs
with modeling extensions supported by the core calculus (Lst. 1), such as predicates, transformations,
and decision trees; and (iii) delivers exact answers to an extended set of probabilistic inference
queries (Sec. 4) within a modular and reusable workflow (Fig. 1).
4The symbol𝐶 →∗SP 𝑆 means ⟨𝐶, 𝑆∅ ⟩ →SP 𝑆 , where 𝑆∅ is an “empty” SP used for the initial translation step.
