In this article, we continue our study of the previously [28] introduced concept of 'Frobenius structures' and symplectic spectral invariants in the context of symplectic spinors. By studying mainly the case of C 1 -small Hamiltonian mappings on symplectic manifolds M admitting a metaplectic structure and a parallelÔ(n)-reduction of its metaplectic frame bundle we derive how the construction of 'singularly rigid' resp. 'self-dual' pairs of irreducible Frobenius structures associated to this Hamiltonian mapping Φ leads to a Hopf-algebra-type structure on the set of irreducible Frobenius structures. The spectral cover of the self-dual irreducible Frobenius structure in question here realizes the graph of Φ. We then generalize this specific construction of a distinguished 'dual pair' and define abstractly conditions under which 'dual pairs' associated to a given C 1 -small Hamiltonian mapping emerge, these dual pairs are esssentially pairs (s1, J1), (s2, J2) of closed sections of the cotangent bundle T * M (where only s1 is assumed to be C 1 -small) and (in general singular) compatible almost complex structures on M satisfying certain integrability conditions involving a certain notion of Koszul bracket, connecting different levels of the Taylor expansions of the sections (s1, s2). In the second part of this paper, we translate these characterizing conditions for general 'dual pairs' of Frobenius structures associated to a C 1 -small Hamiltonian system into the notion of matrix factorization. We propose an algebraic setting involving modules over certain fractional ideals of function rings on M in which we prove that the set of 'dual pairs' in the above sense and the set of matrix factorizations associated to these modules stand in bijective relation. We prove, in the real-analytic case, a Riemann Roch-type theorem relating a certain Euler characteristic arising from a given matrix factorization in the above sense to (integral) cohomological data on M using Cheeger-Simons-type differential characters, derived from a given pair (s1, J1), (s2, J2). We propose extensions of these techniques to the case of 'geodesic convexity-smallness' of Φ and to the case of general Hamiltonian systems on M .
Semiclassics, functoriality and Frobenius structures
In this section we will briefly describe several (relatively simple) examples of phenomena that can be understood as functorial relations between certain categories of Frobenius structures, that is the category with objects (in general weak, possibly non-standard) Frobenius structures (M, Ω, L, ω) in the sense of Definition 3.8 on a fixed symplectic manifold (M, ω) and with morphisms being defined as symplectic diffeomorphisms of (M, ω) that are covered by homomorphisms of the family of representations of commutative algebras A ⊂ End(L) associated to the respective (Ω, L), arise in the context of semiclassical quantization and symplectic fixed point problems. The semiclassical viewpoint will be discussed in more detail in a subsequent paper ( [31] ), the categorical viewpoint will be examined more closely in joint work with S. Krysl.
where A 0 2 = (C · f 0,iI , A 2 (R 2n , iI)) with the notation of Section 2.3, s l , together with the givenÔ(n)-reduction P J L of P , determines the implicit sectionŝ l :
andP L is the preimage under ρ : M p(2n, R) → Sp(2n, R) of the maximally parabolic subgroup of Sp(2n, R) defined by L = R n × {0}. Recall also that G = H n × ρ M p(2n, R),P G/G 0 L ≃ P G /G 0 L and P G is as defined in (55)) (P G ≃P G = P × Mp(2n,R),Ad G) and we have chosen a metaplectic structure P over (M ,ω).P G over M is then by s l reduced to G 0 the symplectomorphism Φ but intrinsically on the initially chosen almost complex structure J. Note also that alternatively in the sense of the discussion below Theorem 3.14, we can understand L as the image of the global section of the bundle E Gr1(W) = P L to i N : N ⊂ U ⊂ M = T * N , is weakly rigid and self-dual. We will see that the answer to these questions is closely related to Kirillov's method that was treated in [?] , [?] . Note that in both cases discussed above, there exists an (essentially uniquely determined) generating function S : M → R with the property that s l = dS on M . We will see below that the set of generating functions as associated to Hamiltonian diffeomorphisms and certain 1-forms on the product M × M stands in close relationship to the set of 'self-dual' Frobenius structures associated to a Hamiltonian diffeomorphism (being C 1 -close to the identity). In our special cases, any of these two above Frobenius structures, given the additional exactness of the implicit Lagrangian section s l : M → T * M , is self-dual (and thus there exist sections that satisfy a 'time dependent Schroedinger equation', where the 'time parameter' here is the parameter space M ) after restriction of (Ω, L) resp.
(Ω l , L l ) to a Lagrangian submanifold L ⊂ M which plays in some sense the role of a polarization in Kirillov's theory, while the generating function S determines the 'phase'. In the case of the exact Lagrangian section l : N → T * N = M of the example discussed below Corollary 3.20, this Lagrangian submanifold is of course tautologically given by N , in the case of the Lagrangian section s l : M → T * M associated to an exact Hamiltonian diffeomorphism (which is always C 1 -close to the identity, for the time being), there is no such Lagrangian submanifold canonically given, which leads to the neccessity of the construction of certain notions of duality. To be more precise, the triple (Ω, L, ω 0 ) associated to the Hamiltonian diffeomorphism Φ as described above is not rigid, but a 'time dependent Schroedinger equation' characterizing 'dual pairs' and thus implying rigidity in the sense of Definition 3.8 will be satisfied if we tensor the former with a 'dual' irreducible standard Frobenius structure (Ω,L, ω 0 ) to be described below, while 'self-duality' is achieved by taking the tensor product of the latter two and a further pair of irreducible standard Frobenius structures induced by the involuation that twistes the factors in M ×M . Note that for our choice of S and L in the case of a C 1 -small Hamiltonian as above, the line bundles L andL are essentially complex-conjugates to another, while below we will construct more complicated examples of (self-)'duality' using Kirillov's theory. Thus, to describeL in the given case of a C 1 -small Hamiltonian diffeomorphism more closely, consider the Frechet-dual Q ′ of the symplectic spinor bundle Q over M (cf. Section 3.1) associated to a given metaplectic structure P on M and note that L ⊂ Q is 1-dimensional and locally given by elements of the form C · f h,T , h ∈ R 2n , T ∈ h, that is by maps s :P → G/G,G = G 0 L ⊂Û (n) whereP is the G-extension of P defined (46) inducing the mapŝ :P → A 2 defined in (48). The L 2 inner product on Q then associates canonically a one-dimensional subspace L ′ ⊂ Q ′ to L spanned locally on open sets U ⊂ M by maps of the type g →< g, C · f h,T >, g ∈ S(R n ) so that locallypr 1 •ŝ(x) ∈ C · f h(x),T (x) , x ∈ U . Then L ′ we define as our candidate for the 'dual'L. Of course the Frobenius multiplication Ω : T M → End(L) is then just given by (Ω(X)(f ))(g) =f (Ω * (X)g), g ∈ S(R n ),f ∈ L ′ ,
where Ω * = A 1 − iA 2 if we decompose Ω in the sense of Definition 3.8 (A 1 , A 2 are formally selfadjoint acting on L 2 (R n )). We will call irreducible Frobenius structures L ′ ⊂ Q ′ arising in this sense still (generalized) 'standard'. Of course, when extending the Schroedinger respresentation π of the Heisenberg group, as introduced in (10) to the complex numbers, the above 'dual' representation is in local frames simply the image of f 0,T0 under an appropriate element g ∈ G using the complex conjugate representation π instead of π. We will regard this choice of 'dual' to L as some sort of standard dual, closely ressembling Weil's choice of 'standard character' in [46] , the reason for the ressemblance will be clear below. On the other hand, let ι : M × M → M × M, ι(x, y) = (y, x) be the involution that 'switches the factors' and consider the graph of Φ in M × M , composed with ι, so gr ι Φ = ι • gr Φ ⊂ N(∆) ⊂ M × M . Furthermore, considerĴ ι = ι * Ĵ . Then we can repeat the above constructions for (gr ι Φ ,Ĵ ι ) instead of (gr Φ ,Ĵ) (note thatω remains fixed on M × M ) and arrive at two Frobenius structures (Ω ι , L ι , ω 0 ) and (Ω ι ,L ι , ω 0 ). In this situation, we can state:
in the sense of Definition 3.8 so that the two irreducible Frobenius structures
are (in general singularly) rigid and a dual pair in the sense of 6. of Definition 3.
defines an irreducible and self-dual Frobenius structure. The spectral cover of (Ω e , L e ) coincides with im(s l ) and thus intersects the zero-section M ⊂ T * M exactly at the fixed points of Φ.
Proof. We discussed above that Φ defines a standard irreducible (in general singular) Frobenius structure (Ω, L, ω 0 ) on M using Theorem 3.14 resp. Proposition 3.19, by duality we thus get a standard irreducible Frobenius structure (Ω,L, ω 0 ). Let λ ∈ Ω 1 (T * M ) be the canonical 1-form on T * M and note that since Φ is Hamiltonian, s * l λ ∈ Ω 1 (M ), where s l : M → T * M is the section defined by Φ as described above, is exact and we have exactly s * l λ = dS on M . Thus given a meta-unitary frame (P being reduced reduced
, U 0 open, determined by dualizing (using ω) the Darboux coordinate system on U given by ψ ω U,p , the form
where (x 0 , y 0 , x 1 , y 1 ) ∈ R 2n (cf. Remark 9.24 in [38] ), furthermore we have φ *
where the scalar product is defined here by interpretingL as complex conjugate as described above, thus we can inferL ι ⊂ Q and setting pointwise
as introduced in the proof of Theorem 3.14. Note then that for any p ∈ U ⊂ M , and with the above constructed local section s u :
P → R is the projection of P onto the symplectic frame bundle R, we can define an assignment
which by definition gives rise to the implicated global section ϑ(s l , S) : M → L (that we denote by the same symbol). Let s p : U → P the local frame that is associated to the symplectic Darboux coordinate system induced by
p (U ), using (2) and writing s
) and viewing (x 1 , y 0 ) as independent parameters on im(s ∆ l ) resp. U and thus x 0 , y 1 as functions of (x 1 , x 0 ) (which is possible exactly because Φ is C 1 -small) we infer for any
where
Note that ι φ locally maps the independent variables (x 1 , y 0 ) on U to (x 0 , y 1 ). Putting everything together and noting that with the above notations and choices the assertions of the theorem concerning duality of pairs are over any U ⊂ M as above and in the above coordinates equivalent to the validity of
for X ∈ Γ(T U ), x ∈ φ p (U ), we arrive at the assertion (3). All remaining assertions of the theorem are proven in complete analogy.
Of course we can pose the question if the above 4-tuple of irreducible, standard Frobenius structures defines the only pair of 'dual pairs' of Frobenius structures defining a self-dual, irreducible Frobenius structure in the sense of Definition 3.8 that is associated to a given exact symplectomorphism Φ (being C 1 -close to the identity). More precisely we aim first to classify the pairs of irreducible (in general weak) generalized standard Frobenius structures (Ω, L) resp. (Ω,L) in the sense of Definition 3.8 so that the spectral cover associated to (Ω e , L e ) = (Ω ⊗ 1 + 1 ⊗Ω, L 1 ⊗L 2 ) coincides with the image of the section s l : M → T * M with the above notation and (Ω, L) is (non-generalized) standard and coincides with the 'canonical' (or tautological) irreducible Frobenius structure (Ω, L) associated to Φ as defined above Theorem 1.1 while (Ω,L) is generalized standard and irreducible (both in general singular). Moreover we demand that with ι : M × M → M × M the involution defined above (Ω e , L e ) and (Ω e,ι , L e,ι ) are a dual pair in the sense of Definition 3.8. In a second step, we classify the irreducible, standard dual pairs in the above sense as a function of the underlying generating function S (resp. the Hamiltonian diffeomorphism Φ C 1 -close to the identity). We will see that classifying the dual pairs of Frobenius structures associated to the set of Φ in this sense leads to the problem of matrix factorizations on one hand and, as already mentioned, to Kirillov's orbit method on the other hand. To see this, note that as remarked above (4) Theorem 1.1 is in the coordinates introduced above locally equivalent to the specialization to T = iI and (x 0 , x 1 , y 0 ,ŷ 1 ) = (x 0 , x 1 , y 0 , y 1 ) of the following two local equations for
)dy 0 and the action of Ω on ϑ(s L , S) is as in the proof of Theorem 1.1 above) while T ∈ h:
while in the second line the evaluation on b j , j = 1, . . . , n (a i , b i , i = 1, . . . , n are here as defined in Section 2.3) entails a relative sign change between the first two and the subsequent summands on the left hand side since Ω * (J(·)) = −iΩ * (J(·)). We will see that this local condition is sufficient and neccessary to determine the pairs of generalized standard, irreducible Frobenius structures that give dual pairs in the above described sense. Assume we have given theG =Û (n) ⊂ G-reduction PG of P representing tautologously the standardG-reduction of the G-bundleP as given in (46) . Assume in addition we have given a global sectionŝ l : M →P G/G ≃ P G/G ≃P /G associated to a closed section s l : M → T * M resp. a Hamiltonian diffeomorphism Φ and the choice of the ω-compatible almost complex structure inducing PG, where
,Ad G as explained below (56).
As above, using these isomorphisms write local representants ofŝ
P → R is the projection of P onto the symplectic frame bundle R. Consider now φ : U 0 → N(∆) as defined in (1) and consider
G /G and if s p : U ⊂ M → P is the symplectic Darboux frame induced by s u (p) for a fixed p ∈ U on U as in the proof of Theorem 1.1, we have with
Denote by π Mp : G/G → M p(2n, R)/G the projection to the subquotient. Let nowŝ 2 : M →P G/G ≃ P G/G be another section of the bundleP G/G , with associated closed section s 2 (x) : M → T * M given by the composition ofŝ 2 withpr 1 : P G/G → T * M (the latter as described above Theorem 3.14), then there exists an equivariant map T :
for the image of T . Note that T is represented by projecting an automorphism (a gauge transformation, thus covering the identity on M ) g : P G → P G satisfyinĝ s l .g =ŝ 2 and being represented byg : P G → G to M p(2n, R)/G and restricting its image to P . Then we can locally write with s u as aboveŝ 2 
. Pulling back the local expressions forŝ 2 , s 2 to ∆ and using the Darboux frames s ∆ p (x) ∈ P ∆ as above, we have nearly proven the following theorem, which we postpone after having established the following Lemma. Note that here and in the following in this article, we assume that P is reducible toÔ(n) ⊂Û (n) ⊂ M P (2n, R), the corresponding reduction denoted as before by PG withG =Ô(n). This is for instance the case if M is equipped with a global Lagrangian distribution Λ ⊂ T M which we will occassionally, but not throughout, also assume to be invariant by ∇ thus giving a reduction of the associated connection Z on P toZ : T PG → o(n), where o(n) is the Lie algebra ofÔ(n).
be a global section of the Lagrangian Grassmannian of (T M, ω) inducing the chosen O(n)-reduction PG of P reducing the givenÛ (n) reduction of P induced by J. Then the C-bilinear map, dependent on the chosen ω-compatible structure J
where pr Λ : T * U → T * U for any Λ ∈ Γ(Lag(T M, ω), M ) denotes the projection onto Λ according to the direct sum decomposition T U = Λ ⊕ JΛ, is well-defined. We will call [·, ·] J,ΛG the (symplectic) Koszul bracket on M associated to J and ΛG (and frequently notationally suppress the dependency on ΛG in the following).
Proof. Since U (n) acts transitively on the set Lag(R 2n , ω 0 ) with isotropy group U (n), we conclude that the fibre bundle Lag(
is the symmetry group of the pair (ω, J), we see that it is also the symmetry group of any local bracket
), i ∈ I and acts transitively on the set of these local brackets, so all these coincide, which was the claim. Theorem 1.3. Given (M, ω) and a compatible almost complex structure J and associated metric g, P a metaplectic structure on M , to each pair of sectionsŝ l ,ŝ 2 : M → P G/G , where the associated s l : M → T * M is exact with S : M → R its primitive and s 2 : M → R associated toŝ 2 is closed, (notation as above) we can associate a map T :
JT is the Koszul bracket corresponding to J T (J T is defined below (6)), we have that if (Ω, L) is the canonical standard irreducible Frobenius structure associated toŝ l as above, (Ω,L) is the dual of the canonical standard irreducible Frobenius structure associated toŝ 2 and ι is the involution defined above, then the pair (Ω e , L e ) and (Ω e,ι , L e,ι ) associated as above define a dual pair in the sense of Definition 3.8 so that the spectral cover of (Ω e , L e ) coincides with im(s l ) = dS if and only if
where J T here and above is the almost complex structure on M associated to theÛ (n)-reduction of P given by π Mp •ŝ 2 and α ± J , α ± JT are the projections onto the ∓i-eigenspaces of J, J T on T C M , understood as R-linear injections T M ֒→ T C M . Furthermore, the condition (6) corresponds to the local condition (5) in the coordinates on ∆ introduced above.
Remark. In this special situation, that is under the requirement that the spectral cover of (Ω e , L e ) coincides with im(s l ) = dS, we see that the first condition means (while dualizing by ω) that the intersection E ⊂ Γ(T C M ) of the affine space −dS Proof. Note that relative to the frame s u : U ⊂ M → PG and corresponding trivialization φ u (x) : T x U → R 2n , x ∈ U , we can write the above two conditions (6) using φ u since Ad((φ u )
T ji a i for j = 1, . . . , n following the above comments as
where we noted that J T preserves < ·, · > T and < ·, · > in the last line simply means the scalar product on R. But pulling back the latter expressions via φ −1 p for a fixed p ∈ U gives exactly the local expressions relative to Darboux frames (5) . That these local conditions are neccessary and, given global well-definedness of (Ω, L), (Ω,L) and (7), also sufficient for the pair (Ω e , L e ) and (Ω e,ι , L e,ι ) to define a dual pair in the sense of Definition 3.8, is proven in complete analogy to the proof of Theorem 1.1. Note that the first two lines in (7) are equivalent to the condition that the spectral cover of (Ω e , L e ) coincides with im(s l ) = dS while the third line is, given that prior condition is satisfied, equivalent to (Ω e , L e ) and (Ω e,ι , L e,ι ) defining a dual pair in the sense of Definition 3.8. Note finally that given (6) with an appropriate S : M → R, there is is a C 1 -small Hamiltonian mapping Φ :
Remark. Note that the second condition in (6) or equivalently (7) resp. (5) reflects the fact that s l : M → T * M is by assumption not only exact (closed and sufficiently C 1 -small), but is given by the image of the graph of a symplectic diffeomorphism Φ :
If either the bijectivity or the C 1 -smallness of Φ or the fact that Φ is a symplectomorphism is dropped, the second condition of (6) ceases to hold, so the condition reflects a certain special symmetry in s l resp. its primitive, thus S. Note further that the 'dual partner' s 2 : M → R as associated toŝ 2 : M → P G/G in general neither is assumed to (or is concluded to) have this symmetry nor to be C 1 -small. Note also that the second condition in (6) or equivalently (7) resp. (5) has to be read as a data that connects different levels of Taylor expansions of a given function, here S, on M , while the 0-th degree of the expansion remains locally invisible but is of course the reason why the local equations 'assemble' to the global condition (6) . Analogously, we want to argue below how to derive an in some sense inverse result: any pair of 'dual' Frobenius structures in the sense of Theorem 1.3 defines, under an appropriate condition of 'geodesic convexity-smallness' (not neccessarily 'C 1 -smallness') a Hamiltonian system C 1 -close to the identity. We expect these results to generalize to the case of general Hamiltonian systems without the 'geodesic convexity-smallness', in which case we, up to now, only know the corresponding result to Theorem 1.1 (cf. [29] ), that is any Hamiltonian defines a pair of 'dual' Frobenius structures on M whose spectral cover intersects M exactly in the fixed points of its time 1-flow.
Matrix factorization
Before we address this question we will still give some brief remarks on another aspect of Theorem 1.3, commonly known as 'matrix factorization'. In the literature ( [36] and references therein), the category of matrix factorizations is for instance understood as consisting of a differential Z/2Z-graded category DB w0 (W ) that on the level of objects consists of ordered pairs P = (P 1 , P 0 ) of (finitely generated, projective) A-modules on an affine scheme X = Spec(A) and pairs of morphisms p = (p 1 , p 0 ), p 1 : P 1 → P 0 , p 0 : P 0 → P 1 so that there is a distinguished point w 0 ∈ X and a flat morphism W :
where we consider W, w 0 ∈ A. Morphisms are given by the Z/2Z-graded complex H(Q, P ) = i,j Hom(Q i , P j ) with grading (i − j)mod 2 and differential D acting on morphisms of degree k as
Note that for a given pair P = (P 1 , P 0 ) of A-modules and pairs of A-module maps p = (p 1 , p 0 ), p 1 : P 1 → P 0 , p 0 : P 0 → P 1 and an element x ∈ A so that p 1 • p 0 = (x)1 P0 and p 0 • p 1 = (x)1 P1 we can associate a 2-periodic complex over the ring B = A/(x)
which is B-free and exact if (x)/(x) 2 is free over B and thus a resolution of coker(p 0 ), where (·) denotes reduction mod(x). For any B-module E, we define H * (P , E) as the Z 2 -graded (co)homology group of the image of the complex P(p 1 , p 0 ) under Hom(·, E). Consider now the mapsŝ l ,ŝ 2 : M →P G/G ≃ P G/G ≃P /G as introduced above Theorem 1.3 defining a pair of (singular) irreducible (generalized) standard Frobenius structures with associated closed sections
,Ad G and a fixedGreduction of P . As above, we can associate a map T :
On the other hand we denote by T l,2 the set of fibrewise linear symplectic (smooth) vector bundle automorphisms of T * M \ π −1 (C l,2 ) covering the identity on M (we can here consider the bundle T * M as a symplectic fibre bundle over M , using the identification by ω : T * M ≃ T M and thus identifying the vertical bundle
where π : T * M → M and C l,2 is the union of the (as we assume) transversal intersections of s l and s 2 with the zero-section of T * M (compare Definition 3.8) which we assume to be a finite set of isolated points in M , in fact it follows that the s l , s 2 are described locally by Morse type singularities. Then given an automorphism g : P G → P G covering the identity over M , that is a section of
satisfyingŝ l .g =ŝ 2 and being represented by an Ad-equivariant mapg :
, p, q ∈ PG, q = p.g, g ∈G (using the complex structure J corresponding to PG to identify T M ≃ T * M ). We then claim Lemma 1.4. For any Ad-equivariant mapg :
. Outside of C l,2 ,g can be chosen so that this automorphism is fibrewise symplectic linear, so T l,2 ∈ T l,2 .
Proof. Of course the well definedness follows from the well-definedness of pr 1 , g, s 1 . Outside of C l,2 , s l and s 2 are given by sections of P G /G = (π * P (T M ) × Mp(2n,R) P )/G being locally represented by elements of the type ((y, q), x), (p, x), x ∈ M, 0 = y ∈ R 2n , q, p ∈ P . Recall that G acts on these elements from the right as in (56), thus as
Since Sp(2n, R) ⊂ G acts transitively on the set of vectors having the R 2n \ {0} (in fact Sp(2n, R) acts transitively on the set of ω 0 -symplectic bases and any non-zero vector in R 2n can be extended to a symplectic basis wrt ω 0 ) thus on the set of elements of P G with local representatives y = 0 as above.
Summarizing the above, we have associated to any pair of mapsŝ l ,ŝ 2 :
an affine linear endomorphism T l,2 ∈ End ω,aff (T * M ) of T * M covering the identity on M so that outside of C l,2 we can assume T l,2 to be fibrewise symplectic linear. Consider now the decomposition C l,2 = C l ∪C 2 ⊂ M where C l , C 2 are the sets of intersection of the above fixed closed sections s l , s 2 : M → T * M with the zero section of T * M , respectively, we assume C l , C 2 to be isolated and finite (and M to be compact or compact with boundary), furthermore we will assume in the following always that C l ∩ C 2 = ∅. Consider that to any sectionŝ : M → P G associated to a closed section s : M → T * M which intersects M ⊂ T * M transversally on C s and anÛ (n)-reduction of P we can associate the
) covering the identity and satisfying (10), it is clear that
) generated by the r-th power of the ideal
) whose singularity at C l is annihilated by some element c of p
, where r is the pole order of T , to be defined below and c −1 is regarded as an element of the quotient field of R = C ∞ (M, C). We will denote the subset of End ω (T * M \ π −1 (C l )) whose 'singularities at C l are annihilated' near C l by appropriate elements of p r l by End r ω (T * M \ π −1 (C l )) (analogously for C 2 ). Note that 'being annihilated near C l ' means here and in the above that there exists a g ∈ p r l resp. for any x i ∈ C l an element g xi of the power m ri xi of the maximal ideal of smooth functions at x i ∈ C l so that
where T ∈ End ω (T * M \ π −1 (C l )) and no element g xi ∈ m r xi with non-trivial image in m r xi /m ri xi and r < r i will satisfy the above. To understand the prior condition better we can reformulate it in terms of 'formal Laurent expansions' using Whitney's theorem [44] , that is we have:
is the m-th degree Taylor polynomial of a smooth function on R n at 0 and x ri is a homogeneous polynomial of degree r i .
Proof. We can assume that the preimages of the coordinate functions (y 1 , . . . , y n ) under the diffeomorphism Ψ xi : (U xi , x i ) → (R n , 0) actually generate the maximal ideal m xi at x i ∈ C l . This is because we can choose Riemannian normal coordinates induced by the pair (J, ω) on the appropriate nghbhds U xi and the distance function on U xi , restricted to the coordinate axes of Ψ −1 xi (R n ), thus translates into the linear coordinate functions on Ψ xi (U xi ). Then assuming (13) the equation (14) follows immediately since (Ψ
. . , n for r = r i if g xi ∈ m r xi and no g xi ∈ m r xi with non-empty image in m r xi /m ri xi and r < r i will achieve smoothness. On the other hand, assuming (14) , taking the same chart Ψ x as above and constructing by Whitney's Theorem a (matrix) function h jk ∈ C m (R n ) , m > 0 (in this case simply the Taylor polynomial to degree m) whose term-wise Taylor polynomial at zero coincides with J m 0 (x riT jk ) for any fixed m > 0 we see that (Ψ * xi )(x ri h.Ψ xi (s)) on U xi sufficiently small actually coincides with (g xi T )(s)|U xi (up to arbitrarily high order m) for a given s ∈ E(T * M, M ) and thus we also have (g xi T )(s) ∈ E(T * M, M ).
In other words, the entries of T at each x i ∈ C l have formal Laurent expansions with maximal pole order r i . Let for a given fixed T ∈ End
it is a C ∞ (M, C)-module. Note that the existence of a finite r ∈ N k + so that a given End ω (T
has to be assumed, that is in the following we will assume that the following is valid:
, which is the case if and only if there exist for any x ∈ M a sufficiently small nghbhd U x ⊂ M and Riemannian normal coordinates on U x wrt to the chosen tupel (ω, J) so that with r = (r 1 , . . . , r k ) ∈ N k + one has that (14) is satisfied.
Of course the proof of this last assertion follows immediately from Lemma 1.5. We then get for r = (r 1 , . . . r k ), r i > 0 by continuous extension a map Ψ : End
, where P(M ) denotes the power set of a set M given by Ψ(T ) = M r,T (T * M, C l ) and if ev :
is the map that assigns to each subset the set of its elements we arrive at a well-defined map
where C 2 is arbitrary and M r (T * M, C l ) is generated as described priorly by p
for some appropriate r = (r 1 , . . . , r k ) and 1 = (1, . . . , 1). It is then clear that for a fixed T ∈ End
Consider now a map T l,2 ∈ End ω,aff (T * M ) associated to the sectionsŝ l ,ŝ 2 : M →P G/G as described above, we will see below (Lemma 1.9) that we can consider it as a fibrewise linear map T l,2 ∈ End r ω (T * M \ π −1 (C l )) for some appropriate r as above (see also Assumption/Lemma 1.9 below) and thus as an endomorphism
On the other hand, if J is the set of ω-compatible almost complex structures on M , we can view T : P → M p(2n, R)/Û (n) a priorily as a map T ∈ End(J) that maps by definition J to J T by using the pointwise identification J x ≃ h and the corresponding action (by conjugation) of Sp(2n, R) on h with stabilizer U (n). Givenŝ l ,ŝ 2 : P G → G/G and assuming (as we will do throughout in the following) that P J L and P JT L are isomorphic asÔ(n)-reductions of P we have a global section ϕ of (P
, where hereÔ(n) acts by the adjoint mapping so that the diagram
where (P J L )Ô (n) (Sp(2n, R)/Ô(n)) = P J L ×Ô (n) Sp(2n, R)/Ô(n) (again withÔ(n) acting via Ad), σ is the natural functorialism on associated bundles induced by the canonical projection Sp(2n, R) → M C . For this consider that we can parameterize the elements L ∈ h, the Siegel upper half-space (compare Section 2.3) of symplectic standard space (V = R 2n , ω 0 , J 0 ), resp. the set of totally complex positive Lagrangian subspaces of V C resp the set of symmetric, positive, antilinear maps T (L) : V → V satisfying
where symmetry of T (L) is measured wrt the real part of the Hermitian form x, y 0 = ω 0 (·, J 0 ·) + iω 0 (·, J 0 ·), 'positivity' of T (L) means here T (L)x, T (L)y 0 < x, y 0 ∀x, y ∈ V and positivity of L is measured wrt the Hermitian form H(z, w) = ω 0 (z, w), z, w ∈ V C , for more details cf. Sternberg [40] . We then have, by following loc. cit., that when considering the map
where g = ( A B B A ) , A, B ∈ M (n, R) is the decomposition of g ∈ Sp(2n, R) into J 0 -linear and J 0 -antilinear parts. Denoting B(g, L) = BT (L) + A, we note that by loc. cit., Chapter 5, B(g, L) satisfies the coycle condition
We will in the following understand T = ϕ : P J L → Sp(2n, R) as being the (essentially unique) fibrewise symplectic map on (T C M, ω) that is induced by the map T ∈ End(J) interpreted as a map g : P → M p(2n, R)/Û(n)) constructed above under the above isomorphism of symplectic actions on h resp. on the set of (fibrewise) positive Lagangians of T C M , intertwining the implied action on V C (using L up to the fibrewise cocycle B relative to the fixed element J ∈ J). Note that the presence of B means that T is symplectic as a vector bundle isomorphism on (T C M, ω) covering the identity, that is an element of End 2 ) ), where the multiindex r has to be specified, but the assignment (g : P → M p(2n, R)/Û(n)) → T in this sense is not a homomorphism wrt the implicit Sp(2n, R)-actions on h resp. V C , due to the 'cocycle property' of B. Summarizing the above discussion, we associate to two elements J, J T ∈ J (resp. a symplectic connection ∇ so that ∇J = 0, anÔ(n)-reduction o P associated to (∇, J) as above) and a chosen lift T = ϕ : P J L → Sp(2n, R) intertwining J and J T in the above sense a smooth function B(J,
wrt to local coordinates L(x) being associated to J(x) (in a local frame), g(x) induced by T (x) as in the above, it follows immediately from the above that B(J, J T ) is independent of the local choice ofÔ(n)-frame. Note that for a given section s ∈ E(T * M ) and an element J ∈ J we can consider the onedimensional over C distribution E J,s = span C (s, J * s) ⊂ T * C M and consider the restriction B(J, J T )|E J,s (it follows from the above that B(J, J T ) : E J,s → E JT ,s . Since (s, J) resp. (s, J T ) defines a canonical basis of E J,s resp. E JT ,s we can consider B(J, J T )|E J,s pointwise over M as a conformal mapping (in fact, a Moebus transformation) on C, we will write the corresponding complex-valued function as B C (J, J T , s). We note (compare [40] ) that any fixed smooth section J : M → P ×Û (n) J 0 (here, J 0 is the set of complex structures on symplectic standard space) in this sense gives rise to a cocyle
,Ad Sp(2n, R)/Û(n) and we understand J(x) = (p(x), T 0 (x)), x ∈ M, p(x) ∈ (PÛ (n) ) x and g = ( A B B A ) , A, B ∈ M (n, R) is the decomposition of g ∈ Sp(2n, R) into J 0 -linear and J 0 -antilinear parts, parameterizing the respective fibre J x , x ∈ M as above and log(re it ) = ln(r) + it, r > 0, t ∈ [0, 2π). The map χ J is a coycle in the sense that if g 1 , g 2 ∈ End ω (T * M ) are two fibrewise symplectic endomorphisms of T * M acting on Γ(J) in the obvious way, then
for a proof see [40] . The cocycle χ J will be needed particularly later on in the treatment of the non-C 1 -small case using the symplectic spinor viewpoint. Note that χ J descends to a R/Z-valued function on M (exactly by pulling back by a secondary element J T ∈ J), thus defining (by [4] ) an elementχ J,JT of H 1 (M, Z). Definition 1.7. We will denote the elementχ J,JT = J * T (χ J ) of H 1 (M, Z) associated to a givenÛ (n) reduction of P and given element J, J T ∈ J the relative symplectic genus of (M, ω, J, J T )
± , where J 0 is the set of compatible complex structures on (R 2n , ω 0 ). The above global action is then induced by the action of Sp(2n, R) on Gr((T
) as a map (denoted by the same symbol) T : E(T C M ) → E(T C M ) and extending T l,2 complex-linearly to a map T l,2 : M(T * C M, C l ) → E(T * C M, M \ C 2 ) and finally dualizing T using ω and restricting the dualized map
Note that on the level of elements of T * M , T * C M resp. symplectic vector bundle bundle automorphisms covering the identity in T * M resp. T Assume now that the mapsŝ l ,ŝ 2 : M →P G/G define a pair of dual (generalized standard irreducible, in general singular) Frobenius structures in the sense of Theorem 1.3 with C l , C 2 the sets of (transversal) intersection of the associated closed sections s l , s 2 : M → T * M with the zero-section of T * M and T l,2 and T * are associated toŝ l ,ŝ 2 in the sense described above. We now want to argue how, by slightly
we can modify the mappings in (18) into a pair of morphisms in the sense of (8) . Let E 0 (T * M, M \ C 2 ) be the submodule of E(T * M, M \ C 2 ) whose elements s have poles on C 2 that are actually annihilated near C 2 (in the same sense as in (15)) by an appropriate finite power of the ideal
, that is there exists a multi-index r ≥ 0 and a g ∈ p r 2 so that gs ∈ E(T * M, M ).
, so elements of the quotient field of C ∞ (M, C) on M , that either vanish or take the value ∞ ∈ P 1 on C 2 . In the following, we will restrict the maximal order of the poles on any
in the sense of (15), denoting the resulting module resp. ring by
. Here we identify P 1 ≃ S 2 , S 2 being the one point compactification of C and smoothness of a function f near a pole x ∈ C 2 is of course defined as smoothness of 1/f near x. Note that while we assume that at any x i ∈ C 2 any element of M 0 ∞ (T * M, C 2 ) is annihilated in the sense of (15) by an element of a fixed finite power of m xi at x i , we do not denote this number explicitly. On the other hand, we denote for a multiindex r = (r 1 , . . . , rk),k = |C 2 |,
2 )/r and for any x i ∈ C 2 there exists an
xi and an elementr = (r 1 , . . . ,rk) ∈ Nk withr i ≤ r i so that
that is the denominators in M r ∞ (T * M, C 2 ) have lower or equal maximal orderr i as the minimal order of the vanishing ideals generating M r (T * M, C 2 ). If r is such that each gr i is neccessarily an element of M r (T * M, C 2 ) while (20) holds, we will call r the order of the fractional ideal
We then claim that T l,2 , after eventually modifying T l,2 |span(s l ) ⊥ appropriately, extends to a mapT l,2 : M
On the other hand, since by assumption T l,2 , T * (in (18) ) satisfy the first line of (6),
C M, C l ) since dS and s l both vanish exactly at C l and the order of vanishing on C l is determined by byŝ l : M →P G/G . Finally note that we can restrict T * in (18) to Mr ∞ (T * C M, C 2 ). We denote from now on by W ·I
where W acts on an element of T ∈ h (understood as a complex symmetric n × n-matrix) by scalar multiplication and interpreted as a fibrewise symplectic mapping
) covering he identity on M using the correspondence discussed above (18), we conclude that wrt some chosen local O(n)-frame adopted to the given Lagrangian distribution Λ ⊂ T * M and for a local sectionŝ :
where I n = Id R n , note that * thus depends on the choice of PG ⊂ P and in especially on J, we will notationally suppress this dependency in the following when the context allows it. Thus, if we compose κ J : T M ≃ T J C M + with ω-duality the pointwise multiplication of T ∈ h with W ∈ C ∞ (M, C l,2 , P 1 ) corresponds as a (fibrewise, real) symplectic mapping to the multiplication W * and preserves evidently
). In the following we will implicitly always use * (resp. * J to emphasize its dependency on J) in the diverse module structures on (subsets of) E 0 (T * M, M \ C l,2 ) over the diverse function rings above, so we will for instance replace the native ·-multiplication of elements of C ∞ (M, C l,2 , P 1 ) or subsets of it on sections E 0 (T * M, M \ C l,2 ) by the multiplication given by * .
To be more precise we define (13), (20) resp. (14) and T ∈ End r ω (T * M \ π −1 (C l )) as above, while replacing the R-multiplication in (20), (20) resp. (14) by * J . In addition, since M r (T * C M, C l ) defined in this way is in general not J-invariant for a given ∇-parallel almost complex structure associated to theG-reduction PG ⊂ P , we require M
k and is left invariant by J.
) an appropriate ideal reflecting the set of 'minimal vanishing orders'. We will suppress notationally in the following in general the dependence of M
on J as long as it is clear which almost complex structure i.e.Õ(n)-reduction PG of P is involved in its definition (note that * in fact depends not only on J, but on ΛG and the chosen PG). To proceed we need the following observation/assumption: Assumption/Lemma 1.9. Consider the classification of irreducible standard (singular) Frobenius structures on Proposition 3.13 resp. Theorem 3.14 and assume that a given pair of (nonsingular) mapŝ s 
are given by |s l | 2 and |s 2 | 2 respectively, where the norms are induced by (ω, J 0 ) and (ω, J T,0 ), respectively and
, in fact in the transversal case we infer r = 1,r = 1. In the following, we will consider only (pairs of ) 'singular' irreducible (generalized) standard Frobenius structuresŝ l ,ŝ 2 : M →P G/G that are endpoints of an (on M \ C 2 resp. M \ C l ) smooth homotopy of smooth maps in the sense of (the proofs of ) Proposition 3.13 and Theorem 3.14 intersecting the zero section of T * M transversally. We finally note that the set
is generated by x∈C2 m x , m x maximal ideal at x ∈ M , and 1/r ∈ K resp. p(C 2 )/r is an element of the (generalized) ideal quotient in K of the ideals 1 resp. p(C 2 ) in the ring R.
Proof. We have to show that we can chooseT l,2 , T * as described above so that their images lie in
, respectively. But that will follow in the case of T * from the definition of the homotoped almost complex structures J defining a singular Frobenius structure that was defined in Proposition 3.13, where the homotopy blows up at C l resp. C 2 in the case of the given mapsŝ l ,ŝ 2 : M →P G/G . Here if ξ 1 = pr 1 •ŝ l , we defined the homotopy as t → J t , t ∈ [0, 1] where
, analogously for 1 |ξ| 2 : M → P, analogously of course we can argue forŝ 2 . Then the pole order of T l,2 |span C (s l ) constructed in the sense of (18) at x i is determined by the pole order of 1 |ξ| : M → P in the sense of the formal Laurent expansion associated to (14) which in turn coincides with the order of vanishing of |s l | : M → R and thus with the order of vanishing of the elements of s l in the sense of (14) , by the Morse Lemma we can thus chose r = 1. On the other hand, T l,2 |(s l ) ⊥ (where (·) ⊥ here refers to the pointwise ω(·, J·)-orthogonal complement) can be always chosen to be the identity outside a neighbourhood U l of C l and U 2 of C 2 and the identity, composed with its restriction to any given one-dimensional subspace of (s l )
⊥ (see the proof of Theorem 1.11 below) multiplied with appropriate elements of a sufficiently great (positive) power of p(C l ) on U l and elements of appropriate positive (again, sufficiently great) of p(C 2 ) on U 2 from which the claim for
follows already, if we take into account that pr 1 •ŝ l and pr 1 •ŝ 2 in itself are smooth on M . A similar argument holds for T * |Mr
and J is the almost complex structure corresponding to theÛ (n)-reduction of P induced by π Mp (ŝ l ). Note finally that in the case of a Kaehler manifold, we can choose an ω-compatible almost complex structure J which is parallel wrt the given symplectic connection ∇ and an associated Frobenius structureŝ l : M →P G/G which is non-singular by Proposition 3.13, thus the claimed trait of T * follows trivially by smoothness.
For the following recall the definition of the Koszul-bracket
ω compatible almost complex structure J in Definition 1.2 and a chosenÔ(n)-reduction PG of P J . we will below assume that we have chosen a symplectic connection ∇ reducing to PG, i.e. ∇J = 0 and ∇ preserves the Lagrangian distribution ΛG : M → Lag(T * M, ω) defining PG. Also, the almost complex structures (J, J T ) = (J 1 , J T,1 ) implicit in the objects (R-modules in th sense of Definition 1.8) defined below will always be those associated to the primordial sectionsŝ l ,ŝ 2 : M →P G/G to which these objects are associated in the sense described above, if not remarked otherwise. Also, we will in the following denote by J 0 resp. J T,0 the non-singular almost complex structures associated toŝ
in the sense of Assumption 1.9, that is before the endpoint-singular homotopy described in Proposition 3.13 resp. Theorem 3.14 is applied, the corresponding map in the second member of (18) is denoted by T * 0 . Recall also the notion of symplectic reduction of a symplectic vector space (V, ω) art a coisotropic subspace W ⊂ Ann(W ), where Ann(W ) = {u ∈ V, ω(u, v) = 0 for all v ∈ W }. Then W/Ann(W ) is a symplectic vector space wrt the projected symplectic form ω. Further, for a Lagrangian subspace
Let now π J : J → M denote the twistor bundle bundle of ω-compatible almost complex structures on M . Relative to a fixed ω-compatible almost complex structure J, inducing aÛ (n)-reduction of a chosen metaplectic P we can identify J ≃ PÛ (n) × ρ,Ad Sp(2n)/U (n). We note (compare the discussion below (16) ) that for any fixed smooth section J : M → J, any auxiliary section J T : M → J in this sense gives rise to a map T ∈ End 0 ω (T * M ) or more generally, in the above discussed sense, our sectionsŝ l ,ŝ 2 : M → P G/G give rise to elements T l,2 ∈ End
. By complex linear continuation to T * C M and fibrewise projectivization, that is denoting the fibrewise projectivization of T * C M by P * M, the latter two can be interpreted as fibrewise symplectic endomorphisms in the bundle P n , to be denoted by End [16] ) be the first Chern form induced by the tautologial line bundle L over n-dimensional complex projective space P n , i.e if s = (z 0 , . . . , z n ) locally over U ⊂ P n , i.e.
not that c 1 (L) is invariant under the action of U (n) on P n . Globalizing this construction to P * M , assuming that T * M and thus P * M is equipped with the canonical symplectic structureω and a nearly complex structureJ that is compatible with the one on M in the sense that s * 0ω (·,J·) = ω(·J, ·), symplectic connection∇ satisfying∇J = 0 and the existence of a∇-invariant horizontal Lagrangian polarization H ⊂ T (T * M ) wrtω we arrive at a complex line bundle L → P * M and corresponding Chern class c 1 (L, P * M ) ∈ H 2 (P * M, C) by defining over any open subset U ⊂ M and a given local section s U : U → PÛ (n) trivializing P * M |U by duality L|U = L × (P n × U ) and the complex two forms c 1 (L, P * M )|(V P * M |U ) = c 1 (L|U ) considering the observed U (n)-invariance of c 1 (L), here V P * M ⊂ T P * M being the vertical tangent bundle of P * M and setting c 1 (L, P * M ) = 0 on H. Since H is∇-parallel, this prodecure gives a well-defined element of H 2 (P * M, C), denoted by c 1 (L, P * M ). For two given smooth (possibly singular at C 2 ) sections J, J T : M → J satisfying ∇J = ∇J T = 0 and the associated T * ∈ End r ω (T * M \ π −1 (C 2 )) we note that the latter acts on L ⊂ T * (P * M ) by pullback (for the latter inclusion, we refer to [16] 
Note that since T l,2 is a priorily not uniquely determined by s 1 , s 2 , the class c 1 (P * M, s 1 , s 2 , T l,2 ) still waits for a correct definition, the ambiguity will be fixed in the proof of Theorem 1.11 below. Finally, for a closed section s : M → T * M , we can look at its projectivization s Π : M → P * M (here P * M should be understood as the bundle that arises from the fibrewise projective completion P(T * x M ⊕ C) of T * C M ) and define two elements of Ω 2 (M, C) by
Note that both T l,2 and T * still wait for a precise (unambiguous) definition, which will be given in the proof of Theorem 1.11. We can state nonetheless Proposition 1.10. Let s : M → T * M be a closed section and assume the existence of a∇-invariant horizontal Lagrangian polarization H ⊂ T (T * M ) for a givenÛ (n)-reduction PÛ (n) of P and a given symplectic connection satisfying ∇J = 0. Assume we have a section T ∈ E(T * M, M ) such that dT = 0 where T is considered as an element of Ω 2 (M, T M ). Then we have that the form
is closed and defines thus a class in H 2 (M, C). In our concrete situation described above, assume that
are both closed, with s l C 1 -small and s l , s 2 intersecting the zero section of
and c 1 (M, s 2 , T l,2 ) define integral cohomology classes, that is elements of H 2 (M, Z).
Proof.
Consider an open cover U of M \ C l,2 so that for any U ∈ U we have that
n is the open set over which there exists the local coordinate system (z j 0 , . . . , z j n ) obtained by z j k = z k /z j and deleting 1 = z j /z j . Over any of theŨ j , we can define the 1-form
Note that since T * (as well as T l,2 ) are pointwise isomorphisms of the fibres of P * M , and this isomorphism decends to the fibres of L over M \ C l,2 , we can considerz j = T * (z j ), analogously for T l,2 , as a set of coordinate systems of π −1 (U ) with respective charts (T * (Ũ j ),z j ) resp. (T l,2 (Ũ j ),z j ), we will use the same notation forz j and z j . In this sense, the forms (T * ) * (αŨ j ) assemble to a global one formα on P = π * (PÛ (n) ), note that P is aÛ (n)-bundle over P * (M \ C l,2 ), which extends by continuity to P * M . It is then easy to see thatα descends to a C/Z-valued one-form α on P * M (where Z is here the subring of real integers in C) and that s * α, where s is as in the statement of the proposition, is a primitive for
, where π C/Z : C → C/Z is the canonical projection. This already gives the assertion for the class c 1 (M, s, T * ) defined by T * , referring to the general theory of differential characters, cf.
[4]. Of course the above arguments also show that c 1 (M, s, T * ) is closed. The case of c 1 (M, s, T l,2 ) is analogous.
Note that a closed section s ∈ E(T * M, M \ C l ) (with zero locus C l ) and an element J ∈ J define a real 2-plane section E s,j ⊂ T * (M \ C l ) by setting E s,J = span R (s, J * s) over M \ C l and thus a trivialization of a complex 1-dimensional subbundle L s,J ⊂ P * (M \ C l ). Over each x ∈ M \ C l , L s,J spans a 1-cell in P n wrt to the cell decomposition of P n into n + 1 different cells of real dimension 2k, 0 ≤ k ≤ n (that is, E s,J fixes a reduction of P consisting of exactly those unitary frames whose first two basis vector coincides with the pair (s, J * s) spanning E s,J , L s,J is thus a trivial line bundle over M \ C l and we have
, where P * n−1 (M \ C l ) has fibre P n−1 over M \ C l (but is in general nontivial). We can then define a projection π S :
Note that since H * (P n , C) ≃ C ⊕ 0 ⊕ C · · · ⊕ C vanishes in uneven dimensions, by the long exact cohomology sequence for the pair (P n , S) (considering S ⊂ P 1 ⊂ P n ), we can infer an isomorphism H q (P n , S, C) ≃ H q−1 (S, C), 1 ≤ q ≤ 2n. We denote the generator of H 1 (S 1 , C) by η = dθ, where θ : S 1 → R/Z is the angular coordinate on S 1 , and define the pullback of the (vertical) one-form C) here is understood to be globalized to a 1-form η s on SL s,J by choosing a horizontal distribution H ⊂ T L s,J which is parallel wrt a given symplectic connection ∇ and setting η s (v) = 0 ∀v ∈ Γ(H)). Then the fact that dη s = 0 and in fact η s ∈ H 1 (P * (M \ C l ), Z) follows quite analogously as in in the proof of Proposition 1.10 which we will not formalize here consequently. By the above construction, we have moreover that
is well-defined, we will address in the proof of Theorem 1.11 below the question in which sense we have thatη s extends to an integral element of H 1 (M, C). Note that for any module M over a ring R and given a fractional ideal k = r/r ⊂ K with r ∈ R and an ideal r ⊂ R and K the quotient field of R, we can regard k as a ring by inheriting the multiplication in r ⊂ R. Thus we can regard the localization M (0) of M at (0) as a module over the fractional ideal k ⊂ K with this ring structure. Assume now that we have a pair of k-modules P = (P 1 , P 0 ) where P 0 , P 1 are k-submodules of the localization M (0) of an R-module M and k is a fractional ideal in the quotient field R of K as above. Let x ∈ k so that there exists a pair of maps p = (p 1 , p 0 ), p 1 : (9) (resp. after application of the functor · R ⊗ B). We can alternatively regard P(p 1 , p 0 ) ⊗ R B as a complex over R resp. C[R * ] where C[R * ] is the group ring over C generated by the (multiplicative) group of units R * of R. Note that we have here understood that P 0 , P 1 are modules over the ring R and R is an algebra over C, that is the group ring C[R * ] acts on the set of finite formal sums P 0 [R * ] and P 1 [R * ] if P 0 , P 1 denote reduction of P 0 , P 1 by B, in the classical way. We will denote the resulting complex over C[R * ] again by P(p 1 , p 0 ). We denote the cohomology of the image of P(p 1 , p 0 ) ⊗ R B considered as a complex over R resp. C[R * ] under Hom(·, R) resp.
). For the following theorem, we work in the real analytic category, that is we assume that M is real analytic, the maps s l , s 2 are real analytic an J, J T ∈ J are real analytic, expressions like R = C ∞ (M, C) mean real analytic functions with complex values on M (that is each f ∈ R = C ∞ (M, C) can be locally written as a converging power series with complex coefficients). Above we have nearly proven the first assertion of Theorem 1.11. Assume thatŝ l ,ŝ 2 : M →P G/G define (cf. Theorem 3.14) a dual pair of (generalized) standard irreducible, in general singular Frobenius structures (Ω l , L l ) and (Ω 2 , L 2 ) on (M, ω) with J, J T associated toŝ l ,ŝ 2 ω-compatible, ∇J = 0, ∇J T = 0, in the sense (and with notation) of Theorem 1.3 and assume that theÔ(n)-reductions P J L , P JT L associated toŝ l ,ŝ 2 are equivalent. Let C l , C 2 the sets of (isolated, but not neccessarily non-degenerated) intersection points of the associated closed sections s l , s 2 : M → T * M with the zero-section of T * M and s l being exact with primitive S : M → R, where dS is diffeomorphic to the graph of a C 1 -small Hamiltonian diffeomorphism Φ : M → M as described above Theorem 1.1. Then with the above notations, there are (well-defined, while non-unique) maps Proof. Given mapsŝ l ,ŝ 2 : M →P G/G that define (cf. Theorem 3.14) a dual pair of (generalized) standard irreducible, in general singular Frobenius structures, the well-definedness ofT l,2 resp. T * without the conditions dT l,2 = dT * = 0 andT l,2 ) * [·, ·] JT, η = [·, ·] J τ (in the following called first resp. second integrability condition) was proven in Lemma 1.9 resp. Lemma 1.4, still it is not immediately clear thatT l,2 resp. T * can be chosen so that the two integrability conditions are satisfied. As remarked above, we will in the following denote by J 0 resp. J T,0 the non-singular almost complex structures associated toŝ 0 l ,ŝ 0 2 : M →P G/G in the sense of Assumption 1.9, that is before the endpoint-singular homotopy described in Proposition 3.13 resp. Theorem 3.14 is applied. Note that restricting dT l,2 = dT l,2 |(span s l ) when interpreting dT l,2 as an element in Ω 2 (M, T M ), the closedness ofT l,2 on M r ∞ (T * C M, C l ) ∩ Γ(T * (M \ C l ) ∩ (span s l )) follows from the definition of dT l,2 (s) = d(T l,2 s) −T l,2 (ds), s ∈ Ω 1 (M \ C l ), extendingT l,2 to Λ * (M \ C l ) by multilinearity and using ds l = 0 and d(T l,2 s l ) = ds 2 = 0. On the other hand, to achieve the well-definedness ofT l,2 , we have to multiply (T * ) −1 on T * M ∩ (span s l ) ⊥ , restricted to appropriate one-dimensional subbundles of T * M ∩ (span s l ) ⊥ by appropriate elements of p(C 2 ) resp. by appropriate elements p(C l ) (or negative powers of it) as we will detail now. We will show that this can be done so that in fact dT l,2 = 0 and (T l,2 ) * [·, ·] JT,η = [·, ·] Jτ , whileT l,2 .
(
2 ) η * JT s 2 . For reasons that will be apparent below, we will frequently revert to the language of symplectic reductions in the following (instead of considering symplectic subspaces), in the following thus we will for a coisotropic subspace W ⊂ Ann(W ) often identify the symplectic quotient W/Ann(W ) with an appropriate symplectic subspace of a given symplectic space (V, ω) wrt the projected symplectic form ω and do not explicitly describe the implicit isomorphism. Consider first the symplectic subbundle S l ⊂ T * (M \ C l,2 ) given by span(s l , Js l ) ⊂ T * (M \ C l,2 ) and denote the restrictionT l,2 |S l byT 2 ) = 1 by the definition of J, J τ resp. J T , J T,η , furthermore in a given local symplectic (unitary) basis (e 1 , J 0 e 1 ) of S l ,s * l has the same coordinates as s * 2 in the corresponding basis (ẽ 1 , J T,ηẽ1 ) ofT l,2 (S l ), whereẽ 1 =T 0 l,2 .e 1 . From this we can deduce that pr ΛG ,S l (s l ) = pr ΛG ,S l (s 2 ), where ΛG ,S l ⊂ S l is the symplectic reduction of ΛG wrt the coisotropic subspace S l = S l + ΛG in T * (M \ C l,2 ) (⊥ is defined wrt ω(·, J 0 ·), the sum is in general non-direct). Analogously pr Jτ ΛG ,S l (s l ) = pr JT,ηΛG ,S l (s 2 ). By this and settingT We now prove that by the above we get a well-defined and closed mapT for the above fixed r ∈ (N + ) k ,r ∈ (N + )k and then the above claim follows, given that T 0 l,2 is smooth in nghbhds U x of any x ∈ C 2 and writing s ∈ Γ(T * U x ∩ S l , R) as C ∞ (U x )-linear combination of s l |U l and J * 0 s l |U l we see that T 
