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GENERALIZING A THEOREM OF BE`S AND CHOFFRUT
ERIK WALSBERG
Abstract. Be`s and Choffrut recently showed that there are no intermediate
structures between (R, <,+) and (R, <,+,Z). We prove a generalization: if R
is an o-minimal expansion of (R, <,+) by bounded subsets of Euclidean space
then there are no intermediate structures between R and (R,Z). It follows there
are no intermediate structures between (R, <,+, sin |[0,2pi]) and (R, <,+, sin).
1. Introduction
Throughout all structures are first order and “definable” means “first-order defin-
able, possibly with parameters”. Suppose M, N, and O are structures on a common
domain M . Then M is a reduct of O if every M-definable subset of every Mn is O-
definable, M and O are interdefinable if each is a reduct of the other, M is a proper
reduct of O if M is a reduct of O and M is not interdefinable with O, and N is in-
termediate between M and O if M is a proper reduct of N and N is a proper reduct
of O. If A is a subset of Mm then the structure induced on A by M is the struc-
ture on A with an n-ary predicate defining An∩X for everyM-definable X ⊆Mmn.
Throughout R and S are structures expanding (R, <,+). Recall that R is o-minimal
if every definable subset of R is a finite union of open intervals and singletons and
R is locally o-minimal if one of the following equivalent conditions holds.
(1) If X ⊆ R is definable then for any a ∈ R there is an open interval I
containing a such that I∩X is a finite union of open intervals and singletons.
(2) If I is a bounded interval then the structure induced on I by R is o-minimal.
It is clear that (2) implies (1), the other direction follows by compactness of closed
bounded intervals. It follows from independent work of Miller [16] or Weispfen-
ning [27] that (R, <,+,Z) is locally o-minimal, another example of a locally o-
minimal non-o-minimal structure is (R, <,+, sin), see [21].
Be`s and Choffrut [3] show that there is no structure intermediate between (R, <,+)
and (R, <,+,Z). We prove the following.
Theorem 1.1. Suppose R is o-minimal and α > 0. If (R, αZ) is locally o-minimal
then there is no structure intermediate between R and (R, αZ). Furthermore (R, αZ)
is locally o-minimal if and only if R has no poles and rational global scalars.
As (R, <,+, sin |[0,2pi]) is o-minimal and (R, <,+, sin |[0,2pi], 2piZ) is interdefinable
with (R, <,+, sin) there is no intermediate structure between (R, <,+, sin |[0,2pi])
and (R, <,+, sin). A pole is a definable surjection γ : I → J where I is a bounded
interval and J is an unbounded interval and R has rational global scalars if the
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function R→ R, t 7→ λt is only definable when λ ∈ Q.
The second claim of Theorem 1.1 is essentially proven in [26]. Indeed, much of the
proof of Theorem 1.1 essentially appears in [26]. As that paper is rather long and
involves many abstract model-theoretic concepts, and Theorem 1.1 is of indepen-
dent interest, it seems worthwhile to record a separate proof. For those interested
in NIP we note that the following are shown to be equivalent in [26]:
(1) The primitive relations of S are boolean combinations of closed sets, the
primitive functions of S are continuous, and S is strongly dependent,
(2) S is either o-minimal or interdefinable with (R, αZ) for some real number
α > 0 and o-minimal R with no poles and rational global scalars.
In contrast arbitrary strongly dependent expansions of (R, <,+) are as complicated
as arbitrary strongly dependent structures of cardinality continuum by [12].
The theorem of Be`s and Choffrut is analogous to the theorem of Conant [5] that
there are no intermediate structures between (Z,+) and (Z, <,+). Conant’s proof
relies on a detailed analysis of (Z, <,+)-definable subsets of Zn. Alouf and d’Elbe´e [1]
give a quicker proof. They use deep model-theoretic machinery to reduce to the
unary case and thereby avoid geometric complexity. They apply the earlier theorem
of Conant and Pillay [6] that there are no proper stable dp-minimal expansions of
(Z,+), which itself depends on work of Palac´ın and Sklinos [19], who apply the
Buechler dichotomy theorem, a high-level result of stability theory. Be`s and Chof-
frut’s proof involves a detailed geometric analysis of (R, <,+,Z)-definable subsets of
Rn. Our proof relies on an important o-minimal structure theorem of Edmundo [7]
and Kawakami, Takeuchi, Tanaka, and Tsuboi’s [15] work on locally o-minimal
structures. These theorems reduce the first claim of Theorem 1.1 to the unary case
and also show that the unary case follows from the work of Be`s and Choffrut.
In Section 3 we describe what we know about (R,Z) when R is o-minimal.
Conventions. m,n are natural numbers and α, β, λ, s, t, r are real numbers.
2. Proof of Theorem 1.1
Fact 2.1 is a special case of a theorem of Edmundo [7].
Fact 2.1. Suppose S is o-minimal. Then the following are equivalent
(1) S has no poles,
(2) S does not define ⊕,⊗ : R2 → R such that (R, <,⊕,⊗) is isomorphic to
(R, <,+, ·),
(3) there is a collection B of bounded subsets of Euclidean space and a subfield
K of (R,+, ·) such that S is interdefinable with (R, <,+,B, (t 7→ λt)λ∈K).
Also S has no poles and rational global scalars if and only if there is a collection B
of bounded subsets of Euclidean space such that S is interdefinable with (R, <,+,B).
Let +˜ be the function [0, 1)2 → [0, 1) where s+˜t = s + t if s + t < 1 and s+˜t =
s + t − 1 otherwise. We will need two theorems of Kawakami, Takeuchi, Tanaka,
and Tsuboi [15] which in particular show that any locally o-minimal expansion of
(R, <,+) which defines Z is bi-interpretable with the disjoint union of an o-minimal
expansion of ([0, 1), <, +˜) and an arbitrary expansion of (Z, <,+). A special case
3is that (R, <,+,Z) is bi-interpretable with the disjoint union of ([0, 1), <, +˜) and
(Z, <,+). Fact 2.2 is a special case of [15, Theorem 18].
Fact 2.2. Suppose I is an o-minimal expansion of ([0, 1), <, +˜) and Z is an expan-
sion of (Z, <,+). Then there is an expansion S of (R, <,+) such that a subset of
Rn is S-definable if and only if it is a finite union of sets of the form
⋃
b∈Y b +X
for I-definable X ⊆ [0, 1)n and Z-definable Y ⊆ Zn. This S is locally o-minimal.
Note that local o-minimality of S follows directly from the description of S-definable
sets. Fact 2.3 is [15, Theorem 24].
Fact 2.3. Suppose S is locally o-minimal and defines Z. Then every S-definable
subset of every Rn is a finite union of sets of the form
⋃
b∈Y b+X where X ⊆ [0, 1)
n
and Y ⊆ Zn are S-definable.
Proposition 2.4 yields the second claim of Theorem 1.1.
Proposition 2.4. Suppose R is o-minimal. If (R,Z) is locally o-minimal then R
has no poles and rational global scalars. If R has no poles and rational global scalars
then (R,Z) is locally o-minimal and furthermore every (R,Z)-definable subset of
every Rn is a finite union of sets of the form
⋃
b∈Y b+X for R-definable X ⊆ [0, 1)
n
and (Z, <,+)-definable Y ⊆ Zn.
Proof. Suppose R has a pole γ : I → J . Applying the o-minimal monotonicity
theorem [24, 3.1.2] and shrinking I and J if necessary we suppose that γ is con-
tinuous and strictly increasing or strictly decreasing. After possibly reflecting and
translating we suppose that R>0 ⊆ J and γ is strictly increasing. Then γ
−1(N) is
an infinite bounded discrete subset of R so (R,Z) is not locally o-minimal. Suppose
λ ∈ R \ Q is such that the function R → R given by t 7→ λt is R-definable. Then
Z+ λZ is dense and co-dense, so (R,Z) is not locally o-minimal.
Now suppose that R has no poles and rational global scalars. Let I be the structure
induced on [0, 1) by R. Let S be constructed from I and (Z, <,+) as in the statement
of Fact 2.2. It is enough to show that S and (R,Z) are interdefinable. Every I-
definable subset of [0, 1)n is trivially R-definable, so it follows from Fact 2.2 that
S is a reduct of (R,Z). We show that (R,Z) is a reduct of S. As S defines Z it
suffices to show that R is a reduct of S. Applying Fact 2.1 let B be a collection of
bounded R-definable sets such that R and (R, <,+,B) are interdefinable. Rescaling
and translating, we may assume that each X ∈ B is a subset of some [0, 1)n. So
every X ∈ B is I-definable, hence S-definable. So (R, <,+,B) is a reduct of S. 
If M is a structure with domain M and N is an expansion of M, then we say that
N is M-minimal if every N-definable subset of M is M-definable. (R is o-minimal
if and only if R is (R, <)-minimal.) Corollary 2.5 follows from Proposition 2.4.
Corollary 2.5. Suppose R is o-minimal and (R,Z) is locally o-minimal. Then
(R,Z) is (R, <,+,Z)-minimal.
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Theorem 2.6 finishes the proof of Theorem 1.1.
Theorem 2.6. Suppose R is o-minimal, α > 0, and (R, αZ) is locally o-minimal.
Then there are no intermediate structures between R and (R, αZ).
Proof. Rescaling reduces to the case when α = 1. Suppose S is a reduct of (R,Z)
and R is a reduct of S.
Suppose S is o-minimal. As (S,Z) is locally o-minimal Proposition 2.4 shows that S
has no poles and rational global scalars. Applying Fact 2.1 let B be a collection of
bounded S-definable sets such that S and (R, <,+,B) are interdefinable. It follows
from Proposition 2.4 that every bounded (R,Z)-definable set is R-definable. So S
is interdefinable with R.
Suppose S is not o-minimal. Then S defines a subset X of R which is not R-
definable. By Corollary 2.5 X is definable in (R, <,+,Z). So (R, <,+, X) defines
Z by Be`s and Choffrut [3]. Thus S and (R,Z) are interdefinable. 
We prove two corollaries.
Corollary 2.7. Suppose R is o-minimal and has no poles and rational global
scalars. Suppose α, β > 0 and α/β /∈ Q. Suppose X ⊆ Rn is definable in both
(R, αZ) and (R, βZ). Then X is definable in R.
Note that if α/β ∈ Q then (R, αZ) and (R, βZ) are interdefinable.
Proof. Suppose X is not R-definable. By Theorem 2.6 (R, X) defines αZ, βZ. As
αZ+βZ is dense and co-dense in R, (R, X) is not locally o-minimal, contradiction.

A function f : R → Rn is periodic with period α 6= 0 if f(t+ α) = f(t) for all t.
Corollary 2.8. Suppose f : R → Rn is analytic and periodic with period α > 0.
Then there is no structure intermediate between (R, <,+, f |[0,α]) and (R, <,+, f).
So there is no structure intermediate between (R, <,+, sin |[0,2pi]) and (R, <,+, sin).
Proof. If f is constant then (R, <,+, f), (R, <,+, f |[0,α]), and (R, <,+) are all in-
terdefinable. Suppose f is non-constant.
We show that (R, <,+, f |[0,α], αZ) and (R, <,+, f) are interdefinable. We have
f(t) = f(t−max{a ∈ αZ : a < t}) for all t.
It follows that f is (R, <, f |[0,α], αZ)-definable. To show that (R, <,+, f |[0,α], αZ)
is a reduct of (R, <,+, f) it suffices to show that αZ is (R, <,+, f)-definable. Let
P be the set of r 6= 0 such that f is r-periodic. Then P is an (R, <,+, f)-definable
subgroup of (R,+). As f is continuous and non-constant P is not dense in R, so
P = λZ for some λ > 0. Then α ∈ λZ, it follows that αZ is (R, <,+, λZ)-definable.
It is well-known that Gabrielov’s complement theorem implies (R, <,+, g|I) is o-
minimal for any analytic g : R→ Rn and bounded interval I. So (R, <,+, f |[0,α]) is
o-minimal. Applying Proposition 2.4 and rescaling we see that (R, <,+, f |[0,α], αZ)
is locally o-minimal. Now apply Theorem 2.6. 
53. Expansions of o-minimal structures by Z
We survey structures of the form (R,Z) where R is o-minimal. This will require
fundamental classification results on o-minimal structures and key results from the
theory of general expansions of (R, <,+). This class of structures contains, some-
times in a somewhat disguised form, many interesting structures.
We first describe two opposing examples. It is well-known that (R, <,+, ·,Z) de-
fines all Borel subsets of all Rn. So (R, <,+, ·,Z) is totally wild from the model-
theoretic viewpoint. Fix λ > 0 and define λZ := {λm : m ∈ Z}. It follows from
work of van den Dries [23] that (R, <,+, ·, λZ) admits quantifier elimination in a
natural expanded language. It follows that this structure is NIP and definable
sets are geometrically tame. Let I be the structure induced on R>0 by (R, <,+, ·)
and R be the pushforward of I by logλ : R>0 → R. Then R is an o-minimal ex-
pansion of (R, <,+) and (R,Z) is isomorphic to the structure induced on R>0 by
(R, <,+, ·, λZ). So in this case (R,Z) is tame and not locally o-minimal.
We gather some background results. We say that S is field-type if there is a bounded
interval I and S-definable ⊕,⊗ : I2 → I such that (I,<,⊕,⊗) and (R, <,+, ·) are
isomorphic. Fact 3.1 is a part of the Peterzil-Starchenko trichotomy theorem [20].
Fact 3.1. Suppose S is o-minimal. Then exactly one of the following holds.
(1) S is field-type.
(2) S is a reduct of (R, <,+, (t 7→ λt)λ∈R).
We will apply the classification of structures intermediate between (R, <,+) and
(R, <,+, (t 7→ λt)λ∈R). This is probably not original. We associate two subfields
of (R,+, ·) to S. The field of global scalars is the set of λ such that the function
R → R, t 7→ λt is S-definable. The field of local scalars is the set of λ for which
there is s > 0 such that the function [0, s)→ R, t 7→ λt is S-definable. It is easy to
see that both of these sets are subfields. It is also easy to see that the field of local
scalars is the set of λ such that [0, s) → R, t 7→ λt is S-definable for any s > 0.
Given subfields K ⊆ L of (R,+, ·) we let VK,L be the expansion of (R, <,+) by the
function R→ R, t 7→ λt for all λ ∈ L and by the function [0, 1)→ R, t 7→ λt for all
λ ∈ K. We let VK := (R, <,+, (t 7→ λt)λ∈K) so VK and VK,K are interdefinable.
Proposition 3.2. Suppose S is a reduct of (R, <,+, (t 7→ λt)λ∈R). Let K be
the field of local scalars of S and L be the field of global scalars of S. Then S is
interdefinable with VK,L.
Our proof is rather sketchy.
Proof. Observe that VK,L is a reduct of S. We show that S is a reduct of VK,L.
Applying Fact 2.1 we obtain a collection B of bounded (R, <,+, (t 7→ λt)λ∈R)-
definable sets such that (R, <,+,B, (t 7→ λt)λ∈L) is interdefinable with S. Rescaling
and translating we may suppose that every X ∈ B is a subset of some [0, 1)n. A
straightforward application of the semilinear cell decomposition [25, Corollary 7.6]
shows that every X ∈ B is definable in the expansion of (R, <,+) by all functions
[0, 1)→ R, t 7→ λt for λ ∈ K. So S is a reduct of VK,L. 
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We also need the following theorem of Hieronymi [9]. Fact 3.3 is not exactly stated
in [9] but follows immediately from the main theorem of that paper.
Fact 3.3. Suppose S is field-type and defines a discrete subset D of Rn and a
function f : D → R such that f(D) is somewhere dense. Then S defines all
bounded Borel subsets of all Rn.
Fact 3.4 is due to Hieronymi and Balderrama [2]. It is a corollary to the fundamental
Hieronymi-Tychonievich theorem [13].
Fact 3.4. Suppose D,E are S-definable discrete subsets of Rn, f : D → R and
g : E → R are S-definable, f(D) and g(E) are both somewhere dense, and
[f(D)− f(D)] ∩ [g(E)− g(E)] = {0}.
Then S defines all bounded Borel subsets of all Rn.
3.1. Pole. We first consider the case when R has a pole. Applying Fact 2.1 fix
R-definable ⊕,⊗ : R2 → R such that (R, <,⊕,⊗) is isomorphic to (R, <,+, ·).
Note that there is a unique isomorphism ι : (R, <,⊕,⊗) → (R, <,+, ·). Let R′ be
the pushforward of R by ι, ⊞ : R2 → R be the pushforward of + by ι, and Z :=
ι(Z). Then R′ is an o-minimal expansion of (R, <,+, ·) and ι gives an isomorphism
(R,Z)→ (R′, Z). We now recall the o-minimal two group question, see [18].
Question 3.5. Suppose S is an o-minimal expansion of (R, <,+, ·) and ⊙ : R2 → R
is S-definable such that (R, <,⊙) is an ordered abelian group. Must there be either
an S-definable isomorphism (R, <,⊙)→ (R, <,+) or (R, <,⊙)→ (R>0, <, ·)?
The o-minimal two group question is open. However, it is shown in [18] that if
the Pfaffian closure of S is exponentially bounded then the two group question
has a positive answer for S. Recall that an expansion of (R, <,+) is exponentially
bounded if every definable function R→ R is eventually bounded above by a com-
positional iterate of the exponential, the Pfaffian closure of an o-minimal expansion
is o-minimal, and every known o-minimal expansion of (R, <,+, ·) is exponentially
bounded. So we assume that the two group question has a positive answer over R′.
Suppose τ : (R, <,⊞)→ (R, <,+) is an R′-definable isomorphism. Then τ ◦ ι is an
isomorphism (R, <,+) → (R, <,+) so there is λ > 0 such that (τ ◦ ι)(t) = λt for
all t. So τ(Z) = λZ. It follows that (R′, Z) defines Z and is therefore totally wild,
hence (R,Z) is totally wild.
Suppose τ : (R, <,⊞)→ (R>0, <, ·) is an R
′-definable isomorphism. Then τ ◦ ι is an
isomorphism (R, <,+) → (R>0, <, ·) so there is λ > 0 such that (τ ◦ ι)(t) = λ
t for
all t. Then τ(Z) = λZ and (R′Z) is interdefinable with (R′, λZ). We say that R′ has
rational exponents if the function R>0 → R>0 given by t 7→ t
r is only R′-definable
when r ∈ Q. If r ∈ R \ Q then {abr : a, b ∈ λZ} is dense in R>0. So it follows
from Fact 3.3 that if R′ has irrational exponents then (R′, λZ) defines all Borel
subsets of all Rn, so in this case (R,Z) is totally wild. Suppose R′ has rational
exponents. Generalizing [23] Miller and Speissegger have shown that in this case
(R′, λZ) admits quantifier elimination in a natural expanded language [17, Section
8.6]. It follows that (R′, λZ) is NIP (see [8]) and that (R′, λZ)-definable sets are
geometrically tame (see [17, 22]). So in this case (R,Z) is tame.
73.2. No pole. We now assume that R has no poles. If R has rational global scalars
then (R,Z) is locally o-minimal, we have a good description of (R,Z)-definable sets
by Proposition 2.4, and (R,Z) is strongly dependent (see [26]).
Suppose R has irrational global scalars and is field type. Fix an irrational element
λ of the field of global scalars of R. Then Z+λZ is dense in R. Fact 3.3 shows that
(R,Z) defines all bounded Borel sets and is therefore totally wild.
Suppose R has irrational scalars and is not field type. Applying Fact 3.1 and
Proposition 3.2 we may suppose that R = VK,L for subfields K,L 6= Q. If L is
not quadratic then it follows from a theorem of Hieronymi and Tychonievich [13,
Theorem B] that (VL,Z) defines all Borel sets.
Suppose L = Q(α) for a quadratic irrational α. Suppose K is not Q(α). (This case
is a slight extension of [13].) Fix positive β ∈ K \ Q(α). Let f : Z2 → R be given
by f(k, k′) = k + αk′. Then f is (VK,L,Z)-definable and f(Z
2) is dense in R. Let
E be the set of (k, k′) ∈ Z2 such that 0 ≤ f(k, k′) < 1. Let g : E → R be given by
g(k, k′) = βk + βαk′. Then E and g are (VK,L,Z)-definable and g(E) is dense in
[0, β). Observe that f(Z2)−f(Z2) = f(Z2) = Z+αZ and g(E)−g(E) ⊆ βZ+βαZ.
As β is not in Q(α) elementary algebra yields (Z + αZ) ∩ (βZ + βαZ) = {0}. An
application of Fact 3.4 shows that (VK,L,Z) defines all bounded Borel sets.
One case remains, when K = L is quadratic. In this case something remarkable
happens. Consider VK for a quadratic subfield K of (R, <,+, ·). Let B be the
standard model (P(N),N,∈,+1) of the monadic second order theory of one succes-
sor, i.e. we have a sort P(N) for the power set of N, a sort for N, the membership
relationship ∈ between these two sorts, and the successor function +1 on N. It is a
theorem of Bu¨chi [4] that B is decidable. By [10, Theorem D] or [14, Theorem C]
(VK ,Z) defines an isomorphic copy of B. Hieronymi has shown that B defines an
isomorphic copy of (VK ,Z), see [11, Theorem D] and [10, Theorem C].
If an expansion of (R, <,+) defines all bounded Borel sets then it defines an iso-
morphic copy of (R, <,+, ·,Z). It is also easy to see that (R,Z) is a reduct of
(R, <,+, ·,Z) for any o-minimal R. So we see that if R is a known o-minimal ex-
pansion of (R, <,+) then (R,Z) is, up to mutual interpretation, one of the following:
(1) (R,Z) where R has no poles and rational scalars,
(2) (S, λZ), S an o-minimal expansion of (R, <,+, ·) with rational exponents,
(3) (P(N),N,∈,+1),
(4) (R, <,+, ·,Z).
References
[1] E. Alouf and C. d’Elbe´e. A new dp-minimal expansion of the integers. J. Symb. Log.,
84(2):632–663, 2019.
[2] W. Balderrama and P. Hieronymi. Definability and decidability in expansions by generalized
Cantor sets. Preprint arXiv:1701.08426, 2017.
[3] A. Be`s and C. Choffrut. Theories of real addition with and without a predicate for integers.
Preprint, arXiv:2002.04282, 2020.
8 ERIK WALSBERG
[4] J. R. Bu¨chi. On a decision method in restricted second order arithmetic. In Logic, Methodology
and Philosophy of Science (Proc. 1960 Internat. Congr .), pages 1–11. Stanford Univ. Press,
Stanford, Calif., 1962.
[5] G. Conant. There are no intermediate structures between the group of integers and presburger
arithmetic. J. Symb. Log., 83(1):187–207, 2018.
[6] G. Conant and A. Pillay. Stable groups and expansions of (Z,+, 0). Fundamenta Mathemat-
icae, to appear, 2016.
[7] M. J. Edmundo. Structure theorems for o-minimal expansions of groups. Ann. Pure Appl.
Logic, 102(1-2):159–181, 2000.
[8] A. Gu¨naydin and P. Hieronymi. Dependent pairs. J. Symbolic Logic, 76(2):377–390, 2011.
[9] P. Hieronymi. Defining the set of integers in expansions of the real field by a closed discrete
set. Proc. Amer. Math. Soc., 138(6):2163–2168, 2010.
[10] P. Hieronymi. Expansions of the ordered additive group of real numbers by two discrete
subgroups. J. Symbolic Logic, 81(3):1007–1027, 2016.
[11] P. Hieronymi. When is scalar multiplication decidable? Ann. Pure Appl. Logic, 170(10):1162–
1175, 2019.
[12] P. Hieronymi, T. Nell, and E. Walsberg. Wild theories with o-minimal open core. Ann. Pure
Appl. Logic, 169(2):146–163, 2018.
[13] P. Hieronymi and M. Tychonievich. Interpreting the projective hierarchy in expansions of the
real line. Proc. Amer. Math. Soc., 142(9):3259–3267, 2014.
[14] P. Hieronymi and E. Walsberg. Interpreting the monadic second order theory of one successor
in expansions of the real line. Israel J. Math., 224(1):39–55, 2018.
[15] T. Kawakami, K. Takeuchi, H. Tanaka, and A. Tsuboi. Locally o-minimal structures. J. Math.
Soc. Japan, 64(3):783–797, 2012.
[16] C. Miller. Expansions of dense linear orders with the intermediate value property. J. Symbolic
Logic, 66(4):1783–1790, 2001.
[17] C. Miller. Tameness in expansions of the real field. In Logic Colloquium ’01, volume 20 of
Lect. Notes Log., pages 281–316. Assoc. Symbol. Logic, Urbana, IL, 2005.
[18] C. Miller and S. Starchenko. Status of the o-minimal two group question, 2003, available at
https://people.math.osu.edu/miller.1987/tg.pdf.
[19] D. Palac´ın and R. Sklinos. On superstable expansions of free abelian groups. Notre Dame
Journal of Formal Logic, 59(2):157–169, 2018.
[20] Y. Peterzil and S. Starchenko. A trichotomy theorem for o-minimal structures. Proc. London
Math. Soc. (3), 77(3):481–523, 1998.
[21] C. Toffalori and K. Vozoris. Notes on local o-minimality. MLQ Math. Log. Q., 55(6):617–632,
2009.
[22] M. A. Tychonievich. Tameness results for expansions of the real field by groups. ProQuest
LLC, Ann Arbor, MI, 2013. Thesis (Ph.D.)–The Ohio State University.
[23] L. van den Dries. The field of reals with a predicate for the powers of two.Manuscripta Math.,
54(1-2):187–195, 1985.
[24] L. van den Dries. Tame topology and o-minimal structures, volume 248 of London Mathe-
matical Society Lecture Note Series. Cambridge University Press, Cambridge, 1998.
[25] L. van den Dries. Tame topology and o-minimal structures, volume 248 of London Mathe-
matical Society Lecture Note Series. Cambridge University Press, Cambridge, 1998.
[26] E. Walsberg. Externally definable quotients and nip expansions of the real ordered additive
group, 2019, arXiv:1910.10572.
[27] V. Weispfenning. Mixed real-integer linear quantifier elimination. In Proceedings of the 1999
International Symposium on Symbolic and Algebraic Computation (Vancouver, BC), pages
129–136 (electronic). ACM, New York, 1999.
Department of Mathematics, Statistics, and Computer Science, Department of Math-
ematics, University of California, Irvine, 340 Rowland Hall (Bldg.# 400), Irvine, CA
92697-3875
E-mail address: ewalsber@uci.edu
URL: http://www.math.illinois.edu/~erikw
