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Abstract—This work investigates a reduced-complexity adap-
tive methodology to consensus tracking for a team of uncer-
tain high-order nonlinear systems with switched (possibly asyn-
chronous) dynamics. It is well known that high-order nonlinear
systems are intrinsically challenging as feedback linearization
and backstepping methods successfully developed for low-order
systems fail to work. At the same time, even the adding-one-
power-integrator methodology, well explored for the single-agent
high-order case, presents some complexity issues and is unsuited
for distributed control. At the core of the proposed distributed
methodology is a newly proposed definition for separable func-
tions: this definition allows the formulation of a separation-based
lemma to handle the high-order terms with reduced complexity
in the control design. Complexity is reduced in a twofold sense:
the control gain of each virtual control law does not have to
be incorporated in the next virtual control law iteratively, thus
leading to a simpler expression of the control laws; the order
of the virtual control gains increases only proportionally (rather
than exponentially) with the order of the systems, dramatically
reducing high-gain issues.
Index Terms—Multi-agent systems, Consensus tracking,
Switching dynamics, High-order nonlinear systems.
I. INTRODUCTION
Distributed leaderless or leader-following consensus control
of nonlinear multi-agent systems is more challenging but
also potentially more applicable than its linear counterpart.
Similarly to the linear case, the goal is to steer a team of
agents to a not globally known trajectory using only locally
available information collected from neighboring agents[1-
3]. In recent years, leaderless or leader-following consensus
results have been obtained for two large families of non-
linear multi-agent systems: strict-feedback [4-21] and pure-
feedback multi-agent systems [22-25]. For these families, the
commonly adopted approach is an extension of the well-
known backstepping technique [26] in a distributed sense.
When the nonlinear functions are unknown, approximators
such as neural networks and fuzzy logic systems have been
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incorporated in such a design. Switching dynamics can also
be handled via the common Lyapunov function method [7],
[9], [23], [25]. Although strict-feedback and pure-feedback
systems are among the most studied dynamics in the nonlinear
control field, there exist extensions to these dynamics: most
notably, high-order nonlinear systems are a generalization of
strict-feedback or pure-feedback systems in which integrators
with positive odd powers will appear in the dynamics (chain
of positive odd power integrators). On the contrary, strict-
feedback or pure-feedback systems contain chains of integrator
whose powers are equal to one (linear integrators). Literature
has shown that high-order dynamics, appearing in aerospace
and robotic applications [27]-[33], are extremely challenging
to deal with, as their linearized dynamics might possess
uncontrollable modes whose eigenvalues are on the right half-
plane [34], making all standard methodologies in [4]-[25] fail.
Let us remark that the term ”high-order” used in [27]-[33] is
different than the term ”high-order” used in [12], [13], [15]-
[16]: the former term is often used in the nonlinear control
community to indicate that the integrators in the chain may not
only have power equal to one (low-order dynamics), but higher
or equal to one (high-order dynamics); the latter term is often
used in the consensus community to indicate that the chain
is not composed by one integrator with power equal to one
(first-order agents), nor by two integrators with power equal
to one (second-order agents), but by more than two integrators
with power equal to one (high-order agents). Therefore, from
the point of view of [27]-[33], the dynamics of [12], [13],
[15]-[16] are strict-feedback and in fact standard backstepping
methods have been successfully adopted there. In this work,
the term ”high-order” is to be intended in the sense of [27]-
[33] (chain of positive odd power integrators), for which no
standard backstepping technique can be adopted.
In place of the standard backstepping, the adding-one-
power-integrator technique was successfully proposed in [28]
to handle high-order dynamics. Progress made for the single
high-order system case include relaxing the growth condition
on the nonlinear functions [29]-[30], [34] and employing neu-
ral network or fuzzy logic approximators to handle completely
unknown nonlinearities [31]-[33], [35]. However, it has to be
emphasized that a direct extension of the standard adding-
one-power-integrator technique in a distributed sense is not
meaningful due to some complex aspects of the procedure. At
least the following two complex aspects are worth mentioning:
(a) the high-power terms are separated from the control gain
functions via separation lemmas that make the order of the
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virtual control gains grow exponentially with the order of
the system; (b) the control gain of each virtual control is
incorporated into the next virtual control law iteratively, thus
increasing the control complexity at each step. Such issues
result in high-complexity and high-gain designs which might
be prohibitive for multi-agent systems with low computa-
tional power and limited actuation. Therefore, the crucial
open question motivating this research is how can reduced-
complexity distributed methodologies be designed for high-
order nonlinear multi-agent systems?
The main contribution of this work is to answer this question
for a large class of uncertain high-order nonlinear multi-
agent systems, which can exhibit heterogeneous nonlinearities
and switched dynamics with possibly asynchronous switches
among the agents. At the core of the proposed methodology
is a newly proposed definition for separable functions and
a new separation-based lemma to deal with the high-power
terms. The lemma decreases the complexity of the distributed
consensus design in a twofold direction: it avoids incorporating
the control gain of each virtual control in the next virtual
control law, thus sensibly reducing the complexity of the
control action; it allows the order of the control gains to
increase only proportionally (rather than exponentially) with
the order of the systems, thus dramatically reducing any high-
gain issue (cf. the discussions in Remark 4 and 5 of this
manuscript).
Notations: The notations adopted in this paper are standard:
R and Rn denote the set of real numbers and the n-dimensional
Euclidean space, respectively. Qodd represents the set of pos-
itive odd integers. ‖ · ‖ refers to either the Euclidean vector
norm or the induced matrix 2-norm. For compactness and
whenever unambiguous, throughout this paper, some variable
dependencies might be dropped, e.g. ξ , h jf ,k, ` f ,k and υ f ,k can
be used to denote ξ (x1,x2), h jf ,k(x f ,k), ` f ,k(s f ,k+1,v f ,k), and
υ f ,k(s f ,k+1,v f ,k), respectively.
II. PROBLEM FORMULATION AND PRELIMINARIES
Let us first give some preliminaries on graph theory. The
communication topology is described by a directed graph G ,
(V ,E ), with V , {0,1, . . . ,N} being the set of nodes (agents)
and with E ⊆ V ×V being the set of directed edges between
two distinct agents (self-edges are not allowed). A directed
edge ( j, i) ∈ E represents that agent i can obtain information
from agent j. The neighbor set of agent i is denoted by Ni =
{ j|( j, i) ∈ E }: this is the set of agents from which agent i can
obtain information. We reserve index 0 to the so-called leader
agent: because agent 0 plays a special role, let us consider the
subgraph defined by G ,
(
V ,E
)
with V , {1,2 . . . ,N} and
E defined accordingly. For this subgraph, let us define the
connectivity matrix A = [ai j] ∈ RN×N : if ( j, i)i 6= j ∈ E , then
ai j = 1, otherwise ai j = 0 (note that aii = 0). The Laplacian
matrix L associated with G is defined as
L =
[
0 01×N
−µ L +B
]
with µ = [µ1, . . . ,µN ]T, being µi = 1 if the leader 0 ∈ Ni,
and µi = 0 otherwise. Also, B = diag[µ1, . . . ,µN ]T and L =
D −A is the Laplacian matrix related to G with D =
diag[d1, . . . ,dN ], where di = ∑ j∈Ni ai j.
Consider a team of N (N ≥ 2) switched high-order nonlinear
multi-agent systems whose dynamics are given by
x˙ f ,k = ϕ
σ f (t)
f ,k (x f ,k)+h
σ f (t)
f ,k (x f ,k)x
r f ,k
f ,k+1,
x˙ f ,n f = ϕ
σ f (t)
f ,n f
(x f ,n f )+h
σ f (t)
f ,n f
(x f ,n f )u
r f ,n f
f ,
y f = x f ,1,
(1)
with 1 ≤ f ≤ N, 1 ≤ k ≤ n f − 1, x f ,k = [x f ,1, . . . ,x f ,k]T ∈ Rk.
The subscript f stands for “follower”, in order to distinguish
them from the leader agent, as clarified later. In (1), σ f (·):
[0,+∞)→M f = {1,2, ...,m f } is the switching signal for the
f th follower, with M f denoting the switching mode set and m f
denoting the number of modes for the f th follower; r f ,k ∈Qodd
are the high powers (positive odd integers), and u jf ∈R is the
control input for the jth mode of the f th follower. For each
mode σ f (t), the functions ϕ
σ f (t)
f ,k (·) and h
σ f (t)
f ,k (·) are unknown
continuous functions. The following remarks highlight the
difference between (1) and other multi-agent system models
considered in literature.
Remark 1. (Novelty of the class) The multi-agent models in
[4]-[21] are strict-feedback low-order, i.e. special cases of (1)
when all the powers r f ,k are equal to one. Apart from this, (1)
also possesses several levels of heterogeneity because: each
follower agent exhibits its own switching σ f (·), leading to
possible asynchronous switching among the N followers; each
follower agent has its own state dimension n f ; the unknown
switched nonlinearities ϕσ f (t)f ,k (·) and h
σ f (t)
f ,k (·) are heteroge-
neous, i.e. possibly different for each follower. While similar
levels of heterogeneity are considered in the pure-feedback
multi-agent models in [22]-[25], those multi-agent systems
models are also homologous to the strict-feedback low-order
case, i.e. they can be equivalently transformed into the strict-
feedback low-order form using the mean-value theorem.
Remark 2. (relevance of high-order nonlinear dynamics) It is
crucial to underline the importance of the high-order nonlinear
case from both a mathematical and an engineering perspec-
tive: from a mathematical point of view, standard feedback
linearization and backstepping methods can be successfully
used for low-order systems, but they do not work anymore
for (1) due to the fact that the linearized dynamics may have
uncontrollable modes [28], [34]. From an engineering point of
view, dynamics (1) can describe a large class of underactuated,
weakly coupled, mechanical systems [34], [36]. In particular,
positive odd powers naturally appear in flexible structures to
describe anti-symmetric restoring forces (spring forces) [34],
[36].
To facilitate distributed control design for (1), the following
standard assumptions are made.
Assumption 1. [23] The leader agent 0 is represented by a
leader output signal yr, which is continuous, bounded, and
available only to a subset of the follower agents. Furthermore,
y˙r is bounded and not available to any follower agent. The
bounds for yr and y˙r are unknown.
Assumption 2. [20] The multi-agent communication is rep-
resented by a directed graph G = (V ,E ), which contains at
least one directed spanning tree with the leader agent as the
root.
Assumption 3. [33] For each follower agent f , we assume
the sign of h jf ,k is positive and there exist known real positive
constants h
j
f ,k and h
j
f ,k, (1≤ k≤ n f , j ∈M f ) such that h jf ,k ≤
h jf ,k(·)≤ h
j
f ,k.
Remark 3. (meaning of assumptions) Assumption 1 implies
that the leader information is only available to a small fraction
of followers. Assumption 2 implies that L +B is a nonsin-
gular M -matrix1 and guarantees the feasibility of consensus
[37]. Assumption 3 is a general controllability condition for
many classes of nonlinear dynamics, including strict-feedback,
pure-feedback and high-order nonlinear systems [31]-[33].
A. Technical lemmas
The following lemmas are useful for deriving the main
results.
Lemma 1. [29] For any x1 ∈R and x2 ∈R, and given positive
integers b1, b2 and any real-valued function ξ (x1,x2) > 0, it
holds that
|x1|b1 |x2|b2 ≤ b1ξ |x1|
b1+b2
b1+b2
+
b2ξ
− b1b2 |x2|b1+b2
b1+b2
. (2)
Lemma 2. [33] Let x1 and x2 be real-valued functions. There
exist a positive odd integer h¯ and a constant λ¯ ≥ 1 such that∣∣∣xh¯1− xh¯2∣∣∣≤ h¯∣∣x1− x2∣∣∣∣∣xh¯−11 + xh¯−12 ∣∣∣ (3a)
|x1+ x2|λ¯ ≤ 2λ¯−1
(|x1|λ¯ + |x2|λ¯ ). (3b)
The following definition, lemma and proposition are intro-
duced to the purpose of reduced-complexity control, as it will
be remarked later (cf. Remarks 4 and 5).
Definition 1. For any x1 ∈R, x2 ∈R, the function z(·): R→R
is said to be a separable function provided that the following
is satisfied:
z(x1+ x2) = `(x1,x2)z(x1)+υ(x1,x2)z(x2), (4)
where `(x1,x2) ∈
[
`1, `1
]
with `1 = 1−d and `1 = 1+d, with
d ∈ (0,1) a constant, |υ(x1,x2)| ≤ υ(d) with υ(d) denoting a
positive continuous function, independent of x1 and x2.
Proposition 1. For any x1 ∈R, x2 ∈R, the function z(·) is a
separable function if the following hold:
(i) z(x1x2) =z(x1)z(x2)
(ii) For p ∈ R and 0 < d < 1, a positive continuous function
υ(d) exists satisfying |z(p)−1| ≤ υ(d)|z(p)|+d, where p=
p+1.
PROOF. See Appendix.
Lemma 3. A function z(z) = zr with r being a positive odd
integer is a separable function.
PROOF. See Appendix.
1An M -matrix is a square matrix with non-positive off-diagonal entries and
non-negative principal minors.
B. Consensus problem
Define the tracking error for the f -th follower as
s f ,1 = ∑
l∈N f
a f l(y f − yl)+µ f (y f − yr), (5)
where f = 1, . . . ,N. After defining s1 = [s1,1, . . . ,sN,1]T ∈ RN ,
one has s1 =(L +B)δ where δ = y¯− y¯r with y¯= [y1, . . . ,yN ]T
and y¯r = [yr, . . . ,yr]T . Due to the nonsingularity of L +B, it
holds that ‖δ‖ ≤ ‖s1‖
λmin
(
L+B
) [37], being λmin the minimum
singular value of L +B.
The following definition delineates the problem formulation,
i.e. the desirable properties for the tracking errors in (5).
Definition 2. [23] The consensus tracking errors (5) are said
to be cooperatively semi-globally asymptotically bounded if
there exist tunable constants c1 > 0, c2 > 0 and bounds β1 > 0,
β2 > 0, such that for every α1 ∈ (0,c1) and α2 ∈ (0,c2), then
‖y f (t0)− yr(t0)‖ ≤ α1 ⇒ ‖y f (t)− yr(t)‖ ≤ β1 and ‖y f (t0)−
yl(t0)‖ ≤ α2 ⇒ ‖y f (t)− yl(t)‖ ≤ β2 as t → ∞ where t0 is an
initial time, f = 1, . . . ,N, l = 1, . . . ,N, and f 6= l.
It is worth noticing that a bounded consensus result is
sought, for the reason that asymptotic results are in general
impossible (even locally) for high-order dynamics [27]. There-
fore, asymptotic consensus results are in general impossible for
high-order dynamics. In the following section we will discuss
the design achieving the result of Definition 2.
III. PROPOSED DISTRIBUTED CONSENSUS DESIGN
Let us define the following variables for the f -th follower
s f ,k = x f ,k− v f ,k−1, k = 2, . . . ,n f , (6)
and let us propose the following design, whose rationale will
be given in Sect. III-A.
v f ,1 =−s f ,1ℑ
1
r f ,1
f ,1
(
c f ,1+ζ
r f ,1
f ,1 Ξ̂ f ,1Θ
r f ,1
f ,1 +b
r f ,1
f ,1
) 1
r f ,1
︸ ︷︷ ︸
ς f ,1
, (7)
ℑ f ,1 =
[
h f ,1(d f +µ f )(1−d)
]−1
, (8)
v f ,k =−s f ,kℑ
1
r f ,k
f ,k
(
c f ,k +ζ
r f ,k
f ,k Ξ̂ f ,kΘ
r f ,k
f ,k +b
r f ,k
f ,k
) 1
r f ,k
︸ ︷︷ ︸
ς f ,k
, (9)
ℑ f ,k =
[
h f ,k(1−d)
]−1
, (k = 2, . . . ,n f ), (10)
u f , u jf = v f ,n f , j ∈M f , (11)
where r f = max
1≤k≤n f
{
r f ,k
}
, r f ,k =
r f+1
r f−r f ,k+1 , r f ,k =
r f+1
r f ,k
,
h f ,k = min
{
h jf ,k, j ∈M f
}
, ζ f ,k > 0, b f ,k > 0 and c f ,k > 0,(k =
1, . . . ,n f ) are design constants.
Further, the parameters Ξ̂ f ,k, k = 1, ...,n f , are adapted via
the laws
˙̂Ξ f ,k = β f ,kζ
r f ,k
f ,k s
r f+1
f ,k Θ
r f ,k
f ,k −β f ,kσ f ,kΞ̂ f ,k, (12)
where β f ,k > 0 denotes a tuning rate and σ f ,k > 0 is a
design parameter. The adaptation law (12) arises from the
use of linear-in-the-parameter approximators for the nonlinear
dynamics in (1), e.g. as done in high-order literature [31]-
[33]. However, differently from this literature, the design of
(7)-(11) avoids high-complexity and high-gain aspects (cf.
discussion in Remark 5). The design of (7)-(12), as well as the
remaining parameters Θ f ,k, (k = 1, . . . ,n f ) shall be specified
in the following design steps.
A. Design Steps
Step f ,1 ( f = 1, . . . ,N) : The time derivative of s f ,1 along
(1) and (5) is
s˙ f ,1 = (d f +µ f )h
j
f ,1(x f ,1)x
r f ,1
f ,2 +H
j
f ,1, (13)
where H jf ,1 is a function defined as
H jf ,1 =(d f +µ f )ϕ
j
f ,1(x f ,1)− ∑
l∈N f
a f l
(
ϕ jl,1(xl,1)
+h jl,1(xl,1)x
rl,1
l,2
)
−µ f y˙r(t). (14)
From Assumptions 1 and 3, and along similar ideas to [23],
[33], [38], one can conclude that there exist a continuous
function Ff ,1(Z f ,1) and a linear-in-the-parameter approximator
F̂f ,1
(
Z f ,1
∣∣W ∗f ,1) such that, for any j ∈M f ,
s
r f−r f ,1+1
f ,1 H
j
f ,1 ≤
∣∣∣sr f−r f ,1+1f ,1 ∣∣∣Ff ,1(Z f ,1)+ ε f ,1
=
∣∣∣sr f−r f ,1+1f ,1 ∣∣∣[F̂f ,1(Z f ,1∣∣W ∗f ,1)+ ε f ,1(Z f ,1)]+ ε f ,1
=
∣∣∣sr f−r f ,1+1f ,1 ∣∣∣[W ∗f ,1φ f ,1(Z f ,1)+ ε f ,1(Z f ,1)]+ ε f ,1,
where Z f ,1 =
[
x f ,1,xl,1,l∈N f ,xl,2,l∈N f
]T , Ff ,1 =
max
{∣∣H jf ,1∣∣, j ∈ M f}, ε f ,1 > 0 is a constant and ε f ,1(Z f ,1)
is the approximation error satisfying
∣∣ε f ,1(Z f ,1)∣∣ ≤ ε f ,1 on
a compact set Ω f ,1, with Z f ,1 ∈ Ω f ,1 and ε f ,1 > 0 being a
constant. The weight W ∗f ,1 is the optimal weight vector such
that W ∗f ,1 = arg min
Ŵ ∗f ,1
{
sup
ΩZ f ,1
∣∣∣F̂f ,1(Z f ,1∣∣Ŵ ∗f ,1) − Ff ,1(Z f ,1)∣∣∣},
with Ŵ ∗f ,1 being an estimate of W
∗
f ,1. For subsequent analysis,
let us define Ξ f ,1 =
∥∥W ∗f ,1∥∥r f ,1 and Θ f ,1 = ∥∥φ f ,1∥∥.
Consider the common Lyapunov function candidate
Vf ,1 =
s
r f−r f ,1+2
f ,1
r f − r f ,1+2 +
1
2β f ,1
Ξ˜2f ,1, (15)
where Ξ˜ f ,1 = Ξ f ,1− Ξ̂ f ,1. Using Lemma 1 yields∣∣∣sr f−r f ,1+1f ,1 ∣∣∣Ff ,1 ≤ ∣∣∣sr f−r f ,1+1f ,1 ∣∣∣(∥∥W ∗f ,1∥∥∥∥φ f ,1∥∥+ ε f ,1)
≤ 1
r f ,1
ζ−r f ,1f ,1 +
1
r f ,1
ζ r f ,1f ,1 s
r f+1
f ,1
(∥∥W ∗f ,1∥∥∥∥φ f ,1∥∥)r f ,1
+
1
r f ,1
b
r f ,1
f ,1 s
r f+1
f ,1 +
1
r f ,1
b
−r f ,1
f ,1 ε
r f ,1
f ,1
≤ sr f+1f ,1
(
b
r f ,1
f ,1 +ζ
r f ,1
f ,1 Ξ f ,1Θ
r f ,1
f ,1
)
+κ f ,1, (16)
where κ f ,1 = ζ
−r f ,1
f ,1 + b
−r f ,1
f ,1 ε
r f ,1
f ,1 with ζ f ,1 > 0 and b f ,1 > 0
being design constants.
In light of (13), (14) and (16), the derivative of Vf ,1 satisfies
V˙f ,1 ≤(d f +µ f )sr f−r f ,1+1f ,1 h f ,1x
r f ,1
f ,2 −
Ξ˜ f ,1
˙̂Ξ f ,1
β f ,1
+ s
r f+1
f ,1
(
b
r f ,1
f ,1 +ζ
r f ,1
f ,1 Ξ f ,1Θ
r f ,1
f ,1
)
+ h¯ f ,1,
(17)
where h¯ f ,1 = κ f ,1+ε f ,1. We are now in the position to handle
the term x
r f ,1
f ,2 in (17) through the proposed Lemma 3 as
s
r f−r f ,1+1
f ,1 x
r f ,1
f ,2 = s
r f−r f ,1+1
f ,1
(
s f ,2+ v f ,1
)r f ,1
≤ υ f ,1
∣∣∣sr f−r f ,1+1f ,1 sr f ,1f ,2 ∣∣∣+ sr f−r f ,1+1f ,1 ` f ,1vr f ,1f ,1 . (18)
Then, (17) can be rewritten as
V˙f ,1 ≤(d f +µ f )h jf ,1υ f ,1
∣∣∣sr f−r f ,1+1f ,1 sr f ,1f ,2 ∣∣∣+(d f +µ f )
×
(
h jf ,1` f ,1s
r f−r f ,1+1
f ,1 v
r f ,1
f ,1
)
− 1
β f ,1
Ξ˜ f ,1
˙̂Ξ f ,1
+ s
r f+1
f ,1
(
b
r f ,1
f ,1 +ζ
r f ,1
f ,1 Ξ f ,1Θ
r f ,1
f ,1
)
+ h¯ f ,1. (19)
Substituting the virtual controller v f ,1 (7) and the adaptation
law ˙̂Ξ f ,1 (12) into (19), and using the fact that
h
j
f ,1υ f ,1
∣∣∣sr f−r f ,1+1f ,1 sr f ,1f ,2 ∣∣∣
≤ τ f ,1
(
1
r f ,1
ρr f ,1f ,1 s
r f+1
f ,1 +
1
r f ,1
ρ−r f ,1f ,1 s
r f+1
f ,2
)
< τ f ,1
(
ρr f ,1f ,1 s
r f+1
f ,1 +ρ
−r f ,1
f ,1 s
r f+1
f ,2
)
, (20)
we can rewrite (19) as
V˙f ,1 ≤− c f ,1sr f+1f ,1 +
(
d f +µ f
)
τ f ,1ρ
r f ,1
f ,1 s
r f+1
f ,1 + h¯ f ,1
+
(
d f +µ f
)
τ f ,1ρ
−r f ,1
f ,1 s
r f+1
f ,2 +
1
2
σ f ,1Ξ˜ f ,1Ξ̂ f ,1
≤− (c f ,1−θ f ,1)sr f+1f ,1 +ϑ f ,1sr f+1f ,2 + h¯ f ,1
+
1
2
σ f ,1Ξ2f ,1−
1
2
σ f ,1Ξ˜2f ,1, (21)
where τ f ,1 = h
j
f ,1υ f ,1, θ f ,1 = (d f + µ f )τ f ,1ρ
r f ,1
f ,1 and ϑ f ,1 =
(d f + µ f )τ f ,1ρ
−r f ,1
f ,1 with ρ f ,1 > 0 and ρ f ,1 > 0 being design
constants.
Step f ,2 ( f = 1, . . . ,N) : Taking the derivative of s f ,2 yields
s˙ f ,2 = h
j
f ,2(x f ,2)x
r f ,2
f ,3 +H
j
f ,2, (22)
where H jf ,2 is a function defined as
H jf ,2 =ϕ
j
f ,2(x f ,2)−
∂v f ,1
∂x f ,1
(
ϕ jf ,1(x f ,1)+h
j
f ,1x
r f ,1
f ,2
)
− ∑
l∈N f
a f l
∂v f ,1
∂xl,1
(
ϕ jl,1(xl,1)+h
j
l,1x
rl,1
l,2
)
− ∂v f ,1
∂yr
y˙r− ∂v f ,1
∂ Ξ̂ f ,1
˙̂Ξ f ,1, (23)
Proceeding similarly to Step f ,1, there exist a continuous
function Ff ,2
(
Z f ,2
)
and a linear-in-the-parameter approximator
F̂f ,2
(
Z f ,2
∣∣W ∗f ,2) such that, for any j ∈M f ,
s
r f−r f ,2+1
f ,2 H
j
f ,2 ≤
∣∣∣sr f−r f ,2+1f ,2 ∣∣∣Ff ,2(Z f ,2)+ ε f ,2
=
∣∣∣sr f−r f ,2+1f ,2 ∣∣∣[F̂f ,2(Z f ,2∣∣W ∗f ,2)+ ε f ,2(Z f ,2)]+ ε f ,2
=
∣∣∣sr f−r f ,2+1f ,2 ∣∣∣[W ∗f ,2φ f ,2(Z f ,2)+ ε f ,2(Z f ,2)]+ ε f ,2,
where Z f ,2 =
[
x f ,2,xl,2,l∈N f ,
∂v f ,1
∂xl,1
,
∂v f ,1
∂x f ,1
,
∂v f ,1
∂yr ,
∂v f ,1
∂ Ξ̂ f ,1
, Ξ̂ f ,1,
µ f yr
]T
, Ff ,2 = max
{∣∣H jf ,2∣∣, j ∈M f}, ε f ,2 > 0 is a constant
and
∣∣ε f ,2(Z f ,2)∣∣ ≤ ε f ,2 with ε f ,2 > 0 being a constant. The
optimal weight W ∗f ,2 and its estimate Ŵ
∗
f ,2 are defined in a
similar way as the previous step. Then, let us define Ξ f ,2 =∥∥W ∗f ,2∥∥r f ,2 and Θ f ,2 = ∥∥φ f ,2∥∥.
Consider the common Lyapunov function candidate
Vf ,2 =Vf ,1+
s
r f−r f ,2+2
f ,2
r f − r f ,2+2 +
1
2β f ,2
Ξ˜2f ,2, (24)
where Ξ˜ f ,2 = Ξ f ,2 − Ξ̂ f ,2. Along similar lines as (16), we
obtain the following inequality∣∣∣sr f−r f ,2+1f ,2 ∣∣∣Ff ,2 ≤sr f+1f ,2 (br f ,2f ,2 +ζ r f ,2f ,2 Ξ f ,2Θr f ,2f ,2 )
+κ f ,2, (25)
where κ f ,2 = ζ
−r f ,2
f ,2 + b
−r f ,2
f ,2 ε
r f ,2
f ,2 with ζ f ,2 > 0 and b f ,2 > 0
being design constants. Hence, the derivative of Vf ,2 along
(19) and (22) is
V˙f ,2 ≤−
(
c f ,1−θ f ,1
)
s
r f+1
f ,1 +h
j
f ,2(x f ,2)s
r f−r f ,2+1
f ,2 x
r f ,2
f ,3
− 1
β f ,2
Ξ˜ f ,2
˙̂Ξ f ,2+ s
r f+1
f ,2
(
b
r f ,2
f ,2 +ζ
r f ,2
f ,2 Ξ f ,2Θ
r f ,2
f ,2
)
+
σ f ,1
2
(
Ξ2f ,1− Ξ˜2f ,1
)
+ϑ f ,1s
r f+1
f ,2 + h¯ f ,1+ h¯ f ,2,
where h¯ f ,2 = κ f ,2 + ε f ,2. Similarly to (18), the use of the
proposed Lemma 3 gives
s
r f−r f ,2+1
f ,2 x
r f ,2
f ,3 = s
r f−r f ,2+1
f ,2
(
s f ,3+ v f ,2
)r f ,2
≤ υ f ,2
∣∣∣sr f−r f ,2+1f ,2 sr f ,2f ,3 ∣∣∣+ sr f−r f ,2+1f ,2 ` f ,2vr f ,2f ,2 . (26)
Remark 4. (departure from state-of-the-art designs) In order
to highlight the distinguishing feature of the proposed design,
let us recall the standard designs in [29], [31]-[35]. There,
instead of (26), x
r f ,2
f ,3 is tackled by subtracting and adding v
r f ,2
f ,2 ,
namely,
s
r f−r f ,2+1
f ,2 x
r f ,2
f ,3 = s
r f−r f ,2+1
f ,2
[(
x
r f ,2
f ,3 − v
r f ,2
f ,2
)
+ v
r f ,2
f ,2
]
.
Then, the use of Lemmas 1 and 2 yields
s
r f−r f ,2+1
f ,2
(
x
r f ,2
f ,3 − v
r f ,2
f ,2
)
≤ r f ,2
∣∣∣∣sr f−r f ,2+1f ,2 ∣∣∣∣∣∣s f ,3∣∣[2r f ,2−2(sr f ,2−1f ,3 + vr f ,2−1f ,2 )
+
(
s f ,2ς f ,2
)r f ,2−1]≤ sr f+1f ,2 + ς f ,2sr f+1f ,3 , (27)
where ς f ,2 =
(
2r f ,2−2r f ,2
)r f ,2
+
(
2r f ,2−2r f ,2ς
r f ,2−1
f ,2
)r f+1
. How-
ever, for the methods in [29] ,[31]-[35] to work, ς f ,2 is
incorporated into the virtual control law v f ,3 to eliminate
the extra term ς f ,2s
r f+1
f ,3
(
e.g. [31, eq.(5)], [32, eq.(12)],
[33, eq.(4)], [34, the equation after (3.11)]
)
: this inevitably
increases the complexity of the controller structure. It is also
worth remarking that the order of the control gain ς f ,k in
(27) grows dramatically (exponentially) as the order of the
subsystems grows, leading to possibly high control gains. This
is in contrast with the order of the control gain in (26) which
is proportional to the order of the subsystems.
Remark 5. (effects of the separation lemma) The benefits
brought by the proposed Lemma 3 can be summarized as:
(i) in the first line of (26), the virtual control v f ,2 can be
extracted from
(
s f ,3 + v f ,2
)r f ,2−1 directly without involving
any inequalities scaling as in
(
[31, eq.(17)], [32, eq.(29)], [33,
eq.(20)], [34, eq.(3.8)]
)
, implying that the extra term ς f ,2 will
not appear in control design and stability analysis; (ii) the term
υ f ,2 in (26) is eventually upper bounded by a constant υ f ,2,
which is independent of s f ,3 and v f ,2 and can be easily handled
as shown hereafter.
At this point, similarly to (20), we can bound one of the
terms in (26) as
h
j
f ,2υ f ,2
∣∣∣sr f−r f ,2+1f ,2 ∣∣∣∣∣∣sr f ,2f ,3 ∣∣∣= τ f ,2∣∣∣sr f−r f ,2+1f ,2 ∣∣∣∣∣∣sr f ,2f ,3 ∣∣∣
≤ τ f ,2
(
ρr f ,2f ,2 s
r f+1
f ,2 +ρ
−r f ,2
f ,2 s
r f+1
f ,3
)
, (28)
where τ f ,2 = h
j
f ,2υ f ,2, ρ f ,2 > 0 and ρ f ,2 > 0 are design
constants.
Substituting the virtual controller v f ,2 (9) and the adaptation
law ˙̂Ξ f ,2 (12) into the Lyapunov derivative after (25) results
in
V˙f ,2 ≤−
(
c f ,1−θ f ,1
)
s
r f+1
f ,1 −
(
c f ,2−ϑ f ,1−θ f ,2
)
s
r f+1
f ,2
+ϑ f ,2s
r f+1
f ,3 +
2
∑
k=1
(
σ f ,k
2
Ξ2f ,k−
σ f ,k
2
Ξ˜2f ,k + h¯ f ,k
)
,
where θ f ,2 = τ f ,2ρ
r f ,2
f ,2 and ϑ f ,2 = τ f ,2ρ
−r f ,2
f ,2 .
Step f ,k ( f = 1, . . . ,N, k = 3, . . . ,n f −1) : It follows from
(1) and (6) that the derivative of s f ,k is
s˙ f ,k = h
j
f ,k(x f ,k)x
r f ,k
f ,k+1+H
j
f ,k, (29)
where H jf ,k is a function defined as
H jf ,k =ϕ
j
f ,k(x f ,k)− ∑
l∈N f
∂v f ,k
∂xl,1
(
ϕ jl,1(xl,1)+h
j
l,1x
rl,1
l,2
)
−
k−1
∑
q=1
∂v f ,k
∂x f ,q
(
ϕ jf ,q(x f ,q)+h
j
f ,qx
r f ,q
f ,q+1
)
−
k−1
∑
q=1
∂v f ,k
∂ Ξ̂ f ,q
˙̂Ξ f ,q− ∂v f ,k∂yr y˙r. (30)
Likewise, there exist a continuous function Ff ,k
(
Z f ,k
)
and an
approximator F̂f ,k
(
Z f ,k
∣∣W ∗f ,k) such that, for any j ∈M f ,
s
r f−r f ,k+1
f ,k H
j
f ,k ≤
∣∣∣sr f−r f ,k+1f ,k ∣∣∣Ff ,k(Z f ,k)+ ε f ,k
=
∣∣∣sr f−r f ,k+1f ,k ∣∣∣[F̂f ,k(Z f ,k∣∣W ∗f ,k)+ ε f ,k(Z f ,k)]+ ε f ,k
=
∣∣∣sr f−r f ,k+1f ,k ∣∣∣[W ∗f ,kφ f ,k(Z f ,k)+ ε f ,k(Z f ,k)]+ ε f ,k,
where Z f ,k =
[
x f ,k,xl,2,l∈N f ,
∂v f ,k−1
∂xl,1
,
∂v f ,k−1
∂x f ,1
, . . . ,
∂v f ,k−1
∂x f ,k−1 ,
∂v f ,k−1
∂ Ξ̂ f ,1
, . . . ,
∂v f ,k−1
∂ Ξ̂ f ,k−1
, Ξ̂ f ,1, . . . , Ξ̂ f ,k−1,
∂v f ,k−1
∂yr ,µ f yr
]T
, Ff ,k
= max
{∣∣H jf ,k∣∣, j ∈ M f}, ε f ,k > 0 is a constant and∣∣ε f ,k(Z f ,k)∣∣≤ ε f ,k with ε f ,k > 0 being a constant. The optimal
weight W ∗f ,k and its estimate Ŵ
∗
f ,k are defined in a similar way
as the previous steps. Let us further define Ξ f ,k =
∥∥W ∗f ,k∥∥r f ,k
and Θ f ,k =
∥∥φ f ,k∥∥.
Consider the common Lyapunov function candidate
Vf ,k =Vf ,k−1+
s
r f−r f ,k+2
f ,k
r f − r f ,k +2 +
1
2β f ,k
Ξ˜2f ,k, (31)
where Ξ˜ f ,k = Ξ f ,k− Ξ̂ f ,k. Following similar lines as Step f ,1
and Step f ,2, it is possible to obtain the derivative of Vf ,k as
V˙f ,k ≤−
k
∑
m=1
(
c f ,m−θ f ,m−ϑ f ,m−1
)
s
r f+1
f ,m +ϑ f ,ks
r f+1
f ,k+1
+
k
∑
m=1
(
σ f ,m
2
Ξ2f ,m−
σ f ,m
2
Ξ˜2f ,m+ h¯ f ,m
)
, (32)
where ϑ f ,0 = 0, θ f ,1 = (d f + µ f )τ f ,1ρ
r f ,1
f ,1 , ϑ f ,1 = (d f +
µ f )τ f ,1ρ
−r f ,1
f ,1 , θ f ,m = τ f ,mρ
r f ,m
f ,m and ϑ f ,m = τ f ,mρ
−r f ,m
f ,m (m =
2, . . . ,k), τ f ,m = h
j
f ,mυ f ,m with υ f ,m being the upper bound
of υ f ,m(s f ,m+1,v f ,m), h¯ f ,m = κ f ,m + ε f ,m, κ f ,m = ζ
−r f ,m
f ,m +
b
−r f ,m
f ,m ε
r f ,m
f ,m , ζ f ,m > 0, b f ,m > 0, c f ,m > 0, ρ f ,m > 0 and ρ f ,m > 0
are design parameters.
Step f ,n f ( f = 1, . . . ,N) : For the final step, consider the
common Lyapunov function candidate
Vf ,n f =Vf ,n f−1+
s
r f−r f ,n f +2
f ,n f
r f − r f ,n f +2
+
1
2β f ,n f
Ξ˜2f ,n f , (33)
where Ξ f ,n f =
∥∥W ∗f ,n f ∥∥r f ,n f and Ξ˜ f ,n f = Ξ f ,n f − Ξ̂ f ,n f .
Choosing the common actual controller u f , u jf for the f th
follower as (11), one immediately gets from (32) that
V˙f ,n f ≤−
n f
∑
k=1
(
c f ,k−θ f ,k−ϑ f ,k−1
)
γ
r f ,k−1
r f +1
f s
r f−r f ,k+2
f ,k
+
n f
∑
k=1
(
1
2
σ f ,kΞ2f ,k−
1
2
σ f ,kΞ˜2f ,k + h¯ f ,k
)
+
n f
∑
k=1
(
γ f
(
c f ,k−θ f ,k−ϑ f ,k−1
))
, (34)
where above inequality holds due to ϑ f ,0 = 0, s f ,n f+1 = 0 and
the fact that
γ(r f ,k−1)/(r f+1)f s
r f−r f ,k+2
f ,k ≤ γ f + s
r f+1
f ,k , (35)
with γ f > 0 a constant, according to Lemma 1.
IV. STABILITY ANALYSIS
To analyze the stability of the entire closed-loop system,
consider the combined common Lyapunov function
V =∑Nf=1 Vf ,n f . (36)
Theorem 1. Under Assumptions 1-3, consider the closed-
loop system composed by the high-order switched nonlinear
multi-agent system (1), the distributed adaptive consensus con-
trollers (7)-(11) and the parameter adaptation laws (12) with
initial conditions Ξ̂ f ,k(0) ≥ 0, ( f = 1, . . . ,N, k = 1, . . . ,n f ).
Then, all signals of the closed-loop system are coopera-
tively semi-globally asymptotically bounded and the consensus
tracking error δ converges to the following compact set
Ω3 =
‖δ‖ ≤
√√√√√NN−1(N2+N−1)2∑Nf=1 [ χαψ f ] 2ψ f
(N−1)N−1
 ,
where ψ f =max
{
r f −r f ,1+2, f ∈M f
}
, ψ
f
=min
{
r f −r f ,1+
2, f ∈M f
}
, α and χ are given in the proof.
PROOF. See Appendix.
Remark 6. (comment on practical stability) Theorem 1 pro-
vides the first result available in literature for practical consen-
sus tracking of high-order nonlinear multi-agent systems with
switched dynamics. It is worth pointing out that, as proven
in [34], even for a single high-order system, asymptotical
tracking is in general impossible (even locally).
Remark 7. (design guidelines) Some guidelines for selecting
appropriate design parameters are: (i) choosing small positive
constants σ f ,k and increasing β f ,k leads to a faster convergence
of Ξ̂ f ,k; (ii) decreasing ζ f ,k, b f ,k and ε f ,k while increasing
β f ,k, and enhancing the connectivity of the communication
link contribute to reduce the size of Ω3.
V. SIMULATION EXAMPLES
To validate the effectiveness of the proposed scheme,
one leader (labeled by 0) with three follower agents are
considered with the directed graph in Fig. 1. The high-order
powers are taken as r1,1 = 3, r1,2 = 5, r2,1 = 3, r2,2 = 7,
r3,1 = 5, r3,2 = 9, n f = 2, f = 1,2,3. For each follower, the
switching signal is σ f (·): [0,∞)→ M f = {1,2,3}: note that
each follower has its own switching signal, and thus can
switch asynchronously with respect to the other followers.
The unknown switched nonlinearities ϕσ f (t)f ,k (·) and h
σ f (t)
f ,k (·)
are taken to be heterogeneous:
For follower 1: ϕ11,1 = 1− cos(x1), ϕ21,1 = 0.5+ exp(−x21),
ϕ31,1 = 0.2cos(x1)+ 0.5, ϕ
1
1,2 = x1x2 + 0.5, ϕ
2
1,2 = 0.2x
2
1 + x2,
ϕ31,2 = cos(x
2
1x2) + 0.2, h
1
1,1 = |tanh(x21)| + 4,
h21,1 = cos(x
3
1)+3, h
3
1,1 = 2cos(x1)
2, h11,2 = 2(|cos(x31x2)|+1),
h21,2 = 3sin(x2)
3+5, and h31,2 = 5|sin(0.1x1x2)|+2.
0 1
1
2
3
2
1
2
3
3
2
1
3
Fig. 1. The communication graph between leader 0 and follower agents 1,
2 and 3. Each agent can switch among three dynamics, represented as three
squares around each agent.
For follower 2: ϕ12,1 = 1.5x1 + x
2
1, ϕ
2
2,1 = x
3
1 + 0.25,
ϕ32,1 = x
2
1 + 0.2, ϕ
1
2,2 = 0.25x2 + 0.5, ϕ
2
2,2 = 0.3 + 0.5x1x
2
2,
ϕ32,2 = cos(x1x2)+0.2, h
1
2,1 = 2sin(x
2
1)+6, h
2
2,1 = sin(x
3
1)+3,
h32,1 = cos(x1)+3, h
1
2,2 = 3cos(x
2
2)+5, h
2
2,2 = 3cos(x1+x
2
2)+5,
and h32,2 = 5+3sin(x
2
1+ x2x
2
1).
For follower 3: ϕ13,1 = x1+0.5sin(x1), ϕ
2
3,1 = 0.3x
2
1+ cos(x1),
ϕ33,1 = x1 + 0.5x
2
1, ϕ
1
3,2 = 0.3x
2
1 + x2, ϕ
2
3,2 = x2 + 0.5sin(x1),
ϕ33,2 = cos(x1x2)
2+0.5, h13,1 = |cos(x1)|+4, h23,1 = |sinx32|+2,
h33,1 = cos(x
2
2x
3
1)+ 3, h
1
3,2 = cos(x
2
2)+ 3, h
2
3,2 = 4cos(x1)+ 6,
and h33,2 = cos(x2)
3+3.
The leader output is yr(t) = 2sin(t) + 2sin(0.5t).
The initial conditions for the follower agents
are taken as: x1,1(0) = x2,1(0) = x3,1(0) = 0.1,
x1,2(0) = x2,2(0) = x3,2(0) = −0.1, Ξ̂1,1(0) = Ξ̂1,2(0) = 5,
Ξ̂2,1(0) = Ξ̂2,2(0) = 7 and Ξ̂3,1(0) = Ξ̂3,2(0) = 10. The
design parameters are chosen to be: c1,1 = c2,1 = c3,1 = 3,
c1,2 = c2,2 = c3,2 = 1.5, β1,2 = β2,2 = β3,2 = 1,
β1,1 = β2,1 = β3,1 = 15, σ1,1 = σ2,1 = σ3,1 = 0.5,
σ1,2 = σ2,2 = σ3,2 = 1, ζ1,1 = ζ2,1 = ζ3,1 = 0.5,
ζ1,2 = ζ2,2 = ζ3,2 = 0.75, b1,1 = b2,1 = b3,1 = 0.5 and
b1,2 = b2,2 = b3,2 = 1. The simulation results are shown in
Figs. 2-4. Fig. 2 reveals that the switching signals σ f (·),
f = 1,2,3, for three followers are arbitrary and asynchronous.
It can be seen from Fig. 3-(a) that the three followers track
the leader signal with bounded consensus tracking errors.
Fig. 3-(b) shows the evolutions of control inputs u1, u2 and
u3. Fig. 4-(a) and 4-(b) depict the boundedness of Ξ̂1,1, Ξ̂2,1
and Ξ̂3,1, and of Ξ̂1,2, Ξ̂2,2 and Ξ̂3,2, respectively.
VI. CONCLUSIONS
This paper proposed the first result about distributed con-
sensus tracking for high-order nonlinear multi-agent systems
with switched dynamics. This result extends the range of
systems for which tracking consensus can be achieved, as ex-
isting designs have addressed low-order multi-agent systems.
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Fig. 2. Asynchronous switching signals σ f (t).
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Fig. 3. (a): Followers outputs y1, y2 and y3, and leader output yr; (b): Control
inputs u1, u2 and u3.
Fig. 4. The estimates of adaptive parameters of Ξ̂1,1, Ξ̂2,1 and Ξ̂3,1 (a), and
of Ξ̂1,2, Ξ̂2,2 and Ξ̂3,2 (b).
The distinguishing feature of the proposed design is a new
separation-based lemma that can simplify the control design
in a twofold sense: the complexity of the virtual and actual
control laws is sensibly reduced; the order of the control gains
of controllers does not increase exponentially with the order
of the subsystems.
APPENDIX
Proof of Proposition 1. When x1 6= 0, without losing
generality, we let x2 = px1, p ∈ R. Thus, using (ii) yields
|z(x1)(z(p)−1)| ≤ υ(d)|z(p)| · |z(x1)|+ |z(x1)|d, (37)
where p = p+1. Applying (i) on both sides of (37) gives
|z(x1+ x2)−z(x1)| ≤M+ |z(x1)|d, (38)
where M = υ(d)|z(x2)|. At this point, two situations are
considered:
Situation 1: when z(x1)< 0, it follows from (38) that
dz(x1)−M ≤z(x1+ x2)≤ dz(x1)+M, (39)
where d = d+1 and d = 1−d.
Situation 2: when z(x1)≥ 0, one has
dz(x1)−M ≤z(x1+ x2)≤ dz(x1)+M. (40)
When x1 = 0, (4) becomes
z(x2) = `(x1,x2)z(0)+υ(x1,x2)z(x2), (41)
which we have to prove. Using (i) we get z(0) =z(0)z(x2)
and (41) becomes z(x2) =
[
`(0,x2)z(0) + υ(0,x2)
]
z(x2)
which holds by taking `(0,x2) ≡ 0 and υ(0,x2) ≡ 1. This
completes the proof. 
Proof of Lemma 3. We will verify that condition (ii) in
Lemma 3 holds (condition (i) is trivially satisfied). Using the
binomial theorem [39, Sect. 3.1, page. 10] leads to
pr = 1+
p · r!
(r−1)! + · · ·+
pr−1 · r!
(r−1)! + p
r, (42)
which further results in
|pr−1| ≤
r
∑
k=1
r!
k!(r− k)! |p|
k ≤ d+υ(d)|pr|, (43)
where the second inequality used Lemma 1,
d = ∑rk=1
r!
k!(r−k)!
r−k
r l
r
r−k ∈ (0,1) and υ(d) = ∑rk=1 r!k!(r−k)!
· kr l
−r
k with appropriately small constant l > 0. This completes
the proof. 
Proof of Theorem 1. It follows from (34) that
V˙f ,n f ≤−α fVf ,n f +ϖ f
where α f = min
{(
r f − r f ,k + 2
)
ζ f ,k,β f ,kσ f ,k : 1 ≤ k ≤
n f
}
with ζ f ,k = γ
(r f ,k−1)/(r f+1)
f
(
c f ,k − θ f ,k − ϑ f ,k−1
)
and
ϖ f =∑
n f
k=1
[
σ f ,k
2
(
Ξ2f ,k− Ξ˜2f ,k
)
+ h¯ f ,k+γ f (c f ,k−θ f ,k−ϑ f ,k−1)
]
.
Therefore, the derivative of V can be obtained as
V˙ ≤−αV +χ
where α = min1≤ f≤N{α f } and χ = ∑Nf=1ϖ f . At this point,
following similar lines to [31]-[33], it follows that all closed-
loop signals remain bounded. From Definition 2, it can be
further concluded that the consensus tracking errors of the total
closed-loop system are cooperatively semi-globally asymptot-
ically bounded.
A bound on the tracking error can be obtained as follows:
integrating V˙ (t) on [0, t] gives∫ t
0
d
[
exp(αt)V (t)
]≤ ∫ t
0
χ exp(αt) dt
which suggests that
V (t)≤
(
V (0)− χ
α
)
exp(−αt)+ χ
α
and limt→+∞V (t) ≤ χα . Thus, one can conclude that
limt→+∞
s
r f−r f ,1+2
f ,1
r f−r f ,1+2 ≤
χ
α , leading to
limt→+∞‖s1‖ ≤
√√√√√ N∑
f=1
[(
χ
α
ψ f
)2] 1ψ f
= Γ.
Then, from the inequalities below (5), one gets that
limt→+∞‖δ‖ ≤ Γλmin(L+B) . Note that λmin
(
L +B
)
might not
be directly known in distributed control because it is a global
topology variable. To handle this issue, one possible solution
is to replace λmin
(
L +B
)
by a more conservative bound
N
N2+N−1 with N =
(N−1
N
)N−1
2 [40], which only depends on the
number of agents. This concludes the proof.
VII. CONCLUSIONS
This paper proposed the first result about distributed con-
sensus tracking for high-order nonlinear multi-agent systems
with switched dynamics. This result extends the range of
systems for which tracking consensus can be achieved, as ex-
isting designs have addressed low-order multi-agent systems.
The distinguishing feature of the proposed design is a new
separation-based lemma that can simplify the control design
in a twofold sense: the complexity of the virtual and actual
control laws is sensibly reduced; the order of the control gains
of controllers does not increase exponentially with the order
of the subsystems.
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