The registration concept is one of the most important and popular aspects of digital image processing. Using suitable computer programming techniques and transformation between two images, a new much more informative image can be found. In this paper, three important and basic medical image registration (MIR) methods, namely MIR by maximization of mutual information, MIR using cross correlation (Fourier transform approach), and MIR by minimization of similarity metric, were proposed and accordingly two comprehensive applications were performed using MIR by minimization of the similarity metric, which uses the sum of the squared differences metric as a metric and the regular step gradient descent optimizer as an optimizer. What is more, MR images of two patients who had brain tumors are registered with different MR images of the same patients at a different time so that growthiness of the tumor inside the patient's brain can be investigated. It is thought that this paper will provide a comprehensive reference source for researchers involved in MIR because this paper contains not only a powerful explanation of three methods of medical image registration but also provides two experimental results using MIR by minimization of the similarity metric.
Introduction and background

Introduction
Image registration is the operation of geometrically taking two or more images to the same coordinate system. By integrating corresponding pixels, which represent the same object, similar features can easily be compared using any programming language or digital signal processors [1] [2] [3] . The process of registration will establish which point on one image corresponds to a particular point on another image. By correspond it is meant that these points represent a measurement localized to the same small element of tissue within the patient [4] .
The scope of image registration includes a wide spectrum of subjects including remote sensing for change detection, estimating wind speed for weather forecasting, computer vision, astrophotography, panoramic image creation, and fusion of medical images. Image registration has also become a valuable technique for biomedical research, especially in neuroscience, where imaging studies are making substantial contributions to our understanding of the way the brain works.
Background
Medical image registration (MIR) methods are increasingly being used in medical research and healthcare. There is, consequently, widespread interest in information in the MIR for diagnosis and treatment. In short, it can be concluded that MIR based studies gain more importance for diagnosis purposes since they have been integrated in this area. Peng [5] has suggested a MIR method using points, contour, and curves, which has the accuracy of registration based-on points and the robustness of registration based-on lines (including contour and curves). The early survey paper by Ghaffary and Sawchuk [6] covers mainly the methods based on image correlation. The most exhaustive review of the general-purpose image registration methods has been given by Gotsfeld [7] . Researchers interested in more speci?c aspects of MIR can refer to publications by Makela et al. for cardiac applications [8] , Hutton et al. for nuclear medicine [9] , Rosenman et al. for radiation therapy [10] , Meijering et al. for digital subtraction angiography [11] , and Toga et al. for brain warping applications [12] .
Methods and materials
Within the history of image registration a lot of techniques have been adopted to be used for the registration processes. Before starting to explain the technique used in this paper, let us first take a look at the primary MIR techniques that have been used recently.
There are basically three different methods used for MIR purposes: medical image registration by maximization of mutual information, medical image registration using cross correlation (Fourier transform approach), and medical image registration by minimization of similarity metric. The last technique, which is the proposed technique of this paper, is explained in Section 2.3.
Medical image registration by maximization of mutual information
In this type of registration, associated medical images are registered by means of adjusting the relative position and orientation of the moving image. This method is quite practical for the registration of volumetric medical images of different modalities [13] . In addition, it can be used for medical images whose degree of mutual information is high [14] . A similarity metric is defined to calculate the degree of similarity between the images.
A metric is a comparison factor that measures the similarity and/or dissimilarity between two images [15] . Using a proper iterative approach the similarity metric is intended to take its highest possible value under existing circumstances [16, 17] .
Mutual information
The mutual information metric is the similarity metric of the MIR by using maximization of the mutual information method. Before understanding the mutual information concept, it is needed to look at the entropy of a random variable and joint entropy of two random variables. From information theory, it is known that entropy of a random variable p(v) is as follows:
Moreover, joint entropy of two variables is as follows:
Now mutual information of two random variables is
where p(v), h(v), h (u, v) , and MI(u, v) represent any random variable, entropy of random variable, joint entropy of two variables u and v, and mutual information of two variables u and v, respectively.
Approximating value
To estimate probability density p(v) a well-known window, called the Parzen window (Eq. (4)), is used.
where p(v), NA, and Gφ represent probability density function, number of samples in A, and a Gaussian function having variance φ, respectively.
The reason for using the Parzen window for estimation is that it directly uses samples drawn from an unknown distribution and it uses a robust model to noise; this model is Gaussian mixture.
Eq. (1) is actually the negative expectation of ln(p), and so it can be stated as
With the aid of Eq. (4), approximation of the entropy of a random variable, v , can be expressed as
where B represents different sample sets considered. Now we approximate the joint entropy in the same manner as below. However, this time we have two sample sets. Therefore, we draw pairs of corresponding samples from the two variables. Approximated mutual information is derived as follows:
where
Approximating derivatives
As mentioned before, image registration is estimation of the transformation T that best aligns two images I u and I v . This T function isT
Mutual information (MI) can be considered as a function of T. Our goal is to maximize MI; therefore we approximate its derivatives with respect to T.
Another important parameter is weighting factor W(x i x j );
To finish the registration process we seek a maximum of mutual information by using, for example, a stochastic analogue of gradient descent.
Stochastic maximization algorithm
This is an algorithm to seek a local maximum of mutual information by using a stochastic analogue of gradient descent. Steps are repeatedly taken that are proportional to the approximation of the derivative of the mutual information with respect to the transformation.
Repeat:
MIR by using cross correlation (Fourier domain) method
When dealing with the problem of registration of monomodal medical images, for example to analyze development of the disease, the correlation method is quite beneficial.
In this study, the frequency domain (Fourier domain) was used to detect misalignment parameters between fixed image and moving image. As soon as misalignment parameters between the images have been found, then associated images are registered (shifted or rotated). Horizontal and vertical shifts ∆x 1 and ∆x 2 and rotation angle ∅ are the parameters of the misalignment. The registration process can be considered as a function of these parameters. The frequency domain approach provides us with the opportunity of forecast of all shifts (horizontal and vertical) and rotation angle.
If it is considered that there is fixed image f 1 (x) and moving image f 2 (x) (the shifted and rotated version of fixed image), the related coordinate transformation can be represented by
This must be converted to the Fourier domain as follows:
where F 2 (u) represents the Fourier transform of f 2 (x) and coordinate tranformation x ′ = x + ∆x. Beyond the second transformation x ′′ = Rx ′ , the relationship between the amplitudes of the Fourier transforms can be computed as
where |F 2 (u)| is the rotated copy of |F 1 (u)| with the rotation angle ∅.
Now that spatial domain shifts have only influence on the phase values of the Fourier transform, first of all rotation angle ∅ can be guessed from magnitudes of Fourier transforms |F 1 (u)| and |F 2 (u)|. On the other hand, shifts ∆x and ∆y will be calculated from the phase differences from F 1 (u) and F 2 (u).
Rotation estimation
The rotation angle among |F 1 (u)| and |F 2 (u)| is calculated as the angle θ for which the Fourier transform of fixed image |F 1 (u)| and rotated Fourier transform of the moving image to be registered |F 2 (R θ u)| gets maximum correlation. This means the calculation of a rotation of |F 2 (u)| for every assessment of correlation, which is numerically tedious and therefore applicatively troublesome.
By means of a method that is numerically efficient, the computations can be made much easier. Therefore, at the first step the frequency content h has been calculated as a function of the angle α by means of integrating over radial lines:
This yields a function h(a) for both |F 1 (u)| and |F 2 (u)| . After that the expected rotation angle can be calculated as the value for which their correlation reaches a maximum. Here |F (r, θ)| is a discrete signal. The discrete signal h(a) is calculated as the average of the values on the rectangular grid that have an angle:
If it is desired to compute the rotation angle with a precision of 0.1 degrees, h(a) is computed every 0.1 degrees.
Shift calculation
A shift of the image parallel to the image plane can be expressed in the Fourier domain as a linear phase shift as follows:
In this expression the shift parameter, ∆x, can be calculated as the slope of the phase difference ∠(F 2 (u)/F 1 (u)) .
To organize the solution less sensitive to noise, a plane is fitted through the phase differences using least squares.
MIR by minimization of the similarity metric
This technique works directly with image data; in other words, there is no need for preprocessing or segmentation; accordingly it is not necessary to calculate image features such as Fourier transform, Eigen-values, and Eigen-vectors, which is an advantage of this method. Figure 1 is a good illustration of MIR by minimization of the similarity metric. The goal is to seek iteratively for a geometrical transformation that, when applied to moving images, optimizes (in other words minimizes) the similarity metric. The similarity metric is additionally known as the cost function. Our similarity is related to pixel intensity value. The optimizer defines the search strategy. On the other hand, an interpolator is used to take pixel intensities to the new coordinate system according to the geometric transformation that has been found. The objective of the interpolation is to measure the value of intensity difference between the images in the new positions. 
Similarity metric
The similarity metric used is sum of squared differences (SSD) similarity metric. This metric, which is one of the most commonly used methods with monomodal intensity based MIR problems, is based on pixel intensity difference. The key idea behind the SSD is that similar images must have similar pixel intensities when registered accurately. In this study, because the used figures, Figures 2 and 3 , are similar images and have similar pixel intensities it can be said that they are suitable to be used with this method. These figures are MR images of a patient brain that includes brain tumors taken at two different times and marked in the associated images. It has been investigated experimentally how the brain tumor grows, specifically which part of the brain tumor grows, diminishes, or un-changes with time. 
Sum of squared differences (SSD)
For Fixed Image A and Moving Image B, SSD can be expressed as
where A(i), B ′ (i), and N represent pixel intensity value of the fixed image for the ith pixel, pixel intensity value of the transformed moving image for the ith pixel, and number of pixels of the images, respectively.
It has been conditioned that the fixed image and moving image are identical in some degree. There are just misalignments to be minimized. SSD must theoretically be close to zero when the images are correctly registered. Therefore, the golden rule is that the lower the SSD, the better registration process is. The SSD technique is a restricted method. As we mentioned before, the images must be identical. In this study we use MR images of the brain that are identical except for misalignments; therefore the SSD technique is ideal for this study. This technique has been used by Hajnal et al. in 2001 [2] , and in the SPM software by Friston et al. in 1997 [18] . Figure 4 shows the overlapping of the images. This step is not considered as a step of registration but it is a necessary step of preregistration.
Optimizer
The intention of optimization is to seek the minimum value of the similarity metric. The optimization process is terminated when the similarity metric gets its minimum value. Accordingly, the objective function for the registration process is expressed as
where D and T represent the similarity metric (cost function) and transformation, respectively.
Regular step gradient descent
In this study, the regular step gradient descent method, which is a first-order optimization algorithm, has been used as the optimization method. This optimization method, established by Cauchy (1847), is one of the simplest methods among optimization types adopted for image registration purposes. Simply it can be expressed as follows:
where f (x) is the so-called cost function considered; that is a continuous differential function in the R? domain.
To find a local minimum of a function via regular step gradient descent, one takes steps proportional to the negative of the gradient of the function considered at the current point as followss: where g k or g (x k ) or ∇f (x k ) shows the gradient vector of f(x) at the current iteration point x k . a k , on the other hand, represents the defined step size; this must be a positive value, that is a k > 0. The step size can be obtained by some line search conditions, such as Goldstein conditions or Wolfe condition (see Fletcher [19] ).
Theoretically this method will not terminate unless a stationary point is found. The method is a hillclimbing technique that begins with an initial estimate x k of the SSD. Another guess ( x k+1 ) is made from the current guess x k .
In this study, the differences between the functions at all points of x k and x k+1 have been calculated via regular step gradient descent. Figure 5 shows the result of default registration. Default registration is applied with 100 iterations. Values of SSD for each 100 iterations are tabulated in Table 1 . Figures 6 and 7 show the results after 200 and 300 iterations, respectively. The corresponding SSD values are tabulated in Tables 2 and 3 , respectively. Looking at Table 4 , it is obvious that the quality of the registration is directly proportional to the number of maximum iterations. On the other hand, time required for the registration increases with maximum iterations. 
Results and discussion
Like many other image processing applications, to be able to record medical images in the registration process, the concerned medical images have to be in digital form rather than analogue form. In other words, the images must be coded into numbers that indeed represent the intensity of the images. The intensity of the images in each point is the color of each location within the images [20] . In our medical applications, the image intensity of each point will be the anatomical region of the body. The representation of intensity as a number is achieved with a rectangular array of small square or rectangular elements called pixels. This substantially means that each pixel in each medical image has associated image intensity values. This pixel array will form an inartificial coordinate system for the images and using each element's two-dimensional position will provide us the possibility of accessing that element.
In Table 1 , maximum iteration is a positive scalar integer value that determines the maximum number of iterations the optimizer performs at any given pyramid level. The default value of maximum iteration is 100. From Table 1 it can be easily understood that with increased number of iterations the SSD value decreases, and after a while it converges. As soon as the SSD value converges the program terminates. Table 2 is the SSD result of 200 maximum iterations. In Table 3 , in the proposed experiment, for instance, the SSD value converges at the 283rd iteration. This means the 283rd iteration is the best iteration number. The registration result corresponding to this iteration is shown in Figure 7 . In the 'inside' of the image, magenta and green areas represent the growing brain tumor and diminishing brain tumor parts, respectively. Brain tumor growthiness is clearly seen in Figure 7 . Grown, diminished, and unchanged tumor parts are marked in Figure 7 . Figure 8 shows subtraction of the fixed and moving images.
The study has been implemented considering another images belong to a patient' brain just to proof the proposed study. For example, Figures 9 and 10 show MR images of another patient brain that includes brain tumors taken at two different times. Figure 11 shows overlapping of the two images and Figure 12 is the registration result with the default (100) Figure 13 is the result of registration with 200 maximum iterations. This time 200 iterations is enough because the SSD value converges at the 184th iteration. SSD values corresponding to each iteration are shown in Table 6 . Finally Figure 14 shows subtraction of the fixed image and moving image. Overall results for this patient are given in Table 7 . The same comments as for the first patient can be made about this patient as well. Figure 12 10.7543 0.9 183 6791.7568 Figure 13 21.2385 0.9
Conclusion
In this study, using medical image processing the tumor growthiness inside two patients' brains was successfully investigated separately. We proposed monomodal registration of MR image of the patient with a brain tumor ( Figure 2 ) with another MR image of the same patient at a different time ( Figure 3 ) so that we can investigate the growthiness of the tumor inside the brain. Registration was carried out using the intensity based technique and sum of squared differences metric with the regular step gradient descent optimizer. Figure 4 shows the overlapping of Figures 2 and 3 . Figure 5 is the result of the default registration process. Some different iterations were chosen in MATLAB. Figures 6 and 7 are the results of the registrations with maximum iterations of 200 and 300, respectively. Figure 8 shows the subtraction of the images and in this way the growing parts of the brain tumor can be detected more obviously. With the aid of Table 4 and figures associated with Table 4 results, it can be said that the quality of the registration is directly proportional to the number of maximum iterations. However, the time required for the registration increases with number of cycles. Considering the importance of the time, it is needed to change the value of another parameter, which is relaxation factor, to decrease the time of the registration. In conclusion, if the relaxation factor is increased between 0 and 1 the time required for the registration is decreased (Table 4) .
Although this paper is intended to provide a comprehensive reference source for researchers involved in MIR, an important contribution of this paper is that growing, diminishing, and unchanged brain tumor parts are detected in time. The advantage of this method is that there is no need to calculate image features such as Fourier transform, eigenvalues, and eigenvectors. This technique is superior to other techniques such as cross-correlation and maximization of similarity metric because it avoids wrong registration and uses less computation.
In the future work, we plan to integrate this MATLAB software into digital signal processors (FPGAs). In this way, real-time image registration will be implemented.
