Let a sequence of conformal Riemannian metrics {g k = u 2 k g 0 } be isospectral to g 0 over a compact boundaryless smooth 4-dimension manifold (M, g 0 ). We prove that the subsequence of conformal factors {u k } converges to u weakly in W 2,p
Introduction
Let M be a compact 4-manifold without boundary. A smooth Riemannian metric g 0 on M determines a class of conformally equivalent metrics of the form g = u 2 g 0 , where u is a smooth positive function. Our main theorem is about the Gromov-Hausdorff compactness for metric spaces (M, d) defined by (M, g). Theorem 1.1. Let (M, g 0 ) be a compact smooth 4-dimensional Riemannian manifold without boundary. Assume {g k = u 2 k g 0 } is a sequence of conformal metrics satisfying Vol(M, g k ) = 1 (1.1)
for some positive constant A, where R(g k ) is the scalar curvature of g k . Then {u k } weakly converges to u in W 2,p loc (M \ S) for some p < 2, where S is a finite set and u ∈ W 2,p (M). Moreover, if (1) The first eigenvalue of ∆ g k : λ 1 (∆ g k ) ≥ Λ, for some positive constant Λ;
(2) lim inf k→∞ Then, after passing to a subsequence, a sequence of distance functions {d k } defined by {g k } uniformly converges to the distance function d u defined by g u = u 2 g 0 . In other words, the sequence of metric spaces {(M, d k )} converges to the metric space (M, d u ) in the Gromov-Hausdorff distance. then we get {u k } weakly converges to u in W 2,p loc (M \ S) and u ∈ W 2,p (M), for p < n 2 . Moreover, if the constraint (2) is replaced by (2' ) lim inf k→∞ n−2 4(n−1) M R(g k )dV g k < Y (S n ), Y (S n ) is the Yamabe constant of the standard sphere S n .
Then a sequence of distance functions {d k } defined by {g k } uniformly converges to the distance function d u defined by g u = u 4 n−2 g 0 .
The original motivation of the above result is the application to isospectral conformal metrics. At first, we need to establish some basic conformal notions and recall some essential results on the spectral invariants. Let (M, g 0 ) be a compact n-dim Riemannian manifold without boundary. Denote the scalar curvature of g by R(g) (or R g ). If we consider the metrics g = u 4 n−2 g 0 for some positive smooth functions u, u satisfy the following equation Two Riemannian metrics g and g ′ on a compact manifold M are said to be isospectral if their associated Laplacian operators have the identical spectrum, i.e., Spec(∆ g ) = Spec(∆ g ′ ). It is well-known that the heat kernel H t (x, y) has an eigenfunction expansion:
where {v i (x)} is an orthonormal basis for the eigenfunction space of ∆. The trace of the heat kernel e −t∆ has the known expansion as t → 0 + Tr(H t ) = i e −tλ i ∼ (4πt) − n 2 (a 0 + a 1 t + a 2 t 2 + a 3 t 3 + · · · ),
where each a i is the spectral invariant (cf. [9] ). The first several heat invariants a k are given by a 0 = M dV g = Vol(M, g);
And R g , Ric g and Riem g denote the scalar curvature, Ricci curvature tensor and full curvature tensor respectively. Since we are going to work with conformal classes in dimension 4, it's convenient for us to rewrite a 2 as follows (cf. [16] ).
where W g and B g are the Weyl curvature tensor and the traceless Ricci curvature tensor. Note that a 2 implies that scalar curvature of isospectral conformal metrics are L 2 -invariant in the 4-dimensional case (see [3] , [16] ). If g 1 is isospectral to g 2 and both of them are in the same conformal class, we have a 2 (g 1 ) = a 2 (g 2 ) and
The Gauss-Bonnet formula for four dimensional closed manifolds tells us that
It implies that
Then, we have the following natural constraints for the isospectral conformal metrics g = u 2 g 0 :
Now, we apply our main theorem to the isospectral conformal metrics and get 
where Y (S 4 ) is the Yamabe constant of the standard sphere S 4 and a 0 , a 1 are the leading coefficients of the heat trace expansion Tr(H t ) at t → 0. Then {d k } uniformly converges to the distance function d u , where d u is defined by g u = u 2 g 0 . In other words, {(M, d k )} converges to (M, d u ) in the Gromov-Hausdorff topology.
The compactness of isospectral metrics has been studied for a long time. For the case of compact surfaces, Osgood, Phillips and Sarnak [14] showed that a set of isospectral metrics on a compact Riemann surface without boundary form a compact family in the C ∞ topology. In the higher dimensions, if the isospectral metrics are restricted to the same conformal class, many good results can be derived from it. For three dimensional compact manifolds without boundary, A.Chang and P.Yang [5] proved that an isospectral set of conformal metrics is compact in the C ∞ -topology. As for the dimension greater than 3, Gursky [8] did some C α compactness for manifolds with L p norm of the full curvature tensor bounds when p > n 2 and 0 < α < (2p − n)/p. In particular, the C ∞ topology compactness of isospectral conformal metrics over a closed 4-manifold was presented under some extra constrains(see e.g., [12] , [16] , [17] ). While their results in the dimension 4 are stronger than ours, we make only minimal assumptions on the isospectral invariant.
In the remainder of the introduction, we give an outline of the argument for our main theorem. We first show ε-regularity of {u k } and define a finite set of points:
such that {u k } converges to u weakly in W 2,p loc (M \S), for some p < 2. Then the removable singularities result can be proved by using the Three Circles Lemma in the end of section 2.
Then we focus on a sequence of distance functions {d k } defined by {g k } in section 3. According to our previous paper [7] , it asserts that there exists a finite set S ′ , such that d k converges to d u in C 0 loc (M \ S ′ ). If in addition, u = 0, then d u is a distance function defined by g u = u 2 g 0 . Since singularities of u are removable, d u is well-defined over M × M. Moreover we show if lim r→0 diam(B r (P ), g k ) + Vol(B r (P ), g k ) = 0 for any P ∈ S ′ , then {(M, d k )} converges to (M, d u ) in the sense of Gromov-Hausdorff topology.
In section 4, we firstly recall some basic terminology about bubble trees, one can refer to [6] and [15] . Then we work on the neck analysis and show that the volume and the diameter of the neck region will vanish as k → ∞.
In the last section, we complete the proof of our main theorem. We find ε > 0 depending on ε 0 and define a finite set of points which contains S and S ′ :
The points in S 0 are said to be the bubble points. We apply the method of induction to show that if there is no real bubble at the bubble points, then the volume and the diameter of the bubble region will go to 0. Moreover, since λ 1 (∆ g k ) ≥ Λ > 0, the sequence of manifolds {(M, g k )} can not be pinched as k → ∞. Finally, the proof of the main theorem can be divided into 2 cases. Acknowledgements The author is grateful to her doctoral supervisor Professor Yuxiang Li for his invaluable discussions and comments.
Preliminary
Let (M, g 0 ) be a compact 4-dim Riemannian manifold without boundary. Assume {g k = u 2 k g 0 } is a sequence of conformal metrics and u k satisfies the following equation:
The goal of this subsection is to show the ε-regularity of conformal factors. Actually, in the foregoing paper [7] , we get the same regularity result of {u k } by using Moser Iteration. In this paper, we use another way to show the regularity of {u k } by modifying the definition of John-Nirenberg radius in [10] . We consider the following operator over Ω ⊂ R 4 :
Let {u k } be a sequence of positive functions in W 1,2 (Ω), each of which solves the equation Lu k = f k u k in the weak sense, where ||f k || L 2 (Ω) is uniformly bounded. Now, recall the following John Nirenberg lemma, which was presented in [13] .
Lemma 2.1. If w is a square integrable in the unit cube Q(1) ⊂ R n and if for every cube
then every power of w is integrable and even more: There exist positive constants α, β depending on n only, such that
Replacing the cube Q(1) with the inscribed ball B r (x), we define John-Nirenberg radius as follows.
Definition 2.2. Given u is a positive function, we define John-Nirenberg radius, for any x ∈ Ω 1 ⊂⊂ Ω ⊂ R 4 and ε > 0 ρ(x, u, Ω, ε) = sup{r :
This kind of radius is a crucial point to study the convergence of {u k } in this subsection. The following proposition is given at first. Proposition 2.3. For any ε > 0, there exist ε 0 > 0 and a > 0 which only depend on λ 1 , λ 2 , λ 3 and ε, such that if
when k is sufficiently large. B r denotes a ball of radius r centered at 0 in R 4 .
The following lemma can be derived from the above proposition and John-Nirenberg lemma immediately.
Lemma 2.4.
Let Ω be a domain of R 4 and Ω |f k | 2 dV g k be uniformly bounded for any k. For any p ∈ (1, 2), there exits ε > 0, such that if for any
Using the Young's inequality and the Hölder's inequality obtains
where C 1 and C 2 depend on λ 1 , λ 2 and λ 3 . Hence ∇ log u k has an uniform L 2 -norm upper bound over Ω 1 . Choose c k such that Ω 1 log c k u k = 0, by the Poincaré inequality, || log c k u k || W 1,2 (Ω 1 ) are uniformly bounded. According to the Sobolev embedding theorem,
where α and β both depend on the dimension. Since {e
We may assume {log c k − log c i k } converges, then
It turns out that both ||c k u k || L α ε (Ω 1 ) and || 1 c k u k || L α ε (Ω 1 ) are bounded. Take w k = c k u k and consider the following equation:
,
Then we get ||w k || W 2,p (Ω 2 ) is bounded for any Ω 2 ⊂⊂ Ω 1 , by the standard elliptic theory. Similarly, the estimate of ||w −1 k || W 2,p (Ω 2 ) and || log w k || W 2,p (Ω 2 ) can be derived from the following equalities:
✷ Remark 2.5. In the above proof, the underlying meaning of {c k } and {c i k } is to make the Poincaré inequality hold. Hence, there are many different ways to choose {c k } and {c i k }. proof of Proposition 2.3 Assume the result is not true. We can find a subsequence of functions {u k } and a sequence of points {x k } ⊂ B 1 such that
when k is sufficiently large. Now, take a subsequence {y k } which converges to y 0 and set v k (
By the above lemma, there exists {c k }, such that 1
Thus we finish the proof. ✷ Now, the ε-regularity of {u k } is given as follows.
, where C only depends on λ 1 , λ 2 and λ 3 in (2.1).
Proof. Assume the result fails to hold. We can find a subsequence of functions {u k }, such that 3 4 r . Then take ε be sufficiently small, by Lemma 2.4, we find {c k } such that {c k u k } weakly
where C only depends on (M, g 0 ).
2.2. Removability of singularities. In this subsection, we focus on the set of concentration points about {u k }:
It is easy to show S is a finite set. According to Lemma 2.7, for p < 2, {u k } converges to u weakly in W 2,p on any compact set K ⊂ M \ S. If S is nonempty, it's possible that u has a singularity at some x ∈ S, but in fact this is not the case. At first, we establish an important tool Three Circles Lemma. Let Q = [0, 3L] × S 3 and Q i = [(i − 1)L, iL] × S 3 , i = 1, 2, 3. Set g q = dt 2 + g S 3 and dV q = dV gq . Lemma 2.8. Assume g is a Riemannian metric over Q and u ∈ W 1,2 (Q) is the weak solution of equation −6∆u + R g u = Ru 3 , where R g and R are the scalar curvature of g and u 2 g respectively. If there exist ε 1 > 0, τ 1 > 0 and L 0 > 0 such that
then for any L > L 0 we have
We omit the proof, since it is very similar to [11] (cf. Theorem 4.1).
k } converges to f in distribution sense over M. We check the following lemma. 
. {u k } denotes a subsequence which W 2,p weakly converges to u on the compact support of φ.
Since u k L q -converges to u over the support of φ for some 1 < q < 4p 4−2p . The first two terms go to 0 as k → ∞ and f is a weak L 2 -limit of {R k u 2 k }, then
✷ Hence, we can define R(g ′ ) = u −2 f as the scalar curvature of g ′ = u 2 g 0 over M. By Lemma 2.9, u satisfies −6∆u + R 0 u = R(g ′ )u 3 in the weak sense on M \ S, and M R(g ′ ) 2 u 4 dV g 0 = M f 2 dV g 0 is bounded. Then the removability of singularities can be derived from Lemma 2.8.
Lemma 2.10. Let g 0 be a smooth metric over B 1 and u ∈ W 2,p (B 1 \ {0}, g 0 ), for some p ∈ (1, 2). If
then g ′ can be extended in W 2,p (B 1 ).
Proof. Choose a normal chart around 0 with respect to g 0 . Set φ(r, θ) = (− log r, θ),
Then v(t, θ) = u(e −t , θ)e −t , and
Given a sufficiently small δ > 0, we assume
where ε 0 ε 1 and τ 1 are mentioned in Lemma 2.7 and Lemma 2.8. C denotes different bounded constants. Take L ≥ L 0 , according to Lemma 2.8, for any i ≥ 0, we have
Hence
By ε-regularity:
Local Convergence of Distance Functions
It's known that a connected Riemannian manifold carries the structure of a metric space with the distance function defined by the arc length of a minimizing geodesic. In this section, we focus on the distance functions d k defined by g k = u 2 k g 0 over M × M. In order to show local convergence of {d k }, we present the following series of lemmas. Denote the canonical Euclidean metric over Euclidean space R 4 by g eucl . Let g = u 2 g eucl be a conformal metric defined on R 4 and γ be a piecewise smooth curve connecting γ(0) = 0, γ(1) = y. We define the distance function d u as follows:
where R u denotes the scalar curvature of u 2 g eucl .
Proof. If the result is not true. Given ε ′ > 0, we can find a sequence of points {y k } ⊂ B 2 and a sequence of conformal metrics {g k = u 2 k g eucl } such that
Since for any fixed R:
whereR k is the scalar curvature with respect toĝ k = v 2 k g eucl . By Lemma 2.7, we may assume {v k } weakly converges to a positive function v in W 2,p (R 4 ) with B 1 log v k = 0, for some p < 2. By the Liouville's theorem, v = 1. According to the Trace Embedding Theorem [1] (cf. Theorem 4.12), we have
Usingd k denote the distance function defined byĝ k , we get (see [7] Proposition 3.2):
Hence we get a contradiction. The proof is finished. ✷ Letting ε ′ → 0, we get
According to the definition of d u , it is obvious that
Combining the above lemma and the main theorem which we proved in the previous paper [7] (cf. Theorem 1.2), we define a finite set of points:
Br(x)
With a simple covering argument, we can get the following lemma. Proof. Without loss of generality, we assume S ′ = {P } and R 2 k dV g k converges to µ in the sense of distribution. Set ε = min{ε 0 , ε 2 }.
Given a r > 0, we can choose r ′ < r 4 , such that µ(B 2r ′ (x)) < ε 2 , for any x / ∈ B r (P ). Then B r ′ (x) R 2 k dV g k < ε for any x ∈ M \ B r (P ), when k is sufficiently large. Then we may assume d k induced by g k converges to a function d ∞ on C 0 (M \ B r (p)).
For any x, y ∈ B r (P ) \ {P },
Thus lim x→P d ∞ (x, y) exists for any y. We define
It is easy to check d ∞ is a distance function and
Since lim r→0 Vol(B r (P ), g k ) = 0 and Vol(M, g k ) = 1, we get u = 0. Hence d u is the distance function defined by u 2 g 0 . Next, we prove d ∞ = d u . Given x, y = P ,
For any piecewise smooth curve γ connecting x and y. Assume γ(0) = x and γ(1) = y. Choose t 1 and t 2 , such that γ(t i ) ∈ ∂B r (P )(i = 1, 2) and γ| [0,t 1 ]∪[t 2 ,1] ∩ B r (P ) = ∅. Then
the last equality comes from the Trace Embedding Theorem [1] . Letting r → 0, we get diam(B r (P ), d ∞ ) = lim k→0 diam(B r (P ), d k ) = 0 and
We set γ be the segment defined in (M, d ∞ ) connecting x and y, i.e. γ :
Consider the following two cases: First, we consider the case when d 0 (P, γ) = δ > 0. We claim that γ is also continuous in (M, g 0 ). Assume this is not true, there exists t i → t and ρ > 0 such that d 0 (γ(t i ), γ(t)) > ρ. Since whenever d 0 (γ(t i ), γ(t)) > ρ, there exists τ > 0, which depends on g 0 and ||u −1 k || W 1,q (q < 4), such that d k (γ(t i ), γ(t)) > τ ( [7] c.f.(3.1)). And d k uniformly converges to d ∞ , hence
which is impossible. By Lemma 3.2, d u (x, y) = d ∞ (x, y) when d 0 (y, x) < τ 2 3 d 0 (P, x). Hence we can find finitely many points p 0 = γ(0) = x, p 1 = γ(t 1 ), · · · , p m = γ(1) = y, such that ∀i = 0, · · · , m − 1:
Then we focus on the case in which d 0 (P, γ) = 0. For any fixed r > 0, choose t 1 and t 2 , such that γ(t i ) ∈ ∂B r (P )(i = 1, 2) and γ| [0,t 1 ]∪[t 2 ,1] ∩ B r (P ) = ∅. Then
Since u ∈ W 2,p (B r (P )), we get lim r→0 diam(B r (P ), u 2 g 0 ) = 0.
Neck Analysis
At first, we recall some definitions about bubble trees which will be used in the following analysis. {(x k , r k )} is called a nontrival blowup sequence at x, if r k → 0, x k → x and there exists a finite set S, such that {r k u k (x k + r k x)} converges weakly in W 2,p loc (R 4 \ S) to a positive function for some p < 2. We call this positive function the real bubble. Two blowup sequences {(x 1 k , r 1 k )}, {(x 2 k , r 2 k )} are said to be essentially same if
Thus, after passing to a subsequence, {(x 1 k , r 1 k )} and {(x 2 k , r 2 k )} are said to be essentially different if
That is to say, we may assume
for any fixed R, when k is sufficiently large (See Figure 3 ), or (See Figure 4) .
The goal of this section is to illustrate that the volume and the diameter of the neck region will vanish as k → ∞. As a preparation, we establish the following lemmas. Set g q = dt 2 + g S 3 and dV gq = dV q . Figure 4 .
Proof. Assume the result is not true. There exists a sequence of conformal metrics
where d k is the distance function of g k . Without of loss generality, assume Vol(Q ′ , g k ) = 1. If not, we can take v k = c k u k , such that Vol(Q ′ , c 2 k g k ) = 1. It does not influence our result. Hence diam(Q ′ , g k ) 4 → ∞. By ε-regularity, u k converges to v weakly in W 2,p (Q, g q ) and v is a positive solution of −∆ gq v + R gq v = 0 on Q. In the above equation, R gq is the scalar curvature of g q which is a constant. By the Harnack's inequality and
We get a contradiction and complete the proof. ✷
We have the similar consequence over balls in (R 4 , g eucl ) as follows and omit the proof: where d u is the distance function of u 2 g. Now, we close this section by proving the following proposition. Let {(x k , r k )} be a blowup sequence and r 0 > 0 be fixed. 
Proof. Choose a normal chart around 0, and set φ k (r, θ) = x k + (− log r, θ).
On this polar coordinate, we set h k (t, θ) = φ * k (g 0 )(t, θ) and
We may assume
Since Vol((− log r 0 , log r k r 0 ) × S 3 , g k ) ≤ 1, for any ε > 0, we can choose m < 1 2ε , and T , T k as follows:
we can choose ε 5 such that 3Lε 5 / log 2 < min{ε 0 , ε 1 , ε 3 }, then whenever t ∈ [− log r 0 , − log(r k /r 0 )− 3L]:
Putting Q i = [T + iL, T + (i + 1)L], by Lemma 2.7 and Lemma 4.1, we have v k L 6 (Q i ) < C, and diam(Q i , g k ) ≤ 4 Vol(Q i , g k ).
By Three circles Lemma 2.8, there exists δ > 0, such that
Then when r is sufficiently small and k is sufficiently large, we have
Letting ε → 0, we get lim
In the same way, we derive The goal of the final section is to finish proving Theorem 1.1. We take ε = min{ε i , i = 0, · · · , 5}, where ε i come from Lemma 
The points in S 0 are said to be bubble points. Obviously, S and S ′ which are defined in section 2 and section 3 are two subsets of S 0 , hence {u k } weakly converges to u in W 2,p loc (M \ S 0 , g 0 ) for some p < 2 and {d k } converges to d u in C 0 loc (M \ S 0 , g 0 ). Before proving our main theorem, some preparations need to be done. At first we are concerned with the situation in which there is no real bubble at bubble points. 
Since r k u k (x k + r k x) converges to 0 weakly in W 2,p (R 4 ), we may assume t k /r k → +∞.
Obviously, there exists a r, such that ∀t ∈ [t k /r, r],
Then, by Proposition 4.3, we get
Let v k = t k u k (x k + t k x) and h k (x) = (g 0 ) ij (x k + t k x)dx i ⊗ dx j . Obviously h k converges to the canonical Euclidean metric g eucl smoothly. We have
whereR k denotes the rescaling scalar curvature responding to the new conformal factor v k . Then
Moreover, for any sufficiently large R,
and lim r→0 lim inf
Denote S ′ (v k ) as a concentration set of v k over R 4 , i.e.,
Using the induction hypothesis, we obtain then the first eigenvalue: λ 1 (∆ g k ) → 0, we call (M, g k ) can be pinched.
Given an τ > 0, we assume, for sufficiently large k,
we can find i k between m 0 + 1 and m 0 + 1 2τ , such that Vol(
Let η : R → R be a smooth decreasing function, which is 1/V 1 on (−∞, 1/2] and −1/V 2 on [2, +∞), and set
Letting τ → 0, we get λ 1 (∆ g k ) → 0. ✷
The proof of Theorem 1.1 Finally, we finish proving our main theorem by discussing the following two cases. Case 1: u = 0. In this case, there is no real bubble. We can argue by contradiction. If there exists a blowup sequence {(x k , r k )} of {u k } at P ∈ S 0 , such that {r k u k (x k + r k x)} converges to a nontrivial bubble, then lim Hence, by Lemma 5.2, we can get a contradiction. According to Proposition 3.3 and Lemma 5.1, we can get our conclusion. Case 2: u = 0. In this case, the number of bubbles is exactly one. If p 1 = p 2 , then one of (4.1) and (4.2) holds, which also implies (5.1) and (5.2). By Lemma 5.2, λ 1 (∆ g k ) → 0, which is in contradiction to the constraint (1) in Theorem 1.1. Y (S 4 ) is the Yamabe constant of the standard Sphere S 4 . We can exclude this case, by the constraint (2) in Theorem 1.1.
