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Abstract—In this study, we propose a generic complementary
sequence (CS) encoder that limits the peak-to-average-power
ratio (PAPR) of an orthogonal frequency division multiplexing
(OFDM) symbol. We first establish a framework which deter-
mines the coefficients of a polynomial generated through a re-
cursion with linear operators via Boolean functions. By applying
the introduced framework to a recursive Golay complementary
pair (GCP) construction based on Budišin’s methods, we then
show the impact of the initial sequences, phase rotations, signs,
real scalars, and the shifting factors applied at each step on
the elements of the sequences in a GCP explicitly. Hence, we
provide further insights into GCPs. As a result, we extend the
standard sequences by separating the encoders that control the
amplitude and the phase of the elements of a CS. We obtain the
algebraic structure of an encoder which generates non-contiguous
CSs. Thus, three important aspects of communications, i.e.,
frequency diversity, coding gain, and low PAPR, are achieved
simultaneously for OFDM symbols. By using an initial GCP,
we algebraically synthesize CSs which can be compatible with
the resource allocation in major wireless standards. We also
demonstrate the compatibility of the proposed encoder with
quadrature amplitude modulation (QAM) constellation and its
performance.
I. INTRODUCTION
Orthogonal frequency division multiplexing (OFDM) is a
modulation scheme which enables a radio to transmit mul-
tiple information symbols on orthogonal channels separated
in the frequency domain [1]. Because of its high spectral
efficiency, in conjunction with its compatibility with multiple
access techniques in space and frequency, it has been the
dominant waveform for today’s major wireless communication
standards. However, one major drawback of OFDM is that
the peak-to-average-power ratio (PAPR) of the signal can be
high for arbitrary modulations symbols, which can degrade the
power efficiency. A large power back-off may also be required
to avoid the non-linear distortion at the power amplifier at
the expense of a reduced coverage range. In addition, a non-
contiguous resource allocation in an OFDM symbol, which
may be beneficial for low-latency and reliable communications
or meeting regulatory requirements for the communications in
unlicensed bands [2], makes the PAPR minimization a more
challenging problem [3].
Reducing the instantaneous peak power of an OFDM sym-
bol is not a trivial task. In the literature, there are numerous
approaches to attack this problem [4], [5]. One of the trends is
to design codes such that the PAPR of the resulting signal is
bounded (see [6] and the references therein). In this direction,
one can show that complementary sequences (CSs) from the
cosets of Reed-Muller (RM) codes can limit the PAPR of
an OFDM symbol to be less than or equal to 3 dB while
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still providing coding gain [7]. However, these sequences
are typically contiguous, limited to phase shift keying (PSK)
alphabet, and it is difficult to make their lengths to be
compatible with the resource allocations in major wireless
standards. In this study, we address the issue of designing
a generic CS encoder supporting a flexible resource allocation
in the frequency domain.
A. Contributions and Organization
The first contribution of this study is the theoretical frame-
work which reveals the algebraic structure of a recursion
evolved with two linear operators at each step. In Lemma 1,
we algebraically describe how the operators applied at the nth
step are distributed to the coefficients of the final polynomial
as a function of the locations of the operators in the recursion.
The second contribution is the application of the proposed
theoretical framework to a recursive Golay complementary
pair (GCP) construction relying on Budišin’s methods [8]–
[11], which yields to Theorem 2. We obtain the algebraic
expressions related to the initial sequences, phase rotations,
signs, scalars, and the shift factors applied at each step in
the recursion. Hence, we provide insights into GCPs that
can be hard to infer from the previous constructions. For
example, Theorem 2 extends James and Davis’s result for
phase term in [7] by providing a separate algebraic structure
for the amplitude term concisely which allows one to design
constellation flexibly. It also yields to CSs of length non-
power of two from an initial GCP. As a result of Theorem 2,
we also achieve a non-contiguous CS encoder which has not
been discussed in the literature algebraically to the best of our
knowledge.
The rest of the paper is organized as follows. In Section
II, we survey the CS construction methods. In Section III, we
summarize several concepts related to the sequences and set
the notation used in the rest of the sections. In Section IV, we
establish a framework which extracts the algebraic structure of
the coefficients of a polynomial generated from a recursion. In
Section V, we re-express a recursive GCP construction based
on Budišin’s methods by using the established framework and
remove the redundant parameters to achieve a concise alge-
braic expressions. We investigate the impact of each operator
in the recursion and discuss the rules for synthesizing CSs
with a quadrature amplitude modulation (QAM) constellation.
In Section VI, we analyze the proposed encoder numerically.
We conclude the paper in Section VII.
Notation: The sets of complex numbers, real numbers, non-
negative real numbers, integers, non-negative integers, positive
integers, and integers modulo H are denoted by C, R, R+0 ,
Z, Z+0 , Z+, and ZH , respectively. The set of m-dimensional
integers where each element is in ZH is denoted by ZmH . The
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2symbol ⊗ and  denote Kronecker and Hadamard products,
respectively. The symbol ◦ represents function composition.
The transpose, Hermitian, the complex conjugation, and the
modulo 2 operations are denoted by (·)T, (·)H, (·)∗, and (·)2
respectively. The notation (ai)N−1i=0 represents the sequence
a = (a0, a1, . . . , aN−1). The constant j denotes
√−1. The
operation a± b and the operation a b are the element-wise
summation/subtraction and the element-wise multiplication of
the sequence a and the sequence b, respectively.
II. PRIOR ART: COMPLEMENTARY SEQUENCES
CSs were introduced by Marcel Golay in 1961 [12]. In
his foundational paper, he established a framework to syn-
thesize GCPs with binary alphabet. He presented two general
construction methods, known as Golay’s concatenation and
Golay’s interleaving, by concatenating or interleaving GCPs of
length N and M to form a GCP of length 2NM . In 1974, R. J.
Turyn proposed another construction method which takes two
GCPs of length N and length M and results in a GCP of length
NM [13]. In [14], Sivasamy extended Golay’s concatenation
method for M = 1 by applying a phase factor to the one of the
sequences in a GCP before the concatenation to form a GCP
of length N ·2m after m iterations. Later, Budišin generalized
Sivasamy’s construction by shifting the phase-rotated sequence
instead of simple concatenation [8]. He showed that if the
nth shift is N · 2ψn where ψn is the nth element of the
sequence ψ defined by the permutation of {0, 1, . . . ,m− 1},
a large number of the sequences of length N · 2m can be
generated through a recursive process. In [9], he proposed
another construction which explains how the scaling factors
can be taken into account in a recursive method to generate
multi-level GCPs. In [10], [11], Budišin’s constructions with
phase factors and scaling factors were combined in a single
recursion. Nevertheless, these earlier studies did not propose
an explicit encoding for CSs or investigate CSs with certain
alphabets.
Appealing applications of CSs on communication systems
have been demonstrated around 1990s. By generalizing an
earlier work of Boyd [15], in 1991, Popovic showed that CSs
were beneficial to control the peak instantaneous power of
OFDM signals [16]. In 1997, Davis and Jedwab announced
that a large class of CSs over Z2h of length 2m can be obtained
through generalized Boolean functions related to Reed-Muller
(RM) codes [17] for h ∈ Z+. In their seminal paper [7], they
showed that the proposed method results in m!/2 · 2h(m+1)
GCPs involving m!/2 · 2h(m+1) CSs which occur as the
elements of the cosets of the first-order RM code within the
second-order RM code, where h ≥ 1 is an integer. Since the
Hamming distance between two sequences in the set is at least
2m−2, Davis and Jedwab established a key connection between
CSs and RM codes to achieve a coding scheme guaranteeing
low PAPR for OFDM symbols while providing good error
correction capability. Paterson proved that Davis and Jedwab’s
result can be generalized to a larger class of CSs over ZH
of length 2m where H is even positive integer in [18]. In
the literature, the set of CSs generated through Davis and
Jedwab’s method is sometimes referred to as Golay-Davis-
Jedwab (GDJ) or standard sequences.
The connection between CSs and RM codes has been a
cornerstone of various research directions. The first major
challenge has been the low code rate of the encoder pro-
posed by James and Davis [7]. Since the sequence length
increases much faster than the number of distinct CSs for the
encoder, the corresponding code rate decreases dramatically
for a larger number of uncoded bits. To address the low-
code rate issue, one major direction has been exploring the
CSs which cannot be generated through Davis and Jedwab’s
method, i.e., nonstandard sequences. Until Li and Chu found
1024 quaternary nonstandard CSs of length 16 via a computer
search in 2005 [19], there were no evidence on the existence
of nonstandard CSs of length 2m. In [20], Li and Kao showed
that these sequences contain third-order monomials and can be
synthesized from concatenation or interleaving of quaternary
GCP of length 8. In [21], Fiedler and Jedwab provided another
explanation how these new sequences arise by showing that
some of the standard CSs in different cosets have identical
aperiodic autocorrelation (APAC) functions.
To increase the code rate, another major research direction
has been the generalization of Davis and Jedwab’s method
to obtain CSs with larger alphabets such as M-QAM con-
stellations. In [22], Rößing and V. Tarokh showed that 16-
QAM sequences which result in low PAPR can be constructed
through a weighted sum of two CSs with the alphabet of
quadrature phase shift keying (QPSK) constellation. In 2002,
Chong et al. developed an important theorem which describes
the Boolean functions associated with the "offset" sequences
which is added to a "base" quaternary standard sequence to
form a 16-QAM CS [23], [24]. They showed that there exist
at least (14 + 12m)(m!/2)4m+1 distinct CSs of length 2m
with the alphabet of 16-QAM constellation. In [25], Lee and
Golomb extended the offset sequences obtained in [24] for 16-
QAM to 64-QAM. They showed that a CS with the alphabet of
64-QAM constellation requires two offset sequences. In 2008,
Li revised Chong et al. and Lee and Golomb’s theorems in
[26] and introduced new offset pairs leading to 64-QAM CSs
proposed in [27]. In [28], Li showed that there exist at least
[(m + 1)42(q−1) − (m + 1)4(q−1) + 2q−1](m!/2)4(m+1) CSs
for 4q-QAM sequences. Albeit the benefit of the offset method
for synthesizing a large number of distinct M-QAM CSs, the
offset method typically yields results that are not as concise
as Davis and Jedwab’s result for the standard sequences [24],
[26]. One primary difficulty for the offset method is that it is
not trivial to obtain the algebraic structure of a sequence gener-
ated through the addition of two complex sequences originated
from two different generalized Boolean functions. In [24],
Chong et al. remarked that "unfortunately, these sequences
were difficult to classify based on their polynomial structure.
The classification of these sequences and their realization as
OFDM QAM codes with low encoding/decoding complexities
remains an interesting open problem." This open problem is
one of our motivations to synthesize CSs by separating the
encoders for amplitude and the phase. From this aspect, our
work is in line with Budišin and Spasojevic´’s recent work [29]
which generates CSs by indexing the elements of the unitary
matrices. However, our work differs from the work in [29] as
we focus on the corresponding algebraic structure associated
3with each operation in a recursive function, which enables
non-contiguous CSs and the CSs of length non-power of 2.
III. PRELIMINARIES AND FURTHER NOTATION
A. Polynomial Representation of a Sequence
We define the polynomial representation of the sequence
a = (ai)N−1i=0 as
pa(z) , aN−1zN−1 + aN−2zN−2 + · · ·+ a0 , (1)
for z ∈ C. The APAC of the sequence a can be defined as
ρa(k) ,
{
ρ+a (k), if k ≥ 0
ρ+a (−k)∗, if k < 0
,
where ρ+a (k) =
∑N−k−1
i=0 a
∗
i ai+k for k = 0, 1, . . . , N − 1 and
0 otherwise. One can show that [30]
pa(z)pa∗(z
−1) = ρa(0) +
N−1∑
k=1
(ρa(k)z
k + ρa(−k)z−k) . (2)
By restricting z to be on the unit circle in the complex plane,
i.e., z ∈ {ej 2pitTs |0 ≤ t < Ts}, the polynomial representation
given in (1) corresponds to an OFDM symbol in continuous
time where Ts denotes the OFDM symbol duration. Therefore,
the instantaneous envelope power of an OFDM symbol can
be expressed as |pa(ej 2pitTs )|2. By exploiting the identity given
by pa(z)∗ = pa∗(z−1) for z = ej
2pit
Ts and using (2), the
instantaneous envelope power can be written as a function
of the APAC of the sequence a as
|pa(z)|2
∣∣∣∣
z=e
j 2pit
Ts
=
N−1∑
k=−N+1
ρa(k)e
j 2pitTs k . (3)
By using (3), an upper bound for the PAPR of an OFDM
symbol generated through an arbitrary sequence a can be
obtained as
PAPR , max |pa(z)|
2
E[|pa(z)|2]
∣∣∣∣
z=e
j 2pit
Ts
≤ ρa(0) + 2
∑N−1
k=1 |ρa(k)|
ρa(0)
.
(4)
The inequality in (4) indicates that a sequence which has
smaller |ρa(k)| for k 6= 0 also yields less fluctuation in time
when the same sequence is used in frequency.
B. Algebraic Representation of a Sequence
A generalized Boolean function is a function f that maps
from Zm2 = {(x1, x2, . . . , xm)|xj ∈ Z2} to ZH as f : Zm2 →
ZH where H is an integer. It can be uniquely expressed as a
linear combination of the monomials over ZH as
f(x) =
2m−1∑
k=0
ck
m∏
j=1
x
kj
j = c01 + · · ·+ c2m−1x1x2. . .xm , (5)
where the coefficient of each monomial belongs to ZH , i.e.,
ck ∈ ZH , k =
∑m
j=1 kj2
m−j for kj ∈ Z2, and f(x) denotes
the function f(x1, x2, . . . , xm).
We associate a sequence f of length 2m with the function
f(x1, x2, . . . , xm) by listing its values as (x1, x2, . . . , xm)
ranges over its 2m values in lexicographic order (i.e., the most
significant bit is x1). In other words, the (x + 1)th element
of the sequence f is equal to f(x) = f(x1, x2, . . . , xm) where
x =
∑m
j=1 xj2
m−j .
Let z(x) be a function which maps x ∈ Zm2 to R, and k1
and k2 are arbitrary real coefficients, and a(x) and b(x) are
arbitrary Boolean functions which maps x ∈ Zm2 to Z2. Then
the following identities hold true:
z(x) =k1(a(x)± b(x))2
(a)
=k1a(x) + k1b(x)− 2k1(a(x)b(x))2 , (6)
z(x) =k1(a(x)(1± b(x)))2 − k1((1± a(x))b(x))2
(b)
=k1a(x)− k1b(x) , (7)
z(x) =k1((1± a(x))(1± b(x)))2 − k1(a(x)b(x))2
=k1(1± a(x))2 − k1b(x) (c)= k1 − k1a(x)− k1b(x) ,
(8)
While (a) is because z(x) = 0 when both a(x) and b(x) are 1
or 0, and z(x) = k1 for a(x) 6= b(x), the identify in (7) is an
application of (6) and can be derived after the arguments of
(·)2 are arranged in the form of summations of two Boolean
functions. The identify in (8) can be obtained by using (7)
and (6) sequentially. We use the identities given in (6)-(8) to
simplify the generalized Boolean functions in Section V.
C. Golay Complementary Pair and Complementary Sequence
The sequence pair (a, b) of length N is a GCP if
ρa(k) + ρb(k) = 0, for k 6= 0 . (9)
The sequences a and b are referred to as CS. By using the
definition of GCP and exploiting (2), a GCP (a, b) satisfies
|pa(z)|2 + |pb(z)|2
∣∣∣∣
z=e
j 2pit
Ts
= ρa(0) + ρb(0) . (10)
The instantaneous peak power of the corresponding OFDM
signal generated through a CS a is bounded since
maxt |pa(ej 2pitTs )|2 ≤ ρa(0) + ρb(0). Furthermore, based on
(10), the PAPR of the signal is less than or equal to 2 if
ρa(0) = ρb(0). Note that for a non-unimodular alphabet, ρa(0)
can be different from ρb(0). For example, a = (1, 3,−1, 1) and
b = (1, 1,−1,−1) satisfy (10), and ρa(0) = 12 and ρb(0) = 4.
A general recursive GCP construction based on Budišin’s
constructions in [8]–[11] can be given as follows:
Theorem 1 ( [8]–[11]). Let (a, b) be a GCP of length N and
assume that the following operations occur at the nth step:
pa(n)(z) =ω˙nαnpa(n−1)(z) + ω¨nβnωnpb(n−1)(z)z
dnw2
ψn
,
pb(n)(z) =ω¨
∗
nβnpa(n−1)(z)− ω˙∗nαnωnpb(n−1)(z)zdnw2
ψn
,
(11)
where a(0) = a, b(0) = b, αn, βn ∈ R+0 are the scalars, zdn
is the shifting factor where dn ∈ Z, ω˙n, ω¨n, ωn, w ∈ {u : u ∈
C, |u| = 1} are arbitrary complex numbers of unit magnitude
for n = 1, 2, . . .,m, and ψn is the nth element of the sequence
ψ = (ψn)
m
i=1 defined by a permutation of {0, 1, . . . ,m− 1}.
The sequences a(m) and b(m) then construct a GCP for m ≥ 1.
4Note that Theorem 1 does not show how to generate distinct
CSs. The same recursion where the initial sequences a = b =
1, w = z, and dn = 0 for n = 1, 2, . . .,m is investigated
under paraunitary matrices in [29]. The coefficients of the
polynomial at the final step are obtained by indexing the
elements of the unitary matrices in [29]. The unique CSs
are generated by using the properties of Gaussian integers for
QAM alphabet.
IV. ALGEBRAIC STRUCTURE OF A RECURSION
Let p(n) and q(n) for n = 1, 2, . . . ,m be functions in a
function space F , generated by the following recursion:
p(n) = O(n)11 (p(n−1)) +O(n)12 (q(n−1))w2
ψn
,
q(n) = O(n)21 (p(n−1)) +O(n)22 (q(n−1))w2
ψn
, (12)
where w is an arbitrary complex number, ψn is the nth element
of the sequence ψ , (ψn)mi=1 defined by a permutation of
{0, 1, . . . ,m − 1}, O(n)ij ∈ {O(n)0 , O(n)1 } is a linear operator
which transforms one function to another function in F , and
p(0) = q(0) = r. Since ψ includes all non-negative integers
less than m and O(n)0 and O
(n)
1 are linear operators, p
(m) and
q(m) can be obtained as
p(m) =
2m−1∑
x=0
Fx(r)︷ ︸︸ ︷
O
(m)
fm(x) ◦ · · · ◦O
(2)
f2(x) ◦O
(1)
f1(x)(r)w
x , (13)
and
q(m) =
2m−1∑
x=0
Gx(r)︷ ︸︸ ︷
O
(m)
gm(x) ◦ · · · ◦O
(2)
g2(x) ◦O
(1)
g1(x)(r)w
x , (14)
where fn(x) and gn(x) are the Boolean functions. The
Boolean functions fn(x) and gn(x) show which of the two
operators, i.e., O(n)0 and O
(n)
1 , are involved in the construction
of Fx(r) and Gx(r) by setting the indices as O
(n)
fn(x) and
O
(n)
gn(x), respectively. Hence, they are sufficient to obtain p
(m)
and q(m).
Definition 1 (Construction sequences). The sequences fn ,
(fn,i)
2m−1
i=0 ∈ Z2
m
2 and gn , (gn,i)2
m−1
i=0 ∈ Z2
m
2 associated
with fn(x) and gn(x) are the nth construction sequences of
p(m) and q(m) for n = 1, 2, . . . ,m, respectively.
Lemma 1. (Algebraic representation of the construction se-
quences) Let bn be a configuration vector defined by bTn ,
[b
(n)
11 b
(n)
12 b
(n)
21 b
(n)
22 ] ∈ Z42, where b(n)ij = 0 if O(n)ij = O(n)0
and b(n)ij = 1 if O(n)ij = O(n)1 . Then, fn(x) and gn(x) are the
Boolean functions given by
fn(x) =

b
(n)
11 (1− xpin) + b(n)12 xpin n = m
b
(n)
11 (1− xpin)(1− xpin+1)
+b
(n)
12 xpin(1− xpin+1)
+b
(n)
21 (1− xpin)xpin+1
+b
(n)
22 xpinxpin+1 n < m
, (15)
gn(x) =

b
(n)
21 (1− xpin) + b(n)22 xpin n = m
b
(n)
11 (1− xpin)(1− xpin+1)
+b
(n)
12 xpin(1− xpin+1)
+b
(n)
21 (1− xpin)xpin+1
+b
(n)
22 xpinxpin+1 n < m
, (16)
for n = 1, 2, . . . ,m, where pin = m − ψn is the nth element
of the sequence pi , (pin)mn=1.
The proof for Lemma 1 is given in Appendix A. For a
given configuration vector bn, Lemma 1 reveals the algebraic
structure of the nth construction sequence concisely. Since
there exist 16 possible options for the nth configuration
vector bn, an immediate conclusion is that there also exist
16 different possible Boolean functions for each step in the
recursion given in (12).
Example 1. Assume the operator configuration given by
O(n)11 = O(n)12 = O(n)21 = O(n)0 and O(n)22 = O(n)1 for all
iterations, m = 2, and ψ = (0, 1). When n = 1,
p(1) = O
(1)
0 (r) +O
(1)
0 (r)w ,
q(1) = O
(1)
0 (r) +O
(1)
1 (r)w .
When n = 2,
p(2) = O
(2)
0 O
(1)
0 (r) +O
(2)
0 O
(1)
0 (r)w
+O
(2)
0 O
(1)
0 (r)w
2 +O
(2)
0 O
(1)
1 (r)w
3 ,
q(2) = O
(2)
0 O
(1)
0 (r) +O
(2)
0 O
(1)
0 (r)w
+O
(2)
1 O
(1)
0 (r)w
2 +O
(2)
1 O
(1)
1 (r)w
3 .
By investigating the distribution of the operators at the final
polynomial, i.e., when n = m = 2, the corresponding
construction sequences related to the first and the second
steps are obtained as f1 = (0, 0, 0, 1), f2 = (0, 0, 0, 0),
g1 = (0, 0, 0, 1), and g2 = (0, 0, 1, 1).
Example 2. Consider the recursion given in Example 1. Since
the recursion is configured as O(n)11 = O(n)12 = O(n)21 = O(n)0
and O(n)22 = O(n)1 for all iterations, the configuration vector is
obtained as bTn = [0 0 0 1] for n = {1, 2}. Hence, by using
(15) and (16), fn(x) and gn(x) are obtained as
fn(x) =
{
0, if n = m
xpinxpin+1 , if n < m
,
and
gn(x) =
{
xpim , if n = m
xpinxpin+1 , if n < m
,
respectively. Since pin = m−ψn and ψ = (0, 1), the Boolean
functions associated with the construction sequences f1, f2, g1,
and f2 are obtained as f1(x) = xpi1xpi2 = x2x1, f2(x) = 0,
g1(x) = xpi1xpi2 = x2x1, and f2(x) = xpi2 = x1, respectively,
which yield to the same sequences obtained in Example 1.
5V. A GENERIC COMPLEMENTARY SEQUENCE ENCODER
In this section, we utilize the framework established in
Section IV to develop a generic complementary sequence
encoder by extracting the algebraic structure for the recursion
given in Theorem 1, which forms our main theorem as follows:
Theorem 2 (Main Theorem). Let (a, b) be a GCP of length N
and pi = (pin)mn=1 be a sequence defined by a permutation of
{1, 2, . . . ,m}. For any dn ∈ Z+0 , en, e′ ∈ R, and kn, k′, k′′ ∈
[0, H) for n = 1, 2, . . .,m, let
fr(x) = emxpim +
m−1∑
n=1
en(xpin + xpin+1)2 + e
′ , (17)
gr(x) = em(1− xpim)2 +
m−1∑
n=1
en(xpin + xpin+1)2 + e
′ ,
(18)
fi(x) =
H
2
m−1∑
n=1
xpinxpin+1 +
m∑
n=1
knxpin + k
′ , (19)
gi(x) =
H
2
(
xpim +
m−1∑
n=1
xpinxpin+1
)
2
+
m∑
n=1
knxpin + k
′′ ,
(20)
fs(x) =
m∑
n=1
dnxpin , (21)
fo(x, z) = pa(z)(1− xpi1)2 + pb(z)xpi1 . (22)
Then, the sequences c and d where their polynomial represen-
tations are given by
pc(z) =
2m−1∑
x=0
fo(x, z)× ξfr(x)+jfi(x) × zfs(x)+xN (23)
pd(z) =
2m−1∑
x=0
fo(x, z)× ξgr(x)+jgi(x) × zfs(x)+xN (24)
construct a GCP of length N2m +
∑m
n=1 dn, where ξ = e
2pi
H .
The proof is given in Appendix B which results in following
remark:
Corollary 3. Let αn = ξan , βn = ξbn , ω˙n = ξjc˙n , ω¨n = ξjc¨n ,
and ωn = ξjcn . Theorem 1 and Theorem 2 lead to identical
GCP if en|n=1,2,. . .,m = bn − an, e′ =
∑m
n=1 an, k1 = c1 +
c¨1 − c˙1, kn|n=2,3,. . .,m = cn + c¨n − c˙n − c¨n−1 − c˙n−1, k′ =∑m
n=1 c˙n, and k
′′ = −c¨m +
∑m−1
n=1 c˙n.
A. Comparison
Theorem 2 extends the Davis and Jedwab’s results in [7]
by considering both amplitude and phase of the elements of
the generated CS, which can be manipulated independently
via two different Boolean functions. The parameters en for
n = 1, 2, . . .,m and e′ change the real part of the exponent of
ξ, which is beneficial to synthesize CSs with various amplitude
levels without affecting the phase of the elements. Hence,
this separation can be useful for a decoder as the underlying
algebraic structure for the amplitude is independent from the
one for the phase. In addition, it provides a unified alge-
braic framework for synthesizing CSs with various alphabets
through the parameters en and e′, and kn and k′. Since kn
and k′ are in [0, H), i.e., a range rather than ZH , it also offers
flexibility in phase. It is worth noting that although the offset
method synthesizes a large number sequences with QAM
alphabet, it does not offer an explicit separation between the
amplitude and phase algebraically [22]–[28], [31]–[34]. Both
paraunitary matrix-based construction in [29] and our frame-
work originates from the Budisin’s recursive constructions.
However, the concise algebraic structures for the amplitude,
shifting factors, and the initial sequences are not discussed in
[29].
Example 3. Let m = 3, pi = (2, 1, 3), en|n=2,3 = 0, en|n=1 =
2
pi ln(3), e
′ = 0, H = 4, kn|n=1,2,3 = 0, k′ = 0, dn|n=1,2,3 =
0, a = b = (1). Based on Theorem 2, the basis vectors for
fr(x) can be listed as
xpi3 =(0, 1, 0, 1, 0, 1, 0, 1)
xpi2 + xpi3 =(0, 1, 0, 1, 1, 0, 1, 0)
xpi1 + xpi2 =(0, 0, 1, 1, 1, 1, 0, 0)
1 =(1, 1, 1, 1, 1, 1, 1, 1)
and fr(x) leads to the sequence (0, 0, e1, e1, e1, e1, 0, 0). While
the function fi(x) gives the sequence (0, 0, 0, 0, 2, 2, 0, 0), the
function fo(x, z) = pa(z)(1− xpi1)2 + pb(z)xpi1 = pa(z)(1−
x2)2 + pb(z)x2 = 1 results in (1, 1, 1, 1, 1, 1, 1, 1). Since
dn|n=1,2,3 = 0, the function fs(x) gives a zero sequence.
Finally, combining all functions with (23), the sequence c is
obtained as (1, 1, 3, 3, 3,−3,−1, 1).
Theorem 2 yields GCPs and CSs of length N · 2m when a
seed GCP (a, b) of length N > 1 is utilized, respectively. If
en, e′, and dn are set to 0, kn, k′, k′′ ∈ ZH , and a = b = 1,
Theorem 2 is reduced to the Davis and Jedwab’s algebraic
method derived in [7] and synthesizes the standard GCPs of
length 2m. On the other hand, under the same configuration, it
determines m! ·Hm+1 CSs for N > 1, which is different from
the result obtained in [7]. This is due to the fact that fo(x, z) is
a function of xpi1 . Hence, when the elements of pi are reversed,
the positions of the functions generated through the initial
sequences, i.e., pa(z) and pa(z), change in (23) although ξjfi(x)
remains unchanged. Note that the initial sequences (a, b) can
yield to the CSs to be compatible with the resource allocation
size in major wireless standards. For example, the minimum
resource allocation in the frequency domain is 12 for 5G NR
or LTE. Therefore, the complementary sequences should be
integer multiple of 12. However, the length of available QAM-
based complementary sequences in the literature (e.g., [29])
is typically 2m. The extension is not straightforward without
Theorem 2.
Example 4. Consider the parameters in Example 3 and replace
a and b as a = (1, j, 1, 1, 1,−1), and b = (1, j, 1,−1,−1, 1)
[35]. For pi = (2, 1, 3), the function fo(x, z) =
pa(z)(1−xpi1)2 +pb(z)xpi1 = pa(z)(1−x2)2 +pb(z)x2 results
in (pa(z), pa(z), pb(z), pb(z), pa(z), pa(z), pb(z), pb(z)).
Therefore, the resulting sequence c can be expressed
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Figure 1. Complementary sequence generated by Theorem 2 and using it with an OFDM transmitter.
as (a, a, 3 · b, 3 · b, 3 · a,−3 · a,−b, b) from (23). Now
assume the order of the elements in pi are reversed. The
function fo(x, z) = pa(z)(1 − x3)2 + pb(z)x3 then gives
(pa(z), pb(z), pa(z), pb(z), pa(z), pb(z), pa(z), pb(z)), while
fr(x) and fi(x) remains the same. The final sequence is
obtained as c = (a, b, 3 · a, 3 · b, 3 · a,−3 · b,−a, b), which
is different from the original one as the order of the initial
sequences changed.
In the literature, the construction methods mainly focus
on contiguous CSs, i.e., CSs with no zero elements [22]–
[29], [31]–[34]. In contrast, Theorem 2 explains how to
generate non-contiguous CS algebraically when dn 6= 0 since
the parameters dn|n=1,2,. . .,m change the exponent of z, i.e.,
fs(x) + xN in (23). When zfs(x)+xN is multiplied with
fo(x, z), either the sequence a or b based on xpi1 is padded by
fs(x) + xN zeros in the z-domain. If fs(x) 6= 0, the support
of the initial sequences can be disjoint or intersect with each
other. In other words, Theorem 2 gives flexibility to adjust the
location of the sequences. Note that the overlapping can be
avoided if the condition given by
dk|pik=a ≥
∑
`∈{l|pil>a}
d` , (25)
holds true for 1 ≤ a ≤ m− 1 and dn ≥ 0. If (25) is satisfied,
the alphabet for the non-zero elements of the sequence remains
the same.
Example 5. Consider the parameters given in Example 3. Let
a = (1, j, 1), and b = (1, 1,−1) [35]. The final sequence c
becomes (a, a, 3 · b, 3 · b, 3 · a,−3 · a,−b, b). Now assume
that dn|n=1,3 = 0, d2 = 60. The function fs(x) leads to
(0, 0, 0, 0, 60, 60, 60, 60). Hence, from (23), the support of the
last four parts of c are shifted by 60. The resulting sequences
can be expressed as
c = (a, a, 3 · b, 3 · b,
d2=60︷ ︸︸ ︷
0, . . ., 0, 3 · a,−3 · a,−b, b)
In other words, a non-contiguous CS with two clusters of
length of 12 separated by d2 = 60 zero elements is obtained
where the alphabet on the clusters remains the same. If the
sequence c is utilized in the frequency for an OFDM-based
system, the corresponding signal achieves frequency diversity
via two well-separated clusters while maintaining PAPR to be
less than or equal to 2.
The polynomial (23) in Theorem 2 can be expressed as
an encoding structure employed in an OFDM transmitter as
given in Figure 1. At the transmitter, the mapping blocks can
assign the information bits to pi, en, e′, kn, k′, and dn for n =
1, 2, . . .,m. The amplitude encoder, phase encoder, and shift
encoder are fr(x), fi(x), and fs(x) + xN , respectively. The
initial sequences a and b are first re-ordered based on fo(x, z)
in the z-domain. While the phase encoder changes the phase
of the sequences, the amplitude encoder scales the sequences
at the output of the order encoder. The shift encoder pads zeros
to the beginning of the sequences. After the summation of all
modified sequences, the resulting sequence, denoted by c in
Figure 1, is an encoded complementary sequence.
B. QAM Compatibility
In this study, we define a 4s2-QAM constellation as a set of
points given by SQAM = {(2u−1)+j(2v−1)|u, v ∈ Z,−s <
u, v ≤ s} where s ∈ Z and s ≥ 1. Based on this definition,
we provide further notations as follows:
• There exist Nquad = s2 points in one quadrant in the
complex plane. We denote Squad as the set of the points
on the first quadrant.
• There exist Nh = s points in Squad on the xy-diagonal.
We denote Sh as the set of the points in Squad on the
xy-diagonal.
• There exist Nnh = s(s − 1)/2 points below or above
the xy-diagonal on the first quadrant. The symbols S+nh
and S−nh denote the sets of points in Squad below the
xy-diagonal and the sets of points in Squad above the
xy-diagonal on the first quadrant, respectively.
• There exist Ntri = s(s+ 1)/2 points in Stri , Sh ∪S−nh.
Let p be any point in Squad and p′ be a point that is
symmetric to p about the xy-diagonal axis. The distance
between p and the origin, the ratio between du,v and d1,1,
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Figure 2. Illustration of the parameters for QAM constellation.
the angle between the vector that passes through p and x-
axis, the angle between the vector that passes through p and
the xy-diagonal axis, and the angle between the vector that
passes through p′ and the vector that passes through p can be
calculated as
du,v =
√
(2u− 1)2 + (2v − 1)2 ,
lu,v =
du,v
d1,1
=
du,v√
2
,
θu,v = atan
(
2v − 1
2u− 1
)
,
ψu,v =
pi
4
− θu,v ,
ξu,v = 2ψu,v ,
respectively. The parameters du,v , θu,v , ψu,v , and ξu,v are
illustrated in Figure 2.
The CSs with 4s2-QAM constellation can be obtained via
five different rules given as follows:
1) Green Rule: For any point p ∈ Squad, there exist
another point p′′ on another quadrant with the same distance
to the origin as p and separated by an integer multiple of
pi/2 radian in angle. Therefore, by scaling and rotating the
4-PSK GDJ sequences, we can generate Nquad = s2 different
sequence groups where each group has a different constellation
in complex plane.
Considering Theorem 2, let kn ∈ Z4 and en = 0 for
n = 1, 2, . . .,m and H = 4. Then, the parameters k′ ∈ {z −
4
2piψu,v|z ∈ Z4} and e′ = 42pi ln lu,v where u, v ∈ {1, 2, . . ., s}
generate the CSs with the QAM constellation based on the
green rule. For example, the constellation of a sequence
generated with the green rule is shown for u = 1 and v = 2,
which leads to lu,v =
√
5, and ψu,v u −0.4636 radian, in
Figure 3(a).
The green rule generates GDJ sequences for each point in
Squad. In total, it yields only s2 · G0 sequences for N = 1
and s2 · A0 sequences for N > 1, where G0 , m!2 4m+1 and
A0 , m!4m+1. Note that all the permutations of pi generate
different sequences due to fo(x, z) for N > 1 in Theorem 2,
which doubles the number of CSs at the expense of longer
sequences.
2) Yellow Rule: A quick investigation on fr(x) in (35)
shows that the amplitude of one half of the elements of the CS
are controlled by (1−xpim)2 and (1−xpin −xpim+1)2 through
an while the other half is determined by xpim and (xpin+xpin)2
Green:
𝑆nh
−
𝑆nh
+
𝑆h
(a) Green rule.
Yellow:
𝑆nh
−
𝑆nh
+
𝑆h
(b) Yellow rule.
Blue:
𝑆nh
−
𝑆nh
+
𝑆h
(c) Blue rule.
Cyan:
𝑆nh
−
𝑆nh
+
𝑆h
(d) Cyan rule.
Orange:
𝑆nh
−
𝑆nh
+
𝑆h
(e) Orange rule.
Figure 3. Rules.
through bn. Hence, each half can be scaled independently such
that the scaled elements are on the QAM constellation.
Based on Theorem 2, let kn, k′ ∈ Z4 for n = 1, 2, . . .,m
and H = 4. To ensure that the elements of the CS belong to
the QAM alphabet, with the light of (35) and Corollary 3, we
set a` = 42pi ln lu,u, b` =
4
2pi ln lv,v while an|n 6=` = bn|n 6=` = 0
for u, v ∈ {1, 2, . . ., s} and u 6= v. Since u 6= v, the yellow
rule always leads to two amplitude levels. For example, for
u = 1 and v = 2, a` = 42pi ln 1 = 0, b` =
4
2pi ln 3 u 0.6994
and the corresponding constellation of a sequence generated
with yellow rule has two levels as shown in Figure 3(b). Note
that the points in the first quadrant are always in Sh with the
yellow rule.
In Theorem 2, the sum due to the sign, i.e.,
H
2
∑m−1
n=1 xpinxpin+1 , does not change when the order of
the elements of pi are reversed. Hence, without taking fr(x)
into account only m!2 4
m+1 CSs can be generated. When
fr(x) is employed with the yellow rule for ` < m, the same
behavior is also observed due to the summands in cr(x).
However, when ` = m, fr(x) is only a function of pim.
Therefore, pi and the reversed pi generate different sequences.
Because of this exclusive behavior for ` = m, the yellow
8rule generates s(s − 1) · ((m− 1)m!2 4m+1 +m!4m+1), i.e.,
s(s − 1) · (m + 1) · G0 for N = 1. When N > 1, all
the permutations of pi generate different sequences. Hence,
s(s − 1) ·m ·m!4m+1, i.e., s(s − 1) ·m · A0 sequences, can
be generated.
3) Blue Rule: Although the yellow rule is able generate the
constellation where the points in Sh in the first quadrant, it
cannot reach the points in S+nh or S
−
nh. The blue rule addresses
this issue by ensuring that one half of the elements of the CS
are in S+nh or S
−
nh while the rest of the elements are in Sh.
It exploits the fact that the parameters c˙n and c¨n change only
the phase of the elements scaled by the parameters an and bn,
respectively. This can be directly inferred from (11) through
the locations of ω˙n, ω˙
∗
n, ω¨n, ω¨
∗
n in the recursion.
For the blue rule, we exploit Corollary 3. Let cn, c′ ∈ Z4
for n = 1, 2, . . .,m and H = 4. We set either a` = 42pi ln lu,u,
b` =
4
2pi ln lv,w, c˙` = 0, and c¨` = ± 42piψv,w or a` = 42pi ln lv,w,
b` =
4
2pi ln lu,u, c˙` = ± 42piψv,w, and c¨` = 0 while an|n 6=` =
bn|n6=` = c˙`|n 6=` = c¨`|n 6=` = 0 for u, v, w ∈ {1, 2, . . ., s} and
v > w. The sign term ± is due to the fact that the parameter c˙`
(or c¨`) rotates half of the elements of the CS to either clock-
wise or counter clock-wise directions in the complex plane
while −c˙` (or −c¨`) rotates the same elements to either counter
clock-wise or clock-wise directions based on (36). Hence, the
choice of sign changes the final sequence.
In Figure 3(c), the constellation of a complementary se-
quence generated by the blue rule is illustrated. In this exam-
ple, a` = 42pi ln 1 = 0, b` =
4
2pi ln
√
5 u 0.5123, c˙` = 0, and
c¨` = ±0.2952 as lu,u = 1, lv,w =
√
5, and ψv,w = 0.4636
for u = w = 1 and v = 2. After one half of the elements of
CS is scaled by using b`, the corresponding elements move
to the points indicated with a star in Figure 3(c). Since
the corresponding monomials for c¨` in fi(x) impact on the
only scaled elements by b` based on Theorem 1, by setting
c˙` =
4
2piψv,w (or c˙` = − 42piψv,w), the elements on stars
moves to the points in S+nh or S
−
nh (or S
−
nh or S
+
nh) on the
first quadrant.
Like the yellow rule, pi and the reversed pi generate the
same sequences for n < m. However, they generate different
sequences for ` = m since fr(x) is only a function of
pim. As a result, the blue rule yields to 4 · s · s(s−1)2 ·(
(m− 1)m!2 4m+1 +m!4m+1
)
, i.e., 2s2(s− 1) · (m+ 1) ·G0
sequences for N = 1. While the factor 4 is due to the sign
term ± and alternating scaled-and-rotated elements, the factor
s · s(s−1)2 is because of the number of elements in Sh and S−nh.
When N > 1, s(s− 1) ·m ·m!4m+1, i.e., 2s2(s− 1) ·m ·A0
sequences, can be generated as all the permutations of pi are
valid.
4) Cyan Rule: The cyan rule is like the blue rule, except
both halves of the elements of the CS is in S+nh or S
−
nh, instead
of only one half.
Let cn, c′ ∈ Z4 for n = 1, 2, . . .,m and H = 4 in
Corollary 3. We choose a` = 42pi ln lu,t, b` =
4
2pi ln lv,w,
c˙` = ± 42piψu,t, and c¨` = ± 42piψv,w while an|n6=` = bn|n 6=` =
c˙`|n 6=` = c¨`|n 6=` = 0 for u, v, w, t ∈ {1, 2, . . ., s}, u > t and
v > w. Similar to the blue rule, the sign terms are due to the
behaviors of the parameters c˙` and c¨` in (36).
In Figure 3(d), the constellation of a complementary se-
quence generated by the cyan rule is illustrated. In this
example, a` = 42pi ln
√
5 u 0.5123, b` = 42pi ln
√
29 u 1.0718,
c˙` = ±0.2952, and c¨` = ±0.2422 as lu,t =
√
5, lv,w =
√
29,
ψu,t = 0.4636 radian, and ψv,w = 0.3805 radian for u = 2,
t = 1, v = 4, and w = 2. After the halves of the CS are
scaled by using a` and b`, the corresponding elements move
to the points indicated with stars in Figure 3(c). Since c˙` and
c¨` change the phase of the scaled elements by a` and b`,
respectively, by setting c˙` and c¨` properly, the elements on
star moves to the points in S+nh or S
−
nh on the first quadrant.
Like the yellow and blue rules, the cyan rule also ex-
hibits the aforementioned exclusive behavior: all the per-
mutations of pi lead to different sequences for ` = m
and N = 1. Hence, it leads to 4 · s(s−1)2 ·
(
s(s−1)
2 − 1
)
·(
(m− 1)m!2 4m+1 +m!4m+1
)
, i.e., (s+1)s(s−1)(s−2)·(m+
1) ·G0 sequences for N = 1 and (s+ 1)s(s−1)(s−2)m ·A0
sequences for N > 1.
5) Orange Rule: The orange rule is similar to the yellow
rule, but it displaces half of the elements of a CS on the
same level to different angles, instead of different amplitudes.
For the orange rule, we consider Theorem 2 directly. Let
H = 4, kn|n 6=` ∈ Z4, en = 0, and e′ = 42pi ln lu,v for
`, n ∈ {1, 2, . . .,m}, u, v ∈ {1, 2, . . ., s}, and u > v. To rotate
the points in the complex plane to the counter clockwise or
clockwise, we choose either k` ∈ {z − 42pi ξu,v|z ∈ Z4} and
k′ ∈ {z + 42piψu,v|z ∈ Z4} or k` ∈ {z + 42pi ξu,v|z ∈ Z4}
and k′ ∈ {z − 42piψu,v|z ∈ Z4}, respectively. In Figure 3(e),
the constellation of a CS generated through the orange rule is
illustrated for u = 2 and v = 1, which leads to lu,v =
√
5,
ψu,v u 0.4636 radian, and ψu,v = 0.9273.
The orange rule leads to 2· s(s−1)2 ·m·m!2 4m+1, i.e., s(s−1)·
m ·G0 sequences for N = 1. It also generates s(s−1) ·m ·A0
sequences for N > 1.
VI. PERFORMANCE ANALYSIS
A. Number of Bits vs. Sequence Length
The total number sequences generated with Theorem 2 for
N = 1 and N > 1 can be calculated as ((s4 − s2)(m +
1) + s) · G0 and ((s4 − s2)m + s2) · A0, respectively. For
N = 1, our result is aligned with the result from [28] by using
the offset method or Case I-II results in [29] via paraunitary
matrices. In [28], Li showed that there exist at least ((m +
1)42(q−1) − (m + 1)4(q−1) + 2q−1) · G0 CSs for 4q-QAM
sequences. The corresponding parameter for 4q-QAM is equal
to s =
√
4q/4 = 2q−1 and it gives the same result when it is
plugged into (s4−s2)(m+1)+s. For N > 1, we show that the
total number of sequences generated with the proposed rules
is ((s4−s2)m+s2) ·A0 = (m42(q−1)−m4(q−1) +22q−2·)A0
for 4q-QAM alphabet.
In Figure 4, the maximum number of uncoded bits that can
be encoded with the proposed rules and the corresponding
sequence length are given for N = 1 and N = 3 when
s = 1, 2, 4, 8, i.e., QPSK, 16-QAM, 64-QAM, 256-QAM, and
1024-QAM. The numerical results show that a large number
of uncoded bit can be encoded within an OFDM symbol for a
larger s while the sequence length can be adjusted by selecting
9Table I
THE NUMBER OF CSS ON DIFFERENT SUB-CONSTELLATIONS (UNIT: G0 FOR N = 1 / UNIT: A0 FOR N > 1)
1 2a 2b 3 4a 4b 5a 5b 6 6a 6b 7a 7b 8a 8b 9
1 1/1 2m+ 2/2m m+ 1/m 2m+ 2/2m 2m+ 2/2m m+ 1/m 2m+ 2/2m 2m+ 2/2m 2m+ 2/2m m+ 1/m
2a 1/1 m/m
2b 2m+ 2/2m m/m 1/1 2m+ 2/2m 4m+ 4/4m 4m+ 4/4m 2m+ 2/2m 4m+ 4/4m 4m+ 4/4m 4m+ 4/4m 2m+ 2/2m
3 m+ 1/m 2m+ 2/2m 1/1 2m+ 2/2m 2m+ 2/2m 2m+ 2/2m 2m+ 2/2m 2m+ 2/2m 2m+ 2/2m m+ 1/m
4a 1/1 m/m
4b 2m+ 2/2m 4m+ 4/4m 2m+ 2/2m m/m 1/1 4m+ 4/4m 2m+ 2/2m 4m+ 4/4m 4m+ 4/4m 4m+ 4/4m 2m+ 2/2m
5a 1/1 m/m
5b 2m+ 2/2m 4m+ 4/4m 2m+ 2/2m 4m+ 4/4m m/m 1/1 2m+ 2/2m 4m+ 4/4m 4m+ 4/4m 4m+ 4/4m 2m+ 2/2m
6 m+ 1/m 2m+ 2/2m m+ 1/m 2m+ 2/2m 2m+ 2/2m 1/1 2m+ 2/2m 2m+ 2/2m 2m+ 2/2m m+ 1/m
6a 1/1 m/m
6b 2m+ 2/2m 4m+ 4/4m 2m+ 2/2m 4m+ 4/4m 4m+ 4/4m 2m+ 2/2m m/m 1/1 4m+ 4/4m 4m+ 4/4m 2m+ 2/2m
7a 1/1 m/m
7b 2m+ 2/2m 4m+ 4/4m 2m+ 2/2m 4m+ 4/4m 4m+ 4/4m 2m+ 2/2m 4m+ 4/4m m/m 1/1 4m+ 4/4m 2m+ 2/2m
8a 1/1 m/m
8b 2m+ 2/2m 4m+ 4/4m 2m+ 2/2m 4m+ 4/4m 4m+ 4/4m 2m+ 2/2m 4m+ 4/4m 4m+ 4/4m m/m 1/1 2m+ 2/2m
9 m+ 1/m 2m+ 2/2m m+ 1/m 2m+ 2/2m 2m+ 2/2m m+ 1/m 2m+ 2/2m 2m+ 2/2m 2m+ 2/2m 1/1
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Figure 4. Maximum number of uncoded bits versus sequence length for
N = 1 and N = 3.
N compatible with the resource allocation in frequency. Note
that the choice N = 3 leads to CSs compatible with the
3GPP 5G New Radio (NR) resource allocation. In addition,
the same number of information bits can be transmitted with
non-contiguous CSs for a non-contiguous resource allocation
in frequency by using (21) in Theorem 2.
B. Adaptive Modulation and Coding
In Table I, we provide the number of CSs based on the
aforementioned rules and the QPSK sub-constellations for up-
to 64-QAM (i.e., s = 4) for N = 1 and N > 1). The
labels at the rows and columns indicate different QPSK sub-
constellations in the 4s2-QAM alphabet. We represent QPSK
sub-constellations with different amplitudes with the positive
integer numbers, starting from the smallest du,v . We use letters
to represent different rotations of the QPSK sub-constellation
with the same amplitude, starting from the largest θu,v . If the
QPSK sub-constellation has an element in Sh, we do not use
any letter to mark the rotation. By using Table I, for example,
one can infer that there exists (2m+ 2) ·G0 and 2m ·A0 CSs
generated by the blue rule for N = 1 and N > 1, respectively,
where one half of the elements is on the sub-constellations
labelled as 2a and 2b while the other half of the elements is
on the sub-constellation based as 1. By alternating the halves,
i.e., switching the row and column labels, a different set of
CSs with the same cardinality can also be generated by the
blue rule.
The interpretation of the rules with Table I can be useful
for adaptive modulation and coding schemes which encode the
information bits with CSs. Some of the rules or some part of
the rules can be eliminated or included in the transmissions
based on different criteria such as the peak power constraints,
receiver complexity, signal-to-noise ratio (SNR), or through-
put. For example, the CSs which have always the outer or
inner points of the QAM constellation (e.g., both halves are
on label 9 or both halves are on label 1) may be eliminated
to control the mean OFDM symbol power in addition to the
PAPR. In another example, only green rule can be considered
in the transmission to simplify the receiver complexity. For
high throughput and high SNR case, all rules with a large s
may be included in the transmission. Note that the extension of
Table I for a larger s is straightforward by capturing behaviour
of the rules.
C. Error Rate
In Figure 5, we compare the operating points for three
coding schemes, i.e., the (11,32) block code used in NR, polar
code, and the CS encoder. We mark the Eb/N0 when the coded
bit-error rate (BER) reaches to 1e-3 for different schemes
in Figure 5. We also indicate the 90th percentile PAPR and
peak power, denoted by ρ and p, respectively. For the polar
encoder, the codeword length is 2m and the design SNR is
set to 3 dB. As a special case, the codeword is padded by 2
zeros for 64-QAM to achieve the similar spectral efficiency
(SE) of CSs. For the CS encoder, we fix pi = (1, 2, 3, 4) and
m = 4. The information bits are mapped to the CSs arbitrarily.
For the (11,32) block code and the CS encoder, we consider
a minimum distance detector which calculate the distances
between a received sequence and all possible sequences in the
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Figure 5. Comparison of different schemes when BER is 1e-3.
complex domain. For the polar decoder, we use successive
interference cancellation (SIC). The (11,32) block code is
approximately 1 dB better than the CS and the polar encoders
for QPSK. However, the 90th percentile peak power for the CS
encoder is 5.8 dB and 8 dB lower than the (11,32) block code
and the polar code, respectively. For 16-QAM and 64-QAM,
the polar code performs noticeably better than CSs where the
Eb/N0 difference is larger than 2.5 and 4.5 dB, respectively.
On the other hand, the CS encoder manages the peak power
better than the polar encoder, which compensates the Eb/N0
gap by lowering p by 5.5 dB and 4.2 dB for 16-QAM and
64-QAM, respectively. It is worth noting that the performance
of the CS encoder is evaluated only for a small m due to
the complexity of minimum distance detector in this study. A
low-complexity decoder which exploit Theorem 2 and the bit
map for the CS encoder for a better error rate performance
can be investigated as part of future work.
VII. CONCLUSION
In this study, we discuss a framework which algebraically
describes the polynomial generated through a recursion con-
sisting of two linear operators at each step. The framework
determines which of two operators at each step in the recursion
should be applied to a coefficient of the polynomial via
Boolean functions. By applying the introduced framework to
a recursive GCP construction relying on Budišin’s methods,
we show how the initial sequences, phase rotations, signs,
real scalars, and the shifting factors applied at each step alter
the elements of the sequences in the GCP. As a result, we
derive a non-contiguous CS encoder by deriving the Boolean
functions for the shifting factors. Hence, frequency diversity,
coding gain, and low PAPR are maintained for OFDM symbols
simultaneously. We show there exist two encoders that control
the amplitude and the phase of the elements of the sequences in
a GCP independently, which emerges from the phase rotations,
signs, and the scalars in the recursion. Therefore, we extend
Davis and Jedwab’s result in [7], which describe the phase
component of a modulation symbol. In addition, we show how
the initial sequences are ordered in the synthesized CSs, which
is not trivial without explicit algrebraic structure. We also
provide a deeper analysis on the QAM CS. By introducing five
different rules for generating CSs with 4s2-QAM, we show
how to build an adaptive CS encoder for QAM constellation.
APPENDIX A
PROOF OF LEMMA 1
Proof. The cases where m = 1 and m = 2 are easily checked
by hand, so assume that m > 2. Consider a new recursion
given by
p¯
(n¯)
l =
{
b
(l)
11 p¯
(n¯−1)
l + b
(l)
12 q¯
(n¯−1)
l w
2ψn¯ n¯ = l
p¯
(n¯−1)
l + q¯
(n¯−1)
l w
2ψn¯ n¯ 6= l ,
q¯
(n¯)
l =
{
b
(l)
21 p¯
(n¯−1)
l + b
(l)
22 q¯
(n¯−1)
l w
2ψn¯ n¯ = l
p¯
(n¯−1)
l + q¯
(n¯−1)
l w
2ψn¯ n¯ 6= l , (26)
where b(l)ij are given parameters in Lemma 1 and p¯
(0)
l = q¯
(0)
l =
1. Then, by the definition of the polynomial representation of a
sequence, p¯(m)l and q¯
(m)
l corresponds to the polynomial repre-
sentations of the construction sequences fl and gl, respectively.
By evaluating (26), the closed-form expressions of p¯(m)l and
q¯
(m)
l can be expressed as
pfl(w) = p¯
(m)
l =

2∑
j=1
b
(l)
1j phj (w) l = m
2∑
i=1
2∑
j=1
b
(l)
ij phij (w) l < m
, (27)
pgl(w) = q¯
(m)
l =

2∑
j=1
b
(l)
2j phj (w) l = m
2∑
i=1
2∑
j=1
b
(l)
ij phij (w) l < m
, (28)
where
phj (w) , w2
ψl (j−1)
m∏
n=1
n 6=l
(1 + w2
ψn
) , (29)
phij (w) , w2
ψl (j−1)+2ψl+1 (i−1)
m∏
n=1
n6=l,l+1
(1 + w2
ψn
) . (30)
We then decompose the polynomial representation of the
sequence 1 , (1)2m−1i=0 of length 2m as a summation of ph1(w)
and ph2(w) as
p1(w) =
m∏
n=1
(1 + w2
ψn
)
=
m∏
n=1
n 6=l
(1 + w2
ψn
︸ ︷︷ ︸
ph1 (w)
) + w2
ψl
m∏
n=1
n 6=l
(1 + w2
ψn
︸ ︷︷ ︸
ph2 (w)
) . (31)
The following statements hold true:
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Table II
THE OPERATOR DEFINITIONS AND THE BOOLEAN FUNCTIONS FOR THE CONSTRUCTION SEQUENCES
O
(n)
0 (r) O
(n)
1 (r) b
T
n fn(x) gn(x)
Scalar
αn
A
(n)
0 (r) , ξ0r A
(n)
1 (r) , ξanr [1 0 0 1]
{
1− xpim , n = m
1− xpin − xpin+1 n < m
{
xpim , n = m
1− xpin − xpin+1 n < m
Scalar
βn
B
(n)
0 (r) , ξ0r B
(n)
1 (r) , ξbnr [0 1 1 0]
{
xpim , n = m
xpin + xpin+1 n < m
{
1− xpim , n = m
xpin + xpin+1 n < m
Phase
ω˙n
Ω˙
(n)
0 (r) , ξ0r Ω˙
(n)
1 (r) , ξjc˙nr [1 0 0 0]
{
1− xpim , n = m
(1− xpin )(1− xpin+1 ) n < m
{
0, n = m
(1− xpin )(1− xpin+1 ) n < m
Phase
ω˙∗n
Ω˙
(n)
0 (r) , ξ0r Ω˙
(n)
1 (r) , ξ−jc˙nr [0 0 0 1]
{
0, n = m
xpinxpin+1 n < m
{
xpim , n = m
xpinxpin+1 n < m
Phase
ω¨n
Ω¨
(n)
0 (r) , ξ0r Ω¨
(n)
1 (r) , ξjc¨nr [0 1 0 0]
{
xpim , n = m
xpin (1− xpin+1 ) n < m
{
0, n = m
xpin (1− xpin+1 ) n < m
Phase
ω¨∗n
Ω¨
(n)
0 (r) , ξ0r Ω¨
(n)
1 (r) , ξ−jc¨nr [0 0 1 0]
{
0, n = m
(1− xpin )xpin+1 n < m
{
1− xpim , n = m
(1− xpin )xpin+1 n < m
Sign S(n)0 (r) , ξ0r S
(n)
1 (r) , ξ
jH
2 r [0 0 0 1]
{
0, n = m
xpinxpin+1 n < m
{
xpim , n = m
xpinxpin+1 n < m
Phase
ωn
Ω
(n)
0 (r) , ξ0r Ω
(n)
1 (r) , ξjcnr [0 1 0 1] xpin xpin
Shift
dn
∆
(n)
0 (r) , z0r ∆
(n)
1 (r) , zdnr [0 1 0 1] xpin xpin
Order
pa(z)
O˙
(n)
0 (r) , ξ0r O˙
(n)
1 (r) ,
{
ξ0r, n 6= 1
pa(z) n = 1
[1 0 1 0] 1− xpin 1− xpin
Order
pb(z)
O¨
(n)
0 (r) , ξ0r O¨
(n)
1 (r) ,
{
ξ0r, n 6= 1
pb(z) n = 1
[0 1 0 1] xpin xpin
• The polynomial p1(w) includes all of the monomials with
the coefficient of 1 as it is the polynomial representation
of the sequence 1. The functions ph1(w) and ph2(w) also
consist of the monomials with the degree of less than 2m,
where the monomial coefficients are either 1 or 0 by their
definitions. Therefore, based on (31), ph1(w) and ph2(w)
should be polynomials with no common monomials, i.e.,
h1 + h2 = 1.
• The function ph2(w) is a polynomial where the degree
of each monomial of ph1(w) is increased by 2
ψl by their
definitions. Hence, the sequence h2 should be the shifted
version of the sequence h1 by 2ψl .
Since h1 + h2 = 1 and h2 is the shifted version of h1 by
2ψl , the uth element of the sequence h1 should be 1 for u =
s2ψl + (1, 2, . . . , 2ψl) for even s and 0 for odd s where 0 ≤
s < 2m−ψl . The sequences h1 and h2 can be expressed as
h1 = 1−mpil and h2 = mpil , respectively, where the sequence
mj is defined as the sequence associated with the function of
f(x) = xj and its length is 2m and pil , m− ψl.
The polynomials ph1(w) and ph2(w) can also be decom-
posed as ph11(w) + ph21(w) and ph12(w) + ph22(w), respec-
tively, i.e., h11 + h21 = h1 and h12 + h22 = h2. Based on
(30), h21 and h22 are the shifted version of the sequence h11
and h12 by 2ψl+1 , respectively. Similarly, h11, h21, h12, and
h22 can be expressed as h11 = (1 − mpil)  (1 − mpil+1),
h21 = (1 − mpil)  mpil+1 , h12 = mpil  (1 − mpil+1), and
h22 = mpil mpil+1 ,, respectively. By changing the variable l
with n in (27) and (28), and exploiting the Boolean functions
for m1,m2, . . . ,mm, fn(x) and gn(x) can then be obtained as
(15) and (16), respectively, through (27) and (28).
APPENDIX B
PROOF OF THEOREM 2
Proof. We re-write (11) as
p(n) = Ω˙
(n)
1 Υ˙
(n)
0 Ω¨
(n)
0 Υ¨
(n)
0
◦ S(n)0 A(n)1 B(n)0 Ω(n)0 ∆(n)0 O˙(n)1 O¨(n)0 (p(n−1))
+ Ω˙
(n)
0 Υ˙
(n)
0 Ω¨
(n)
1 Υ¨
(n)
0
◦ S(n)0 A(n)0 B(n)1 Ω(n)1 ∆(n)0 O˙(n)0 O¨(n)1 (q(n−1))w2
ψn
,
q(n) = Ω˙
(n)
0 Υ˙
(n)
0 Ω¨
(n)
0 Υ¨
(n)
1
◦ S(n)0 A(n)0 B(n)1 Ω(n)0 ∆(n)1 O˙(n)1 O¨(n)0 (p(n−1))
+ Ω˙
(n)
0 Υ˙
(n)
1 Ω¨
(n)
0 Υ¨
(n)
0
◦ S(n)1 A(n)1 B(n)0 Ω(n)1 ∆(n)1 O˙(n)0 O¨(n)1 (q(n−1))w2
ψn
, (32)
by using the operators defined in Table II. In (32), the operators
related to the scalars, i.e., αn and βn, and the phase rotations,
i.e., ω˙n, ω˙
∗
n, ω¨n, ω¨
∗
n, and ωn, are denoted by A
(n)
{0,1}, Ω˙
(n)
{0,1},
Υ˙
(n)
{0,1}, Ω¨
(n)
{0,1}, Υ¨
(n)
{0,1}, and Ω
(n)
{0,1} respectively. The signs
for pa(n−1)(z) and pb(n−1)(z) in (11) are generated through
the operators S(n){0,1}(r). While the operators ∆
(n)
{0,1} apply a
shifting factor to their arguments, the operators O˙(n){0,1} and
O¨
(n)
{0,1} generate the polynomials pa(z) and pb(z) for n = 1,
respectively. For the sake of unifying the operator formats, we
express the corresponding operators by using the power of ξ
and define αn , ξan , βn , ξbn , ω˙n , ξjc˙n , ω¨n , ξjc¨n , and
ωn , ξjcn and exploit the identity ξj
H
2 = −1 in Table II.
The configuration vectors bn for the sub-recursions are also
given in Table II. By plugging the configuration vectors bn
12
Table III
THE GENERALIZED BOOLEAN FUNCTIONS FOR THE SUB-RECURSIONS
Fx(r) Gx(r)
Scale
αn
rξfscale,a(x) = rξ
am(1−xpim )2+
∑m−1
n=1 an(1−xpin−xpin+1 )2 rξgscale,a(x) = rξamxpim+
∑m−1
n=1 an(1−xpin−xpin+1 )2
Scale
βn
rξfscale,b(x) = rξ
bmxpim+
∑m−1
n=1 bn(xpin+xpin+1 )2 rξgscale,b(x) = rξ
bm(1−xpim )2+
∑m−1
n=1 bn(xpin+xpin+1 )2
Phase
ω˙n
rξjfphase,a(x) = rξ
jc˙m(1−xpim )2+j
∑m−1
n=1 c˙n((1−xpin )(1−xpin+1 ))2 rξjgphase,a(x) = rξj
∑m−1
n=1 c˙n((1−xpin )(1−xpin+1 ))2
Phase
ω˙∗n
rξjfphase,a∗ (x) = rξ−j
∑m−1
n=1 c˙n(xpinxpin+1 )2 rξjgphase,a∗ (x) = rξ−jc˙mxpim−j
∑m−1
n=1 c˙nxpinxpin+1
Phase
ω¨n
rξjfphase,b(x) = rξ
jc¨mxpim+j
∑m−1
n=1 c¨n(xpin (1−xpin+1 ))2 rξjgphase,b(x) = rξj
∑m−1
n=1 c¨n(xpin (1−xpin+1 ))2
Phase
ω¨∗n
rξjfphase,b∗ (x) = rξ−j
∑m−1
n=1 c¨n((1−xpin )xpin+1 )2 rξjgphase,b∗ (x) = rξ−jc¨m(1−xpim )2−j
∑m−1
n=1 c¨n((1−xpin )xpin+1 )2
Sign rξjfsign(x) = rξj
H
2
∑m−1
n=1 xpinxpin+1 rξjgsign(x) = rξ
jH
2
(
xpim+
∑m−1
n=1 xpinxpin+1
)
Phase
ωn
rξjfphase(x) = rξj
∑m
n=1 cnxpin rξjgphase(x) = rξj
∑m
n=1 cnxpin
Shift
dn
rzfshift(x) = rz
∑m
n=1 dnxpin rzgshift(x) = rz
∑m
n=1 dnxpin
Order
pa(z)
pa(z)
forder,a(x) = (pa(z))
(1−xpi1 )2 pa(z)gorder,a(x) = (pa(z))(1−xpi1 )2
Order
pa(z)
pb(z)
forder,b(x) = pb(z)
xpi1 pb(z)
gorder,b(x) = pb(z)
xpi1
to (15) and (16), fn(x) and gn(x) are obtained for each sub-
recursion as in Table II for n = 1, 2, . . . ,m. Finally, Fx(r)
and Gx(r) for (32) can be derived by composing Fx(r) and
Gx(r) given for each sub-recursion in Table III. The parameter
w can be chosen arbitrarily on the unit circle based on (11).
For w , zN , pa(m)(z) and pb(m)(z) can be calculated as
pa(m)(z) =
2m−1∑
x=0
fo(x, z)× ξfr(x)+jfi(x) × zfs(x)+xN , (33)
pb(m)(z) =
2m−1∑
x=0
fo(x, z)× ξgr(x)+jgi(x) × zfs(x)+xN (34)
where
fr(x) =fscale,a(x) + fscale,b(x)
=cr(x) + am(1− xpim)2 + bmxpim , (35)
gr(x) =gscale,a(x) + gscale,b(x) ,
=cr(x) + bm(1− xpim)2 + amxpim ,
fi(x) =fsign(x) + fphase(x) + fphase,a(x)
+ fphase,a∗(x) + fphase,b(x) + fphase,b∗(x) ,
=ci(x) + c˙m(1− xpim)2 + c¨mxpim , (36)
gi(x) =gsign(x) + gphase(x) + gphase,a(x)
+ gphase,a∗(x) + gphase,b(x) + gphase,b∗(x) ,
=ci(x)− c˙mxpim − c¨m(1− xpim)2 +
H
2
xpim ,
where
cr(x) ,
m−1∑
n=1
an(1− xpin − xpin+1)2 + bn(xpin + xpin+1)2 ,
ci(x) ,
H
2
m−1∑
n=1
xpinxpin+1 +
m∑
n=1
cnxpin
+
m−1∑
n=1
c˙n((1− xpin)(1− xpin+1))2 − c˙n(xpinxpin+1)2
+
m−1∑
n=1
c¨n(xpin(1− xpin+1))2 − c¨n((1− xpin)xpin+1)2 .
and
fs(x) =fshift(x) = gshift(x) =
m∑
n=1
dnxpin ,
fo(x, z) =pa(z)forder,a(x)pb(z)forder,b(x)
(a)
=pa(z)(1− xpi1)2 + pb(z)xpi1 ,
where (a) is due to the fact that forder,a(x) (or gorder,a(x)) is
1 when forder,b(x) (or gorder,b(x)) is 0 or vice versa.
Based on (6), an(1 − xpin − xpin+1)2 = an − an(xpin +
xpin+1)2, am(1−xpim)2 = am−amxpim , and bm(1−xpim)2 =
bm − bmxpim , Hence, fr(x) and gr(x) can be re-written as
fr(x) =emxpim +
m−1∑
n=1
en(xpin + xpin+1)2 + e
′ ,
gr(x) =em(1− xpim)2 +
m−1∑
n=1
en(xpin + xpin+1)2 + e
′ ,
respectively, where en = (bn − an) for n = 1, 2, . . .,m, and
e′ =
∑m
n=1 an, and and they can be chosen independently. By
using the identities given in (6)-(8), c˙m(1−xpim)2 + c¨mxpim =
c˙m + (c¨m − c˙m)xpim , c˙mxpim + c¨m(1− xpim)2 = c¨m + (c˙m −
c¨m)xpim , c˙n((1 − xpin)(1 − xpin+1))2 − c˙n(xpinxpin+1)2 =
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c˙n − c˙nxpin − c˙nxpin+1 , and c¨n(xpin(1 − xpin+1))2 − c¨n((1 −
xpin)xpin+1)2 = c¨nxpin − c¨nxpin+1 . Hence, fi(x) and gi(x) can
be re-expressed as
fi(x) =
H
2
m−1∑
n=1
xpinxpin+1 +
k′︷ ︸︸ ︷
m∑
n=1
c˙n +
k1︷ ︸︸ ︷
(c1 + c¨1 − c˙1)xpi1
+
m∑
n=2
kn︷ ︸︸ ︷
(cn + c¨n − c˙n − c¨n−1 − c˙n−1)xpin .
and
gi(x) =
H
2
(
xpim +
m−1∑
n=1
xpinxpin+1
)
2
+
k1︷ ︸︸ ︷
(c1 + c¨1 − c˙1)xpi1
+
m∑
n=2
kn︷ ︸︸ ︷
(cn + c¨n − c˙n − c¨n−1 − c˙n−1)xpin
k′′︷ ︸︸ ︷
−c¨m +
m−1∑
n=1
c˙n ,
respectively. The length of a(m) and b(m) can be calculated as
maxxN + fs(x) +Nx, which gives N2m +
∑m
n=1 dn since
the function fs(x) gets its maximum and minimum values
when x is maximum, i.e., 2m − 1, and minimum, i.e., 0,
respectively.
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