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Los cambios en entornos competitivos de las organizaciones y las sociedades, ge-
nerados por la irrupción de las TICs en diversos ámbitos de la sociedad; la globaliza-
ción de las economías; la internacionalización de los mercados; y los desarrollos cientí-
ficos y tecnológicos que han posibilitado y potencializado la libre movilidad de mercan-
cías, personas y conocimientos a nivel mundial, han generado nuevos desafíos para la
formación de las personas. Es importante resaltar que los cambios tecnológicos consti-
tuyen el motor que impulsa la exploración y búsqueda de nuevas opciones que posibili-
ten la educación de personas y la generación de condiciones para facilitar los procesos
de aprendizaje en la llamada sociedad del conocimiento, dando respuesta a las necesi-
dades de formación de comunidades y personas con dificultades para acceder a la for-
mación tradicional con la educación a distancia, que ha evolucionado hacia la educación
virtual soportado en formación E-learning (Castillo et al., 2017). E-learning usa tecno-
logías digitales para la generación de aprendizajes, conocida también como aprendizaje
en medios electrónicos, basado en computadores, a través de internet o, basado en la
web. La Universidad Nacional Abierta y a Distancia UNAD centra su formación en el
modelo establecido por E-Learning, haciendo énfasis en que su misión es contribuir a la
educación para todos a través de la modalidad abierta y a distancia utilizando como eje
central lo que se conoce actualmente como ambientes virtuales de aprendizaje utilizan-
do las tecnologías de la información y las comunicaciones para fomentar y acompañar
el aprendizaje autónomo (Cardenas et al., 2017). De esta forma, el Modelo Pedagógi-
co Unadista reconoce en su acción e-learning por su amplio potencial comunicativo e
interactivo, y por la posibilidad de promover la construcción de sentidos y significados
mediante el manejo de la información mediada por diferentes tipos de tecnologías.
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Actualmente, para el procedimiento de matrícula, se han implementado filtros
que le limitan los cursos a seleccionar cuando se trata de un estudiante nuevo y que no
ingresa por convenio de homologación, pero en caso contrario, cuando el estudiante in-
gresa por convenio de homologación con el SENA, se presenta el inconveniente que no
se ven relacionados los cursos homologados en el aplicativo de Registro y Control, y por
lo tanto, en la plataforma de matrícula le presenta al estudiante una oferta completa
llevando a que, en la mayoría de los casos, el estudiante matricule cursos homologados
por acuerdos de convenio institucional.
Adicional a esto, estudiantes de últimos periodos de matrícula deben seleccionar
los cursos electivos disciplinares y de profundización y se requiere de mayor acompaña-
miento de parte de la universidad aumentando así la atención in situ para asesoría de
matrícula, con el fin de apoyar al estudiante para que seleccione cursos de acuerdo con
su perfil académico y con el enfoque laboral en el cual se ve inmerso el estudiante.
Dentro del procedimiento de matrícula en periodos de 16 semanas se tiene la po-
sibilidad de solicitar cambios de cursos, aplazamientos y/o cancelación de cursos, lo que
se conoce en la UNAD como Solicitud de Novedades, estos procedimientos en los di-
ferentes centros de la universidad generan un amplio número de solicitudes radicadas
ante Registro y Control, siendo uno de los principales puntos críticos de atención en
esta dependencia. Por otra parte, la Cadena de formación en Electrónica Telecomuni-
caciones y Redes (ETR) no cuenta con un sistema de recomendación de matrícula de
cursos electivos que facilite al estudiante la selección de cursos electivos para dar cum-
plimiento con su respectiva malla curricular y de esta forma aportar en la disminución
de los índices de novedades registradas en los diferentes centros a nivel nacional, donde
solicitan cancelación, aplazamiento o cambio de cursos debido a matrícula errónea por
causas diferentes, resaltando el desconocimiento de prerrequisitos, ya que actualmente
la oferta de matrícula no tiene en cuenta todos los prerrequisitos de los cursos electivos.
Por lo antes expuesto, vale la pena evaluar qué grado de impacto se puede gene-
rar en estudiantes y docentes de los programas académicos mencionados de la Univer-
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sidad Nacional Abierta y a Distancia UNAD y, a su vez, en los indicadores de registros
de novedades de matrícula en los centros, con la implementación de un sistema basado
en inteligencia artificial que genere recomendaciones de cursos electivos a los usuarios
para generar matrículas oportunas de acuerdo a su avance en el programa de formación
y gustos académicos, de esta manera se logra una propuesta que integre la tecnología
con el sector académico que forma en ciencias de ingeniería, en concordancia con los
nuevos enfoques tecnológicos, así como generar el beneficio de los futuros profesionales
en ramas afines.
Este sistema propuesto le entrega al usuario una relación de cursos electivos a
matricular teniendo en cuenta el historial académico de varios estudiantes que confor-
man la base de datos y con esta información, el sistema selecciona los que tendrían ma-
yor afinidad de acuerdo con el perfil del estudiante usuario. Estos cursos corresponden
a los que presentan un valor de métricas de medición con mejores características res-
pecto a la matriz de Usuarios/Ítems que conforman el sistema. Esta matriz está confor-
mada por 222 Usuarios (Estudiantes) y 104 Ítems (Cursos), información resultante de
una base de datos inicial que contiene información de 253 estudiantes con un total de
11610 datos de cursos en su historial académico en un documento cuyo tamaño inicial
era de 417 KB. Como se evidencia, dicha información es organizada y seleccionada te-
niendo en cuenta que contiene estudiantes matriculados por convenio institucional y eso
genera calificaciones vacías en algunos de los ítems relacionados en la base de datos de
Cursos. Por lo tanto, se evidencia la necesidad de optimizar la información de la base
de datos para la creación del dataframe que comprende el sistema.
Adicional, en el desarrollo de la propuesta se generan dos algoritmos de sistemas
de recomendación que aplican la técnica de filtrado colaborativo utilizando dos meto-
dologías enfocadas en la factorización matricial, obteniendo así que el primer modelo se
enfoca en la factorización matricial no negativa, mientras el segundo modelo propues-
to se enfoca en la aplicación de la factorización matricial por SVD; siendo éste último
el sistema que genera los mejores resultados en métricas de medición, optimización de
tiempo y recursos de máquina y precisión en la recomendación a entregar al usuario del
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sistema.
Es importante resaltar que la evaluación de los modelos propuestos se sustenta
en la hipótesis que indica que la eficiencia de los algoritmos para los sistemas de reco-
mendación por filtrado colaborativo toma como base la información relacionada en la
matriz de de Usuarios/Ítems y la función de similitud utilizada para la creación del ve-
cindario conformado por los vecinos más cercanos.
Palabras Clave:
Inteligencia artificial, sistemas de recomendación, aprendizaje automático
9
Abstract
The changes in competitive environments of organizations and societies, genera-
ted by the emergence of ICTs in various areas of society; the globalization of economies;
the internationalization of markets; and the scientific and technological developments
that have made possible and potentiated the free mobility of goods, people and know-
ledge worldwide, have generated new challenges for the training of people. It is impor-
tant to highlight that technological changes constitute the engine that drives the ex-
ploration and search for new options that make possible the education of people and
the generation of conditions to facilitate learning processes in the so-called knowledge
society, responding to training needs of communities and people with difficulties in ac-
cessing traditional training with distance education, which has evolved towards virtual
education supported by E-learning training. E-learning uses digital technologies for the
generation of learning, also known as learning in electronic media, based on computers,
through the Internet or based on the web.
The Universidad Nacional Abierta y a Distancia UNAD focuses its training on
the model established by E-Learning, emphasizing that its mission is to contribute to
education for all through the open and distance modality using as a central axis what
is currently known as virtual learning environments using information and communi-
cation technologies to promote and accompany autonomous learning. In this way, the
Modelo Pedagógico Unadista recognizes in its e-learning action for its wide communi-
cative and interactive potential, and for the possibility of promoting the construction
of senses and meanings through the management of information mediated by different
types of technologies. Currently, for the enrollment procedure, filters have been imple-
mented that limit the courses to be selected when it is a new student who does not en-
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ter by homologation agreement, but otherwise, when the student enters by homologa-
tion agreement with the SENA, the drawback is that the approved courses in the Re-
gistro y Control application are not related, and therefore, in the enrollment platform it
presents the student with a complete offer, leading to the fact that, in most cases, the
student enrolls courses approved by institutional agreement agreements.
Additionally, students who are in the last periods of enrollment must select the
disciplinary electives and deepening courses and more support is required from the uni-
versity, thus increasing the attention on site for enrollment advice, in order to support
the student. to select courses according to their academic profile and the work approach
in which the student is immersed. Within the enrollment procedure in periods of 16
weeks, there is the possibility of requesting changes of courses, postponements and/or
cancellation of courses, which is known at the UNAD as Request for News, these proce-
dures in the different centers of the university generate a large number of applications
filed with the Registry and Control, being one of the main critical points of attention
in this agency. On the other hand, the Cadena de formación en Electrónica Telecomu-
nicaciones y Redes (ETR) does not have a system for recommending the enrollment of
elective courses that facilitates the student’s selection of elective courses to comply with
their respective curricular mesh and thus contribute in the decrease in the indexes of
novelties registered in the different centers nationwide, where they request cancellation,
postponement or change of courses due to wrong enrollment for different reasons, high-
lighting the ignorance of prerequisites, since currently the enrollment offer does not ha-
ve in counts all prerequisites for elective courses.
Due to the aforementioned, it is worth evaluating what degree of impact can be
generated in students and teachers of the academic programs referred of the Universi-
dad Nacional Abierta y a Distancia UNAD and, in turn, in the indicators of registra-
tion new enrollment in the centers, with the implementation of a system based on arti-
ficial intelligence that generates recommendations for elective courses to users to gene-
rate timely enrollments according to their progress in the training program and acade-
mic tastes, in this way a proposal that integrates technology is achieved with the aca-
11
demic sector that trains in engineering sciences, in accordance with the new technologi-
cal approaches, as well as generating the benefit of future professionals in related fields.
This proposed system provides the user with a list of elective courses to enroll
taking into account the academic history of several students that make up the data-
base and with this information, the system selects those that would have the greatest
affinity according to the profile of the user student. . These courses correspond to tho-
se that present a value of measurement metrics with better characteristics with respect
to the matrix of Users/Items that make up the system. This matrix is made up of 222
Users (Students) and 104 Items (Courses), information resulting from an initial data-
base that contains information on 253 students with a total of 11,610 course data in
their academic history in a document whose initial size was of 417 KB. As evidenced,
said information is organized and selected taking into account that it contains students
enrolled by institutional agreement and that generates empty grades in some of the re-
lated items in the Courses database. Therefore, the need to optimize the information in
the database for the creation of the dataframe that comprises the system is evident.
Additionally, in the development of the proposal, two algorithms of recommen-
dation systems are generated that apply the collaborative filtering technique using two
methodologies focused on matrix factorization, thus obtaining that the first model fo-
cuses on non-negative matrix factorization, while the second proposed model focuses on
the application of matrix factorization by SVD; The latter being the system that ge-
nerates the best results in measurement metrics, optimization of time and machine re-
sources, and precision in the recommendation to be delivered to the user of the system.
It is important to highlight that the evaluation of the proposed models is based
on the hypothesis that the efficiency of the algorithms for the collaborative filtering re-
commendation systems is based on the information related in the Users/Items matrix
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Introducción
Hoy en día existe abundancia de información disponible en internet que muchas
veces, en lugar de producir beneficios, afecta la satisfacción de los usuarios con respec-
to a sus intereses. Los sistemas web tienen cada vez más cantidad y variedad de infor-
mación y los usuarios pueden recibir resultados ambiguos o pueden no recibir lo que
desean al formular una consulta (Tekin and Van Der Schaar, 2015). Asimismo, con el
propósito de hacer buen uso de esta gran cantidad de datos, se hace necesario gestionar
los flujos de datos y atender la lectura y análisis de forma continua y en tiempo real.
Teniendo en cuenta que las plataformas de formación mediada por las TIC re-
presentan un gran flujo de información para el usuario, se ha evidenciado la necesidad
de desarrollar aplicaciones que recomienden a los usuarios ofertas relacionadas con su
perfil o con intereses previamente identificados y relacionados, llevando a lo que hoy en
día se conoce como Sistemas de Recomendación (SR), que son herramientas que ayu-
dan a focalizar al usuario ya sea por temática relacionada, por cursos previamente vis-
tos, por búsquedas de tipo semántico, por foros en los que haya participado, por intere-
ses de perfiles de usuario relacionados, entre otros. Los sistemas de recomendación ayu-
dan a los usuarios a identificar la información más interesante y relevante en un grupo
grande de información, evidenciando que forman parte de los reconocidos sistemas in-
teligentes que proporcionan sugerencias personalizadas sobre determinados temas o ele-
mentos, analizando las características de cada usuario y mediante un procesamiento de
datos a través de un algoritmo, encontrar un conjunto de elementos que pueden resul-
tar de interés al usuario (Caro Piñeres et al., 2011).
Los sistemas de recomendación han demostrado ser una herramienta valiosa pa-
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ra ayudar a los usuarios en situaciones en las cuales se evidencia sobrecarga de infor-
mación, cuyas tareas principales están relacionadas con el filtrado de flujos de informa-
ción entrantes según las preferencias de los usuarios o para entregar elementos de inte-
rés adicionales en un contexto determinado, evidenciando actualmente que estos siste-
mas se han aplicado con éxito en gran variedad de dominios y, dentro de los elementos
recomendables incluyen películas, libros, servicios de viajes y turismo, artículos de in-
vestigación, búsqueda o consultas y muchos más.
El sector académicos y/o educativo no es ajeno a estas situaciones y por eso
aparece en la formación un concepto que enmarca un espacio virtual que facilita el a-
prendizaje orientado en la experiencia de capacitación a distancia y su metodología se
sustenta en el uso de tecnologías digitales para la generación de aprendizajes, conoci-
da también como aprendizaje en medios electrónicos, a través de internet, o E-Learning
(Villaverde et al., 2010). La Universidad Nacional Abierta y a Distancia UNAD, en su
Modelo Pedagógico Unadista (MPU), reconoce el e-learning por su amplio potencial co-
municativo e interactivo, y por la posibilidad de promover la construcción de sentidos y
significados mediante el manejo de la información mediada por diferentes tipos de tec-
nologías (Cardenas et al., 2017).
El estudiante Unadista al momento de matricular se encuentra con una amplia
oferta para seleccionar los cursos por periodo académico evidenciando la ausencia de un
sistema de filtrado enfocado en gustos particulares e historial académico de promedio
de cursos y homologaciones aplicadas. La UNAD cuenta con convenios de homologa-
ción con algunas entidades, entre ellas el Servicio Nacional de Aprendizaje SENA, pero
en el aplicativo de matrícula cuando un estudiante aplica un proceso de homologación
por convenio, no se ven relacionados los cursos homologados, presentando al estudiante
la oferta completa de cursos correspondientes al programa matriculado llevando a que,
en la mayoría de los casos, el estudiante genere matrícula de cursos homologados por
acuerdos de convenio. Adicional a esto, estudiantes de últimos periodos deben seleccio-
nar los cursos electivos disciplinares y de profundización y se requiere de mayor acom-
pañamiento de parte de la universidad aumentando así la atención in situ para asesoría
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de matrícula.
Los avances tecnológicos con la irrupción de las TICs han facilitado y promo-
vido el diseño de herramientas que permitan dar soluciones pertinentes y oportunas a
los diferentes inconvenientes que se puedan presentar, y es por esta razón que los SR se
han convertido en un aliado en el uso de información en línea y en especial en lo con-
cerniente a la inmersión de las TICs en el desarrollo de los procesos formativos, faci-
litando a los usuarios de estas plataformas el acceso a información relacionada con su
perfil y/o sus intereses.
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Planteamiento del Problema
La sociedad ha dado respuesta a las necesidades de formación de las comunida-
des y personas con dificultades para acceder a la formación tradicional con la educación
a distancia, la cual ha evolucionado hacia la educación virtual (Castillo et al., 2017).
Teniendo en cuenta que la Universidad Nacional Abierta y a Distancia UNAD es la
universidad pionera en América latina en implementar la educación basada en meto-
dología E-learning, es importante señalar que esta metodología utiliza pedagógicamente
escenarios basados en tecnologías digitales de información y comunicación para el desa-
rrollo de procesos sistemáticos de formación, con entornos curriculares, didácticos, eva-
luativos, interacciones con medios, mediaciones y mediadores centrados en el aprendiza-
je y en el estudiante.
Para oficializar el ingreso a un estudiante nuevo o para el caso de estudiantes
antiguos en proceso de matrícula, la universidad cuenta con un procedimiento estable-
cido en el mapa de procesos de la entidad, el Sistema Integrado de Gestión SIG, corres-
pondiente al Proceso de ciclo de vida del estudiante y se conoce como Procedimiento
relacionado de inscripción y matrícula P-7-2 (Universidad Nacional Abierta y a Dis-
tancia - UNAD, 2020). Este procedimiento establece las condiciones a seguir para pro-
ceso de matrícula de estudiantes nuevos y antiguos y registro de homologaciones por
convenio institucional, relacionando Figura 1 las actividades concernientes con la selec-
ción de cursos, proceso que corresponde al estudiante:
Una de las escuelas con que cuenta la UNAD se conoce como Escuela de Cien-
cias Básicas Tecnología e Ingeniería ECBTI y oferta los programas de Ingeniería Elec-
trónica e Ingeniería de Telecomunicaciones, programas con cursos similares en algunos
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Figura 1




























Nota. Presentación de los procesos de verificación de requisitos para matrícula,
homologación por convenio institucional, registro de acuerdo de homologación (cuando
aplica) e inscripción de cursos como elementos base de procedimiento relacionado con
inscripción y matrícula de estudiantes según procedimiento P-7-2 del Ciclo de vida del
estudiante.
periodos de matrícula. Para Ingeniería Electrónica se tienen 170 créditos académicos
que debe aprobar el estudiante, siendo 27 de ellos cursos electivos disciplinares y de
línea de profundización y 4 para cursos electivos complementarios; para Ingeniería de
Telecomunicaciones se tienen 158 créditos académicos, de los cuales 21 corresponden a
cursos electivos disciplinares y de línea de profundización y 3 para cursos electivos com-
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plementarios. En la Tabla 1 se relacionan las características mencionadas para los dos
programas académicos adscritos a la escuela ECBTI.
Tabla 1
Programas seleccionados Cadena de formación ETR - UNAD y características
Ingeniería Electrónica Ingeniería de Telecomunica-
ciones
Total: 170 créditos Total: 158 créditos
Formación básica: 139 créditos Formación básica:134 créditos
Electivos: 27 créditos – 9 cursos Electivos: 21 créditos – 7 cursos
Complementarios: 4 créditos Complementarios: 3 créditos
Oferta cursos electivos: 22 cursos Oferta cursos electivos: 20 cursos
4 líneas de profundización 3 líneas de profundización
Nota. Los datos registrados corresponden a un resumen de características de cada
programa seleccionado de acuerdo con la información relacionada en las mallas
curriculares de cada programa.
Como se evidencia en la Tabla 1, para el caso de Ingeniería Electrónica el es-
tudiante debe seleccionar 9 cursos electivos pero el sistema le oferta como mínimo 22,
mientras que para el caso de Ingeniería de Telecomunicaciones la oferta es mínimo de
20 cursos electivos cuando el estudiante debe seleccionar sólo 7 de ellos. Esto ha lleva-
do a que, en algunos casos, los estudiantes de estos programas matriculen más cursos
electivos de los requeridos según las mallas curriculares del programa y, a la vez, que se
matriculen cursos electivos sin tener en cuenta prerrequisitos para el desarrollo correcto
de las temáticas de cada uno.
Actualmente, el estudiante solicita el acompañamiento de los docentes en los di-
ferentes centros de la universidad con el fin de recibir de ellos una asesoría sobre los
cursos electivos a matricular, teniendo en cuenta su avance en la malla académica, su
perfil académico de acuerdo con las calificaciones que relaciona en el historial académi-
co y el perfil laboral e intereses laborales del estudiante. Este proceso requiere de tiem-
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po de parte de los dos actores, dado que requiere de una verificación de avance en la
malla académica del estudiante y la interacción con él para conocer sus intereses perso-
nales, profesionales y laborales para sustentar la sugerencia.
Uno de los convenios con que cuenta la universidad para continuidad académi-
ca de aspirantes es con el Servicio Nacional de Aprendizaje - SENA, ofertando la op-
ción de profesionalización para egresados de dicha entidad en programadas tecnológicos
avalados por el Ministerio de Educación Nacional MEN, como también sucede con la
Dirección Nacional de Escuelas de la Policía Nacional, la Escuela de Suboficiales Fuer-
za Aérea Andrés M. Díaz – ESUFA, la Institución Universitaria de Envigado – IUE, el
Instituto Superior de Educación Rural – ISER. En la Tabla 2 se relacionan los conve-
nios de homologación que aplican con los dos programas relacionados.
Cuando el estudiante ingresa con homologación por convenio institucional no se
ven relacionados los cursos homologados en el aplicativo de matrícula lo que lleva a una
presentación de oferta completa al estudiante llevando a que, en algunos casos, proceda
a matricular cursos homologados por acuerdos internos. Adicional a esto, estudiantes de
últimos periodos de matrícula deben seleccionar los cursos electivos disciplinares y de
línea de profundización y se requiere de mayor acompañamiento de parte de la universi-
dad aumentando así la atención in situ para asesoría de matrícula.
Por otra parte, la Cadena de formación en Electrónica Telecomunicaciones y Re-
des (ETR) no cuenta con un sistema de recomendación de matrícula de cursos electivos
que facilite al estudiante la selección de cursos electivos para dar cumplimiento con su
respectiva malla curricular y de esta forma aportar en la disminución de los índices de
novedades registradas en los diferentes centros a nivel nacional, donde solicitan cancela-
ción, aplazamiento o cambio de cursos debido a matrícula errónea por causas diferentes,
resaltando el desconocimiento de prerrequisitos, ya que actualmente la oferta de matrí-
cula no tiene en cuenta todos los prerrequisitos de los cursos electivos.
Los sistemas de recomendación están soportados en tecnologías de aprendiza-
je automático que permite filtrar el contenido a entregar en base a recomendaciones
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Tabla 2
Convenios de homologación vigentes programas seleccionados
Programa Entidad Convenio Número de
Convenios
Ingeniería Electrónica Servicio Nacional de Aprendi-
zaje - SENA
15
Dirección Nacional de Escue-
las de la Policía Nacional
2
Escuela de Suboficiales Fuerza











Instituto Superior de Educa-
ción Rural - ISER
1
Dirección Nacional de Escue-
las de la Policía Nacional
2
Escuela de Suboficiales Fuerza
Aérea Andrés M. Díaz - ESU-
FA
1
Nota. Los datos registrados corresponden a un resumen de entidades con convenio de
homologación para los programas seleccionados de acuerdo con la información
relacionada en la página de la Universidad.
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de contenido según un análisis de datos del usuario, de sus requerimientos, gustos y/o
necesidades, evidenciando así que se trata de tendencias tecnológicas estratégicas con
potencial de generar disrupción significativa y creación de nuevas oportunidades en am-
bientes digitales, como lo son inteligencia artificial, minería de datos, analítica de datos,
entre otros (Collado Sánchez, 2014).
Por lo antes expuesto, en este contexto, vale la pena evaluar si es posible dise-
ñar una herramienta, aplicando tecnologías de información, que facilite al estudiante la
selección de cursos electivos en el proceso de matrícula de su proceso de formación sin
necesidad de acudir al apoyo de un docente en alguna sede de la Universidad, teniendo
en cuenta su avance en el programa de formación matriculado y sus gustos académicos.
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Contribuciones
El desarrollo del presente documento genera los siguientes aportes:
Capítulo 2 - Metodología: Teniendo en cuenta el estudio de la literatura relaciona-
da con sistemas de recomendación y sus aplicaciones con enfoques académicos, se
relaciona la metodología utilizada para el desarrollo propuesto, los métodos imple-
mentados y sus diferentes enfoques probados en el algoritmo propuesto, buscando
la forma de utilizar el algoritmo que genera una respuesta más óptima de acuerdo
con el sistema a implementar.
Capítulo 3 - Desarrollo: En este capítulo se relacionan los algoritmos obtenidos del
desarrollo de la propuesta, documentando las etapas que lo conforman con el fin
de garantizar un mayor entendimiento del sistema y una mejor interacción en el
momento de su uso. De igual forma se relacionan las evidencias de funcionamiento
del algoritmo propuesto con pruebas realizadas y su respectiva documentación.
Capítulo 4 - Análisis de resultados: Finalmente, se presenta el análisis de los re-
sultados obtenidos de acuerdo con la hipótesis planteada con el fin de verificar la
validación del funcionamiento y aplicabilidad del sistema propuesto.
Paralelo al desarrollo de esta propuesta, se generaron productos que permitie-
ron la socialización del trabajo realizado y la presentación de algunos de los resultados
obtenidos, estos productos corresponden a:
Participación en eventos académicos internos que visibilicen la producción: En el
año 2019 se participa en el VI Encuentro Interzonal de Investigación - Perspectivas
de la visibilidad e impacto de la comunicación científica presentando la ponencia
como propuesta de desarrollo denominada "Sistema de recomendación de matrícula
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para estudiantes de Ingeniería Electrónica e Ingeniería de Telecomunicaciones de
la UNAD soportado en tecnologías disruptivas".
Participación en eventos eventos académicos internos que visibilicen la producción:
En el año 2020 se participa en la Feria de Proyectos 16-01 2020 con la ponencia de-
nominada "Sistema de recomendación de matrícula para estudiantes de Ingeniería
Electrónica e Ingeniería de Telecomunicaciones de la UNAD soportado en tecnolo-
gías disruptivas" con presentación de avances del desarrollo.
Participación en eventos eventos académicos internos que visibilicen la producción:
Para el año 2020 se participa en el VII Encuentro Interzonal de Investigación IV
Encuentro Internacional de E-Investigación - Apropiación, transferencia de conoci-
miento y transformación de territorios: spinoff y otros escenarios de investigación
e innovación con la ponencia denominada "Diseño de una herramienta de softwa-
re para el estudio de avance de malla de ingenierías Cadena de formación ETR
UNAD" en modalidad de póster por presentación de resultados.
Del desarrollo de la propuesta, se generaron dos algoritmos con sus respectivos
manuales con proceso de registro de software ante el DNDA y corresponden a:
Productos de desarrollo tecnológico e innovación: Software denominado Estudio de
avance de malla Ingenierías ETR V1, con registro DNDA código 13-82-328 del 26
de noviembre de 2020.
Productos de desarrollo tecnológico e innovación: Software denominado SRMat -
V1 en trámite ante DNDA.
De igual manera se cuenta con la generación de propuestas de artículos para so-
metimiento a publicación denominados:
Productos de generación de nuevo conocimiento: Review of recommender systems
for E-learning: a systematic approach.
Productos de generación de nuevo conocimiento: Collaborative filter-based recom-
mendation systems for the selection of elective courses in Engineering.
Los productos académicos asociados a la tesis (Ponencias, registro de software y
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artículos de revistas) se reportan al grupo de investigación GIDESTEC, lo que refuerza




Diseñar un sistema de recomendación de matrícula de cursos electivos para estu-
diantes de Ingeniería Electrónica e Ingeniería de Telecomunicaciones de la UNAD.
Objetivos Específicos
Seleccionar la técnica de recomendación a utilizar teniendo en cuenta la revisión
del estado del arte de técnicas de sistemas de recomendación.
D iseñar el algoritmo del sistema de recomendación de matrícula de cursos electivos
para los programas seleccionados teniendo en cuenta la información de la base de
datos y las características de la técnica de recomendación seleccionada.




Día tras día la sociedad está expuesta a una cantidad de información que au-
menta más rápido que la misma capacidad que se tiene actualmente para procesarla, lo
que evidencia que es el momento de aplicar tecnologías en desarrollos que promuevan
el procesamiento y el análisis de datos en medio de esta sobrecarga de información. Los
sistemas de recomendación surgen así con el propósito de facilitar la toma de decisiones
en temas/dominios en los que las posibilidades de elección son muchas y variadas, ac-
túan sugiriendo buenos productos y/o servicios, bien sea para la compra o el consumo.
Actualmente, los sistemas de recomendación han sido aplicados en diferentes
áreas, recomendadores de películas, música, libros, turismo, entre otros, y el sector aca-
démico no ha sido la excepción, en donde se evidencian investigaciones enfocadas en el
desarrollo de herramientas de recomendación para la creación de cursos, recursos aca-
démicos y actividades de aprendizaje, así como también se encuentran desarrollos con
recomendadores que sugieren a los instructores las modificaciones más apropiadas para
mejorar la eficiencia de los sistemas educativos web. Estos sistemas utilizan información
de los usuarios, sus preferencias,previamente identificadas, para generar predicciones
respecto a los elementos que generen mayor afinidad con la información del usuario, por
medio de la aplicación de algoritmos en diferentes lenguajes de programación.
El objetivo fundamental de un sistema de recomendación es brindar al usuario
información relacionada con su perfil, sus preferencias y necesidades, previo filtrado
de la información con el fin de seleccionar aquella que se relacione directamente con el
usuario para generar la recomendación final (Vera et al., 2017). Teniendo en cuenta las
técnicas de recomendación aplicadas en los algoritmos de sistemas de recomendación
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se pueden generar como resultado sugerencias al usuario con información que no se ha-
bía contemplado anteriormente, generando una mejor satisfacción al usuario que usa el
sistema (Burke, 2017). Según establece Wang, los sistemas de recomendación tienen
como tarea principal seleccionar ciertos objetos, de acuerdo con los requerimientos del
usuario, teniendo en cuenta información previamente recolectada y almacenada para ser
analizada según los requerimientos del usuario (Wang et al., 2019).
Teniendo en cuenta los diferentes desarrollos de sistemas de recomendación exis-
tentes, el punto de partida de la mayoría de estos sistemas está relacionado directamen-
te con la ponderación que otros usuarios han asignado previamente a la información
que conforma la recomendación, como es el caso de los sistemas colaborativos o siste-
mas de filtrado colaborativo (Bobadilla et al., 2009). También se tienen sistemas en los
cuales se usa información distinta a las ponderaciones mencionadas, como pueden ser
los perfiles de preferencias de los usuarios para la toma de decisiones, las características
particulares de los productos, información de los usuarios de carácter demográfico, en-
tre otras. Y los mismos desarrollos investigativos han involucrado sistemas de recomen-
dación que usan diferentes combinaciones de las técnicas de recomendación existentes,
presentando a los usuarios recomendaciones con mayor nivel de confianza por la aproxi-
mación en las sugerencias generadas (Ansari et al., 2017; Wang et al., 2019).
Como se ha evidenciado, la base de todo sistema de recomendación está en la
información recolectada que está relacionada con los intereses y/o preferencias de los
usuarios, información que debe ser analizada como fundamental para el desarrollo del
algoritmo. Teniendo en cuenta la forma de recolección de esta información, estos datos
pueden ser clasificados como datos explícitos cuando es el usuario quien previamente
asigna una ponderación directa sobre el producto (Salehi, 2013), y datos implícitos,
cuando se obtiene dicha ponderación aproximada partiendo de la interacción del usua-
rio con el sistema (Salehi et al., 2012).
La tendencia de los nuevos desarrollos investigativos en el ámbito de los siste-
mas de recomendación tiene como objetivo principal que el sistema llegue a conocer
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al usuario sin que éste le tenga que dar información explícita sobre sus gustos y prefe-
rencias, por lo que estos desarrollos se enfatizan en el análisis de diferentes parámetros
que entran en juego en la interacción del usuario con el dispositivo, encontrando hoy en
día algoritmos de desarrollos de sistemas de recomendación que, con aspectos como el
tiempo de permanencia en el contenido, el número de clicks, los comentarios sobre un
contenido o recomendar el contenido a otros usuarios pueden evidenciar el interés de los
usuarios por determinado contenido.
El proceso de recomendación tiene en cuenta no sólo las características y pre-
ferencias del usuario sino tambien las características de las diferentes técnicas de reco-
mendación usadas en el algortimo implementado. Por lo tanto, el filtrado de la informa-
ción recolectada representa la clave del funcionamiento de estos sistemas, evidenciando
así que los sistemas de recomendación generan una sugerencia al usuario en base a in-
formación personalizada de cada uno con relación a información recolectada de otros
usuarios. (ver Figura 2)
Figura 2













Nota. Se relaciona el diagrama general de un sistema de recomendación, resaltando los
atributos de Usuario/Ítem y la técnica de recomendación.
La estructura base de un sistema de recomendación o el pipeline se sustenta en
cuatro etapas:
Recolección de información: El primer paso o primera etapa de estos sistemas se
basa en recolectar los datos de los usuarios, como sus preferencias, características,
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gustos, entre otros, es decir, la información relevante e importante que aporte al
algoritmo.
Almacenamiento de la información: Una vez recolectada la información que apor-
ta al funcionamiento del sistema, debe almacenarse en un formato que permita el
acceso a esta y, a su vez, modificarla en caso que se requiera. Por lo general el for-
mato usado es en tablas de excel o formato csv.
Analizar la información: Esta etapa hace referencia a la lógica de programación
usada en el algoritmo y tiene relación con el tipo de recomendación a aplicar. En
algunos casos, se requiere ajustar el tipo de información que se tiene para poder
usarla en el algoritmo propuesto, teniendo en cuenta que se pueden utilizar ecua-
ciones o análisis de correlación.
Filtrar la información: En esta etapa se aplican técnicas que relacionen las carac-
terísticas de los usuarios, con características específicas de acuerdo a lo que el sis-
tema desea recomendar. El filtrado puede aplicarse por medio de funciones mate-
máticas, información suministrada por el usuario, ranking, entre otras.
Actualmente, los sistemas de recomendación han implementado mejoras en sus
desarrollos mejorando sus algoritmos reduciendo su problemática al predecir la valora-
ción que el usuario podría dar a una serie ítems que todavía no ha puntuado, tenien-
do como base las puntuaciones que otros usuarios asignaron en el pasado, como sucede
con los sistemas colaborativos o sistemas de filtrado colaborativo, aunque también pue-
de obtenerse usando otra clase de información distinta a las valoraciones mencionadas,
como pueden ser las características específicas de los productos, los perfiles de prefe-
rencias de los usuarios a la hora de tomar decisiones, información demográfica de los
usuarios, etc., y por supuesto, usar combinaciones de diversas aproximaciones entre las
existentes.
Roin Burke, en su artículo denominado Hybrid Web Recommender Systems (Bur-
ke, 2007), relaciona cuatro clases diferentes de técnicas de recomendación basadas en
la fuente de conocimiento que corresponden a: sistemas recomendación colaborativos,
basados en contenido, demográfico, y basado en conocimiento. Actualmente, varios de-
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sarrollos investigativos relacionados con los sistemas de recomendación, han llevado a
complementar estas técnicas de recomendación mencionadas generando sistemas híbri-
dos, mejorando las características propias de cada técnica y reduciendo las desventajas
que presenta cada una.
Figura 3
Principales mecanismos de recomendación.
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Nota. Se relacionan los cinco mecanismos de recomendación de mayor aplicación en
desarrollos existentes, especialmente aquellos con enfoque académico.
En los mecanismos de recomendación relacionados en la Figura 3, tanto simples
como híbridos, se destaca que todos utilizan algoritmos para llevar a cabo las recomen-
daciones, los algoritmos pueden ser redes bayesianas, algoritmos basados en reglas, ár-
boles de decisión, clustering, redes neuronales, etc. Además, existe una rama dentro de
la inteligencia artificial conocida como aprendizaje automático, cuyo objetivo es desa-
rrollar técnicas que permitan garantizar el funcionamiento esperado de los sistemas de
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recomendación.
A continuación, se relacionan las características principales de cada técnica y al-
gunas de las desventajas que pueden presentar.
Sistema de recomendación basados en contenido
El sistema de recomendación basado en contenido tiene como característica prin-
cipal la generación de recomendaciones teniendo como base la información que corres-
ponde a las características asociadas con los productos y las ponderaciones o valoracio-
nes que un usuario les ha dado previamente. Otra de las características que representan
este tipo de sistemas es que tratan la recomendación como un problema de clasifica-
ción específico del usuario e implementan en su algoritmo una clasificación de los gustos
del usuario según las características específicas del producto (Ruiz-Iniesta et al., 2010).
Por tanto, este tipo de recomendación se basa en la información recolectada y clasifica-
da de las necesidades que han relacionado o descrito los usuarios y sugiere la recomen-
dación sobre la base de las características previamente clasificadas de cada uno de los
ítems. Finalmente, el proceso de filtrado garantiza una coincidencia entre los atributos
del perfil del usuario con los atributos de los ítems a recomendar (Hdioud et al., 2012).
En estos sistemas, de forma automática, se recomiendan elementos que el usua-
rio ya había adquirido o consumido en el pasado basándose en la información que el
usuario ya había registrado previamente en su perfil, de tal manera que cuando un usua-
rio encuentra interesante un elemento, el sistema le sugiere contenidos similares depen-
diendo de los valores que se asignan a las palabras que describen el contenido del ele-
mento o en base a las características del elemento dentro del perfil del usuario, es decir,
se accede a su perfil de usuario para recomendarle otros elementos que pueden ser de su
agrado.
En la etapa de filtrado de la información, los sistemas de recomendación basados
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en contenido tienen el producto como base de la predicción, en lugar de tener al usua-
rio. Lo que implica que utilizan las características del artículo como su marca, precio,
calificaciones, tamaño, categoría, etc., para generar las recomendaciones. Dependiendo
de las características de los datos se pueden construir modelos de usuarios basados en
sus preferencias. Este es un problema de clasificación o clustering dependiendo del tipo
de estructura y dominio, lo que lleva a diseñar algoritmos que permitan diferenciar los
tipos de usuarios y construir un modelo que permita agrupar los usuarios de acuerdo
con sus preferencias.
Como inconveniente, esta técnica de recomendación requiere de suficiente infor-
mación para proponer una recomendación fiable y no todos los usuarios presentan dis-
ponibilidad para puntuar o asignar un valor a la información que se les ofrece, por tan-
to, no siempre se garantiza que el sistema ofrezca información relevante y pertinente de
acuerdo con el perfil del usuario. Los sistemas de recomendación que usan esta técnica
sufren algunos problemas que también son presentes en los sistemas que utilizan téc-
nicas basadas en un filtro colaborativo, como el problema de un nuevo usuario y el de
dispersión de ratios. Pese a esto, la principal desventaja de esta radica en que los sis-
temas ofrecen ítems similares a los provistos y no siempre se garantiza que el sistema
ofrezca información relevante y pertinente de acuerdo con el perfil del usuario (Alba-
tayneh et al., 2018).
Si se carece de suficiente información, se recomienda al usuario ítems relaciona-
dos con los recursos que él mismo recomienda, de acuerdo con su historial, por tanto,
en estos sistemas de recomendación no se pueden realizar recomendaciones basados en
serendipia (Kotkov et al., 2016). En contraste a sus desventajas, se tiene que este siste-
ma recomienda recursos respecto a su contenido, es decir, de manera objetiva sin tener
en cuenta calificaciones subjetivas de otros usuarios o perfiles, respecto a particulari-
dades de cada contenido (Antony Rosewelt and Arokia Renjit, 2020). Este sistema no
predice la valoración que pueda dar el usuario a un ítem, sino que trabaja directamen-
te con la puntuación que el usuario le asigna al mismo, evidenciando de esta manera la
preferencia directa del usuario con los ítems relacionados, por tanto, los ítems se rela-
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cionan por su descripción textual generando correspondencia entre los términos asocia-
dos con la descripción, o por su representación en atributos, como características adi-
cionales del ítem, representado de la siguiente forma:
Utilidad (u, p) = Puntuación (Perfil(u) · Contenido (p)) (1)
Los algoritmos que se elaboran para este tipo de sistemas tienen en sus líneas de
código los referentes de la implementación de técnicas de clasificación, de acuerdo a las
relacionadas a continuación:
Modelos en Espacios Vectoriales : Se obtiene un vector asociado a cada usuario. Se
obtiene similitud del usuario con un vector de contenidos de cada item. Se reco-
mienda los N productos con mayor similitud (Dierk, 1972; Tzung-Pei Hong and











En donde ui y vi representan dos usuarios diferentes pero con características
en común a los cuales se les analiza la similitud entre ellos.
Modelo Booleano con Ponderación Basada en TF-IDF









Para este caso, la variable wi representa la ponderación dada a las característi-
cas relacionadas por cada usuario ui y vi.
Redes Bayesianas : Se basa en crear un modelo probabilístico que relaciona los me-
tadatos del contenido mediante un grafo. Una vez establecido el grafo se realiza in-
ferencias basadas en probabilidades condicionadas.
Modelo probabilista: Modelo que representa una secuencia de variables en el tiem-
po.
Redes de Eventos : Modelo probabilista que relaciona las Redes Probabilísticas de
Tiempo Discreto y las Redes Bayesianas de Nodos Temporales en donde cada va-
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lor de la variable representa el tiempo en el que cierto evento ocurre (Jensen and
Nielsen, 2001; de Campos et al., 2010).
Redes Neuronales : Se obtiene un vector de características de los metadatos del ítem.
La red predice la calificación de acuerdo a estas características y es entrenada para
cada usuario. Los modelos basados en redes neuronales se fundamentan en la rela-
ción de semejanza que permite evaluar si la información de entrada es representa-
da, según el parámetro de vigilancia, de la mejor manera por la categoría ganadora
(Christakou et al., 2007; Tarazona et al., 2013).
Sistema de recomendación por filtrado colaborativo
El filtrado colaborativo representa la técnica más utilizada en los algoritmos de
sistemas de recomendación y su funcionamiento se relaciona con la generación de re-
comendaciones al usuario por medio de la información sobre los perfiles de calificación
para diferentes usuarios únicamente. En estos sistemas se crean vecindarios teniendo
como referencia el historial de calificación del usuario con respecto al historial de pares
y en relación a los mismos ítems ponderados para recomendar ítems al usuario de este
vecindario (Goldberg et al., 1992).
Un sistema de recomendación basado en filtrado colaborativo tiene como punto
de partida la calificación que un usuario ha dado previamente a los ítems utilizados o
que requiere analizar de un usuario específico, generando de esta forma un indicativo de
referencia respecto a la necesidad de uso o experiencia favorable o no de la información
que se relacione para su ponderación. Estas ponderaciones se recolectan y filtran, según
los procesos que se realizan para los sistemas de recomendación, con el fin de generar
un amplio campo de referencia para la recomendación específica, permitiendo así que
otros usuarios del sistema sean beneficiados de esta información y se tome como base
para la creación de vecindarios y/o universos. Este procedimiento evidencia una venta-
ja sobre los sistemas de recomendación basado en contenido, ya que tienen en cuenta
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ítems que no estaban contemplados inicialmente por el usuario en la selección o rela-
ción de preferencias, pero que potencialmente pueden ser de su gusto por afinidad con
el vecindario. Pero a su vez, también se presenta una desventaja y se evidencia cuan-
do se tiene un usuario nuevo y el sistema no conoce las preferencias de este, sobre todo
cuando no se cuenta con información relacionada a ponderaciones previas o interaccio-
nes del usuario con ítems relacionados en el sistema (Wei et al., 2017).
Se sugiere que el algoritmo a implementar en base a esta técnica de recomenda-
ción tenga dos etapas: primero buscar la forma de seleccionar los usuarios con los mis-
mos gustos o preferencias según los patrones de evaluación o ponderación para clasifi-
cación de los ítems; y de esta forma, se procede a la segunda etapa que busca utilizar
estas valoraciones para estimar el resultado final y generar la recomendación al usuario
(Miller et al., 2004). En la literatura se pueden encontrar técnicas basadas en la corre-
lación entre usuarios o productos (Shardanand and Maes, 2015) y técnicas más com-
plejas basadas en el aprendizaje automático (Marlin, 2004).
Los algoritmos a implementar usando esta técnica de recomendación se dividen
en (Zhuang et al., 2018):
Basados en modelos : En esta técnica se realizan las recomendaciones teniendo en
cuenta la construcción de un modelo basado en las ponderaciones asignadas previa-
mente por los usuarios. Estos modelos se crean a partir de diferentes algoritmos y
enfoques, teniendo prelación a aquellos basados en el aprendizaje automático, entre
las que se destacan las redes bayesianas, el encasillamiento, los enfoques basados
en reglas, características latentes, entre otros. Estos sistemas predicen o calculan la
posible elección del usuario activo teniendo en cuenta la información recolectada de
los usuarios y sus respectivas ponderaciones (Nicholas and Francis, 2019).
Basados en memoria: Esta técnica toma como referencia para su recomendación
la matriz de ponderaciones de datos completos recolectados de la información re-
querida y ponderada por los usuarios en relación a los ítems presentados y de esta
forma generar estimaciones, en algunos casos utilizan relaciones estadísticas de se-
43
mejanza y de esta forma determinan el grupo de usuarios que tienen una mayor
similitud con el usuario activo (Cai et al., 2020).
El filtrado colaborativo utiliza 4 métodos con los cuales puede hallar la métrica
de similitud para el diseño del algoritmo que genera la recomendación y se relacionan a
continuación:
Cálculo de K-Vecinos : Se obtiene una relación de usuarios de mayor afinidad entre
si teniendo como base los resultados de la métrica de similitud utilizada e imple-
mentada en ese algoritmo, esto con el fin de utilizar estos usuarios como referencia
en la recomendación. A estos usuarios se les conoce como K-Vecinos (Krzywicki
et al., 2015).
Cálculo de similitud entre usuarios : Para realizar este cálculo se usan métricas de
similaridad ya existentes, como lo son la diferencia cuadrática media, la correlación
de Pearson o el coseno de similitud, entre otras técnicas. El valor obtenido de este
cálculo debe oscilar entre 0 y 1 (Krzywicki et al., 2015). A continuación se encuen-
tran las ecuaciones correspondientes para obtener los modelos matemáticos según
sea la métrica a usar:
• Correlación de Pearson:
sim(x, y) =
∑
i∈Bxy (rx,i − r̄x) · (ry,i − r̄y)√∑
i∈Bxy (rx,i − rx)
2 ·
∑
i∈Bxy (ry,i − ry)
2
(4)
La relación matemática del numerador de la ecuación representa la cova-
riancia entre dos usuarios, es decir, hace referencia al grado de variación con-
junta de dos usuarios respecto a sus medias; y los datos del denominador re-
presentan la desviación estándar de los datos correspondientes a los dos usua-
rios, es decir, la variación o la dispersión de los datos numéricos que represen-
tan cada usuario.
• Coseno de similitud :
sim(x, y) =
∑







y,i ∈ [0, 1]
(5)
En este caso, hace referencia al valor de la medida que considera la simili-
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tud entre pares de características o de usuarios, analizando la similaridad eva-
luando en características determinadas.
Factorización de matriz : Este método permite la descomposición de la matriz de
datos en matrices más pequeñas con el fin de operarlas de una forma más senci-
lla y poder determinar de esta forma la relación que existe entre un usuario y los
ítems identificados.
Cálculo de predicciones por ítem: En este paso se asignan valores a los ítems que
el usuario no ha votado aún, tomando como punto de partida base las valoracio-
nes o ponderaciones asignadas por los K-Vecinos que se hallaron previamente en el
algoritmo.
Teniendo en cuenta estas características de los sistemas de recomendación basa-
dos en filtrado colaborativo, en la Tabla 3 se relaciona una tabla resumen de su clasifi-
cación y las técnicas más usadas en cada una:
Tabla 3
Técnicas en sistemas de recomendación por filtrado colaborativo







Nota. Los datos son producto de revisión de estado del arte realizado por el autor.
Sistema de recomendación basado en conocimiento
El sistema de recomendación basado en conocimiento centra su funcionamien-
to en la generación de sugerencias de productos o ítems al usuario activo teniendo en
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cuenta inferencias sobre las preferencias de un usuario según la información recolectada
previamente y que representa el perfil del usuario. En algunos casos, esta información
será funcional explícita sobre cómo ciertas características de un producto logran un al-
to grado de satisfacción respecto a las necesidades de los usuarios (Tarus et al., 2018).
Esta información previamente recolectada sobre los usuarios, sus perfiles y preferencias
se utiliza para realizar un análisis que permita determinar, dentro de todas las posibili-
dades, cuál ítem cumple con los requerimientos identificados en base a las necesidades
relacionados con el usuario, muchas veces sin tener en cuenta las ponderaciones o valo-
raciones que el usuario pueda otorgar a cada ítem (Kiyoki et al., 1988).
Como se ha evidenciado, esta técnica de recomendación tiene en cuenta aquella
información que sirve para representar directa o indirectamente el nivel de satisfacción
de un usuario respecto a un ítem específico y genera una relación de inferencia tenien-
do en cuenta las preferencias relacionadas por el usuario y las necesidades que le pueda
representar un ítem determinado, para finalmente generar la recomendación al usuario
(Burke, 2017). Para su correcto funcionamiento, este sistema de recomendación nece-
sita una buena cantidad de información, en algunas ocasiones, es información recolec-
tada partiendo de registros previos de los usuarios, y en este caso, aunque se requiere
de información previa como punto de partida para el funcionamiento del algoritmo del
sistema, no se generan recomendaciones relacionadas con lo que otros usuarios han rela-
cionado en algún momento como preferencias personales, todo lo contrario, el resultado
de la recomendación se relaciona directamente con las necesidades del usuario que re-
quiere la recomendación, teniendo como resultado recomendaciones con alto nivel de
similitud comparadas con la información recolectada del perfil de los usuarios y, en muy
raras ocasiones, se recomiendan ítems diferentes (Blanco-Fernandez et al., 2008).
Estos sistemas han sido considerados como sistemas heterogéneos tomando como
base la interacción del sistema y su algoritmo con el usuario (Viappiani et al., 2008), a
continuación se relacionan algunas de estas interacciones:
Sistemas que le facilitan al usuario la reorganización de las recomendaciones según
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sus preferencias (Chen et al., 2009).
Sistemas que posibilitan la interacción del usuario con el propósito de generar un
listado de los ítems o productos de acuerdo con sus preferencias (Rodríguez et al.,
2010).
Estos sistemas solicitan al usuario que relacione o liste aquellos productos que ten-
gan relación o mayor grado de similitud con lo que está buscando, y le regresan al
usuario como resultado una lista de ítems identificados o relacionados como simila-
res según la recomendación o sugerencia para el usuario (Martinez et al., 2008).
En la interacción con el usuario le requieren únicamente ponderaciones y/o pun-
tuaciones sobre los ítems que relaciona y realiza el proceso de inferencia teniendo
en cuenta esta información (Blanco-Fernández et al., 2011).
Estos sistemas le permiten al usuario establecer relaciones entre las características
de los productos que previamente ha señalado y sus preferencias (Bridge and Fer-
guson, 2002).
Teniendo en cuenta los desarrollos adelantados sobre estos sistemas de recomen-
dación y la literatura existente respecto a los mismos, se ha evidenciado que existen
cuatro enfoques que relacionan el conocimiento en los algoritmos de estos sistemas de
recomendación, en primer lugar se tiene un enfoque en donde se utiliza el conocimien-
to que se obtiene de las experiencias de los usuarios teniendo como base una evaluación
del problema y de las experiencias pasadas para darle solución y se denominan razo-
namiento basado en casos (Lorenzi and Ricci, 2003). En el segundo enfoque se tiene
el conocimiento mediante ontologías y es una forma de representar diferentes relacio-
nes y propiedades de las entidades del dominio al que hace referencia, por medio del
cual se puede obtener una métrica de similitud entre los ítem y los usuarios del sistema
(Blanco-Fernandez et al., 2006) o, teniendo en cuenta la descripción de los ítems del
sistema y los diferentes contextos que previamente han registrado los usuarios (Zhen
et al., 2010). Como tercer enfoque se tiene la implementación de un algoritmo de bús-
queda incremental que busca eliminar ítems teniendo en cuenta restricciones añadidas
al algoritmo partiendo de las preferencias de los usuarios (Felfernig et al., 2006). Y el
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cuarto enfoque se relaciona con las relaciones de preferencia del usuario teniendo en
cuenta si un usuario prefiere una alternativa A en lugar de otra alternativa B y se pue-
den relacionar utilizando indiferencia, preferencia débil y preferencia estricta (Zanker
et al., 2010).
Sistema de recomendación demográfico
En el caso de los sistemas de recomendación demográficos la recomendación pa-
ra el usuario se fundamenta en el perfil demográfico del usuario, es decir, el perfil con
características específicas de edad, nivel educativo, ciudad de residencia, entre otras, y
esta información de perfil se relaciona con usuarios con características de perfil simila-
res (Burke, 2002).
En términos de algoritmos de los sistemas de recomendación, existe gran rela-
ción entre estos sistemas de recomendación y los sistemas basados en contenido, pero
difieren en la forma de calcular las similitudes de los usuarios en sus perfiles, ya que los
sistemas demográficos utilizan la información suministrada por el usuario en su perfil
y no se requiere de ninguna valoración previa a los ítems que relaciona el usuario en su
perfil, evidenciando de esta manera que la base de los sistemas de recomendación de-
mográficos es la información que suministra el usuario como información de su perfil y
sus características (Ahn, 2008).
Analizando la comparación de estos dos sistemas, también se tiene como venta-
ja de los sistemas demográficos que no tienen requisito para inicio información histórica
que se conoce como arranque en frío y, en contraste, su desventaja radica en la nece-
sidad de contar con gran cantidad de información de carácter personal del usuario, y
teniendo en cuenta el manejo de información personal de los usuarios, se ha evidencia-
do resistencia de parte de estos para la entrega de esta información en la mayoría de los
casos (Rich, 1979).
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De esta forma se evidencia que el los sistemas de recomendación demográficos
tienen su inicio en la información que suministra el usuario y la clasificación de ellos se
realiza teniendo en cuenta las características personales de cada usuario y las sugeren-
cias o recomendaciones se generan a partir del grupo demográfico en el cual se encuen-
tra relacionado el usuario en base a una ficha de clasificación que se encuentra en el al-
goritmo del sistema y en la mayoría de los casos se tienen en cuenta los estereotipos de
los usuarios (Pazzani, 1999). También se puede implementar que el sistema organice
los distintos estereotipos de una forma jerárquica, de tal manera que se tiene un cono-
cimiento a mayor nivel de esta información, permitiendo realizar razonamientos de in-
ferencia. Directamente en la recomendación, estos estereotipos se combinan con toda la
información que relaciona el usuario con el fin de generar un resumen de su perfil, y de
esta manera usar esta información simplificada para filtrar los ítems que se presentan al
usuario, así como la información que se presenta sobre cada producto.
Aunque en los inicios de los sistemas de recomendación se utilizaban mucho los
sistemas de recomendación demográficos, actualmente se aplican a dominios muy con-
cretos, debido a la dificultad de disponer de los datos necesarios para su funcionamien-
to, teniendo en cuenta las políticas de seguridad de la información y la poca receptivi-
dad de parte de los usuarios para suministrar su información personal.
Sistema de recomendación híbridos
En los sistemas de recomendación híbridos se evidencia la unión de dos o varias
técnicas de recomendación en busca de complementarse entre sí utilizando las mejores
características de cada enfoque y generar una mejor recomendación al usuario (Rodri-
guez, 2017).
Teniendo en cuenta la revisión del estado de arte de las diferentes fuentes biblio-
gráficas relacionadas se concluye que los sistemas de recomendación híbridos más usa-
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Figura 4















Unión de varios enfoques
Mejores características
Nota. Se identifica en primera instancia la estructura base de un sistema de
recomendación híbrida que representa la unión de varios enfoques resaltando las
mejores características de cada uno y en la parte inferior se identifica la forma de
combinación que se puede aplicar.
dos tienden a combinar técnicas de filtrado colaborativo con otras técnicas de recomen-
dación con el fin de obtener un resultado más fiel (Muñoz, 2014), tomando de esta ma-
nera a la recomendación por filtrado colaborativo como el enfoque de mayor prioridad
y eficiencia con respecto a los demás. Adicionalmente, se evidencia que, en la mayoría
de los desarrollos implementados como recomendaciones híbridas, se ha combinado el
filtrado colaborativo con sistemas basados en contenido, esto buscando la forma de re-
ducir las desventajas de las dos técnicas, especialmente cuando se trata del arranque en
frío por número de usuarios, recordando que la hibridación busca combinar las fortale-
zas de las técnicas integradas para generar recomendaciones válidas (Zhuhadar et al.,
2009; Bertani et al., 2020).
También se concluye que en el momento de seleccionar las técnicas o enfoques
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que se van a combinar en el sistema híbrido, es importante tener en cuenta que hay
diferentes métodos con los cuales se puede combinar dichas técnicas (Jannach et al.,
2010), entre los cuales sobresalen tres tipos de diseños en un sistema de recomendación
híbrido (Rodríguez Marín et al., 2016):
Monolítico: En donde se combinan las puntuaciones o votos dados por el usuario
con el fin de producir una única recomendación.
Paralelizado: Está compuesto de dos enfoques de recomendación que producen de
forma independiente las recomendaciones y al final se combinan en un único con-
junto.
Segmentado: En el diseño segmentado se busca la incorporación de varias técnicas
de recomendación de forma secuencial.
Cada sistema de recomendación tiene su propia metodología de hacer sugeren-
cias. Cada una de ellas obtiene información importante de usuarios e ítems para reali-
zar una recomendación desde un enfoque diferente. Sin embargo, aún dejan a un lado
factores de gran importancia a la hora de hacer una predicción. La idea de los sistemas
de recomendación híbridos se basa en la combinación de técnicas, que permitan que lo
que se recomiende pueda estar más cercano a lo que un usuario realmente desea.
Para la implementación de los algoritmos de sistemas de recomendación se uti-
liza Inteligencia Artificial, que corresponde al campo científico de la informática que se
centra en la creación de programas y mecanismos que pueden mostrar comportamientos
considerados inteligentes. En otras palabras, la IA es el concepto según el cual “las má-
quinas piensan como seres humanos” (Muthukrishnan et al., 2020). Normalmente, un
sistema de este tipo es capaz de analizar datos en grandes cantidades, identificar patro-
nes y tendencias y, por lo tanto, formular predicciones de forma automática, con rapi-
dez y precisión, lo importante es que permite que las experiencias cotidianas sean más
inteligentes integrando análisis predictivos y otras técnicas de IA en aplicaciones que se
utilizan de forma constante. Esto ha llevado a identificar técnicas que permiten el uso
de la IA en diferentes procesos:
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Aprendizaje automático: Es la ciencia que se encarga de hacer que las computado-
ras realicen acciones sin necesidad de programación explícita. La idea principal
aquí es que se les puede proporcionar datos a los algoritmos de Aprendizaje au-
tomático y luego usarlos para saber cómo hacer predicciones o guiar decisiones. Se
centra en desarrollar sistemas que aprenden, o mejoran el rendimiento, en función
de los datos que consumen. Algunos ejemplos de algoritmos de Aprendizaje auto-
mático incluyen los diagramas de decisiones, algoritmos de agrupamiento, algorit-
mos genéticos, redes Bayesianas, entre otros.
Aprendizaje profundo: Técnica de Aprendizaje automático que utiliza redes neuro-
nales (el concepto de que las neuronas se pueden simular mediante unidades compu-
tacionales) para realizar tareas de clasificación. Las redes de aprendizaje profundo
aprenden mediante la detección de estructuras complejas en los datos que reciben
(Perconti and Plebe, 2020). Cuando se crean modelos computacionales compues-
tos por varias capas de procesamiento, las redes pueden crear varios niveles de abs-
tracción que representen los datos. Algunos ejemplos de aplicaciones prácticas del
Aprendizaje profundo relacionan la identificación de vehículos, peatones y placas
de matrícula de vehículos autónomos, reconocimiento de imagen, traducción y pro-
cesamiento de lenguaje natural, entre otros.
Descubrimiento de datos inteligentes: Es el próximo paso en soluciones de Inteli-
gencia Empresarial, la idea consiste en permitir la automatización total del ciclo de
la IE: la incorporación y preparación de datos, el análisis predictivo y los patrones
y la identificación de hipótesis. Este es un ejemplo interesante de la recuperación
de datos inteligentes en acción. La información que ninguna herramienta de IE ha-
bía descubierto.
Análisis predictivo: El concepto principal de análisis predictivo (o modelado) signi-
fica que se puede utilizar un número de variables combinadas con resultados para
generar un modelo que proporcione una puntuación que representa la probabilidad
de un evento. El análisis predictivo emplea datos históricos para predecir eventos
futuros. Los casos de uso en los negocios son amplios: modelos de crédito, modelos
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de segmentación de clientes (agrupamiento), modelos de probabilidad de compra y
modelos de migración de clientes, entre otros.
Para poder ofrecer a los clientes un servicio o producto, los sistemas de recomen-
dación utilizan algoritmos con aprendizaje de máquina para predecir el proceso y en-
contrar ítems más adecuados y que tengan mayor relación con las características y per-
files de los usuarios. En ese orden, la IA por medio de machine learning y de la técnica
deep learning permite a los desarrolladores crear algoritmos que replican la lógica que
se sigue en la vida antes de tomar una decisión y que lleva a preguntar a un amigo o
conocido, con el que se comparten aficiones, o a un experto de confianza o en el área.
La gran diferencia es que en lugar de preguntar a dos o tres personas, la inteligencia ar-
tificial permite hacer una trazabilidad de consultas que equivalen a hablar con ciudades
completas partiendo de la cantidad de información que se tenga almacenada en los re-
gistros.
El hecho de que hoy la IA sea más tangible que nunca se debe precisamente a
que los usuarios generan una huella digital cada vez más completa. Cada interacción en
las redes sociales, en la web o en los sistemas de uso común aportan datos que permi-
ten conocer gustos, tendencias, preferencias, entre otras características, demostrando
que estos sistemas y sus algoritmos dotan a las máquinas de la capacidad de aprender
y realizar tareas complejas sin haber sido programadas para ello de forma explícita por





La metodología es la estrategia de investigación que se elige para responder a
las preguntas de investigación y depende tanto de éstas como del marco teórico de la
investigación (Hernández Sampieri and Fernández Collado, 2014). Se trata de optar
por una estrategia de investigación general, ya sea de índole cuantitativa, cualitativa o
mixta, así como el nivel de complejidad y detalle deseado.
En segunda instancia, se selecciona la forma como se va a reunir la información
y las técnicas de análisis de la misma, siendo estas últimas, las herramientas más espe-
cíficas de la investigación y, por ende, de mayor relevancia.
La metodología propuesta para el desarrollo de los objetivos está dividida en fa-
ses. Para las fases iniciales del proyecto en donde se realiza la búsqueda del estado del
arte y el desarrollo del módulo de recomendación, de esta forma se utilizan dos mar-
cos metodológicos, siendo el primero tomado desde la ingeniería de sistemas comple-
jos (Faulconbridge and Ryan, 2005) que brinda herramientas para la administración de
proyectos técnicos complejos en ingeniería; y adicionalmente se trabajan conceptos ex-
traídos de ASUM, por sus siglas en inglés, Analytics Solutions Unified Method, el cual
está orientado al desarrollo de soluciones con base en analítica de datos (Angée et al.,
2018).
Estas fases están enfocadas en el logro de los objetivos por medio de:
a. Identificación del sistema de recomendación: planteamiento inicial de los re-
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querimientos del sistema y las características a tener en cuenta para la recomendación
según necesidad.
b. Selección de la tecnología disruptiva: Selección de tecnología acorde al sistema
identificado que se desea utilizar de acuerdo con la disponibilidad de las herramientas
necesarias para su desarrollo.
c. Diseño básico y en detalle de la aplicación: Diseño de la aplicación que sopor-
ta el sistema de recomendación diseñado.
d. Validación del diseño: Aplicación de procedimientos y métricas para la medi-
ción de hiper parámetros de los modelos propuestos.
Para el diseño del sistema de recomendación se tiene en cuenta en primera ins-
tancia la estructura de estos sistemas en relación con los elementos que lo comprenden.
Esta estructura generalizada comprende los siguientes elementos:
En la Figura 5 se relacionan los elementos del sistema de recomendación, evi-
denciando una Base de datos con listado de ítems, en algunos casos esos ítems pueden
tener relación entre si por medio de características similares. Estos ítems son recomen-
dados al usuario según sus preferencias de acuerdo con el perfil de usuario creado en
base a sus preferencias.
Ítems – Base de datos
Como se ha mencionado, las bases de datos forman parte del eje central de un
sistema de recomendación, dado que son los elementos que contienen la información
tanto de los usuarios como de los ítems que conforman el propósito del sistema de re-
comendación. En estos sistemas se usan bases de datos que se encuentran en archivos
cuyo formato sea de fácil acceso y aplicabilidad, por lo general, el manejo de datos en
este tipo de sistemas se realiza con archivos de excel.
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Figura 5
Elementos del sistema de recomendación.
Nota. En términos generales, los sistemas de recomendación están conformados por
bases de datos con la información del Usuario y el algoritmo que se encarga de filtrar la
información y procesarla de tal manera que entregue al usuario, de acuerdo con su
perfil, la recomendación esperada.
Es importante garantizar que la información registrada en las bases de datos que
correspondan sea completa y permita la relación entre los diferentes ítems y los usua-
rios, de tal forma que se presente una congruencia entre los elementos que las compren-
den.
Recomendador
El sistema de recomendación propuesto se encuentra en lenguaje de programa-
ción Python que es un lenguaje de programación de código abierto, orientado a obje-
tos, muy simple y fácil de entender, su sintaxis es sencilla que cuenta con una vasta
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biblioteca de herramientas, que hacen de Python un lenguaje de programación único
(Van Rossum and Drake, 2009). Este lenguaje de programación está adquiriendo mu-
chísima popularidad en el mundo de Machine Learning. En parte, esto se debe a la dis-
ponibilidad de una gran cantidad de librerías para visualización, cálculo numérico, aná-
lisis de datos, aprendizaje automático y deep learning.
Las características del lenguaje de programación Python se resumen a continua-
ción:
Interpretado: Cuando se escribe un código en realidad lo que se hace es hablar un
lenguaje más fácil de comprender para el programador y que luego será traducido
a lenguaje de máquina que es lo que puede entender el procesador. Los lenguajes
Interpretados son aquellos en los que el código del programador es traducido me-
diante un intérprete a medida que es necesario. Entre los más comunes se encuen-
tra Python, Ruby, Javascript, etc., lo que lleva a invertir menos tiempo en desa-
rrollo y prueba de una aplicación y el código fuente puede ser ejecutado en cual-
quier software que disponga de intéprete (Windows, Linux, Mac, Android, Web
(Van Rossum and Drake, 2009).
Multiparadigma: Python es un lenguaje que soporta más de un paradigma, supo-
niendo paradigma como modelo de desarrollo (y cada lenguaje tiene el suyo). Py-
thon admite como paradigmas el imperativo (se describe paso a paso un conjun-
to de instrucciones que deben ejecutarse para variar el estado del programa y so-
lucionar el problema), funcional (permitir operar con datos de entrada y salida
con la posibilidad que el usuario ingrese datos que serán procesados para generar
otros datos de salida.) y orientado a objetos (Los objetos manipulan los objetos
de entrada para la obtención de resultados de salida específicos donde cada obje-
to ofrece una función específica y permite la agrupación de bibliotecas o librerías)
(Van Rossum and Drake, 2009).
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Librerías para el algoritmo
Para el funcionamiento de los sistemas de recomendación se requieren algorit-
mos que optimizan el análisis de los datos para la generación de las recomendaciones
a los usuarios (De Nart and Tasso, 2014). Para ello es necesario trabajar con algunas
librerías específicas que se requieren para que el código elaborado cumpla con las carac-
terísticas deseadas, evidenciando en el estudio bibliográfico que actualmente se da ma-
yor prelación a las librerías disponibles en código abierto (Khan and Al-Badi, 2020).
Sin embargo, es importante resaltar que con los diferentes desarrollos y aplicaciones con
enfoques específicos, es común encontrar modelos de software de sistemas de recomen-
dación como servicios (SaaS, por sus siglas en inglés) (Loukis et al., 2019).
A continuación, se relacionan algunas de las librerías relacionadas con sistemas
de recomendación y sus algoritmos:
Pandas: Corresponde a un paquete de Python que facilita el uso de estructuras de
datos similares a los dataframes que se usan en R (Reback et al., 2020). Se aclara
que Pandas no es una librería directamente orientada al desarrollo de algoritmos
de sistemas de recomendación, pero su uso se ha vuelto muy común para el prepro-
cesamiento de datos, por lo cual hace que Pandas sea de gran utilidad en los siste-
mas de recomendación basados en Python. Como ventaja se tiene que permite la
representación de los datos de forma tabular, facilitando así el desarrollo de accio-
nes relacionadas con la selección y el filtrado de los datos, valores o etiquetas, para
así lograr fusionarlos y unirlos, entre otras posibles funciones.
Scikit-learn: Esta librería de Python tiene funciones específicas para aplicaciones
de Machine Learning y Analítica de Datos y su funcionamiento se basa en las li-
brerías NumPy, SciPy y Matplotlib. La principal ventaja es que Scikit-learn está
relacionada con su facilidad de uso y la gran cantidad de técnicas de aprendizaje
automático que implementa, lo cual lleva a implementar líneas de programación
enfocadas a realizar aprendizaje de tipo supervisado y no supervisado (Pedrego-
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sa et al., 2011). Cuenta con módulos de descomposición matricial y algoritmos de
similitudes, que son funciones utilizadas en la construcción de los sistemas de reco-
mendación.
Lenskit: Esta es una librería de código abierto realizada por el grupo de investiga-
ción de GroupLens (Ekstrand et al., 2011). Esta librería está compuesta por un
conjunto de herramientas específicas para usar en algoritmos de sistemas de re-
comendación con características específicas para implementaciones modulares de
varios algoritmos, específicamente los algoritmos de sistemas de recomendación
implementados con filtrado colaborativo. La primera versión desarrollada fue pa-
ra implementar en java y posteriormente fue migrada para usos en Python (Eks-
trand, 2018).
MyMediaLite: Es una librería de código abierto para utilizar en lenguaje C# y se
caracteriza por implementar varios algoritmos de filtrado colaborativo, como los
relacionados con ítem y usuario (generador de kNN), algoritmos no personalizados
(Random, Popularidad) o de factorización de matrices (WRMF y BPRMF), entre
otros (Gantner et al., 2011).
Surprise: Es un scikit de Python que facilita la creación y el análisis de datos pa-
ra sistemas de recomendación que tratan con datos de calificación explícitos. Esta
herramienta proporciona varios algoritmos de predicción que se encuentran listos
para usar, entre los que se encuentran algoritmos de línea base, métodos de vecin-
dad, basados en factorización matricial (SVD, PMF, SVD ++, NMF), entre otros,
así como la integración de varias medidas de similitud, entre las que sobresalen el
coseno de similitud, MSD y Pearson (Hug, 2020a).
Validación del diseño
La analítica de datos para este diseño se centra en la recopilación y el análisis de
los datos de la muestra con el fin conocer la trayectoria de aprendizaje de cada uno y
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proceder, con el sistema de recomendación, a proporcionar orientación sobre los cursos
a matricular por programa y optimizar el procedimiento de matrícula para el estudian-
te.
Para el diseño del algoritmo que representa este sistema de recomendación pro-
puesto se tiene en cuenta el procedimiento de aplicación de la factorización matricial
que corresponde a una clase de algoritmos que aplican la técnica de recomendación por
filtrado colaborativo, por tanto, el desarrollo propuesto utiliza para la recomendación el
enfoque de filtrado colaborativo para presentar las sugerencias y/o recomendaciones al
usuario.
El funcionamiento de estos algoritmos está relacionado directamente con la ac-
ción de descomponer la matriz de interacción ítem-usuario en un producto de dos ma-
trices rectangulares de menor dimensión (Lu et al., 2015). Este método caracteriza los
datos relacionados en ítem-usuario por vectores de factores inferidos por medio de pa-
trones definidos en la Matriz de identificación, de esta manera, cuando se presenta una
correspondencia entre los diferentes factores de un ítem con los factores de un usuario
se procede a generar la recomendación.
Los algoritmos que utilizan modelos obtenidos por medio de factorización ma-
tricial mapean de forma conjunta los ítems y los usuarios en un espacio conocido como
factores latentes de una determinada dimensión. En estos casos, cada ítem i se asocia
con un vector qi ∈ Rf y cada usuario u se asocia con un vector pu ∈ Rf , en donde f
hace relación a la dimensión de factores latentes (Koren et al., 2009).
De acuerdo con esta información, cuando se tiene un ítem i, los elementos que
conforman el vector qi permite la medición del grado en el cual ese ítem se relaciona
con esas características o factores determinados. Mientras que para cualquier usuario u,
los elementos que componente el vector pu relacionan la medición del grado con el cual
el usuario se relaciona o presenta interés por los ítems que se encuentran en mayor gra-
do de correspondencia con la matriz factorial (Koren et al., 2009). De esta manera, se
obtiene un producto escalar de los dos vectores (qi y pu) que genera el valor relacionado
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con el interés que un usuario tendría respecto a las características de un ítem específico
y se determina de acuerdo con la siguiente ecuación:
r′ui = q
T
i · pu (6)
En donde qi y pu ∈ Rf , en donde se presenta el mayor desafío de estos algo-
ritmos, ya que se relaciona con el mapeo que se debe realizar con cada ítem por cada
usuario en vectores factoriales, generando una matriz compacta agregando mayor efi-
ciencia en el sistema de recomendación, garantizando un número de atributos menor en
comparación del número total de ítems posibles. Adicional a esto, otra ventaja que se
encuentra con este proceso es que genera una red de vecinos más efectivo, ya que los
usuarios se encuentran conectados entre si a través del mismo espacio de relación de ca-
racterísticas.
Como se evidencia, el desafío en los sistemas de recomendación se relaciona di-
rectamente con la forma en que se plantea el tratamiento de los datos obtenidos con el
fin de generar recomendaciones precisas para los usuarios. La literatura ha concluido
que se encuentran, entre otros, tres (3) grandes dificultades en el tratamiento de estos
datos y se relacionan en primera instancia con la gran cantidad de datos que se pueden
obtener conllevando a que el algoritmo diseñado presente interacciones en su programa-
ción que garanticen que el sistema genera una respuesta rápida de su ejecución; como
segunda dificultad se encuentra la carencia de información completa haciendo énfasis en
las ponderaciones asignadas por los usuarios a los ítems relacionados, teniendo en cuen-
ta que en muchas ocasiones los sistemas de recomendación dependen de este tipo de in-
formación emitida por el usuario; y como tercera dificultad y no menos importante, se
tiene la naturaleza dinámica de los datos, es decir, la variación constante de la informa-
ción a medida que se registran nuevos usuarios y estos a la vez van registrando nuevos
ítems, evidenciando de esta manera que es importante garantizar que el algoritmo se
actualice con rapidez y precisión (Zhou et al., 2015).
Como respuesta de solución a estas dificultades, se han utilizado procedimientos
matemáticos aplicados como métodos de reducción enfocados específicamente en la de
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dimensión de las bases de datos utilizadas o en la forma de generar un agrupamiento
de estos datos, utilizando lo que se conoce como el modelo basado en agrupamiento,
para lo cual se plantea el uso de diferentes técnicas de agrupamiento entre las que se
encuentran:
Agrupamiento de K-medias: Agrupamiento que se enfoca en generar una partición
de un conjunto de n observaciones en k grupos en donde se garantice que cada ob-
servación n pertenece al grupo k en el cual el valor medio es más cercano, razón
por la cual es de gran uso en procesos de minería de datos (Xue et al., 2005).
Árbol de expansión mínimo: Corresponde a un procedimiento cuyo inicio se da
desde un vértice y encuentra todos los nodos accesibles y las relaciones en conjunto
que permiten la conexión de esos nodos con el menor peso o tamaño posible (De-
mir et al., 2007).
Partición alrededor de medoides (PAM): Corresponde a un algoritmo de agrupa-
miento directamente relacionado con los algoritmos k-means y medoidshift y son
algoritmos que dividen el conjuntos de datos por medio de particiones y de esta
forma minimizar la distancia entre puntos que se adicionan a un grupo y otro pun-
to asignado como el centro de ese grupo (Chakraborty, 2009).
Modelo basado en factorización matricial como descomposición en valor singular
(SVD): El objetivo de esta técnica de factorización de matrices, es dividir la matriz
de usuarios/ítems en dos matrices (Funk, 2006).
Factorización matricial no negativa (NMF): Corresponde a la aproximación de una
matriz cuyos valores son positivos o nulos aplicando la multiplicación de dos sub-
matrices de elementos también no-negativos de dimensión previamente determina-
da (Zhang et al., 2019).
Aplicación factorización no negativa de matrices
Algunos de los desarrollos implementados tienen como eje central la aplicación
de la factorización matricial no negativa (NMF o NNMF) o conocida también como
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técnica de aproximación matricial no negativa, en donde teniendo una matriz V se pro-
cede a factorizarla en dos matrices por lo general y se conocen en la teoría como matri-
ces W y H con la particularidad que ninguna de las tres matrices comprenden elemen-
tos negativos, como se evidencia en la Figura 6.
Figura 6





















Nota. Se relaciona el comportamiento gráfico de la aproximación matricial no negativa
evidenciando que la matriz V se factoriza en dos matrices denominadas W y H,
resaltando que una de sus propiedades indica que las tres matrices (V, W y H) no
tienen valores negativos.
El objetivo de garantizar la no negatividad de estas matrices consiste en que las
matrices resultantes de este desarrollo van a ser más fáciles de inspeccionar generando
aproximaciones numéricas.
Formalmente el problema de factorización se define como: sea V ∈ Rm×n donde
m corresponde a la cantidad de usuarios y n es la cantidad de ítems a evaluar.
Para esta multiplicación de matrices se computan los vectores columnas de V
como combinaciones lineales de los vectores columnas en W usando los coeficientes pro-
porcionados por las columnas que comprenden H.
En estos casos, cada una de las característica que conforman el vector colum-
na en la matriz de características W se comporta como un arquetipo que comprende
un conjunto de palabras en donde cada palabra determina el rango de la característi-
ca principal y se tiene que cuanto mayor sea el valor de la celda de una palabra enton-
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ces mayor será el rango de la palabra en esa misma característica (Lopez-Nores et al.,
2012). De igual forma, cuando una columna en la matriz de coeficientes H está repre-
sentando un documento original con un valor que representa el rango del documento
para una característica determinada. De esta forma se puede reconstruir un documento
o vector columna de la matriz de entrada del sistema de recomendación utilizando así
una combinación lineal de todas las características relacionadas como vectores colum-
nas en W en donde cada una de las características allí relacionadas se pondera teniendo
en cuenta el valor de la celda de característica de la columna del documento en H se-
gún corresponda.
Cuando se implementa una NMF se tiene como complemento la propiedad inhe-
rente de agrupamiento (Taslaman and Nilsson, 2012) cuya función es agrupar de forma
automática las columnas de datos de entrada conocida como
V = (v1, · · · , vn) (7)
Teniendo en cuenta la ecuación definida para la factorización de las variables
del sistema, se busca la forma de descomponer dicha matriz en la multiplicación de dos
matrices de menor dimensión, específicamente aplicando el procedimiento que se rela-
ciona a continuación:
V ∼= WH> (8)
En donde se tiene que W ∈ Rm×p y H ∈ Rn×p
En estos casos, para encontrar las matrices del sistema se recurre a un problema




que está sujeto a las condiciones W ≥ 0 y H ≥ 0
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Descomposición de valores singulares (SVD) para factorización matricial
Técnicamente hablando, la descomposición en valores singulares, SVD por sus
siglas en inglés, hace referencia a una factorización que se realiza a una matriz de tipo
real o compleja con muchas aplicaciones en estadística y otras disciplinas.
El objetivo de las técnicas de factorización de matrices, consiste en dividir la
matriz de usuarios/ítems en dos matrices, que corresponden a una matriz para los usua-
rios y las características latentes f del problema en operación y una segunda matriz
que relaciona los ítems del problema con las características latentes. Es decir, se tiene
una matriz V ∈ Rm×n que corresponde a la matriz de ponderaciones de un problema
determinado en donde m representa la cantidad total de usuarios y la variable n corres-
ponde a la cantidad total de ítems en determinado sistema de recomendación.
De esta forma, se garantiza que cada ítem i tiene asociado un vector que cumple
la condición qi ∈ Rf y a la vez garantiza que cada usuario u se relaciona con un vector
identificado con la condición pu ∈ Rf . Cumpliendo de esta manera que el producto pun-
to resultante de la operación qTi pu representa de forma aproximada la interacción entre
el usuario u y el ítem i. En estos casos, los usuarios e ítems del sistema pertenecen a
un espacio con características de dimensiones representados por k, por tanto, el vector
pu representa el nivel de relevancia de una característica para un usuario mientras que
el vector qi representa el nivel en que dicha característica se relaciona con un ítem del
sistema.
De esta manera se tiene que la predicción de la ponderación que el usuario u le
da al ítem i se conoce mediante la representación dada por r̂ui y se representa matemá-
ticamente de la siguiente forma:
r̂ui = µ+ bi + bu + q
T
i pu (10)
En donde se tiene que la variable µ representa el valor numérico del promedio
global de todas las ponderaciones de la matriz de puntuaciones, las desviaciones obser-
vada o bias del ítem y usuario se representan por medio de las variables bi y bu respec-
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tivamente. Dando cumplimiento a estas indicaciones, la forma de determinar los pará-













En donde λ representa lo que se conoce como el factor de regularización y se
puede calcular usando validación cruzada lo cual sirve para prevenir el efecto de sobre
ajuste en el momento de la regularización de los parámetros aprendidos.
En términos generales, lo que busca con el SVD en los algoritmos de sistemas
de recomendación es tomar una matriz de ponderaciones o calificaciones y reducir su
dimensión para todos los usuarios e ítems en tamaños o dimensiones más pequeños.
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Desarrollo
De acuerdo con las técnicas de recomendación señaladas, sus características, los
requerimientos del sistema de recomendación a diseñar y la información que se tiene
para el diseño de los mismos, se identifica que el sistema de recomendación a implemen-
tar, con la información que se tiene actualmente, corresponde a un sistema de recomen-
dación por filtrado colaborativo, teniendo en cuenta las fortalezas de esta técnica de re-
comendación para generar recomendaciones válidas y el almacenamiento constante de
la información a medida que más usuarios acceden al uso de este recurso.
De igual forma, la compatibilidad de esta técnica de recomendación con la Inte-
ligencia Artificial por medio de machine learning, permitiendo a sus desarrolladores la
creación de algoritmos que replican la lógica que se sigue en la vida antes de tomar una
decisión y que lleva a preguntar a un amigo o un conocido, con el que se comparten afi-
ciones, o a un experto de confianza o en el área.
La gran diferencia es que en lugar de preguntar a dos o tres personas, la inteli-
gencia artificial aplicada en algoritmos específicos de sistemas de recomendación permi-
te realizar una trazabilidad en las consultas que equivalen a hablar con ciudades com-
pletas partiendo de la cantidad de información que se tenga almacenada en los regis-
tros.
A continuación, se presenta en detalle el desarrollo metodológico que incluye la
descripción de los datos utilizados para la creación el modelo, su estructura y las carac-
terísticas que los representan. Así como el procesamiento que se realizó sobre estos para
extraer contenido para el sistema de recomendación, teniendo en cuenta las diferentes
técnicas y métodos utilizados para la optimización del sistema propuesto.
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Datos del sistema de recomendación
La librería Pandas permite utilizar Dataframes o DFs, que corresponden a es-
tructuras de tipo tabular de dos dimensiones cuyo tamaño es modificable y por lo ge-
neral son estructuras potencialmente heterogéneas, el objetivo de convertir los datos en
este tipo de estructuras es que facilita la aplicación de operaciones de tipo aritmético
tanto en las filas como en las columnas, lo cual ha evidenciado un punto importante de
esta herramienta para el manejo adecuado de los datos que se tienen en los sistemas de
recomendación (Reback et al., 2020).
Por esta razón, el manejo de las bases de datos que se tienen para el algoritmo
se someten a un proceso interno de creación del Dataframe de cada archivo que contie-
ne información base del sistema y de esta manera, el algoritmo en su estructura inicial
representa en código lo que indica la Figura 7
Figura 7







Nota. Para la generación del dataframe del sistema de recomendación se deben
importar las librerías y herramientas necesarias para el correcto funcionamiento del
algoritmo, la lectura de los diferentes archivos que comprenden la base de datos y
finalmente se crea el dataframe, de acuerdo con la lógica de programación estipulada en
el algoritmo.
La base de datos para este sistema de recomendación está conformada por tres
(3) archivos o documentos de hoja de cálculo de Microsoft Excel, con los cuales se van
a crear los respectivos Dataframe para el sistema de recomendación y cada uno corres-
ponde a un tipo de información diferente y que alimenta las características del sistema,
estos archivos corresponden a:
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1. Usuarios: Esta categoría integra los datos de estudiantes de Ingeniería Elec-
trónica e Ingeniería de Telecomunicaciones de algunas sedes de la universidad, relacio-
nando la mayoría de datos de estudiantes del CEAD Yopal y su historial académico en
el desarrollo de su proceso formativo. En la Tabla 4 se presenta el tipo de información
que contiene esta base de datos y la distribución que contiene este archivo que se en-
cuentra en hoja de cálculo de Microsoft Excel.
Tabla 4
Características base de datos Usuarios






















Nota. Se relacionan las características que se presentan en la base de datos de Usuarios
en sus cuatro columnas.
De esta base de datos se resalta que se tiene como variable Identificador el docu-
mento de identidad del estudiante, ya que para la UNAD el código del estudiante es su
mismo número de documento de identificación.
De igual manera se aclara que no todos los estudiantes que conforman la base de
datos tienen acuerdo de homologación por convenio SENA.
La relación del centro del estudiante en la base de datos se tiene en cuenta para
efectos de análisis demográficos para futuras mejoras el sistema de recomendación.
En la Tabla 5 se relacionan las variables que se utilizan en el Dataframe corres-
pondiente para Usuarios y la descripción de cada una.
2. Mallas curriculares: Esta categoría integra las mallas curriculares de los dos
programas mencionados, Ingeniería Electrónica e Ingeniería de Telecomunicaciones, in-
69
Tabla 5





Identificador Int df_Usuarios Número de documento de identidad del
estudiante
ProgramaActualString df_Usuarios Programa académico matriculado por el
estudiante: INGENIERÍA ELECTRÓNI-
CA (Resolución 13155) o INGENIERÍA
DE TELECOMUNICACIONES (Resolu-
ción 14518)
Acuerdo String df_Usuarios Código de acuerdo de homologación por
convenio con el SENA, si aplica para el
estudiante
Centro String df_Usuarios Nombre del centro de la UNAD en el
cual se encuentra matriculado el estu-
diante
Nota. Se relacionan las características de las variables que comprenden el Dataframe de
Usuarios.
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cluyendo las opciones de cursos Electivos, Complementarios y Obligatorios. En la Tabla
6 se presenta el tipo de información que contiene esta base de datos y la distribución
que contiene este archivo que se encuentra en hoja de cálculo de Microsoft Excel.
Tabla 6











243005 Metodológico 3 IE, IT Obligatorio
Telecontrol 203052 Metodológico 3 IE, IT Electivo Disciplinar
Metrología 2030549 Metodológico 3 IE, IT Electivo Profundización
Protocolo 80007 Teórico 1 IE, IT Electivo Complementario
Nota. Se relacionan las características de las variables que comprenden el base de datos
de los cursos que comprenden las mallas curriculares de los programas seleccionados.
De acuerdo con la información relacionada en este Dataframe, se aclara que se
tienen en cuenta los cursos académicos ofertados para los planes nuevos o registro ca-
lificado actual de los programas de Ingeniería de Telecomunicaciones e Ingeniería Elec-
trónica, así como los relacionados en los acuerdos internos No. 795 de julio 30 de 2020
y 972 de julio 30 de 2020 que establece las equivalencias de algunos cursos obligatorios
y electivos entre planes antiguos y planes nuevos de los dos programas de formación en
mención. En la Tabla 7 se relacionan las variables que se utilizan en el Dataframe co-
rrespondiente para Mallas Curriculares y la descripción de cada una.
3. Historia Académica: Esta categoría integra toda la historia académica de los
estudiantes relacionados en la base de datos de Usuarios y que están relacionados con
los dos programas Ingeniería Electrónica e Ingeniería de Telecomunicaciones. En la Ta-
bla 8 se presenta el tipo de información que contiene esta base de datos y la distribu-
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Tabla 7








Código de identificación del curso
según malla curricular
Metodología String df_Cursos Tipo de curso según malla curricu-
lar, puede ser curso Teórico o Meto-
dológico
Créditos Int df_Cursos Cantidad de créditos académicos del
curso
Programa String df_Cursos Programa académico al que hace
referencia el curso: IE o IT
Categoría String df_Cursos Clasificación del curso según malla
curricular: Obligatorio o Electivo
Subcategoría String df_Cursos Los cursos electivos se dividen en
tres (3) subcategorías: Profundiza-
ción, Disciplinares y Complementa-
rios
Nota. Se relacionan las características de las variables que comprenden el Dataframe de
Cursos y la información que se encuentra en este archivo.
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ción que contiene este archivo que se encuentra en hoja de cálculo de Microsoft Excel.
Tabla 8






CC 243005 4 3.9 4 Aprobado 2018 II PE-
RIODO 16-04
CC 203052 1.7 0 1.3 Reprobado 2019 II PE-
RIODO 16-04
Nota. Se relacionan las características de las variables que se encuentran en la base de
datos de Historia Académica.
Respecto a esta base de datos de Historia Académica se aclara que es obtenida
por medio de un proceso de Scrapping con los datos de los estudiantes que se usaron
para este sistema y su información individual de avance en los procesos de formación
registrada en el aplicativo de Registro y Control de la universidad con fecha de marzo
de 2020.
En la Tabla 9 se relacionan las variables que se utilizan en el Dataframe corres-
pondiente para Mallas Curriculares y la descripción de cada una.
Estos tres (3) archivos que conforman la base de datos del SR propuesto tienen
variables y características particulares que se encuentran registradas en la Tabla 5 rela-
cionando así las variables de cada archivo y el tipo de dato recomendado para su asig-
nación, con su respectiva descripción que es de gran utilidad para la selección de carac-
terísticas en la etapa de procesamiento de datos.
Teniendo en cuenta que el sistema de recomendación diseñado aplica para los es-
tudiantes de Ingeniería Electrónica e Ingeniería de Telecomunicaciones matriculados en
la UNAD, se crea la base de datos a partir del registro académico de 253 estudiantes
distribuidos entre los diferentes periodos académicos de cada programa según su malla
curricular, homologaciones por convenio con el SENA y con características diferentes
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Tabla 9




Identificador Int df_HA Número de documento de identidad
del estudiante
CódCurso Int df_HA Código de identificación del curso se-
gún malla curricular
Nota75 Float df_HA Valor numérico obtenido en los mo-
mentos de evaluación Inicial e Inter-
medio, valor entre 0.0 y 5.0
Nota25 Float df_HA Valor numérico obtenido en el mo-
mento de evaluación Final, valor en-
tre 0.0 y 5.0
NotaFinal Float df_HA Valor numérico definitivo obtenido
en cada curso, valor entre 0.0 y 5.0
Estado String df_Cursos Valoración cualitativa del curso:
Aprobado cuando el valor numérico
en NotaFinal se encuentra entre 3.0
y 5.0 y Reprobado cuando el valor
numérico en NotaFinal se encuentra
entre 0.0 y 2.9
Periodo String df_Cursos Periodo académico y año en el cual
fue matriculado el curso
Nota. Se relaciona la descripción de las variables que se encuentran en el Historial
Académico, señalando a su vez el DF en donde se utiliza cada elemento.
74
de avance en la malla curricular. Teniendo en cuenta que hay cursos que no se compar-
ten en los dos programas seleccionados, es necesario separar las bases de datos de los
dos programas, con el fin de evitar mayor cantidad de cursos con ponderación de vacíos
en la matriz de Usuarios/Ítems, por lo tanto, ahora se tienen dos dataframes, uno para
Electrónica y otro para Telecomunicaciones. De ahora en adelante el desarrollo de cen-
tra en el DF de Electrónica que contiene la mayor cantidad de datos que corresponde a
238 Usuarios.
En el algoritmo diseñado para el sistema de recomendación se importan estas
tres (3) bases de datos con el fin de procesar los dataframe correspondientes y se deno-
minan de la siguiente manera:
df_HA = Dataframe de Historia Academica de varios estudiantes.
df_Cursos = Dataframe de Listado de los cursos correspondientes a cada progra-
ma.
df_Electronica = Dataframe de Listado de estudiantes pertenecientes al progra-
ma de Ingeniería Electrónica.
Estas bases de datos están relacionadas entre si para la generación de recomen-
dación de cursos al usuario, esta relación se representa mediante un modelo de entidad
relación representado en la Figura 8.
En la Tabla 10 se relacionan las características de cantidad de datos y tamaño
de los archivos de los dataframes usados para el algoritmo del sistema de recomenda-
ción propuesto.
Algoritmo del sistema de recomendación
El sistema de recomendación propuesto se encuentra en lenguaje de programa-
ción Python que es un lenguaje de programación de código abierto, orientado a objetos,
muy simple y de fácil entendimiento, su sintaxis es sencilla y cuenta con una vasta bi-
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Figura 8
Modelo Entidad - Relación del SR
Nota. Se relaciona el modelo de entidad relación del sistema propuesto teniendo en
cuenta las bases de datos que conforman el sistema y la información relacionada en
cada una de ellas.
blioteca de librerías y herramientas, que hacen de Python un lenguaje de programación
muy utilizado para la obtención de este tipo de algoritmos (Van Rossum and Drake,
2009).
Este algoritmo se desarrolla en Jupyter Notebook que es una aplicación cliente-
servidor lanzada en 2015 por la organización sin ánimo de lucro Proyecto Jupyter y una
de sus grandes ventajas es que el programa se ejecuta desde la aplicación web como
cliente y que funciona en cualquier navegador estándar. Para poder utilizar esta herra-
mienta, se tiene como requisito previo la instalación y ejecución en el sistema el servi-
dor Jupyter Notebook. Otra ventaja que presenta esta herramienta es que los documen-
tos creados en ella se pueden exportar, entre otros formatos, a HTML, PDF, Markdown
o Python y también pueden pueden ser compartidos con otros usuarios por correo elec-
trónico, utilizando Dropbox o GitHub o mediante el visor integrado de Jupyter Note-
book (Kluyver et al., 2016).
En primera instancia, como en todo algoritmo, el primer objetivo es cargar las
librerías necesarias para trabajar de acuerdo con los requerimientos de funcionalidad
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Tabla 10







df_HA 11610 7 417 KB
df_Cursos 238 4 28 KB
df_Electronica 234 7 26 KB
Nota. Se relaciona el número de datos que conforman cada Dataframe y el tamaño del
archivo que representa cada uno.
y operación del sistema de recomendación y teniendo en cuenta las librerías relacio-
nadas en el capítulo 2, se han utilizado para este algoritmo propuesto algunas libre-
rías desarrolladas para uso en Python como pandas, numpy, sklearn.decomposition,
sklearn.metrics.pairwise, scipy.sparse, lenskit, lenskit.algorithms, lenskit.batch, lens-
kit.metrics.predict, surprise y surprise.model-selection, ejecutando como primera acción
del código del algoritmo la importación de las herramientas específicas requeridas de
cada una de estas librerías señaladas anteriormente, tal como se relacionan en la Ta-
bla 11
Estas librerías, junto con las herramientas señaladas, fueron usadas para la ob-
tención de dos (2) algoritmos para el sistema de recomendación. Estos algoritmos im-
plementan métodos diferentes para el agrupamiento de los datos, obtención de las ma-
trices de operación y muestreo del sistema y la verificación del funcionamiento del sis-
tema de recomendación propuesto por medio de las características mencionadas en el
estado del arte para el filtrado colaborativo. La diferencia de los algoritmos propuestos
radica en el método de agrupamiento utilizado y los modelos matemáticos aplicados pa-
ra dicho proceso, obteniendo finalmente resultados similares para la recomendación al
estudiante pero con tiempos de operación diferentes en la ejecución de cada código.
Los algoritmos propuestos corresponden a filtrado colaborativo con factoriza-
ción no negativa de matrices y factorización con SVD, cuya finalidad radica en la veri-
77
Tabla 11























Nota. Se relacionan las librerías y herramientas que se requieren para el correcto
funcionamiento del algoritmo.
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ficación de cual de los dos métodos de entrenamiento y aplicación de la metodología de
filtrado genera mejores resultados en términos de precisión en la predicción y optimiza-
ción de tiempos y recursos de máquina.
Pre-Procesamiento de datos
La base de datos de Historia Académica es sometida a un preprocesamiento en
el mismo algoritmo con el fin de encontrar en el dataframe de la historia académica,
aquellos cursos que no tienen calificación con valor numérico sino que relacionan una
calificación de tipo cualitativo, como sucede con el caso particular del curso Electivo
SISSU, que según el reporte de Registro y Control se conoce como Prestación del Servi-
cio Social Unadista. Dicha calificación definitiva es procesada directamente por el algo-
ritmo y realiza el cambia por su respectivo valor numérico asignado, obteniendo un va-
lor numérico equivalente a 5 cuando la ponderación cualitativa es Aprobado y, en caso
contrario, asigna una valoración numérica equivalente a 0 cuando la ponderación cuali-
tativa es Reprobado.
Este proceso se realiza con condicional en la programación y la secuencia que
desarrolla se representa en la Figura 9.
En este caso, los datos numéricos obtenidos por los estudiantes como califica-
ción de los momentos de evaluación correspondientes a Nota-75, Nota-25 y Nota-Final
se convierten a datos de tipo flotante para poder ser tratados más adelante.
La siguiente acción a tener presente en el tratamiento de la base de datos corres-
ponde a la selección del programa académico del estudiante, teniendo en cuenta que el
sistema de recomendación aplica para dos programas académicos con características es-
pecíficas en cuanto a los cursos que incluye en su respectiva malla curricular. Por esta
razón es necesario filtrar la base de datos de Usuarios especificando el programa acadé-
mico matriculado por el estudiante en uso del sistema de recomendación y se crea un
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Figura 9
Procesamiento dataframe Historia Académica curso Electivo SISSU






















Nota. Procesamiento dataframe Historia Académica curso Electivo SISSU. El curso
Electivo SISSU tiene una característica particular que su calificación no es cuantitativa
sino cualitativa, por tanto, es necesario hacer una preprocesamiento desde el algoritmo
en el dataframe de Historia Académica convirtiendo el valor cualitativo en su forma
cuantitativa.
dataframe en el mismo algoritmo discretizando esta información.
Este proceso se realiza comparando los datos de usuarios que relacionan en la
casilla Programa de la Tabla 7, identificando a los estudiantes de Ingeniería Electróni-
ca con las siglas IE y los estudiantes de Ingeniería de Telecomunicaciones con las siglas
IT. Con esta clasificación se crea el dataframe de historia académica exclusivo de cada
programa, teniendo ahora df_HA_Electronica para los estudiantes de Ingeniería Elec-
trónica y de igual manera se tiene df_HA_Telecomunicaciones para los estudiantes de
Ingeniería de Telecomunicaciones, tal como se evidencia en la Figura 10.
En esta etapa del algoritmo primero se filtran los cursos que corresponden a ca-
da programa académico, es decir, para el dataframe de Electrónica se filtran únicamen-
te cursos que estén en la malla curricular de dicho programa o que se encuentren en
acuerdos de homologación y/o acuerdos de equivalencia, lo mismo sucede con el data-
frame de Telecomunicaciones, la Figura 11 nos señala este procedimiento presentando
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Figura 10














Nota. Creación de dataframe Historia Académica por programa académico. El
dataframe de Historia Académica relaciona información de los dos programas que
forman parte del SR propuesto y para garantizar una mejor precisión de la
recomendación a dar al usuario es necesario separar el dataframe en uno particular
para cada programa.
el caso del dataframe de Electrónica, aclarando que el paso a paso es el mismo para el
dataframe de Telecomunicaciones.
En esta misma etapa también se realiza el filtrado de los cursos que registran
APROBADO en la casilla de Observación con el fin de trabajar únicamente con los
cursos que representan valor numérico superior a 3.0 y que en el momento de crear las
matrices de entrenamiento y de prueba del sistema de recomendación no vayan a gene-


























Nota. Filtrado de datos de dataframe Historia Académica por programa académico.
Teniendo en cuenta que se separa el dataframe para los usuarios de cada programa, es
necesario realizar el proceso de filtrado de los cursos que corresponden a cada
programa, tomando en cuenta la información registrada en el dataframe de Cursos.
Procesamiento de datos
El procesamiento de datos se realiza previamente al proceso de implementación
del sistema de recomendación con el fin de crear un formato de datos que sea propicio
82
para la creación del modelo de filtrado colaborativo propuesto para el algoritmo del sis-
tema de recomendación en su versión inicial. Este procesamiento contiene etapas bien
definidas para cualquier preparación de datos al crear modelos de aprendizaje automá-
tico, que incluyen la selección de características de las matrices de entrenamiento y de
prueba del sistema y el proceso de normalización de datos en cada una de ellas, tal co-
mo se relaciona en la Figura 12.
Figura 12













datos de la matriz





Nota. Procesamiento de datos del dataframe. Se relaciona el proceso para el
procesamiento de los datos teniendo en cuenta que es necesario la creación de una tabla
pivotada que permita ordenar y agrupar los datos en una matriz de tipo numérica.
Para el proceso de extracción de la información o los datos para crear la matriz
de usuarios/ítems, se tienen en cuenta las siguientes características tomadas de las ba-
ses de datos previamente relacionadas, como se identifican en la Tabla 12.
Con este dataframe se crea una tabla pivotada y se convierte, por programación,
a una matriz numérica. En este paso del proceso es importante entender que el objeti-
vo del sistema de recomendación propuesto es recomendar al usuario cursos electivos
en los cuales le ha ido bien a otro estudiante con perfil similar al usuario, por tanto,
se espera que el resultado a obtener en dicho curso sea similar en el nuevo estudiante.
Teniendo en cuenta esta aclaración y con el fin de facilitar la comparación entre los di-
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Tabla 12





Nota. Se presenta la relación de las categorías del Dataframe con las características de
la matriz Usuarios/Ítems
ferentes estudiantes, los datos relacionados en la casilla de Nota-Final de cada curso se
redondea a números de tipo entero.
De esta forma se crea un nuevo dataframe que relaciona la información indicada
en la Tabla 12, trayendo estos datos desde el dataframe del programa, según correspon-
da, utilizando la función copy() de Python, que es un módulo de tipo estándar que fa-
cilita la creación de copias de distintos objetos, generalmente colecciones mutables (co-
mo las listas y los diccionarios) e instancias de clases, también mutables (Van Rossum
and Drake, 2009).
Adicional a este proceso, se crea la tabla pivotada teniendo en cuenta la función
pivot_table que es una función de Pandas que permite la acción de ordenar, agrupar,
calcular y manejar datos de forma similar a la forma como se realizan estas acciones
por medio del uso de hojas de cálculo con Excel (Reback et al., 2020). En esta misma
línea de código se tiene que el algoritmo agrega el valor equivalente a 0 para que aque-
llas casillas del arreglo que se encuentren sin dato o, en su defecto, registren NaN que
indica que el espacio está libre de dato, esto con el fin de no tener espacios vacíos y la
función que permite esta acción se denomina fillna() que permite sustituir los valores
nulos de una estructura Pandas por otro valor según ciertos criterios establecidos por el
programador (Reback et al., 2020).
Con los datos que se tienen en el dataframe creado se identifica que hay varios
usuarios que, aunque han matriculado en varios periodos académicos diferente número
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de cursos, no han aprobado muchos cursos, lo cual genera inconvenientes en el momen-
to de crear los arreglos matriciales para el tratamiento de los datos, por lo cual fue ne-
cesario la creación de una condicional en el algoritmo que permitiera la selección única-
mente de los usuarios que tuvieran aprobados al menos 10 o más cursos en su historial
académico usando la creación de una máscara. Este proceso no es necesario a medida
que se van usando librerías especializadas en la realización de algoritmos para sistemas
de recomendación especialmente los que utilizan la técnica de filtrado colaborativo, co-
mo es el caso de la librería Surprise.
En la Figura 13 se evidencia el tamaño del arreglo matricial obtenido con la eje-
cución del algoritmo propuesta para el sistema de recomendación, que corresponde a
104 ítems y 222 usuarios.
Figura 13
Tamaño del arreglo matricial de dataframe ratings
Nota. Tamaño del arreglo matricial de dataframe ratings. Una vez realizado el
procesamiento de los datos del dataframe, se reorganiza la matriz del mismo y se
obtiene que el dataframe consta de 104 ítems para 222 usuarios relacionados.
De acuerdo con los datos obtenidos en la matriz de Usuarios/Ítems para el sis-
tema, se observa que se analizan 104 ítems que hacen relación a los cursos que forman
parte de la malla curricular del programa en mención, para el caso en particular Inge-
niería Electrónica, adicionando los cursos que se encuentran avalados en el Acuerdo No.
795 de julio 30 de 2020 en donde se reconocen equivalencias de cursos entre plan an-
tiguo y plan nuevo de dicho programa en la UNAD, así como es importante recordar
que se tienen en cuenta únicamente los cursos donde el estudiante tiene una calificación
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Tabla 13
Relación algoritmos diseñados para el sistema de recomendación propuesto



















Nota. Se presentan las características de los dos algoritmos diseñados.
aprobatoria, es decir, con Nota_Final igual o superior a 3.0.
Diseño del sistema de recomendación
El sistema de recomendación propuesto trabaja con la técnica de filtrado cola-
borativo aplicando el procedimiento de aplicación de la factorización matricial. Para el
diseño del algoritmo se realizaron dos (2) propuestas obteniendo resultados similares en
estos desarrollos, la diferencia radica en procedimiento o método aplicado en cada algo-
ritmo, tal como se relaciona en la Tabla 13.
A continuación se explican de forma detallada los desarrollos relacionadas en la
Tabla 13.
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Diseño con factorización no negativa de matrices
Para este caso, el primer paso es determinar el valor del ratio de dispersión de
los datos que se tienen en el dataframe previamente procesado, para lo cual se usan las
funciones de Pandas que facilita el desarrollo matemático, específicamente las funciones
np.sum y np.prod, que para el caso en cuestión y con los datos obtenidos, teniendo en
cuenta que se toman usuarios con más de 10 cursos aprobados, se obtiene que el ratio
de dispersión equivale al 54.82%.
En el trabajo de ciencia de datos con matrices se encuentran eventualidades en
las cuales algunas de estas matrices tienen en su mayoría datos equivalentes a cero, a
estas matrices se les conoce como matrices dispersas, porque son matrices de gran ta-
maño pero con la mayor parte de sus elementos iguales a cero. Cuando se trata de cien-
cia de datos, se considera ineficiente almacenar en la memoria de los dispositivos proce-
sadores de datos elementos iguales a cero, por lo cual es necesario trabajar con matrices
dispersas teniendo en cuenta que se almacenan únicamente los valores que no son ce-
ro y alguna información adicional que se considere relevante para el tratamiento de los
datos.
Para el caso en cuestión, el tamaño de la matriz original es de 112 bytes y se so-
mete a un proceso de dispersión de matriz utilizando el módulo Scipy que facilita la
optimización de datos en matrices manejando interpolación y funciones especiales de
uso en ciencia de datos (Jones et al., 2001). Con este procedimiento, la matriz dispersa
ocupa 48 bytes, con un tamaño equivalente al 42.85%.
Seguido de este proceso, se busca inicializar el modelo que permita realizar la
optimización de las matrices no negativas, para lo cual es importante entender que a
mayor número de características el modelo particulariza más, pero no encuentra una
generalización del mismo. Para este caso, se busca la forma de encontrar dos matrices
no negativas (W, H) cuyo producto se aproxime a la matriz no negativa X, tal como lo
establece la teoría de Factorización matricial no negativa (NMF) (Lopez-Nores et al.,
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2012). Esta factorización se puede utilizar, por ejemplo, para la reducción de dimen-
sionalidad, la separación de fuentes o la extracción de temas. La función objetivo que
permite realizar esta acción está determinada por la ecuación
0,5 ∗ ‖X −WH‖2Fro + alpha ∗ l_ratio ∗ ‖ vec(W )‖1
+ alpha ∗ l1_ratio ∗ ‖ vec(H)‖1
+0,5 ∗ alpha ∗ (1− l_ratio ) ∗ ‖W‖2Fro
+0,5 ∗ alpha ∗ (1− l1_ratio ) ∗ ‖H‖2Fro
(12)
En donde se tienen los siguientes parámetros con su respectiva configuración (Pe-
dregosa et al., 2011):
n_components: Corresponde al número de componentes o características que se
usarán en la matriz a crear, para el caso en particular se configura con un valor
equivalente a 30.
init: Representa el método utilizado para inicializar el procedimiento de NMF y
está configurada en el caso particular que se inicia de manera aleatoria.
random_state: Éste parámetro se utiliza para la inicialización del procedimiento
NMF, en especial cuando init se configura de manera aleatoria y en el caso parti-
cular se configura equivalente a 0.
alpha: Variable de tipo flotante que representa una constante que multiplica los
términos de regularización para el procedimiento de NMF y para el caso en par-
ticular se configura con un valor equivalente a 1.
l1_ratio: Éste parámetro de mezcla de la regularización se configura de tal manera
que cumpla con la condición que 0 <= l1_ratio <= 1. Para l1_ratio = 0, también
se tiene en cuenta la penalización representada por L2 y también es conocida como
Norma Frobenius, cumpliendo esta condición en el caso en particular se usa con un
valor equivalente a 0.1.
max_iter: Éste parámetro representa el número de iteraciones a utilizar en el pro-
cedimiento de NMF y para el caso en particular se configura con un valor de 2000
iteraciones.
De esta manera se obtiene una matriz de predicción de ratings con la cual se
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espera generar la recomendación de cursos a los usuarios del sistema. Python tiene la
particularidad de plotear las matrices para entender la similitud de ellas de forma grá-
fica y como es de esperarse, van a tener un grado de similitud entre ellas, tal como se
evidencia en la Figura 14.
Figura 14
Gráfica de comparación Matriz de Usuarios/Ítems y Matriz de predicción de acuerdo
con el modelo diseñado
Nota. Gráfica de comparación Matriz de Usuarios/Ítems y Matriz de predicción. Se
relacionan las matrices obtenidas tanto del dataframe de Usuarios/Ítems (izquierda) y
de la predicción que realiza el algoritmo propuesto en el modelo 1 (derecha).
Como se observa, entre la Matriz de Usuarios/Ítems y la Matriz de predicción
hay bastante similitud, de lo cual se puede concluir que las bases obtenidas con el pro-
cedimiento de NMF representan partes localizadas de la matriz original, y se destaca en
este caso que la representación de datos mediante este procedimiento NMF genera ba-
ses y matrices de codificación que serán dispersas, evaluando este resultado con la téc-
nica de coseno de similitud con la función de Python cosine\_similarity que permite
la comparación entre la distancia/similitud por pares de las muestras en las matrices
donde se aplica, como se puede observar en la Figura 15.
Una vez verificado el resultado obtenido y el nivel de similitud, es necesario con-
vertir la matriz de predicción en un dataframe para poder procesar los datos y de es-
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Figura 15
Comportamiento gráfico de respuesta a validación con coseno de similitud
Nota. Comportamiento gráfico de respuesta a validación con coseno de similitud. Se
relaciona el diagrama que representa los resultados obtenidos con el análisis del coseno
de similitud entre las dos matrices obtenidas en el modelo 1, evaluando la
distancia/similitud entre los datos obtenidos.
ta forma proceder a verificar las predicciones de manera particular, es decir, para cada
usuario o estudiante teniendo en cuenta el Identificador que diferencia a cada usuario
en particular, que en este caso hace referencia a cada estudiante y una vez se tiene la fi-
la de predicciones del estudiante analizado, se procede a extraer los cursos electivos del
programa, como lo son cursos electivos disciplinares y electivos de profundización, que
son el objetivo de la recomendación y representa el valor de cercanía a la recomenda-
ción de cada curso según el historial del estudiante y del análisis de la predicción obte-
nida.
De esta manera, para el estudiante con Identificador “Estudiante 63” se relacio-
nan 51 cursos electivos y cada uno con un valor de similitud diferente de acuerdo con
la predicción, ordenados de izquierda a derecha, con la particularidad que los de mayor
similitud y se estarían recomendando al estudiante se encuentran ubicados en las co-
lumnas de la derecha, es decir, el orden es ascendente de izquierda a derecha en cuanto
a la recomendación, tal como se evidencia en la Figura 16.
El siguiente paso es entrenar el modelo obtenido con la matriz de predicción pa-
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Figura 16
Relación de recomendación para el ejemplo citado
Nota. Relación de recomendación para el ejemplo citado. El algoritmo finaliza con el
proceso de entrega de las recomendaciones para el usuario y se entrega el código del
curso recomendado, evidenciando que se sugieren 51 cursos obteniendo el de mayor
afinidad al costado derecho de la relación de cursos.
ra lo cual se crean dos conjuntos de datos que se conocen en los sistemas de recomen-
dación como la matriz de entrenamiento o Train y la matriz de prueba o Test, teniendo
en cuenta la programación relacionada en la Figura 17.
Figura 17
Programación para crear matrices de entrenamiento y de prueba
Nota. Programación para crear matrices de entrenamiento y de prueba. Se relaciona el
segmento del algoritmo que se encarga de la creación de las matrices de entrenamiento
y de prueba para evaluar el modelo.
Este proceso se realiza tomando varios datos de configuración en las característi-
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cas del procedimiento de NMF, teniendo que el mejor comportamiento se obtiene cuan-
do se trabaja con 60 componentes, un factor de penalización alpha = 0.1 y un factor de
aprendizaje = 0.1, como se evidencia en Figura 18:
Figura 18
Programación para evaluar las matrices de entrenamiento y de prueba
Nota. Programación para evaluar las matrices de entrenamiento y de prueba. Se
relaciona el segmento del algoritmo que evalúa las matrices creadas para entrenamiento
y prueba teniendo en cuenta los mejores datos configurados para los hiper parámetros
de las funciones respectivas.
Como se evidencia en la Figura 18, se halla el error cuadrático medio para las
dos matrices de entrenamiento y prueba del modelo propuesto, de donde se obtiene que
el error cuadrático medio RMSE de la matriz de entrenamiento (Train) es 0.2131 y el
error cuadrático medio RMSE de la matriz de prueba (Test) es 0.7172.
Como desventaja, se tiene que el tiempo de ejecución de este algoritmo es alto
teniendo en cuenta las diferentes iteraciones de pruebas que debe realizar para obtener
los datos de las matrices de predicción, de entrenamiento y de prueba. Adicional, es un
algoritmo que requiere de características avanzadas del sistema en el cual se va a poner
a prueba su funcionamiento, es decir, lo que se refiere a las características de máquina.
Este modelo se optimiza utilizando una librería especializada de Python conoci-
da como Lenskit que cuenta con un conjunto de herramientas específicas para ser utili-
zadas en algoritmos propios de sistemas de recomendación, especialmente en algoritmos
que implementan la técnica de filtrado colaborativo (Ekstrand, 2018), como es el caso
en cuestión.
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Como en todo algoritmo, es necesario importar las librerías que se necesitan pa-
ra el correcto funcionamiento de la lógica de programación propuesta, que cuenta con
diferentes herramientas que se encargan de optimizar funciones específicas, a continua-
ción se puede observar en la Tabla 14 la forma como se relacionan los módulos específi-
cos que se tienen en cuenta para este diseño.
Teniendo en cuenta que la matriz está conformada en su mayoría por ceros es
importante mejorar la forma de almacenamiento que se tiene en dicha matriz. Para lo
cual, en primer lugar se procede a calcular la dispersión de la matriz de usuarios/ítems
y se utiliza el módulo de la librería Lenskit conocido como Lenskit.metrics.predic
t de donde se importa la herramienta rmse que permite al algoritmo desarrollar accio-
nes con modelos que implementan el modelo de factorización de matriz sesgada de tipo
estándar, que se conoce como Lenskit.algorithms.als.BiasedMF y esta función tiene
como característica principal que aprende los parámetros del modelo mediante el des-
censo de gradiente en lugar del algoritmo de mínimos cuadrados alternos (Ekstrand,
2020).
La ventaja que tiene esta implementación de mejora y optimización del algorit-
mos es que usa Lenskit.algorithms.als.Bias para calcular los sesgos. Una vez reali-
zado este proceso, extrae las matrices resultantes y se basa en MFPredictor para imple-
mentar la lógica de predicción, por medio del módulo conocido como Lenskit.algori
thms.als.BiasedMF (Ekstrand, 2020). En el momento de implementar este módulo es
necesario tener en cuenta la configuración de los datos que se requieren para su correcto
funcionamiento y a su vez, para garantizar el mejor modelo de lógica de predicción del
sistema y para el caso en desarrollo se tiene la relación que se presenta en la Tabla 15
(Zhou et al., 2008).
Esta librería tiene una función particular para la evaluación de los resultados
obtenidos y es que se basa en el pos procesamiento de la salida de recomendadores y
predictores, teniendo en cuenta que para este tipo de operaciones es importante y fun-
damental incluir los valores de las calificaciones asignadas en el marco de predicción
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Tabla 14
Módulos específicos de librería Lenskit usados en el algoritmo
Librería Módulo Características Referencia
Lenskit crossfold as
xf















en ítems y usuarios
(Ekstrand,
2020)
Lenskit util, batch Funciones que permiten
generar muchas reco-
mendaciones o prediccio-





Lenskit.metrics rmse Módulo que contiene
métricas de precisión




Nota. Se relacionan los módulos de la librería Lenskit que se requieren para el correcto
funcionamiento del algoritmo propuesto.
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Tabla 15
Características de configuración de implementaciones alternas de mínimos cuadrados
de factorización matricial
Parámetro Características Dato configu-
rado
Features Variable de tipo entero que representa la
cantidad de funciones para entrenar
50
Iterations Variable de tipo entero que representa el
número de iteraciones para entrenar
10000
Method Variable de tipo caracter que representa
el parámetro del paso de optimización a
utilizar por medio del método de descom-
posición
Lu
Bias Variable de tipo booleano que representa
el ajuste a un sesgo con amortiguación
False
Reg Variable de tipo flotante que representa
el factor de regularización; también puede
ser una tupla (ureg, ireg) para especificar
términos de regularización de elementos y
usuarios separados
(0.1,0.1)
Nota. Se presentan las características de configuración de parámetros para la
implementación de mínimos cuadrados de factorización matricial en el sistema.
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cuando sus pares de usuario-ítem de entrada contienen datos de calificación, para lo
cual usan las funciones métricas de predicción RMSE o error cuadrático medio y MAE
o error absoluto medio, que para el caso en particular el valor obtenido para el cálculo
de RMSE corresponde a 0.472.
Como complemento a este desarrollo, es necesario aclarar que la librería Lens-
kit no genera valor de las operaciones de predicción cuando el modelo central no puede
predecir, es decir, un recomendador de vecino más cercano no puntuará un elemento si
no puede encontrar ningún vecino adecuado de acuerdo con las características e infor-
mación relacionada para cada ítem de la base de datos. Esto genera que los datos de
la predicción, aunque se tenga una métrica dentro de los rangos de valor recomendados
para estos sistemas, no sean muy cercanos en comparación con el modelo que se obtiene
de la Matriz de Usuarios/Ítems con respecto a la Matriz de predicción, como se observa
en la Figura 19, porque el modelo de predicción no se está probando en el mismo con-
junto de elementos que conforman la base de datos.
Figura 19
Gráfica de colores de comparación Matriz de Usuarios/Ítems y Matriz de predicción
Nota. Gráfica de comparación Matriz de Usuarios/Ítems y Matriz de predicción. Se
relacionan las matrices obtenidas tanto del dataframe de Usuarios/Ítems (izquierda) y
de la predicción que realiza el algoritmo propuesto en el modelo 1 (derecha).
Cuando se presentan estas situaciones, Lenskit tiene funciones que le permiten
evaluar las N listas de recomendaciones principales de acuerdo con la funcionalidad de
tres métricas conocidas como Métricas de clasificación que procesa la lista de recomen-
96
daciones como una clasificación de elementos relevantes calculando la precisión de la
recomendación y la recuperación de recomendaciones, Métricas de lista clasificada que
procesan la lista de recomendaciones como una lista clasificada de elementos que pue-
den ser relevantes o no cuando se calcula la clasificación recíproca del primer elemento
relevante en una lista de recomendaciones y Métricas de utilidad que estima una pun-
tuación de utilidad para una lista clasificada de recomendaciones realizando el cálculo
de la ganancia acumulada descontada normalizada (Ekstrand, 2020).
Diseño con SVD para factorización matricial
En el segundo desarrollo del algoritmo propuesto, se trabaja con una librería es-
pecializada de Python conocida como Surprise que corresponde a un scikit dedicado a
sistemas de recomendación específicamente, realizando acciones de validación cruzada
aplicando la técnica de SVD para factorización matricial (Hug, 2020b).
Al igual que sucede en el caso anterior y en cualquier algoritmo, el primer paso
corresponde a importar las librerías que se requieren para la correcta ejecución del pro-
grama y se relacionan los respectivos módulos, de esta manera adicional a la importa-
ción de Pandas y Numpy, es necesario importar la librería Surprise de donde se tienen
en cuenta los módulos relacionados en la Tabla 16.
A continuación, se procede a extraer la información o los datos para crear la ma-
triz de usuarios/ítems que estaría conformado por Usuario (Identificador), Ítem (Co-
digo_Curso) y Rating (Nota_Final). Con este dataframe se crea una tabla pivotada y
es convertida a una matriz de tipo numérico, en donde es importante aclarar que para
facilitar la comparación entre los diferentes estudiantes que conforman el universo, las
notas finales que corresponden al Rating, se redondean a números de tipo entero.
Al igual que el algoritmo usado en el modelo anterior, se tiene que el tamaño de
la matriz es de 104 ítems y 222 usuarios. Python tiene una función que permite cono-
cer los valores estadísticos para la matriz de rating y para el caso en particular, dichos
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Tabla 16
Módulos específicos de librería Surprise usados en el algoritmo
Librería Módulo Características Referencia
Surprise Dataset Módulo utilizado para definir la
clase de datos a usar y subclases




Surprise Reader Función usada para analizar un







Funciones que se requieren para
la configuración y desarrollo de
los algoritmos basados en facto-




Surprise accuracy Módulo que proporciona herra-
mientas para calcular métricas de
precisión en un conjunto de pre-








Módulo que contiene herramien-




Nota. Se presentan los módulos de la librería Surprise que se requieren para el correcto
funcionamiento del algoritmo y se especifican sus principales características.
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datos se encuentran relacionados en la Figura 20, en donde se evidencian los valores co-
rrespondientes de la Media de rating, la Mediana de rating, la Suma de rating, los por-
centiles de rating (25%, 50% y 75%) y los valores de MAX y MIN de rating.
Figura 20
Datos estadísticos de la matriz de rating
Nota. Datos estadísticos de la matriz de rating. Se relacionan los datos de la matriz de
rating correspondientes a la media y mediana de rating, la suma del rating, los
porcentiles correspondientes y valores máximos y mínimos en comparación con las
matrices de usuarios e ítems.
Teniendo en cuenta que este algoritmo utiliza la técnica de SVD para factori-
zación matricial, es importante recordar que este procedimiento consiste en dividir la
matriz de usuarios/ítems en dos matrices, una para los usuarios y las características la-
tentes del problema en cuestión y la segunda corresponde a ítems y características la-
tentes. Según lo indica la teoría, en este caso se trabaja en base a la siguiente represen-
tación matemática:
r̂ui = µ+ bi + bu + q
T
i pu (13)
Es importante tener presente que la variable µ corresponde al promedio global de to-
das las ponderaciones de la matriz, y que las desviaciones observadas o bias del ítem
y usuario están representadas por las variables bi y bu respectivamente. Por lo tanto,
y dando cumplimiento con lo que indica la teoría, se determinan estos parámetros me-
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En donde se tiene que la variable λ corresponde al factor de regularización y se
calcula por medio de la validación cruzada. lo que ayuda a prevenir que se presenta el
efecto overfitting cuando se realiza la regularización de los parámetros aprendidos.
Para cumplir con esto que indica la teoría se utiliza la librería Surprise, para lo
cual, como en cualquier algoritmo, el primer paso es convertir el dataframe que se tie-
ne para ratings en la clase de Dataset necesaria para trabajar con esta librería, para lo
cual es importante indicar la escala de la calificación y corresponde a un valor compren-
dido entre 1 y 5, utilizando la línea de código correspondiente a reader = Reader (ra
ting_scale=(1, 5)). Finalmente, se programa el sistema para que proceda a crear la
estructura de datos de la clase "surprise.dataset.DatasetAutoFolds", según lo estable-
ce la teoría existente para el uso de esta librería, teniendo que este nuevo dataset debe
cumplir con la condición que las columnas deben corresponder al identificador del usua-
rio, la identificación del ítem y las calificaciones (en ese orden).
Continuando con el proceso, el siguiente paso corresponde a la creación del obje-
to SVD para proceder así, a entrenar el sistema, para lo cual se usa el módulo SVD que
es la función equivalente a la factorización matricial probabilística (Salakhutdinov and
Mnih, 2008). Para este proceso, se procede como lo indica la Figura 21.
De esta manera, en el proceso de validación del modelo por medio de RMSE, se
obtiene que el valor obtenido corresponde a 0.3992 y se cumple la condición que RM-
SE debe ser bajo ya que en este proceso los datos y el algoritmo está sesgado. De igual
manera se puede concluir que el algoritmo fue entrenado con la totalidad de los datos y
adicionalmente ningún hiper parámetro del modelo fue seleccionado.
El siguiente paso es realizar la validación cruzada para definir los hiper paráme-
tros de configuración del objeto SVD y de esta forma proceder a generar una precisión
del modelo pero esta vez sin bias. En ese orden de ideas, primero se divide el conjun-
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Figura 21
Procedimiento para crear el objeto SVD y entrenamiento del sistema
algo = SVD()
Crear objeto SVD con
parámetros por defecto
trainset = data.build_full_trainset()
Crear modelo de 
entrenamiento
testset = trainset.build_testset()
Crear modelo de 
prueba
accuracy.rmse(predictions, verbose=True)
Cálculo métricas de precisión 
en el conjunto de predicciones
Nota. Procedimiento para crear el objeto SVD y entrenamiento del sistema. Se
relaciona el diagrama de flujo que representa el procedimiento de creación del objeto
SVD, los modelos de entrenamiento y de prueba y el cálculo de métricas de precisión
para el conjunto de predicciones.
to de datos en dos modelos distribuidos de la siguiente manera: 80% para el modelo de
entrenamiento y 20% para el modelo de prueba. Una vez se tienen estos nuevos mode-
los y que cumplan con estas condiciones, con el conjunto de entrenamiento se realiza el
procedimiento de validación cruzada utilizando los módulos RandomizedSearchGrid y
k-fold, siendo k=5.
Para realizar la validación cruzada se evalúan una serie de parámetros en unos
rangos determinados con el fin de obtener los mejores valores de los hiper parámetros
de configuración del objeto SVD, tal como se relacionan en la Tabla 17
Los parámetros que se están midiendo en el rendimiento corresponden a RMSE
(Error cuadrático medio) y MAE (Error medio absoluto). Finalmente, se toman 1000
muestras de forma aleatoria. La variable n_jobs=-1 indica al sistema paralelizar el pro-
ceso con todos los núcleos del computador a usar, como se observa en la Figura 22.
La función RandomizedSearchCV se encarga de calcular métricas de precisión
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Tabla 17
Configuración de parámetros para la validación cruzada
Parámetro Características Rango de da-
tos
n_factors Variable de tipo entero que
representa el número de facto-
res a utilizar y se recomienda
un valor que no supere 100
Entre 40 y 80
n_epochs Variable de tipo entero que
representa el número de itera-
ciones del procedimiento SVD
Entre 1000 y
3000
lr_all (learning rate) Variable de tipo flotante que
representa la tasa de aprendi-
zaje de todos los parámetros
Entre 0.001 y
0.01
reg_all (lambda) Variable de tipo flotante que
representa el término de re-
gularización para todos los
parámetros
Entre 0.1 y 1
Nota. Se presentan las características de los hiper parámetros que se requieren para el
procedimiento de validación cruzada para el segundo algoritmo y los rangos de valores
necesarios para su correcta configuración.
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Figura 22
Procedimiento para selección automática de parámetros de validación cruzada
Nota. Procedimiento de selección automática de parámetros de validación cruzada. Se
relaciona el segmento del algoritmo que se representa las funciones que determinan de
forma automática las parámetros de configuración para la validación cruzada.
para un algoritmo en varias combinaciones de parámetros, a través de un procedimiento
de validación cruzada (Hug, 2020b). Esta función se diferencia de GridSearchCV que
utiliza un enfoque combinatorio exhaustivo, por lo tanto, la función RandomizedSearc
hCV muestra de forma aleatoria el espacio de los parámetros de acuerdo con los rangos
establecidos por programación. Este proceso es útil cuando se requiere encontrar el me-
jor conjunto de parámetros para un algoritmo de predicción, especialmente si se usa un
enfoque de grueso a fino.
De la ejecución de la lógica de programación relacionada en la Figura 22 se evi-
dencia que el mejor resultado obtenido para el mejor modelo encontrado, de acuerdo a
la métrica rmse (error cuadrático medio), corresponde a un modelo cuyos parámetros
de configuración corresponden a parameters\_dic= n\_factors = 69, n\_epochs = 1
000, lr\_all = 0.001, reg\_all = 0.1
Tal como lo establece la teoría, el siguiente paso corresponde a la validación de
estos hiper parámetros con el entrenamiento del modelo con estos parámetros y de esta
forma analizar la precisión con respecto a los datos de testeo, para lo cual se sigue el
mismo procedimiento establecido en la Figura 21. De este procedimiento se aclara que
el objetivo es ajustar los mejores parámetros del algoritmo, para lo cual se tienen en
cuenta dos conjuntos A y B, en donde A se usa para el ajuste de parámetros usando la
búsqueda de cuadrícula, mientras que B se usa para la estimación sin sesgo, como se
relaciona en la Figura 23.
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Figura 23
Lógica de programación para análisis de precisión con respecto a los datos de testeo en
el modelo presentado
Nota. Lógica de programación de análisis de precisión en datos de testeo. Se relaciona
el segmento del algoritmo propuesto que representa la forma de hallar los datos de
precisión del sistema evaluados en la matriz de prueba.
De la ejecución de estas líneas de código y como resultado de la verificación del
modelo con los mejores parámetros obtenidos para el sistema, se tiene que la precisión
sesgada en el conjunto A arroja un resultado correspondiente de RMSE equivalente a
0.4316, mientras que la precisión sin sesgo en el conjunto B da como resultado corres-
pondiente de RMSE un valor equivalente a 0.4696, concluyendo que los datos obtenidos
están muy cercanos entre si y no están muy lejanos al valore RMSE obtenido con el ob-
jeto SVD creado sin hiper parámetros configurados previamente.
Una de las características que tiene el algoritmo implementado es que predice
estimaciones de referencia para cada usuario y cada ítem, lo que se conoce como reco-
mendación BaseLine y su principal función es la predicción de la estimación de la línea
de base para un usuario y artículo determinados y la estimación de referencia para una
calificación desconocida rui se denota como bui y tiene en cuenta los efectos del usuario
y el ítem, como se relaciona en la ecuación 3.6:
r̂ui = bui = µ+ bu + bi (15)
En donde se tiene que µ es la calificación promedio general, los parámetros bu y
bi indican la desviación observada para el usuario u y el ítem i respectivamente. En el
caso particular donde el usuario u sea desconocido entonces se supone que el sesgo bu es
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Tabla 18
Configuración de parámetros para BaseLine
Parámetro Características Valor configura-
do
method Representa el método a usar en el algorit-
mo, puede configurarse por defecto como
als o sgd y dependiente de esta selección, se
seleccionan los datos y rangos de los demás
parámetros
als
n\_epochs Variable de tipo entero que representa el
número de iteraciones del procedimiento
ALS
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reg_u Variable de tipo flotante que representa el
valor de regularización para usuarios
0.01
reg_i Variable de tipo flotante que representa el
regularización para ítems
0.01
Nota. Se presentan las características y valores configurados de los parámetros
requeridos para aplicar BaseLine en el algoritmo 2.
cero. Lo mismo se aplica al ítem i con bi (Koren, 2010).
En la configuración de la función que permite trabajar BaseLine, es decir la
función especializada BaselineOnly, se tiene la configuración del hiper parámetro co-
nocido como bsl_options que es un diccionario de opciones para el cálculo de esti-
maciones de línea base, en el cual se configuran los parámetros relacionados en la Ta-
bla 18.
Una vez configurados los parámetros de línea base, se realiza de nuevo el reen-
trenamiento de los dos conjuntos, A y B, siendo A el conjunto de entrenamiento y el
conjunto en el cual se calcula por código la precisión sesgada, mientras que B es el con-
junto de prueba y se calcula con este conjunto la precisión sin sesgo. De esta manera se
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tiene como resultado de la verificación del modelo en línea base y con los parámetros
indicados en la Tabla 18, se tiene que la precisión sesgada en el conjunto A arroja un
resultado correspondiente de RMSE equivalente a 0.4559, mientras que la precisión sin
sesgo en el conjunto B da como resultado correspondiente de RMSE un valor equivalen-
te a 0.4790, concluyendo que los datos obtenidos están muy cercanos entre si y no están
muy lejanos al valore RMSE obtenido con el objeto SVD creado con los mejores valores
para la configuración de los hiper parámetros.
De acuerdo con los valores obtenidos, el siguiente paso es realizar las recomen-
daciones de cursos electivos, para lo cual es necesario hallar el valor correspondiente al
error cuadrático medio RMSE teniendo en cuenta la precisión sesgada en los datos rea-
lizando el proceso de validación cruzada utilizando los mejores parámetros hallados pa-
ra la función SVD y que corresponden a n_factors = 69, n_epochs = 1000, reg_all
= 0.1 y lr_all = 0.001 y se realiza el entrenamiento en todos los datos del sistema,
realizando también la prueba de los elementos que no están calificados, obteniendo un
valor de la precisión sesgada en los datos determinada por la métrica RMSE equivalen-
te a 0,3559.
Finalmente, se realiza la predicción para todos los usuarios que conforman la ba-
se de datos del sistema de recomendación y se ordenan las predicciones para cada usua-
rio y recupera las k más altas, según el caso de la programación, el valor asignado como
prueba para k es equivalente a 10.
Siguiendo el caso de ejemplo utilizado en el primer modelo desarrollado y pre-
sentado, se tiene que para el estudiante con Identificador .Estudiante 63"los 10 cursos
con predicción más alta se relacionan en la Figura 24.
De esta manera se entregaría la relación de cursos recomendados al estudiante,
teniendo en cuenta su perfil y la información de los diferentes usuarios que compren-
den la base de datos del sistema y que conforman el universo del sistema y teniendo en
cuenta la afinidad con el perfil particular.
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Figura 24
Relación de recomendación para el ejemplo citado
Nota. Relación de recomendación para el ejemplo citado. Se relacionan los 10 códigos
de cursos de mayor valor en precisión con respecto a la predicción como sugerencia al
usuario analizado, aclarando que el dato del número de cursos recomendados es




Los resultados que se obtienen a partir del desarrollo del trabajo realizado res-
ponden a la metodología de validación descrita en el capítulo anterior, en donde se pre-
sentan los dos modelos propuestos para el sistema de recomendación con su respectiva
evaluación comparativa teniendo en cuenta las métricas de escalabilidad en tiempo y
capacidad de uso de recursos de máquina para el procesamiento, así como también la
precisión y el RMSE de cada modelo propuesto.
Las pruebas de ejecución y procesamiento de cada modelo se ejecutan en Jupy-
ter Notebook: 0.7.2 con la versión de Python 3.5.2 en un ambiente Windows 10 cuyo
hardware cuenta con un procesador Intel Core i7 a 1.5GHz, 8 núcleos y 8 GB de Ram
DDR4.
La base de datos del sistema se divide en tres archivos de Excel en formato xl
sx y cada uno cuenta con una estructura, organización y contenido diferente, pero con
información que los relaciona entre si. Esta particularidad lleva a que se cuenta con una
base de datos diversa en cuanto a información y escenarios para la validación de los re-
sultados que cada prototipo propuesto procesa con la aplicación de diferentes métodos
o técnicas.
Se tienen dos modelos propuestos, cada uno con resultados diferentes pero con
valores obtenidos de sus métricas dentro de los rangos aceptables para los sistemas de
recomendación. La información que comprende la base de datos del sistema de reco-
mendación propuesto y del desarrollo presentado en el capítulo anterior presenta unas
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Tabla 19
Información de la base de datos del sistema
DataFrame Valores Características
HistoriaAcademica 11610/7 11610 datos relacionados en 7 columnas
Electronica 238/4 238 datos de Usuarios relacionados en 4 columnas
Cursos 234/7 234 datos de Ítems relacionados en 7 columnas
Nota. Se relacionan los dataframes usados y las características de cada uno.
características que se relacionan en la Tabla 19.
Adicional, se tiene que el dataframe utilizado correspondiente a la Matriz de
Usuarios/Ítems utilizada, tiene un total de 222 Usuarios y 104 Ítems y se relacionan
únicamente estudiantes del programa de Ingeniería Electrónica Resolución 13155.
Se tiene la particularidad, que en algunos casos, no todos los usuarios han matri-
culado los mismos cursos que otros, es decir, al tener un total de 104 ítems genera una
amplia relación de cursos que no todos los 222 usuarios han matriculado, como se refle-
ja en su respectivo historial académico. Esta situación presenta que algunos ítems van a
tener calificación nula y que fue procesada en el algoritmo, de tal manera que la disper-
sión del desarrollo y los resultados obtenidos no fuera tan elevada, utilizando funciones
especiales de las librerías usadas en los tres modelos propuestos.
Cada archivo de datos es usado en los dos modelos de algoritmos propuestos,
iniciando con el método de generación de los dataframe para cada archivo, llevando a
cabo el paso del procesamiento de los datos que comprenden el sistema y su adaptación
a un formato que reconoce la plataforma de programación del algoritmo, que para el
caso particular es lenguaje de programación Python.
En el preprocesamiento de los datos, es necesario organizar alguna información
relacionada de las calificaciones de un ítem en particular, el curso Electivo SISSU, cuya
calificación obtenida de la base de datos de HistoriaAcademica es de carácter cualita-
tivo, mientras que en el sistema se requieren valoraciones de tipo cuantitativo. Razón
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por la cual, en los dos modelos propuestos se relaciona el condicional que convierte el
ítem de Nota_Final con resultado Aprobado en un valor equivalente a 5.0. Adicional a
este proceso, en esta etapa también se tienen en cuenta únicamente aquellos cursos que
sean aprobados, excluyendo del dataframe los cursos que no vayan a generan informa-
ción importante y relevante al sistema, por esta razón el archivo inicial del dataframe
de Usuarios/Ítems, que tenía un tamaño equivalente a 112bytes, queda convertido en
un archivo con un tamaño correspondiente a 45bytes.
Se proponen dos modelos diferentes de algoritmos que, aunque aplican la técnica
de recomendación por filtrado colaborativo, utilizan métodos diferentes para la creación
de las matrices de entrenamiento y prueba, utilizando funciones y características dife-
rentes. Para cada modelo es necesario la selección de hiper parámetros específicos que
garantizaban el correcto funcionamiento de los métodos seleccionados y la obtención del
mejor modelo que daba respuestas precisas como resultado de los desarrollos propues-
tos. Este proceso de selección de los mejores parámetros para los modelos propuestos se
ejecutan de forma paralela pero requiere de condiciones de máquina específicas, presen-
tando un alto consumo de recursos de máquina y el tiempo que se requiere para su eje-
cución es considerablemente alto y depende del tamaño de la Matriz de Usuarios/Ítems
con que cuente el algoritmo.
El entrenamiento del algoritmo se considera un proceso relativamente rápido, en
comparación del proceso de selección de los mejores parámetros de cada modelo. Para
la evaluación de cada modelo propuesto se utiliza la evaluación por medio de métricas,
que aunque son procesos que requieren de varios desarrollos y cálculos matemáticos, las
librerías propuestas en cada modelo tienen funciones específicas que se encargan de eje-
cutar dichos desarrollos, optimizando tanto el tiempo de ejecución como la precisión de
los resultados obtenidos.
Partiendo de los datos obtenidos en la ejecución de cada modelo, se tiene que el
algoritmo de factorización matricial SVD, o segundo modelo, evidencia generar un me-
jor resultado en comparación con los resultados obtenidos en el otro escenario de prue-
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ba de los modelos propuestos. Evidenciando así, que tal como lo indica la teoría, los al-
goritmos de sistemas de recomendación que aplican factorización matricial SVD tienen
un rendimiento superior sobre algoritmos basados en memoria para filtro colaborativo
(Cremonesi et al., 2010), complementando con los resultados obtenidos del algoritmo B
aseline only que generan un mejor resultado en cuanto a la precisión de la predicción
generada.
Para la selección del mejor modelo se tiene en cuenta una comparación de los
resultados obtenidos de cada uno de forma independiente evaluando con las métricas de
precisión de la predicción, la capacidad de generar la recomendación y la optimización
de tiempos y recursos de máquina para el procesamiento del algoritmo al momento de
generar la recomendación.
Métricas de precisión de la predicción
El primer método utilizado para la comparación de los modelos para seleccio-
nar el mejor de ellos, es calculando la distancia existente entre la predicción realizada y
la predicción, lo cual permite determinar la precisión en la predicción de cada modelo
y representa la desviación estándar de las diferencias entre los valores estimados y los
valores reales (Koren, 2010). Para esto, se utiliza el error cuadrático medio que corres-
ponde a la media del error que el sistema comete al realizar las predicciones de las valo-
raciones de preferencia, al cuadrado, evidenciando así que esta medida penaliza errores
de predicción aún mayores, por tanto, se concluye que, cuanto menor es el dicho error,
mejor es la eficacia del sistema propuesto con sus respectivas características e hiper pa-
rámetros.
Como se evidencia en la Figura 25 se tiene, de acuerdo con los resultados ob-
tenidos que, el modelo 2 que aplica factorización matricial con SVD es el método que
mejores resultados entrega respecto a esta métrica analizada, haciendo énfasis que este
modelo trabaja con la configuración de hiper parámetros que mejor resultado arroja en
la selección de los mismos por algoritmo.
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Figura 25
Comparación de datos obtenidos de RMSE para los tres modelos
Comparación de precisión en los dos modelos propuestos








Nota. Comparación de datos obtenidos de RMSE para los dos modelos. Se relaciona la
representación gráfica de la comparación de los datos obtenidos en RMSE de los tres
modelos propuestos resaltando que el modelo de menor valor corresponde al modelo 2.
Se evidencia también que, aunque los datos obtenidos en el primer modelo no
distan mucho de la mejor precisión en la predicción, son valores que generan diferencial
para la recomendación, teniendo en cuenta que en estos modelos es necesario realizar
ajustes respecto a los datos de usuarios que no tenían ítems evaluados y su calificación
era vacía inicialmente, lo cual ratifica que una de las ventajas que tiene la recomenda-
ción por filtrado colaborativo aplicando factorización matricial por SVD respecto de las
otras metodologías a aplicar en esta técnica de recomendación se fundamenta en que no
es necesario determinar una característica de vecinos óptimos respecto a todos los ítems
evaluados., evitando así dispersión entre la matriz Usuarios/Ítems vs la matriz de pre-
dicción del sistema.
También es importante resaltar en este caso que, a medida que aumenta el nú-
mero de usuarios y de ítems calificados, el valor del RMSE tiende a disminuir, dado que
se tiene mayor número de datos para la selección de los hiper parámetros que determi-
nan las características principales de las funciones específicas que realizan la validación
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de los datos, las matrices de entrenamiento y prueba, y finalmente para realizar la veri-
ficación del funcionamiento del algoritmo en todos los datos que comprenden el datafra-
me del sistema.
Capacidad de generar la recomendación
En los sistemas de recomendación se reconoce al coverage como la capacidad del
sistema y su algoritmo de generar una recomendación válida y corresponde al porcenta-
je de elementos para los cuales el sistema y su algoritmo puede generar una predicción
(Wei et al., 2017).
Al momento de evaluar la capacidad de recomendación de los modelos propues-
tos, se tiene que el modelo que implementa SVD es capaz de predecir los valores de ca-
lificación de los usuarios de acuerdo a los ítems que comprenden la matriz, partiendo
de la información que se tiene y las funciones especiales que se usan para esta metodo-
logía. De igual manera es importante resaltar que en esta metodología no es necesario
contar con un número amplio de datos de usuarios para determinar las posibles predic-
ciones para cada ítem .
Respecto otro modelo se tiene que es necesario realizar un procesamiento de los
datos que conforman el dataframe del sistema en la matriz Usuarios/Ítems utilizando
únicamente los usuarios que cuentan con al menos 10 ítems calificados, con el fin de
disminuir la dispersión en la recomendación por la gran cantidad de ítems que se tie-
nen sin calificación. Adicional, aunque se optimiza el sistema utilizando una librería con
funciones específica, también requiere de información completa o con poca carencia de
ítems calificados, evidenciando así que no cumple con la totalidad de la capacidad de
generar una recomendación que sea válida, teniendo en cuenta el comportamiento de
los k-vecinos que conforman la base de datos.
Es importante resaltar que se solicita a un docente de Ingeniería Electrónica pa-
ra que de forma manual, como se realiza actualmente, evalúe el historial académico de
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Nota. Se presentan la relación de cursos electivos recomendados por los dos algoritmos
diseñados y la recomendación que realiza un docente adscrito al programa de Ingeniería
Electrónica para 3 estudiantes que conforman la base de datos.
tres (3) estudiantes que conforman la base de datos del sistema y sugiera la recomen-
dación de tres (3) cursos electivos para cada uno de ellos, esto con el fin de obtener una
valoración comparativa entre la sugerencia de un docente y la recomendación que gene-
ra el sistema. En la Tabla 20 se relaciona la información obtenida para los estudiantes
en mención.
Como se evidencia en la Tabla 20, la predicción dada por el sistema tiene un al-
to porcentaje de precisión en la recomendación de los tres estudiantes relacionados en
comparación de la sugerencia que le daría un docente que acompañe y/o asesore al es-
tudiante en el proceso de selección de cursos para su respectiva matrícula atendiendo al
registro académico del estudiante.
En la segunda columna se relacionan los cursos recomendados por el docente, en
la tercera columna los que sugiere el primer modelo propuesto y en la última columna
se relacionan los cursos recomendados por el segundo modelo propuesto. Como se ob-
serva, es este último modelo el que genera una predicción similar a la recomendación
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dada por el docente, evidenciando que el sistema trabaja sobre predicciones de acuer-
do con el historial académico del estudiante en relación con los demás estudiantes que
componen la base de datos del sistema.
Optimización de tiempos y recursos de máquina
El proceso de verificación y comparación de los tiempos de ejecución de cada al-
goritmo propuesto y el uso de recursos de máquina se tiene en cuenta con el comporta-
miento del sistema en la ejecución de cada modelo.
Es importante resaltar que en el caso de SVD, si se presenta una parte de la
programación que se encarga de encontrar los mejores hiper parámetros que se requie-
ren para la configuración de las funciones específicas del algoritmo, evidenciando un
alto consumo de recursos de máquina y de un tiempo considerable para su ejecución.
Pero una vez se tienen los datos de los hiper parámetros, no es necesario ejecutar este
apartado del algoritmo, evidenciando una optimización del sistema en cuanto a consu-
mo de recursos de máquina del equipo y tiempo de ejecución del algoritmo.
Como conclusión relacionada con la optimización de tiempos y recursos de má-
quina, se tiene que el algoritmo que mejor responde antes estas características y del
cual se obtienen a su vez las mejores recomendaciones hace referencia al algoritmo que
implementa la factorización matricial SVD, una vez se tiene a mejor optimización del
sistema con los hiper parámetros que fueron determinados como de mejor desempeño.
Discusión final
Teniendo en cuenta los resultados obtenidos en los desarrollos propuestos y los
análisis presentados, a continuación se relaciona información que representa el análisis
final de los algoritmos y la selección de la propuesta que mejor se adapta a las necesi-
dades del entorno:
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Respecto a las bases de datos se resalta que, aunque para el caso se trabaja con
datos correspondientes a 238 estudiantes, información consignada en la primera ba-
se de datos denominada Usuarios y el historial académico de cada uno que com-
prende la segunda base de datos utilizada en el sistema, toda esta información se
encuentra consignada en un archivo de excel independiente. En el mismo forma-
to se tiene la tercera base de datos que relaciona la información de los cursos que
corresponden a los dos programas académicos relacionados para el sistema de reco-
mendación de acuerdo con la información establecida en las respectivas mallas cu-
rriculares de plan nuevo de dichos programas, teniendo en cuenta también lo con-
signado en los acuerdos de equivalencia actualizados en julio de 2020.
E sta información es utilizada en el algoritmo para crear dataframes de las tres ba-
ses de datos, comprobando de esta manera que la representación de datos en forma
matricial con aplicación de dispersión por medio de la programación con Python
garantizan una reducción en el uso de memoria en un 42.8% y a la vez se logra
una reducción del 20% en el tiempo de entrenamiento.
Como condición particular para este algoritmo, es necesario realizar preprocesa-
miento de los datos, actividad que permite la optimización de la base de datos del
historial académico, evidenciado de esta manera la flexibilidad que tiene el algorit-
mo de organizar la información que se tiene en los dataframes llevando a mejorar
la respuesta del sistema y del equipo en donde se ejecuta la lógica de programación
propuesta.
T rabajar con dos propuestas permite la evaluación de los resultados obtenidos con
los datos que arrojan las métricas de cada uno. Esto a su vez garantiza que apli-
cando diferentes métodos se pueda obtener la mejor combinación de parámetros de
cada modelo, evaluando resultados por medio del RMSE, teniendo en cuenta que
se busca el modelo que garantice el menor resultado. Esto permite que el sistema
genere una mejor respuesta en cuanto se refiere al entrenamiento de los modelos,
y una vez se cuente con dichos valores de hiper parámetros con mejor respuesta,
llevar al sistema a que optimice recursos de máquina y tiempos de respuesta.
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Evaluando la precisión obtenida en cada modelo con respecto al tamaño de la ba-
se de datos de entrada para los algoritmos, se evidencia que el modelo 2 que aplica
factorización matricial SVD entrega como resultado de evaluación de métricas va-
lores más bajos en en comparación con el otro escenario, lo que indica un mejor
rendimiento de este algoritmo. De igual forma se comprueba que el tamaño de la
base de datos de entrada no afecta drásticamente la precisión de los SR aquí utili-
zados para el caso de la evaluación por RMSE.
En términos de optimización de recursos de máquina y evaluación de tiempos de
respuesta se tiene que, una vez obtenidos los mejores valores de respuesta para los
hiper parámetros de configuración en cada modelo, la mejor respuesta también se
tiene con el modelo que aplica factorización matricial SVD se obtienen un tiempo




El desarrollo de este sistema de recomendación surge de la necesidad de liberar
a los docentes de la Cadena de formación ETR de la UNAD en términos del apoyo y
acompañamiento constante a los estudiantes de planes de nuevos de los programas de
Ingeniería Electrónica e Ingeniería de Telecomunicaciones al momento de realizar la se-
lección de cursos electivos en el proceso de matrícula en cada periodo académico, uti-
lizando técnicas de inteligencia artificial que optimizaran el acompañamiento al estu-
diante. Por tanto, con este desarrollo se llega al diseño de una herramienta que permi-
te generar una recomendación al usuario para la selección de cursos electivos y de esta
manera, continuar con su avance en el curso de la malla curricular del programa.
Teniendo en cuenta lo que establece la inteligencia de negocios respecto a los
procesos ETL, se evidencia que este desarrollo aplica el proceso de extracción de datos
y a su vez, aplicando la transformación de esos datos según la necesidad del sistema,
garantizando así el análisis de la misma, aplicando acciones de procesamiento y optimi-
zación de la información. Es importante resaltar que el proceso de ETL que se aplica
en este caso, genera resultados como una relación de sugerencias para los usuarios, evi-
denciado de esta manera listados específicos para cada uno de ellos, siendo información
de gran ayuda en busca de aportar opciones específicas al estudiante para la toma de
decisiones y acciones académicas enfocadas en su avance en la malla curricular.
En lo concerniente a los Sistemas de Recomendación, el documento relaciona un
estudio de literatura de las características generales de estos sistemas y de las diferen-
tes técnicas que existen o se usan actualmente. De esta manera, se sustenta la selección
de la técnica a utilizar en el desarrollo propuesto que corresponde al Filtrado Colabo-
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rativo, resaltando ventajas y desventajas de esta técnica y relacionando las diferentes
metodologías que se pueden aplicar para el diseño de los algoritmos a cargo de estas
funciones particulares.
El objetivo principal de este trabajo está centrado en el desarrollo de un sistema
de recomendación de cursos electivos a estudiantes de Ingeniería Electrónica e Ingenie-
ría de Telecomunicaciones de la UNAD, generando sugerencias a los usuarios o grupo
de usuarios, teniendo en cuenta la forma de abordar el reto de los sistemas de recomen-
dación en términos de optimización de tiempo y recursos de máquina de acuerdo con el
manejo de la información que forma parte de la base de datos del sistema y el problema
del cold-start o arranque en frío, principal inconveniente de los sistemas de recomenda-
ción.
Para el alcance de los objetivos propuestos se tiene como punto de partida ob-
tención de la información relacionada en las bases de datos utilizadas, con su posterior
transformación, preprocesamiento y procesamiento, teniendo en cuenta las característi-
cas requeridas por la herramienta de programación seleccionada y su respectivo lengua-
je, lo cual corresponde al uso de Jupyter Notebook y Python respectivamente. Como se
evidencia en la información relacionada en el documento, esta información se utiliza en
los dos modelos propuestos y se tienen diferentes estrategias, metodologías y/o técnicas
de uso de la información para la generación del algoritmo entrega la recomendación al
usuario.
En este sentido, este documento presenta el desarrollo de dos modelos con el uso
conjunto de dos enfoques importantes para los sistemas de recomendación, de esta for-
ma se tienen en primera instancia las predicciones realizadas a través del enfoque de
Factorización matricial no negativa que estima una métrica de similitud entre los ítems
relacionados en la base de datos, a partir de la cual se obtienen los usuarios que con-
forman el vecindario, es decir, los usuarios más cercanos. El segundo enfoque utilizado
aplica Factorización Matricial SVD utilizando las calificaciones obtenidas por los usua-
rios en cada ítem de la base de datos y de esta forma entrenar un modelo que calcula
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las variables latentes con el fin de generar la predicción de los ítems que carecen de in-
formación. Los dos enfoques son evaluados por medio del uso de las métricas utilizadas
para los sistemas de recomendación y teniendo en cuenta la optimización de tiempo y
recursos de máquina en la ejecución de cada uno.
La evaluación de los modelos propuestos se sustenta en la hipótesis que se tie-
ne de validez de las recomendaciones obtenidas en los sistemas de recomendación por
filtrado colaborativo que establece que, la eficiencia de los algoritmos para estos siste-
mas se fundamenta en la información relacionada en la matriz de de Usarios/Ítems y
la función de similitud que se utiliza para la creación del vecindario conformado por los
vecinos más cercanos. Para lo cual es importante evaluar, desde la información que se
tiene en la base de datos, si el sistema tendrá enfoque colaborativo basado en ítems o
basado en contenido, evidenciando que el enfoque utilizado para este desarrollo es ba-
sado en ítems, teniendo presente que se cuenta con la matriz de ratings o calificaciones
correspondiente.
Uno de los objetivos principales de los sistemas de recomendación es lograr que
el algoritmo propuesto genere una buena recomendación en un tiempo relativamente
pequeño y con el desarrollo del segundo modelo se evidencia que es posible lograr una
optimización del tiempo cuando se aplica factorización matricial SVD.
En el procedimiento de validación de resultados, utilizando el valor obtenido con
el RMSE de cada modelo, se evidencia que los rangos obtenidos se encuentran dentro
de los valores permisibles como indica la teoría, que es un valor inferior a 0.5. Adicio-
nalmente, al momento de comprobar los datos obtenidos con los dos algoritmos diseña-
dos con respecto a la recomendación realizada por un docente de la Cadena de forma-
ción ETR, se evidencia que en el primer modelo propuesto se tiene un porcentaje de si-
militud aproximadamente del 33% y con el segundo modelo propuesto, este porcentaje
aproximado de similitud oscila alrededor del 80%. Con estos datos es posible concluir
que el sistema de recomendación propuesto con factorización matricial con implemen-
tación de SVD genera mejores resultados tanto en el valor correspondiente al RMSE, el
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porcentaje de similitud en la recomendación y el tiempo de ejecución del algoritmo.
Finalmente, se evidencia de manera práctica que, es posible generar por medio
de la aplicación de técnicas de inteligencia artificial, una herramienta que entregue al
usuario una serie de sugerencias y/o recomendaciones sobre los cursos electivos a selec-
cionar, con el fin de dar continuidad con su proceso académico adelantado en UNAD,
teniendo en cuenta las calificaciones obtenidas en los diferentes cursos matriculados, to-
mando como base el historial académico de un grupo de estudiantes con características
similares y que a su vez, aporte a disminuir los trámites de novedades ante registro y
control por selección errónea de cursos electivos.
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Trabajos futuros
En el desarrollo del sistema de recomendación propuesto, se evidenciaron posi-
bles líneas futuras de trabajo a tenerse en cuenta para la mejora del mismo y que pue-
den formar parte de aplicaciones en proyectos futuros.
En primera medida, el sistema propuesto se puede optimizar o mejorar garanti-
zando una base de datos con mayor cantidad de información, específicamente de usua-
rios, dado que se está utilizando información relacionada con estudiantes matriculados
en un centro de la UNAD y estudiantes de algunos cursos electivos y que se encuentran
en un alto porcentaje de avance en la malla curricular, superando el 80% de la malla.
Esta mejora permite que el universo o vecindario creado genere mejores resultados en el
momento de la evaluación del sistema por medio de métricas, garantizando así un me-
nor error en la predicción.
Analizando el proceso de inicialización de las matrices que se requiere para apli-
car la técnica de factorización es importante tener claro que el proceso para encontrar
los valores que garanticen la obtención del mejor modelo es bueno solucionar la selec-
ción del número de componentes latentes que lleven a una disminución en la dimensio-
nalidad y así obtener mejores resultados en la predicción. Por lo tanto, se recomienda
encontrar un método que facilite la elección del número de componentes latentes sin te-
ner que recurrir a pruebas, teniendo en cuenta que la base de datos puede ir en aumen-
to.
Los dos algoritmos desarrollados corresponden a un sistema de recomendación
de matrícula centrado en cursos de tipo Electivos, con el fin de complementar el siste-
ma es conveniente implementar en el algoritmo los comandos que le faciliten la reco-
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mendación de cursos Obligatorios al estudiante teniendo en cuenta su avance en la ma-
lla curricular del programa de formación matriculado en la universidad y, de esta mane-
ra, recomendar al estudiante la matrícula de acuerdo con el desarrollo de su programa
de formación, sus calificaciones y posibles líneas de trabajo.
El sistema propuesto, en sus dos modelos, implementa la técnica de filtrado co-
laborativo, lo cual hace que el sistema no genere una predicción totalmente cercana a
una recomendación analizando diferentes puntos de vista, por lo cual es importante
combinar este algoritmo con recomendación basada en contenido, analizando las carac-
terísticas puntuales de los diferentes ítems que conforman la base de datos del sistema,
esto con el fin de ampliar las opciones de recomendación relacionando temáticas que
sean de mayor afinidad para el usuario, logrando de esta manera la obtención de un al-
goritmo de un sistema de recomendación híbrido, que como lo indica la teoría expuesta,
son los mejores algoritmos para los sistemas de recomendación.
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