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CHAPTER - I 
I N T R O D U C T I O N 
The founding era of the sui^ject came in the tv;entieth 
century as a r e s u l t of the impetus of c l a s s i c a l s t a t i s t i c a l 
theory . I t was also a stage of the influence of Karl Pearson, 
co r re la t ion theory provided the necessary t oo l t o analyse 
s t a t i s t i c a l r e l a t i o n s h i p s in economics. Once economics 
learned mult iple co r re l a t ion analysis^ they have never slowed 
down the generat ing of l e a s t squares regress ion r e s u l t s . Now 
i t i s so easy to generate l e a s t squares regress ion equations 
Dy the dozens t h a t almost every p rac t i she r s professional 
or r e s e a r c h e r ' s work contain a l i n e a r mul t iva r ia te s t a t i s t i c a l 
equation complete with standard e r r o r s , mult iple cor re la t ion 
coeff ic ient and s e r i a l co r re l a t ion s t a t i s t i c s , 
co r re l a t ion theory was the bas ic s t a t i s t i c a l tool for 
the pioneering work of ^enry "^^ oore Cl9l4^, ^enry Schults ( l938), 
Paul Donglas (l928) and Jan Tinbergen (1939), Raguir Frisch 
(1934) pushed the regression aspect of the subject much deeper 
and ra ised important conceptual i ssues as done e a r l i e r by 
Elmer working (1927), iJie works of these scholars mark the 
beginings of formal economatrics. 
In the e a r l y 1940's the modern era of econometrics 
commenced with the important con t r ibu t ions of T, ^aavelmo 
(1943, 1944) and A. Wald (l943^ . They formulated the economic 
problem in terms of the theory of s t a t i s t i c a l inference . 
From t h e i r con t r ibu t ions the subject of econometrics has 
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a c t u a l l y become a specia l branch of mathematical s t a t i s t i c s . 
The r e s u l t s of Haavelmo and wald were extended by 
Koopmaus, ^'arschal/ Hurwicz, Anderson and o thers ^1950) 
during the l a t e 1940's and ear ly 1950'b. Ihe ro l e of econometrics 
has been fur ther subs tan t ia ted a f t e r the pioneering work of 
Lord j . K . Keynes ( l936) , In the 1950»s other was some consolida-
t i on of r e s u l t s . Application to model bui ld ing were made^ but 
fev; new techniques were developed. Except Oliei l 's work on 
two stage l e a s t squares , the decades was general ly one of 
appl ica t ion with steady growth in the sxibject. However from 
1960's the s i t u a t i o n was reversed . New est imators were obtained 
new methods of lag d i s t r i b u t i o n s were explored, the methods 
of spec t ra l ana lys i s were introduced into econometrics, model 
bui ld ing became more ambitions, estimated models were being 
used by many publ ic and pr iva te bod ies , old vagging problems 
of n o n l i n e a r i t i e s were overcome. The recent prominent contr ibutors 
in the f ie ld are Henri Thei l , P.M. F isher , A.S, Goldberger, 
J.R.Klein J, Durbin and A, Ze l lne r , 
In the post world war - I I per iod, economist nave fai led 
s u f f i c i e n t l y confident of t h e i r t h e o r e t i c a l s t r u c t u r e to 
extens ive ly u t i l i z e d a seperate braoh of econometrics to 
r e l a t e economic theory d i r e c t l y to observa t ions . However the 
r e s u l t s of applied econometric research have not been p a r t i -
cu l a r ly impressive. I t i s believed t h a t with so massive and 
and sophis t ica ted s t a t i s t i c a l machinery general ly indi f ferent 
r e s u l t s have been obtained and strlosing example i s la rge 
sca le micro econometric model, A major d i f f i c u l t y with assessing 
applied econometric research i s t h a t obtaining imperical 
r e s u l t s i s a complicated in t e rac t ion of bringing economic 
theory to d a t a . Thus in d i f f e r en t performance may r e s u l t 
from several problems l i k e in adequate development of new 
c l a s s i c a l theory, agr igat ion problem, subs tan t i a l e r r o r s in 
d a t a , in adequate development of econometric theory . The l im i t a -
t i o n s of econometric theory are important to bear in mind for 
applied econometric r e s u l t . However econometric theory can offer 
much to the broder f i e ld of econometrics, p a r t i c u l a r l y if i t s 
development s tays in touch with t he needs of changing economic 
theory . Thus, continued development of econometric theory v;ill 
be an indispensable aid in very f i n e , re fu t ing , and re f in ing 
economic hypothesis as they a r i s e . 
Empirical researchers are often confronted with the 
problem of making choices among a l t e r n a t i v e s t a t i s t i c a l 
models of the process tl:iey are i nves t i ga t i ng , \^at var iables 
should be ioluded in a regression equation? v^at e r r o r s t ruc ture 
i s appropriate for the model? Some such issues may be mainly 
ones of s t a t i s t i c a l " t i d ine s s " within the framework of a 
fixed Substantive model or maintained hypothesis , however, 
problems of comparing a l t e rna t i ve or r i va l t heo r i e s also ar ise 
Examples are the comparison of simple Quantity theory models 
with simple Keynesin models by Friedman and ftsiselman (1963) 
and the comparison of a l t e r n a t i v e investment t h e o r i e s by 
Jorgenson and S iebe r t Cl968)• 
In many such s i t u a t i o n s , conventdnal s t a t i s t i c a l 
methods offer l i t t l e guidance since these procedures assume 
t h a t the model i s given. In cases where the spec i f i c a l t e rna t ive 
models can be nested in a mere genera model standard estimation 
add t e s t i n g procedures, both bayesian and non-Bayesian, can 
f r u i t f u l l y be employed. Often however^ such general models 
do not read i ly presen t themselves and other cons idera t ions may 
d i c t a t e against t h e i r use . 
In recent y e a r s , econoraetricians have shown an increasing 
i n t e r e s t in the problem, of model se lec t ion and t e s t i n g model 
spec i f i ca t ion , one important tpp ic considered in recent works 
is the tes t ing of non-nestedja or sepera te models. Non-nested 
econometric equat ions may a r i se from aii-rerences in opinion 
about the appropriate s t a t i s t i c a l modeling of a r e l a t i o n s h i p 
suggested by an economic theory or from the ex i s tence of 
competing economic theor i e s about the determination of the 
va r i ab l e under cons ide ra t ion . 
The s t a t i s t i c a l analysis of non-nested r e l a t i o n s h i p s 
can be conducted with a view to e i t h e r model t e s t i n g or model 
d i sc r imina t ion , within the c l a s s i c a l framework t h e i r are three 
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a l t e rna t i ve general approaches to t e s t i n g nested model. These 
approaches are the use of spec i f i ca t ion er ror t e s t , the ortiiodox 
or comprehensive model method in which the non-nested equations 
are ernbedeed in a general s p e c i f i c a t i o n , and the use procedures 
b a s e d upon t h e s e m i n a l papers by Cox ( 1 9 6 1 , 62) and Atkinson 
(1970) , 
This d i s s e r t a t i o n is an attempt to c o l l e c t and discuss 
the available research mater ia ls on the problem of model 
se lec t ion discussed above. One of the basic objec t ives here is 
to organise in a systematic manner the c l a s s i c a l and the 
recent developments in t h i s a rea . Also, an attempt has been 
made to podt out some problems which are s t i l l remained 
unsolved or which used further inves t iga t ion and research . 
Chapter two deals with the model se lec t ion procedures 
based on the p& spec i f ica t ion e r ro r t e s t s . The c l a s s i c a l 
approach and the assumption underlying the method have been 
d iscussed . Both Bayusian and non-Bayesian metliods have been 
included to make i t as comprehensive as poss ib l e . F ina l ly , 
evaluation of econometric models has been discussed which 
includes both parametric and non-parametric eva lua t ions . 
The l a s t chapter contains a tretment of the methods 
based on information theory developed more r e c e n t l y . Also 
included is the Bayesian approach which depends on the poster ior 
p r o b a b i l i t i e s . F ina l ly an attempt has been made to compare 
these two model se lec t ion c r i t e r i a . As far as i t was poiioible 
recent cont r ibut ions to the nroblem have been included. 
CHJ^PTER~II 
PROBLEM OF t^DEL SELSCTION •. CIASSICAL APPROACH 
The problem and its Popular Solution 
In econometrics, like in other scientific disciplines 
we are facing some problem to choose between the models 
considering both the deterministic and stochastic parts of 
a specified relation. The most popular procedure for this 
problem is to check the regression coefficients for their 
"plausibility' and then to select that model which has the 
least residual variance, or equivalently, the one which has 
the highest multiple correction coefficient for the loss of 
degrees of freedom. The suggestion to solve such a problem 
by using residual variance as a choice criterion gives rise 
•on average' to the correct choice given that the following 
two conditions are fulfilled. Firstly, the alternative nxsdel 
considered should be the "true model". The "true model" is a 
model which describes the characteristics of the population 
from which the sample data are to drawn. Thus the "true model" 
is defined with respect to a given population. Note that this 
definition of 'true model' does not prevent the possibility 
that there may be many "true models" for a given population. 
If more than one "true model" exists for a given population 
then each is observationally indistinguishable from the others, 
The definition of "true model" defined above depends 
upon the statistical concepts of a "population". Which must 
i t s e l f be c»f defined i f the above de f in i t ion i s to have 
any meaning. 
Second the explanatory v a r i a b l t s enter ing the spec i f i -
ca t ion of the models shoulda a l l be fixed in repeated samples. 
Before we comment on t h i s commonly used procedure i t 
should be made q u i t e c lear t h a t i f we were to choose among 
nested models, the use of R, the adjusted mul t ip le co r re -
l a t i o n Coeff icient defindd by t h e i r , as a c r i t e r i o n i s not 
only dispensable but can also be misleading. 
Consider a model with K-1 r e g r e s s o r . I t can be seen 
t h a t 
n - k + 1 '^ 
where R. and Rj._-| are the adjusted mult iple c o r r e l a t i o n 
Coeff icients for themodftls k and k-1 explanatory var iables 
r e spec t ive ly , and t. i s the estimated t - r a t i o of the added 
v a r i a b l e . 
If there i s any j u s t i f i c a t i o n for the use of R of a 
d iscr iminat ing c r i t e r i o n i t i s only when ther:models are 
not nested. I t i s important t h a t any choice c r i t e r i o n should 
s e l e c t the t rue model a t l e a s t as aany other model. I t i s 
poss ib le to cons t ruc t a great number of s t a t i s t i c s which 
are a l l of quadra t ic form in the ordinary l e a s t squares 
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\,0L5) res idua l s and a l l s a t i s fy t h e i l ' s propeirty, but each 
implies a d i f t c r e n t magnitude for the p r o b a b i l i t i e s of e r ro rs 
of type I and I I in a given app l i ca t ion . Consider the two 
models 
H^ : y = Xb^ + u„ 
O ' 0 0 
Hj^  : y = Zbj^ + Uj^  
where H is the 'true model' with ECu^) = 0 and E (u^u'^) = 
0 ^I, Matrics X and Z are n x k, and n x kj^  observation 
matrics of the explanatory variablfs of models H and H, 
respectively and y is the n x 1 observation matrix of the 
dependent variable. 
Now consider the following two statistics 
Si = e^ w^e^(i =0, 1) ..., ^^.z) 
where W and W, are n x n symmetric non-n g a t i ^ e de f in i t e 
matrices whose elements depend only matr ics x and z respec t ive ly 
vector ei i s the OLS r e s i d u a l vector of the S i t h model. 
Under the assumption t h a t H i s the t r u e model follows 
o 
t h a t 
,^= Vo 
^1 = W^% -^  *^ 2 ^ ^o •••• C^'X^ 
where 
Mx = I - X (X'X)"-^ X and M^  = I - Z (Z'Z)*-^, 
using the above r e s u l t s in and taking expectat ions we get 
using the above results in and taking expectations we get 
E(SQ) = 6'^ Tr (Mx WQ) 
and E(S^) = 4 Tr(M^W^) + b^ X' M^W^ M^Xb^, 
where Tr denotes the t race of a mat r ix . 
To prove T h e i l ' s c r i t e r i o n , namely t h a t 
E<S )-^ E(S ) , with be Tr (M Wj = Tr (M W ) which, without 
loss of gene ra l i t y can also be wr i t t en as 
Tr (M W ) = Tr (M w j = 1 . . . . ( a -^^ 
X O i^ 1 ^ 
All satisfy the single relation ("Z'S), which provide us with a 
great number of statistics all are equally plausible. 
Other important criteria of 'thif ' procedure is 
the notion of the "true model". For expecting a correctly 
specified model there is no any theoretical justification, 
the classical regression models are made, not because they 
are optimal from tne economic theory point of view, but they 
are entremely convenient for estimation and hypothetis 
testing purposes. The mort convenient may of choosing aiong 
alternative models as an hypothesis testing rather than arbi-
trary definition of what the "true model" should be. In the 
light of these lines use will discuss the problem o± hypothesis 
testing in the case of non-nested models. 
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. ALTERINIATIVE AVAILABLE PROCEDURES FOR TESTING NON-
NESTED MODELS : 
In so many economic app l i ca t ions the models tha t 
we e ventiially encounter are opten non-nested in the sense 
t h a t they have separate parametr ic famil ies and one model 
can not be obtained from the o ther as a l imi t ing p rocess . 
In such cases the c l a s s i c a l l i k e l i h o o d - r a t i o t e s t 
procedure w i l l not be cor rec t and other su i t ab le methods 
of t e s t i n g have to required. 
The f i r s t procedure i s to s e t up a comprehensive 
model which includes both of the competing models and then 
to apply the l ike l ihood r a t i o t e s t s . The weakness of t h i s 
procedure i s t h a t there are many ways of construct ing a 
comprehensive model out of any two a l t e r n a t i v e s and t h i s . 
I f • we denote the l ike l ihood functions of the two models 
t>y t ^ ( ' ^ / y ) a n d l ( ^ / y ) r e spec t i ve ly . The general foram 
of comprehensive m^del i s 
L ( c ^ , ^ , © / y ) = f ( LQ, L^ , ©) 
where f can take many different forms as long as /Fdy = 1, 
One way of making a comprehensive model out of L and 
L^ is to take L to be proportional to an exponential combina-
tion of Ig and L - this form was suggested by CoX{3) 
(when 0^+e^ = 1) and then extensively used by Atk-inson(l) . 
This type of exponential form in the case of normally 
distributed regression models will result in a comprehensive 
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model which involves all the regressors as its explanatory 
variables. 
But if the result shows that both the models should be acceptec 
or rejected this type of setting for a comparehensive model 
will fail to give us any conclusion. It is only possible 
when one of t..e rival hypothesis is rejected and the other 
accepted. The main weakness of this procedure is due to 
high degree of millticollinearity present in the set of 
explanatory variables. e,g. A "Proxy" is required to select 
from a number of plausible alteraatives in an analysis. 
The use of all the proxies to form a comprehensive model 
in the hope of choosing the most suitable one is almost fail 
since there is overwhelming degree of multicollinearity 
am one them. 
For an alternative approach take Bayesian point of 
view and look at the posterior odds of the models Runder 
consideration. This approach become very popular in econo-
metric research, but it has two drawbacks. First, the 
posterior odds will in general critically depend upon the 
prior capabilities of the models and the parameter in small 
samples. Second, the approach is based on the restrictive 
requirement that the rival models considered should 
exhaust all possible relevant models. 
The third procedure for testing non-nested hypothesis 
is due to CDx(2,3) who derives the asymptotic distribution 
of a test statistic based on the Neyman-Pearson likelihood 
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r a t i o , cox's procedure i s a l so expanded by walker to purely 
non-de terminis t ic time s e r i e s models. This procedure, as we 
know, has not been u t i l i z e d in analyzing economic data and 
seems to be unknown to many econometricians who deals v;ith 
non-nested models. 
Model Select ion through Speci f ica t ion e r ro r t e s t s : 
The use of econometric models general ly involves ex t ra -
po la t ion , knowledge of the s t r u c t u r e of the system is therefore 
e s s e n t i a l , A high mult iple co r r e l a t i on coe f f i c i en t value usual ly 
provide an adequate c r i t e r i o n for choosing between a l t e r n a t i v e 
models, a high co r re l a t ion value in the econometric case is a t 
bes t an uncerteiin guide. In deed, the problem i s to choose 
between the models each of which provides "a good f i t " to the 
da ta ; An example is provided by Ramsey and Zarembka (1971). 
To consider th i s problem a t t e n t i o n wixl be given to 
the s ing le equation l i n e a r regress ion model, s ince the complex 
issues involved in the non l i n e a r extensions of the theory' are 
bes t understood in terms of the l i n e a r model. I t i s assumed 
through out t h a t the d is t rubrance terms a re independent over 
the sample space. I t is a l so assumed t h a t one has only one 
non-exper imental ly-control led sample of modest s i ze so t h a t 
i t e r a t i v e search s t r a t e g i e s (Box and Lucas, 1959) and sequent ia l 
metnods (BOX and H i l l , 1969) are not a p p l i c a b l e . The analys is 
of evaluat ion c r i t e r i a for large sca le econometric macro 
model is considered l a t e r . 
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Sc«ne Examples of Specif icat ion Errors and Their Effects 
on Inference s 
Ccnsider the following models : 
y = xp + u . . . . ( X ' 0 
where y Is an Nxl regress and vector, X is an NXK 
nonstochastic regress or matrix of rank , B is a Kxl vector 
of regresson coefficients, and u is an IS Nxl vector of 
independent disturbance terms identically distributed as 
normal with mean zero and variance (T . Only summary results 
are given for detail consult Theil (1957), Ramsey (1968a, 
1969), Richardson and Wu (1970), and Goldfeld and Quandt 
(1972). 
Under the alteranative hypothesis, the specifica-
tions of the true models which would give rise to these 
errors when equ.(1) is used are 
y = x/^  + 2L9 + V 
y = z P + v 
y = z ))+w + v 
y = y.0 + \r~ 
y - x^.+ V, ^^  .-^.^ 
y = z it/ + V 
N (0, (T^-a) 
.('•2/^) 
14 
In model ( the specification of y,x» and B are the same 
as in Equation(i-'^  ) Z is an N x { non-stochastic regressor 
vector/ y is the corresponding coefficients and v is 
distributed as N( jH, <^ 1) , In model {26), where 2 is non-
stochastic and v is distributed as N {^ /^ I) , then one 
would have a misspecified model in which the misspecifi-
cation is that of incorrect functional form of the regressois 
tn {2f) , ut y be an Nxl regress and vector, Z and N x k, 
nonstochastic full rank matrix of regressors with r the 
corresponding coefficient vector, W an Nxk2 stochastic 
matrix of regressors of rank K in observed samples with 
the corresponding coefficient vector, and let v be the 
Nxl vector of disturbance terms distributed as N (0, <f' I) 
are statistically dependent. In (2&) all the specifications 
made for model(M) are correct except that (f is 
assuir.ed to be diagnoal. In equation (2,5)* all the speci-
fications made for model ^ J^^ ) except for the normality of 
the disturbance terms. The last specification error is 
illustrated in terms of the simple formulation given in 
eqn. ( I'd) where K = 2. 
Specification Errors in Systems of Linear Equations : 
The identification problem and specification 
errors are closely interrelated whether a coefficient 
should be specified as zero or nonzero in an equation 
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is one of omitting or including a variable. Specification 
error effects can be transferred across equations with 
estimators that use more information then is contained in an 
isolated equation. This type of error may affects the iden-
tiflability of the equation being estimated and that of the 
entire system. 
The conelusions drawn by Cragg (l968) fron his small 
scale sampling experiments are tentative and indicative. The 
main conclusion was that the incorrect omission of variables 
led to inconsistent estimators with a marked increase in the 
dispersion of the estimates, k-class estimators in correctly 
specified equations appeared to be less affected by errors 
in the rest of the system than full information maximum like-
lihood estimators (FIML) and three stage least squares (3 SLS) , 
The incorrect inclusion of variables has serious effects 
on the consistency of the estimators. FIML was the estimator 
most affected by this problem, 
pjc^ It is important to have some idea about the relationship 
between various models and distinguish between relevant and 
irrelevant differences. It is useful to define an equivalence 
class of models, say M, the class M can be constructed in the 
following way. Suppose F(y/X/J2>) designates a probability 
distribution function whose arguments are a vector of random 
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v a r i a b l e y, a vector of nonstochast ic condit ioning var iab le 
X, and a vector of parameters © where ^ i-^-^, ;K. «£• x and 
Q k.<0. The spec i f i c t ion of F( «- ) includes specifying the 
s t r u c t u r e of the s e t s y,X/ and 0. 
The function F( ' ) defined on some s\±)set of the 
ca r tes ian product of y, x, and ( 3 (defines a s e t , say F, 
which i s known in economics as a model. The c l a s s n i s the 
se t of a l l s e t s isomorphic to the s e t F, I t w i l l be reca l led 
t h a t t\Ju sets a re said t o be isomorphic to each other i f 
they are r e l a t ed by an isomerphism, 
A simple example w i l l c l a r i fy t h i s no t ion . One might 
specify the model y = © x v, where v i s d i s t r i b u t e d as In 
normal. An isomorphism of t h i s model i s Iny = ln©^nx + Inv, 
where Inv i s d i s t r i b u t e d normally. 
Here three cases of a l t e r n a t i v e models have been 
discussed. I f M and lA^ denote tv;o c l a s ses of models, then 
one must consider M^  ^ M ,^ lA f^n^ ^ fi, and M n ^2 ~ ^* ^^ ® 
f i r s t s i t ua t ion i . e . M^  ^^2 ®^ ^^^ s imples t . For example, the 
c l a s s M might be generated by the cobb-Douglas production 
function and M^  be the CES production function. The re la t ion 
ship between a spec i f i c c l a s s of models M and a more 
general c l ass M„ i s expresed in terms of the above by M C M 
The re jec t ion of i'i^ implies the re jec t ion of M , but not 
v ice ve r sa . 
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Second case, M ^ M ^ ^ can sometimes be reduced to a signi-
ficance test on a parameter or parameters. For example, M 
might be generated by the CES production function and M^ by 
the variable elasticity of substitution (VES) production 
function. See for example, Revankar (1966) and Ramsey (1968b) 
in which the econometric implications in distinguishing 
these two models are discussed. There is no simple relationship 
between the two models in trie sense that the rejection of one 
implies the rejection of the other. This situation provides 
the most challenging problems in model discrimination. The 
successful discrimination between between such models demands 
careful attention to the regressor space X over which the 
models are to be compared. Over the sxibspace of X from which 
the observations are taken M, = M^ , but that over the sub-
space of X over which the model is to be used, M /^ M« = 0 
The last case is the most interesting and is designa-
ted by COX (1961) and Atkinson (1970) as that of "separate 
families" that is, the case where M M- = ji. 
The above distinctions between the classes M, 'and M2 
cannot in general be made for amy space X and (3 , but 
must be made relative to some specified pair of spaces X and 
(^^ . Restricting attention to the set X for the moment, it 
is clear that whether M = M^, M CM^, M /I M^ j^ 0 or M /) M-
IS 
= J2) will depend upon the set X, 
There is a lot of examples of this problem in econometric 
analysis. Suppose one wishes to discriminate between a cobb-
Dougles and a CES productic»i function both with constant 
returns to scale. One's interest centres in the changes in 
optimal input ratios to changes in relative prices. If, how-
ever, one's data are restricted to observations along the 
expansion path, i.e. Xo is a restricted subspace of X so 
that relative to Xo Jd. = M , one obviously cannot discrim-
inate between the models on the basis of these data. 
Hypothesis Tests and Methods of Model Discrimination : 
The difference between hypothesis testing and discr-
mination is of interpretation and strategy. In testing, the 
null hypothesis is one that is believed to represent the 
true state of the world and the alternative hypothesis is,? 
as it were, the next most likely alternative. Under such 
circunistnces, one is willing to reject the null in favour 
of the alternative only if an unlikely event were to occur; 
otherwise, the K test provide additional confirmation of 
the hull hypothesis. The critical region is cBiosen in such 
a way that the null hypothesis will not be confirmed only 
if an event occurs which under null hypothesis is unlikely. 
The objective of discrimination procedures is diff-
erent to that of testing. In this situation, one is not 
committed a priori to any of the alternatives. The objecti\e 
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i s t o choose t h e most l i k e l y a l t e r n a t i v e when d i s c r i m i n a -
t i n g between a l t e r n a t i v e s , t h e s p e c i f i c a t i o n of n u l l and 
a l t e r n a t i v e h y p o t h e s i s space . 
The main problem i s how t o e x p r e s s an o r d e r of 
p r e f e r e n c e among t h e a l t e r n a t i v e s see Barnard ( l967 , P . 2 7 ) . 
There a r e t h r e e subcases of d i s c r i m i n a t i o n . F i r s t , 
frcxn t h e o r e t i c a l a n a l y s i s or p r i o r e m p i r i c a l i n v e s t i g a t i o n , 
one may be c o n f i d e n t t h a t one of t h e a l t e r n a t i v e models i s 
c o r r e c t . This case might be c a l l e d "Strong r e l a t i v e d i s c r i -
m i n a t i o n " . 
A p o t e n t i a l l y u s e f u l p rocedure in t h i s s i t u a t i o n 
i s f a s e d on t h e i d e a of the maximum l i k e l i h o o d r a t i o , how-
e v e r a s noted by Cox ( l 9 6 l ) , Barnard (1967) , and many othejs . 
This procedure i s j u s t i f i e d only when Sfi C M-. The more 
i n t e r e s t i n g and c h a l l e n g i n g ca se s of s e p a r a t e models , M 
M = j2i, and i n t e r e s t i n g models, M, Vi j^ j6 a r e t h e more common 
in occurence . 
Suppose t h e p . d . f . ' s of t h e K a l t e r n a t i v e models 
t o b e cons ide red a r e denoted by f i ( y / G i . ) , . = l , 2 . . . . , k . 
Le t be t h e l i n e a r space de f ined by 0 < ^ . SX, Z A^ - I 
and l e t F(y/>, ) = Z ^ . f (y/G.) fo r some 
The l i k e l i h o o d func t ion i s 
N L (A , ©i , i = 1 , 2 . . . k ) U ^'^'^' 
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and let its supremum over ( , ©. xi = 1,2, k) be 
denoted by L*. Consider the maximum likelihood ratio sta-
tistic li defined by 
i i = z fi ( y . y e \ 
j = i ^^ ^ 
where ©. i s the maximum l ikel ihood est imate of ©^  on the 
assxjmption ^ . » 1. 
The second s i t ua t i on involves l e s s p r i o r information 
in the sence t h a t one does not assume t h a t one model i s t rue , 
but one wants to i n f e r which model i s "most l i k e l y " to be 
t rue r e l a t i v e to the o thers under cons idera t ion . This case 
might be labeled "weak r e l a t i v e d i sc r imina t ion" . 
The t h i r d s i t ua t i on involves no assumption t h a t one of 
the model i s t r u e , bu t does assum t h a t one i s » wi l l ing to se t 
an "absolute" standard of r e j e c t i o n . In the former t h i s s i t ua -
t ions of r e l a t i v e discr iminat ion one, and only one, model 
i s chosen in each ins t ance . This case might be labe l led 
"absolute d i sc r imina t ion" . 
Some spec i f i ca t ion Error Tests for the Class ica l Linear 
Model : 
The d i s t r i b u t i o n a l p rope r t i e s of OLS res idua l sa re well 
known and the e f fec t s of spec i f ica t ion e r ro r s were discussed 
in the f i r s t s ec t ion . The d i s s a t i s f a c t i o n with OLS res idua ls 
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in the classical linear regression model is that tinder the 
null hypothesis of no specification error, the residual 
vector has a singular distribution with a nonscalar covariance 
matrix whose elements are functions of the regressors. 
A general class of residuals in linear regression 
models is defined with respect to obthonomal base, p Putter 
(1967). 
An orthonormal residual vector is defined by 
V = A' y = A' u 
for any (N-K) X N matrix A* satisfying 
A'X = )Z), A«A= 1^^^ .^^ 
If the disturbance term vector defined in equation 02.'^ ^ is 
distributed as multivariate normal then the (N-K) dimensional 
vector V is also distributed as multivariate normal with null 
mean vector and scaler covariance matrix. 
Theil's (1965) BLUS residual vector Cu) is a special 
case of orthonormal residuals in that u is obtained by finding 
that matrix that subject to the restrictions in equation (b) 
is a solution to 
rain E iu' (A-j)uf = u ^ ^ min / N-K-tr(A* J)/ 
where (A-J)'u denotes the "error in predicting" u, J is an 
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NX(N-K) matrix which is obtained by deleting K columns 
from the identity matrix Ij,. 
The relationship between theil and O .S residuals is 
given by 
ll. = uOu •... ('X-'//) 
where 0 is an orthonormal basis and the matrix u extracts 
the (N-K) rows of 0 that correspond to the non zero eigen 
values of M. 
In Ramsey (1969) it was shown that for the models 
specified in equation {^'O) to ( X'/) the use of equation 
as the true regression model leads to a BLUS residual vector 
u distributed as (N-K) variate normal with mean vector 
given by A'<o , where 4> is a nonstochastic vector. The mean 
vector of u can be approximated by 
A'^ = a^ + a^q^ * o^ q2 + (^.(7) 
where the (N-K)x 1 dimentional vectors q. = j = 1,2, 
are defined by 
q. = A'^ J^-^ 1^  , J = 1,2 (,..,;?; 
the vector y is the vector obtained by raising each 
element of the estimated vector of the conditional mean of 
the regress and to tne J+1 power. 
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Discriminating Among Al te rna t ive Mcxiels : 
Bayeslan and Non-Bayeslan Methods : 
The ana lys i s dea ls with the comparison o£ econometric 
or s t a t i s t i c a l models.yttie r e l a t i onsh ip between econometric 
models and t h e o r e t i c a l models. Theoret ical models typ ica l ly 
involve some degree of abs t rac t ion from r e a l i t y . Econometric 
or s t a t i s t i c a l models r e f l e c t s t h i s a b s t r a c t i o n . The question 
in model se lec t ion i s "which model among those being consi-
aered the bes t in some s t a t i s t i c a l sense?" The term "correct 
model", which appears often in model-selection analyses, 
both s t a t i s t i c a l and substant ive cons ide ra t ions . 
Substantive theory depends upon the problem of 
compairing s t a t i s t i c a l model in another important way. The 
development of new theo re t i c a l models perhaps combining or 
genera l iz ing models t h a t had been viewed as separate one, may 
a l t e r the model space, the se t of s t a t i s t i c a l models to be 
compared. 
The procedures discussed here provide methods for 
s t a t i s t i c a l inference in such s i t u a t i o n s . 
1, Non-Bayesian Methods for Discriminat ing Among Models : 
Here we consider non-Bayesian procedures for d i sc r imi -
na t ing among a l t e r n a t i v e s t a t i s t i c a l models. We emphasize 
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tlieir application to the problem of choosing among linear 
models. 
These procedures fall into three categories. First 
consists of these procedures that use informal decision rules. 
Second includes those procedures that employ classical hypo-
thesis testing theory to discriminate among models. We place 
emphasis on recent developments by Cox (1961, 1962) for 
testing separate families of hypothesis. Finally, Kennedy and 
Bancraft (l97l) have ]SE labeled this subject as the analysis 
of specified models. 
Hypothesis Testing Procedures : 
Several procedures have been deveped to choose a model 
that fit into the classical hypothesis testing framework. 
Earliest one is a study by Hotelling (l940), which deals with 
the problem of selecting variables for use in prediction, 
Healy (1955) and williams (1959) give additional discussions of 
the procedure. 
Motelling test is a pplied to the following problem 
Suppose interest centers in predicting y using a linear 
forecasting equation and that two predictor variables, x. 
and y. , are available. For reasons of economy, only two 
models are being considered. These are 
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The problem is to decide which of these two models to use 
to estimate the forecasting equation. 
Motelling develope a test to indicate the signifi-
2 
cance of the difference between the R , is these two 
models. 
Mote l l ing ' s t e s t i s based on the s t a t i s t i c 
t = (r^ - r^) f (T-3) (1 + r^)]^^^ 
K 2D / 
where r and r are the sample correlations between y and 
X ' and X <. respectively, r is the sample irrelation between 
X, and x_, T is the sample size, and 
•1 r^ rj 
1^2 r„ 1 
The s t a t i s t i c has a s tudent d i s t r i b u t i o n with T-3 degrees of 
freedom under the hypothesis t h a t both x^ and x^ are equally 
c o i i . l a t e d with y, 
Hotel l ing genera l izes t h i s r e s u l t by der iving a 
s imi la r t e s t t h a t can be applied to the problem of choosing 
one p red ic to r from among three or more a l t e r n a t i v e s . 
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The following i l l u s t r a t i o n of t h i s procedure can be 
found in Malinvand St (l970) and Goldberger (1968), Suppose 
one i s contemplating two theo r i e s of the consumption function. 
' 't = Po -^  ^ivt + h yt-1 ^<ft 
* 
^t = Po -^  ^1 yt ^ h V i ^jt 
where C and y are the levels of consumption and income 
respectively at time t. One can form the following general 
model of the consumption function that embodies both of 
these specific models ab special cases : 
C. = P ** „•* * • ** _ ^** 
o^ -^  ^1 yt + 2^ yt-i -^  3^ ^t-i + / t 
it* 
This model specializes to model 1 when B = 0 ; Similarly, 
icit 
for B = 0 , model 2 is obtained. One can test which of the 
to alternatives is correct by testing the hypothesis that 
** ** 
B = 0 and B = 0 . 
This procedure does not always yield a clearrcut 
decision. There are four possible outcomes for the above 
tests. 
Possible Test outcomes 
Outcome 
1 
2 
3 
4 
** 
H : ^ 2 = ° 
Reject 
Accept 
Rej ett 
Accept 
** 
Accept 
Reject 
Reject 
Accept 
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It one of the first two outcomes occurs either model 1 
or model 2 is selected. If last two outcomes occurs an 
unambiguous decision is not obtained. One is inclined to 
interpret these outcctnes as evidence in favour of or against 
the general model, A joint test of the hypothesis that 
B ~ f-x ~ ^ "^ y^ lead to conclusions contrary to thoee 
suggested by the outcomes of the seperate tests for ^^ = 0 
*• 
and f> = 0. 
The main aspect of Cox's ana lys i s , namely, the study 
of the asymptotic d i s t r i b u t i o n of a function of the generalized 
log- l ike l ihood r a t i o in the case of non-nested hypotheses. Ke 
S/-OWS t h a t t h i s s t a t i s t i c i s asymptot ical ly normal computes 
the mean and var iance of the asymptotic d i s t r i b u t i o n , and 
ind ica t e s how i t may be used to t e s t for depar tures fron H 
in t he d i rec t ion of Vi^, He a l so works out the form of the 
s t a t i s t i c in some spec i f i c problems. 
Cox's t e s t may ind ica te one of th ree outcomes: 
( l ) consistency with H, (2) depar ture from H in t h e d i rec t ion 
of Vi^, or (3) depar ture away from Hj, Moreover, the t e s t i s 
not symmetric in he hypotheses,when H ins tead of H i s made 
the reference ]a hypothes is . 
Dhrymes e t a l , (1972) ou t l ine the computation of 
Cox's s t a t i s t i c s for the case of two l i n e a r models with 
d i f f e r en t explanatory v a r i a b l e s , Pesaran (1972) performs 
a s imi la r computation and a l so considers the case in which 
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the l i nea r models have s e r i a l l y cor re la ted e r r o r s . He a lso 
employs the procedure to compare models of U.S. demand for 
imports . 
pavesjan procedures for Comparing and Choosing among 
Al te rna t ive models ; 
The fundamental fea ture of Bayesian s t a t i s t i c s is the 
use of p robab i l i t y to measure uncer ta in ty even in s i t ua t i ons 
in which the usual r e p i t i t i v e element i s absen t . Bayesian 
approaclies to "hypothesis t e s t i n g " problems have been developed 
by je f fe rys (1961), Edwards e t a l , (1963), Cornfield (1966), 
and Dickey (1971a, b ) , among o t h e r s . 
The discuss ion here i s divided in to two p a r t s . i i r s t 
we present a general out l i ne of the p robab i l i t y and decision 
calculus for Bayesian model-selection procedures . Secondly 
we apply th i s to the problem of comparing s ingle-equat ion l inear 
models with a l t e r n a t i v e s e t s of explanatory v a r i a b l e s . Several 
o ther model s e l ec t ion problems may be analyzed using the methods 
discussed here , Gaver and Geisel (1972) consider coaparisons 
of a l t e r n a t i v e s ing le equation l i n e a r models t h a t have unknown 
covariance i r a t r i ces , ze l lne r and Geisel (1970) apply Bayesian 
model comparison methods to the problems of d iscr iminat ing 
anKJng a l t e r n a t i v e e r ror s t r uc tu r e s in a d i s t r i b u t e d 14g model. 
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Probability Calculus for Model Comparisons 
In ti^is s ection two appraoches about model selection 
were discussed. The f i rs t is a purely inferential one that 
focuses on the predictive performance of the competing models. 
The second sets up a decision frame-work for selecting the 
"best" model. 
The marginal density of the obseirvations or predictive 
p.d.f,, which is denoted P(y/M.) and is given by 
P(y/Mi) = jPCy/ei;, Mi) /T(Qi/Mi) d e l , , . . . (j-n^^ 
Where P(y/ei, Mi) is the usual saj-.ipling density that is 
conditional on the model and the values of i t s parameters and 
(ai/'-ii) is a density for the parameters of Mi P(y/Mi) depends 
on the model, but i s marginal of i t s parameter. When y is 
fixed and Qi variable, P(y/ei,Mi) is called the likelihood 
function of the parameters. Similarly, for given y, P(y/Mi) 
is often called the marginal likelihood of the model. 
The form of the conditioaal sampling densities, P(y/©i,Hi), 
we may compute P(y/Mi) frcxn the |J^li/\equation. This density 
expresses our opinions, conditional on Mi, Our opinion is 
expressed by 
P(y)=P(M^)P(y/Mi) + ]f (M^  )P (y/M )^ , (l •/S) 
a marginal average of the densities that depend on the 
models. 
Suppose now we observe a particular values of the 
random variable y, say y. Then Baye's Rule is used to revise 
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the prior probabilities of the models. 
That is 
P(Mi/y) = ^^''^^ ^^y^"^> ir.u) 
P(y) 
Thus, by Equation (2) and (3)* the revision of the probabi-
lities of the models is governed by the relative marginal 
likelihoods of the analogous to Equation {2), namely 
P(yF/y) = P(Mj^ /y) P(yF/yi^,y) ^-PCM^/y) P(yF/M2y) (2'f?) 
where P(PF/Mi,y) i s given by 
p(yF/i ' i i ,y) = /P (yF /e i ,Mi ) ;? '(Oi/Mi,y) d e i . when 
we observe yF = yF we may aga in r e v i s e t h e p r o b a b i l i f c t i c 
we igh t s fo r t he models i n accord w i th equa t ion {1>16) and 
compute a new p r e d i c t i v e p . d . f . v i a Equation ( "I'lj), 
Now we tu rn t o the d i s c u s s i o n of a d e c i s i o n - t h e o r e t i c 
p rocedure fo r choosing one model f o r a s e t of models . The 
e x p o s i t i o n fo l lows those of Thornber (1966) and G e i s e l (1970) . 
v;e employ the fo l lowing s imple l o s s s t r u c t u r e f o r 
the model s e l e c t i o n problem : 
"accep t " 
"Cor r ec t " M 0 * L 
^ ^21 ° 
31 
whsrt L. p and L are pos i t ive numbers. Now the pos t e r io r 
expected loss of choosing Mi i s 
£L(H^) = O.P(M^/y) + h^^ ^{^^2/^), 
With corresponding expression for EL (M^). To minimize 
posterior expected loss we choose M if 
and M otherwise. An equivalent way of expressing this 
condition is by choosing M if 
p(Myy) L. 
and M otherwise. Thus, i f L = L _ we simply choose the 
model with the l a rge r p o s t e r i o r p r o b a b i l i t y . From equation 
( ) are see t h a t M. i s chosen i f 
P(y /Mj P(M.)L-, 
we choose M i f the marginal l ike l ihood r a t i o of M r e l a t i v e 
to M^  i s g r ea t e r than the r a t i o of the p r i o r expected loss 
of choosing M to t h a t of choosing M , Expression {X-'IQ) and 
(2-''5) are "Bayesianized" version of J e f f r e y ' s t e s t i ng 
procedures : See Jef ferys (l96l) and, for example, Roberts 
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(1954) and Zel lner (1971). 
3y ecpaation i,X>^i), the p o s t e r i o r odds for M, are 
given by 
p(Mj/y) p(M^) P(y/Mi) . . . [x,'Z5^ 
p(M2/y) P< i^2^ p(y/M2) 
and are thus the product of the p r i o r odds r a t i o and the 
marginal likelohood r a t i o . Note t h a t t h i s r a t i o i s the same 
even if there are more than two models under cons idera t ion . 
Comparison of Single--r;quation Linear Models with Al te rna t ive Sets 
of Explanatory var iables : 
Consider the ca lcu la t ion of p(y/M.) for s ingle-equat ion 
l inea r models under various assumptions about the p r i o r p . d . f . ' s 
of the parameters of the models. We c a l l p (y/K, ) /p (y/M^) the 
pos t e r io r odds r a t i o , thus assuming t h a t P(l^)/P(M„) is one 
(See Equation 7 ) . Further , in discussion of ru les for choosing 
one of the models, we assume Lj^ 2 = ^21 ^° ^^^^ ^^° ^^^ decision 
is to s e l e c t the model with the higher pos t e r i o r p r o b a b i l i t y , 
Ue use the nota t ion 
iM^  I y = Xj_p^+Uj^ , i = 1,2, 
where y is a T x 1 vector of observations on a random var iab le , 
X, i s a T X k, matrix of explanatory var iables for M, assumed 
to be nonstochast ic or , i f s t o c h a s t i c , d i s t r i b u t e d independently 
or u^ with a d i s t r i b u t i o n not involving B. or ^ . ( s e e below). 
7 3 
p . and 
Vi^ = "i^i'-^ E: Vi^^y'^-Pi'^^i 
v ; i th v'.' = T + n . 
1 1 
On coiribining the p r i o r and the l i t e l i h o o d , noting t h a t 
and performing the required i n t e g r a t i o n s , we have 
T/2 (n u 2xn./2 X ^ 2 , 1/2 
(8) p ( y A . ) = -^ /2 < V ^ % ^ ^ ^ ' f i i / 2 ( v , s 2)(T.n^ 
T(n,/2) ^ i^il ^ ^ 
I t may be noted t h a t p(y|M.) i s a mul t ivar ia te -S tudent p .d . f , 
(see Raiffa and Schla i fe r again) although our nota t ion i s somewhe 
d i f fe ren t from t h a t normally employed. I t i s proper sanpling 
densi ty i f n. '^0# the number of f i n i t e moments depending on the 
value of n . , 
Examination of Equatio /j^^))indicates that the posterior 
odds ratio depends on n.^v., C., A. and vVsV . Substantial 
simplification obtains if v/e take the priors on ^^ and {fl. 
to be the same. Then the posterior odds ratio depends solely 
on the ratio of "posterior error sums of squares" and on the 
determinantal ratios, lc.^/|A.j, These latter ratios may be 
interpreted as the ratio of the prior generalized variance of 
3. to the posterior generalized variance. 
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Zellner (1971, pp. 309-311) and learner (1970,1972) 
proviue some further interpretations of p(ylM.), Zellner 
shows that the v'.'sV term reflects what the sample information 
has to say about goodness of fit of the models (via the saiiple 
error sum of squares), as well as the discrepancies (p/<y|M,) 
decreases as the discrepancies increase) between the prior mean 
b. and the posterior mean p. and between the sample mean 13. 
and the posterior mean, A final component of the vVsV term 
2 2 
re la tes to the diccrepan$y between u. and s . , the sample 2 
es t inate of , Learner shows tha t the penal t ies for discrepancies 
between b . , 13., and B can be viewed as a single penalty for a 
discrepancy between the pr ior and sample means. 
Suggested Research Strategy and Problems for Future Research : 
In the l i g h t of above discussion i t i s assumed tha t the 
re-searcher has brought to the problem a s e t of a l t e rna t i ve models 
suggested by theory and previous research together with a l l 
the available data relevant to the problem. 
The f i r s t s tep i s a careful evaluation of the r e l a t i on -
ships between the models on the observed regressor space X 
and over the space X^  in which the modes 1 are to be used. 
This analysis wi l l enable the researcher to determine precisely 
in what ways the models d i f fer , whether data from' X wi l l 
allow inferences to be nvade over X-, and the extent to 
which difference can be expressed in terms of parameters. 
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The second step is to decide on the appropriate 
foim of discrimination for the purposes in hand* The results 
of these two steps enable him to determine the appropriate 
set of discrimination procedures the specification error 
tests to be used. 
The third step is relatively simple and mechanical 
carry out the procedures and take the appropriate decisions* 
A fourth step might then be to anlyze the results obtained 
in an effort to further modify the models* 
In these problems research needs to proceed from two 
different points* First is in model formulation* One of the 
major problems in Inferenco in economics relative to the 
physical sciences Is that in economics the models are incomp* 
letcly r.pccificd by current theory* An approach that yields 
a highly specific model is Ramsey (1972) in which limit 
theoren i re used to Oerive not only the distribution of the 
dl iturbance terms, but also the functional form of the 
r' 
conditional mean* 
The second point of departure i s to improve the 
s t a t i s t i c a l tecJmiques and tlie underlying methodology. 
1) To derive stnall sample r e s u l t s , especial ly for 
non l inear equations* 
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11} To Investigate the Joint distributions of various 
tests. 
i l l ) To make fur ther power ccanparlswis In order to 
choose an "optimal" se t of procediires* 
Iv) To extend the current work t o nonrandom samples, 
v) To examine the f e a s i b i l i t y Of distinguishing various 
types of specif icat ion error* 
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B. i s a k .x l vector of unknown parameters of M./ and u. i s a 
T X 1 vector of unobservable dis turbances for Mj• The elements 
of u. Igiven M,) a re assumed to be independently and normally 
2 
d i s t r i b u t e d , each with mean zero and variance . , which i s 
unknown. 
i''irst, we compute the posterior odds ratio on the 
assumption that the prior density of p. and (given M.) is 
of natural conjugate form. Then we consider the case in which 
the prior inforniation on the paramters is "diffuse" or 
vague, 
23 
In the na tu ra l conjugate case we break up the p r io r 
i^^.d.f, of p. and ^. as 
with ^ a multivariate normal p.d.f, with mean vector b. 
2 1 
(arbi t rary) and covariance matrix -^ hC~ , v;here C. i s an 
a r b i t r a r y k^ x k^ p o s i t i v e - d e f i n i t e symmetric matrix and h is a 
sca le parameter (to be discussed below, but may be ignored for 
now (set equal to unity) independent of the models 7^ is an 
inverted gamma-2 p . d . f . with parameters n. and v. ^^ 
TO compute p(y/M^) we s inply combine p(y /p^ , , M )^ 
i t h (p. ./M.) and i n t eg ra t e out B, and . Define 
X X X X X 
^ i = - H - ^i + ^ i ^ i ' 
p. = A-^ ( 1/h c . b , + x.x^p^) 
w 
w i t h p. = (X. 'X.) X.y being the usual l e a s t squares est imator of 
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CRITERIA FOR EVALUATION 0F£ ECONOMETRIC MODELS 
During the past decade the use of econometric models 
have widespread by government (for policy analysis and 
forecasting), by industry largely as a forecasting tools, 
and by universities for instructional use and a wide 
variety of research purposes. Within the past few years, 
however, a handful of significant attempts have been made 
to conduct serious cross-model comparisons. A series of 
pioneering efforts have been made by Carl Christ (1951), 
Irma Adelman, ^ '•'euri Theil and , the studies of Zarnowith 
et al. (1969) and et al. ( l^'^'L) are examples of current 
research work in the field of econometrics. Particular model 
builders, of course, have also subjected their own models 
to careful "audits" both on sample and post-sample data. The 
recent work by Bischoff and et al.( j^^c ) may be cited 
as examples of cross-model evaluations. 
Now, we shall outline a frame work which decomposes 
the evaluation set into fairly natural subsets, and self 
contained aspects of model evaluation. The aim is to suggest 
operational procedures for evaluation whenever possible, and 
to compare alternative procedures. In last* a number of 
statistical derivations and proofs have been suggested as 
an appendix. Some evaluation problem have nothing to suggest 
for a "best practice" procedure, and we have had to be 
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content with a brief and general enumeration of the alternative, 
often adhoc procedures which are in current use or under 
current study. 
Aspects of Model Evaluation : 
An econometric model is dependent on what we have chosen 
to axiomatize. At an early stage in the life of a model v/e may 
regard its functional form as "up for grab's, as something yet 
to be determined. At a later stage, after the model has already 
been "certified" with respect to functional form, we may choose 
to test hypothesis about parameter values within the confines 
of the functional form. The approach of the authors has called 
"Sherlock Molmes inference", a process of data analysis in which 
Sherlock the econometrician weaves together all the bits of 
evidence into a plausible story. Sherlock Holmes, inference 
leads evaluation procedures heavily geared to the specific 
potential uses of the model, i.e. the calculation of perfor-
mance statistics with unknown probability characteristics. 
Formidable evaluation process has breaked down into a 
series of manageable problems. First a binary split into 
categories which we shall refer to as Parametric and non-
Parametric evaluation. An evaluation procedure is known as 
parametric if it relief on a formal statistical test based 
on the stochastic specification assumed to apply to the 
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economfc t r i c model N o n - p a r a m e t r i c e v a l u a t i o n i s c o n c e r n e d 
w i t h s p e c i a l i z e d and d e s c r i p t i v e p r o c e d u r e s such a s t h o s e 
m e t i o n e d i n t h e p r e v i o u s p a r a g r a p h . T h i s p r o c e d u r e i s 
d e r i v e d from t h e s t o c h a s t i c a s s u m p t i o n s of t h e m o d e l , and t h e y 
depend on f o r m a l t e s t s of s i g n i f i c a n c e . N o n - p a r a m e t r i c e v a l -
u a t i o n can b e i m p o r t a n t and v a l i d u n d e r many d i f f e r e n t 
a x i o m a t i z a t i o n s and we s h a l l d i s c u s s t h i s m a t t e r more f u l l y 
i n s e c t i o n V b e l o w . Our d i s c u s s i o n of p a r a m e t r i c e v a l u a t i o n 
w i l l p r o c e e d a c c o r d i n g t o t h e f o l l o w i n g o u t l i n e . 
I 
P a r a m e t r i c E v a l u a t i o n ; 
1 . P r i o r t o " r e l e a s e " of t h e model 
a) H y p o t h e s i s c e s t and p a r a m e t e r e s t i m a t i o n . 
b) P s e u d o - F o r e c a s t s and s t r u c t u r a l s t a b i l i t y t e s t s . 
2 . S u b s e q u e n t t o " r e l e a s e " of t h e model 
a) A v a i l a b i l i t y of a s m a l l p o s t - s a m p l e d a t a s e t : 
p r e d i c t i v e t e s t i n g , p o o l i n g of sample and p o s t 
sainple d a t a , 
b) A v a i l a b i l i t y of a l a r g e p o s t - s a m p l e d a t a s e t . 
I I I . PARA'-IETRIC EVALUATION ; PRIOR TO MODEL xa RELEASE : 
I n t i l l s s e c t i o n we d i s c u s s a number of e v a l u a t i o n 
wh ich a r e c o n s i d e r e d a s t a k i n g p l a c e d u r i n g t h e p r o c e s s 
of model c o n s t r u c t i o n and c o n t i n u i n g t h r o u g h t o t h e f i r s t 
4) 
time the model bu i lde r .actually "Puts h i s money" on the 
r e s u l t s generated by the models 
(a) Estimation and Testing : 
In recent years econometricians have begun to pay 
increas ing a t t en t i on to the est imation of parameters which are 
subjec ts to cons t r a in t s and t o various problems 
involving non- l inear esti.i .aticn (1966), The purpose of 
reviewing t h i s l i t e r a t u r e i s qui/fte fami l ia r to most of 
tnose who engage in the construct ion and t e s t i n g of econo-
metr ic models. The two standard thoughts which e x i s t in the 
l i t e r a t u r e of mathematical s t a t i s t i c s i s p o t e n t i a l l y useful in 
econoi ic problems, and which are fami l i a r to econometric 
model b u i l d e r s . We re fe r to two d i f f e r en t s i t u a t i o n s involving 
r e s t r i c t i o n s on parameter va lues . The f i r s t to which we now turn 
i s a case of in termediate hypotheses involving successively 
more severe r e s t r i c t i o n s on the admissable parameter space. 
Suppose i t i s desi red to t e s t 
o *• 
aga ins t 
Hj^  : e t ( JH- -W) 
where 6 is a vector of parameters, JX is the admissiable 
parameter space, and W ^JX . Conduct a sequence of tests 
on the intermediate hypothesis w , w-, w , 
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where 
= w^;) w^3 W2^ ;)w^ = w, 
in order to p inpoin t the reason]c say, for the f a i l u r e of 
hypothesis M above. Test the following procedure: Test w 
aga ins t w -w . I f w. i s not r e jec ted , t e s t w^ aga ins t w,-w^. 
I f w- i s not re jec ted t e s t w^ aga ins t w -w_, and so on. If 
no re jec t ion occur, then H ( © w = w ) , i s accepted. 
This type of problem have been discussed by Darroch 
and e t a l . (1963), T i l l now no easy so lu t ions have been 
iden t i f i ed in t h i s f i e l d . 
Lagrange m u l t i p l i e r approach to the t es t ing of a set 
of r e s t r i c t i o n s on the parameters being est imated. The problem 
car: be s ta ted as fol lows. Let y be a random va r i ab l e with 
p .d . f , f (y; cX ) depending on a K-dimensional vec tor of para-
meters denoted by 0. Some r e s t i r c t i o n s nold, say h(©) = 0, 
where h(©) i s an r-dimensional vec tor valued function with 
r K, The parameters can be estimated by f i r s t imposing the 
r e s t r i c t i o n s on the vector © or, a l t e r n a t i v e l y , by maximizing 
the expression 
^{0,A) = L (y,- ©) +Xh(®) 
wbth respect to v and f, where L (y;©) i s the Log l ikel ihood 
corresponding to a sample on y and i s an r-dimensional 
vec tor of Lagrange m u l t i p l i e r s . 
The lagrangian procedure y ie lds both r e s t r i c t e d 
parameters and the est imated lagrange m u l t i p l i e r s . In t h i s 
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case the test on the validity of the restrictions may be 
carried out on the langrange multipliers. If the restrictions 
are, in fact, valid the langrange multipliers should be zero 
since the restrictions imposed on the procedure are not binding 
the data already incorporate such restrictions. Tnus, a test on 
the estimated multipliers should lead to acceptance of the 
hypothesis that they are "insignificantly different fran zero. 
A test based on the estimates of the Lagrange multipliers 
should yield the conclusion that they are "significantly diff-
erent from zero". Ttius, insignificance of Lagrange multipliers 
leads to acceptance of the restricted model, whiie significance 
leds to rejection of the restricted model and thus acceptance 
of the unrestricted model. If the unrestricted model is accepted 
however, the restricted estimates are no longer appropriate 
on grounds of possible inconsistency due to misspecification. 
Such problems have been investigated by Aitchison and Silvey 
(1962), (1958). The appropriate test statistic for the 
hypothesis 
H : A = 0 
i s A = - 1/T ,\ D-^A = 1/T ( d U v / Q V V"^(dLrv:0^ 
where T i s the sample s i z e 
D-^ = _ (RV-^ R) 
R' = [ dh(0) ] 
dG 
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and V i s the so-ca l led "inf©rmation matrirx"/ 
V = - I/T M ^ ^ i ^ ] 
If the s t a t i s t i c i s "small" we accept the r e s t r i c t e d model; 
i f " large" we r e j e c t . Aitchison and Silvey have shown tha t 
the s t a t i s t i c A i s , asymptot ical ly , d i s t r i b u t e d as Chi-Square 
with r degrees of freedom under the hypothesis = 0. 
Compare Aitchison-Silvey t e s t with F - t e s t based on 
the un re s t r i c t ed es t ima tes . 
Suppose y = X B + V 
where y is (Txi); X is (T X K), nonstochastic, and of rank 
K; B is (K X 1); and is a (T X l) multivariate normal 
2 
vector with mean zero and covariance matrix a ! • 
The Aitchison - Silvey t e s t - s t a t i s t i c . A, i s 
A= - 1/T%D'^X . . . . ^ ^ , 2 ^ ^ 
— 1 9 1 
In t h i s case D -^  i s given by - T<f (RS R ' ) , s ince R' 
i s i t s e l f the de r iva t ive of the cons t r a in t function with 
respect to the parameter vector B, and the information matrix 
i s given by 
V = - VT e [ »^L . ] = - l/T E ( . 1/^2 S) 
= l /Ta^ E(S) = s/Ta^ 
Since S i s a non-s tochas t ic matr ix . Thus, 
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D"-'- = - ( RV'^R') 
= - [ B (SAo^)"-^ R'] 
= - Ta^ (RS-^R') 
Substituting the latter into A in eqn,( ) gives 
A = a^X (RS-^ R') A .... 1:1,23"^ 
This s t a t i s t i c i s asymptotical ly d i s t r i b u t e d as chi-square with 
J degrees of freedom under the hypothesis = 0 
With a^ unknown, a ^ ca be subs t i t u t ed , y ie lds the 
observable t e s t - s t a t i s t i c 
A = 5^-A (RS~^ R') A , , 
which converges to the asymptotic distribution of A and is 
therefore also asymptotically chi-square with J degrees of 
freedom, if A = 0. 
The model implies that the unrestricted Least Squares 
2 1 
estimator, b, is distributed multivariate N ( ^ ,a S" )^ 
so that 
R(b-p) = (ho-R^),~N( 0»a^ RS~-^ R') 
But if Rp = r , it follows that 
(Hb-r) , -N(0, a^ RS"-'-R') 
and therefore the statistic 
C = (Rb-r/' [ 0^ RS"-^ R•]"•'• (Rb-r) 
= 1/a^  (Rb-r) (RS'-'-R')~-^  (Rb-r) (l-i^^) 
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i s d i s t r i b u t e d as chi-suqare with J degrees of freedom. The 
2 
statistic C contains the a nuisance parameter o , but 
(4 - X b ) ' (4 - x b ) = ^ 
i s independent of the es t imator b and i s d i s t r i b u t e d as 
chi-square with (T-K) degree of freedom. Thus 
p „ C/J „ (Rh-r^ ms-^R' ^"^(Rb-r^ (T-K) [7'ib'>-) 
Ty2/a2(T.k) y^ Tj 
is distributed as P with J and (T-K) degrees of freedom. 
To compare the latter with the Aitchison Silvey test, 
substitute t he value 
= 1/0^ (RS'^R*)""^ (r - Rb) in eqn,(2-'2^) we get 
A = a^ I (x-Rb)' (RS'-'-R')'"^  (r-Rb), 
2 2 
a a 
2 
Suppose now that a is known and does not have to be esti-
mated, then A becomes 
A = l/a^ (x-Rb)' (RS~-4^»)"^ (r-Rb) 
= l/a^(Rb-x)«(RS~-^R')~^ (Rb-r) 
which is precisely the statistic C given in ("^ -ii")* Thus, 
if a' were known, the Aitchison-Silvey test would coincide 
with the usual test on the unrestricted estimators. We obtain 
the conclusion that 
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2 
i) If 0 is known, two tests are equivalent. 
ii) If 0 is known, Aitchison - Silvey test is a valid 
small sample test under the normality assumption on 
2 If a i s unknown, we have the choice between F- t e s t 
and the asymptotic chi-square t e s t . 
Ait chison-Silvey t e s t based on A i s preparable to 
the t e s t based on F for the following cons idera t ions . If i s 
not normally d i s t r i b u t e d , the s t a t i s t i c C given in equation 
( ) w i l l be d i s t r i b u t e d as cni-square with J degrees of 
freedom. The asymptotic d i s t r i b u t i o n of C w i l l be unaffected 
2 if the a in ( ) i s replaced by any cons i s ten t es t imator . 
The discussion in t h i s sect ion has been predicated 
oii a s ingle - equation approach with non-s tochas t ic regre-
s so r s . In the case of s tochas t i c s regressors l i t t l e d i f f i -
cul ty i s introduced i f the regressors are ful ly independent 
of the e r r o r term . The small sample F - t e s t on eqn ( ) 
would become a condi t ional F - t e s t . In the Aitchison-Silvey 
t e s t , t h e information matrix would be given by 
y ^ ES _ E(T-ls) 
~r^ - —2 
a 
This results in 
A = 1/T a^T[R E(T-^S)"^ ^ ] A 
which can be cons i s t en t ly efeimated by 
A = 1/T a^A\^ (T-^S)-^) R.] } 
2 '?' 1 t^  
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a s i n e q u n , ( l . = 22.) . The A i t c h i s o n - S i l v e y t e s t i s t h u s comple -
t e l y u n - a f f e c t e d by t h e p r e s e n c e of random r e g t ^ e s s o r s i f t h e y 
a r e i n d e p e n d e n t of 
. PAi^AMETRIC EVA bATI ON ; SUBSEQUENT TO MODEL REIxEASE : 
I n t h i s s e c t i o n H we p r e s e n t a b r i e f s e t of comments 
r e l a t e d t o t h e e v a l u a t i o n of e c o n o m e t r i c s m o d e l s . T h i s s e c t i o n 
i s q u i t e b r i e f f o r two p r i m a r y r e a s o n s . 
F i r s t , t h e p r o c e d u r e s d i s c u s s e d i n t h i s s e c t i o n depend on a 
s u f f i c i e n t l y s t r o n g a x i a n a t i z a t i o n t o p e r m i t s t a t i s t i c a l 
t e s t i n g i n t h e f a m i l i a r c l a s s i c a l s e n s e . 
S e c o n d l y , A l r e a d y d i s c u s s e d i n t h e p r e v i o u s s e c t i o n , 
(a) A v a i l a b i l i t y of a s m a l l D a t a S e t : 
Most of t h e o p e r a t i n g macro f o r e c a s t i n g m o d e l s a r e s u b j e c t 
t o a " r e s i d u a l a n a l y s i s " check a t l e a s t once p e r c a l e n d e r 
q u a r t e r a s nev/ n a t i o n a l income a c c o u n t d a t a a r e i s s u e d by 
t h e g o v e r n m e n t . These and otJ:^er m o d e l s , however , c o u l d i n 
p r i n c i p l e b e p u t t l i r ougn a r e g u l a r l y s c h e d u l e d p r e d i c t i v e 
t e s t i n g p r o c e d u r e . Such p r e d i c t i v e t e s t i n g i s e s p e c i a l l y 
v a l u a b l e b e c a u s e i t i n v o l v e s d a t a s u c c e s s i v e l y f u r t h e r s e p a r a -
t e d from t h e sample d a t a u s e d i n t u e i n t i a l s p e c i f i c a t i o n 
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of the moael, 
A c lea r ly useful procedure would be to incorporate 
each new data se t i n to the model's est imation sample each 
time a p red ic t ive t e s t i s passed. Most model bu i lde r s stop 
far short of such a procedure and re -es t imate , indeed r e -
bu i ld , t h e i r models on a much looser schedule. Newly released 
data are frequently subject t o s u b s t a n t i a l subsequent revis ion; 
i t may be the new data which have f a i l ed the t e s t , not the 
model, anall data s e t s can be heavily dominated by unique 
events which are outside the model 's specif ied s t r u c t u r e . Such 
circumstances have to be recognized as a l im i t a t i on of the 
model. 
(b) Ava i lab i l i ty of a Large Data se t : 
Some econanetr ic models are constructed in order t o 
t e s t nypotheses, not t o be in continual use as forecast ing 
or po l i cy -ana lys i s models. In such cases , they may well l i e 
dormant over per iods of time long enough for subs tan t i a l 
new bodies of data to emerge. In c ross -sec t ion models, large 
s e t s of new data cont inual ly appear or can be obtained. Here 
new data se t can be used by i t s e l f , to re -es t imate the model. 
Economists are qu i t e famil iar with the- use of the analys is 
of var iance t e s t discussed by Gregory Chow ( K/^ )^ for t h i s 
s i t u a t i o n . 
The p r e d i c t i v e t e s t s as discussed ahove are not, of 
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c o u r s e , l i m i t e d i n a p p l i c a t i o n t o s m a l l d a t a s e t s and a r e 
t h e r e f o r e a l t e r n a t i v e s t o t h e chow t e s t . The chow t e s t i s 
t h e c l a s s i c a l l i k e l i h o o d r a t i o t e s t f o r t h i s s i t u a t i o n . 
. . i^OM-PARAI-lETRIC EVAiUATION : 
I n p r e v i o u s d i s c u s s i o n no p e j o r a t i v e i n t e n t i s t o be 
i n f e r r e d irorn o u r u s e of t h e t e r m n o n - p a r a m e t r i c e v a l u a t i o n , 
o r i t s c o n n e c t i o n w i t h t h e p r o c e s s of S h e r l o c k Holraes i n f -
e r e n c e which we i d e n t i f i e d e a r l i e r . The need of d e s c r i p t i v e 
t y p e of e v a l u a t i o n p r o c e d u r e s i n t h e a r e a of a p p l i c a t i o n of 
e c o n o m e t r i c m o d e l s a s i t d o e s t o any i n a b i l i t y of e c o n o m i s t s 
t o p u t f o r t h a s t r o n g a x i o i i a a t i z a t i o n f o r t h e i r m o d e l s . Here 
o u r d i s c u s s i o n i s a s f o l l o w s . The c u r r e n t knowledge and 
a n a l y t i c a l n e e d s , t o c o n c e n t r a t e o u r a t t e n t i o n on p r o v i n g 
o r d i s p r o v i n g t h e " t r u t h " of an e c o n o m e t r i c m o d e l . 
I n t h i s c o n t e x t , " v a l i d a t i o n " b e c o n e s a p r o b l e m 
d e p e n d e n t o r d e c i s i o n d e p e n d e n t p r o c e s s , d i f f e r i n g f r o n 
c a s e t o c a s e . Thus a p a r t i c u l a r model may be v a l i d a t e d f o r 
one p u r p o s e and n o t f o r a n o t h e r . Thus t h e m o t i v a t i o n of 
model b u i l d e r s o r u s e r s becomss d i r e c t l y r e l e v a n t t o t h e 
e v a l u a t i o n of t h e m o d e l s t h e m s e l v e s . The " s u c c e s s " of a 
model can t h e n be m e a s u r e d by t h e e x t e n t t o wh ich i t 
e n a b l e s i t s u s e r t o d e c r e a s e t h e f r e q u e n c y and c o n s e q u e n c e s 
of w.;;ng d e c i s i o n s . As Z a r n o w i t z ( 1 <^  ^5^) h a s p o i n t e d o u t . 
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however/ thei full application of e ven this more limited 
goal still poses very high informational requirements, namely: 
i) the error must be identifiable, (ii) the preferences 
of the decision maker and the constraints under which he 
operates must be available, (iii) the cost of providing 
the model must be ascertained. 
Briefly consider all types of experiments the simulated 
data should be generated by stochastic or non-stochastic 
simulation procedures. Stochastic simulation yield more 
informative characterization of the model bring used and 
thus increase the quality of the evaluation procedure. 
In recent paper, Maitovsky and Treyz have proposed 
an interesting descriptive decomposition of the forecast 
error for an endogenous variable in a large econometric 
model. The decanpositicn identifies error components invol-
ving: (a) the structural equation explaining the variable 
in question, (b) the rest of the estimated structural system, 
(c) incorrect values of lagged endogenous variables, (d) 
incorrect guesses about exogenous variables, and (e) failure 
to make serial correlation"adjustments" for observed errors. 
Many interesting applications with large econometric 
models involve what is known as "multiple response problem." 
This raises, the question of whether to treat the outcomes 
*J Cm, 
as one of many experiments each with a single response. 
Other techtiques which are in common use in the 
evaluation of a model's predictive performance are regression 
analysis and spectral analysis. This technique has also been 
used by Theil (I^ S^^ ) . Minur and Zarnowitz(|^^j) have provided 
some further development of Theilijs procedure and have also 
suggested an additional measure of forecast error. 
Spectral analysis is a statistical technique that can 
be used to obtain a frequency decomposition of the variance 
covariance) of a univariate (bivariate) stochastic process. 
There are several ways in which spectrum analytic techniques 
might be used in the evaluation of econometric models. Naylor 
et al, (/^//) suggest that the spectra estimated from simulation 
data be compared with the spectra estimated directly from 
actual data. However ((fi^) has pointed out that for linear 
models the implied spectrum can be derived directly from tne 
model and the stochastic simulation of the model is therefore 
not needed to make this comparison. Another application of 
spectral techniques is to test estimates of the structural 
or reduced form disturbances for serial correlation. 
An important advantage of spectral analying is that 
it is a non-parametric approach to data analysis. Spectral 
methods do not depend on the statistical independence of the 
generated data points. The significance tests that are available 
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l-iowever/ depend on the assumption of Normality of the 
underlying process or on a sample s ize t h a t i s large enough 
t h a t a form of the cent ra l l im i t theorem can be involved. 
A broad discuss ion i s in ou t l ine form, the range 
of d i s c r i p t i v e measures which have been found to y ie ld useful 
i n s i g h t s i n to the performance and r e l i a b i l i t y c h a r a c t e r i s t i c s 
of large scale econometric models, A large number of these 
procedures can be t raced t o the wr i t ings of Zarnowitz and 
h i s co-workers( (^/^ ) {W^ * ( t f 5 y ) , Evans, Haitvsky and 
Treyz 0«^7i), Box and Jenkins ( 1970) and T h e i l C / ^ i ; ) . 
An Outline fef Non-Parametric Measures : 
A. Single-variable '^^ easures 
1. Mean Forecast error ^changes and levels) 
2. Mean absolute forecast error (changes and levels) 
3. Mean squared error (changes and levels) 
4. Any of the above relative to 
a) the level of' variability of the variable being 
predicted. 
b) a measure of "acceptable" forecast error for alterna-
tive forecasting needs and horizons. 
B, Tracking measures 
1. Number of turning points missed. 
2. Number of turning points falsely predicted. 
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3 . Niomber of under o r o v e r p r e d i c t i o n s . 
4 . Rank c o r r e l a t i o n of p r e d i c t e d and a c t u a l changes . 
5 . Var ious t e s t s of randomness. 
a) Of d i r e c t i o n a l p r e d i c t i o n s 
b) Of p r e d i c t e d t u r n i n g p o i n t s . 
C. E r r o r decompos i t ions 
1. Bias and v a r i a n c e of f o r e c a s t e r r o r 
2. E r r o r s in s t a r t - u p p o s i t i o n v s . e r r o r s i n the p r e d i c t e d 
changes . 
3 . I d e n t i f i c a t i o n of model s u b s e c t o r s t o o t h e r s e c t o r s . 
D. Canpara t ive E r r o r s 
1. Comparison wi th v a r i o u s " n a i v e " , f o r e c a s t s 
2. Comparison wi th "Judgemental" , consensus, " o r o t h e r 
non-econometr ic f o r e c a s t s . 
3 . Comparison wi th o t h e r economet r ic f o r e c a s t s . 
E, C y c l i c a l and Dynamic P r o p e r t i e s 
1. Impact and dynamic m u l t i p l i e r s 
2 . Frequency response c h a r a c t e r i s t i c s 
Severa l r e c e n t s t u d i e s , Uf^^) , ( \f7°) and e s p e c i a -
l l y the copper - Jorgenson ()^7^)» have made a v a l u a b l e 
c o n t r i b u t i o n by s t a n d a r d i z i n g both the p e r i o d of f i t and 
the t ecnn ique of e s t i m a t i o n a c r o s s a l t e r n a t i v e models 
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prior to conducting inter model comparisons. 
Models will be used for decision making, and their 
evaluation. The question is what series of tests will be 
sufficient to achieve a particular level of confidence in 
the use of a model ? There are two difficulties. First, 
model users may or may not find these properties to their 
decision making. Second, we have not yet standardized the 
"list" of properties studied. 
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MODEL SELECTION AND INFORMATION CRITERIA 
Introductiop ; 
Akaike (1977) introduced a principle of statistical 
model building the entropy maximization principle, which 
regards any statistical activity as an effort to maximize 
the expected entropy of the resulting estimate of the distri-
bution of a future observation. The Principle is characterized 
by the introduction of the entropy criterion and the predic-
tive point of view. The entropy of a distribution f(,) with 
respect to another distribution g(.) is defined by 
f (x) f (x) 
The entropy is a natural criterion of fit of g(.) to f(.). 
The larger is the entropy the better is the approximation of 
f(,) by g(.). Since the entropy can be represented in the 
form 
B(f,g) = E log g(x) - E log f(x), 
where E denotes the expectat ion with respec t to the t rue 
d i s t r i b u t i o n f ( . ) of x, large expected log l ike l ihood Elog g(x) 
means large ent ropy. The importance of the log l ike l ihood 
log g(x) stems from the fac t t h a t i t i s a na tura l est imate 
of E log g ( x ) . 
The bas ic idea underlying the use of an information 
c r i t e r i o n , ca l l ed AlC, for model se lec t ion i s the raaximdii-
zat ion of the expected log l ike l ihood of a model determined 
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by the method of maximum l ike l ihood Akaike (1973/ 1974) 
Thus i t can be viewed as a r e a l i z a t i o n of the entropy maximi-
zat ion p r i n c i p l e . The negentropy -B(f,g) i s known as the 
Kullback-Leibler information I ( f , g ) . I t i s only by t h i s 
coincidence t h a t the c r i t e r i o n was ca l led an information 
c r i t e r i o n ra ther than an entropy c r i t e r i o n . 
The entropy maximization p r inc ip l e provides a unifying 
view of s t a t i s t i c a l model bu i ld ing . Pa r t i cu la r ly i t allows 
the evaluation of the ro le of Bayesian models in s t a t i s t i c a l 
inference . The p r inc ip l e na tu ra l ly suggests the necess i ty 
of the analysis of the concept of l ike l ihood at var ious leve ls 
of Bayesian modeling. In t h i s paper we s t a r t with the discussion 
of a paradox in the de f in i t ion of the l ike l ihood of a Bayesian 
model with a vague pr io r d i s t r i b u t i o n of the parameter. Our 
ana lys is leads t o the concept of the pred ic t ive l ike l ihood of 
a model which solves the paradox and na tu ra l ly leads to the 
de f in i t ion of AlC as minus twice the pred ic t ive log l ikel ihood 
of a model. The c r i t e r i a for model se lec t ion developed by 
Schwarz (1978) and Sawa (1978) are discussed b r i e f l y to e l imi-
nate possible misconceptions about information c r i t e r i a . 
paradox i 
Model selection is a problem of statistical decision. Thus 
it is natural and useful to try to formulate it within the 
Bayesian framework, consider the composite Bayesian model 
which is composed of the component models specified by the 
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data distributions f^ (.|0j^ ), prior distributions Pj^ (0]^ )/ and 
prior probabilities (k), k = 1/2.../L. When data x is obser-
ved the prior distribution Pj^ COj^ ) (k) is transformed by the 
Bayes procedure into the posterior distribution 
p(03^/k/x) = Py. (\|5«) 7r(k|x), 
where 
f (xjk) 
p^Oj^lx) = - f^ ^^  
and v;here 
f(xlk) =/fk^^lek^Pk^®k^*^®k' ^^ ""^  = ^ f(xA)/T(^) 
Here^ p, (©, |x) is the posterior distribution of the parameter 
0 under the assumption of the kth model and fCxjk) is the like-
lihood of the model defined by the distribution 
f(.ik) = A ^ - i v P k ^ v ^ ^ k -
we will cal l f(xlk) the likelihood of the kth model. 
In pract ical applications i t i s sometimes d i f f icu l t to 
specify a prior dis t r ibut ion Pj^ (0j^ ) completely and the concept 
of vague prior dis t r ibut ion is developed. The diff icul ty with 
t h i s concept in the case of a model selection is tha t , since 
i t avoids the exp l ic i t specification of PvCs^)/ i t does not 
allow the calculation of the likelihood f(xJK) of the model. 
To i l l u s t r a t e the diff icul ty consider the set of data 
dis t r ibut ions ^•^^^\\'^' ^ = 0 , i , 2 . . . . , L , defined by 
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^K -^IV = ^-^^"'"'^^^ ["^2 ^Si^^r\i'' -
where the parameter 0, i s a k-dimensional vector ( \ i ' ® x 2 ' * 
0, , ) and<cr^ i s assumed to be known, we assume the pr ior 
d i s t r i b u t i o n s P)^ (©^^ ^o^ k= : l , 2 , . . . •L , defined by 
For a given x the l ike l ihood fo r (x |k ) of the kth model i s given 
by 
when c/is increased to i n f i n i t y the l ike l ihood goes down to zero, 
except for the model with k = 0, This c o n s t i t u t e s a paradox in 
the use of vague p r io r d i s t r i b u t i o n s for model s e l e c t i o n . 
This d i f f i cu l t y i s well known in the l i t e r a t u r e on Bayesian 
approach to model se l ec t ion ; see , for example, Atkinson and 
cox (1974) and Atkinson (1978), 
. Incremental l ike l ihood : 
A suggestion for the solut ion of the above paradox can 
be obtained from the r e l a t i o n 
Log l ike l ihood = Incremental log l ikel ihood 
+ pr io r log l ike l ihood 
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Here the prior log likelihood is defined as the expected log 
likelihood under the assumption of the model. The incremental 
log likelihood is the difference between the log likelihood 
of the model and its expected value and represents the net 
effect of the evidence produced by data on the likelihood 
of the model. 
In the composite Bayesian model considered in the pre-
ceding section, the prior log likelihood of the kth model 
is given by 
B(k) = [ if (y|k)log tj^ (y|k)dy. 
B(k) represents our expectation of the log likelihood under 
the assumption of the kth model and the effect of the evidence 
produced by data x in support of the kth model is measured by 
the incremental log likelihood, the difference of log f (x|k) 
and B(k) , We have 
-2B(k; = k log (cr2 + (/2^  _^  ^^^^j^^ logCT^ + C, 
where C = L ( log 2 ^ + 1 ) . The i nc r emen ta l l i k e l i h o o d of the kth 
model i s then given by 
g ^ (x |k ) = f^ - (x |k ) exp f-B(k)_/ 
_ exD F- ^ ( —^  S i ""^  + 4 ~ ^ A''^\ 
- ®^P [ 2 ^ ^ 2 ^ j2 ^ ^ (T^ j=k+l J ^ 
If we l e t grow t o i n f i n i t y t h e inc remen ta l l i k e l i h o o d coverges 
t o a n o n t r i v i a l l i m i t 
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(xlk) = exp r 1 L 2 1 
Thus we can see t h a t the incremental l ikel ihood of a model 
doesnot cause the paradox observed in the preceding sec t ion . 
Inc iden ta l ly we note t h a t q^ (x|k) i s proport ional to the 
maximum l ike l ihood of the kth model which i s defined by 
pu t t ing 0,^ = x^, i = l , 2 / » . . # k , in f(x|6j^). 
One may consider the use of g^^ (xjk) as an approximation 
t o g (x |k ) , but t h i s i s r a the r problemat ica l . Actually 
g (x|k) should be considered as an approximation t o g (x|k) 
defined by replacingcT of g ^ (xjk) by £ which i s much la rger 
than c/ of the o r ig ina l model, g^ (x|k^ i s then the inc re -
mental l ikel ihood of the model specif ied by the p r i o r d i s t r i -
bution of the parameter e, which i s normal with mean zero 
and variance matrix ^ Iw]^* "^ o consider such a model means 
t h a t , even though we know t h a t the o r ig ina l p r i o r d i s t r i bu t i on 
of ©^ i s with mean zero and var iance matrix </^I, we consider 
the use of a model with much l a r g e r dispers ion of the p r io r 
d i s t r i b u t i o n to avoid the d i f f i c u l t y of e x p l i c i t y specifying 
the value of cf"^, 
l.'ow we have 
where ^y/^- denotes the expectat ion with respect to the ' t r u e ' 
d i s t r i b u t i o n f(/^(y|k) of y . >te co r rec t t h i s b ias caused by 
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the change of the model and defined the incremental log l i k e l i ' 
hood of the kth model with the vague p r io r d i s t r i b u t i o n of 
log h (xlk; = log g ^ (x lk ) -E^^^ log g^ (y|k) 
= - (^ ) ( - ~ 1^ x5 - L + k) 
Prior l ike l ihoods : 
For a f i n i t e the p r io r log l ike l ihood B(k) of the kth model 
i s given by 
B(k) = - (^) f k log ( cr2+ ^2)+(L-k) log<r^+cy 
Obviously, except for k = 0, B(k) goes to minus i n f i n i t y when 
^ grows to i n f i n i t y . This expla ins the nature of the paradox 
of the l ike l ihood of a Bayesian model with a wague pr ior 
d i s t r i b u t i o n . 
To solve t h i s d i f f i c u l t y we must develop a deeper aialysis 
of the l ike l ihood of a model. The following representa t ion 
of the pr ior log l ike l ihood i s useful for t h i s purpose : 
Pr ior log l ike l ihood of the kth model 
where 
V (y|i^' =/«„ (y|eH)p„ (e^)de^. 
Here we invoke the p red ic t ive point of view underlying 
the entropy maximization p r i n c i p l e , when data x i s observed 
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the p r io r d i s t r i b u t i o n Pj^ COj^ ) w i l l be replaced by the pos te r io r 
d i s t r i b u t i o n p(Oj^|x;. At t h i s point the d i s t r i b u t i o n f (y|k) 
wi l l be replaced by the pred ic t ive d i s t r i b u t i o n 
The expected log l ike l ihood of t h i s pred ic t ive d i s t r i b u t i o n 
under the assumption of the kth model i s given by 
C(k) =[f\^A\^ f\^Y\\^ / ^ l ° g P(y|k,x)jdydxpj^(ffl3^)de^ 
This expected log likelihood is a quantity defined prior to 
the observation of x and we call it the prior predictive log 
likelihood. The use of the prior predictive log likelihood 
of the component models in a composite Bayesian model, in place 
of the prior log likelihoods, constitutes the departing point 
of our approach to model selection from the conventional Bayesian 
approach. 
The de f in i t i on of the p r io r p red ic t ive l ike l ihood allows 
a na tu ra l extension to the case where the p r io r d i s t r i b u t i o n 
p, (e, ) i s vague. The pos te r io r d i s t r i b u t i o n p(ej^/x) of e, 
defined with the p r i o r d i s t r i b u t i o n PvC^r,^  ^^ normal with means 
(/VC <^'^ •^rd"'^) / x(k) and variance matrix ((T^ o^V( <r2+c/^) 
•^kxk' ^^ ®^® ^^^^ ddenotes the vector (x. ,x , . . . . , x , ) ' , The 
pos te r io r d i s t r i b u t i o n corresponding the the vague pr io r 
d i s t r i b u t i o n of e^ ^ i s then defined by l e t t i n g ^ ^ go ^o in f in i ty 
and i s normal with mean x (k^ and variance matrix d'^ X,^  , , 
For t h i s pos te r io r d i s t r i b u t i o n we have the p red ic t ive d i s t ± i -
bution 
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p(ylk,x) = ( - ^ ) ^ / 2 (_1_^ ,k /2 ( _ i _ , ( L - X ) / 2 
X 
- - [ - i ' ^ if: '^ -^''^ ' V^ ^.i^'j )] 
Accordingly we get 
C*(k) = /7f(xlej^}f(ylG^) f log p(y | k , x ) J dydx 
= - (^) [ L log (2 77T^) + L + k log 2J . 
Since t h i s quant i ty i s independent of the value of 0, i t i s 
na tu ra l to define the pr ior p red ic t ive l ikel ihood of the kth 
model by exp fc* (k)J or 2"^^^^. 
I t should be noticed tha t the p r io r p red ic t ive l ikel ihood 
can be defined i f only a p red ic t ive d i s t r i b u t i o n i s given. A 
conventional use of a pos te r ior d i s t r i b u t i o n of a parameter 
i s to use i t s mode as an est imate of the parameter. The mode 
of the pos te r io r d i s t r i b u t i o n of e for the vague p r io r d i s t r i -
bution defined in the preceding paragraj^i i s i d e n t i c a l to the 
maximum l ike l ihood est imate of the parameter. The corresponding 
pred ic t ive d i s t r i b u t i o n i s then defined by f(yl©, ) with 
6^ = X (K) . For t h i s case we have 
C**(k) =.Jff{x\e^) f(yle^) i^log f (y |x (k})Jdydx 
= -("I) J L log (27r<3'^ ) + h + kj 
The p r io r p red ic t ive l ike l ihood of the kth model for the present 
choice of the p red ic t ive d i s t r i b u t i o n i s thus defined by 
exp /c**(k) / or e~^^^. 
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Predictive likelihood of a model : 
If we put Pj^  (©y,|x) => Pj^ (Q]^ ) in the definition of the 
predictive distribution p(y|k,x) we get p(y|k,x) = f^ (y|5c) and 
the prior likelihood of this predictive distribution is 
exactly the prior likelihood of the model specified by PvCSr,)* 
This corresponds to the extreme situation of the choice of 
the predictive distritu.tion where the information supplied by 
the prior distribution is by far the more significant than 
that provided by the likelihood function f^(x/e, ) . If Pv^ (0^ ) 
is well concentrated, compared with the likelihood function 
f, {x|e, ), the posterior distribution Pv^^vl^) will be a good 
approximation to Pj.(©)^ ) an^ the prior predictive likelihood 
provides a reasonable approximation to the prior likelihood. 
When the prior distribution PvC^y) is vague, all that 
we know is that eventually we will define some kind of predic-
tive distribution by using the information supplied by data. 
Here the original definition of the prior log likelihood loses 
its meaning as a measure of the expected goodness of the distri-
bution fc^(.jk) as an approximation to each individual data 
distribution ^-i^^'lBy^^' n^ this case it would be more natural 
to shift the meaning of the prior log likelihood from the original 
definition to that of the predictive log likelihood which 
evaluates the expected goodness of the predictive distribution 
as an approximation to each individual data distribution. 
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These observat ions suggest t h a t the pr ior pred ic t ive 
l ike l ihood i s a na tu ra l extension of the pr ior l ike l ihood of 
a model. A na tura l de f in i t ion of the l ikel ihood of a predict ive 
d i s t r i b u t i o n i s then givenie by 
Log l ike l ihood = Pr ior p red ic t ive log l ike l ihood 
+ Incremental log l i ke l ihood . 
Although the l ike l ihood defined by the above equa l i t y i s the 
l ike l ihood of the pred ic t ive d i s t r i b u t i o n , we w i l l simply 
c a l l i t the p red ic t ive l ike l ihood of the model. Obviously 
the de f in i t ion depends on the choice of the p red ic t ive d i s t r i -
but ion , rte arr ived at the same de f in i t i on of the pred ic t ive 
l ike l ihood of a model in Akaike (1978b,c) by a s l i g h t l y 
d i f f e r e n t reasoning. The der iva t ion developed in t h i s paper 
provides a b e t t e r explanation of i t s r e l a t i o n t o the Bayesian 
modeling. 
Our main proposal in t h i s pap«M?- i s to use the predict ive 
l ike l ihoods in place of the o r i g i n a l l ike l ihoods of the 
component models of a composite Bayesian model. In the case 
of a component Bayesian model defined defined with a proper 
p r io r d i s t r i b u t i o n t h i s means a modification of the pr ior 
p robab i l i ty by mult iplying i t with a factor proport ional to 
the r a t i o of the p r i o r predic t ive l ike l ihood to the pr ior 
l i k e l i h o o d . This modification of the pr ior p robab i l i ty may be 
viewed as the change of our preference of the model caused 
by the shi f t ing of our a t t en t ion from p, (©v^  ^o p, (G, Ix ) . 
K k k k 
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With t h i s sh i f t of the viewing pos i t ion and with the aid of 
the de f in i t ion of the incremental l ike l ihood we can develop 
a f a i r l y systematic procedure of handling vague p r io r 
d i s t r i b u t i o n s . 
Maximum pred ic t ive l ikel ihood se lec t ion procedure and AlC ; 
For the composite Bayesian models, discussed in the 
preceding sec t ions , if the p red ic t ive d i s t r i b u t i o n s are 
defined by the models with the parameters determined by the 
method of maxirnum l ike l ihood , the pred ic t ive l ike l ihoods 
are given by 
qCxjk) = hlxjk) exp (- ^ k) 
Thus we have the r e l a t i o n 
(-2) log q (x|k) = (-2) log maximum l ikel ihood 
of the model fCxje^^) + iX*+c, 
where k* denotes the dimension of 6, which is now identical 
to k and c denotes a constant independent of k. 
This last quantity is equivalent to an information 
criterion (Ale) introduced by the present author for the com-
parison of models with parameters determined by the method 
of maximum likelihood (Akaike (1973, 1974) . Thus the minimum 
AlC procedure which selects the model with the minimum value 
of AIC is now viewed as the maximum predictive likelihood 
selection procedure. 
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Schwarz's c r i t e r i o n s 
ochwarz U978J proposed a se l ec t ion procedure which 
m inimizes the criterion 
(-2) log maximum likelihood + log N (number of parameters), 
where N is the number of independently repeated observations. 
In the case of the model considered in this paper, we may 
2 2 2 
envisage the situation by putting S' - (J^ /N, where ^^ is 
a constant, and x. = x*, the sample mean of N observations. 
The criterion is obtained by analyzing the behaviour of the 
posterior probability of the kth model when N grows to infinity 
under the assumption of some proper prior distributions of 
the parameters, 
i'or any finite and fixed N the procedure formally redu-
ces to the maximum predictive likelihood selection procedure 
with the predictive likelihoods defined by the products of 
the incremental likelihoods h(xlk) and the 'prior likelihoods' 
KW/^) '^, consider the two situations where <r^  = cT^ /^N = 
(5^ /K defined with different values N and N of N. Even 
though the likelihoods of e behave similarly for the two 
situations, the 'prior likelihoods' are significantly influe-
nced by the knowledge of N. Thus the criterion is not an 
information criterion which is based on the expected behaviour 
of the log likelihood of ©, . The use of this type of procedure 
is possible only under the strong conviction of the assumed 
prior distributions of the parameters. This is possible only 
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when we have c l e a r l y defined proper p r io r d i s t r i b u t i o n s , 
a s i t ua t i on where straightforward appl ica t ion of the aayes 
procedure i s a l l t h a t i s necessary to solve the problem ot 
model s e l ec t i on . This observation shows tha t the use of Sch-
warz ' s procedure in a p r ac t i c a l s i t u a t i o n wi l l be problema-
t i c a l , stone (1979) developed a comparative study of Schwarz's 
c r i t e r i o n and AlC, He also quest ions the real ism of asymptotdbc 
inves t iga t ions under the assumption of a fixed model. 
Schwarz did not develop any charac te r iza t ion of h i s 
procedure for f i n i t e M. For the composite model t r ea t ed in 
2 2 
t h i s paper we ac tua l ly have N = 1 with cT = (To , and there 
i s no hope of ge t t ing meaningful r e s u l t by the procedure. 
This shows tha t anyone who wants t o use the procedure must 
develop h i s own j u s t i f i c a t i o n for each p a r t i c u l a r appl ica t ion . 
Similar considerat ion i s necessary for the appl ica t ion of 
the c r i t e r i o n of Hannan and Quinn (1979) for the se lec t ion 
of the order of an auto^egression. 
Sawa's c r i t e r i o n : 
Sawa (1978) developed a c r i t i c a l analys is of AlC. AIC 
was o r ig ina l ly defined as an es t imate of minus twice the 
expected log l ike l ihood of the model specif ied by the para-
meters deterndned by the method of maximum l ike l i hood . Sawa 
considers tha t the assumption underlying the der iva t ion of 
AIC i s unsa t i s f ac to ry . The c r i t e r i o n i s derived under the 
assumption tha t the deviat ion of the best approximating 
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model from the t r u e d i s t r i b u t i o n i s of comparable order to 
the sampling v a r i a b i l i t y of the est imated models as measured 
in terms of the expected log l i ke l i hood , sawa introduced a 
c r i t e r i o n for the se lec t ion of regress ion models which was 
supposed to be free from t h i s assumption. This ' co r r ec t i on ' 
of AlC was fur ther pursued and general ized by Chow (1979) . 
E a r l i e r Takeuchi (1976) proposed s imi lar co r r ec t i on . These 
' c o r r e c t i o n s ' were introduced based on some analyses of the 
c h a r a c t e r i s t i c s of the maximum l ikel ihood es t imates under 
non-standard cond i t ions . 
Unfortunately the ' c o r r e c t i o n s ' do not seem quite 
successfu l . This i s due to the fac t t ha t they requi re e i t he r 
some addi t ional assxamptions or ad hoc es t imates of the nece-
ssary q u a n t i t i e s . This makes unclear the p r a c t i c a l advan-
tage of these ' co r r ec t ed ' es t imates over the o r ig ina l AIC, 
The implication of the minimum AIC procedure for model se l ec -
t ion i s t h a t , if a researcher f e e l s de f in i t e uncer ta in ty about 
the choice of h i s models, he should t ry to e x p l i c i t l y 
represent i t by introducing new models/ ra ther than to apply 
a refined c r i t e r i o n t o the o r ig ina l models. The ana lys is of 
the present paper also suggests the p o s s i b i l i t y of developing 
other ' c o r r e c t i o n s ' by modifying the s t ruc ture of the assumed 
p r i o r d i s t r i b u t i o n ox the parameter. Although t h i s i s not 
concerned with the correct ion of ^IC one such example i s given 
by Akaike (1978a) in developing the proof of a minimax type 
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opt imal i ty of the minimum AIC procedure. Another example i s 
seen in a paper by Smith and ^p iege lha l t e r (1980) . 
A typ ica l Bayesian react ion to information c r i t e r i a can 
be found in the comment on sawa's paper by Learner (1979), Learner 
dispenses with the i n f e r e n t i a l aspect by saying t h a t solut ions 
to the inference problem are well known through Bayesian 
modeling. However^ as our present ana lys i s has shov;n, the main 
problem of inference l i e s in the choice of the pr ior probabi-
l i t i e s of the component models. Information c i r t e r i a are 
impl ic i ty producing p r ac t i c a l so lu t ions to t h i s problem. 
Information c r i t e r i a and Bayesian modeling : 
In a p r a c t i c a l s i tua t ion of model se lec t ion i t i s 
des i r ab le to develop a proper Bayesian modeling as far as 
p o s s i b l e . Nevertheless we often come to the stage where we must 
accept the vagueness of the pr ior d i s t r i b u t i o n s of some para-
meters or hyj)erparameters, when these parameters have d i f ferent 
d imens iona l i t ies in d i f f e ren t models a c r i t e r i o n l i k e AIC is 
required to r ea l i ze a se lec t ion procedure. 
As was noticed in the discuss ion of p red ic t ive l i k e l i -
hood the choice of a p a r t i c u l a r p r i o r predic t ive l ike l ihood 
may be viewed as a way of defining a p r i o r p robab i l i ty of the 
model within the Bayesian framework. This does not contain any 
problem from the Bayesian point of view. In the case of the 
model t r ea t ed in t h i s paper the problem l i e s in the process 
of replacing the incremental l ike l ihood g (x|k) by h(xlk) v/hen 
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the prior distribution of the parameter is vague. This replace-
ment means to adopt k as an approximation of the term 
1 k 2 
in the def in i t ion of the incremental log l ike l ihood . 
Under the assumption of the kth model t h i s quant i ty 
i s d i s t r i b u t e d as a chi-square va r iab le with the degrees of 
freedom, k. The expected e r ro r of t h i s approximation increases 
with K. Since the incremental l ike l ihood hCxfk) are introduced 
as approximations t o g y ( x l k ) , t h i s fact must be re f l ec ted in 
our choice of the p r io r p r o b a b i l i t i e s of the models. One may 
consider the use of the p r io r p r o b a b i l i t i e s defined by the 
r e l a t i o n 
7r(k)c:,C ^>^P ( - V k ) . 
With t h i s choice of the p r io r p robab i l i t y the ' p o s t e r i o r ' pro-
bab l i ty of the kth model i s defined by the r e l a t i o n 
log (pos t e r io r ' p robabi l i ty of the kth model) 
= Predict ive log l ikel ihood of the kth model -)))<:, 
3y a proper choice of the penalty B for the e r ro r in the 
approximation of the incremental l ike l ihood wil l find a reason-
able represen ta t ion at l e a s t for a small group of neighboring 
values of k. The main problem here i s the choice of , This 
problem has been discussed in r e l a t i o n to the appl ica t ion 
of AIG to the autoregress ive model f i t t i n g Akaike (1978b,1979; 
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There exp (-0.5 ^IC-' i s used as the de f in i t ion of the l i k e l i -
hood of a model specif ied by the maximum l ikel ihood est imate of 
the parameter, i 'urther extension of the procedure to a l l subset 
regress ion analys is type problem i s discussed in Akaike U978c). 
These r e s u l t s are ex tens ive ly used in the program package 
TiMSAC-78 for time s e r i e s analysis and control Akaike, Ki ta-
gawa, Arahata and Tada (1979). 
We have so far discussed the 'group of c r i t e r i a based 
on information theory. The Other main group i s Bayesian in 
which the model with the highest p o s t e r i o r p robab i l i t y i s chosen. 
Now we descr ibe the r e l a t i o n s h i p s between the c r i t e r i a and give 
examples of t h e i r use. 
If, for the i t h model, the log l ike l ihood maximised 
over q. parameters i s L. , the general form of a l l c r i t e r i a i s 
to choose the model for which 
-L^ + q i / 2 C:?-0 
i s a minimuj!!. Here i s a constant , often 2. Choice of the value 
of or poss ib le replacement of by (n) , a function of the 
number of observat ions , n, are cen t r a l concerns of t h i s note. 
The c r i t e r i o n ^ 1 ) i s equal ly applicable t o nested or non-
nested choices although the re wi l l be occasions when the d i s c -
ussion i s more eas i ly conducted in terms of the nested case. 
The above c r i t e r i o n i s r a the r general . All po in t s to be 
discussed can be made for the specia l case of regress ion . 
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which includes the aut©regressive analysis of time series. 
For these models (l) becomes 
R. 
2<S" 
I log CT^ + — i - + "2 ^ i + const, 1^1) 
where R. i s the r e s idua l sura of squares for the i t h model. 
If (T ^  i s est imated by Q-^» the same for a l l models, 
the r e su l t i ng general ized information c r i t e r i o n i s 
c ( i , c<) = Rj; + 0< q^d" * (5 '3 ' ) 
with the chosen model being t h a t for which c ( i , c?^ ) i s a minimum. 
Relat ionships between c r i t e r i a i 
Information c r i t e r i a : 
several forms of c r i t e r i a derived from ( 3'2) have appeared 
2 
in the l i te ra txure . If, instead of the general est imate , 
the maxiraun l ike l ihood est imate for the i th model, <jf = Rj/n, 
i s used, the information c r i t e r i o n (?'2.) becomes 
c*{±tQk) - n l o g ^ ^ +«(q^ 
This general form was studied by Hannan and CAainn (1979) 
and, with CK' = 2, used by Tong (1977) in an ana lys is discussed 
in sect ion 5 . One quest ion t h a t has not , i t seems been cons i -
dered in the l i t e r a t u r e i s the loss of power due t o o v e r e s t i -
mation of fr^ for fa l se models which r e s u l t s from use of {'^•L) 
r a t h e r than ( ^ ' 5 ) , 
Another c r i t e r i o n which reduces to the general form O ^ ) 
comes from considera t ion of p red ic t ion e r r o r s and i s cal led FfE 
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Akaike (1969) , Bhansali and Downham (1977; show, by Taylor ' s 
s e r i e s expansion* t h a t 
FPi:(i; = of- ( i+2qi/n; + 0 (n"2) ( ' ? ' r^ 
Taylor s e r i e s expansion of the logari thm of {3'!?) leads to (?'W 
divided by n for the special case = 2# Bhansali and Downham 
studied the e f f ec t of range of values of , 
Predic t ion and Mallow's C : 
suppose t h a t theire are severa l competing regress ion 
models which are a l l specia l cases of a general model which 
i s t rue in the sense t h a t i t desc r ibes the da ta without systema-
t i c e r r o r . For p red ic t ion i t may be preferable t o f i t a reduced 
model, the e f fec t of b ias due t o systematic e r r o r being more 
than of fse t by the decrease in the variance of p r e d i c t i o n s . 
The c c r i t e r i o n Mallows (1973) provides an approximately 
unbiased es t imate , for each model, of the mean squared e r r o r 
of predic t ion over a region with moments propor t ional to those 
of the experimental des ign. The c r i t e r i o n i s 
where ^ ^s est imated from the r e s idua l sum of squares from 
the general model. Thus the general c r i t e r i o n (t?'i) with c^ = 2 
l eads to a ranking of the models in order of the est imated 
mean squared e r ro r of p red ic t ion . 
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posterior odds i 
An expression for the posterior probability of the ith 
of a set of regression models is given, for example, by Atkinson 
(1978). If the prior probabilities for each model are regarded 
as coming from a training sample of n^ observations for which 
the residual sums of squares are R^, the posterior probabi-
lity of the ith model is given by 
- log P . P C — ' i + ^  ^°<3=-' + const {3''^^ 
^ 2<r ^ ^ o 
when a l l models are taken to be equal ly l i k e l y a f t e r the 
t r a i n i n g sample Atkinson (1980), Asymptotically, when the 
e f f ec t of the t r a i n i n g sample has died away, i^'}) shows t h a t 
choice of the model for which the pos t e r i o r p robab i l i t y i s 
h ighes t i s equivalent t o use of the general c r i t e r i o n (J'2J 
with (n) s log n . This i s a spec ia l case of the asymptotic 
r e s u l t of Schwarz (1978) where the model i s chosen which 
makes L^ "* 2 ^ i ^^^ " ^ maximum. 
In the der iva t ion of (2*^) i t i s assumed t h a t ^ i s 
known. If i s not known, the p o s t e r i o r t d i s t r i b u t i o n 
which r e s u l t s from an Inverse gamma p r i o r for has proper-
t i e s s imi la r to those of ( ? '7) . 
•Asymptotic p rope r t i e s t 
consistency J 
we now consider how the choice of model se lec ted by 
(?^1) depends on < and n. For desc r ip t ive purposes i t i s 
11 
e a s i e r to consider nested models when the d i s t r i b u t i o n of 
the order of the chosen model i s of i n t e r e s t . 
For the i th model 
E(R^) = (n - q^) ( cf^  + 4^)# 
where the non-cen t ra l i ty parameter ^ i s zero for a l l t rue 
models, since E(a-^) = <r^, taking expectat ion in ( ) 
y i e l d s 
E c ( i , - ( ) ( 0 < : - i ) q i < r ^ + (n - q jL^Ai ^'^/.^^ 
Thus* as n -^-.i^, C(i,c><) ~-s> >» for a l l fa l se models and choice 
i s between those models having no systematic lack of f i t . 
Even asymptotically the re i s a d i s t r i b u t i o n of chosen model 
order with a non-zero p robab i l i ty of se l ec t ing a model of 
higher order than i s necessary. This p robabi l i ty decreases 
with increasing . 
A cons i s ten t es t imate of equation order can be obtained 
onx replacingc/by c?<(n), an increas ing function of n such tha t 
<?<((nVn—> 0 as v\-><o°» Hannan and Quinn (1979) prove tha t the 
lower bound on the r a t e of increase of ©i(n) i s log log n . 
This r e s u l t shows tha t the use of pos t e r io r odds, where (n) « 
log n, does no t . If the models are not nested, s imi la r r e s u l t s 
apply with a d i s t r i b u t i o n , for fixed , of selected order 
of model over a l l tr^^e models. 
The asymptotic d i s t r i b u t i o n of se lec ted equation order : 
The asymptotic d i s t r i b u t i o n of the order of the equation 
se lec ted by use of ^Vl^ dejp«»d»=-sn the d i s t r i b u t i o n of the 
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index of the minimum of p a r t i a l sums of random va r i ab le s of 
t he form K. - ei, where the K^ are d i s t r i b u t e d as )J;' . If 
t he re are only two models, which d i f f e r by.one parameter, the 
p robab i l i t y t h a t the smaller i s chosen i s pr ( / ' ^ < ^ ^ ) , which 
i s 84.3Ji. If(?(= 2. Bhansali and Downham (1977) give recursive 
r e l a t i o n s h i p s for the ca lcu la t ion of "these p r o b a b i l i t i e s when 
t he r e are more than two models and a t ab l e of numerical values 
for ten nested models. If, as in subset se lec t ion in r e g r e -
s s ion , the models are not simply nes ted , the asymptotic 
d i s t r i b u t i o n again depends on p a r t i a l sxims of the same va r i a -
b l e s , but there i s a combinatorial increase in the number of 
sums to be considered. 
p red ic t ion from f i n i t e samples : 
The previous r e s u l t s are asymptot ic . For f i n i t e samples 
the d i s t r i b u t i o n of the order of the f i t t e d equation has to 
be found by simulation as was done by Bhansali and Downham. 
If the purpose of choosing a model i s to use i t for 
p red ic t ion i t i s more appropriate to consider the mean squared 
e r r o r of predic t ion r e s u l t i n g from d i f f e ren t values of 
Akaike (1979). One such small s imulat ion i s described by 
Atkinson (1980) where the purpose was to determine the o p t i -
mum value of when (3'^) i s used to choose between a constant , 
a l i n e a r regress ion and a quadra t i c , with the f i r s t - o r d e r 
model t r u e . Since the quadrat ic model i s always an over f i t 
values of «(> l are requi red , when the slope i s neg l ig ib le 
the bes t predic t ion i s provided by f i t t i n g only the constant . 
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a choice which r e s u l t s from large values of such as 6 , When 
the mean squared e r r o r s from the constant and f i r s t order 
models are roughly equal , the best value of ^ i s 2. As the 
slope increases beyond t h i s po in t , the optimum value of 
i n c r e a s e s . The r e s u l t s of t h i s and the more complicated simu-
l a t i o n s reported a t the meeting show t h a t the optimum value 
of <=< for predic t ion depends in a complicated way on the para-
meters of the model and on <^ and n . An a l t e r n a t i v e i s t o 
consider fixed and vary the parameters of the model. For 
pred ic t ion over the experimental region ~,^ «: 2 has some mini-
max p rope r t i e s , but l a rge r values of are required for ex t r a -
pola t ion Atkinson (1980), 
Examples ; 
The conclusion that the optimum value of depends, 
in a complicated way, on unknown parameters is unknown para-
meters is unhelpful for the analysis of data. One possibility 
that was explored for two examples was to use values of 
from 2 to lO and to see how the choice of model depended on , 
Tong (1977) used the information criterion (J-^) to 
select the order of an autoregressive process for the logari-
thm of the number of Canadian lynx trapped over 111 years. 
For »< = 2 or 3 an eleventh order model is selected, whereas 
values of 4,5 and 6 lead to a second order model. 
The analysis of these data is discussed more fully in 
Campbell and w^alker (1977). For our present purpose it is 
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su f f i c i en t to note the large jump in order of the selected 
model as 9<^  v a r i e s . This could be taken as a warning tha t 
the model i s inadequate and t h a t some other c l a s s of model 
should be considered. 
In c o n t r a s t , use of a range of values on a fu l l 
second-order model for ^rownlee's (1965), s tack loss data 
leads to a gradual reduction in the number of terms f i t t e d . 
For X = 2 the second order model i s the same as t h a t found 
by Daniel and v/ood (l97l)# Detailed analys is of t h i s example 
suggests t h a t use of a range of values of between 2 and 
6 provides a se t of p laus ib le i n i t i a l models for fur ther 
analysis* 
In the next pages we propose to consider an improvement 
of the formula of Akaike (1973,1974) and present a simpler 
and more t ransparen t de r iva t ion of the formula of Schwarz(1978) 
Fina l ly , a comparison of these two model se lec t ion c r i t e r i a 
from the viewpoint of s t a t i s t i c a l dec is ion theory i s considered 
The quest ion t o be studied i s the following. Given J 
models represented by the d e n s i t i e s f ( . [o ) f ( , j o ) , for 
the explanation of a random vector y, and given n observations^ 
how should one model be se lec ted as being the best? To make 
our study manageable, v/e make two fur ther assumptions. F i r s t , 
the re e x i s t s a general model f ( . j o ) from which a l l the J 
competing models can be derived by imposir^ various r e s t r i c t i o n 
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on i t s parameter vector 0, second, such a model i s the ' t r u e ' 
model generating the observat ions y^/«».*y_« we wi l l l e t i t be 
the f i r s t model for convenience. I t i s recognized tha t these 
assumptions are r e s t r i c t i v e , as they ru le out some important 
model-selection problems to which the p o s t e r i o r probabil iy 
c r i t e r i o n has been appl ied. However, our framework does 
encompass the important c l a s s i c a l s t a t i s t i c a l problems of t e s t i n g 
the nul l -hypothes is t ha t the parameter vector 0 i s subject to 
a se t of r e s t r i c t i o n s and of choosing among several non-tested 
models provided tha t they can a l l be derived from r e s t r i c t i n g 
the parameters of a more general model. 
Derivation of an information c r i t e r i o n : 
Let f ( , l 0 ° ) be the t r u e densi ty of y and f (,[0) be an 
approximation of f(,iO*') where I i s subject to ce r ta in r e s t r i c -
t i o n s which 0° does not s a t i s f y . Following Akaike (1973, 1974) 
we adopt the Kullback-Leibler information measure, or the 
expected log- l ike l ihood r a t i o , to d iscr iminate between the 
two models using n future independent observation ( y ^ , . . . , y ) =Y, 
i„ f e ° ; e j = E ^ ^^g £ ^^^JQO^ _ ^^^ £ ^^/ |Q^ ,^^^^^^ 
where the expectat ion i s evaluated by the t rue densi ty fC.JG^). 
As 0 i s unknown, we assume tha t n observat ions (y]^, . . . ,y ) = Y 
are ava i lab le to provide a maximum l ike l ihood estimate 6 of e 
subject to the required r e s t r i c t i o n s . The estimated model 
f ( . | e ) i s to be judged by the expected information 
8 0 
^e^n [®°' ^J = ^0 E^ log L(Y;a°) - E^ log L(Y7e_)y/ (3 ' ) ' l ^ 
where L denotes the l ike l ihood function based on n future 
observa t ions . Akaike (1973/ 1974) has provided an est imate 
of Eg JE~ log L ("?;§)j for model s e l e c t i o n , since the t e rm 
E log L (Y;e ) , though unknown, i s the same for a l l appro-
ximate models. This sect ion proposes an a l t e r n a t i v e es t ima te , 
under the assumption t h a t I os subject to the known l i n e a r 
r e s t r i c t i o n H'0 + b s= 0 . The r e s u l t w i l l be shown to apply-
to the case of nonlinear r e s t r i c t i o n s hCe) = 0 by u t i l i z i n g 
the work of s i lvey (1959). 
To es t imate EgE- log L (Y;e), we f i r s t define Q as 
the parameter of the best approximate model which s a t i s f i e s 
the r e s t r i c t i o n K'e* + b = 0. Being ' b e s t ' here means having 
maximum information, i . e . , 
E^ log L (Y;e*)^E~ log L (Y;e). 
•it To find 6 we d i f f e r e n t i a t e the Lagrangian expression 
L = E^ - log L (Y; e) - Xin* e+ b) , 
assuming d i f f e r e n t i a t i o n and the expectat ion operation can 
be interchanged, y ie ld ing 
f log L (Y; e*l ] 
L - / ;^ - HA= o . ( 3 ' / ' 7 ) 
{3'i'3 and H'©* + b = 0 can be solved for e* and A * . In the 
language of sawa (1978), 0* i s the pseudo-true parameter of 
the pseudo-true model f ( . | © ) . 
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Having defined G*, we expcind log L (Y; ©*) about e* 
log L (Y ;6*) = log L ( Y ; § * ) + i i 2 § - k J i £ e i L - ( ^ * . e * ) le 
i2 
^1 (e*-e*/^^^°q MY;0*) ^g*_3*^ .^,.^ ,^ ^ 
2 ' ' a>e^ 0 
wht e e 0* denoting the maximum l ikel ihood est imate of 0*, or 
of © subject to the imposed r e s t r i c t i o n . The expecta t ions of 
the th ree terms on the r i g h t hand side of O-z-f) w i l l be 
est imated in t u rn , 
Eg.E- log L(Y;e*) = E^ log L ( Y ; e * ) ^ log L(Y;0*) 
= logL(Y;a*) + ^l2£LilUi!2'(e*-6*) 
s l o g L(Y;0*) 
The f i r s t s tep of {J'hf) amounts to es t imat ing the expectation 
L^ log L (Y; 0*) by the sample analogue log L(Y;0*). The 
second l i n e involves expanding log L (Y;0*) about 0*, with 
the second term vanishing because O* i s obtained by maximizing 
log L(Y;0) subject to H'O* + b = 0 and thus s a t i s f i e s 
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The expectat ion So^  of the second term on the r ight-hand s ide 
of {^'hj) vanishes because of ( i 7 ' 7 } . For t h i s t h i r d term, 
we have 
Defining 
T(0* e°) - -E-- <^^iog L {Y;e*) 
where the parameter 0o i s used to define the distribution of Y, 
we s u b s t i t u t e OA-f) and {3'h^) for the f i r s t and t h i rd terms 
on the r i g h t hand side of ij^h^) to obtain 
Eg*E^ log L (Y;§*)^ log L (Y;§*) 
-tr [ j ( e \ G°) E(9* - e*) (@* - G*//* (}'r71 
In (J'f'J), the two matrices ins ide the curly brackets have been 
replaced by t h e i r expected va lues . 
The formula ( ) remains val id for nonl inear r e s t r i c t i o n s 
h(e) = 0 on 9. 
The only changes in the above der iva t ions are to replace H'Q +b 
by h(©) and to i n t e r p r e t H as the matrix of p a r t i a l de r iva t ives 
of h ( o ; , evaluated at « = §* for G'''i) and at e = S* for the 
computation of 9* in (J'/'O . The models w i l l be ranked by (?-?7), 
the one having the highest value to be s e l e c t e d . The remaining 
problem i s t o provide es t imates of J {&*, 0°) and £(§*-©*) 
(0* - 0*) . 
8B 
To f ind t h e d i s t r i b u t i o n of t h e maximum l i k e l i h o o d e s t i -
mator s u b j e c t t o the r e s t r i c t i o n s H'©* = - b , we use the r e s u l t 
of S i lvey (1959, lemma l ) . The j o i n t d i s t r i b u t i o n of (e*-9*) 
and t h e Lagrangian m u l t i p l i e r { A - A ) a re a s y m p t o t i c a l l y 
normal wi th mean 0 and c o v a r i a n c e mat r ix equa l t o n" t imes 
PQ* VQ* PQ* PQ* PQ* QQ* 
a©* V V G^* e^« V 
where, d e n o t i n g L (Y; 6*) by L*, 
and 
""^0* = E 
PQ* QQ* 
C l^oq L* cIlOQ L* ^E l o g L* ^ E log 
-1 * ^o n'-^ J (©*,0°; -H -1 
i Q©* ^e- -H' 
L 
n j ' ^ -nj~^li (H'j"-'-H)"-'-H, j " ^ - j"- ' -H(H'j '^H)"^ 
In the impor tant s p e c i a l case when t h e r e s t r i c t i o n s 
c o n s i s t e n t i r e l y of zero r e s t r i c t i o n s on a s u b s e t of p a r a m e t e r s , 
= [ o i ] , and * It we w r i t e O = (O 0 ) , H 
j ( e * , e°) = 
J 2 i ( 0 * . e o ) j ^ ^ ( e * , e ° ) 
The mat r ix P^* above becomes 
p * _ 
n J ~ J ( e * , GO) o ] 
\ 
0 0 
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and the covariance matrix of (0^ - 0 ) becomes 
log L*. log L J-J (e% e°). 
since E log L / d 6. = 0 as ©. i s obtained by maximizing 
(d i f f e ren t i a t ion ) E log L (Y;€ , 0) with respec t to 0- . Using 
t h i s r e s u l t for the covariance matrix of G* in O'lO), we have 
the following model se l ec t ion c r i t e r i o n in t he case of zero 
r e s t r i c t i o n s : 
log L(Y;@*) - t r 1 E 
L 
^ ^f^^r^«*. «°'l ^'•'•^^ 
Akaike (1973) was incor rec t in claiming t h a t j " : (© , G°) i s 
the asymptotic covariance matrix of e ^ as we have jus t shown 
If t h i s claim were valid^ t h e t race term in Xi'l'}) would become 
k/ the number of unknown parameters in ©-/ and (3'^7^ would 
become Akaike's information c r i t e r i o n by which one se l ec t s the 
model having the l a r g e s t value for the maximum log- l ike l ihood 
minus the number of parameters to be es t imated . The claim i s 
incorrect because only when the model i s co r r ec t ly specified^ 
i . e . , when 0 = 9° , do we have j"? ' (© , G ) as the asymptotic 
covariance matrix of 9 . 
To i l l u s t r a t e the e r r o r in approximating the t race in 
(>/'7) by k, consider the example of a t rue normal l i nea r 
regression model for n observations^ 
Y = X^ a^^ + X^B^ + u = Xj3° + U, COV U = I (f°^ 
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which is being approximated by the smaller model 
y = 
= ^ 1 ^ 1 
* « 
+ u 
The p s e u d o - t r u e pa ramete r s A^ and o ^ can be obta ined by maxi-
mizing liy' l og L ( Y / / ^ ^ , 0 , (5'^)J with r e s p e c t t o ^^ and (T 
where the new o b s e r v a t i o n s t o be p r e d i c t e d a re assumed t o s a t i s f y 
Y = X / j ° + u . The r e s u l t s are 
-1 
^1 = Pi -^  ^^1^1^"' ^1^2 P 2 
-1 _0 2 
Denoting t h e p a r t i a l d e r i v a t i v e s of l og L ( Y / ^ . , 0 , ^^^) with 
r e s p e c t t o >J and (p^ e v a l u a t e d a t ^3^ and (f^ by ^ l og L*, one 
f i n d s 
^^log L^  
T ^ ^ i ^^  -^ ^1/51^ = - ^ ^ 1 - ' 
2 C" *2 -^77^4 ^^  - ^1/^P' (^ - l^f: l^^  2 ^ 
= 7 7 ^ - ^ 7 ^ ^ f^2^2^%^2 ^ 2 ^ ^ • V ^ > 2 ^ ' M I X 2 /:^;) , 
where M denotes I-X^ ^ (XiX.;' X'. From the last two equations* 
one derives 
j^^(0*eS -E 
^^^log L* "cl^ loq L* 
()^ loq L* C)^loq L* 
^ 
2 ^P'l 
0 
0 
Ld^'^dh 3^^'^) 2^2 2(r^ 
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i^ dj^l 
'£^log 
J6 
log L* log L* 
^ 
0 2 
^ 
*4 '^1^1 
0 
The der iva t ion of the l a s t equation has made use of the r e l a t i o n s 
E (u 'u )^ = (2n + n^) (f° and ETT (U'U) = 0 because the elements 
u. of u are normal and independent. 
Using these r e s u l t s for the tra6e in ( ) , we get , for 
the approximate model. 
t r 
}' log L* 
^©1 'l§f^/Ki<-*-«°0 - 1 
= (6°/cr*)2 [k 4- 1 - (^^-Vc-"^V 
where k i s the number of parameters ( including the elements of 
y* * 2 • * o 
a^ and (f ; . If the approximate model were t r ue , ^ = (T and 
the t race term would equal k as Akaike c la ims. In general 
* o (5" y^ , and the t race term i s smaller than k. For example, if 
the t rue model contains e igh t parameters (seven coe f f i c i en t s 
plus 6' ) and the approximate model contains seven parameters 
(with the l a s t explanatory va r iab le omittted), and if ( ^ /(S' ) 
== 0.9, the difference between the two t r ace terms t o be 
subtracted from the respec t ive maximum log- l ike l ihood functions 
i s 8-0,9 8-0.9 = 1.61, as compared wij?h 8-7 = 1 by Akaike's 
forrmila. The se lec t ion ru le (J*/'^ ) t u rns out to favor the small 
model more than Akaike's r u l e . The above adjustment constant 
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i s in agreement with r e s u l t of Sawa (1978, theorem 3.2/ 
p . 1280) who has studied the information c r i t e r i o n for the 
se lec t ion of l i n e a r regress ion models in p a r t i c u l a r . Our 
formula (/•/"7 ^ l^as more general a p p l i c a b i l i t y . Note tha t to 
evaluate E Ihog h*/<^Q^. olog L*/,)Q^ ) and J^^ ( e* ,e° ) , 
one needs to specify the t rue model as the most general of 
the models to be selected and replace the required parameters 
0* and a° by t h e i r maximum l ikel ihood e s t i m a t e s . 
After present ing t h i s regress ion example, i t may be useful 
to point out the r e l a t i on between the information c i r t e r i o n 
and the c r i t e r i o n Cp given by Mallows (1973). VJhile both 
c r i t e r i a are based on the estimated accuracy of a proposed 
model in pred ic t ing future observat ions , they employ d i f fe ren t 
measures of predic t ion accuracy. In our regress ion example. 
Mallows (1973) would measure the accuracy of future predic t ions 
obtained from the smaller model with coe f f i c i en t vector 
^ ' = ( /?^0) by the expected sum of squared predic t ion e r r o r s . 
E ^ . £ y 
By c o n t r a s t , according t o O-I'l), the information c r i t e r i o n 
measure the goodness of f i t of the smaller model to future 
observations by 
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where £{.\0°) i s the dens i ty function of the t rue model, and 
the parameter vector O for the smaller model in our regression 
example c o n s i s t s of M*, » ( /5J '0) arid 6*^. Thus, Mallows (1973) 
provides an es t imate cff i^'hf) for the smaller model and 
compares i t with the corresponding est imate for the l a rge r 
( t rue; model, with ° r e p l a c i n g ^ in ( ) . The model having 
the smaller es t imate of expected pred ic t ion e r r o r so defined 
wi l l be s e l ec t ed . 3y the information c r i t e r i o n and the use 
of formala (>;• I ) , e s t imates of {J'I'H w i l l be obtained for 
the smaller model and the l a rge r (true) mo^el, the l a t t e r 
with 0° rep lac ing 0* in (J'/'/O . The model having the smaller 
est imate w i l l be s e l ec t ed . 
As i t was pointed out at the end of sect ion 1, the 
use of the information c r i t e r i o n requi res the assumption of 
a t rue model from which a l l competing models can be derived by 
r e s t r i c t i o n s on i t s parameters . Thus we can deal with non-
nested models such as regress ion models using e i t h e r x. or 
x^ as poss ible s e t s of explanatory va r i ab les only if we are 
wil l ing to assume a more general model, including both se t s 
of explanatory v a r i a b l e s , to be the ' t r u e ' model for the 
purpose of s t a t i s t i c a l a n a l y s i s . 
3 . The pos t e r io r p robabi l i ty c r i t e r i o n i 
To s t a t e the Jeffreys-Bayes pos te r io r p robabi l i ty 
c r i t e r i o n , l e t p(K J be the p r io r p robab i l i t y for model H 
to be c o r r e c t , and p ie/M ) be the p r io r dens i ty for the 
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k d imens iona l parameter v e c t o r 0 . cond i t i oned on M. be ing 
c o r r e c t . Assume t h a t a random sample of n o b s e r v a t i o n s 
(y y „ , . . . / y ) = Y i s a v a i l a b l e . By Bayes ' theorem the p o s -
t e r i o r p r o b a b i l i t y of t h e j t h model be ing c o r r e c t i s 
p(M ) ( Y I M ) p (M.J ( Y I M . ) 
p(M. lY) = ^ -2 1- = ^ J P J 
J P^^-* ^ p ( M j ) p ( Y l M j ) 
where 
P ( Y 1 M J = J L. (Y,e)p(0|M^.) de (^'2-'0 
v;lth IJAY,Q) deno t ing t h e l i k e l i h o o d f u n c t i o n fo r t h e j t h 
J / 
model. Since p(Y) i s a common f a c t o r f o r a l l models/ t he 
model with t h e h i g h e s t p o s t e r i o r p r o b a b i l i t y of being c o r r e c t 
i s t he one with t h e maximum v a l u e fo r 
p(M )p { Y | M . ) = p(K.) J L . (Y,0)p (GlM.) de 
If t h e p r i o r p r o b a b i l i t i e s p(M.) are equa l fo r the models, 
t h e one wi th t h e h i g h e s t p(Y|M,J w i l l be s e l e c t e d . 
To e v a l u a t e p(YJM.) f o r l a r g e samples , we apply a 
well-known theorem of J e f f r e y s (1961, p . 193 f f . ) , c i t e d in 
z e l l n e r (1977, p p . 31 -33 ) , on t h e p s t e r i o r d e n s i t y p (e |Y ,H. ) 
of 0 . given model M., 
h. (Y, ©)p ( 0 | M . ) 
p(e lY,Mj = —-* , ,—, i— 
j p(YlM J 
= (27^"^ j^2 l s l ^ /2g - i / 2 ( e - a j ) ' 3 (0 -0 ) fi+oiu'^^^) 
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a mu l t i p l i ca t i ve factor simply bh changing p (9 . |M ) by t h a t 
f a c t o r . If one wishes to use a diffuse p r i o r densi ty p(OJK J , 
many such d e n s i t i e s are reasonable t u t they can give very 
d i f fe ren t r e s u l t s . To i l l u s t r a t e , l e t p (OIM.) in i^-l'D by 
k . - v a r i a t e normal with mean 0 . ( jus t for i l l u s t r a t i o n ) and 
covariance matrix ( ^R j " ' ' "* Eq» O ' ^ ' ^ w i l l be 
1 - i 
log p (YjM.; = log L. ( y , e j - - i k . log ( n / 6 ) +0(n 2) 
The adjustment constant suggested by the formula of Schwarz 
(1978) w i l l be changed from *• j ^ i ^ ° ^ n to - "I ^^ l°g ^"^ ^» 
There i s no reason why might not change by a factor of two 
or t h r e e , making Schwarz* formula a poor approximation to 
log p ;.Y1M,) for f i n i t e samples. 
4, comparative evaluat ion of the two c r i t e r i a : 
we wi l l begin by eva lua t ing the information c r i t e r i o n 
from the viewpoint of Bayesian est imation theory^ as Learner 
(1979) has done. Under the assumption s t a t ed in the Int roduc-
t i o n , the t r ue model i s the most general model f ( . | 0 ° ) with 
unknown parameter 9 ° . I (^e°;G) in ( 5'hf) spec i f i e s a loss 
function for the approximate model f ( . | e ) . E^ I ) (j°;0 / -
R^  (0°) in il'I'l) i s the r i s k function for the est imator e . 
which i s subject to the r e s t r i c t i o n s defining the i th model. 
Since the r i s k R^ (e°) depends on the spec i f ica t ion of 
the model ( i . e . , the es t imator) and the unknown 8°, one cannot 
se lec t the model (est imator) with minimum r i s k without 
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where 0. i s t h e maximum l i k e l i h o o d e s t i m a t e of 0 . and the inverse 
covar iance ma t r ix s » -C ^ ^ log L . / ?Oo'e*)^tz nR. i s of o rde r n . 
E v a l u a t i n g both s i d e s of t h e above equa t i on a t G = 0 and 
t a k i n g n a t u r a l l oga r i t hms* v/e ob t a in 
l og p(Y/FiJ = log L (Y,e J - (k j /2) l o g n -^ log [R^i 
_ 1 
+ ( k . / 2 ) l o g (27r) + l o g p ie.\n^)+ ©(n 2 ) . 
I f we r e t a i n only the f i r s t two terms l o g L . {Y, G.) and 
- k . ( l / 2 l og n) in (7'2-i), we o b t a i n t h e formula of Schwarz 
(1978) . 
How wel l can log P ( Y | M . ) be approximated by us ing 
only t h e f i r s t two terms of (J'i'2.) ? How much w i l l i t depend 
on t h e p r i o r d e n s i t y p . ( 0 | M . ) of t h e pa ramete r v e c t o r chosen 
f o r each model M ? 3ayes ian s t a t i s t i c i a n s i n c l u d i n g J e f f r e y s 
(1961), P r a t t (1975) , and Learner (1978) , among o t h e r s , have 
recognized t h e d i f f i c u l t problem of choos ing a p r i o r d i s t r i -
bu t ion p . ( 0 | K ) for t h e pa rame te r s of each model t o be used 
to compute P ( Y | M . ) . The d i f f i c u l t y of t h i s problem can be 
seen from t h e equa t ion 
L , (Y,e . ) p ( G . il-ij 
P ( Y 1 I M J = - J —-J l — r J i 
j p(Gj[Y, My 
-'^^Lj(Y,Oj) p ( Q y M j j . C2/r)^j /2inR_^.l- l /2 i^y.^iy 
Observe t h a t , given L (Y, Q .) and P ( 0 . | Y , M J , P ( Y | M j i s 
p r o p o r t i o n a l t o p ( Q . | M ) . Thus one can change p(YlM.) by 
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knowing 0 , A Bayesian wi l l specify a p r i o r densi ty for 0°, 
take the expecta t ions LQOR^{Q°), i = l , . . , j , and choose the 
model i with the smal les t expected r i s k . Instead, the proposal 
of sec t ion 2is toK evaluate R^^ (6°) using the maximum l i k e l i -
hood es t imator 0° of 0 ° , This procedure appears ad hoc from 
the viewpoint of Bayesian est imation theory . Furthermore, 
since a l l Bayesian es t imators defined by d i f fe ren t p r io r 
d e n s i t i e s on 0 form a complete c lass of admissible es t ima tors , 
and the above ad hoc procedure i s not a Bayesian es t imator , i t 
i s inadmiss ib le . 
A defense of the information c r i t e r i o n against the 
c r i t i c i s m from Bayesian est imation theory can be made as 
fol lows. F i r s t , if t he r i s k H^ (e ) i s adopted for ranking the 
i th model ojr e s t ima tor , using a maximum l ikel ihood est imate 
R,(0°) of i t at l e a s t has large-sample j u s t i f i c a t i o n from the 
viewpoint of sampling theory, second, a Bayesian i s challenged 
to provide an a l t e r n a t i v e procedure for model se lec t ion which, 
from the sampling theory viewpoint w i l l on the average se lec t 
a b e t t e r model as judged by (} ' / ' / ) than the information 
c r i t e r i o n . v;e wi l l consider three Bayesian procedures below. 
The f i r s t procedure i s based on Bayesian es t imat ion 
theory . Given a p r io r dens i ty on 0° and given the loss function 
I ( 0 ° , Q / , one can find an est imator O to minimize expected 
l o s s i-gO \ 0^, Q] where the expectat ion i s evaluated by 
the pos te r io r dens i ty of & . There are two problems with t h i s 
procedure. F i r s t , i t might not perform well from the sampling 
95 
viewpoint , second, i t wi l l never recommend imposing zero 
r e s t r i c t i o n s on any parameters, or dropping any explanatory 
va r i ab l e s in a regress ion model, unless the p r io r d i s t r i b u t i o n 
of e° assigns p robab i l i ty one to these r e s t r i c t i o n s in the 
f i r s t p l ace . Thus t h i s procedure always leads to se lec t ing 
the l a r g e s t model in the problem formulated in the Introduc-
t i o n . 
To ju s t i fy the dropping of va r i ab l e s in s t a t i s t i c a l 
p r a c t i c e , two other Bayesian procedures can be mentioned, as 
discussed in Dickey (1975), for example. One involves 
introducing a reward for s impl ic i ty by subs t rac t ing a 
constant from the loss- funct ion 1 (©°, 6) when & s a t i s f i e s 
the r e s t r i c t i o n s of a small model. The second i s a Bayesian 
procedure for hypothesis t e s t i n g . Given two hypotheses or 
models, M and M , i t i s required to specify a p r io r proba-
b i l i t y p(M.) for each model t o be c o r r e c t , a p r io r densi ty 
p . ( 0 . | M . ) of the parameter &. for each model M., and a 
u t i l i t y function U (d; M) where d can take only two values 
d. (for the decision to choose M.) i = 1,2. If M- stands 
for the general model with parameter © = 0° and M i s 
obtained by r e s t r i c t i o n s on 0, the u t i l i t y function can be 
wr i t t en as U (d; 9 ) . The model M. wi l l be selected if E U 
(d.,G) i s l a rge r where the expectat ion i s evaluated by 
the ppbs te r io r dens i ty of 9. Note t h a t t h i s u t i l i t y function 
i s d i f f e r en t from the l o s s function used in Bayesian e s t i -
mation theory where the argument 0 i s a continuous var iable 
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ind ica t ing the parameter e s t ima te . Here d. i s a d i sc re t e variable 
r e fe r r ing to rhe decis ion to choose M.^  for an unspecified 
purpose except t h a t U (d^, e°) U (d^, 0°) and UCd^, &*) 
U (d , Q ) where M i s the r e s t r i c t i v e model with parameter 9 . 
Under the assumptions of a symmetrical u t i l i t y function, i . e . 
U (d^, 0°) =U(d2 , e*) and uCd^, 0°) = U(d^, 0*), 
t h i s se lec t ion procedure amounts to se l ec t ing the model with 
the higher pos te r io r p robab i l i t y p(M^|Y) of being c o r r e c t . I t 
fu r ther reduces t o the se lec t ion by P ( Y | M . ) when p(Mj^ ) = 
p(M ) , as discussed in sect ion 3 . 
What can be said about the p o s t e r i o r p robabi l i ty c r i -
t e r ion for model se lec t ion ? iVhen applied to the choice between 
two nested models M, and M , the assumption of a symmetrical 
u t i l i t y function becomes unreasonable since U(d., 0 ) depends 
on how far G* i s from 0 ° , and u (d. , 0°) cannot reasonably 
be se t equal to U (d , 0*P for a l l values of 0° and 0 . More 
important ly , the model M. selected for having a higher value 
for E^u (d . , 0 ) , as evaluated by the pos t e r i o r densi ty of 0, 
i s not meant to be the model which, when estimated by maximum 
l ike l ihood using a f i n i t e sample, wi l l on the average predic t 
future observat ions well by the information measure ( ) . 
S imi la r ly , ne i ther i s the model having a higher p(Y|M.) meant 
to be the one which we should est imate for predict ion purposes. 
In our ana lys i s , we have already assumed the most general or 
the l a r g e s t model to be the t rue one, and yet imposing r e s t r i c -
t ions might produce a b e t t e r model for p red ic t ion , given a 
f i n i t e sample. 
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To put the l a s t point d i f f e r e n t l y , the information 
c r i t e r i o n maximizes 
./•^ -^ . E^ E- log L (Y; e ) , 
with the expectat ion evaluated by the sampling d i s t r i b u t i o n of 
0, whereas the pos te r io r p robab i l i ty c r i t e r i o n maximizes 
log EQ L (Y; e) = log r h (Y; 6) p {Q\H ) dG 
with the expectat ion evaluated by the p r i o r densi ty of 0. This 
comparison brings out the bas ic di f ference between the two 
c r i t e r i a as they attempt to answer two d i f f e r en t ques t ions . 
One asks which 'model' f{,\Q) as i t i s est imated by the given 
data Y should be used to pred ic t the future Y. The other asks 
which 'model' as defined by f ( , |©) and the p r i o r densi ty 
P ( 0 | M ) i s judged by the sample data Y to have the highest pro-
b a b i l i t y of being c o r r e c t . This d i s t i n c t i o n i s not e x p l i c i t y 
recognized in the l i t e r a t u r e . Schwarz (1978), in present ing 
h i s es t imate of the p o s t e r i o r p robab i l i t y of a model being 
cor rec t for large samples, s t a ted t h a t he was proposing an 
a l te rn '-ive formula to Akaike's for solving the same problem, 
and attempted to derive a formula does t o h i s formula by using 
the pos t e r i o r p robab i l i ty c r i t e r i o n . This could be done, for 
example, by choosing the p r io r densi ty 
piQ.\M^) = (2 /D '^ j ' ^2 |ne -2 R_.ll/2 
in ( ) to make the e n t i r e adjustment fac tor equal to -k . 
in stead of -k. (1/2 log n), but there is no need to justify 
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the information c r i t e r i o n in terms of the pos te r io r proba-
b i l i t y c r i t e r i o n as they are designed to answer d i f fe ren t 
ques t ion . 
The above comparison also brJLngs out the d i f f i c u l t y in 
choosing a robust p r io r densi ty function pCGJMj for the model 
se lec t ion problem. The 'model' t o be judged by the sample 
data Y using the pos t e r i o r p robab i l i ty c r i t e r i o n i s prec ise ly 
defined by t h i s p r i o r dens i ty together with the function f C J O ) . 
Varying the p r io r dens i ty p (©IM.) w i l l vary s ign i f i can t ly 
the 'model' t ea be judged. Therefore, i t i s d i f f i c u l t to avoid 
choosing a speci f ic p r i o r densi ty for the model se lec t ion 
problem using the pos t e r io r p robabi l i ty c r i t e r i o n . One might 
be tempted to resolve t h i s d i f f i c u l t y by using a par t Y, of 
the sample Y then using the remaining data Y to judge the 
'model' now specified by p(©lY.,M.) toge ther with the function 
f ( . | 0 ) . This suggestion can ce r t a in ly be carr ied out, but i t 
wi l l answer the question whether the 'model' based on the 
data Y^ was good as judged by the data Y , and not whether the 
o r ig ina l model with a di f fuse p r io r was good as judged by Y 
and Y . Nor wi l l i t answer the i n t e r e s t i n g question whether 
the model estimated by using a l l the da ta Y wi l l be good in 
future p r ed i c t i ons . 
In conclusion, although the information c r i t e r i o n i s 
subject to c r i t i c i s m from Bayesian es t imat ion theory, i t can 
be j u s t i f i e d by sampling theory as i t appl ies maximum l ikel ihood 
to es t imate the r i sk function R. (8°) . There are three 
lyeVii 
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Ba ian answers to the model selection problem posed in 
our jjntroduction. F i r s t , from Bayesian estimation theory with 
continuous loss and prior density functions/ the largest model 
will always be selected, implying that explanatory variables 
should never be dropped from regression analysis . The e s t i -
mator should take full account of the loss and prior density 
functions and not be res t r i c ted to maximum likelihood e s t i -
mation of ei ther the larger or the small model, as is often 
done in s t a t i s t i c a l p r i c t i c e . The second answer jus t i f i es 
the selection of a smaller model by introducing discontinuity 
in the loss function (extra u t i l i t y for imposing res t r ic t ions ; 
and the third by introducing discont inui t ies in the prior 
density function and in the decision var iable . If one accepts 
prediction as the cr i ter ion for model building, any of these 
three answers will have to be evaluated by i t s abi l i ty to 
produce good predict ions. 
BIBLQlOGRAfHY 
A i t c h i s o n , J . and S .D .S i lvey (1958) "Maximxim Like l ihood Es t ima t ion 
of pa ramete rs Subjec t t o R e s t r a i n t s " , Anals of Mathematical 
S t a t i s t i c s , v o l . 29 . 
Akaike, H. , (1973) . Informat ion Theory and an e x t e n s i o n of t h e 
maximum l i k e l i h o o d p r i n c i p l e , in : B.iJ. Pe t rov and F , 
c s a k i , e d s , , 2nd i n t e r n a t i o n a l sympostkm on information 
t h e o r y lAkademiai Kiado B u d a p e s t ) . 
Akaike, H. , (1974) . A new look a t t h e s t a t i s t i c a l model i d e n t i -
f i c a t i o n , IEEE T r a n s e c t i o n s on Automatic c o n t r o l AC-19, 716-
723 . 
Akaike, H. (1977) . On en t ropy maximizat ion p r i n i p l e , in P.R. 
Kr i shna i ah e d . . A p p l i c a t i o n of s t a t i s t i c s , 
Akaike, H. , (1978a) . A Bayesian a a l y s i s of t h e minimum AIC 
p r o c e d u r e . Annals of t h e I n s t i t u t e of s t a t i s t i c a l math-
emat ics 3 , A, 9 -14 . 
Akaike, H. , (1978b) .On t h e l i k e l i h o o d o f ' a t ime s e r i e s model. 
The s t a t i s f i c i a n 27, 217-235 . 
Akaike, H. , (1978c) , L ike l ihood of a model. Research memorandum 
n o . 127 (The i n s t i t u t e of s t a t i s t i c a l methematics Tokyo) . 
Akaike, H . , (1979) . A Bayesian e x t e n s i o n of t h e minimum AIC 
procedure of au t©reg re s s ive model f i t t i n g Biometr ika 66, 
237-242. 
Akaike, H. , (1969) . F i t t i n g a u t o r e g r e s s i v e models fo r p r e d i c t i o n . 
Annals of t h e i n s t i t u t e of s t a t i s t i c a l methematics 21, 
243-247. 
2. 
Atkinson, A.C.C1970). A method for d iscr iminat ing between models", 
journal of Royal S t a t i s t i c a l Socie ty ,32, Ser ies B, 
Atkinson, A.C., 1978, Posterdr p r o b a b i l i t i e s for choosing 
aregression model, Biometrika 65, 39-48. 
Atkinson, A.c. and D.R, Cox, 1974, Planing experiments for 
d i sc r imina t ing between models (witn discuss ion) journal 
of the Royal S t a t i s t i c a l Socie ty B36, 321-348. 
Atkinson, A . C , (1980) • A note on the generalized information 
c r i t e r i o n for choice of a model, Biometrika 67, 413-418. 
Barnard, G.A. (1967) . " The use of the l ikel ihood Function in 
s t a t i s t i c a l p r a c t i c e , " Proc . Berkeley Symp. Math, S t a t i s t . 
P robab i l i ty , 5th, 27-40. 
Box, G.E.P. and H.L. Lucas (1959) .»»Design of Experiments in 
Nonlinear S i t u a t i o n s , •• Biometrika 46, 77-90. 
BOX, G.E.P. and w. j . H i l l (1967) . "Discrimination among Mechanistic 
Models," Technometrics, 9, No. l , 57-71. 
Box, G.E.P, and G.M. Jenkins (1970). Time s e r i e s Analysis { 
Forecast ing and c o n t r o l , Molden-Day, San Francisco, 
Ca l i fo rn ia , 
Bhansali , R , j , and D . Y . Downhan, (1977), Some proper t i e s of an 
autoregress ive model se lec ted by a genera l iza t ion of 
Akaike's FPE c r i t e r i o n , Biometrika 64, 547-551. 
Campbell, M, j . and A.M. walker, (1977). A sruvey of s t a t i s t i c a l 
work on the Mackenzie River s e r i e s of annual Canadian 
lynx t rappings for the years 1821-1934 and a new ana lys i s . 
Journal of the Royal S t a t i s t d a l Society A 140,411-431, 
3. 
Chow, G.C, (1979) . Selectdon of econometric models by the 
Information c r i t e r i o n . Economic Research Program 
research memorandum no, 239. 
Christy Carl F . (1951). "A t e s t of an economdtric model afor 
the L . S . , 1921-1947, " in Udvers i t ies National Bxareau 
committee for Economic Research Conference on Business 
cyc les . New York, National Bxjreau of Economic Research. 
P.35-107. 
COX, D.R, (1961). 'Tes ts of sepe ra te Families of Hypotheses", 
proceedings of the fourth Berkely symposium, 
cox, D.R. (1962). "Further r e s u l t s on Tests of Seperate Families 
of Hypotheses", joura l of the Royal S t a t i s t i c a l Society, 
24 s e r i e s B. 
cornf ie ld , j , (1966), "A Bayesian Test of some c l a s s i c a l : 
Hypotheses with Applicat ions t o seque t i a l c l i n i c a l T r i a l s , 
J . Amer. S t a t i s t . Ass. 61, 577-594. 
cooper, Ronald c . and D,w. Jorgenson (1972), The pred ic t ive 
performance of Quarterly Economdtric Models of the 
United S t a t e s , »• in Econometric models of cyc l i ca l 
Behavior, a . Flickman, Edi tor , conference on Research 
in Income and wealth, v o l . 36, National Bureau of 
Economic Research. 
Cragg, j . G . (1968). "Some Effects of Incorrect Specificatdn on 
the small-sample profjerties of Several Simultaneous 
Equatan Es t imators , " i n t . Econ. Rev. 9, 63-68. 
4 . 
D a n i e l , c , and F . S . wood, (1971) , F i t t i n g e q u a t i o n s t o d a t a . 
Wiley New York. 
Darroch, N.N. and S.D. S i l v e y ( 1 9 6 3 ) . " On T e s t i n g more than one 
Hypotheses , » Annals of Methartitical S t a t i s t i c s , v o l . 3 4 . 
Davidson e t a l (1978) . Econometric model l ing of t h e aggregate 
t ime s e r i e s r e l a t i o n s h i p between consumers expend i tu re 
and income in t h e UK. Economic j o u r n a l , 88, 661-692. 
Davidson, R, and j . Mackinnon (1981) • Severa l t e s t s fo r model 
s p e c i f i c a t i o n in t h e p r e s e n c e of a l t e r n a t i v e hypo thes i s 
Econometrxd, 49 , 787-793 . 
Dhrymes, P . j . , E . P . Howrey, S.H. Hymaus, j . Kmenta, E.E. Leamer, 
R.E. Quandt, j . B . Ramsey, M . j . Shap i r e and V. Zarnomitz 
(197 2 ) . " c r i t e r i a fo r E v a l u a t i o n of Econometric models , " 
Ana, Econ. S o c . Measxxrement 1, 291-324. 
b i c k e y , j . M . (1971a) . "The weighted l i k e l i h o o d R a t i o , L inear 
Hypotheses on normal l o c a t i o n Pa ramete r s , •• Ann. Math, 
S t a t i s t . 4 2, 204-223. 
Edwards, w., H. Lindman and B L . J . Savage (l963) . "Bayesian 
S t a t i s t i c a l In fe rence f o r Psycho log ica l R e s e a r c h , " 
PSycholog. Rev. 70, 193-242 . 
Even?, Michael K . , Y . Maltkovsky, and G . Treyz (1972) . "An 
a n a l y s i s of t h e F o r e c a s t i n g P r o p e r t i e s of U.S.Econometric 
Models", in Econometric Models of c y c l i c a l Behavior , 
B. Hickman E d i t o r , coherence on Research in Income and 
wea l th , V o l . 36, N a t i o n a l Bureau of Economic Research . 
5. 
Goldfeld, s.M. and R.E. Quandt (1972). Non l i n e a r methods in 
Econometrics. North-Holland, Austerdam, 
Goldberger, A.S, (1968), Topics in Regression Analysis , Macmillan, 
New York. 
Hannan, E . j . and B.G. Quinn (1979). The determination of the 
order of an autoregress ion, journal of the Royal 
S t a t i s t i c a l Society B41, 190-195. 
Healy, M.J.R. (1955). "A Signif icance t e s t for the difference 
in e f f i c iency between two p r e d i c t o r s , " j .Roy S t a t i s t . 
Soc. s e r . B17, 266-268. 
Hote l l ing , H, (1940)." The se l ec t ion of v a r i c t e s for use in predic-
t ion with Some comments on the problem of Nuisance 
Parameters ," Ann, Math. S t a t i s t . 11, 271-283, 
Hwang, W.G. (1979) . Consistent es t imat ion of system order, 
IEEE Transact ions on Automatic control 24, 387-402. 
Jeff reys , H, (1961). Theory of probabl i ty , 3rd ed.Oxford univ. 
Press, London and New York. 
Learner, E.E., (1979). Information c r i t e r i a for choice of 
regress ion models: A comment, Econometrica 47, 1273-12S1. 
Learner, E. (1978). Speci f ica t ion searches (v;iley. New York) . 
Maldvand, E. (1970). S t a t i s t i c a l methods of Econometrics. 
2nd Ed. North-Holland, Austerdam. 
Mallows, C.L. (1973). Some comments on C , Technometrics 15, 
661-675. 
6, 
Quandt, R.E, (1972). "Testing Nonvested Hypotheses, •• Econometric 
Res, Program, Memorandum No. 140. 
Ramsey, j . B . (1968a). •Tests for spec i f i ca t ion e r ro r s in c l a s s i c a l 
l i n e a r l e a s t Squares Regression Analys i s , " Eh.D, Thesis 
Univ. of Wisconsin. 
Ramsey, J . B . (1968b). "A coramett on the Marginal Physical Product 
curves for t he CES and VES Production Func t ions , " Amer 
Econ. Rev. 58, 482-485. 
Ramsey, j . a . (1969). "Tests for spec i f i ca t ion e r r o r s in c l a s s i c a l 
Linear Least Squares Regression Analys i s , " j . Roy. S t a t i s t , 
S o c , Se r . BPt, 2, 350-371. 
Ramsey, j . B . (1972). '•Limiting funct ional forms for market demand 
cu rves , " Econometrica 40, No. 2, 327-341. 
Revankar, N. (1966)."The constant and var iab le E l a s t i c i t y 
of Subs t i t u t ion production funct ions , A compartative 
study in U.S. man uf act luring I n d u s t r i e s , 
Richardson, D.H, and De-Min Wu (1970). "Al teraa t ive est imators 
in the e r r o r s in va r i ab l e s model," j , Amer. S t a t i s t . Ass. 
65, 724-748. 
Roberts, H.v. (1964). S t a t i s t i c a l Inference and Decision. 
Sawa, T. (1978) . Information c r i t e r i a for d i sc r imina t ing among 
a l t e r n a t i v e regression models, Econometrica 46, 1273-1291. 
Schwarz, G. (1978). Estimating the dimension of a model 
Annals of s t a t i s t i c s 6, 461-464. 
7. 
Stone, M. (1979) • comments on model selectdn c r i t e r i a of 
Akaike and Schwarz, j . of the Royal S t a t i s t i c a l Society 
B41, 276-278. 
The i l , H. (1957) . "Specif icat ion e r r o r s and es t imat ion of 
economic r e l a t i o n s h i p s , " Rev, I n t . S t a t i s t . I n s t , 
XXV, 41-51 . 
Thornber, E.H. (1966). Applicat ions of Decision Theory t o 
Econometrics, £*i.D, Thes is , Univ. of Chicago. 
Takeuchi, K . (1976). The d i s t r i b u t i o n of information s t a t i s t i c 
and the c r i t e r i o n of the adequacy of a model, Sxori 
Kagaku (Mathematical Sc iences ) , no . 3, 12-18. 
Tong, M. (1977) . Some comments on the Canadian lynx da ta , 
J . of the Royal S t a t i s t i c a l Society A 140, 432-436. 
Williams, E . j . (1959). Regression Analysis, Wiley, New York. 
ze l l ne r , A. (1971). An Introduct ion t o Bayesian Inference in 
Econometrics, John Wiley. 
