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Resumen
En este trabajo se presenta la construccio´n metodolo´gica para los procesos de reduccio´n
de dimensio´n, a partir del ana´lisis comparativo entre te´cnicas de extraccio´n y seleccio´n de
caracter´ısticas, y tiene como aporte fundamental la clara identificacio´n de las condiciones
de aplicacio´n de cada una de las te´cnicas. En forma particular, se estudian las te´cnicas
de ana´lisis lineal de componentes, ana´lisis dina´mico de componentes, ana´lisis de varianza,
bu´squedas secuenciales y criterios de evaluacio´n sobre matrices de dispersio´n. Las prue-
bas de desempen˜o se orientan a la precisio´n del sistema en la etapa de clasificacio´n y la
capacidad de reduccio´n de dimensio´n, se realizan sobre una base de datos de voz, para
la identificacio´n de patrones particulares en la fonacio´n de las 5 vocales del idioma es-
pan˜ol, de igual forma, se realizan pruebas sobre una base de datos de electrocardiograf´ıa,
para detectar la presencia de cardiopat´ıa isque´mica, los resultados obtenidos reflejan que
la capacidad de reduccio´n y clasificacio´n de las te´cnicas de seleccio´n es usualmente su-
perior que la de las te´cnicas de extraccio´n. Sin embargo, la naturaleza de los datos influye
dra´sticamente sobre la eleccio´n de un me´todo de reduccio´n particular.
Adema´s, se plantea una estructura metodolo´gica basada en PCA que permite reali-
zar los procesos de reduccio´n de dimensio´n y clasificacio´n analizando el comportamiento
dina´mico de caracter´ısticas (particularmente, caracter´ısticas que cambian a lo largo del
tiempo). La metodolog´ıa propuesta tambie´n permite efectuar el proceso de seleccio´n de
las variables dina´micas que ma´s influencia presentan en el proceso.
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Abstract
This work presents a methodological construction for dimension reduction processes, which
is founded on comparative analysis among several feature extraction and feature selection
techniques. Its main contribution is a clearer identification of the conditions a specific met-
hod can be correctly applied. Particularly, linear component analysis, dynamic component
analysis, analysis of variance and sequential search algorithms along with scatter matrices
criteria are considered. Performance tests have their basis on classification accuracy and
reduction levels. Experimental results are derived from correct identification on a speech
database containing normal and pathological registers. In a similar fashion, tests on ECG
database are carried out to identify ischemic cardiopathy. Results show that feature selec-
tion techniques have higher reduction rates over all studied methods. However, the nature
of data affects the choice of a particular method.
Moreover, it is proposed a methodological structure based on PCA that allows for
dimension reduction and pattern classification by analyzing the dynamical behavior of
features (particularly, features that change across time). The proposed method also admits
dynamic feature selection of variables in the process that influence it the most.
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Parte I
Preliminares
1
Cap´ıtulo 1
Introduccio´n
La reduccio´n de dimensio´n es un proceso generalmente desarrollado al interior de sistemas
automatizados de reconocimiento de patrones e inteligencia artificial, que tiene por objeto
mejorar las condiciones de operacio´n y respuesta de dichos sistemas. Es decir, disminuir
factores como: requerimientos de hardware para el procesamiento de datos y tiempos de
co´mputo. Al mismo tiempo debe procurar incrementar la precisio´n en la respuesta del
sistema y su confiabilidad, o por lo menos evitar pe´rdidas sustanciales de los u´ltimos dos
aspectos.
Usualmente, los sistemas automatizados de identificacio´n evalu´an grupos conformados
por diferentes caracter´ısticas extra´ıdas del feno´meno de estudio. En la mayor´ıa de estos
procesos se contemplan amplios conjuntos de caracter´ısticas, que conllevan al empleo de
grandes recursos computacionales, tanto en la etapa de caracterizacio´n como en las pos-
teriores de almacenamiento, transmisio´n y procesamiento de los datos. Adema´s, un alto
nu´mero de caracter´ısticas genera sobre-entrenamiento en la etapa de clasificacio´n. Por tales
razones, es aconsejable reducir la dimensio´n de los datos, mientras la estructura original
de los mismos se mantenga casi intacta. As´ı, debe mantenerse la dimensio´n del espacio
de caracter´ısticas tan pequen˜a como sea posible, en consideracio´n a la precisio´n en la
clasificacio´n automa´tica. Es as´ı como un nu´mero limitado de caracter´ısticas simplifica la
representacio´n tanto del patro´n, como de los para´metros de clasificacio´n, resultando una
extraccio´n y ana´lisis menos denso y extenuante, permitiendo tener un clasificador ma´s
ra´pido que usa menos memoria. Sin embargo, una reduccio´n exagerada en el nu´mero de
caracter´ısticas podr´ıa llevar a una pe´rdida en el poder discriminante, empobreciendo la
precisio´n del sistema de reconocimiento. Con base en lo anterior, se puede intuir que la
eleccio´n de un adecuado proceso para realizar reduccio´n de dimensio´n, es una decisio´n
que ubica en una balanza la disminucio´n del nu´mero de variables de ana´lisis, contra la
precisio´n de los resultados de clasificacio´n. De lo anterior surge la necesidad de reducir
objetivamente, la cantidad de informacio´n a ser analizada.
Por otra parte, el proceso de reduccio´n de dimensio´n se estructura con base en dos
etapas fundamentales: bu´squeda de caracter´ısticas (construccio´n de subconjuntos de va-
riables) y el ana´lisis o medida de las cualidades de los subconjuntos de caracter´ısticas
(funciones de costo), la reduccio´n de dimensio´n tambie´n puede ser vista como un proceso
de transformacio´n del espacio de variables originales a un espacio de dimensio´n menor.
Dichas transformaciones pueden ser combinaciones lineales o no lineales de las caracter´ısti-
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cas iniciales. Para cada una de estas formas de aproximacio´n a la reduccio´n de dimensio´n
existen diversas te´cnicas de aplicacio´n, las cuales deben ser elegidas cuidadosamente segu´n
las particularidades del problema de reconocimiento automa´tico que se analice.
En este sentido, el entrenamiento de sistemas automa´ticos, usados en la deteccio´n de
patolog´ıas a partir de sen˜ales biome´dicas, implica obtener la efectiva seleccio´n de varia-
bles o combinaciones de las mismas que contengan la informacio´n suficiente de la sen˜al
para su adecuada representacio´n. Este problema tiene varios aspectos: en primer lugar,
el requerimiento en te´rminos de fidelidad en la representacio´n, la cual debe proporcionar
la descripcio´n detallada de los estados funcionales, origina´ndose un aumento considerable
en la dimensio´n debido al gran nu´mero de caracter´ısticas que se requiere obtener para la
representacio´n; por tal motivo, los mayores inconvenientes presentes son el aumento sig-
nificativo en el tiempo de ejecucio´n de los algoritmos y el exagerado costo en los estudios.
Por otra parte, la adquisicio´n y el etiquetamiento adecuado de registros patolo´gicos es una
tarea compleja y costosa. Por tanto, las bases de datos disponibles para el entrenamien-
to usualmente cuentan con un nu´mero reducido de registros, haciendo que los sistemas
tiendan a memorizar y no a aprender. Otro aspecto corresponde a la restriccio´n esencial
de los me´todos ba´sicos de seleccio´n de caracter´ısticas, que exigen que el nu´mero de carac-
ter´ısticas o variables descriptivas sea menor que el nu´mero de registros disponibles para el
entrenamiento; a medida que el nu´mero de caracter´ısticas aumenta, se requiere el incre-
mento exponencial del nu´mero de observaciones que se necesita para mantener la densidad
de la muestra dada la maldicio´n de la dimensio´n [1]. En teor´ıa, tener ma´s caracter´ısticas
deber´ıa conllevar a tener mayor poder discriminante, pero en la pra´ctica, el clasificador
puede sobre ajustarse, y hacerse ma´s lento el proceso de entrenamiento, esto debido a que
la cantidad de observaciones es limitada, adema´s, hay presencia de variables irrelevantes
y redundantes que pueden confundir el algoritmo de entrenamiento [2].
Por tanto, en este trabajo se propone el ana´lisis y consideraciones de diferentes me´todos
comu´nmente aplicados para reducir la dimensio´n original del espacio de caracter´ısticas,
lo cual ayuda a la generacio´n de un esquema metodolo´gico, con aplicabilidad a mu´ltiples
propo´sitos relacionados con el reconocimiento automa´tico de patrones. Dicha reduccio´n
se basa en transformaciones lineales, integracio´n de te´cnicas generadoras de subconjuntos
de caracter´ısticas y funciones de costo univariadas y multivariadas para la evaluacio´n de
subconjuntos, con lo que se mejorara´ el rendimiento computacional y el desempen˜o de los
sistemas automatizados de identificacio´n.
Este documento aborda en una primera etapa (Cap´ıtulo 3) la definicio´n formal de
reduccio´n de dimensio´n, funcio´n de evaluacio´n y relevancia; de igual manera, se exponen
dos aproximaciones diferentes para dar solucio´n al problema de reduccio´n de dimensio´n,
ellas son la seleccio´n y la extraccio´n de caracter´ısticas. Posteriormente, se expone en el
Cap´ıtulo 4 los algoritmos de bu´squeda y las funciones de costo empleadas para configurar
la seleccio´n de caracter´ısticas.
En los Cap´ıtulos 5 y 6 se consideran algunas te´cnicas usadas para la extraccio´n de
caracter´ısticas. En particular, el Cap´ıtulo 5 plantea el uso de transformaciones con base
en el ana´lisis lineal de componentes, de forma precisa se sen˜ala el Ana´lisis de Compo-
nentes Principales (PCA - Principal Component Analysis), Escalado Multi-Dimensional
(MDS - Multi-Dimensional Scaling), Ana´lisis Factorial, Ana´lisis de Componentes Princi-
pales Probabil´ıstico (PPCA- Probabilistic Principal Component Analysis) y el Ana´lisis de
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Componentes Independientes (ICA - Independent Component Analysis).
En el Cap´ıtulo 6 se expone el Ana´lisis Dina´mico de Componentes Principales (DPCA
- Dynamic Principal Component Analysis), que es una te´cnica que permite extender el
ana´lisis esta´tico que se realiza con PCA a series de tiempo. Adema´s, se propone un esquema
de trabajo sobre DPCA orientado al uso en sistemas de reconocimiento y clasificacio´n de
patrones. Es as´ı como los Cap´ıtulos 3 a 6 estructuran el marco teo´rico del documento.
Posteriormente, la Parte III del documento muestra las pruebas y los resultados ex-
perimentales, generados a partir de la comparacio´n de las diferentes formas de reduccio´n
de dimensio´n analizadas. Estas comparaciones se llevan a cabo sobre bases de datos de
biosen˜ales. La Parte IV presenta la discusio´n y conclusiones de todo el trabajo y finalmen-
te en la Parte V se tienen los ape´ndices, que son documentos claves para profundizar o
comprender mejor algunas de las te´cnicas enunciadas.
Cap´ıtulo 2
Objetivos
2.1. Objetivo general
Construir una metodolog´ıa de reduccio´n de dimensio´n, aplicable a sistemas de recono-
cimiento automa´tico de patrones, que contemplan espacios muestrales de al menos dos
tipos: nu´mero de muestras elevado y nu´mero de muestras reducido, dicha metodolog´ıa
se estructura con base en la integracio´n de te´cnicas de generacio´n de subconjuntos de
caracter´ısticas y funciones de costo univariadas y multivariadas.
2.2. Objetivos espec´ıficos
– Implementar diferentes te´cnicas de bu´squeda de caracter´ısticas (construccio´n de sub-
conjuntos) e identificar las te´cnicas ma´s apropiadas segu´n la evaluacio´n de los siguien-
tes criterios: precisio´n del sistema en la etapa de clasificacio´n, capacidad de reduccio´n
y tiempo de co´mputo.
– Analizar y seleccionar diferentes te´cnicas y configuraciones de medidas univariadas y
multivariadas, empleadas como funcio´n de costo de la metodolog´ıa de SEC bajo los
criterios: precisio´n del sistema en la etapa de clasificacio´n, capacidad de reduccio´n y
tiempo de co´mputo.
– Proponer un esquema de reduccio´n de dimensio´n segu´n condiciones particulares del
espacio muestral de ana´lisis, a trave´s de la comparacio´n de las diferentes estructuras
metodolo´gicas implementadas para el proceso de reduccio´n de dimensio´n o SEC
contra me´todos existentes referenciados habitualmente en la literatura, as´ı como,
contra metodolog´ıas desarrolladas previamente en el GTA CyPDS, con criterios de
error de clasificacio´n, capacidad de reduccio´n y tiempo de co´mputo.
5
Parte II
Marco teo´rico
6
Cap´ıtulo 3
Reduccio´n de dimensio´n
El objetivo principal en un sistema de reconocimiento automa´tico de patrones consiste
en separar en K diferentes clases las observaciones o datos de entrada, medidas mediante
variables denominadas caracter´ısticas [3]. El reconocimiento de patrones es la disciplina
cient´ıfica que tiene por objetivo la clasificacio´n de objetos u observaciones en un determi-
nado nu´mero de categor´ıas (clases) [1, 4]. El nu´mero de variables empleadas para medir
las observaciones se conoce como la dimensio´n del espacio de caracter´ısticas. Cuando la
dimensio´n del espacio de caracter´ısticas es alta, existe un gran intere´s de reducir esta di-
mensio´n [5], porque uno de los problemas de tener conjuntos de alta dimensio´n es que,
en muchos casos, no todas las variables medidas son importantes para la comprensio´n del
feno´meno subyacente en ana´lisis [6], es decir, existen unas variables que son relevantes
para la identificacio´n del patro´n y otras que no lo son.
Las razones para reducir la dimensio´n del espacio de caracter´ısticas son: facilitar el
ana´lisis de los datos, mejorar el desempen˜o de clasificadores a trave´s de una representacio´n
ma´s consistente de los datos, tanto para tener una mayor precisio´n como para disminuir
el costo computacional, remover la redundancia o informacio´n irrelevante, hacer clara
cualquier estructura oculta, obtener una representacio´n gra´fica ma´s entendible, entre otras
[7]. Adema´s, poseer un alto nu´mero de variables puede conllevar a una pobre generalizacio´n
del problema de clasificacio´n.
La reduccio´n de espacios de dimensio´n mu´ltiple corresponde a la representacio´n de las
observaciones por puntos en un espacio geome´trico, de tal manera que puedan conformarse
diferentes modelos (agrupaciones, curvas, hiperesferas, etc.) acordes a las necesidades del
ana´lisis y la estructura de aleatoriedad (conglomerados, colineariedad, tendencias, etc.)
que caracteriza la muestra general de observaciones. En este sentido, el objetivo de la
reduccio´n de dimensio´n consiste en encontrar la representacio´n sobre alguna variedad en
un sistema coordenado, que permita obtener una representacio´n alterna y compacta con
la menor dimensio´n posible. En general, la reduccio´n de dimensiones se entiende como la
representacio´n de patrones de alta dimensio´n en un subespacio de menor dimensio´n basado
en alguna transformacio´n que optimiza una funcio´n criterio o de evaluacio´n espec´ıfica en el
subespacio y esta´ regida por un concepto encargado de dirigir el contexto de representacio´n
denominado relevancia.
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3.1. Conceptos generales
3.1.1. Funcio´n de evaluacio´n
Sea el conjunto inicial de caracter´ısticas ξ = {ξj : j = 1, . . . , p}, donde los valores estima-
dos para las ξj constituyen un elemento de representacio´n multidimensional, denominado
observacio´n, y el conjunto de observaciones forman X = {xi ∈ Rp : i = 1, . . . , n}, conte-
nido en el span{X}; a partir del cual, a trave´s de transformaciones lineales se obtienen
espacios de representacio´n Zhˆ = Ghˆ{X} = {zi ∈ Rm : i = 1, . . . , n}, compuesta por los
conjuntos de caracter´ısticas o variables de representacio´n ξˆ hˆ = {ζj : j = 1, . . . ,m}, tal
que, m ≤ p y hˆ ∈ N. Sea k = {kr : r ∈ N} el conjunto de etiquetas de clase, tal que
cada observacio´n zi tiene asignada una y so´lo una etiqueta de clase. Se denomina fun-
cio´n de evaluacio´n a aquella que de acuerdo a alguna me´trica asociada encuentra un valor
correspondiente a los datos evaluados. Esta funcio´n puede ser descrita de la forma,
fξˆ
hˆ
: N×Hz → R
(k,Zhˆ) 7→ fξˆ
hˆ
(k,Zhˆ)
donde Hz ⊆ Rm. Para facilitar la notacio´n se tomara´ fξˆ
hˆ
(k,Zhˆ) ≡ fξˆ
hˆ
(
k, ξˆ hˆ
)
.
3.1.2. Relevancia
Sea el conjunto de observaciones Z = {zi ∈ Rm : i = 1, . . . , n} compuesto por m variables
de representacio´n, ξˆ . Sea k = {kr : r ∈ N} el conjunto de etiquetas de clase, tal que
cada observacio´n zi tiene asignada una y so´lo una etiqueta de clase. Sea δ un umbral
de significacio´n de acuerdo a alguna me´trica (geome´trica, estad´ıstica, etc). Se dice que
el conjunto Z es relevante respecto a la me´trica de significacio´n, si existe una funcio´n de
evaluacio´n, fξˆ , con la me´trica de significacio´n asociada, tal que, el valor obtenido para
fξˆ
(
k, ξˆ
)
> δ.
Orientadas a la reduccio´n de dimensiones, se tienen diferentes clases de me´tricas, entre
las cuales esta´n [8]:
– Me´tricas de representacio´n geome´trica, orientadas a hallar los subespacios geome´tri-
cos, con dimensio´n reducida frente al original, donde las variables rechazadas son las
que no ofrecen discriminacio´n entre clases en el espacio geome´trico de representacio´n.
– Me´tricas de representacio´n estad´ıstica, orientadas a generar modelos de representa-
cio´n de estructuras estad´ısticas, que permitan describir con una menor cantidad de
variables caracter´ısticas el feno´meno aleatorio en ana´lisis.
– Me´tricas de representacio´n informativa, generan modelos de representacio´n de la
carga informativa de las variables, con el fin de construir estructuras relacionadas
con la incertidumbre para descartar variables redundantes que so´lo incrementan la
complejidad y costos de co´mputo.
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3.2. Seleccio´n de caracter´ısticas
Es una forma particular de reducir dimensiones, y se presenta cuando la medida obtenida
mediante la funcio´n de evaluacio´n fξˆ , asociada a alguna me´trica, es involucrada en el crite-
rio de relevancia usado por la funcio´n de mapeo F, obtenie´ndose respecto a la me´trica, un
subconjunto efectivo de variables ζ , las cuales corresponden al espacio inicial de variables
de representacio´n o caracter´ısticas ξ, orientado a maximizar la capacidad de representacio´n
y minimizar el costo operativo.
La seleccio´n de caracter´ısticas, adema´s de buscar un espacio de representacio´n de menor
dimensio´n, busca tambie´n ejercer algu´n tipo de distincio´n entre las variables de entrada
o establecer la conexio´n del espacio de salida con el de entrada para as´ı determinar sobre
que´ variables del espacio inicial de caracter´ısticas hay mayor carga de representacio´n. A
este conjunto de variables iniciales se le conoce con el nombre de caracter´ısticas relevantes.
Definicio´n 3.1 (Caracter´ıstica relevante) Sea k = {kr : r ∈ N} el conjunto de clases,
donde cada clase esta´ compuesta por un conjunto determinado de observaciones. Sea ξ =
{ξj : j = 1, . . . , p} el conjunto de caracter´ısticas o variables de representacio´n, para el
cual, al extraer una caracter´ıstica del conjunto, se conforma el subconjunto ξˆ j = ξ ∩ ξ j,
siendo ξ j el complemento de ξj en ξ y ξˆ j ⊂ ξ .
1. Fuertemente relevante. Una variable de representacio´n ξi es fuertemente relevante
con respecto a la funcio´n dada de evaluacio´n fξˆ , si y so´lo si,
fξ (k, ξ) 6= fξˆj
(
k, ξˆ j
)
(3.1)
2. De´bilmente relevante. Una variable de representacio´n ξj es de´bilmente relevante con
respecto a la funcio´n dada de evaluacio´n fξˆ , si y so´lo si,
fξ (k, ξ) = fξˆj
(
k, ξˆ j
)
∧ ∃ ξˆ ′j ⊂ ξˆ j tal que, f{ξj ,ξˆ ′j}
(
k,
{
ξj, ξˆ
′
j
})
6= f
ξˆ
′
j
(
k, ξˆ
′
j
)
(3.2)
3. Caracter´ıstica irrelevante. Una variable de representacio´n ξj es irrelevante, si y so´lo
si
∀ ξˆ ′j ⊆ ξˆ j, f{ξj ,ξˆ ′j}
(
k,
{
ξj, ξˆ
′
j
})
= f
ξˆ
′
j
(
k, ξˆ
′
j
)
(3.3)
El problema de seleccio´n de caracter´ısticas consiste en encontrar un subconjunto ξˆ j ⊆ ξ ,
tal que, si el cardinal de ξˆ j es m, y en ξ˘ esta´n todos los subconjuntos de cardinal m, se
procura hallar el subconjunto ξˆ j, para el cual se optimice la funcio´n criterio fξˆj [1, 9],
fξˆj
(
ξˆ j
)
= ma´x
ξ˘⊆ξ
fξ˘
(
ξ˘
)
(3.4)
La seleccio´n de caracter´ısticas contempla las siguientes dos etapas ba´sicas de proceso
[10]:
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1. Estrategias de generacio´n: se origina cada nuevo subgrupo hˆ de variables que van
a ser analizadas, ξˆ hˆ = {ξj : j = 1, . . . ,m}, m ≤ p, ξˆ hˆ ⊂ ξ , tomadas directamente
del espacio inicial de caracter´ısticas, o bien, se generan subespacios conseguidos a
trave´s de algu´n principio de transformacio´n del espacio inicial de entrenamiento,
ξˆ hˆ = G{ξ}.
2. Funcio´n de evaluacio´n: mide la efectividad respecto a alguna me´trica asociada a
un criterio de relevancia del subconjunto hˆ que se esta´ analizando, fξˆ
hˆ
(
k, ξˆ hˆ
)
, la
cual es comparada con la mejor obtenida para los subespacios anteriormente eva-
luados. La funcio´n de evaluacio´n incluye la condicio´n de parada, que corresponde
a la restriccio´n impuesta sobre los valores umbrales de efectividad, cuya aparicio´n
implica la detencio´n en la bu´squeda de un siguiente posible grupo sub-o´ptimo de
caracter´ısticas.
3.2.1. Estrategias de generacio´n
Para la generacio´n de subgrupos de caracter´ısticas se encuentran los siguientes procedi-
mientos [10,11]:
1. Exhaustiva. El generador de subconjuntos realiza la bu´squeda sobre todas las posi-
bles combinaciones que se pueden formar con el conjunto completo de caracter´ısticas
para encontrar el subconjunto o´ptimo de acuerdo a la funcio´n de evaluacio´n dada.
La bu´squeda es exhaustiva, debido a que para un conjunto de caracter´ısticas con di-
mensio´n p, el nu´mero total de subconjuntos candidatos, inducir´ıan una complejidad
equivalente a O (2p), lo cual puede ser muy costoso computacionalmente.
2. Heur´ıstica. Del conjunto inicial de caracter´ısticas (p variables) se selecciona alguno
de los posibles grupos sub-o´ptimos con dimensio´n m, tal que m < p, y supere un
umbral de aceptacio´n para una funcio´n de evaluacio´n a priori dada [11]. Estos me´to-
dos esta´n basados en te´cnicas de bu´squeda que operan en concordancia con reglas
emp´ıricas y esta´n destinados a reducir la complejidad computational, sin disminuir
el rendimiento del sistema. Adema´s, requieren de una condicio´n de parada para
prevenir que la bu´squeda de subconjuntos se vuelva exhaustiva. La generacio´n de
subgrupos mediante criterios heur´ısticos puede tener variaciones en cuanto al espacio
de bu´squeda, por cuanto e´sta puede ser realizada directamente del conjunto inicial
de caracter´ısticas o desde el nuevo espacio obtenido a trave´s de algu´n principio de
transformacio´n ξˆ hˆ = G{ξ}. Inicialmente, se determina el punto (o puntos) de partida
en el espacio inicial de caracter´ısticas, los cuales dara´n la direccio´n de la bu´squeda
y se usan procedimientos basados en te´cnicas estad´ısticas o evolutivas para generar
los estados siguientes.
3. Aleatoria. Este procedimiento halla aleatoriamente el espacio inicial de bu´squeda
y luego usando algoritmos basados en elecciones probabil´ısticas, o medidas de con-
sistencia de los datos, es guiado a una solucio´n o´ptima respecto a una funcio´n de
evaluacio´n dada [12]. Si bien el espacio de bu´squeda es O(2p), estos me´todos t´ıpica-
mente buscan en un nu´mero ma´s reducido de conjuntos que 2p; para ello establecen
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un nu´mero ma´ximo de iteraciones posible. En esta categor´ıa el hallazgo del subcon-
junto o´ptimo de caracter´ısticas depende de los recursos disponibles, pues aunque la
generacio´n de los subconjuntos en un principio se hace de manera aleatoria, despue´s
se basa en procedimientos matema´ticos para la continua generacio´n de los subcon-
juntos siguientes, es por esto que este me´todo requiere el valor de algunos para´metros
o de una funcio´n objetivo para la continua construccio´n de subconjuntos.
Los tres procedimientos expuestos para la generacio´n de subconjuntos se diferencian
ba´sicamente en la conformacio´n del subconjunto inicial al momento de empezar la bu´sque-
da. Es decir, el procedimiento denominado exhaustivo hace un barrido por todas las posi-
bles maneras de conformacio´n de subconjuntos usando algu´n orden pre-establecido comen-
zando desde el primero hasta el u´ltimo; la estrategia denominada heur´ıstica usa me´todos
como pueden ser los estad´ısticos o evolutivos para inicializar la bu´squeda con un subcon-
junto sub-o´ptimo y luego continuar la bu´squeda mediante reglas heur´ısticas; finalmente
la estrategia aleatoria elige el primer subconjunto de bu´squeda aleatoriamente, es por es-
to que, como puede encontrarse el subconjunto o´ptimo ra´pidamente, puede llegar a ser
exhaustivo, o no efectivo, en casos cuando el nu´mero de caracter´ısticas es muy grande [10].
3.2.2. Funciones de evaluacio´n
Estas funciones evalu´an los subconjuntos de caracter´ısticas usando alguna me´trica que
relaciona la capacidad que tienen para discriminar entre las clases existentes de los datos
de entrenamiento.
Relativo a la dependencia que existe entre la funcio´n de evaluacio´n y la etapa de
clasificacio´n que se aplica finalmente al subconjunto de caracter´ısticas seleccionado, los
me´todos de seleccio´n de caracter´ısticas se agrupan en dos tipos:
– Me´todos tipo filtro: cuando son independientes de la etapa de clasificacio´n, y se
evalu´an para´metros o funciones para lo cual se asume que influyen indirectamente
en el rendimiento total del clasificador.
– Me´todos de envolvente (wrapper), cuando se evalu´a directamente el rendimiento total
de clasificacio´n [4].
La seleccio´n de caracter´ısticas orientada a la clasificacio´n se puede llevar a cabo por
alguno(s) de los siguientes criterios de efectividad incluidos en la funcio´n de evaluacio´n:
1. Similitud en la estructura de aleatoriedad de los conjuntos analizados, que puede te-
ner en cuenta, la independencia estad´ıstica de las caracter´ısticas o la carga informa-
tiva de las mismas. Por ejemplo, la seleccio´n entrega un subconjunto con dimensio´n
reducida, tal que su clase de distribucio´n estad´ıstica sea lo ma´s cercana posible a la
clase de distribucio´n original del espacio inicial de caracter´ısticas [13].
2. Error de reconstruccio´n de las observaciones. Dado el subespacio con menor dimen-
sio´n de caracter´ısticas obtenido a trave´s de algu´n principio de transformacio´n G{·},
se analiza la capacidad de reconstruccio´n del espacio inicial de caracter´ısticas ξ ,
mediante un criterio de error de reconstruccio´n ε establecido previamente.
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3. Rendimiento de proceso. Cuando el subconjunto de caracter´ısticas mejora la tasa
de rendimiento del clasificador o disminuye el taman˜o de la estructura sin redu-
cir significativamente la precisio´n del clasificador construido, usando solamente las
caracter´ısticas seleccionadas [13].
4. Coste computacional. Cuando se obtiene un subconjunto sub-o´ptimo en un determi-
nado nu´mero de iteraciones, o con un nu´mero de caracter´ısticas previamente fijado.
A continuacio´n, de acuerdo a los diferentes criterios de efectividad anteriormente ex-
puestos, se describen algunos conceptos de relevancia asociada a una me´trica, por medio
de los cuales se obtiene la implementacio´n de procedimientos para la reduccio´n de dimen-
siones de un sistema de entrenamiento:
– Relevancia geome´trica. Se asocia a una me´trica geome´trica relacionada con medidas
de distancia en espacios de representacio´n. Se prefiere la caracter´ıstica ξ1 con respecto
a ξ2, en un problema de clasificacio´n binario, si ξ1 induce a una mayor separacio´n
geome´trica en el plano de representacio´n para las dos clases. Cuando la diferencia es
cero, entonces ξ1 y ξ2 se toman como indistinguibles.
– Relevancia estad´ıstica. Se asocia a una me´trica que cuantifica atributos estad´ısticos
como pueden ser, entre otros, la dispersio´n de los datos, la oblicuidad, el apuntamien-
to y, en general, medidas de dependencia estad´ıstica. Por ejemplo, el coeficiente de
correlacio´n valora la capacidad de predecir el valor de una variable a partir de otra(s)
y es una medida convencional de dependencia estad´ıstica existente entre caracter´ısti-
cas y clases. Si la correlacio´n entre la caracter´ıstica ξ1 y la clase k es mayor que la
correlacio´n entre la caracter´ıstica ξ2 y la clase k, entonces se prefiere la caracter´ıstica
ξ1 a la caracter´ıstica ξ2. Una variacio´n en la aplicacio´n de esta me´trica corresponde
a la determinacio´n del valor de dependencia de una caracter´ıstica con respecto a las
otras; este valor indica el grado de redundancia de las caracter´ısticas [14].
– Relevancia informativa. Una caracter´ıstica ξj puede considerarse relevante a nivel
informativo si existe una me´trica con la cual se pueda obtener una medida relacio-
nada con la cantidad de informacio´n que ofrece, y e´sta posee alguna significacio´n
o importancia en el comportamiento, desempen˜o y capacidad de agrupamiento de
un feno´meno aleatorio en particular. El eje central del modelo de informacio´n es el
concepto de informacio´n relevante, tambie´n denominado concepto de pertinencia, el
cual se obtiene a trave´s de procedimientos estad´ısticos basados en probabilidades.
En general, a menor conocimiento impl´ıcito de acontecer un suceso (probabilidad de
ocurrencia) o de conocer los datos de una variable correspondiente a un proceso para
el cual se quiere obtener un modelo, existe una mayor relevancia informativa en el
caso de acontecer dicho suceso o de revelarse los datos de dicha variable, ya que el
sistema de entrenamiento valora como especialmente informativos los datos que des-
conoce previamente y la relacio´n existente entre el estado de conocimiento a priori y
a posteriori del sistema de entrenamiento determinara´ la relevancia informativa que
poseen los datos de un suceso o variable. As´ı, la cantidad de informacio´n respecto
a la ocurrencia de un evento, es inversamente proporcional a su probabilidad. Una
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probabilidad de ocurrencia grande, ofrece una cantidad de informacio´n menor, y por
ello implica menor relevancia informativa [15]. Por ejemplo, una caracter´ıstica ξj le
ofrece mayor carga informativa a una caracter´ıstica ξi que a una caracter´ıstica ξk, si
IG (ξi|ξj) > IG (ξk|ξj), donde IG es la ganancia de informacio´n que se puede expresar
como [16]:
IG (ξi|ξj) = H (ξi)−H (ξi|ξj) , i 6= j; i, j = 1, . . . , p (3.5)
El valor H (ξj) se denomina entrop´ıa de la variable aleatoria ξji para i = 1, . . . , n ob-
servaciones y corresponde a la medida cuantitativa de su incertidumbre. La entrop´ıa
se puede considerar como la principal caracter´ıstica de una fuente de informacio´n,
entre ma´s alto sea el valor de la entrop´ıa mayor es la informacio´n contenida en ξi y
se expresa como:
H (ξj) = −
n∑
i=1
p (ξji) ln (p (ξji)) (3.6)
– Relevancia por clasificacio´n. Se asocia a una me´trica de error o precisio´n de clasifica-
cio´n. Los procedimientos que usan en su funcio´n de evaluacio´n este tipo de relevancia
corresponden a los me´todos de envolvente (es decir, el clasificador es la funcio´n de
evaluacio´n), por lo tanto, los subconjuntos de caracter´ısticas son evaluados mediante
una medida de error o precisio´n de clasificacio´n. El uso de este tipo de me´trica es
suficientemente preciso debido a que implica el ana´lisis del propio clasificador pa-
ra el cual se disen˜a la seleccio´n de caracter´ısticas, pero la exigencia computacional
comparada con otras medidas puede ser bastante costosa [17].
Una descripcio´n cualitativa del desempen˜o de diferentes conceptos de relevancia para
tareas concernientes a la clasificacio´n, se muestra en la Tabla 3.1, donde se tienen en cuenta
los siguientes para´metros:
1. Capacidad de generalizacio´n. Indica el nivel de aplicabilidad a variados conjuntos
de caracter´ısticas (sin importar su origen) y las facilidades que ofrece como crite-
rio de separacio´n para diferentes clasificadores, esto es, que no se restrinja el buen
rendimiento a un so´lo tipo de clasificadores.
2. Coste computacional. El tiempo empleado en el procedimiento que ejecuta la selec-
cio´n del subconjunto o´ptimo o sub-o´ptimo de caracter´ısticas.
3. Precisio´n. Indica el mayor rendimiento posible del clasificador usando el subconjunto
seleccionado.
La notacio´n (–) significa que no se puede concluir nada acerca de la precisio´n del
clasificador con respecto a la respectiva funcio´n de evaluacio´n.
En cuanto a la condicio´n de parada, existen diferentes formas para establecerla, por
ejemplo, se puede dejar de adicionar o remover caracter´ısticas cuando ninguno de los
subconjuntos mejore la precisio´n de clasificacio´n; aunque se puede continuar evaluando
los subconjuntos de caracter´ısticas hasta que la precisio´n no se degrade; o se puede seguir
generando subconjuntos mientras se alcanza el final del espacio de bu´squeda y entonces se
selecciona el mejor. Una condicio´n simple de parada es detenerse cuando cada combinacio´n
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Tabla 3.1: Comparacio´n de diferentes conceptos de relevancia
Funcio´n de evaluacio´n Capacidad de Costo Precisio´n
generalizacio´n computacional
Relevancia geome´trica S´ı Bajo –
Relevancia estad´ıstica S´ı Bajo –
Medida informativa S´ı Bajo –
Relevancia por clasificacio´n No Alto Muy alto
de valores para las caracter´ısticas seleccionadas converjan a valores simples de clase, pero
esto asume datos de entrenamiento libres de ruido. Una alternativa ma´s robusta ordena
las caracter´ısticas de acuerdo con algu´n puntaje de relevancia, luego se fija un umbral para
determinar el punto de parada final.
3.3. Extraccio´n de caracter´ısticas
Sea el espacio inicial de ana´lisis dado en forma de un conjunto:
X = {xi ∈ Rp : i = 1, . . . , n} ,
tal que los valores que componen cada observacio´n xi corresponde a la estimacio´n del
conjunto inicial de caracter´ısticas ξ de dimensio´n p. Se llama conjunto reducido de ca-
racter´ısticas al conjunto ζ , con dimensio´n m, m < p, tan pequen˜a como sea por Z que
satisface las siguientes condiciones:
1. Existe una funcio´n o mapeo de reduccio´n de dimensio´n F, descrita de la forma:
F : X→ Z
ξ 7→ ζ = F {ξ}
2. Existe una funcio´n o mapeo de reconstruccio´n suave y no singular H, descrita de la
forma:
H : Z→ Y ⊂ X
ζ 7→ ξ = H {ζ}
de tal manera que se cumplan las restricciones:
1. La variedad Y , H {Z} debe contener aproximadamente toda la informacio´n sobre
el espacio inicial de ana´lisis, X = {xi : i = 1, . . . , n} ⊂∼ Y.
2. Dada una me´tricaM : Rp×Rp → R+ ∪ {0} y considerando que xˆi = H {F {xi}}, se
obtiene que S = {si : si =M (xi, xˆi) ; i = 1, . . . , n}, para lo cual existe una funcio´n
ε : R → R, de tal forma que ε (S) corresponde al error de reconstruccio´n obtenido
entre X y Y, y se debe cumplir que ε (S)→ 0.
Cap´ıtulo 4
Me´todos de seleccio´n de
caracter´ısticas
Como se menciono´ anteriormente, en la Seccio´n 3.2, la seleccio´n de caracter´ısticas con-
templa dos etapas ba´sicas: la estrategia de generacio´n y la funcio´n de evaluacio´n. En este
sentido, se presentan a continuacio´n, diferentes algoritmos de bu´squeda para la generacio´n
de subconjuntos, y algunas funciones de evaluacio´n, los cuales son ampliamente referen-
ciados en la literatura de reconocimiento de patrones.
4.1. Algoritmos de bu´squeda para la generacio´n de
subconjuntos
4.1.1. Bu´squeda exhaustiva
Es la aproximacio´n ba´sica al proceso de seleccio´n de caracter´ısticas. Consiste en confor-
mar todos los subconjuntos posibles a partir de las p variables originales, la cantidad de
subconjuntos posibles esta´ dada por,
N◦ de subconjuntos =
p!
(p−m)!m! (4.1)
dondem ≤ p. Cada conjunto es evaluado por medio de la funcio´n de costo fξˆj determinada,
la cual en adelante se llamara´ J . El subconjunto que optimice (maximice o minimice,
segu´n sea el caso) la funcio´n de costo es el seleccionado. La posibilidad de llevar a cabo
este procedimiento, esta´ reducida al caso en que la dimensio´n del espacio de caracter´ısticas
es relativamente pequen˜o, por cuestiones pra´cticas p ≤ 15 o´ 20. As´ı, si la dimensio´n del
espacio inicial de caracter´ısticas es p = 20 el nu´mero de subconjuntos a evaluar es 1048575.
Lo cual representa un proceso que puede ser muy costoso computacionalmente.
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4.1.2. Bu´squeda heur´ıstica
Ramificacio´n y poda
Llamado en la literatura branch and bound por su nombre en ingle´s, consiste de un pro-
cedimiento tipo arriba-abajo (top-down), iniciando con el conjunto de p variables y cons-
truyendo un a´rbol por medio de la eliminacio´n de variables sucesivamente. Este tipo de
procedimiento permite identificar el subconjunto o´ptimo, siendo computacionalmente ma´s
eficiente que la te´cnica de bu´squeda exhaustiva [4].
La te´cnica de ramificacio´n y poda es aplicable cuando el criterio de separabilidad es
mono´tono [11], esto es, sean dos conjuntos de variables, Ω1 y Ω2, tales que
Ω1 ⊂ Ω2 ⇒ J (Ω1) < J (Ω2) (4.2)
En vez de enumerar los subconjuntos de m caracter´ısticas, se encuentra ma´s conve-
niente enumerar los subconjuntos de mˆ = p−m caracter´ısticas descartadas del conjunto
original de p caracter´ısticas. Sea (ξ1, ξ2, . . . , ξmˆ) el conjunto de mˆ caracter´ısticas descarta-
das. El orden de las caracter´ısticas ξj, j = 1, . . . , p no es importante, por tanto, cualquier
permutacio´n de la secuencia (ξ1, ξ2, . . . , ξmˆ) produce el mismo valor al evaluarlo a trave´s
del criterio J . El criterio de seleccio´n es una funcio´n de las m caracter´ısticas obtenidas
por eliminar mˆ caracter´ısticas del conjunto original de p variables [18].
Este me´todo puede ser descrito a trave´s del siguiente ejemplo. Si se desea encontrar el
mejor subconjunto de tres variables a partir de conjunto original de cinco caracter´ısticas.
Es necesario construir un a´rbol cuyos nodos representan todos los posibles subconjuntos de
cardinalidad 3, 4 y 5 del conjunto total. El nivel 0 en el a´rbol contiene un u´nico nodo que
representa el conjunto total. El nivel 1 contiene subconjuntos del conjunto total con una
variable eliminada, y el nivel 2 contiene subconjuntos del conjunto total con dos variables
eliminadas. En la Figura 4.1(a), la notacio´n a la derecha de cada nodo representa un
subconjunto de variables y la notacio´n de la izquierda significa la variable que ha sido
eliminada del subconjunto del nodo padre.
El a´rbol no es sime´trico porque remover la variable 4 y luego la 5 del conjunto original
tiene el mismo resultado que eliminar la variable 5 luego la 4. Adema´s, para no tener
subconjuntos repetidos so´lo se eliminan variables en orden creciente, lo que elimina ca´lculos
innecesarios. El a´rbol es registrado desde la parte menos densa de ramas hacia la parte
con ma´s ramas (derecha a izquierda). La Figura 4.1(b) presenta un a´rbol con valores
para el criterio J en cada nodo. Iniciando por el subconjunto ubicado ma´s a la derecha
(subconjunto (ξ1, ξ2, ξ3) con valor J = 77,2, la bu´squeda se regresa al nodo de ramificacio´n
ma´s cercano y avanza hacia abajo de la rama ma´s a la derecha evaluando J ({ξ1, ξ2, ξ4, ξ5}),
luego se evalu´a en J ({ξ1, ξ2, ξ4}) que produce un valor ma´s bajo que el ma´ximo valor
actual de J , J ∗, y entonces es descartada. El subconjunto (ξ1, ξ2, ξ5) es el siguiente en
ser evaluado, se retiene el valor de su funcio´n de costo como el ma´ximo, J ∗ = 80,1. A
continuacio´n se evalu´a J ({ξ1, ξ3, ξ4, ξ5}) y ya que este es menor que el ma´ximo actual J ∗,
la bu´squeda de la seccio´n del a´rbol originada de el nodo (ξ1, ξ3, ξ4, ξ5) no se hace, esto se
debe a la propiedad de monoton´ıa. El algoritmo luego regresa a la nodo de ramificacio´n
ma´s cercano y procede hacia abajo en la rama ma´s a la derecha, (en este caso la u´ltima
rama). Se evalu´a entonces J ({ξ2, ξ3, ξ4, ξ5}) y de nuevo, debido a que el valor del criterio
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(ξ1, ξ2, ξ3, ξ4, ξ5)
(ξ2, ξ3, ξ4, ξ5)ξ1 (ξ1, ξ3, ξ4, ξ5)ξ2 (ξ1, ξ2, ξ4, ξ5)ξ3 (ξ1, ξ2, ξ3, ξ5)ξ4
(ξ3, ξ4, ξ5)
ξ2
(ξ2, ξ4, ξ5)
ξ3
(ξ2, ξ4, ξ5)
ξ4
(ξ2, ξ3, ξ4)
ξ5
(ξ1, ξ4, ξ5)
ξ3
(ξ1, ξ3, ξ5)
ξ4
(ξ1, ξ3, ξ4)
ξ5
(ξ1, ξ2, ξ5)
ξ4
(ξ1, ξ2, ξ4)
ξ5
(ξ1, ξ2, ξ3)
ξ5
(a) Ejemplo para p = 5 y m = 3
(ξ1, ξ2, ξ3, ξ4, ξ5)
(ξ2, ξ3, ξ4, ξ5)
76,7
(ξ1, ξ3, ξ4, ξ5)
60,9
(ξ1, ξ2, ξ4, ξ5)
80,4
(ξ1, ξ2, ξ3, ξ5)
81,6
(ξ1, ξ2, ξ5)
80,1
(ξ1, ξ2, ξ4)
76,2
(ξ1, ξ2, ξ3)
77,2
(b) Valores de la funcio´n de costo en cada nodo
Figura 4.1: A´rbol para ramificacio´n y poda.
es menor que el ma´ximo actual, la parte restante del a´rbol no es evaluada. De esta forma
aunque no todos los subconjuntos de taman˜o tres son evaluados, el algoritmo es o´ptimo,
porque la condicio´n (4.2) asegura que todos los conjuntos no evaluados presentan menores
valores para el criterio J [11, 18].
Las mejores m variables individuales
Se evalu´a cada una de las p variables de forma individual a trave´s del criterio J de
relevancia asociado a alguna me´trica. Posteriormente, se seleccionan las m caracter´ısticas
que reporten mayores valores de evaluacio´n.
Seleccio´n secuencial hacia adelante
La seleccio´n secuencial hacia adelante (SFS - Sequential Forward Selection) es una te´cni-
ca de bu´squeda abajo-arriba (bottom-up). Selecciona primero la mejor variable segu´n el
criterio J , luego se combina la variable original con cada una de las variables restantes,
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entonces, se busca la pareja que aporta el mayor valor de evaluacio´n y se escoge como
nuevo conjunto de partida. A continuacio´n se combina esta pareja con cada una de las
variables restantes, formando ternas, se selecciona la terna que de´ un mayor valor en el
criterio de evaluacio´n. El proceso se repite una y otra vez en la misma forma. La bu´squeda
se detiene cuando un conjunto de ma´s variables no mejore los resultados de la funcio´n de
costo para un conjunto de menos variables, es decir cuando J (Ωkˆ) > J (Ωkˆ+1), donde la
dimensio´n del subconjunto Ωkˆ es menor que la dimensio´n del subconjunto Ωkˆ+1.
Seleccio´n secuencial hacia atra´s
La seleccio´n secuencial hacia atra´s (SBS - Sequential Backward Selection), al igual que
la te´cnica anterior, la idea es construir conjuntos diferentes, iteracio´n tras iteracio´n, con
la diferencia que ahora se inicia con el conjunto completo de caracter´ısticas de dimensio´n
p, y en cada iteracio´n se remueve una variable. La variable que se elimina es aquella que
al no estar presente en el subconjunto a evaluar, hace que la funcio´n de costo reporte el
mayor valor entre todos los subconjuntos evaluados en la misma iteracio´n. El algoritmo
se detiene cuando el valor de J no supera cierta cota preestablecida, es decir, cuando en
una iteracio´n ninguno de los subconjuntos formados al ser evaluados supera dicho umbral.
Entonces, se seleccionar el u´ltimo subconjunto que al ser evaluado haya superado el umbral.
Otro criterio de parada puede ser simplemente selecciona el taman˜o m del subconjunto
final.
Adicionar l y quitar r
Este procedimiento permite de alguna forma dar marcha atra´s en el proceso de selec-
cio´n de caracter´ısticas. Si l > r, el procedimiento es abajo-arriba. Se agregan l variables
usando seleccio´n secuencial hacia adelante y luego las peores r caracter´ısticas son remo-
vidas empleando seleccio´n secuencial hacia atra´s. Si l < r, entonces el procedimiento es
arriba-abajo, iniciando con el conjunto completo de caracter´ısticas, removiendo r, luego
agregando l y repetir el proceso sucesivamente.
Seleccio´n secuencial flotante
La seleccio´n secuencial flotante (SFFS - Sequential Floating Forward Selection) se considera
como la generalizacio´n de la te´cnica: adicionar l y quitar r. Asumiendo que en la iteracio´n
kˆ se tiene un grupo de subconjuntos Ω1, . . . , Ωkˆ de taman˜os 1 a kˆ respectivamente. Los
correspondientes valores del criterio de seleccio´n de caracter´ısticas van desde J (Ω1) hasta
J (Ωkˆ). Adema´s, el conjunto total de caracter´ısticas es Ω. En la iteracio´n kˆ, se procede de
la siguiente forma,
1. Seleccionar la caracter´ıstica ξj de Ω−Ωkˆ que incremente el valor de J lo ma´s posible
y agregarla al subconjunto actual, Ωkˆ+1 = Ωkˆ + ξj.
2. Hallar la caracter´ıstica ξr, en el subconjunto actual, Ωkˆ+1, que ma´s reduzca el valor de
J . Si esta caracter´ıstica es la misma que ξj (del paso anterior), entonces el conjunto
actual no se modifica, se incrementa kˆ y se retorna al primer paso. En caso contrario,
se remueve la caracter´ıstica del subconjunto actual para formar, Ωˆkˆ = Ωkˆ+1 − ξr.
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3. Continuar removiendo las caracter´ısticas del conjunto Ωˆkˆ para formar el subconjunto
reducido Ωˆkˆ−1, mientras que J(Ωˆkˆ−1) > J(Ωkˆ−1), kˆ = kˆ − 1, o´ kˆ = 2, entonces
continuar al paso 1.
El algoritmo es inicializado con kˆ = 0 y Ω0 = vac´ıo, luego se usa la seleccio´n secuencial
hacia adelante hasta que el taman˜o del subconjunto sea 2.
4.2. Funciones de evaluacio´n
4.2.1. Matrices de dispersio´n
Se han desarrollado algunas medidas que basan su funcionamiento en matrices entre-clases
e intra-clase, las cuales son matrices de dispersio´n.
Sea X la matriz original de datos de dimensio´n n × p, donde las filas corresponden a
las observaciones y las columnas a las variables.
X = {xij} donde i = 1, . . . , n representa cada observacion
j = 1, . . . , p representa cada variable
Sea Σ la matriz de covarianza de un grupo de diferentes clases y sea Σ l la matriz de
covarianza de la l-e´sima clase. La matriz de covarianza estimada se denota como S y la
matriz de covarianza estimada de la clase l se denota Sl,
S =
1
n
n∑
i=1
(xi − x¯) (xi − x¯)> (4.3)
Sl =
1
nl
n∑
i=1
Gli (xi − x¯l) (xi − x¯l)> (4.4)
donde
Cli =
{
1, si xi ∈ ωl
0, otro caso
siendo ωl la etiqueta la clase l y
nl =
n∑
i=1
Cli
Adema´s, x¯l es la estimacio´n de la media de la clase ωl dada por,
x¯l =
1
nl
n∑
i=1
Clixi
y x¯ es la estimacio´n de la media, para un nu´mero dado de clases K, l = 1, . . . , K,
x¯ =
K∑
l=1
nl
n
x¯l
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La estimacio´n insesgada de la matriz de covarianza es, nS/(n− 1).
Sea SW la matriz de dispersio´n intra-clase,
SW =
K∑
l=1
nl
n
Sl (4.5)
con estimacio´n insesgada nSW/(n−K). Sea tambie´n SB la matriz de covarianza entre-
clases estimada,
SB =
K∑
l=1
nl
n
(x¯l − x¯) (x¯l − x¯)> (4.6)
tal que se cumple SW + SB = S
Se puede definir una medida de separacio´n entre dos conjuntos de datos, ω1 y ω2, como
Jas = 1
n1n2
n1∑
l1=1
n2∑
l2=2
d (xl1 ,yl2) (4.7)
para xl1 ∈ ω1, y yl2 ∈ ω2 y d (x,y) que es una medida de distancia entre las observaciones
x e y. Esto es, la separacio´n promedio. Si la distancia promedio entre clases se define
como,
J = 1
2
K∑
l1=1
p (ωl1)
K∑
l2=1
p (ωl2)Jas (ωl1 , ωl2) (4.8)
donde p (ωl1) es la probabilidad a priori de la clase ωl1 (estimada como pl1 = nl1/n), la
medida J puede ser escrita, usando una distancia Eucl´ıdea cuadra´tica para d (x,y),
J = J1 = tr {SW + SB} = tr {S} (4.9)
El criterio J1 no es el ma´s adecuado para la seleccio´n de caracter´ısticas, este es sim-
plemente la varianza total, y no analiza los datos de cada clase de forma separada.
El propo´sito de los criterios es hallar un conjunto de variables para el cual la dispersio´n
intra-clase sea pequen˜a mientras la dispersio´n entre-clases sea grande en algu´n sentido.
Usualmente se emplean los siguientes criterios,
J2 = tr
{
S−1W SB
}
(4.10)
J3 = |S||SW | (4.11)
J4 = tr {SB}
tr {SW} (4.12)
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4.2.2. Ana´lisis de varianza univariado de un camino
El Ana´lisis de Varianza univariado (ANOVA - Analysis of Variance) es un me´todo para
comparar dos o ma´s medias, que permite identificar o contrastar si dichas medias de K
clases son iguales. Desde el punto de vista de reduccio´n de dimensio´n, este me´todo es
u´til cuando se desea detectar la existencia de variables representativas de cada clase y
descartar las variables que son comunes entre las clases, porque las variables que reflejan
diferencias son relevantes para distinguir un patro´n de comportamiento de otro.
En el ana´lisis de varianza de un camino balanceado, se tiene un conjunto de n obser-
vaciones para cada una de las K clases diferentes con distribucio´n normal e igual varianza
para cada clase [19], como se muestra en la Tabla 4.1,
Tabla 4.1: K clases con distribucio´n normal.
Clase 1, Clase 2, Clase K,
con N(µ1, σ
2) con N(µ2, σ
2) · · · con N(µK , σ2)
x11 x21 · · · xK1
x12 x22 · · · xK2
...
...
...
x1n x2n · · · xKn
Total x1. x2. · · · xK.
Media x¯1. x¯2. · · · x¯K.
Varianza s21 s
2
2 · · · s2K
Se ha usado una notacio´n de punto para los totales y las medias de cada clase. As´ı,
por ejemplo,
xi. =
n∑
i=1
xli, x¯i. =
n∑
i=1
xli
n
(4.13)
Es necesario asumir que las K muestras son independientes, tambie´n es necesario
asumir la varianza comu´n para obtener un F -test. En este sentido, el modelo de cada
observacio´n es,
xli = µ+ αl + li
= µl + li, l = 1, . . . , K; i = 1, . . . , n;
(4.14)
donde µl = µ+ αl es la media de la l-e´sima clase. Se quiere hacer una comparacio´n de
los estimados de las medias x¯l., para ver si e´stas son suficientemente diferentes como para
creer que las medias de las clases difieren. La hipo´tesis puede expresarse como
H0 : µ1 = µ2 = · · · = µK (4.15)
Si la hipo´tesis es cierta, todas las xli pertenecen a la misma clase N(µ, σ
2), y es posible
obtener dos estimaciones de σ2, una basada en los estimados de las varianzas s21, s
2
2, . . . , s
2
K
y la otra basada en los estimados de las medias x¯1., x¯2., . . . , x¯K.. La estimacio´n intra-clase
de σ2 es,
s2e =
1
K
K∑
l=1
s2l =
K∑
l=1
n∑
i=1
(xli − x¯l.)2
K (n− 1) =
∑
li
x2li −
∑
l
x2
l.
n
K (n− 1) (4.16)
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El segundo estimador de σ2 (bajo H0) esta´ basado en la varianza de los estimados de
las medias,
s2x¯ =
K∑
l=1
(x¯l. − x¯..)2
K − 1 (4.17)
donde,
x¯.. =
K∑
l=1
x¯l.
K
es la media global.
Si H0 es cierta, s
2
x¯ estima a σ
2
x¯ = σ
2/n, y por consiguiente
E
{
ns2x¯
}
= n
(
σ2
n
)
= σ2
por tanto, la estimacio´n de σ2 es,
ns2x¯ =
n
K∑
l=1
(x¯l. − x¯..)2
K − 1 =
∑
l
x2
l.
n
− x2..
Kn
K − 1 (4.18)
donde,
x.. =
∑
l
xl. =
∑
li
xli
es el total global. Si H0 es falsa,
E
{
ns2x¯
}
= σ2 + n
∑
l
αl
(K − 1)
y ns2x¯ tendera´n a reflejar una dispersio´n mayor en x¯1., x¯2.,. . . ,x¯K.. Dado que s
2
e esta´ basado
en la variabilidad dentro de cada clase, e´ste estima a σ2 aunque H0 sea o no cierta; as´ı,
E {s2e} = σ2 en cualquier caso.
Dado que ns2x¯ y s
2
e son independientes y ambos estiman a σ
2, su relacio´n forma un
estad´ıstico F ,
F =
ns2x¯
s2e
=
(∑
l
x2l./n− x2../Kn
)/
(K − 1)(∑
li
x2li −
∑
l
x2l./n
)/
(K (n− 1))
=
SSH/(K − 1)
SSE/(K (n− 1))
=
MSH
MSE
(4.19)
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donde,
SSH =
∑
l
x2l.
n
− x
2
..
Kn
SSE =
∑
li
x2li −
∑
l
x2l.
n
SSH es la suma de los cuadrados entre-clases (debido a las medias) y SSE es la suma de
los cuadrados intra-clase. Adema´s, MSH y MSE son las correspondientes estimaciones de
las medias al cuadrado. El estad´ıstico F (4.19) esta´ distribuido como FK−1,K(n−1) cuando
H0 es cierta. Se rechaza H0 si F > Fα. El estad´ıstico F se puede ver como una funcio´n
simple del radio de verosimilitud.
4.2.3. Ana´lisis de varianza multivariado de un camino
De forma similar al caso anterior, el Ana´lisis de Varianza Multivariado (MANOVA - Mul-
tivariate Analysis of Variance) se enfoca en contrastar si las medias de las K clases son
iguales [20], sin embargo, la diferencia en el caso multivariante radica en la cantidad de
variables dependientes que son medidas para cada observacio´n. En el caso multivariado se
asume que K clases aleatorias independientes de taman˜o n son obtenidas de poblaciones
con distribucio´n normal p-variada con matrices de covarianza iguales, es decir cada una
de las n observacio´n ha sido medida a trave´s de p variables [19], como en la Tabla 4.2.
Tabla 4.2: K clases de poblaciones con distribucio´n normal p-variada.
Clase 1, Clase 2, Clase K,
de Np(µ1,Σ) de Np(µ2,Σ) · · · de Np(µK ,Σ)
x11 x21 · · · xK1
x12 x22 · · · xK2
...
...
...
x1n x2n · · · xKn
Total x1. x2. · · · xK.
Media x¯1. x¯2. · · · x¯K.
Los totales y las medias se definen de la siguiente manera:
Total de la l-e´sima clase: xl. =
n∑
i=1
xli
Total global: x.. =
K∑
l=1
n∑
i=1
xli
Media de la l-e´sima clase: x¯l. =
xl.
n
.
Media global: x¯ = x..
Kn
.
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El modelo de cada vector observacio´n es,
xli = µ +αl + li
= µl + li l = 1, . . . , K; i = 1, . . . , n;
(4.20)
En te´rminos de las p variables en xli, (4.20) llega a ser

xli1
xli2
...
xlip

 =


µ1
µ2
...
µp

+


αl1
αl2
...
αlp

+


li1
li2
...
lip

 =


µl1
µl2
...
µlp

+


li1
li2
...
lip


tal que el modelo para la j-e´sima variable (j = 1, . . . , p) en cada vector xli es,
xlij = µj + αlj + lij = µlj + lij
Ahora, se desea comparar los vectores media de las K clases para encontrar diferencias
significativas. La hipo´tesis por lo tanto es,
H0 : µ1 = µ2 = · · · = µK vs. H1 : al menos dos µ’s son diferentes.
La igualdad de los vectores de media implica que las K medias son iguales para cada
variable; esto es,
µ1j = µ2j = · · · = µKj
Si dos medias difieren en una sola variable, por ejemplo, µ23 6= µ43, entonces H0 es
falsa y se debe rechazar. Por tal razo´n H0 implica p conjuntos de igualdades,
µ11 = µ21 = · · · = µK1
µ12 = µ22 = · · · = µK2
...
...
...
µ1p = µ2p = · · · = µKp
Todas las p (K − 1) igualdades deben mantenerse para H0 sea cierta, una sola igualdad
que no se cumpla rechaza la hipo´tesis H0. En el caso univariado, se tienen sumas de
cuadrados entre e intra (SSH y SSE). En el caso multivariado, se tienen las matrices entre
e intra (H y E), definidas ana´logamente como,
H = n
K∑
l=1
(x¯l. − x¯..) (x¯l. − x¯..)>
=
K∑
l=1
1
n
xl.x
>
l. −
1
Kn
x..x
>
..
(4.21)
E =
K∑
l=1
n∑
i=1
(xli − x¯l.) (xli − x¯l.)>
=
∑
li
xlix
>
li −
∑
l
1
n
xl.x
>
l.
(4.22)
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La matriz hipo´tesis H de taman˜o (p× p) tiene en la diagonal, la suma de cuadrados
entre, para cada una de las p variables. Los elementos fuera de la diagonal son las sumas
de los productos ana´logas para cada par de variables. Asumiendo que no hay dependencias
lineales en las variables, el rango de H es el menor entre p y νH , mı´n (p, νH), donde νH
representa los grados de libertad de la hipo´tesis; en el caso de un camino νH = K−1. As´ı,
H puede ser singular. La matriz error E de taman˜o (p× p) tiene las sumas de cuadrados
intra para cada variable en la diagonal con las sumas de productos fuera de la diagonal.
El rango de E es p, a menos que νE sea menor que p.
As´ı H tiene la forma,
H =


SSH11 SPH12 · · · SPH1p
SPH12 SSH22 · · · SPH2p
...
...
...
SPH1p SPH2p · · · SSHpp

 (4.23)
donde, por ejemplo,
SSH22 = n
K∑
l=1
(x¯l·2 − x¯··2)2 =
∑
l
x2l·2
n
− x
2
··2
Kn
SPH12 = n
K∑
l=1
(x¯l·1 − x¯··1) (x¯l·2 − x¯··2) =
∑
l
xl·1xl·2
n
− x··1x··2
Kn
La matriz E puede ser expresada como,
E =


SSE11 SPE12 · · · SPE1p
SPE12 SSE22 · · · SPE2p
...
...
...
SPE1p SPE2p · · · SSEpp

 (4.24)
Debe notarse que los elementos de E son sumas de cuadrados y productos, no varianzas
y covarianzas. Para estimar Σ se usa,
S1p =
E
(nK −K)
tal que,
Σ · = E
{
E
nK −K
}
Test estad´ıstico de Wilks
El test estad´ıstico de Wilks es frecuentemente usado para determinar los contrastes en
ANOVA y en MANOVA. La prueba de relacio´n de verosimilitud de H0 : µ1 = µ2 = · · · =
µK esta´ dada por,
Λ =
|E|
|E+H| (4.25)
y se conoce como Λ de Wilks. Se rechaza H0 si Λ ≤ Λα,p,νH ,νE [19], el rechazo es para
valores pequen˜os de Λ. Los para´metros en la distribucio´n Λ de Wilks son:
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p = nu´mero de variables (dimensio´n)
νH = grados de libertad para la hipo´tesis
νE = grados de libertad para el error
El Λ de Wilks compara la matriz E de sumas de cuadrados y productos intra con la
matriz E+H del total de sumas y productos. Mediante el uso de determinantes, el test Λ
se reduce a un escalar. As´ı, la informacio´n multivariada en E y H acerca de la separacio´n
de los vectores de media x¯1., x¯2., . . . , x¯K. es canalizada hacia una escala simple, en la cual
se decide si la separacio´n de los vectores de media es significativa.
Los vectores de media ocupan un espacio de dimensio´n s = mı´n (p, νH), y dentro de
este espacio varias configuraciones de estos vectores media son posibles.
Algunas propiedades y caracter´ısticas del Λ de Wilks son las siguientes:
1. Para que los determinantes en (4.25) sean positivos, es necesario que νE ≥ p.
2. Para cualquier modelo MANOVA, los grados de libertad νH y νE son siempre los
mismos como en el caso univariado.
3. Los para´metros p y νH pueden ser intercambiados; la distribucio´n de Λp,νH ,νE es la
misma que la de ΛνH ,p,νE+νH−p.
4. El Λ de Wilks en (4.25) puede ser expresado en te´rminos de los valores propios
λ1, λ2, . . . , λs de E
−1H, como sigue:
Λ =
s∏
i=1
1
1 + λi
. (4.26)
E−1H diferentes de cero es s = min(p, νH), rango de H.
5. El rango de Λ es 0 ≤ Λ ≤ 1, y el test basado en el Λ de Wilks es un test inverso
en el sentido de que se rechaza H0 para valores pequen˜os de Λ. Si los vectores de
los estimados de la media son iguales entonces Λ = 1, se podr´ıa tener que H = 0 y
Λ = |E|/|E+ 0| = 1. Por otro lado, cuando los vectores estimados de media llegan
a ser ampliamente dispersos con respecto a las variaciones intra-clase, H se vuelve
mayor que E, y Λ se aproxima a cero.
6. Los valores cr´ıticos de Λα,p,νH ,νE decrecen al aumentar p. Entonces, la adicio´n de
variables reducira´ el poder de rechazo de la hipo´tesis nula, a menos que las variables
contribuyan al rechazo de la hipo´tesis causando una reduccio´n significativa de Λ.
7. Cuando νH = 1, 2 o cuando p = 1, 2, el Λ de Wilks se transforma a un estad´ıstico F
exacto. Las transformaciones desde Λ hacia F para estos casos especiales se muestran
en la Tabla 4.3. La hipo´tesis es rechazada cuando el valor transformado de Λ excede
el punto superior del porcentaje de probabilidad acumulada evaluando el nivel α
sobre la distribucio´n F , con los grados de libertad indicados.
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Tabla 4.3: Transformaciones del Λ de Wilks a F -tests
Para´metros Estad´ıstica con Grados de
p, νH Distribucio´n F Libertad
Cualquier p, νH = 1
1−Λ
Λ
νE−p+1
p
p, νE − p+ 1
Cualquier p, νH = 2
1−
√
Λ√
Λ
νE−p+1
p
2p, 2(νE − p+ 1)
p = 1, cualquier νH
1−Λ
Λ
νE
νH
νH , νE
p = 2, cualquier νH
1−
√
Λ√
Λ
νE−1
νH
2νH , 2(νE − 1)
8. Para valores de p y νH diferentes de los de la Tabla 4.3, un estad´ıstico F aproximado
esta´ dado por,
F =
1− Λ1/t
Λ1/t
df1
df2
(4.27)
el cual tiene una distribucio´n F aproximada con grados de libertad df1 y df2, donde
df1 = pνH
df2 = wt− 1
2
(pνH − 2)
w = νE + νH − 1
2
(p+ νH + 1)
t =
√
p2ν2H − 4
p2 + ν2H − 5
cuando νH o p son 1 o´ 2.
Seleccio´n de caracter´ısticas por medio del ana´lisis multivariado de varianza
El Algoritmo 1 presenta los pasos para un algoritmo heur´ıstico de bu´squeda secuencial
hacia adelante basado en una funcio´n de relevancia estad´ıstica multivariada, que para el
caso particular es la probabilidad acumulada sobre la distribucio´n F (MANOVA con test
de Wilks), que permite comparar conjuntos de variables de dimensio´n diferente:
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Algoritmo 1 – MANOVA progresivo
1: Calcular el estad´ıstico F (transformacio´n del Λ de Wilks) para los subconjuntos de una
sola caracter´ıstica. A partir de estos valores se escoge la caracter´ıstica que reporte el
mayor valor de estad´ıstico F y se calcula su respectivo valor de probabilidad acumulado
sobre la distribucio´n F .
2: Construir subconjuntos de dos dimensiones, combinando la caracter´ıstica previamente
escogida en el paso 1 con cada una de las caracter´ısticas restantes (aplicando seleccio´n
secuencial hacia adelante). Cada uno de estos subconjuntos se evalu´a a trave´s de la
prueba de Wilks y se actualiza su respectivo estad´ıstico F .
3: Seleccionar el subconjunto bidimensional con el mayor estad´ıstico F . Calcular su res-
pectivo valor de probabilidad acumulada. Dicho valor debe exceder el valor calculado
en el paso 1 para que el subconjunto pueda ser analizado, de otra manera, la bu´squeda
concluye.
4: Construir subconjuntos de caracter´ısticas agregando una caracter´ıstica al subconjunto
actual (seleccio´n secuencial hacia adelante). Estos nuevos grupos de ana´lisis corres-
ponden al subconjunto seleccionado en el paso 3 y cada una de las caracter´ısticas
restantes.
5: Retornar al paso 3 y actualizar el subconjunto utilizando el mismo criterio. Continuar
con el paso 4 repitiendo el proceso de actualizacio´n una y otra vez. El algoritmo se de-
tiene como se menciona el paso 3 cuando las caracter´ısticas agregadas no incrementan
el valor de probabilidad acumulada. As´ı el taman˜o del subconjunto final de carac-
ter´ısticas es m donde m ≤ p. De esta forma, se pueden seleccionar las caracter´ısticas
que de manera conjunta son ma´s discriminantes.
Cabe anotar, si durante la ejecucio´n de Algoritmo 1 se llega a presentar que en los
ca´lculos aparece Λ → 0/0, se asume la dependencia lineal en el subconjunto evaluado,
luego la probabilidad acumulada es cero (0) y se desecha la caracter´ıstica incrementada al
subconjunto en ana´lisis.
4.3. Discusio´n y consideraciones de los me´todos de
seleccio´n de caracter´ısticas
– La bu´squeda exhaustiva garantiza hallar el subconjunto o´ptimo, sin embargo, en
ocasiones no es posible aplicar este me´todo por el gran costo computacional que
genera la evaluacio´n de todos los subconjuntos. Como se menciono´ anteriormente,
es posible aplicar esta te´cnica para valores de p ≤ 15 o´ 20.
– De igual forma, la te´cnica de ramificacio´n y poda tambie´n permite encontrar el
subconjunto o´ptimo, siempre y cuando la funcio´n de costo escogida satisfaga la
propiedad de monoton´ıa, cualidad que en muchas ocasiones no es posible tener.
– En algunos casos, el me´todo de seleccio´n de caracter´ısticas, por medio de la bu´squeda
de las mejores m variables individuales puede producir conjuntos de caracter´ısticas
adecuados, especialmente si el conjunto inicial de variables es no correlacionado, ya
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que el me´todo ignora las relaciones multivariadas. Situacio´n opuesta ocurre cuando
las caracter´ısticas son correlacionadas.
– En la te´cnica de seleccio´n secuencial hacia adelante, una vez una caracter´ıstica ha
sido agregada al subconjunto, e´sta no se puede descartar. La te´cnica es computacio-
nalmente atractiva ya que so´lo examina p− 1 posibles subconjuntos.
– De la misma manera que para el caso anterior, en la te´cnica de seleccio´n secuencial
hacia atra´s, una vez una caracter´ıstica ha sido eliminada del subconjunto, e´sta no se
puede agregarse nuevamente. Esta te´cnica exige mayor proceso de co´mputo que la
de seleccio´n secuencial hacia adelante, por trabajar inicialmente con subconjuntos
muy grandes.
– La te´cnica adicionar l y quitar r evita el problema conocido como anidamiento
(nesting), el cual consiste en que todas las variables seleccionadas presentan una
estructura muy similar entre ellas. De esta forma es posible evitar una alta correlacio´n
entre las variables del subconjunto final seleccionado.
– La seleccio´n secuencial flotante provee soluciones relativamente cercanas al subcon-
junto o´ptimo, y su costo computacional es razonable.
– En cuanto al ana´lisis de varianza, los valores cr´ıticos de Λα,p,νH ,νE decrecen al aumen-
tar p. Entonces, la adicio´n de variables reducira´ el poder de rechazo de la hipo´tesis
nula, a menos que las variables contribuyan al rechazo de la hipo´tesis causando
una reduccio´n significativa de Λ [19]. En ocasiones es posible encontrar un grupo
de caracter´ısticas que analizadas de forma univariada, aceptan la hipo´tesis nula (no
discriminan), pero que cuando trabajan en conjunto sean discriminantes, por tanto
la hipo´tesis nula sea rechazada. Valores de Λ significativos pueden corresponder a
estad´ısticos F univariados que no lo sean.
– Adema´s del test de Wilks, presentado como forma de contrastar la hipo´tesis, existen
otros tres tipos de test que pueden aplicarse para tal objetivo: el test de Roy, el test
de Pillai y el test Lawley-Hotelling. Sin embargo, se hace e´nfasis en que para pruebas
y obtencio´n de resultados de tipo experimental es recomendable trabajar el test de
Wilks debido a que tiene un alto grado de flexibilidad ante las caracter´ısticas de los
datos de entrada. Es as´ı que, cuando los vectores de medias son colineales (Figura
4.2(a)) el test de mayor poder de ana´lisis es el test de Roy, pero para cualquier otro
caso no es recomendable. Situacio´n totalmente contraria ocurre cuando los vectores
de medias son difusos (dispersos en varias dimensiones, Figura 4.2(b)), en este caso
el test que mejor se desempen˜a es el de Pillai, sin embargo arroja pobres resultados
para el caso anterior (vectores colineales). Sin embargo el test de Wilks y el test de
Lawley-Hotelling responden de manera adecuada para ambos casos, aunque el test
de Wilks funciona mejor en espacios dispersos.
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(a) Vectores de medias colineales (b) Vectores de medias difusos
Figura 4.2: Dos posibles configuraciones para tres vectores de medias en espacio de 3
dimensiones
Cap´ıtulo 5
Extraccio´n de caracter´ısticas por
medio del ana´lisis lineal de
componentes
5.1. Ana´lisis de componentes principales
El Ana´lisis de Componentes Principales (PCA - Principal Component Analysis) tiene por
objetivo principal reducir la dimensio´n de un conjunto de variables, conservando la mayor
cantidad de informacio´n que sea posible. Esto se logra mediante la transformacio´n a un
nuevo conjunto de variables las cuales son no correlacionadas y se ordenan de modo tal que
unas pocas (las primeras) retengan la mayor cantidad de variacio´n presente en el conjunto
original de variables [21].
Dada una matriz de datos, se busca la posibilidad de representar adecuadamente la
informacio´n, con un nu´mero menor de variables que son construidas como combinaciones
lineales de las originales. La te´cnica PCA presenta una doble utilidad: permite representar
o´ptimamente en un espacio de dimensio´n pequen˜a observaciones de un espacio general
de dimensio´n p (posible identificacio´n de variables latentes), adema´s, permite transformar
las variables originales que generalmente esta´n correlacionadas, en nuevas variables no
correlacionadas que facilitan la interpretacio´n [20].
Sea X la matriz original de datos de dimensio´n n × p. Las filas corresponden a las
observaciones y las columnas a las variables, donde la media de cada una de las variables
es cero.
X = {xij} , i = 1, . . . , n representa la observacion
j = 1, . . . , p representa la variable
El propo´sito es hallar un subespacio de dimensio´n m, m < p, tal que al proyectar los
puntos sobre dicho subespacio, los puntos conserven su estructura con la menor distorsio´n
posible.
En una primera aproximacio´n, se desea proyectar todos los puntos observados sobre un
subespacio de dimensio´n uno (una recta), de tal forma que todos los puntos mantengan,
en la medida de lo posible, sus posiciones relativas. Esto se traduce en que las distancias
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entre los puntos originales y sus proyecciones sobre la recta sean mı´nimas, por tanto, si
se considera el punto xi y una direccio´n a1 = (a11, . . . , a1p)
>, definida por el vector a1 de
norma unidad, la proyeccio´n del punto xi sobre esta direccio´n es el escalar:
zi = a
>
1 x
>
i (5.1)
Sea di la distancia entre el punto xi y su proyeccio´n sobre la direccio´n a1, se busca que:
mı´n
a1
n∑
i=1
d2i = mı´n
a1
n∑
i=1
∣∣xi − zia>1 ∣∣2 (5.2)
Una forma alternativa de esta condicio´n es:
ma´x
a1
n∑
i=1
z2i = ma´x
a1
n∑
i=1
a>1 x
>
i xia1 (5.3)
Debido a que las proyecciones zi son variables aleatorias con media cero, maximizar sus
cuadrados segu´n (5.3), es equivalente a maximizar su varianza, lo que significa encontrar
la direccio´n de proyeccio´n que maximice la varianza de los datos proyectados.
Considerando el vector de proyecciones,
z1 = (z1, z2, . . . , zi, . . . , zn)
> = Xa1 (5.4)
se puede reescribir (5.3) como,
ma´x
a1
(
z>1 z1
)
= ma´x
a1
(
a>1X
>Xa1
)
(5.5)
Por otra parte, la media de z1 es nula, mientras su varianza es:
1
n
z>1 z1 =
1
n
a>1X
>Xa1 = a
>
1 Sa1 (5.6)
donde S es la matriz estimada de covarianzas de las observaciones. Con el objetivo de
maximizar (5.6) se utilizan multiplicadores de Lagrange, tal que a>1 a1 = 1
M = a>1 Sa1 − λ
(
a>1 a1 − 1
)
(5.7)
luego, derivando e igualando a cero se tiene,
∂M
∂a1
= 2Sa1 − 2λa1 = 0 (5.8)
finalmente,
Sa1 = λa1 (5.9)
Esto significa que a1 es un vector propio de la matriz S asociado al valor propio λ, que
corresponde a la varianza de z1. Por tanto, el vector propio asociado al mayor valor propio
de S corresponde al primer componente principal.
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En general, es posible hallar el espacio de dimensio´n m que mejor represente los datos,
el cual esta´ dado por los vectores propios asociados a los m mayores valores propios
de S. Estas nuevas direcciones se denominan direcciones principales de los datos y las
proyecciones de los datos originales sobre estas direcciones se conocen como componentes
principales. Usualmente, la matriz X tiene rango p (tambie´n la matriz S), existiendo
entonces tantos componentes principales como variables, que se obtienen calculando los
valores propios λ1, . . . , λp de la matriz de covarianza S.
En s´ıntesis, los pasos para calcular los componentes principales son los presentados en
el Algoritmo 2.
Algoritmo 2 – Ca´lculo de los componentes principales
1: Centralizar la matriz de datos X (hacer que cada variable tenga media cero).
2: Obtener la matriz de covarianza S = 1
n
X>X,
3: Calcular los valores propios de la matriz S y sus respectivos vectores propios.
4: Ordenar de forma descendente los valores propios.
5: Proyectar los datos sobre las direcciones principales luego del ordenamiento de los
valores propios.
Por otra parte, los componentes principales tienen las siguientes propiedades [20]:
1. Conservan la variabilidad inicial, es decir, la suma de las varianzas de los compo-
nentes es igual a la suma de la varianzas de las variables originales, y la varianza
generalizada de los componentes es igual a la original.
2. La proporcio´n de variabilidad explicada por un componente es el cociente entre su
varianza, el valor propio asociado al vector propio que lo define, y la suma de los
valores propios de la matriz. As´ı, la proporcio´n de variabilidad total explicada por
el componente h es:
λh∑
j
λj
3. Las covarianzas entre cada componente principal y las variables originales, vienen
dadas por el producto de las coordenadas del vector propio que define el componente
por su valor propio:
cov (zj;x1, . . . , xp) = λjaj = (λjaj1, . . . , λjajp)
donde aj es el vector de coeficientes de la componente zj.
4. La correlacio´n entre un componente principal y una variable original es proporcional
al coeficiente de esa variable en la definicio´n del componente, y el coeficiente de pro-
porcionalidad es el cociente entre la desviacio´n t´ıpica del componente y la desviacio´n
t´ıpica de la variable.
5. Los m componentes principales (m < p) proporcionan la prediccio´n lineal o´ptima
con m variables del conjunto de variables.
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6. Si se estandarizan los componentes principales, dividiendo cada uno por su desvia-
cio´n, se obtiene la estandarizacio´n multivariante de los datos originales.
El ana´lisis de componentes principales implica interpretar adecuadamente dichos com-
ponentes. As´ı, cuando existe una alta correlacio´n entre todas las variables, el primer com-
ponente principal tiene todas sus coordenadas del mismo signo y puede interpretarse como
un promedio ponderado de todas las variables, o un factor global de taman˜o. Los restan-
tes componentes se interpretan como factores de forma; usualmente estos componentes
restantes tienen coordenadas positivas y negativas, lo que significa que contraponen unos
grupos de variables frente a otros. Los factores de forma pueden escribirse como medias
ponderadas de dos grupos de variables con distinto signo y contraponen las variables de un
signo a las del otro. Adema´s, si las variables originales son transformadas por el operador
logaritmo antes de calcular los componentes principales, estos componentes resultantes
generalmente pueden interpretarse como razones de promedios geome´tricos de las varia-
bles. Tambie´n es posible simplificar la interpretacio´n de los componentes, suponiendo que
los coeficientes pequen˜os son cero y redondeando los coeficientes grandes para expresar
el componente como cocientes, diferencias o sumas entre variables. Este tipo de aproxi-
maciones son justificadas si mejoran la interpretacio´n y modifican poco la estructura de
los componentes. Es posible medir el cambio introducido al modificar el vector propio aj,
determinando el cambio en la proporcio´n de variabilidad explicada por el componente,
(λj − λjM)
λj
(5.10)
es decir, verificar que la relacio´n dada por (5.10) sea pequen˜a, en la cual λj es el valor
propio asociado al vector propio original y λjM es el valor propio asociado al vector propio
modificado.
Es importante notar que, si las variables originales tienen unidades o escalas de medida
distintas, buscar la maximizacio´n de la varianza puede generar ambigu¨edades cuando se
modifica la escala de medida de una variable cualquiera, por ejemplo pasar de medir en
kilo´metros a metros tiene efectos directos sobre la varianza de la variable medida, lo cual
se refleja en el peso que representan los valores propios, y por consiguiente, sus respectivos
vectores propios. Por tal razo´n, conviene estandarizar las variables antes de calcular los
componentes, haciendo que las magnitudes de los valores nume´ricos para las variables
de la matriz de datos X sean similares. La estandarizacio´n de la variables con media cero
consiste en que la variable estandarizada tenga varianza uno, lo cual se consigue dividiendo
la variable original por su respectiva desviacio´n esta´ndar. Obtener la matriz de covarianza
de los datos estandarizados, es equivalente a obtener la matriz de correlacio´n de los datos
originales. En consecuencia, los componentes principales se derivan de la transformacio´n
del espacio normado (o estandarizado), de manera similar a como se explica en el Algoritmo
2.
Como se menciona inicialmente, el objetivo de PCA es reducir el nu´mero de varia-
bles de ana´lisis, por tanto, es importante establecer algu´n criterio para determinar que´ y
cua´ntos componentes principales se deben usar en la nueva representacio´n de los datos.
Las siguientes son algunas reglas que pueden ayudar en esta labor [20,21]:
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1. Realizar un gra´fico de los valores propios ordenados contra su respectiva posicio´n
ordinal (λj contra j) y seleccionar los primeros componentes hasta que los compo-
nentes restantes tengan aproximadamente el mismo valor de λj, es decir, buscar un
codo en el gra´fico. De esta forma, se excluyen los componentes asociados a valores
pequen˜os y aproximadamente del mismo taman˜o. Sin embargo, existen casos en los
que el codo no es evidente, porque hay cambios significativos durante todo el trayecto
de la gra´fica, por tanto, puede utilizarse la representacio´n logar´ıtmica de los autova-
lores; en este caso el criterio es desechar los componentes finales cuya representacio´n
gra´fica tienda a ser una recta.
2. Seleccionar los primeros componentes hasta alcanzar un valor fijo a priori de varianza
acumulada, por ejemplo el 80%, el 90% o´ el 100%. Esta regla tiene problemas cuando
un u´nico componente de taman˜o toma entre el 90% y el 100% de la variabilidad,
cuando pueden existir otros componentes que sean ido´neos para explicar la forma de
las variables originales.
3. Seleccionar los componentes asociados a valores propios superiores a una cota, la
cual suele establecerse como la varianza media,∑
j
λj
p
Cuando se trabaja con la matriz de correlacio´n el valor propio medio de los compo-
nentes es 1, y por tanto, la regla anterior selecciona los valores propios mayores que
la unidad. El inconveniente de este criterio es que si una variable es independiente del
resto, suele tener un valor propio mayor que uno, pero cuando una variable esta´ no
correlacionada con las dema´s, su ana´lisis puede ser poco relevante y no aportar
mucho a la comprensio´n del feno´meno global.
5.1.1. Discusio´n y consideraciones del ana´lisis de componentes
principales
– Debido a que las covarianzas o las correlaciones so´lo miden las relaciones lineales
entre las variables, si existen fuertes relaciones no lineales entre dichas variables, el
ana´lisis de componentes principales proporciona informacio´n muy parcial o sesgada
sobre las variables.
– Es conveniente asegurar que no existen datos at´ıpicos (outliers), antes de obtener
los componentes principales, porque estos datos pueden distorsionar la matriz de
covarianzas o de correlaciones; usualmente, los valores at´ıpicos hacen que la variable
que los contiene aumente su varianza y reduzca la covarianza con las dema´s variables.
– Generalmente los vectores propios que son influidos por datos at´ıpicos esta´n aso-
ciados a valores propios de alta magnitud, por tanto, esta puede ser una forma de
detectar valores at´ıpicos aislados, pero no grupos de valores at´ıpicos por problemas
de enmascaramiento.
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– Es conveniente realizar PCA sobre variables con distribuciones aproximadamente
sime´tricas, por tanto es recomendable analizar si al tomar logaritmos de las variables
de la matriz de datos X mejora la simetr´ıa de las distribuciones [20]. Esto con el
fin que la direccio´n principal conseguida, verdaderamente aporte informacio´n de la
variabilidad de los datos y en el reconocimiento de patrones, las clases diferentes no
se solapen al reducir la dimensio´n del espacio.
– Como los valores propios representan las varianzas de los componentes principales,
los u´ltimos componentes tienen varianzas menores. Si la varianza de una componente
es cero o muy cercana a cero, la componente representa una relacio´n lineal entre las
variables, que es esencialmente constante, as´ı, si el u´ltimo valor propio es pro´ximo a
cero, implica la existencia de una colienalidad que puede proveer nueva informacio´n.
Por tanto, es recomendable verificar que los componentes desechados realmente no
aporten informacio´n relevante en el problema de ana´lisis [19].
– Si las diferencias entre las varianzas de las variables representan un grado significativo
de informacio´n dentro del ana´lisis, no se deben estandarizar las variables, y se debe
trabajar con la matriz de covarianza. En caso de tener dudas sobre la informacio´n
que representa la varianza de las variables, se recomienda realizar PCA, tanto sobre
la matriz de covarianza como sobre la de correlacio´n e identificar cua´l de los 2 tipos
de ana´lisis arroja resultados con mayor grado de informacio´n.
5.2. Escalado multidimensional
Las te´cnicas de escalado multidimensional (MDS - Multi-Dimensional Scaling) son una
generalizacio´n del me´todo de componentes principales cuando en lugar de contar con una
matriz X de observaciones por variables, se tiene una matriz, D, cuadrada (n×n) de dis-
tancias o disimilitudes entre los n elementos de un conjunto [20]. El objetivo es representar
esta matriz D, mediante un conjunto de variables ortogonales y1, . . . , yp, conocidas como
coordenadas principales, donde p < n, de manera que las distancias eucl´ıdeas entre las
coordenadas de los elementos respecto a estas variables sean iguales (o lo ma´s pro´ximas
posibles) a las distancias o disimilitudes de la matriz original.
Existen dos tipos de escalamiento multidimensional [11]:
– Escalado me´trico: Asume que los datos son cuantitativos y que existe una relacio´n
funcional entre las distancias entre puntos y las disimilitudes.
– Escalado no me´trico: Asume que los datos son cualitativos, posiblemente con impor-
tancia ordinal y se producen configuraciones que tratan de mantener el rango de las
disimilitudes.
5.2.1. Escalado me´trico - Enfoque cla´sico
Dada la matriz de datos X, se obtienen variables de media cero, a trave´s de
Xˆ =
(
I− 1
n
11>
)
X
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sobre esta matriz Xˆ se puede calcular directamente las distancias eucl´ıdeas entre cada par
de puntos. En el ana´lisis de coordenadas principales se trata con el problema inverso, dada
una matriz de distancias D, que se asumen eucl´ıdeas, se busca determinar las coordena-
das de un conjunto de puntos de dimensio´n p. Lo anterior se puede obtener mediante la
descomposicio´n de la matriz Q (n× n) de productos cruzados,
Q = XˆXˆ
>
(5.11)
los te´rminos de la matriz dada en (5.11), qab, contienen el producto por pares de elementos,
qab =
p∑
j=1
xajxbj = x
>
a xb (5.12)
donde x>a corresponde con una fila de la matriz Xˆ.
Por otra parte, la distancia entre dos elementos a y b es,
d2ab = qaa + qbb − 2qab (5.13)
y es posible expresar la matriz Q en te´rminos de la siguiente la matriz de distancias
(disimilitudes),
qab = −1
2
(
d2ab − d2a. − d.b + d2..
)
(5.14)
donde
d2a. =
1
n
n∑
i=1
d2ai
d2.b =
1
n
n∑
i=1
d2ib
d2.. =
1
n2
n∑
a=1
n∑
b=1
d2ab
Es necesario factorizar la matriz Q a la forma (5.11), por medio de,
Q = VUV> (5.15)
donde V es (n× p) y contiene los vectores propios correspondientes a los valores propios
no nulos de Q y U es una matriz diagonal (p× p) de valores propios no nulos, λ1, . . . , λp.
As´ı se puede tomar,
Q =
(
VU1/2
) (
U1/2V>
)
(5.16)
y tomando
Y = VU1/2 (5.17)
se obtiene una matriz (n×p) con p variables no correlacionadas que reproducen la me´trica
inicial.
5. . . . ANA´LISIS LINEAL DE COMPONENTES 38
Es usual que la matriz de distancias D no sea compatible con una me´trica eucl´ıdea,
pero la matriz de similitud Q obtenida a partir de ella tiene p valores propios positivos y
ma´s grandes que el resto. Si los restantes n−p valores propios no nulos son mucho menores
que los dema´s, es posible tener una representacio´n aproximada de los puntos utilizando
los p vectores propios asociados a los primeros p valores propios positivos de la matriz de
similitud.
El Algoritmo 3 presenta el procedimiento para obtener las coordenadas principales a
partir de la matriz de distancias D [20].
Algoritmo 3 – Construccio´n de las coordenadas principales
1: A partir de la matriz de distancias D construir la matriz de productos cruzados,
Q = −1
2
PDP
2: Obtener los valores propios de Q.
3: Tomar los m mayores valores propios, donde m se escoge de manera que los restantes
p−m valores propios sean pro´ximos a cero.
4: Obtener las coordenadas de los puntos en las variables mediante vi
√
λi, donde λi es
un valor propio de Q y vi su vector propio asociado, que implica aproximar Q por,
Q ≈ (VmU1/2m ) (U1/2m V>m)
y tomar como coordenadas los puntos de las variables
Ym = VmU
1/2
m
El enfoque cla´sico expuesto, es un forma particular del escalamiento multidimensional
me´trico, en el cual se optimiza una funcio´n objetivo que mide la discrepancia entre las
similitudes dadas y las distancias derivadas en Re, d2ab. Para el enfoque cla´sico se busca
minimizar la funcio´n objetivo, ∑∑(
qab − d2ab
)2
Diferentes medidas de divergencia entre los conjuntos {qab} y {d2ab} y sus respectivos
criterios de optimizacio´n dan pie a variadas formas de trabajo del escalamiento multidi-
mensional me´trico [20].
5.2.2. Escalado no me´trico
El escalado no me´trico es un me´todo para hallar una configuracio´n de puntos para los
cuales el rango de ordenamiento de las distancias entre puntos es similar al rango de los
valores de las similitudes (o disimilitudes) dadas.
En los problemas de escalado no me´trico se parte de una matriz de diferencias o
disimilitudes entre objetos que se ha obtenido, usualmente, a partir de procedimientos
de ordenacio´n de los elementos.
Las formas frecuentes de obtener los valores de distancias o disimilitudes son:
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– Estimacio´n directa: Uno o varios expertos estiman directamente las distancias en-
tre los elementos. Es frecuente usar la escala 0 − 100, de manera que la distancia
entre un elemento y s´ı mismo sea cero y la distancia entre dos elementos distintos
refleje la percepcio´n de sus diferencias. Con n elementos se requiere de n (n− 1) /2
evaluaciones.
– Estimacio´n de rangos: Se selecciona un elemento y el experto o el grupo de expertos
debe ordenar los n− 1 elementos restantes por mayor o menor proximidad al objeto
seleccionado. Luego, se selecciona el siguiente objeto y se ordenan los n−2 restantes,
y as´ı sucesivamente. Posteriormente se aplican algoritmos de ca´lculo que transforman
estas ordenaciones en una matriz de distancias.
– Rangos por pares: Se presentan al experto o expertos los n (n− 1) /2 pares posibles,
con el fin que sean ordenados de menor a mayor distancia. Entonces, a los obje-
tos ma´s pro´ximos se les asigna rango 1, a la pareja siguiente se le asigna rango 2 y
as´ı sucesivamente, hasta que la pareja de los elementos ma´s alejados reciban el rango
n (n− 1) /2. Posteriormente se calcula un rango medio para cada objeto promedian-
do los rangos de los pares donde aparece dicho objeto. Finalmente las diferencias
entre los rangos se toman como distancias entre los objetos.
Se asume que la matriz de similitudes esta´ relacionada con la matriz de distancias,
pero de manera compleja. As´ı, las variables que explican las similitudes entre los elementos
comparados, determinara´n distancias eucl´ıdeas entre ellos, dab, que esta´n relacionadas con
las similitudes dadas, qab, mediante una funcio´n desconocida,
qab = f (dab) (5.18)
donde la u´nica condicio´n que se impone es que la funcio´n f en (5.18) sea una funcio´n
mono´tona.
El objetivo es encontrar unas coordenadas que sean capaces de reproducir estas dis-
tancias a partir u´nicamente de la condicio´n de monoton´ıa. Lo anterior obliga a definir un
criterio de costo que sea invariante ante transformaciones mono´tonas de los datos y un
algoritmo que permita optimizar el criterio establecido [20].
El procedimiento ma´s utilizado es minimizar las diferencias entre las distancias deriva-
das en las coordenadas principales, dˆ2ab, y las similitudes de partida qab, o sea, minimizar∑∑(
qab − dˆ2ab
)2
para todos los te´rminos de la matriz. Esta cantidad se puede estandarizar para favorecer
las comparaciones, con lo que se obtiene el criterio de ajuste conocido como stress, dado
por:
S2 =
∑
a<b
(
qab − dˆ2ab
)2
∑
a<b
q2ab
(5.19)
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Las distancias dˆ2ab se determinan encontrando p coordenadas principales que se utilizan
como variables impl´ıcitas yij que determinan distancias eucl´ıdeas entre elementos:
dˆ2ab =
p∑
j=1
(yaj − ybj)2 (5.20)
Es frecuente tomar p = 2 por facilidades gra´ficas, pero el nu´mero de dimensiones ne-
cesario para una buena representacio´n puede estimarse probando diferentes valores de p y
estudiando la evolucio´n del criterio. El me´todo de ca´lculo es iniciar de la solucio´n propor-
cionada por las coordenadas principales e iterar para mejorar esta solucio´n minimizando
el criterio (5.19) donde las distancias se calculan por (5.20).
5.2.3. Discusio´n y consideraciones del escalado multidimensional
– El escalado multidimensional es un enfoque complementario y una generalizacio´n al
de los componentes principales,
- Componentes principales considera la matriz (p× p) de correlaciones (o cova-
rianzas) entre variables e investiga su estructura.
- Escalado multidimensional considera la matriz (n× n) de distancias entre in-
dividuos e investiga su estructura.
– Es importante notar que, si se parte de una matriz de datos Xˆ y se calcula a partir
de esta matriz, la matriz de distancias D (con distancias eucl´ıdeas), y luego se aplica
el me´todo de coordenadas principales a dicha matriz de distancias, no se obtienen
las variables originales (matriz Xˆ), sino sus componentes principales. Es decir, es
posible demostrar que Xˆ>Xˆ y XˆXˆ> tienen el mismo rango y los mismos valores
propios no nulos.
– Por otra parte, debido a que las distancias son funcio´n de la matriz de similitud,
Q, y esta matriz es invariante ante rotaciones de las variables. Por tanto, cualquier
rotacio´n preserva las distancias y en consecuencia, cualquier rotacio´n de las variables
originales podr´ıa ser solucio´n.
– Existen varios obsta´culos para aplicar MDS en la etapa de reduccio´n de dimensio´n
para los problemas de reconocimiento de patrones:
1. Usualmente no se dispone de la matriz de disimilitudes y obtener e´sta de forma
directa a partir de los individuos, por medio de la evaluacio´n de expertos, puede
ser un problema engorroso que demande altos costos.
2. El almacenamiento de una matriz de (n× n) es un gran inconveniente y sobre
todo cuando se intenta dar mayor valor estad´ıstico a la muestra, incrementando
las observaciones.
3. El elevado nu´mero de para´metros a ajustar n˜ = m×n, donde m es la dimensio´n
de las coordenadas obtenidas, puede impedir el uso de algunos me´todos de
optimizacio´n como los quasi-Newton, debido a que para sus ca´lculos se requiere
determinar la matriz Hessiana inversa de taman˜o n˜× n˜ = m2n2.
5. . . . ANA´LISIS LINEAL DE COMPONENTES 41
4. La te´cnica MDS no define fa´cilmente una transformacio´n tal que, dada una
muestra de datos X ∈ Rp produzca un resultado Y ∈ Rm, para esto se necesita,
en muchas ocasiones, ca´lculos adicionales [11].
5.3. Ana´lisis factorial
El objetivo principal del ana´lisis factorial es explicar un conjunto de variables observadas
a partir de combinaciones lineales de un conjunto menor de variables latentes o factores
que son aleatorios. Los factores son construcciones subyacentes no medibles que generan
las variables observadas x1, x2, . . . , xp. Si estas variables observadas presentan algu´n grado
de correlacio´n, es posible inferir que existe un conjunto menor de variables que explican
el feno´meno con menos redundancia [19,20,22].
5.3.1. Modelo factorial ortogonal
Sea x un vector de variables, de dimensio´n (p× 1), de una poblacio´n homoge´nea con vector
de media µ y matriz de covarianzaΣ . Cada variable aleatoria xj puede ser expresada como
la combinacio´n lineal de factores comunes independientes f1, f2, . . . , fm, ma´s un te´rmino
de error  que representa la parte de la dispersio´n que var´ıa de forma u´nica para cada
variable. En cualquier vector observacio´n x, el modelo es el siguiente:
xij = µj + λj1f1i + · · ·+ λjmfmi + ij
i = 1, . . . , n j = 1, . . . , p
(5.21)
Los coeficientes λjk, k = 1, . . . ,m, son llamados cargas y muestran como depende xij
de los factores. Para cada observacio´n las cargas son constantes, pero los factores y los
errores var´ıan entre observaciones. Idealmente, m debe ser sustancialmente menor que p,
de lo contrario no se alcanza la descripcio´n simplificada de las variables como funcio´n de
unos pocos factores ocultos.
La ecuacio´n (5.21) puede reescribirse en forma matricial para cada vector observacio´n
como:
x = µ +Λf +  (5.22)
donde,
– f es un vector (m× 1) de variables latentes, que se asume sigue una distribucio´n
Nm (0, I), es decir, con media cero, independientes entre s´ı y con distribucio´n normal.
– Λ es una matriz (p×m) de constantes desconocidas (m < p), se denomina matriz
de carga y describe como los factores afectan a las variables observadas.
–  es un vector (p× 1) de perturbaciones no observadas, se asume que tiene distri-
bucio´n Np (0,ψ), donde ψ es diagonal y las perturbaciones esta´n no correlacionadas
con los factores.
Por tanto,
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– µ es la media de las variables x, porque los factores y las perturbaciones tienen media
cero.
– x tiene distribucio´n normal, entonces, x ∼ Np (µ,Σ), donde Σ es la matriz de
covarianzas de x
Unificando la ecuacio´n (5.22) para todas las observaciones, la matriz de datos X,
(n× p), puede escribirse como:
X = 1µ> + FΛ> + E (5.23)
Asumir que var (fk) = 1, var (j) = ψj, cov (fk, fl) = 0, y cov (j, fk) = 0, produce una
expresio´n simple para la varianza de xj:
var (xj) = λ
2
j1 + λ
2
j2 + · · ·+ λ2jm + ψj (5.24)
y con el fin de simplificar la estructura, se tiene,
Σ = cov (x) = cov (Λf + )
= cov (Λf) + cov ()
= Λcov (f)Λ> +ψ
= ΛIΛ> +ψ
= ΛΛ> +ψ
(5.25)
que establece que la matriz de covarianzas de los datos observados admite una descompo-
sicio´n como suma de dos matrices:
– La primera, ΛΛ>, es una matriz sime´trica de rango (m < p) que contiene la parte
comu´n al conjunto de las variables y depende de las covarianzas entre las variables
y los factores.
– La segunda, la varianza espec´ıfica ψ, contiene la parte espec´ıfica de cada variable,
que es independiente del resto.
Es tambie´n posible expresar (5.24) como:
σ2j =
m∑
k=1
λ2jk + ψj (5.26)
donde el primer te´rmino es efecto de los factores y el segundo el efecto de las perturbacio´n.
Sea,
h2j =
m∑
k=1
λ2jk (5.27)
la suma de los efectos de los factores, que se conoce como comunalidad, se tiene,
σ2j = h
2
j + ψj (5.28)
Esta igualdad puede interpretarse como una descomposicio´n de la varianza en:
Varianza observada = Variabilidad comu´n + Variabilidad espec´ıfica
que es ana´loga a la descomposicio´n de la variabilidad de los datos en una parte explicada
y otra no explicada. En el modelo factorial, la parte explicada es debida a los factores y
la no explicada al ruido o perturbacio´n.
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5.3.2. Unicidad del modelo
Las cargas y los factores en el modelo (5.22) pueden ser multiplicadas por una matriz
ortogonal sin perder su habilidad para reproducir la matriz de covarianza en (5.25). Sea
H una matriz ortogonal cualquiera, entonces,
H>H = I (5.29)
lo que produce en el modelo ba´sico (5.22), tal que,
x = µ +ΛHH−1f +  (5.30)
As´ı, f∗ = H−1f son los factores rotados y Λ∗ = ΛH la nueva matriz de carga asociada,
por tanto,
x = µ +Λ∗f∗ +  (5.31)
Si Λ en (5.25) es reemplazada por Λ∗ y teniendo en cuenta (5.29) se tiene,
Σ = Λ∗ (Λ∗)> +ψ = ΛH (ΛH)> +ψ
= ΛHH>Λ> +ψ = ΛΛ> +ψ
(5.32)
As´ı las nuevas cargas reproducen ide´nticamente la matriz de covarianza. En este senti-
do, el modelo factorial resulta indeterminado ante rotaciones, porque tanto el modelo de
(5.22) como el modelo (5.31) contienen factores no correlacionados, con matriz de cova-
rianzas identidad. La indeterminacio´n implica que aunque se observe toda la poblacio´n,
adema´s µ y Σ sean conocidos, no se puede determinar Λ de forma u´nica, la solucio´n en-
tonces, se obtiene imponiendo restricciones sobre los componentes de la matriz de carga,
por ejemplo cualquiera de los dos siguientes criterios:
1. Exigir:
Λ>m×pΛp×m = D (5.33)
donde D es una matriz diagonal. De esta forma, los vectores que definen el efecto
de cada factor sobre las p variables observadas son ortogonales, as´ı, los factores
adema´s de estar no correlacionados producen efectos lo ma´s distintos posibles en las
variables.
2. Exigir:
Λ>ψ−1Λ = D (5.34)
donde D es una matriz diagonal. En este caso, los efectos de los factores sobre las
variables, ponderados por las varianzas de las perturbaciones de cada ecuacio´n, se
hacen no correlacionados.
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5.3.3. Estimacio´n de las cargas y las comunalidades
Me´todo del factor principal
De una muestra aleatoria X se obtiene la matriz de covarianza S y se intenta encontrar
un estimador Λˆ que aproximara´ la expresio´n fundamental (5.25) con S en lugar de Σ ,
S ∼= ΛˆΛˆ> + ψˆ (5.35)
Suponiendo que es posible obtener una estimacio´n inicial de la matriz de varianzas de
las perturbaciones ψˆ y como S−ψˆ es sime´trica y de rango m, puede descomponerse como:
S− ψˆ = HGH> =
(
HG1/2
)(
HG1/2
)>
(5.36)
dondeH es cuadrada de orden p y ortogonal,G es tambie´n de orden p, diagonal y contiene
las ra´ıces caracter´ısticas de S− ψˆ. Segu´n el modelo factorial, G debe ser del tipo:
G =
[
G1(m×m) 0(m×(p−m))
0((p−m)×m) 0((p−m)×(p−m))
]
Por tanto, si H1 es la matriz de p ×m que contiene los vectores propios asociados a
los valores propios no nulos de G1 se puede tomar como estimador de Λ la matriz,
Λˆ = H1G
1/2
1 (5.37)
con lo que se obtiene,
Λˆ>Λˆ = G
1/2
1 H
>
1H1G
1/2
1 = G1 = D (5.38)
donde D es una matriz diagonal. En realidad, este procedimiento se realiza de forma
iterativa, segu´n se presenta en el Algoritmo 4 [20].
Algoritmo 4 – Ana´lisis Factorial - Me´todo del factor principal
1: Partir de una estimacio´n inicial de Λˆkˆ o de ψˆ kˆ (para la iteracio´n kˆ = 1) a trave´s de,
ψˆ kˆ = diag
{
S− ΛˆΛˆ>
}
2: Calcular la matriz cuadrada y sime´trica Qkˆ = S− ψˆ kˆ.
3: Obtener la descomposicio´n espectral de Qkˆ de la forma,
Qkˆ = H1kˆG1kˆH
>
1kˆ
+H2kˆG2kˆH
>
2kˆ
4: Tomar Λˆkˆ+1 = H1kˆG
1/2
1kˆ
y retornar al paso 1. Iterar hasta que
∥∥Λkˆ+1 −Λkˆ∥∥ < ξ
Adema´s, en el Algoritmo 4, G1kˆ contiene los m mayores valores propios de Qkˆ y Hkˆ
sus vectores propios. Se elige m de manera que los restantes valores propios contenidos en
G2kˆ sean todos pequen˜os y de taman˜o similar. La matriz Qkˆ puede no ser definida positiva
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y algunos de sus valores propios ser negativos, lo cual no es problema siempre y cuando,
estos valores propios son muy pequen˜os y por tanto se suponen como cero.
Es tambie´n necesario, con el fin de implementar el Algoritmo 4, especificar co´mo ob-
tener la estimacio´n inicial ψˆ, lo cual se conoce como estimacio´n de las comunalidades.
Estimar los te´rminos diagonales de la matriz ψ, equivale a definir valores para los
te´rminos diagonales, h2j , de ΛΛ
>. Existen dos posibilidades,
1. Tomar los te´rminos diagonales de ψˆ igual a cero, que equivale a extraer los com-
ponentes principales de S. El problema con esta posibilidad de estimacio´n, es que
supone tomar h2j = s
2
j (en el caso de correlaciones h
2
j = 1), que es su ma´ximo, lo cual
puede producir un sesgo importante.
2. Tomar los te´rminos diagonales de ψˆ igual a 1/s∗jj donde s
∗
jj es el elemento diagonal
i-e´simo de la matriz S−1 (matriz de precisio´n). Esto es equivalente a tomar hˆ2j como
hˆ2j = s
2
jR
2
j
donde R2j es el coeficiente de correlacio´n mu´ltiple entre xj y el resto de las variables.
Es frecuente que este me´todo proporcione una estimacio´n sesgada a la baja de h2j .
5.3.4. Seleccio´n del nu´mero de factores
Existen varios criterios para seleccionar el nu´mero de factores m, la mayor´ıa de los cuales
son similares a los empleados para determinar el nu´mero de componentes principales.
– Seleccionarm igual al nu´mero de factores necesarios para explicar un porcentaje pre-
determinado de varianza, por ejemplo 80% del total de la varianza, tr {S} o´ tr {R}.
– Seleccionar m igual al nu´mero de valores propios mayores que el promedio de los
valores propios.
– Seleccionar m igual al nu´mero de valores propios hasta la posicio´n de codo en el
gra´fico de los valores propios ordenados contra su respectiva posicio´n ordinal (λi
contra i).
– Realizar una prueba de hipo´tesis en el que m es el nu´mero adecuado de factores para
H0 : Σ = ΛΛ
> +ψ donde Λ es (p×m).
5.3.5. Rotacio´n de los factores
La matriz de carga no esta´ identificada ante posibles multiplicaciones por matrices ortogo-
nales, que equivalen a rotaciones. En ana´lisis factorial esta´ definido el espacio de columnas
de la matriz de carga, pero cualquier base de este espacio puede ser una solucio´n. Para
elegir entre las posibles soluciones, se tiene en cuenta la interpretacio´n de los factores,
de tal manera que es ma´s fa´cil interpretar un factor cuando se asocia a un grupo de
variables observadas. Los coeficientes de la matriz ortogonal que define la rotacio´n se cal-
culan minimizando una funcio´n objetivo (criterio) que expresa la simplicidad deseada en
la representacio´n rotada.
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Criterio Varimax
El objetivo es intentar tener factores que sean de fa´cil interpretacio´n, es decir, que los
factores que afectan unas variables no afecten a otras. Esta interpretacio´n lleva a maximizar
la varianza de los coeficientes que definen los efectos de cada factor sobre las variables
observadas.
5.3.6. Discusio´n y consideraciones del ana´lisis factorial
– La te´cnica ana´lisis factorial requiere de una implementacio´n elaborada, implica fun-
ciones de optimizacio´n que a su vez aumentan la complejidad del problema al con-
siderar ma´s para´metros.
– El modelo factorial asume a priori la existencia de variables latentes, lo cual para
muchos casos pra´cticos puede ser de interpretacio´n dudosa o incoherente [11].
– Debido a que el modelo esta´ indeterminado ante rotaciones, tanto ortogonales como
oblicuas, la interpretacio´n de los factores se presta para ambigu¨edad y depende del
criterio de rotacio´n que seleccione quien realice el ana´lisis.
– El procedimiento realizado para construir el modelo en el ana´lisis factorial, asume que
la te´cnica se aplica a una muestra aleatoria de una poblacio´n homoge´nea, condicio´n
a la cual debe prestarse gran atencio´n, principalmente cuando el ana´lisis factorial
se quiere aplicar como mecanismo de reduccio´n de dimensio´n para un sistema de
reconocimiento de patrones. En estos sistemas, es usual asumir que existen grupos
con distribucio´n normal y que sus medias esta´n significativamente distanciadas, sin
embargo, hay situaciones en las que el objetivo del reconocimiento de patrones es
diferente, y lo que pretende establecer son los niveles de un feno´meno para una
misma poblacio´n, por ejemplo medir el desempen˜o acade´mico en las evaluaciones
de los estudiantes de un salo´n de clases. En este u´ltimo caso el ana´lisis factorial
permite encontrar variables latentes que influencian este feno´meno y su relacio´n con
las variables observadas.
5.4. Ana´lisis de componentes principales probabil´ısti-
co
En general, PCA no contempla un modelo probabil´ıstico para los datos observados, pero
es posible construir un esquema de trabajo que tenga en cuenta la estimacio´n de la den-
sidad de probabilidad de los datos, este esquema se conoce como ana´lisis de componentes
principales probabil´ıstico (PPCA - Probabilistic Principal Component Analysis) y tiene
como principales ventajas [23,24,25]:
– La definicio´n de una medida de verosimilitud que permite la comparacio´n con otras
te´cnicas probabil´ısticas, adema´s facilita la aplicacio´n de contrastes estad´ısticos.
5. . . . ANA´LISIS LINEAL DE COMPONENTES 47
– La posibilidad de aplicar me´todos de inferencia Bayesiana al combinar la verosimi-
litud con una probabilidad a priori.
– Permite obtener las proyecciones de los datos para los componentes principales cuan-
do hay valores de datos perdidos.
– Se puede utilizar como un modelo general de densidad Gaussiano, en donde, los
estimados de ma´xima verosimilitud para los para´metros asociados con la matriz de
covarianza, se pueden calcular eficientemente a partir de los componentes principales
de los datos. Lo cual es u´til en la reduccio´n de dimensio´n, sistemas de clasificacio´n
y deteccio´n de anomal´ıas (novedades).
En este sentido, es posible determinar las direcciones principales de un conjunto de
datos observados a trave´s de la estimacio´n de los para´metros de ma´xima verosimilitud en
un modelo de variables latentes ı´ntimamente relacionado con el ana´lisis de factores.
Un modelo de variables latentes incluye la representacio´n de un grupo de variables
observadas por medio de un grupo menor de variables no observadas, de la forma,
x = g (z;w) +  (5.39)
donde g (·; ·) es una funcio´n de las variables latentes z con para´metros w,  es un proceso
de ruido independiente de las variables z. Al definir una distribucio´n a priori sobre z junto
con la distribucio´n de  la ecuacio´n (5.39) se induce una distribucio´n correspondiente en
el espacio de los datos, por tanto, los para´metros del modelo pueden ser determinados por
medio de te´cnicas de ma´xima verosimilitud.
En este sentido, si el mapeo g (z;w) es una funcio´n lineal de z, el modelo es el conocido
ana´lisis de factores [26], dado por,
x =Wz+ µ +  (5.40)
Para el caso de PPCA, la distribucio´n de las perturbaciones no observadas  se asume
isotro´pica,
 ∼ Np
(
0, σ2I
)
por tanto, (5.40) implica una distribucio´n de probabilidad sobre el espacio de los datos x
para unas variables latentes z dadas, de la forma,
p (x|z) = (2piσ2)−p/2 exp{− 1
2σ2
‖x−Wz− µ‖2
}
(5.41)
Si la probabilidad a priori sobre las variables latentes se asume gaussiana, definida por
p (z) = (2pi)−m/2 exp
{
−1
2
z>z
}
(5.42)
se puede obtener la distribucio´n marginal de x de forma que
p (x) =
∫
p (x|z) p (z) dz
= (2pi)−p/2 |C|−1/2 exp
{
−1
2
(x− µ)>C−1 (x− µ)
} (5.43)
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donde la covarianza modelo es
C = σ2I+WW> (5.44)
De lo anterior, la distribucio´n posterior de las variables latentes z, dada las variables
observadas x, se puede calcular como,
p (z|x) = (2pi)−m/2 ∣∣σ−2M∣∣1/2×
exp
[
−1
2
{
z−M−1W (x− µ)}> (σ−2M) {z−M−1W> (x− µ)}] (5.45)
donde la matriz de covarianza posterior esta´ dada por,
σ2M−1 = σ2
(
σ2I+W>W
)−1
(5.46)
Cabe anotar que la matriz M es de dimensio´n m×m mientras que C es de dimensio´n
p× p.
Con base en el modelo (5.43) se establece la funcio´n de verosimilitud logar´ıtmica L
para los datos observados dada por,
L =
n∑
i=1
ln {p (xi)}
= −n
2
{
p ln (2pi) + ln |C|+ tr (C−1S)}
(5.47)
donde
S =
1
n
n∑
i=1
(xi − µ) (xi − µ)> (5.48)
y representa la estimacio´n de la matriz de covarianza de los datos observados.
Por tanto, la funcio´n de verosimilitud logar´ıtmica (5.47) se maximiza cuando las colum-
nas de W cubren el subespacio principal de los datos, para lo cual se considera derivar
(5.47) con respecto a W,
∂L
∂W
= n
(
C−1SC−1W −C−1W) (5.49)
donde los u´nicos puntos estacionarios diferentes de cero de la ecuacio´n (5.49) ocurren
cuando:
W = Vm
(
Um − σ2I
)1/2
H (5.50)
donde Vm es (p×m) y contiene m vectores propios de S, Um es una matriz diagonal
(m×m) con los respectivos valores propios y H es una matriz (m×m) arbitraria orto-
gonal de rotacio´n. Adema´s, los puntos estacionarios correspondientes al ma´ximo global de
verosimilitud se presentan cuando Vm esta´ compuesto por los vectores propios principales
de S, por tanto Um contiene los correspondientes λ1, . . . , λm valores propios de S ordena-
dos de forma decreciente segu´n su magnitud. Por otra parte, todas las otras combinaciones
de vectores propios representan puntos silla de la superficie de verosimilitud. Por tanto,
de (5.50) se concluye que el modelo de variables latentes definido por (5.40) produce un
mapeo del espacio latente en el subespacio principal de los datos observados [24].
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La estimacio´n de ma´xima verosimilitud para σ2 cuandoW corresponde con el ma´ximo
de verosimilitud (W =WML) esta´ dado por,
σ2ML =
1
p−m
p∑
j=m+1
λj (5.51)
donde λm+1, . . . , λp son los valores propios ma´s pequen˜os de S.
En tal sentido, para calcular los para´metros del modelo planteado y los correspondientes
factores que permitan la reduccio´n de dimensio´n se puede aplicar el Algoritmo 5. La
transformacio´n de reduccio´n de dimensio´n PPCA para los datos observados puede lograrse
de forma similar al caso de PCA convencional, sin embargo en el esquema de trabajo
probabil´ıstico, el modelo generador definido por (5.40) representa un mapeo del espacio
de baja dimensio´n de variables latentes al espacio de los datos originales.
Algoritmo 5 – PPCA - Reduccio´n de dimensio´n
1: Calcular la descomposicio´n en vectores y valores propios de S.
2: Calcular el estimador de ma´xima verosimilitud σ2ML a partir de (5.51).
3: Calcular la matriz de para´metros WML (para ma´xima verosimilitud) por medio de
(5.50).
4: Calcular la transformacio´n de reduccio´n de dimensio´n de los datos x empleando la
media posterior
〈zi〉 =M−1W>ML (xi − µ) (5.52)
para calcular M−1 emplear (5.45) y (5.46).
Es as´ı que en PPCA el ana´logo probabil´ıstico del proceso de reduccio´n de dimensio´n
de PCA puede ser: invertir la distribucio´n condicional p (x|z) usando la regla de Bayes,
obtenie´ndose p (z|x) segu´n (5.45). En este caso, cada vector de datos xi se representa en el
espacio de variables latentes, no por un vector, sino por la distribucio´n posterior Gaussiana
dada en (5.45). Por tanto, un conveniente resumen de esta distribucio´n y representacio´n
de xi puede ser la media posterior dada por (5.52).
5.4.1. Discusio´n y consideraciones del ana´lisis de componentes
principales probabil´ıstico
– Contrario a lo que podr´ıa creerse, dada la ecuacio´n (5.40), WML 〈zi〉 + µ no es la
reconstruccio´n lineal o´ptima de xi, debido a que cuando σ
2 > 0, entoncesWML 〈zi〉+
µ no es una proyeccio´n ortogonal de xi. Esto como consecuencia de que la distribucio´n
Gaussiana a priori sobre z hace que la proyeccio´n media posterior se haga oblicua
hacia el origen. Sin embargo, es posible obtener la reconstruccio´n o´ptima en el sentido
del error cuadra´tico medio a partir de la media posterior [24], de la forma
xˆi =WML
(
W>MLWML
)−1
M 〈zi〉+ µ (5.53)
– Es posible interpretar el estimador de ma´xima verosimilitud σ2ML como la varianza
promedio perdida por dimensio´n descartada.
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– Los factores z tambie´n pueden calcularse a trave´s de la implementacio´n del algoritmo
de esperanza y maximizacio´n (EM) para PPCA (ver Ape´ndice C), el cual presenta
varias ventajas cuando se trabaja sobre un conjunto grande de variables, porque
aunque es iterativo, no requiere calcular la matriz de covarianza (p× p), que tiene
alrededor de O (np2) operaciones, ni su descomposicio´n en valores y vectores propios
(alrededor de O (p3) operaciones) [24].
– El ana´lisis de componentes principales probabil´ıstico se construye agregando una
restriccio´n a la matriz de ruido del modelo de variables latentes del ana´lisis de facto-
res. Esto produce diferencias significativas en el comportamiento de ambos me´todos:
mientras que el ana´lisis de factores es covariante ante re-escalamiento de sus com-
ponentes, PPCA es covariante ante rotacio´n de los ejes originales de los datos. Por
otra parte, en PPCA los ejes principales pueden ser encontrados incrementalmente,
en cambio en el ana´lisis de factores esto no se cumple necesariamente, es decir, nin-
guno de los factores hallados para un modelo de dos factores son necesariamente los
mismos que aparezcan en un modelo de un factor [25].
5.5. Ana´lisis de componentes independientes
El ana´lisis de componentes independientes (ICA - Independent Component Analysis) es
un me´todo para encontrar factores ocultos a partir de datos estad´ısticos multivariados,
lo que distingue ICA de otros me´todos es que este busca componentes estad´ısticamente
independientes y no gaussianos [27].
La definicio´n de ICA es posible mediante el modelo estad´ıstico de variables latentes
(5.39), el cual, para el caso lineal esta´ dado por (5.40). Por otra parte, si se asume sin
pe´rdida de generalidad que la media de los vectores aleatorios se ha removido, se tiene
x =Wz+  (5.54)
donde las variables latentes zk (con k = 1, . . . ,m) en el vector z por definicio´n son in-
dependientes mutua y estad´ısticamente [27, 28]. La definicio´n (5.54) reduce el problema
de ICA a una estimacio´n usual de un modelo de variables latentes. Sin embargo, este
problema de estimacio´n no es simple. Por tal motivo, la gran mayor´ıa de los desarrollos
e investigaciones en ICA se han concentrado en una definicio´n ma´s simple, en la cual el
modelo ICA se plantea libre de ruido (noise-free ICA model), el cual parece ser suficiente
para muchas aplicaciones [27], y esta´ dado por,
x =Wz (5.55)
El modelo ICA es un modelo generador, lo que significa que describe co´mo los datos son
generados por un proceso de mezcla de componentes zk (variables latentes). Los coeficientes
de la matriz W (p×m), conocidos como coeficientes de mezcla se asumen desconocidos.
Como se menciono´ anteriormente, los componentes independientes deben ser no gaus-
sianos, segu´n el teorema del l´ımite central [27, 29], si se tiene un grupo numeroso de va-
riables independientes con distribuciones arbitrarias, la suma de ellas tiende a distribuirse
de forma normal. Entonces, buscar las variables generadoras menos gaussianas implica
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intuitivamente que e´stas no vienen de la combinacio´n de otras variables, lo que a su vez
se puede entender como independencia.
Con el fin de asegurar que el modelo de ICA dado por (5.55) puede ser estimado, deben
imponerse ciertas restricciones y suposiciones:
1. Los componentes independientes (variables latentes) se asumen estad´ısticamente in-
dependientes. Ba´sicamente las variables aleatorias z1, z2, . . . , zm se dice que son inde-
pendientes si la informacio´n sobre el valor de za no da ninguna informacio´n sobre el
valor de zb para cualquier a 6= b. La independencia puede definirse por las densidades
de probabilidad. Sea p (z1, z2, . . . , zm) la funcio´n de densidad de probabilidad con-
junta y pk (zk) es la funcio´n de densidad de probabilidad marginal de zk. Entonces
se puede decir que las variables zk son (mutuamente) independientes, si y so´lo si la
funcio´n de densidad de probabilidad conjunta se puede factorizar de la forma,
p (z1, z2, . . . , zm) = p (z1) p (z2) . . . p (zm) (5.56)
2. Todos los componentes independientes deben tener distribuciones no gaussianas, con
la posible excepcio´n de un solo componente. Esto debido a que los cumulantes de
orden superior son iguales a cero para las distribuciones gaussianas, y la estimacio´n
del modelo ICA emplea esta informacio´n de los cumulantes de orden superior.
3. El nu´mero de variables observadas p debe ser por lo menos igual al nu´mero de
variables latentes (componentes independientes), p ≥ m.
4. La matriz W debe ser de rango completo en las columnas.
Por otra parte, de la ecuacio´n (5.55) es posible ver que las siguientes indeterminaciones
necesariamente existen:
1. No se pueden determinar las varianzas (potencia de los componentes independientes).
Porque como W y z son desconocidos, cualquier escalar multiplicado por una de las
variables latentes zk siempre puede cancelarse al dividir la correspondiente columna
wk de W entre el mismo escalar.
x =
m∑
k=1
(
1
αk
wk
)
(zkαk) (5.57)
2. No se puede determinar el orden de los componentes independientes. La razo´n es
que se puede cambiar libremente el orden de los te´rminos de la sumatoria, defi-
nida impl´ıcitamente en la operacio´n matricial (5.55), y darle el nombre de primer
componente independiente a cualquiera de ellos.
La estimacio´n del modelo ICA usualmente se desarrolla a trave´s de una funcio´n de
costo y un respectivo algoritmo para optimizar dicha funcio´n. La funcio´n de costo es la
encargada de definir las propiedades estad´ısticas del me´todo ICA (consistencia, varianza
asinto´tica, robustez). Por otra parte, el algoritmo se encarga de optimizar (maximizando
o minimizando) la funcio´n de costo, el algoritmo esta´ relacionado con propiedades como la
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velocidad de convergencia, los requerimientos de memoria o la estabilidad nume´rica para
el me´todo ICA.
En este sentido, existen dos clases de funciones de costo: una clase es la que estima todas
las componentes independientes al mismo tiempo (estimacio´n en grupo) y la otra clase
esta´ conformada por las funciones que estiman uno a uno los componentes independientes
(estimacio´n uno a uno).
Primero, dentro de la clase de estimaciones de grupo se encuentran varias funciones
de costo como: ma´xima verosimilitud, entrop´ıa de red, informacio´n mutua, divergencia de
Kullback-Leibler, correlacio´n cruzada no lineal, PCA no lineal, tensores de cumulantes de
orden superior, matriz de covarianza ponderada, entre otras.
El me´todo basado en informacio´n mutua esta´ considerado como el ma´s satisfactorio
para estimaciones de grupo [27]. La informacio´n mutua es una medida natural de de-
pendencia entre variables aleatorias. La informacio´n mutua entre m variables aleatorias
(escalares) se puede definir como,
I (z1, z2, . . . , zm) =
m∑
k=1
H (zk)−H (z) (5.58)
siendo H (z) la entrop´ıa diferencial definida por,
H (z) = −
∫
f (z) ln f (z) dz (5.59)
donde f (·) es la densidad de la variable aleatoria. La informacio´n mutua es siempre no
negativa, y es cero, si y so´lo si las variables son estad´ısticamente independientes. Adema´s,
esta medida tiene en cuenta la estructura completa de dependencia de las variables. Hallar
una transformacio´n que minimice la informacio´n mutua entre los componentes es una
forma natural de estimar el modelo ICA. Para el caso en que p = m existe la relacio´n
B = W−1 [28], por tanto, se tiene una transformacio´n lineal invertible z = Bx y su
correspondiente informacio´n mutua esta´ dada por,
I (z1, z2, . . . , zm) =
m∑
k=1
H (zk)−H (x)− ln |det (B)| (5.60)
El problema con la informacio´n mutua es que es dif´ıcil de estimar, porque para usar
la definicio´n de entrop´ıa es necesario un estimado de la densidad. Con el objetivo de
solucionar este problema, algunos autores han usado aproximaciones de la informacio´n
mutua basadas en expansiones polinomiales de la densidad. Dichas expansiones esta´n
relacionadas con la expansio´n de Taylor, las cuales dan una aproximacio´n de la densidad
de probabilidad f (·) de una variable aleatoria (escalar) utilizando sus cumulantes de orden
superior [27].
En segundo lugar, para las estimaciones uno a uno, es decir, aquellas funciones que
permiten hallar una u´nica componente. De esta manera, en vez de encontrar todos los
componentes de forma simulta´nea para el modelo ICA, se encuentra un vector b, tal que
la combinacio´n lineal b>x sea igual a uno de los componentes independientes zk. Este
procedimiento puede ser iterado para hallar varias componentes independientes. Debido a
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que en la labor de reduccio´n de dimensio´n se parte de la hipo´tesis que la cantidad de com-
ponentes encontrados es menor que la cantidad de variables observadas, hallar so´lo algunas
componentes (m, m < p) puede ser suficiente. En el caso ideal, en el cual las funciones de
costo uno a uno son optimizadas globalmente, los componentes independientes son obte-
nidos en orden (descendente) de no gaussividad, lo cual significa que los componentes ma´s
interesantes para el modelo ICA son obtenidos primero [28].
Despue´s de estimar un componente independiente, es posible emplear decorrelacio´n
simple para hallar un componente independiente diferente, ya que los componentes in-
dependientes son por definicio´n no correlacionados. As´ı, la maximizacio´n de una funcio´n
de costo uno a uno, bajo la restriccio´n de decorrelacio´n (con respecto a los componentes
independientes previamente hallados), permite hallar un nuevo componente.
Algunas funciones de costo para la estimacio´n uno a uno son: negentrop´ıa, cumulantes
de orden superior, funciones contraste generalizadas, entre otras.
En este sentido, las funciones de costo generadas a partir de cumulantes de orden
superior como la kurtosis, son las de mayor simpleza desde el punto de vista matema´tico.
Sea el modelo ICA el dado por (5.55), entonces se debe buscar una combinacio´n lineal de
las observaciones xj, a trave´s de b
>x, tal que su kurtosis sea maximizada o minimizada.
Obviamente, este problema de optimizacio´n es significativo so´lo si b es acotado de alguna
forma, para lo cual se asume que E
{(
b>x
)2}
= 1. Usando la matriz de mezcla W,
se define y = W>b. Entonces, empleando el modelo (5.55) se obtiene E
{(
b>x
)2}
=
b>WW>b = ‖y‖ = 1 (recordando que E {zz>} = I), se tiene que,
kurt
(
b>x
)
= kurt
(
b>Wz
)
= kurt
(
y>z
)
=
p∑
j=1
y4jkurt (zj) (5.61)
Asumiendo la restriccio´n ‖y‖2 = 1, la ecuacio´n (5.61) tiene un nu´mero de mı´nimos y
ma´ximos locales. Es posible demostrar que los vectores b obtenidos a trave´s del proceso de
optimizacio´n cuya kurtosis es ma´xima o mı´nima corresponden a los vectores fila de W−1
multiplicados por un signo positivo o negativo. As´ı, al minimizar o maximizar la kurtosis
en (5.61) y bajo la restriccio´n dada se puede obtener,
b>x = ±zk, (5.62)
en este sentido, los dos modos de optimizacio´n se pueden combinar dentro de uno solo,
porque las componentes independientes siempre corresponden a un ma´ximo del mo´dulo
de la kurtosis.
En la pra´ctica para maximizar el valor absoluto de kurtosis, es posible partir de algu´n
vector b cualquiera, luego calcular la direccio´n en la cual el absoluto de la kurtosis de (5.62)
crece ma´s, con base en las variables disponibles del vector de mezclas x y entonces mover
el vector b en tal direccio´n. Esta idea es implementada a trave´s de me´todos de gradiente,
sin embargo la convergencia en estos algoritmos es lenta y depende de una buena eleccio´n
de la secuencia de tasas de aprendizaje. Con el objetivo de evitar estos inconvenientes,
se puede trabajar con algoritmos de punto fijo, como alternativa que brinda rapidez y
confiabilidad.
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En este sentido, sea
kurt
(
b>x
)
= E
{(
b>x
)4}− 3 ‖b‖4 (5.63)
donde se tiene la restriccio´n ‖b‖ = 1, la cual debe ser tenida en cuenta, por ejemplo a
trave´s de un te´rmino de penalizacio´n. Entonces la funcio´n objetivo es,
J (b) = E
{(
b>x
)4}− 3 ‖b‖4 + Fp (‖b‖2) (5.64)
donde Fp
(‖b‖2) es el te´rmino de penalizacio´n debido a la restriccio´n.
Calculando el gradiente de la kurtosis de b>x con respecto a b [30], que es
∇bkurt
(
b>x
)
= 4
[
E
{
x
(
b>x
)3}− 3bE {(b>x)2}] (5.65)
y teniendo en cuenta el gradiente del te´rmino de penalizacio´n, dado por Fp
(‖b‖2)b, es
posible plantear los puntos fijos de b como aquellos para los que se cumple,
E
{
x
(
b>x
)3}− 3 ‖b‖2 b+ Fp (‖b‖2)b = 0 (5.66)
Despejando b del te´rmino de penalizacio´n, se tiene
b = E
{
x
(
b>x
)3}− 3 ‖b‖2 b (5.67)
Esta ecuacio´n (5.67) sugiere un algoritmo de punto fijo donde calculando el lado derecho
de la expresio´n se obtiene un nuevo valor para b. Despue´s de cada iteracio´n b debe dividirse
entre su norma para mantener la restriccio´n planteada.
El Algoritmo 6 presenta la forma iterativa de estimar un componente independiente
con base en la kurtosis [31].
Algoritmo 6 – Algoritmo de punto fijo para estimacio´n de un componente del modelo
ICA con base en la kurtosis
1: Realizar la normalizacio´n de la matriz de datosX, a media cero y matriz de covarianza
identidad I, (ver Ape´ndice D).
2: Tomar un vector aleatorio b0 de norma 1. Establecer el contador de iteraciones kˆ = 1.
3: Hacer
bkˆ = E
{
x
(
b>
kˆ−1
x
)3}
− 3bkˆ−1
4: Divida bkˆ entre su norma.
5: Si
∣∣∣b>
kˆ
bkˆ−1
∣∣∣ no es un valor pro´ximo a 1, hacer kˆ = kˆ+1´y regresar al paso 3. En caso
contrario, el algoritmo converge y la salida es bkˆ.
Para el caso en el que se desea estimar varios componentes independientes (m compo-
nentes), es posible emplear el Algoritmo 6, ejecuta´ndolo m veces. Con el fin de asegurar
que en cada ejecucio´n se tiene un componente independiente diferente se necesita agregar
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una proyeccio´n ortogonalizante al interior del ciclo [31]. La propiedad para extender el
me´todo de ma´xima no gaussividad, para estimar ma´s componentes independientes es que:
Los vectores bk correspondientes a componentes independientes diferentes son ortogona-
les en el espacio obtenido luego del preproceso (Ape´ndice D). La independencia de los
componentes requiere que ellos sean no correlacionados, y en el espacio preprocesado se
tiene E
{(
b>a x
) (
b>b x
)}
= b>a bb y de esto, la incorrelacio´n se puede interpretar como la
ortogonalidad.
Un manera simple para ortogonalizar es la ortogonalizacio´n deflacionaria usando el
me´todo de Gram Schmidt. Esto significa que se estiman los componentes independien-
tes uno por uno. Cuando se han estimado a componentes independientes, o a vectores
b1, . . . ,ba, se ejecuta el Algoritmo 6 para ba+1, y despue´s de la iteracio´n se substraen de
ba+1 las proyecciones
(
b>a+1bb
)
bb, b = 1, . . . , a de los a vectores previamente estimados,
luego se renormaliza ba+1. El proceso anterior se describe en el Algoritmo 7 [27], el cual
emplea estimacio´n uno a uno y ortogonalizacio´n deflacionaria.
Algoritmo 7 – Algoritmo de punto fijo para estimacio´n varios componentes del modelo
ICA con base en la kurtosis.
1: Seleccionar el nu´mero de componentes a estimar m. Establecer el contador de itera-
ciones en kˆ = 1.
2: Tomar un vector aleatorio bkˆ de norma 1.
3: Hacer una iteracio´n del Algoritmo 6 omitiendo en e´ste (Algoritmo 6) el paso 2.
4: Hacer la ortogonalizacio´n
bkˆ ← bkˆ −
kˆ−1∑
k=1
(
b>
kˆ
bk
)
bk
5: Normalizar bkˆ dividie´ndolo por su norma.
6: Si bkˆ no ha convergido, regresar al paso 3.
7: Hacer kˆ = kˆ + 1. Si kˆ < m regresar al paso 2.
5.5.1. Discusio´n y consideraciones del ana´lisis de componentes
independientes
– Como es evidente, la primera labor al momento de trabajar el modelo ICA es elegir
entre una estimacio´n de todos los componentes independientes al mismo tiempo, o
estimar so´lo un subconjunto de ellos uno por uno. Sin embargo, en la pra´ctica parece
ser que la segunda opcio´n es frecuentemente ma´s interesante, debido a consideracio-
nes de costo computacional [28], especialmente cuando el modelo ICA es desarrollado
con el fin de hacer reduccio´n de dimensio´n en sistemas de reconocimiento de patrones.
– Aunque las funciones de costo para la estimacio´n de los componentes independientes,
basadas en cumulantes de orden superior son las ma´s empleadas, presentan posibles
problemas de estimacio´n del modelo ICA, debido a que estos cumulantes miden
principalmente la cola de una distribucio´n, por tanto, son rara vez afectados por la
estructura del medio de la distribucio´n. Adema´s, los estimadores de orden superior
son altamente sensibles ante datos at´ıpicos.
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– Los Algoritmos 6 y 7 presentados para la estimacio´n de los componentes indepen-
dientes tienen la gran ventaja sobre los algoritmos basados en gradiente que no
necesitan de para´metros de ajuste espec´ıfico que afecten su convergencia.
– No debe olvidarse que los algoritmos tratados anteriormente para la estimacio´n del
modelo ICA exigen del preproceso de los datos observados antes de ser aplicados
(ver Ape´ndice D). Este preproceso consiste de la esferizacio´n o del blanqueamiento.
Adicionalmente, es posible utilizar PCA con el fin de establecer un criterio sobre
el nu´mero de componentes independientes m a estimar, antes de proceder con los
algoritmos para ICA.
Cap´ıtulo 6
Extraccio´n de caracter´ısticas por
medio del ana´lisis lineal dina´mico de
componentes
6.1. Ana´lisis dina´mico de componentes principales
El Ana´lisis Dina´mico de Componentes Principales (DPCA - Dynamic Principal Compo-
nent Analysis) es una te´cnica que permite extender el ana´lisis esta´tico de PCA a series
de tiempo. El ana´lisis dina´mico puede enfocarse de formas diferentes segu´n su campo de
aplicacio´n. Un primer esquema de trabajo esta´ orientado a la identificacio´n de sistemas y
a la reduccio´n de modelos dina´micos, permitiendo modelar las dependencias temporales
presentes en una serie de tiempo. Para este esquema de trabajo existen diversas aproxi-
maciones inspiradas por la naturaleza especial de los datos comu´nmente encontrados en
el a´rea de la ciencia atmosfe´rica, en donde las observaciones corresponden a tiempos y las
variables a posiciones espaciales [21]. A continuacio´n se describen dos me´todos concernien-
tes a este primer esquema de trabajo y son: Ana´lisis Espectral Singular (SSA - Singular
Spectrum Analysis), Ana´lisis Espectral Singular Multicanal (MSSA - Multichannel Singu-
lar Spectrum Analysis) presentado en otras publicaciones como DPCA y es orientado al
Monitoreo de Procesos Estad´ısticos (SPM - Statistical Process Monitoring).
Por otra parte, se plantea en este documento en la seccio´n un esquema de trabajo
diferente, orientado al uso en sistemas de reconocimiento y clasificacio´n automa´tica de
patrones, en el cual se utiliza PCA sobre representaciones dina´micas, para generar un
modelo de una clase o patro´n a identificar.
6.1.1. Ana´lisis espectral singular
Consiste en realizar el ana´lisis de componentes principales con variables que son versio-
nes retrasadas de una serie de tiempo univariada. Sea x (t) una serie de tiempo uni-
variada con t = 1, 2, . . ., entonces, las p variables sobre las que se realiza PCA son
x(t), x(t+1), . . . , x(t+p−1), adema´s, asumiendo que la serie de tiempo es estacionaria, su ma-
triz de covarianza es tal que el elemento (i, j) depende so´lo de la diferencia |i− j|. Tales
matrices son conocidas como matrices To¨plitz. En este caso el elemento (i, j) es la au-
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tocovarianza S|i−j|. La estructura simple de las matrices To¨plitz permite deducir el com-
portamiento de los primeros componentes principales y sus respectivos valores y vectores
propios para varias estructuras de series de tiempo.
Una observacio´n consiste de una serie x (1) , x (2) , . . . , x (n), la cual es reorganizada en
una matriz de (nˆ× p) y su fila iˆ-e´sima esta´ dada por
xiˆ =
[
x
(
iˆ
)
x
(
iˆ+ 1
)
· · · x
(
iˆ+ p− 1
) ]
iˆ = 1, 2, . . . , nˆ
donde nˆ = n− p + 1. En la pra´ctica es comu´n seleccionar p = n/4. Posteriormente sobre
la matriz construida se realiza PCA [21,32].
6.1.2. Ana´lisis espectral singular multicanal
La te´cnica MSSA extiende el ana´lisis anterior a series de tiempo multivariadas, cada serie
posee n observaciones, por tanto se cuenta con una matriz de taman˜o (n× p), sin embargo,
en vez de hallar la matriz de covarianza directamente sobre la matriz de datos (n× p),
estos datos son reorganizados en una matriz (nˆ× pˆ), donde nˆ = n− mˆ+ 1, pˆ = mˆp, y su
fila iˆ-e´sima esta´ dada por
xiˆ =
[
x
(
iˆ
)
1
x
(
iˆ+ 1
)
1
· · · x
(
iˆ+ mˆ− 1
)
1
x
(
iˆ
)
2
· · · x
(
iˆ+ mˆ− 1
)
2
· · · x
(
iˆ+ mˆ− 1
)
p
]
iˆ = 1, 2, . . . , nˆ, donde x
(
iˆ
)
j
corresponde al valor de la variable j en el punto de tiempo iˆ,
adema´s mˆ desempen˜a el mismo en MSSA que p en SSA.
Cabe anotar que para sistemas dina´micos, los valores actuales de las variables so´lo
dependen de valores pasados de las mismas. Entonces se hace necesario identificar por lo
menos las relaciones lineales entre X (t) y X (t− 1). En este sentido, la matriz de datos
reorganizada permite encontrar las relaciones lineales entre las variables y sus versiones
desplazadas. Dicha matriz tiene la forma especial de una matriz Hankel, empleada am-
pliamente en la reduccio´n de modelos e identificacio´n de sistemas [33].
La matriz de covarianza de la matriz de datos construida tiene la forma

S11 S12 · · · S1p
S21 S22 · · · S2p
...
...
...
Sp1 Sp2 · · · Spp


donde Sk˜k˜ es una matriz de covarianza (mˆ× mˆ) para varios retrasos de la variable medida
k˜, con la misma estructura que la matriz de covarianza en SSA de esta variable. Las
matrices Sk˜lˆ, k˜ 6= lˆ que esta´n fuera de la diagonal tienen elementos (i, j) iguales a la cova-
rianza entre las posiciones k˜ y lˆ en el retraso de tiempo |i− j|. La propiedad fundamental
de MSSA es su habilidad para detectar comportamientos oscilatorios en series de tiempo
multivariadas, de igual forma que lo hace SSA para series univariadas [21,32].
Todo lo anterior es esencialmente igual al enfoque PCA original excepto que la matriz
de datos esta´ compuesta de vectores duplicados desplazados en el tiempo [33], lo permite
realizar ana´lisis sobre sistemas dina´micos o monitoreo de procesos estad´ısticos, por tanto
estas te´cnicas se conocen tambie´n como ana´lisis dina´mico de componentes principales
DPCA.
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6.1.3. Ana´lisis de variables dina´micas empleando PCA
Es usual que en las tareas de reconocimiento de patrones, la representacio´n de observa-
ciones se realice por medio de la generacio´n de caracter´ısticas de tipo esta´tico, es decir,
valores nume´ricos que representan algu´n atributo de la sen˜al u observacio´n y que adema´s
se asumen constantes a trave´s de dimensiones asociadas (por ejemplo: el tiempo, el espa-
cio, entre otras) a dicha observacio´n. Sin embargo, existe otro tipo de caracter´ısticas que
se conocen como de tipo dina´mico, y son valores nume´ricos que representan algu´n atributo
de la sen˜al u observacio´n, que cambian con relacio´n a alguna dimensio´n asociada; una
caracter´ıstica dina´mica se puede representar por un vector de datos para una u´nica obser-
vacio´n. La ventaja de las caracter´ısticas dina´micas es que permiten representar de mejor
forma el comportamiento, o dina´mica de cambio propia de las sen˜ales u observaciones.
El objetivo es extender el ana´lisis tradicionalmente esta´tico de la te´cnica PCA, a un
ana´lisis de tipo dina´mico, es decir, realizar el ana´lisis sobre caracter´ısticas dina´micas.
En este sentido, para el reconocimiento de patrones, y desde el punto de vista de teor´ıa
de la informacio´n, se desea extraer la informacio´n relevante de las variables dina´micas que
representan la observacio´n, codificarla tan eficientemente como sea posible y comparar la
representacio´n codificada de la observacio´n contra una base de datos de patrones o mo-
delos codificados similarmente. Una aproximacio´n para extraer la informacio´n contenida
en las variables dina´micas es, de alguna forma, capturar las variaciones presentes en un
conjunto de observaciones, y utilizar esta informacio´n para codificar y comparar las ob-
servaciones. Lo anterior puede entenderse como, obtener los componentes principales de
la distribucio´n de las observaciones, o los vectores propios de la matriz de covarianza del
conjunto de observaciones [34]. La idea de emplear esta forma de representacio´n, se debe a
que es natural pensar que el procedimiento desarrollado en [35] conocido como Eigenfaces,
puede extenderse a otros tipos de objetos, por ejemplo, observaciones representadas por
caracter´ısticas de tipo dina´mico en el tiempo.
El proceso enfocado hacia la reduccio´n de caracter´ısticas dina´micas y posterior clasifi-
cacio´n, consiste en:
1. Ordenar las caracter´ısticas dina´micas, de tal forma que las varianzas y covarianzas
se puedan estimar entre todos los puntos de representacio´n de las variables.
2. Calcular las componentes principales del arreglo de elementos ordenados, represen-
tando las observaciones. Los vectores propios obtenidos generan la base de un subes-
pacio que abarca la mayor´ıa de la informacio´n dada por un conjunto de observaciones
de entrenamiento.
3. Como estos vectores propios conforman una base ortonormal, pueden ser usados para
proyectar los vectores de observacio´n, as´ı es posible utilizar los vectores de pesos de
esta transformacio´n como caracter´ısticas que pueden ser clasificadas por algoritmos
t´ıpicos.
Sea ξij (t) la variable dina´mica j perteneciente a la observacio´n i, donde i = 1, 2, . . . , n
es el nu´mero de observacio´n, j = 1, 2, . . . , p es el nu´mero de variables por observacio´n y t =
1, 2, . . . , T la longitud de la variable dina´mica. Entonces, la matriz de datos correspondiente
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a una sola observacio´n de taman˜o (T × p) esta´ dada por:
Xi =


ξi1 (1) ξi2 (1) · · · ξip (1)
ξi1 (2) ξi2 (2) · · · ξip (2)
...
...
...
ξi1 (T ) ξi2 (T ) · · · ξip (T )

 (6.1)
A partir de la matriz definida en (6.1), se construye el correspondiente vector observa-
cio´n Γi de taman˜o (pT × 1),
Γi =


ξi1 (1)
ξi1 (2)
...
ξi1 (T )
ξi2 (1)
...
ξi2 (T )
...
ξip (1)
...
ξip (T )


(6.2)
y la observacio´n promedio del conjunto de observaciones de entrenamiento esta´ definida
por,
Γ¯ =
1
n
n∑
i=1
Γi (6.3)
por tanto, cada observacio´n difiere de la observacio´n promedio por el vector,
Φi = Γi − Γ¯ (6.4)
Una vez construidos los vectores Φi, se hallan los componentes principales de la dis-
tribucio´n de las observaciones, para ello se realiza la te´cnica PCA, con la cual se busca
un conjunto de n vectores ortonormales vi y sus valores propios asociados λi no nulos,
que representan de mejor forma la estructura original de los datos. Del total de valores y
vectores propios, pueden escogerse los m mejores, en el sentido de la cantidad de informa-
cio´n que representan, por alguno de los criterios expuestos en la Seccio´n 5.1. La matriz de
covarianza S, que relaciona los puntos de las variables dina´micas, a partir de la cual se
calculan los valores y vectores propios esta´ dada por,
S =
1
n
n∑
i=1
ΦiΦ
>
i =
1
n
GG> (6.5)
donde, la matriz G es,
G =
[
Φ1 Φ2 · · · Φn
]
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Calcular la matriz de covarianza S de taman˜o (pT × pT ) y obviamente los pT valores
propios y los pT vectores propios de ella, puede ser un proceso computacionalmente cos-
toso. Sin embargo, es posible realizar este procedimiento de forma ma´s eficiente [35]. En
vez de determinar los vectores y valores propios a partir de GG>, se considera la matriz
G>G de taman˜o (n× n), para determinar los n valores propios λ y los nuevos n vectores
propios vˆ; lo anterior se realiza porque usualmente en la pra´ctica n pT . La relacio´n que
existe entre los vectores propios v y los vectores propios vˆ puede describirse por,
G>Gvˆi = λvˆi
premultiplicando por G,
GG>Gvˆi = λGvˆi
de donde,
SGvˆi = λGvˆi
Svi = λvi
entonces,
vi = Gvˆi (6.6)
Por tanto G>G y GG> tienen los mismos valores propios y sus vectores propios esta´n
relacionados por (6.6). Mientras que de GG> se pueden tener pT valores propios, deG>G
so´lo se pueden tener n valores propios. Sin embargo, estos n valores propios corresponden
con a los n valores propios mayores deGG>, es importante tener en cuenta que los vectores
propios vi deben normalizarse, tal que, ‖vi‖ = 1.
Una vez se han calculado n valores propios y n vectores propios, es posible seleccionar
so´lo m vectores propios (donde m < n), asociados a los m mayores valores propios, por
medio de alguno de los criterios dados en la Seccio´n 5.1. Por otra parte, debido a que PCA
es una transformacio´n lineal de los datos, es posible reconstruir una observacio´n a partir
de la suma ponderada de los vectores propios, por medio de,
Φˆi =
m∑
k=1
wkvk (6.7)
donde, Φˆi es la observacio´n reconstruida y los pesos de ponderacio´n esta´n dados por,
wk = v
>
k Φi (6.8)
En este sentido, cada observacio´n normalizada esta´ representada en la base, por un
vector de pesos Ω, donde,
Ωi =
[
wi1 wi2 · · · wim
]
(6.9)
y de esta forma, los pesos son las coordenadas de las observaciones de entrenamiento,
que constituyen las clases (patrones) en un nuevo espacio dado por los vk, k = 1, . . . ,m
vectores propios calculados.
Para aplicar el procedimiento descrito debe tenerse en cuenta que:
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– Exista independencia estad´ıstica entre observaciones.
– La cantidad de observaciones empleadas deben ser suficientes para que el experimen-
to tenga significancia estad´ıstica.
– Se asume sincron´ıa en la secuencia de ventanas que se analizan en la variables dina´mi-
cas, es decir que, cada observacio´n se considera como una funcio´n muestra del mismo
proceso aleatorio. En este sentido, la matriz de covarianza que se analiza esta´ cons-
tituida por promedios de ensamble (ensemble averages).
Finalmente, para validar una nueva observacio´n Γval, el proceso consiste en:
1. Normalizar la muestra, Φval = Γval − Γ¯
2. Proyectar la muestra de validacio´n normalizada en el espacio de vectores propios vk.
3. Representar la muestra de validacio´n en el espacio de los vectores propios, por medio
su vector pesos Ωval y emplear un algoritmo de clasificacio´n para determinar la clase
a la que corresponde dicha muestra.
Por otra parte, la te´cnica PCA no so´lo realiza la extraccio´n de caracter´ısticas, sino
que tambie´n permite la identificacio´n y seleccio´n de las variables que de mayor forma
contribuyen al proceso de reconocimiento. Esta identificacio´n se logra analizando primero
el vector ρ de taman˜o (pT × 1)
ρ =
m∑
k=1
|λkvk| (6.10)
los mayores valores dentro del vector ρ sen˜alan cada uno de los puntos de las variables
dina´micas que ma´s influencia tienen en el proceso. Luego, si se reordena el vector ρ en
forma de la matriz P, tal que,
ρ =


ρ11
ρ12
...
ρ1T
ρ21
...
ρ2T
...
ρp1
...
ρpT


⇒ P =


ρ11 ρ21 · · · ρp1
ρ12 ρ22 · · · ρp2
...
...
...
ρ1T ρ2T · · · ρpT


se identifican las variables dina´micas de ma´s influencia en el proceso, como aquellas para
las cuales, los valores ρˆj sean mayores, siendo,
ρˆj =
T∑
t=1
ρjt, j = 1, . . . , p (6.11)
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porque estas caracter´ısticas son las que tienen ma´s alta correlacio´n con los componentes
principales.
6.1.4. Discusio´n y consideraciones del ana´lisis dina´mico de com-
ponentes principales
– Los modelos SSA y MSSA no esta´n formulados para clasificacio´n y en ocasiones
ni siquiera esta´n pensados para reduccio´n de dimensio´n, sino que estas te´cnicas
esta´n desarrolladas para encontrar patrones de comportamiento similar dentro de un
mismo feno´meno en observacio´n. En particular MSSA busca patrones de oscilacio´n
comunes [21,32].
– A causa de lo anterior, se propone en este documento una forma de realizar el ana´lisis
de componentes principales sobre variables dina´micas, enfocado al reconocimiento
de patrones. Esta forma permite establecer un modelo de relaciones de dependencia,
tanto entre las observaciones temporales de una misma variable, como entre el con-
junto de variables. Sin embargo, la restriccio´n procedimental de este me´todo esta´ en
asegurar que todas las variables dina´micas posean la misma dimensio´n.
– El me´todo expuesto como extensio´n de la propuesta de Eigenfaces [35], permite
trabajar con variables dina´micas, reducir la dimensio´n, adecuar las observaciones
compuestas por caracter´ısticas dina´micas para emplear esquemas convencionales de
clasificacio´n y tambie´n identificar las variables ma´s significativas en un ana´lisis de-
terminado. Lo cual es un claro avance sobre el tradicional ana´lisis esta´tico que se
realiza con PCA.
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Cap´ıtulo 7
Esquema de trabajo
En este cap´ıtulo se describe la configuracio´n de las pruebas realizadas para la comparacio´n
de las te´cnicas de reduccio´n de dimensio´n planteadas anteriormente y enfocadas al trabajo
sobre caracter´ısticas de tipo esta´tico. Las te´cnicas de reduccio´n se confrontan bajo tres
criterios: precisio´n del sistema en la etapa de clasificacio´n, capacidad de reduccio´n y tiempo
de co´mputo. Adema´s, se explican el tipo y conformacio´n de las bases de datos sobre las
que se llevan a cabo las pruebas.
Por otra parte, se evalu´a la te´cnica de ana´lisis de componentes principales sobre carac-
ter´ısticas dina´micas, que se propone en la Seccio´n 6.1.3, con el fin de extender el ana´lisis
esta´tico de la te´cnica PCA, identificar las variables de tipo dina´mico que pueden influir
de mayor forma en los procesos y reconocer los patrones a partir de este tipo de variables.
Debe aclararse que todos los algoritmos aplicados para las pruebas a continuacio´n
descritas fueron elaborados sobre la herramienta de programacio´n Matlabr y fueron pro-
cesados sobre un computador con sistema operativo Windows XP, procesador AMD 2400+
y 1GB de memoria RAM.
7.1. Reduccio´n de dimensio´n sobre caracter´ısticas es-
ta´ticas
Las te´cnicas que se comparan son tanto las te´cnicas de extraccio´n de caracter´ısticas sobre
variables esta´ticas (ver Cap´ıtulo 5): ana´lisis de componentes principales (PCA), ana´lisis
factorial, ana´lisis de componentes principales probabil´ıstico (PPCA) y ana´lisis de com-
ponentes independientes (ICA), como las te´cnicas de seleccio´n de caracter´ısticas. Para
estas u´ltimas se implementaron tres algoritmos heur´ısticos de bu´squeda de caracter´ısti-
cas (ver Seccio´n 4.1): seleccio´n secuencial hacia adelante (SFS), seleccio´n secuencial hacia
atra´s (SBS) y seleccio´n secuencial flotante (SFFS). Cada uno de estos tres algoritmos
se estructuran con base en seis funciones de costo diferentes: criterios de seleccio´n con
base en matrices de dispersio´n, J1, J2, J3 y J4 (ver Seccio´n 4.2.1), ana´lisis de varianza
multivariado (MANOVA) (ver Secciones 4.2.2 y 4.2.3), y wrapper por medio del error de
entrenamiento de un clasificador Bayesiano (ver Seccio´n 3.2.2).
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7.1.1. Descripcio´n de las bases de datos
Base de datos de sen˜ales de voz – BD1
Esta base de datos pertenece a la Universidad de Las Palmas de Gran Canaria y contiene
grabaciones de audio de 180 individuos (hombres y mujeres), repartidas de forma no
balanceada entre pacientes sin anomal´ıas de voz y pacientes con disfon´ıa (Tabla 7.1).
Tabla 7.1: Nu´mero de muestras en la base de datos BD1
Grupos de observaciones Nu´mero de observaciones
Patolo´gicas 93
Normales 87
La grabacio´n de voz ha sido realizada en una habitacio´n de un centro hospitalario, en
la que se ha tenido en cuenta los niveles de contaminacio´n acu´stica, intenta´ndose obtener
un compromiso entre niveles muy bajos de ruido y niveles reales de ruido, con el objetivo
que los procedimientos continu´en funcionando en condiciones normales de trabajo. El
contenido de las grabaciones corresponde a la fonacio´n de las 5 vocales del idioma espan˜ol
/a/, /e/, /i/, /o/, /u/, de forma sostenida y no susurrada. El formato de grabacio´n
consiste en audio digital con una frecuencia de muestreo de 22050Hz y resolucio´n de 16
bits. Para la adquisicio´n se empleo´ una tarjeta de sonido convencional y un micro´fono
comu´n, con ancho de banda superior a 11KHz. La caracterizacio´n de las sen˜ales se llevo´ a
cabo con base en 4 dominios que se emplean frecuentemente en el procesamiento de sen˜ales
de voz: dominio temporal (18 variables), dominio espectral (53 variables), dominio cepstral
(42 variables) y dominio del modelo inverso (31 variables). En este sentido, sobre cada vocal
son calculadas 144 caracter´ısticas (Tabla 7.2).
Tabla 7.2: Caracter´ısticas para el ana´lisis en BD1
Grupos de caracter´ısticas No. de caracter´ısticas
Dominio temporal 18
Dominio espectral 53
Dominio cepstral 42
Dominio del modelo inverso 31
Total 144
Base de datos de sen˜ales de electrocardiograf´ıa – BD2
Esta base de datos pertenece al Grupo de Control y Procesamiento Digital de Sen˜ales de la
Universidad Nacional de Colombia sede Manizales. La base de datos consta de 89 registros
de ECG de 12 derivaciones durante 10 minutos. Los registros electrocardiogra´ficos fueron
tomados en centros hospitalarios, empleando el dispositivo Cardio Card PC Based ECG
/ RESTING. Esta tarjeta de adquisicio´n fue utilizada con las siguientes consideraciones
de operacio´n: frecuencia de muestreo de 500Hz, resolucio´n de 13 bits, rango de 10mV, 3
canales y 12 derivaciones. Del conjunto completo de registros de la base datos se esco-
gieron 5 registros de sujetos sin anomal´ıas y 5 registros de pacientes a los cuales se les
diagnostico´ episodios de cardiopat´ıa isque´mica. Del conjunto de registros se obtuvieron 900
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latidos sin anomal´ıas y 900 latidos con evidencias isque´micas. De cada latido se extraen
1161 variables, compuestas por coeficientes wavelet y mediciones heur´ısticas. La Tabla 7.3
sintetiza los datos principales de la base de datos de sen˜ales de electrocardiograf´ıa.
Tabla 7.3: Nu´mero de observaciones y caracter´ısticas de la base de datos BD2
No. de observaciones por clase 900
No. de caracter´ısticas 1161
7.1.2. Descripcio´n de las pruebas de preproceso
Sobre cada una de las bases de datos se realiza un proceso previo a la reduccio´n de
dimensio´n, consistente en: identificacio´n de variables que contienen datos no convergentes
(por ejemplo, cuando la variable no se puede medir en un cierto individuo o cuando
el resultado de su medida fue ±∞), identificacio´n de datos at´ıpicos y verificacio´n de
gaussividad univariada, esto con el fin de robustecer las pruebas de reduccio´n.
El esquema de preproceso seguido sobre cada una de las bases de datos es el siguiente:
1. Revisar los valores al interior de cada una de las variables, para detectar la presencia
de datos no convergentes, datos iguales a ±∞, o simplemente datos faltantes que
no pueden ser medidos en algunos pacientes. En caso de detectar este tipo de datos,
la variable no se borra directamente, sino que debe analizarse la cantidad de obser-
vaciones con las que se cuenta, y determinar si es preferible eliminar la observacio´n
o la variable. Cabe anotar que no se recomienda eliminar observaciones cuando la
cantidad inicial de observaciones es relativamente baja, debido que ello conllevar´ıa
a estimaciones estad´ısticas con menor nivel de significancia. En particular, se opta
por eliminar las variables y no reducir el nu´mero de observaciones.
2. Deteccio´n de datos at´ıpicos. Aquellas observaciones que parecen tener un compor-
tamiento diferente a las dema´s de una misma clase en ana´lisis, son eliminadas. Sin
embargo, al igual que para el caso anterior debe tenerse cuidado con retirar obser-
vaciones de la base de datos, porque es posible que la muestra resultante no posea
suficientes observaciones para trabajar con estimadores estad´ısticos. En particular,
se prefiere identificar las variables que poseen ma´s de un 10% de datos at´ıpicos y
descartar dicha variable, este proceso se lleva a cabo de forma univariada por medio
del ana´lisis de la mediana de las desviaciones absolutas (ver Ape´ndice B).
3. Verificacio´n de gaussividad. Comprobar que las variables para cada una de las clases
posean distribucio´n gaussiana. Finalmente, se eliminan sobre todas las clases las
variables que no presentan distribucio´n normal en cualquiera de la clases. Esta prueba
se lleva a cabo por medio de la prueba de Kolmogorov-Smirnov o por medio del
ana´lisis de Kurtosis como se describe en el Ape´ndice B.
Por otra parte, algunas te´cnicas de extraccio´n de caracter´ısticas exigen preproceso
adicional o cumplir restricciones ba´sicas en los datos a analizar antes de poder aplicarlas.
En este sentido, se realizaron las siguientes etapas de preproceso de los datos obligatorias
en cada una de las te´cnicas:
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– PCA y PPCA: centralizacio´n de los datos (media cero) y estandarizacio´n a varianza
univariada uno, con el fin de trabajar sobre la matriz de correlacio´n y de esta forma
evitar resultados faltos de sentido, a causa de la diferencia de las unidades de medida
de cada variable.
– Ana´lisis factorial: centralizacio´n de los datos (media cero) y estandarizacio´n a va-
rianza univariada uno. Adema´s, como el ana´lisis factorial requiere que la matriz de
covarianza muestral sea positiva definida, es necesario hacer un proceso de elimina-
cio´n previo, de variables que este´n altamente correlacionadas. Para esto se procede
de la siguiente forma:
1. En la matriz de correlacio´n S de los datos X se buscan los valores iguales o
pro´ximos a 1 ubicados por fuera de la diagonal principal. La posicio´n de fila y
columna de este valor identifican el par de variables altamente correlacionadas.
2. Para determinar cual de las dos variables se debe eliminar, se analiza cual de
las 2 variables presenta ma´s correlacio´n con todas las dema´s y esa se borra del
conjunto inicial.
3. Este proceso se realiza eliminando las variables de mayor correlacio´n hasta que
el determinante de la matriz de covarianza sea mayor que cero.
– ICA: centralizacio´n (media cero) y esferizacio´n de los datos como requisito para
que el algoritmo de optimizacio´n converja. Adema´s con el fin de que el modelo de
componentes independientes no este´ sobre-entrenado a causa de que el nu´mero de
variables es muy pro´ximo al nu´mero de observaciones, se realiza primero reduccio´n
de dimensio´n por medio de PCA y posteriormente se aplica la te´cnica ICA.
7.1.3. Descripcio´n de las pruebas de reduccio´n
La reduccio´n de dimensio´n se hace a trave´s de cada una de las te´cnicas mencionadas
anteriormente, en el caso de los algoritmos de extraccio´n de caracter´ısticas, es necesario
escoger un criterio que determine el nu´mero m de variables latentes o componentes ge-
nerados. Para las te´cnicas PCA y PPCA el criterio consiste en tomar so´lo los vectores
propios asociados a los valores propios mayores que uno (debido a que se trabaja sobre la
matriz de correlacio´n).
Por otra parte, en el ana´lisis factorial, la construccio´n de los factores no posee un
modelo incremental como en el caso de PCA, es decir, un modelo de dos factores no
necesariamente subcontiene el factor creado por un modelo de un factor. Por tal motivo
la estimacio´n del nu´mero de factores necesarios viene impuesta por varias condiciones:
Primero, cumplir la inecuacio´n (7.1)
v =
1
2
(
(p−m)2 − (p+m)) > 0 (7.1)
que corresponde a los grados de libertad del error para las hipo´tesis
H0 : Σ = ΛΛ
> +ψ vs. H1 : Σ 6= ΛΛ> +ψ
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porque la relacio´n de verosimilitud es aproximadamente χ2v cuando H0 es cierta, donde v
corresponde a los grados de liberad.
Debido a que el nu´mero de variables p es conocido, adema´s que p > m > 0, es posible a
partir de (7.1) determinar la cota ma´xima del nu´mero de factores del modelo a estimar. Una
vez se conoce el nu´mero ma´ximo de factores se construyen los modelos factoriales de un
factor, 2 factores, y as´ı sucesivamente hasta el modelo de mmax factores. Posteriormente se
evalu´an cada uno de estos modelos por medio del error de entrenamiento de un clasificador
bayesiano ejecutado en el espacio transformado de los factores, y finalmente el modelo que
presenta menor error es seleccionado.
Adema´s, debido a que la te´cnica ICA esta´ enfocada a maximizar la kurtosis para cada
una de los componentes independientes hallados, es probable que dichos componentes
este´n sobre ajustados a los datos particulares que se trabajen, esto puede ocurrir cuando
el nu´mero de variables es muy pro´ximo o mayor que el nu´mero de muestras por clase. Por
tal razo´n, adema´s de realizar la esferizacio´n de los datos por medio de PCA, esta te´cnica
tambie´n se usa para reducir la cantidad de variables de entrada a la te´cnica ICA. El criterio
de reduccio´n inicial en este caso es tomar tantos componentes principales como valores
propios mayores que uno hayan, siempre y cuando la cantidad de valores propios mayores
que uno no sea superior a la mitad de las observaciones que se poseen en una clase para
entrenar el sistema. Adema´s, el algoritmo fast-ICA puede no calcular tantos componentes
independientes como variables de entrada se hayan impuesto, debido a que es factible que
el algoritmo iterativo de optimizacio´n no converja en un ma´ximo de iteraciones y por tanto
se detenga, obteniendo so´lo tantos componentes independientes como sea posible.
Finalmente, en las te´cnicas de seleccio´n de caracter´ısticas, el nu´mero de variables se-
leccionadas depende de la convergencia de los algoritmos de bu´squeda, configurados par-
ticularmente para cada una de las funciones de costo.
7.1.4. Metodolog´ıa de clasificacio´n
Para la etapa de clasificacio´n posterior a la reduccio´n de dimensio´n se implementa un
clasificador Bayesiano con funcio´n de densidad normal e igual probabilidad a priori para
cada clase, con el fin de determinar verdaderamente cual te´cnica de reduccio´n de dimensio´n
es la que mejor resultado arroja. Esto debido a que si se implementara un clasificador de
alta complejidad interna, podr´ıa ocurrir que el clasificador sea quien esta´ encontrando
las dimensiones o variables apropiadas para la separacio´n de las clases, por ejemplo si se
implementa una red neuronal o un clasificador con algu´n tipo de kernel, no se sabr´ıa si
la efectividad de los posibles resultados son a causa del clasificador o de la reduccio´n de
dimensio´n previa.
La verificacio´n de resultados a trave´s de este clasificador, se hace por medio de valida-
cio´n hold out con rotacio´n, la cual consiste en:
1. Hacer una validacio´n holdout simple, la cual se basa en tomar un porcentaje del
grupo total de muestras para entrenar el clasificador (particularmente 70%) y el
porcentaje restante (30%) de las muestras para validar. Posteriormente determinar
el error de validacio´n obtenido.
2. Hacer una rotacio´n de los grupos de entrenamiento, es decir, escoger un grupo de
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entrenamiento y un grupo de validacio´n diferente al actual y medir el error de las
muestras validadas. Con este sistema se puede rotar los grupos tantas veces como
sea posible o como se desee.
7.2. Reduccio´n de dimensio´n sobre caracter´ısticas di-
na´micas
Las pruebas de ana´lisis dina´mico, consisten en la evaluacio´n de la propuesta metodolo´gica
del uso de la te´cnica ana´lisis de componentes principales sobre caracter´ısticas dina´micas
enfocada a los sistemas de reconocimiento automa´tico de patrones (ver Cap´ıtulo 6, Seccio´n
6.1.3).
7.2.1. Descripcio´n de la base de datos
Base de datos de voz de sen˜ales de voz – BD3
Esta base de datos pertenece al Grupo de Control y Procesamiento Digital de Sen˜ales de
la Universidad Nacional de Colombia sede Manizales, contiene 80 registros de diferentes
individuos de la pronunciacio´n de la vocal /a/ de forma sostenida, de los cuales 40 corres-
ponden a pacientes con voz normal y 40 pacientes con voz disfo´nica. La frecuencia de
muestreo de los registros es 22050Hz. Para caracterizar los registros, cada uno de ellos se
segmenta usando ventanas de 30ms con un traslape de 10ms. De cada ventana se extraen
12 coeficientes MFCC y el coeficiente de energ´ıa. Se incluyen igualmente las derivadas
de primer y segundo orden, de esta forma, se obtiene un total de 39 variables de tipo
dina´mico [32]. Cada una de esas variables es un vector de 110 posiciones, correspondientes
a cada una de las ventanas de tiempo mencionadas. En este sentido, cada observacio´n
esta´ representada por la matriz Xi de taman˜o (110× 39) segu´n la ecuacio´n (6.1).
7.2.2. Descripcio´n de las pruebas y metodolog´ıa de clasificacio´n
Sobre la base de datos BD3 se aplica la metodolog´ıa de ana´lisis descrita en la Seccio´n
6.1.3, de tal forma que, de las 80 observaciones, se toman 70 (35 por clase) para generar
los componentes principales (modelar el proceso) y entrenar el clasificador. Con las 10 ob-
servaciones restantes se valida, empleando un clasificador de tipo Bayesiano con funcio´n de
densidad normal e igual probabilidad a priori para cada clase. La verificacio´n o validacio´n
de las observaciones a trave´s del clasificador mencionado, se hace empleando validacio´n
cruzada tipo holdout con rotacio´n (ver Seccio´n 7.1.4), para el caso particular se realizan
1000 rotaciones. Adema´s, se realizan pruebas para identificar las variables originales que
mayor aporte informativo tienen en el proceso.
Cap´ıtulo 8
Resultados de las pruebas sobre
caracter´ısticas esta´ticas
A continuacio´n, se presentan los resultados de todas las pruebas realizadas, sobre cada una
de las dos bases de datos de biosen˜ales utilizadas para las pruebas con variables esta´ticas.
8.1. Resultados de la base de datos BD1
En una primera aproximacio´n, se considera el conjunto total de 144 variables como el con-
junto inicial a ser reducido. Como se menciono´ en el Cap´ıtulo anterior, la primera prueba
segu´n la metodolog´ıa o esquema de trabajo planteado, consiste en identificar aquellas va-
riables que contienen datos no convergentes, dichas variables son eliminadas del conjunto
inicial de caracter´ısticas, esto conlleva a reducir el conjunto inicial de variables a un sub-
conjunto nombrado Conjunto 1. Posteriormente a esta primera etapa del preproceso, se
continu´a con la identificacio´n de datos at´ıpicos a partir del Conjunto 1: en este caso en
particular, debido al nu´mero reducido de observaciones con que se cuenta, no se eliminan
las observaciones identificadas como at´ıpicas, sino que se buscan y eliminan las variables
que poseen ma´s de un 10% de valores at´ıpicos, el subconjunto de variables resultante luego
de esta segunda etapa de preproceso se nombra como Conjunto 2. Finalmente, la etapa
de preproceso termina con la verificacio´n univariada de distribucio´n normal. Esta prueba
se desarrolla a partir del Conjunto 2 de variables, con base en el test de Kolmogorov-
Smirnov con un nivel de significancia α = 0,05. El test de normalidad se realiza para cada
una de las clases, aquellas variables que no posean distribucio´n normal se eliminan de
todas las clases, y el conjunto resultante de variables no eliminadas se nombra Conjunto
3. La Tabla 8.1 describe el resultado de las pruebas anteriores, obtenidos en la etapa de
preproceso. Cabe notar, que las pruebas son realizadas para cada una de las 5 vocales de
forma independiente.
En las Figuras 8.1(a), 8.1(b), 8.1(c), 8.1(d) y 8.1(e) se puede apreciar la graficacio´n
de las matrices de covarianza generadas para cada una de las 5 vocales, a partir de la
matriz de datos obtenida luego del preproceso y llamada Conjunto 1. Esta´s ima´genes dan
pie para continuar con las pruebas de reduccio´n de dimensio´n, porque dichas pruebas
se basan en disminuir la cantidad de variables sea en el espacio original o en el espacio
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Tabla 8.1: Remocio´n de variables en el preproceso sobre BD1.
Vocal
No. de
variables del
conjunto
inicial.
No. de variables
luego de remocio´n
por datos no
convergentes.
Conjunto 1
No. de variables
luego de remocio´n
por identificacio´n de
datos at´ıpicos.
Conjunto 2
No. de variables
luego de remocio´n
por verificacio´n de
gaussividad.
Conjunto 3
/a/ 144 70 56 26
/e/ 144 70 58 33
/i/ 144 70 57 29
/o/ 144 70 57 31
/u/ 144 70 53 22
transformado bajo la suposicio´n de que existe informacio´n redundante en el espacio original
de caracter´ısticas
Una vez se ha realizado el preprocesamiento de los datos, se realizan las pruebas de
reduccio´n de dimensio´n, por medio de las te´cnicas de extraccio´n y de seleccio´n de ca-
racter´ısticas. Para aplicar cada una de estas te´cnicas, se cumplen los requisitos mı´nimos
mencionados en los Cap´ıtulos 4, 5 y en la Seccio´n 7.1.2. Aunque el uso del criterio de
ana´lisis multivariado de varianza, requiere que las clases tengan distribucio´n normal mul-
tivariada y que las matrices de covarianza por clase sean iguales, no fue posible satisfacer
estas dos condiciones mencionadas. A pesar de esto, la te´cnica fue implementada y utiliza-
da con el fin de verificar experimentalmente su desempen˜o, y con conciencia que el poder
de discriminancia de la prueba puede disminuir. Sin embargo, es posible que la falta de
estas dos condiciones no sea altamente perjudicial, debido a que la te´cnica MANOVA se
trabaja de forma balanceada (con igual nu´mero de observaciones por clase), caso en el
cual no se refleja en gran medida errores a causa del incumplimiento de las condiciones
dichas.
Por otra parte, con el fin de analizar si el preproceso llevado a cabo sobre la base de
datos es efectivo en las etapas posteriores de reduccio´n de dimensio´n y clasificacio´n, las
pruebas de extraccio´n, seleccio´n y clasificacio´n, se aplican sobre cada uno de los 3 conjuntos
de variables construidos: Conjunto 1, Conjunto 2 y Conjunto 3. Debe mencionarse, que
sobre el Conjunto Inicial de caracter´ısticas no es posible realizar las pruebas, a causa de
la presencia de datos no convergentes. Adema´s, la validacio´n de resultados a trave´s de
clasificacio´n, se efectu´a segu´n el esquema descrito en la Seccio´n 7.1.4, con 60 observaciones
por clase para entrenar, 25 observaciones para validar y 1000 rotaciones distintas de los
conjuntos de entrenamiento y validacio´n.
Las Tablas 8.2, 8.3, 8.4, 8.5 y 8.6 presentan los resultados comparativos de cada una
de las te´cnicas de reduccio´n, para cada una de las vocales, bajo los criterios de: precisio´n
del sistema en la etapa de clasificacio´n y capacidad de reduccio´n.
En cuanto al tiempo de co´mputo empleado por cada una de las te´cnicas de reduccio´n,
los resultados promedio de todas las ejecuciones se presentan el la Tabla 8.7.
Por otra parte, con el fin de aprovechar ma´s la informacio´n, y teniendo presente que las
variables que se generan en la base de datos BD1, esta´n agrupadas en 4 dominios diferentes
(dominio temporal, dominio espectral, dominio cepstral y dominio del modelo inverso), las
pruebas de reduccio´n de dimensio´n y de clasificacio´n son repetidas so´lo para la vocal /a/,
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Matriz de covarianza vocal A
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
(a) Vocal /a/.
Matriz de covarianza vocal E
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
(b) Vocal /e/.
Matriz de covarianza vocal I
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
(c) Vocal /i/.
Matriz de covarianza vocal O
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
(d) Vocal /o/.
Matriz de covarianza vocal U
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
(e) Vocal /u/.
Figura 8.1: Matrices de covarianza de cada una de las 5 vocales, construidas a partir del
Conjunto 1.
pero de manera independiente sobre cada uno de los 4 dominios mencionados. En este
sentido, la Tabla 8.8 expone los resultados del preproceso para las variables dichas.
En el mismo sentido, las Tablas 8.9, 8.10, 8.11 y 8.12 presentan los resultados com-
parativos de cada una de las te´cnicas de reduccio´n, para cada uno de los dominio de
caracter´ısticas sobre la vocal /a/, bajo los criterios de: precisio´n del sistema en la etapa
de clasificacio´n y capacidad de reduccio´n.
Finalmente, se unen las variables escogidas en cada uno de los grupos y se comparan
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Tabla 8.2: Comparacio´n de te´cnicas de reduccio´n de dimensio´n, sobre base de datos BD1,
para la vocal /a/
Conjunto 1, p = 70 Conjunto 2, p = 56 Conjunto 3, p = 26
Te´cnica
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
PCA 20.56 0.0512 19 17.06 0.0483 16 16.01 0.0452 8
PPCA 20.56 0.0512 19 17.06 0.0483 16 16.01 0.0452 8
FA 19.72 0.0513 26 20.89 0.0504 26 16.13 0.0491 18
ICA 21.06 0.0507 16 19.86 0.0488 14 15.68 0.0436 6
SFS-J1 56.62 0.1401 70 37.43 0.0696 56 24.78 0.0542 26
SFS-J2 56.62 0.1401 70 37.43 0.0696 56 24.78 0.0542 26
SFS-J3 56.62 0.1401 70 37.43 0.0696 56 24.78 0.0542 26
SFS-J4 17.77 0.0471 1 17.77 0.0471 1 17.77 0.0471 1
SFS-MANOVA 17.77 0.0471 1 17.77 0.0471 1 17.77 0.0471 1
SFS-Bayes 11.12 0.0439 7 12.06 0.0419 8 10.54 0.0396 6
SBS-J1 56.62 0.1401 70 37.43 0.0696 56 24.78 0.0542 26
SBS-J2 56.62 0.1401 70 37.43 0.0696 56 24.78 0.0542 26
SBS-J3 56.62 0.1401 70 37.43 0.0696 56 24.78 0.0542 26
SBS-J4 17.77 0.0471 1 17.77 0.0471 1 17.77 0.0471 1
SBS-MANOVA 26.09 0.0512 1 26.09 0.0512 1 26.09 0.0512 1
SBS-Bayes 27.42 0.0634 20 33.49 0.0496 10 47.09 0.0591 1
SFFS-J1 56.62 0.1401 70 37.43 0.0696 56 24.78 0.0542 26
SFFS-J2 56.62 0.1401 70 37.43 0.0696 56 24.78 0.0542 26
SFFS-J3 56.62 0.1401 70 37.43 0.0696 56 24.78 0.0542 26
SFFS-J4 17.77 0.0471 1 17.77 0.0471 1 17.77 0.0471 1
SFFS-MANOVA 17.77 0.0471 1 17.77 0.0471 1 17.77 0.0471 1
SFFS-Bayes 9.18 0.0393 5 9.18 0.0393 5 10.54 0.0393 6
Tabla 8.3: Comparacio´n de te´cnicas de reduccio´n de dimensio´n, sobre base de datos BD1,
para la vocal /e/
Conjunto 1, p = 70 Conjunto 2, p = 58 Conjunto 3, p = 33
Te´cnica
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
PCA 19.36 0.0479 19 18.05 0.0477 16 16.07 0.0430 11
PPCA 19.36 0.0479 19 18.05 0.0477 16 16.07 0.0430 11
FA 19.25 0.0517 31 20.28 0.0473 27 17.96 0.0455 21
ICA 27.70 0.0524 14 27.43 0.0542 13 32.27 0.0598 6
SFS-J1 56.07 0.1498 70 40.54 0.0687 58 20.82 0.0494 33
SFS-J2 56.07 0.1498 70 40.54 0.0687 58 20.82 0.0494 33
SFS-J3 56.07 0.1498 70 40.54 0.0687 58 20.82 0.0494 33
SFS-J4 18.14 0.0457 1 18.14 0.0457 1 18.14 0.0457 1
SFS-MANOVA 18.14 0.0457 1 18.14 0.0457 1 18.14 0.0457 1
SFS-Bayes 21.20 0.0513 12 17.30 0.0469 11 18.73 0.0494 11
SBS-J1 56.36 0.1499 70 40.54 0.0687 58 20.82 0.0494 33
SBS-J2 56.36 0.1499 70 40.54 0.0687 58 20.82 0.0494 33
SBS-J3 56.36 0.1499 70 40.54 0.0687 58 20.82 0.0494 33
SBS-J4 18.14 0.0457 1 18.14 0.0457 1 18.14 0.0457 1
SBS-MANOVA 18.15 0.0459 1 18.15 0.0459 1 18.15 0.0459 1
SBS-Bayes 44.77 0.0417 1 43.19 0.0508 1 21.81 0.0483 20
SFFS-J1 56.07 0.1498 70 40.54 0.0687 58 20.82 0.0494 33
SFFS-J2 56.07 0.1498 70 40.54 0.0687 58 20.82 0.0494 33
SFFS-J3 56.07 0.1498 70 40.54 0.0687 58 20.82 0.0494 33
SFFS-J4 18.14 0.0457 1 18.14 0.0457 1 18.14 0.0457 1
SFFS-MANOVA 18.14 0.0457 1 18.14 0.0457 1 18.14 0.0457 1
SFFS-Bayes 21.20 0.0513 12 14.42 0.0451 4 15.67 0.0469 4
las te´cnicas de reduccio´n, por medio del error de validacio´n del clasificador y su capacidad
de reduccio´n, dichos resultados son expuestos en la Tabla 8.13.
8.2. Resultados sobre la base de datos BD2
Sobre la base de datos de registros electrocardiogra´ficos, se procede de igual forma que con
la base de datos de voz. Primero se realiza el preproceso de los datos y posteriormente se
emplean las te´cnicas de reduccio´n de dimensio´n. Debido a que fue posible comprobar con
los resultados de la base de datos BD1, que dicho preproceso fue bene´fico en la mayor´ıa
8. RESULTADOS DE LAS PRUEBAS SOBRE CARACTER´ıSTICAS ESTA´TICAS 75
Tabla 8.4: Comparacio´n de te´cnicas de reduccio´n de dimensio´n, sobre base de datos BD1,
para la vocal /i/
Conjunto 1, p = 70 Conjunto 2, p = 57 Conjunto 3, p = 29
Te´cnica
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
PCA 22.44 0.0556 20 23.34 0.0537 16 18.04 0.0471 9
PPCA 22.44 0.0556 20 23.34 0.0537 16 18.04 0.0471 9
FA 24.63 0.0523 28 28.50 0.0551 29 18.20 0.0469 20
ICA 29.31 0.0593 18 23.34 0.0537 16 18.04 0.0471 9
SFS-J1 53.33 0.1170 70 45.48 0.0946 57 25.18 0.0567 29
SFS-J2 53.33 0.1170 70 45.48 0.0946 57 25.18 0.0567 29
SFS-J3 53.33 0.1170 70 45.48 0.0946 57 25.18 0.0567 29
SFS-J4 21.93 0.0493 1 21.93 0.0493 1 21.93 0.0493 1
SFS-MANOVA 14.55 0.0483 2 14.55 0.0483 2 14.55 0.0483 2
SFS-Bayes 13.36 0.0471 8 14.35 0.0497 10 13.24 0.0437 6
SBS-J1 54.36 0.1185 70 45.31 0.0938 57 25.18 0.0567 29
SBS-J2 54.36 0.1185 70 45.31 0.0938 57 25.18 0.0567 29
SBS-J3 54.36 0.1185 70 45.31 0.0938 57 25.18 0.0567 29
SBS-J4 21.93 0.0493 1 21.93 0.0493 1 21.93 0.0493 1
SBS-MANOVA 14.55 0.0483 2 14.55 0.0483 2 14.55 0.0483 2
SBS-Bayes 50.00 0.0000 2 49.39 0.0265 4 40.84 0.0466 2
SFFS-J1 54.33 0.1170 70 45.48 0.0946 57 25.18 0.0567 29
SFFS-J2 54.33 0.1170 70 45.48 0.0946 57 25.18 0.0567 29
SFFS-J3 54.33 0.1170 70 45.48 0.0946 57 25.18 0.0567 29
SFFS-J4 21.93 0.0493 1 21.93 0.0493 1 21.93 0.0493 1
SFFS-MANOVA 14.55 0.0483 2 14.55 0.0483 2 14.55 0.0483 2
SFFS-Bayes 13.36 0.0471 8 14.35 0.0497 10 13.24 0.0437 6
Tabla 8.5: Comparacio´n de te´cnicas de reduccio´n de dimensio´n, sobre base de datos BD1,
para la vocal /o/
Conjunto 1, p = 70 Conjunto 2, p = 57 Conjunto 3, p = 31
Te´cnica
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
PCA 20.67 0.0497 18 19.92 0.0493 16 23.17 0.0509 10
PPCA 20.67 0.0497 18 19.92 0.0493 16 23.17 0.0509 10
FA 26.23 0.0545 28 18.10 0.0501 25 19.64 0.0489 23
ICA 20.67 0.0497 18 21.46 0.0507 14 31.44 0.0575 8
SFS-J1 54.42 0.1348 70 38.30 0.0667 57 23.72 0.0538 31
SFS-J2 54.42 0.1348 70 38.30 0.0667 57 23.72 0.0538 31
SFS-J3 54.42 0.1348 70 38.30 0.0667 57 23.72 0.0538 31
SFS-J4 20.96 0.0507 1 20.96 0.0507 1 20.96 0.0507 1
SFS-MANOVA 20.96 0.0507 1 20.96 0.0507 1 20.96 0.0507 1
SFS-Bayes 20.49 0.0517 11 20.72 0.0493 15 16.80 0.0483 5
SBS-J1 55.43 0.1307 70 38.30 0.0667 57 23.72 0.0538 31
SBS-J2 55.43 0.1307 70 38.30 0.0667 57 23.72 0.0538 31
SBS-J3 55.43 0.1307 70 38.30 0.0667 57 23.72 0.0538 31
SBS-J4 20.96 0.0507 1 20.96 0.0507 1 20.96 0.0507 1
SBS-MANOVA 20.93 0.0506 1 20.93 0.0506 1 20.93 0.0506 1
SBS-Bayes 36.97 0.1022 12 30.68 0.0511 9 23.44 0.0480 12
SFFS-J1 54.42 0.1348 70 38.30 0.0667 57 23.72 0.0538 31
SFFS-J2 54.42 0.1348 70 38.30 0.0667 57 23.72 0.0538 31
SFFS-J3 54.42 0.1348 70 38.30 0.0667 57 23.72 0.0538 31
SFFS-J4 20.96 0.0507 1 20.96 0.0507 1 20.96 0.0507 1
SFFS-MANOVA 20.96 0.0507 1 20.96 0.0507 1 20.96 0.0507 1
SFFS-Bayes 17.14 0.0469 7 20.72 0.0493 15 16.80 0.0483 5
de las ocasiones, tanto para mejorar los resultados de clasificacio´n, como para trabajar
sobre un espacio de variables menor (incrementa´ndose el grado de reduccio´n), las pruebas
de clasificacio´n y de reduccio´n so´lo se aplican sobre el totalmente preprocesado, nombra-
do anteriormente como Conjunto 3. Debe mencionarse que la u´nica modificacio´n en las
pruebas de preproceso realizadas para la base de datos BD2, es que la verificacio´n de gaus-
sividad no se realizo´ por la prueba de Kolmogorov-Smirnov, sino por medio del ana´lisis de
kurtosis, segu´n como se explica en el Ape´ndice B. Los resultados de la etapa de preproceso
se pueden apreciar en la Tabla 8.14.
Los resultados de las pruebas de reduccio´n de dimensio´n sobre la base de datos BD2,
son presentados en la Tabla 8.15. Es de aclarar, para la base de datos BD2 no se aplican
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Tabla 8.6: Comparacio´n de te´cnicas de reduccio´n de dimensio´n, sobre base de datos BD1,
para la vocal /u/
Conjunto 1, p = 70 Conjunto 2, p = 53 Conjunto 3, p = 22
Te´cnica
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
PCA 30.32 0.0565 19 30.79 0.0559 17 31.88 0.0571 8
PPCA 30.32 0.0565 19 30.79 0.0559 17 31.88 0.0571 8
FA 24.86 0.0577 27 27.55 0.0507 25 30.79 0.0565 12
ICA 30.09 0.0562 17 30.09 0.0562 15 30.09 0.0562 4
SFS-J1 54.28 0.0985 70 38.01 0.0600 53 34.49 0.0600 22
SFS-J2 54.28 0.0985 70 38.01 0.0600 53 34.49 0.0600 22
SFS-J3 54.28 0.0985 70 38.01 0.0600 53 34.49 0.0600 22
SFS-J4 28.98 0.0519 1 28.98 0.0519 1 28.98 0.0519 1
SFS-MANOVA 20.28 0.0508 5 20.28 0.0508 5 24.77 0.0558 8
SFS-Bayes 23.78 0.0539 5 23.78 0.0539 5 27.43 0.0574 8
SBS-J1 53.46 0.1022 70 38.01 0.0600 53 39.49 0.0600 22
SBS-J2 53.46 0.1022 70 38.01 0.0600 53 39.49 0.0600 22
SBS-J3 53.46 0.1022 70 38.01 0.0600 53 39.49 0.0600 22
SBS-J4 28.98 0.0519 1 28.98 0.0519 1 28.98 0.0519 1
SBS-MANOVA 24.12 0.0529 4 23.19 0.0521 5 28.27 0.0560 10
SBS-Bayes 51.90 0.1345 48 45.37 0.0494 4 52.43 0.0578 3
SFFS-J1 54.28 0.0985 70 38.01 0.0600 53 34.49 0.0600 22
SFFS-J2 54.28 0.0985 70 38.01 0.0600 53 34.49 0.0600 22
SFFS-J3 54.28 0.0985 70 38.01 0.0600 53 34.49 0.0600 22
SFFS-J4 28.98 0.0519 1 28.98 0.0519 1 28.98 0.0519 1
SFFS-MANOVA 20.28 0.0508 5 20.28 0.0508 5 24.77 0.0558 8
SFFS-Bayes 23.78 0.0539 5 23.78 0.0539 5 23.60 0.0543 4
Tabla 8.7: Tiempos de co´mputo promedio para las te´cnicas de reduccio´n sobre BD1
Te´cnica Tiempo de co´mputo [seg]
PCA 0.03
PPCA 0.03
FA 180
ICA 1
SFS-J1 120
SFS-J2 120
SFS-J3 120
SFS-J4 0.02
SFS-MANOVA 0.1
SFS-Bayes 30
SBS-J1 0.02
SBS-J2 0.02
SBS-J3 0.02
SBS-J4 120
SBS-MANOVA 100
SBS-Bayes 150
SFFS-J1 120
SFFS-J2 120
SFFS-J3 120
SFFS-J4 0.02
SFFS-MANOVA 0.1
SFFS-Bayes 35
Tabla 8.8: Remocio´n de variables en el preproceso sobre BD1. Ana´lisis por dominios de
variables sobre la vocal /a/.
Dominio
No. de
variables del
conjunto
inicial.
No. de variables luego
de remocio´n por datos
no convergentes.
Conjunto 1
No. de variables luego
de remocio´n por
identificacio´n de datos
at´ıpicos. Conjunto 2
No. de variables luego
de remocio´n por
verificacio´n de
gaussividad. Conjunto
3
Temporal 18 7 7 0
Espectral 53 2 0 0
Cepstral 42 30 24 12
Modelo inverso 31 31 25 14
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Tabla 8.9: Comparacio´n de te´cnicas de reduccio´n de dimensio´n, sobre base de datos BD1,
para las variables del dominio temporal sobre la vocal /a/
Conjunto 1, p = 7 Conjunto 2, p = 7
Te´cnica
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
PCA 38.22 0.0554 2 38.22 0.0554 2
PPCA 38.22 0.0554 2 38.22 0.0554 2
FA 39.53 0.0526 3 39.53 0.0526 3
ICA 38.22 0.0554 2 38.22 0.0554 2
SFS-J1 35.58 0.0494 7 35.58 0.0494 7
SFS-J2 35.58 0.0494 7 35.58 0.0494 7
SFS-J3 35.58 0.0494 7 35.58 0.0494 7
SFS-J4 39.02 0.0503 1 39.02 0.0503 1
SFS-MANOVA 36.88 0.0515 2 36.88 0.0515 2
SFS-Bayes 34.71 0.0530 4 34.71 0.0530 4
SBS-J1 35.58 0.0494 7 35.58 0.0494 7
SBS-J2 35.58 0.0494 7 35.58 0.0494 7
SBS-J3 35.58 0.0494 7 35.58 0.0494 7
SBS-J4 39.02 0.0503 1 39.02 0.0503 1
SBS-MANOVA 36.88 0.0515 2 36.88 0.0515 2
SBS-Bayes 40.77 0.0443 3 40.77 0.0443 3
SFFS-J1 35.58 0.0494 7 35.58 0.0494 7
SFFS-J2 35.58 0.0494 7 35.58 0.0494 7
SFFS-J3 35.58 0.0494 7 35.58 0.0494 7
SFFS-J4 39.02 0.0503 1 39.02 0.0503 1
SFFS-MANOVA 36.88 0.0515 2 36.88 0.0515 2
SFFS-Bayes 34.71 0.0530 4 34.71 0.0530 4
Tabla 8.10: Comparacio´n de te´cnicas de reduccio´n de dimensio´n, sobre base de datos BD1,
para las variables del dominio espectral sobre la vocal /a/
Conjunto 1, p = 2
Te´cnica
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
PCA 33.48 0.0425 1
PPCA 33.48 0.0425 1
FA - - 0
ICA 33.48 0.0425 1
SFS-J1 33.46 0.0597 2
SFS-J2 33.46 0.0597 2
SFS-J3 33.46 0.0597 2
SFS-J4 31.76 0.0459 1
SFS-MANOVA 31.76 0.0459 1
SFS-Bayes 31.76 0.0459 1
SBS-J1 33.46 0.0597 2
SBS-J2 33.46 0.0597 2
SBS-J3 33.46 0.0597 2
SBS-J4 31.76 0.0459 1
SBS-MANOVA 31.76 0.0459 1
SBS-Bayes 43.03 0.0324 1
SFFS-J1 33.46 0.0597 2
SFFS-J2 33.46 0.0597 2
SFFS-J3 33.46 0.0597 2
SFFS-J4 31.76 0.0459 1
SFFS-MANOVA 31.76 0.0459 1
SFFS-Bayes 31.76 0.0459 1
las pruebas de seleccio´n de caracter´ısticas con base en el algoritmo de bu´squeda secuen-
cial hacia atra´s (SBS), debido a lo impra´ctico que resulta escoger un grupo se variables
reducido, a partir de un conjunto de tan elevada dimensio´n, porque los estimadores de las
funciones de costo empleadas al interior del algoritmo de bu´squeda no convergen cuando
se inicia con tantas variables, en muchas ocasiones las matrices de covarianza sera´n singu-
lares, y no es coherente hallar valores como el determinante o la inversa a partir de dichas
matrices.
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Tabla 8.11: Comparacio´n de te´cnicas de reduccio´n de dimensio´n, sobre base de datos BD1,
para las variables del dominio cepstral sobre la vocal /a/
Conjunto 1, p = 30 Conjunto 2, p = 24 Conjunto 3, p = 12
Te´cnica
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
PCA 35.25 0.0563 10 29.06 0.0539 8 38.24 0.0552 5
PPCA 35.25 0.0563 10 29.06 0.0539 8 38.24 0.0552 5
FA 34.87 0.0587 19 38.43 0.0607 16 36.07 0.0563 4
ICA 35.25 0.0563 10 29.06 0.0539 8 38.24 0.0552 5
SFS-J1 31.98 0.0611 30 38.97 0.0615 24 40.30 0.0605 12
SFS-J2 31.98 0.0611 30 38.97 0.0615 24 40.30 0.0605 12
SFS-J3 31.98 0.0611 30 38.97 0.0615 24 40.30 0.0605 12
SFS-J4 37.06 0.0480 1 37.06 0.0480 1 38.62 0.0567 1
SFS-MANOVA 29.86 0.0557 9 32.54 0.0545 8 34.50 0.0534 4
SFS-Bayes 30.20 0.0576 12 31.12 0.0571 10 34.60 0.0583 6
SBS-J1 31.98 0.0611 30 38.97 0.0615 24 40.30 0.0605 12
SBS-J2 31.98 0.0611 30 38.97 0.0615 24 40.30 0.0605 12
SBS-J3 31.98 0.0611 30 38.97 0.0615 24 40.30 0.0605 12
SBS-J4 37.06 0.0480 1 37.06 0.0480 1 38.62 0.0567 1
SBS-MANOVA 28.79 0.0543 11 32.73 0.0562 11 34.50 0.0534 4
SBS-Bayes 40.92 0.0549 18 37.86 0.0526 5 51.91 0.0567 1
SFFS-J1 31.98 0.0611 30 38.97 0.0615 24 40.30 0.0605 12
SFFS-J2 31.98 0.0611 30 38.97 0.0615 24 40.30 0.0605 12
SFFS-J3 31.98 0.0611 30 38.97 0.0615 24 40.30 0.0605 12
SFFS-J4 37.06 0.0480 1 37.06 0.0480 1 38.62 0.0567 1
SFFS-MANOVA 30.09 0.0535 4 30.09 0.0535 4 34.50 0.0534 4
SFFS-Bayes 25.56 0.0557 6 27.20 0.0547 4 34.50 0.0534 4
Tabla 8.12: Comparacio´n de te´cnicas de reduccio´n de dimensio´n, sobre base de datos BD1,
para las variables del dominio del modelo inverso sobre la vocal /a/
Conjunto 1, p = 31 Conjunto 2, p = 25 Conjunto 3, p = 14
Te´cnica
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
PCA 13.71 0.0457 9 13.36 0.0451 8 15.06 0.0444 5
PPCA 13.71 0.0457 9 13.36 0.0451 8 15.06 0.0444 5
FA 14.84 0.0499 13 13.86 0.0447 10 14.20 0.0431 8
ICA 13.71 0.0457 9 13.36 0.0451 8 37.58 0.0573 2
SFS-J1 23.78 0.0800 31 18.76 0.0487 25 15.92 0.0439 14
SFS-J2 23.78 0.0800 31 18.76 0.0487 25 15.92 0.0439 14
SFS-J3 23.78 0.0800 31 18.76 0.0487 25 15.92 0.0439 14
SFS-J4 17.77 0.0471 1 17.77 0.0471 1 17.77 0.0471 1
SFS-MANOVA 17.77 0.0471 1 17.77 0.0471 1 17.77 0.0471 1
SFS-Bayes 9.26 0.0373 4 9.26 0.0373 4 9.21 0.0360 4
SBS-J1 23.78 0.0800 31 18.76 0.0487 25 15.92 0.0439 14
SBS-J2 23.78 0.0800 31 18.76 0.0487 25 15.92 0.0439 14
SBS-J3 23.78 0.0800 31 18.76 0.0487 25 15.92 0.0439 14
SBS-J4 17.77 0.0471 1 17.77 0.0471 1 17.77 0.0471 1
SBS-MANOVA 26.09 0.0512 1 26.09 0.0512 1 26.09 0.0512 1
SBS-Bayes 43.34 0.0783 5 41.09 0.0572 5 17.09 0.0448 10
SFFS-J1 23.78 0.0800 31 18.76 0.0487 25 15.92 0.0439 14
SFFS-J2 23.78 0.0800 31 18.76 0.0487 25 15.92 0.0439 14
SFFS-J3 23.78 0.0800 31 18.76 0.0487 25 15.92 0.0439 14
SFFS-J4 17.77 0.0471 1 17.77 0.0471 1 17.77 0.0471 1
SFFS-MANOVA 17.77 0.0471 1 17.77 0.0471 1 17.77 0.0471 1
SFFS-Bayes 9.26 0.0471 4 9.26 0.0471 4 9.26 0.0471 4
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Tabla 8.13: Comparacio´n de te´cnicas de reduccio´n de dimensio´n, sobre base de datos BD1,
para la unio´n de las variables seleccionadas en cada uno de los dominios, sobre la vocal
/a/
Conjunto 1, p = 70 Conjunto 2, p = 56 Conjunto 3, p = 26
Te´cnica
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
PCA 19.37 0.0657 22 16.17 0.0450 18 16.73 0.0473 10
PPCA 19.37 0.0657 22 16.17 0.0450 18 16.73 0.0473 10
FA 27.66 0.0571 35 25.37 0.0546 29 14.35 0.0437 12
ICA 19.37 0.0657 22 16.17 0.0450 18 38.18 0.0580 7
SFS-J1 56.05 0.1443 70 37.43 0.0696 56 24.78 0.0542 26
SFS-J2 56.05 0.1443 70 37.43 0.0696 56 24.78 0.0542 26
SFS-J3 56.05 0.1443 70 37.43 0.0696 56 24.78 0.0542 26
SFS-J4 25.05 0.0605 4 16.70 0.0459 3 17.97 0.0456 2
SFS-MANOVA 22.03 0.0618 13 19.22 0.0457 11 17.14 0.0432 5
SFS-Bayes 22.96 0.0583 21 20.82 0.0484 18 14.39 0.0423 10
SBS-J1 56.14 0.1431 70 37.43 0.0696 56 24.78 0.0542 26
SBS-J2 56.14 0.1431 70 37.43 0.0696 56 24.78 0.0542 26
SBS-J3 56.14 0.1431 70 37.43 0.0696 56 24.78 0.0542 26
SBS-J4 25.05 0.0605 4 16.70 0.0459 3 17.97 0.0456 2
SBS-MANOVA 22.96 0.0602 15 25.79 0.0533 14 20.97 0.0486 5
SBS-Bayes 35.49 0.0672 27 30.73 0.0521 13 17.63 0.0456 11
SFFS-J1 56.05 0.1443 70 37.43 0.0696 56 24.78 0.0542 26
SFFS-J2 56.05 0.1443 70 37.43 0.0696 56 24.78 0.0542 26
SFFS-J3 56.05 0.1443 70 37.43 0.0696 56 24.78 0.0542 26
SFFS-J4 25.05 0.0605 4 16.70 0.0459 3 17.97 0.0456 2
SFFS-MANOVA 20.63 0.0646 8 15.24 0.0415 7 17.14 0.0432 5
SFFS-Bayes 18.59 0.0625 15 18.36 0.0476 15 14.39 0.0423 10
Tabla 8.14: Remocio´n de variables en el preproceso sobre BD2.
No. de
variables del
conjunto
inicial.
No. de variables
luego de remocio´n
por datos no
convergentes.
Conjunto 1
No. de variables
luego de remocio´n
por identificacio´n de
datos at´ıpicos.
Conjunto 2
No. de variables
luego de remocio´n
por verificacio´n de
gaussividad.
Conjunto 3
1161 1161 994 509
Tabla 8.15: Comparacio´n de te´cnicas de reduccio´n de dimensio´n en la base de datos BD2
Conjunto 3, p = 509
Te´cnica
Error
medio de
validacio´n
[%]
Desviacio´n
del error
Dimensio´n
m del
espacio
reducido
PCA 8.43 0.0038 33
PPCA 8.43 0.0038 33
FA 12.19 0.0050 23
ICA 8.43 0.0038 33
SFS-J2 0 0 48
SFS-J3 49.50 0.0497 27
SFS-J4 24.18 0.0161 1
SFS-MANOVA 21.16 0.0175 1
SFS-Bayes 0.05 0.0009 4
SFFS-J2 0 0 39
SFFS-J3 0 0 20
SFFS-J4 24.18 0.0161 1
SFFS-MANOVA 21.16 0.0175 1
SFFS-Bayes 0.07 0.0011 2
Cap´ıtulo 9
Resultados de las pruebas sobre
caracter´ısticas dina´micas
A continuacio´n, se presentan los resultados de las pruebas realizadas sobre la base de datos
BD3 utilizada para las pruebas con variables dina´micas.
Con el fin de identificar el nu´mero de componentes principales para representar la
informacio´n contenida en las variables dina´micas originales, se emplea el criterio basado
en fijar un porcentaje de varianza acumulada y seleccionar tantos componentes como
sean necesarios para alcanzar este valor, la Figura 9.1 presenta una curva del nu´mero de
componentes principales (CPs) contra el porcentaje de varianza acumulada alcanzado y
la Tabla 9.1 detalla los valores fundamentales de la gra´fica antes mencionada.
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Figura 9.1: Seleccio´n del nu´mero de componentes principales para BD3.
Posteriormente se realiza el proceso de validacio´n cruzada tipo holdout con rotacio´n
(ver Seccio´n 7.1.4), el sistema se entrena con 35 observaciones por clase y se valida con las
10 observaciones restantes del conjunto de 80 observaciones. Se aplican 1000 rotaciones
del conjunto de entrenamiento y validacio´n, asegurando que no se repiten grupos en las
rotaciones. La Figura 9.2(a) presenta los resultados de clasificacio´n para los grupos de
componentes principales conformados para los diferentes niveles de varianza acumulada.
Las barras verticales en la gra´fica reflejan la dispersio´n del error de validacio´n. La Figura
80
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Tabla 9.1: No. de CPs vs. Porcentaje de varianza acumulada, para BD3.
Varianza No. de CPs
acumulada [%]
50 4
55 6
60 8
65 10
70 12
75 16
80 21
85 27
90 34
95 46
9.2(b) presenta un aumento (o detalle) del error de clasificacio´n. La Tabla 9.2 sintetiza los
resultados expuestos en la Figura 9.2.
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(a) Error de clasificacio´n y desviacio´n del error.
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(b) Detalle del error de clasificacio´n.
Figura 9.2: Error de clasificacio´n para los CPs obtenidos a diferentes niveles de varianza
acumulada – BD3.
Con base en los errores de validacio´n expuestos en la Tabla 9.2, se escoge el conjunto
de componentes principales obtenidos para un nivel de varianza acumulada del 65%, sobre
este conjunto de CPs se identifican cuales son las variables dina´micas originales de mayor
importancia informativa en el proceso. Para tal fin de identificacio´n, se presenta en la
Figura 9.3 los pesos de cada una de las variables originales sobre el proceso, para ello y a
partir de la ecuacio´n (6.11), se calcula y grafica,
ρˆ − 1mı´n
j
{ρˆj} (9.1)
Una vez se han identificado las variables que ma´s influyen en el proceso, se ordenan
en forma descendente segu´n su influencia. Posteriormente se aplica la te´cnica PCA so-
bre variables dina´micas, incrementando una a una dichas variables dina´micas originales,
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Tabla 9.2: Error de clasificacio´n y desviacio´n del error para diferentes niveles de varianza
acumulada – BD3.
Varianza Error de Desviacio´n
acumulada [%] validacio´n [%] del error
50 16.49 0.1167
55 17.37 0.1130
60 16.31 0.1186
65 15.72 0.1124
70 17.17 0.1182
75 17.51 0.1188
80 17.56 0.1190
85 17.80 0.1170
90 18.89 0.1236
95 17.27 0.1179
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Figura 9.3: Peso de las variables dina´micas en el proceso, para 10 CPs – BD3.
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Figura 9.4: Error de clasificacio´n al incrementar el nu´mero de variables originales segu´n
su influencia – BD3.
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adema´s, se obtiene el error de clasificacio´n y la desviacio´n del error para cada uno de estos
conjuntos de variables, este resultado es expuesto en la Figura 9.4.
Por otra parte, con el fin de comparar los resultados obtenidos para caracter´ısticas
dina´micas con resultados de caracter´ısticas de tipo esta´tico obtenidos por medio del ana´li-
sis de componentes principales; se emplean cada una de las 39 variables dina´micas de la
base de datos BD3, sobre las cuales se extraen los siguientes 19 para´metros de tipo esta´ti-
co [36]: media, media cuadra´tica, media armo´nica, mediana, moda, desviacio´n esta´ndar,
varianza, valor cuadra´tico medio, coeficiente de desviacio´n, desviacio´n de mediana abso-
luta, valor ma´ximo, valor mı´nimo, valor pico a pico, oblicuidad, kurtosis y los momentos
centralizados de orden 3 a 6. De esta forma, se tiene un conjunto de 741 variables esta´ticas,
por consiguiente, una matriz de datos X de taman˜o (80× 741), con 40 observaciones por
clase.
De igual manera que para el caso dina´mico, para identificar el nu´mero de CPs adecuado
para representar la informacio´n contenida en las variables esta´ticas originales, se utiliza
el criterio basado en fijar un porcentaje de varianza acumulada. La Figura 9.5 y la Tabla
9.3 presentan la relacio´n entre el nu´mero de componentes y el porcentaje de varianza
acumulada previamente establecido.
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Figura 9.5: Seleccio´n del nu´mero de componentes principales para BD3, con variables
esta´ticas
La Figura 9.6(a) muestra los resultados de clasificacio´n para los grupos de componen-
tes principales conformados a diferentes niveles de varianza acumulada. La clasificacio´n
contempla la misma metodolog´ıa empleada con variables dina´micas, validacio´n cruzada
hold out con rotacio´n, con 35 muestras por clase para entrenar, 5 muestras por clase para
validar y 1000 rotaciones. Adema´s, en la Figura 9.6(b) se presenta en detalle la curva de
error de clasificacio´n. La Tabla 9.4 sintetiza los resultados de clasificacio´n.
Finalmente la Figura 9.7(a) compara los errores de clasificacio´n para cada uno de los
porcentajes de varianza acumulada predeterminados, obtenidos en la prueba con variables
dina´micas contra los obtenidos en la prueba con variables esta´ticas. En la Figura 9.7(b)
se compara el menor error de clasificacio´n promedio obtenido por medio de cada una de
los dos metodolog´ıas (dina´mica y esta´tica).
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Tabla 9.3: No. de CPs vs. Porcentaje de varianza acumulada, para BD3 con variables
esta´ticas.
Varianza No. de CPs
acumulada [%]
50 3
55 4
60 5
65 7
70 9
75 11
80 15
85 20
90 27
95 38
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(a) Error de clasificacio´n y desviacio´n del error.
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(b) Detalle del error de clasificacio´n.
Figura 9.6: Error de clasificacio´n para los CPs obtenidos a diferentes niveles de varianza
acumulada – BD3 con variables esta´ticas.
Tabla 9.4: Error de clasificacio´n y desviacio´n del error para diferentes niveles de varianza
acumulada – BD3 con variables esta´ticas.
Varianza Error de Desviacio´n
acumulada [%] validacio´n [%] del error
50 32.80 0.1234
55 22.10 0.1151
60 20.20 0.1208
65 21.60 0.1155
70 20.90 0.1132
75 16.40 0.0866
80 16.70 0.0895
85 17.50 0.1023
90 17.10 0.1032
95 16.50 0.1126
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Figura 9.7: Comparacio´n del error de clasificacio´n para BD3 con variables dina´micas y
esta´ticas.
9.1. Mu´ltiple PCA
Un enfoque diferente del ana´lisis de componentes principales sobre variables dina´micas
para realizar seleccio´n de caracter´ısticas, consiste en aplicar la te´cnica PCA en mu´ltiples
ocasiones, para cada punto de evolucio´n de las variables dina´micas. De esta forma, el
ana´lisis de componentes principales permite identificar las variables que ma´s influencian
el proceso, en cada momento espec´ıfico de evolucio´n. Este enfoque puede resumirse como:
1. Realizar PCA para sobre la matriz de datos Xt construida con todas las variables
dina´micas, pero evaluadas en un u´nico instante de tiempo t. Por tal razo´n para el
caso particular de la base de datos BD3, se efectu´a en 110 veces la te´cnica PCA.
2. En cada ejecucio´n de la te´cnica PCA, se obtiene una matriz diagonal de valores pro-
pios y una matriz de vectores propios. Dichos vectores propios reflejan la influencia
de las variables originales en el proceso. En este sentido, las Figuras 9.8(a) a 9.8(g)
representan los pesos de influencia de las variables originales analizadas sobre cada
uno de los componentes principales extra´ıdos, que para el caso particular son m = 7
(utilizando el criterio de los valores propios mayores que uno). Sea Vt la matriz de
vectores propios para el tiempo t y sea vkt, k = 1, . . . ,m el k-e´simo vector propio
(ordenado de acuerdo a los mayores valores propios). Los pesos de las variables en
cada componente se calculan como,
ρˆk =
T∑
t=1
|λktvkt|
donde el vector de pesos ρˆk es de taman˜o (p× 1).
3. Con el fin de identificar de forma global las variables de ma´s aporte, se calculan
los pesos de las variables sobre el conjunto de los m vectores propios para todos los
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Figura 9.8: Peso de las variables en el proceso, empleando Mu´ltiple PCA
instantes de tiempo,
ρ =
m∑
k=1
ρˆk
donde el vector de pesos ρ es de taman˜o (p× 1).
Los pesos totales de las variables en el proceso se presentan el la Figura 9.9.
4. Sin embargo, esta aproximacio´n no implica que las variables identificadas como de
mayor influencia, tengan mayor poder discriminante, debido a que la informacio´n
que hace diferenciable una clase de otra se encuentra en el cambio dina´mico, el cual
no se refleja cuando se fragmenta el estudio en mu´ltiples aplicaciones de la te´cnica
PCA, es decir, la informacio´n dina´mica se reemplaza por informacio´n esta´tica en
mu´ltiples puntos. La Figura 9.10, verifica lo anterior, para obtener dicha gra´fica, las
variables que ma´s influyen en el proceso se ordenan en forma descendente segu´n su
influencia. Posteriormente, se realiza un proceso de clasificacio´n incrementando una
a una las variables originales con base en su influencia, sobre cada uno de los puntos
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Figura 9.9: Peso total de las variables en el proceso, empleando Mu´ltiple PCA
de tiempo. La moda de la clase para los T instantes de tiempo se asume como la
clase identifica.
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Figura 9.10: Error de clasificacio´n al incrementar el nu´mero de variables originales segu´n
su influencia por te´cnica Mu´ltiple PCA – BD3.
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Cap´ıtulo 10
Discusio´n
10.1. Discusio´n de los resultados para las pruebas so-
bre caracter´ısticas esta´ticas
A partir de los resultados mostrados en las Tablas 8.2 a 8.6 y 8.9 a 8.12, se observa que
realizar el preproceso de los datos, disminuye de forma notoria el error de clasificacio´n en
casi todas las ocasiones.
En general, todas las te´cnicas de extraccio´n de caracter´ısticas tienen un desempen˜o
similar entre ellas, tanto desde el punto de vista de separabilidad, como de reduccio´n.
Sin embargo, el ana´lisis factorial tuvo el ma´s bajo desempen˜o en cuanto a capacidad de
reduccio´n, dificultando au´n ma´s la posibilidad de interpretar sus resultados; la explicacio´n
de 3 o´ ma´s factores es una labor muy compleja, porque se desconocen las relaciones causa-
efecto de las variables y los factores en el experimento.
Como era de esperarse, los resultados de las te´cnicas PCA y PPCA son exactamente
iguales, sin embargo existe una gran ventaja impl´ıcita en la te´cnica PPCA, debido a que
brinda el modelo probabil´ıstico de los datos, lo cual es u´til cuando hay datos perdidos al
interior de las observaciones, situacio´n posiblemente ocasionada por ruido en el proceso
de medicio´n.
Por otra parte, los algoritmos de bu´squeda SFS y SFFS reportan mejores resultados de
clasificacio´n y capacidad de reduccio´n en comparacio´n con el algoritmo SBS. Lo anterior,
es ocasionado al interior de los algoritmos de bu´squeda por errores en la estimacio´n de las
funciones de costo, situacio´n que suele ocurrir cuando la dimensio´n original del espacio
de variables es muy grande con relacio´n al nu´mero de observaciones, o cuando los datos
esta´n altamente correlacionados; estas dos situaciones, son altamente factibles cuando la
bu´squeda inicial se realiza sobre el conjunto completo de caracter´ısticas, como ocurre en el
algoritmo SBS. Por otro lado, cuando el criterio de seleccio´n no logra reducir dimensiones
en el conjunto de variables que se analiza (ma´s au´n sin preproceso de datos), el sistema
de clasificacio´n no converge, porque la estimacio´n de la inversa de la matriz de covarianza
(inherente en el clasificador Bayesiano) no es viable, pues el nu´mero de variables es mayor
que el nu´mero de observaciones por clase en el entrenamiento. De acuerdo a lo anterior,
no es adecuado emplear el algoritmo SBS cuando el nu´mero de observaciones por clase es
menor que el nu´mero de variables. Pasar por alto esta consideracio´n conlleva el riesgo de
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obtener errores en la clasificacio´n, por ejemplo, para los casos de clasificacio´n binaria, un
error usual en validacio´n del 50%, aunque el error de entrenamiento o error aparente de
clasificacio´n haya sido muy pequen˜o.
En cuanto a la funcio´n de costo J1 de las te´cnicas de seleccio´n de caracter´ısticas,
e´sta no es u´til como criterio de reduccio´n de dimensio´n o como medida de separabilidad,
porque no relaciona la informacio´n disponible de cada clase, tan solo, es una medida de la
variabilidad total de los datos (sin considerar la existencia de clases), como se evidencia
en la ecuacio´n (4.9).
En otro sentido, la te´cnica de seleccio´n de caracter´ısticas tipo wrapper es adecuada,
siempre y cuando el tipo de clasificador que se emplee en el sistema completo de reco-
nocimiento automa´tico de patrones, sea del mismo tipo que el clasificador usado como
funcio´n de costo al interior del algoritmo de seleccio´n, porque las variables seleccionadas
son totalmente dependientes del hiperplano de separacio´n construido por el clasificador en
la etapa de seleccio´n.
De forma particular, el criterio J4 de seleccio´n de caracter´ısticas fue el que ma´s re-
duccio´n aplico´ al conjunto de variables, sin embargo sacrifica la precisio´n en la etapa de
clasificacio´n.
Ahora, aunque en los procesos fuera de l´ınea el tiempo de ejecucio´n y co´mputo no es
esencial, es apreciable que las te´cnicas de extraccio´n son en general ma´s ra´pidas que las
te´cnicas de seleccio´n, sin embargo, en las segundas no hay forma de establecer de antemano
el tiempo de co´mputo necesario, so´lo se podr´ıa conocer una estimacio´n para el caso cr´ıtico,
cuando el algoritmo de bu´squeda recorre todo el conjunto inicial de variables y no elimina
ninguna para el caso de SFS y SFFS, o ana´logamente para el algoritmo SBS. Adema´s,
al implementar un algoritmo de seleccio´n tipo wrapper, debe tenerse presente que estos
son mucho ma´s costos computacionalmente que las implementaciones tipo filtro, a causa
del constante entrenamiento y validacio´n que debe realizar el clasificador empleado como
funcio´n de costo.
En cuanto a los resultados obtenidos de forma particular sobre la base de datos BD1
se tiene que:
– Es apreciable que la vocal /a/, exhibe los menores errores de validacio´n en la mayor´ıa
de los experimentos realizados. Precisamente, cuando la reduccio´n se realiza por
medio del algoritmo SFFS, con clasificador Bayesiano como funcio´n de costo, el
error fue tan so´lo del 9.18%.
– El mejor resultado de clasificacio´n obtenido para la vocal /e/ fue 14.42% de error.
Para la vocal /i/ el menor error fue 13.24%, en la vocal /o/ el menor error fue
16.80%, todos logrados cuando se aplico´ reduccio´n de dimensio´n previa con la te´cnica
SFFS-wrapper. En cuanto a la vocal /u/, el menor error de validacio´n fue 20.28%,
obtenido al usar de forma previa la te´cnica SFFS-MANOVA.
– Por otra parte, el grado reduccio´n logrado por cada te´cnica en cada una de las
vocales es similar, es decir, no hay vocales que reflejen fuertemente un mayor nivel
de reduccio´n que otras.
– Al analizar las variables por grupos, segu´n el tipo de te´cnica utilizada para la esti-
macio´n de las caracter´ısticas, se puede ver co´mo, cuando se realiza la etapa de pre-
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proceso, los grupos de variables correspondientes al dominio temporal y al dominio
espectral son eliminados. En particular, es apreciable, que las variables pertenecien-
tes al dominio espectral ten´ıan en su mayor´ıa valores de no convergencia.
– De las pruebas de reduccio´n realizadas se puede ver, que el grupo de variables que
menor error de clasificacio´n reporta es el correspondiente al dominio del modelo
inverso, con un mı´nimo error de 9.26%, obtenido cuando se empleo´ SFFS-Bayes.
Por el contrario, el grupo de variables que mayor error de clasificacio´n expone en
promedio fue el relacionado con el dominio temporal.
– Segu´n los resultados de clasificacio´n obtenidos y al comparar la Tabla 8.2 con la
Tabla 8.13, es mejor realizar la reduccio´n del espacio de caracter´ısticas analizando
todos los grupos de variables de forma conjunta, que analizar cada grupo de forma
independiente y luego unir las variables escogidas de cada grupo; esto con el fin de
evaluar las posibles interacciones entre variables provenientes de diferentes grupos y
obtener una representacio´n del espacio de variables que aporte ma´s para discriminar
adecuadamente las clases. Sin embargo, realizar el ejercicio de ana´lisis de variables
grupo por grupo, es valioso cuando se desea analizar el comportamiento de las cla-
ses, y se tiene conocimiento acerca del significado o sentido f´ısico que ofrecen las
caracter´ısticas.
De la base de datos BD2, en contraste con la base de datos BD1, es posible apreciar
que los mejores resultados de clasificacio´n, son obtenidos luego de aplicar la reduccio´n por
las te´cnicas SFS-J2, SFFS-J2 y SFFS-J3. Sin embargo, el error ofrecido por las te´cnicas
de extraccio´n, por la te´cnica SFS-Bayes y por SFFS-Bayes es tambie´n muy bajo; con la
ventaja adicional que el nu´mero de variables finales es considerablemente menor. Haber
realizado las pruebas de reduccio´n sobre estas dos bases de datos de biosen˜ales, tiene la
particularidad de que una de las dos bases de datos (BD2), posee un elevado nu´mero de
observaciones, lo cual permite, que el ca´lculo de los estimadores estad´ısticos usados al
interior de las pruebas de reduccio´n, sea ma´s fiable. Tal vez por esto, los resultados de
validacio´n de la base de datos BD2 son mejores en comparacio´n con los logrados para
BD1.
10.2. Discusio´n de los resultados para las pruebas so-
bre caracter´ısticas dina´micas
En el caso particular para las pruebas realizadas sobre la base de datos BD3, se infiere a
partir de la Figura 9.2 y la Tabla 9.2, que no es adecuado retener un porcentaje alto de
varianza acumulada, debido a que el nu´mero de observaciones de entrenamiento por clase,
es menor o igual que el nu´mero de componentes principales obtenidas para un porcentaje
de varianza acumulada mayor al 90%. En este sentido, tener ma´s CPs que observaciones
por clase, representa en la etapa de clasificacio´n, el sobre-entrenamiento del sistema, por
tanto, los resultados en validacio´n son mejores en un cierto rango de varianza acumulada,
es decir, establecer un ma´ximo de varianza que no retenga ma´s CPs que observaciones y
un mı´nimo que no descarte informacio´n relevante del proceso.
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La metodolog´ıa desarrollada permite identificar las variables originales de tipo dina´mico
que ma´s influyen el proceso, segu´n como se muestra en la Figura 9.3. Adema´s, la Figura
9.4, ilustra y confirma como emplear un subconjunto de aproximadamente 10 variables
dina´micas de las 39 variables originales (obviamente, las de ma´s peso), es suficiente para
clasificar casi con igual precisio´n que cuando se utilizan todas las caracter´ısticas originales.
Aunque se comprobo´ la utilidad de la metodolog´ıa de ana´lisis de componentes prin-
cipales sobre variables dina´micas, es necesario extender dicha metodolog´ıa al ana´lisis de
caracter´ısticas dina´micas de longitud variable, debido a que en muchas ocasiones cuan-
do se trabaja con grabaciones o mediciones originales (raw data), no es posible asegurar
que todas las mediciones practicadas sobre los individuos sean de igual taman˜o, situacio´n
frecuente en los procesos de reconocimiento de voz.
Adema´s, al analizar la Figura 9.7 que compara los resultados de clasificacio´n al trabajar
sobre variables dina´micas, contra los resultados de clasificacio´n al trabajar sobre variables
esta´ticas, se observa que emplear variables de tipo dina´mico reporta mejores resultados,
esto debido a que la informacio´n contenida en los cambios a trave´s del tiempo es sin duda
importante en la identificacio´n automa´tica de patrones sobre biosen˜ales. Por otra parte,
emplear las variables dina´micas requiere menos esfuerzo computacional que emplear las
de tipo esta´tico, porque para obtener las variables esta´ticas, es necesario hacer ca´lculos
adicionales que permitan parametrizar las variables dina´micas originales.
Finalmente, la propuesta de realizarmu´ltiple PCA (Seccio´n 9.1), tiene un enfoque total-
mente diferente de la te´cnica de ana´lisis dina´mico.Mu´ltiple PCA se plantea para identificar
caracter´ısticas que reportan un alto grado de cambio en cada uno de los puntos de tiempo,
e identificar posibles comportamientos poco usuales, en momentos particulares de tiempo.
Sin embargo, mu´ltiple PCA no considera las relaciones existentes entre diferentes instantes
de tiempo, como s´ı lo hace el ana´lisis PCA sobre variables dina´micas (Seccio´n 6.1.3), lo
cual es la base para identificar los patrones o clases, ya que la informacio´n discriminante
se encuentra en la dina´mica propia de cambio de las observaciones.
Cap´ıtulo 11
Conclusiones
El trabajo realizado prueba una metodolog´ıa de reduccio´n de dimensio´n, estructurada y
desarrollada con clara identificacio´n de los requisitos y restricciones que exige cada una
de las te´cnicas utilizadas. Se implementaron 3 esquemas de bu´squeda heur´ıstica: seleccio´n
secuencial hacia adelante, seleccio´n secuencial hacia atra´s y seleccio´n secuencial progresiva
flotante; cada uno de los esquemas se configuro´ empleando 6 funciones de costo diferen-
tes, correspondientes a medidas univariadas y multivariadas que permiten determinar el
grado separacio´n entre clases. Tambie´n se implementaron 4 te´cnicas de extraccio´n de ca-
racter´ısticas para reduccio´n de dimensio´n, para las cuales se encontro´ que su desempen˜o
es similar en cuanto a niveles de precisio´n de clasificacio´n y reduccio´n. La diferencia entre
estas te´cnicas consiste en la capacidad de interpretar o analizar los componentes resul-
tantes despue´s de la reduccio´n. Las discusiones resultantes ayudan a identificar para cada
esquema propuesto, las condiciones propias de los datos, para un buen desempen˜o de las
te´cnicas de extraccio´n y seleccio´n. Este trabajo muestra que, efectivamente la configura-
cio´n de las te´cnicas empleadas, disminuye el costo computacional en las etapas posteriores
del proceso de identificacio´n de patrones, y a la vez, permiten incrementar el desempen˜o
de clasificacio´n.
En las te´cnicas de seleccio´n de caracter´ısticas se aprecia que la configuracio´n wrapper
y la funcio´n de costo MANOVA tienen mayor capacidad de generalizacio´n con respecto al
tipo de datos, porque su desempen˜o ofrecio´ resultados acertados en la etapa de clasificacio´n,
mientras que para las funciones de costo J2, J3 y J4 el buen desempen˜o depende de las
condiciones particulares de las bases de datos, como la cantidad de observaciones para el
entrenamiento. Adema´s, los resultados experimentales revelaron que la funcio´n de costo
J1, no es u´til como criterio para la seleccio´n de variables.
Las te´cnicas PCA y PPCA ofrecen una manera directa de analizar la influencia de las
variables originales en la construccio´n de los componentes, por el contrario, en el ana´lisis de
factores e ICA es complejo encontrar la relacio´n entre los componentes y las caracter´ısticas,
sin mencionar las dificultades que se presentan cuando se busca algu´n significado f´ısico o
conceptual de las relaciones componentes-caracter´ısticas.
Por otra parte, en este trabajo se desarrollo´ una metodolog´ıa de extraccio´n de carac-
ter´ısticas (reduccio´n de dimensio´n) sobre conjuntos de variables de tipo dina´mico, enfo-
cada al reconocimiento de patrones y desarrollada con base en la te´cnica PCA. Adema´s,
se plantea la forma de realizar la identificacio´n de las variables dina´micas que ma´s aporte
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o influencia tienen en el proceso que se analiza, es decir, la metodolog´ıa planteada no
so´lo realiza la extraccio´n de variables, sino que permite tambie´n realizar un procedimiento
de seleccio´n de caracter´ısticas. En este sentido, se comprueba que emplear tan so´lo las
variables dina´micas identificadas como relevantes es suficiente para alcanzar un nivel ade-
cuado de clasificacio´n, mejorando los resultados que se obtienen cuando las variables se
consideran de tipo esta´tico.
Parte V
Ape´ndices
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Ape´ndice A
Notaciones
Notacio´n Significado
X Matriz de datos, conjunto de observaciones
x Vector de datos
Z Matriz de componentes o variables latentes, datos transformados
K Nu´mero de clases o patrones
p Nu´mero de variables
m Nu´mero de variables o componentes (dimensio´n reducida)
n Nu´mero de observaciones
l Contador de clases
j Contador de variables
k Contador de variables o componentes (dimensio´n reducida)
i Contador de observaciones
kˆ Contador de iteraciones
ξ Conjunto de caracter´ısticas
ξ Variable o caracter´ıstica
Ghˆ Funcio´n de transformacio´n
ξˆ hˆ Conjunto de variables transformadas
k Conjunto de etiquetas de clase
fξˆ
hˆ
Funcio´n de evaluacio´n
J Funcio´n de costo
δ Umbral de significacio´n segu´n alguna me´trica
ζ Subconjunto efectivo de variables
IG Ganancia de informacio´n
F Mapeo de reduccio´n de dimensio´n
H Mapeo de reconstruccio´n
M Me´trica asociada
Σ Matriz de covarianza
S Matriz de covarianza estimada
SB Matriz de covarianza entre clases estimada
SW Matriz de covarianza intra clase estimada
µx Media de x
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x¯ Estimacio´n de la media de x
Ω Conjunto de variables
x> Transpuesta de x
d2 Distancia eucl´ıdea
z Vector de proyecciones
λj j-e´simo valor propio
V Matriz conformada por vectores propios (vectores columna)
U Matriz diagonal de valores propios
I Matriz identidad
D Matriz de distancias
Q Matriz de productos cruzados
Y Matriz de coordenadas principales
f Vector de factores
F Matriz de factores
Λ Matriz de carga
 Vector de perturbaciones
E Matriz de perturbaciones
σ2 Varianza
Np (µ, σ
2) Distribucio´n normal p variada con media µ y varianza σ2
ψ Varianza espec´ıfica
H Matriz de hipo´tesis en ANOVA y MANOVA, o matriz ortogonal en otro caso
E Matriz de error
g (·) Funcio´n
W Matriz de pesos de transformacio´n
C Covarianza en el modelo PPCA
L Funcio´n de verosimilitud logar´ıtmica
ML Ma´xima verosimilitud
O Nu´mero de operaciones o complejidad computacional
p (x) Probabilidad de x
I Informacio´n mutua
H Entrop´ıa diferencial
f (·) Densidad de una variable aleatoria
B Inversa de la matriz de pesos de transformacio´n
ξ (t) Variable dina´mica
Ω Vector de pesos
Λ Relacio´n escalar entre las matrices de error y de hipo´tesis
νH Grados de libertad para la hipo´tesis
νE Grados de libertad para el error
df Grados de libertad en la distribucio´n F
Ape´ndice B
Preproceso de datos y deteccio´n de
datos at´ıpicos - Outliers
Muchas de las te´cnicas de ana´lisis multivariado de datos se basan en modelos parame´tricos
de las variables, por tanto, presentan claras restricciones en cuanto al tipo de distribucio´n a
la que dichas variables deben aproximarse. Por otra parte, es tambie´n importante asegurar
la homogeneidad de la muestra, mediante el estudio de los posibles valores at´ıpicos debidos
a errores de medida u otras causas de heterogeneidad.
Existen diferentes formas de comprobar la homogeneidad de la muestra, la cual refleja
si los datos se separan mucho, o por el contrario se concentran alrededor de la media.
Una forma de detectar dicha homogeneidad es analizar el coeficiente de kurtosis, para ello,
sea X la matriz original de datos de dimensio´n n × p, donde las filas corresponden a las
observaciones y las columnas a las variables, adema´s, se denota xij al elemento gene´rico
de esta matriz, que representa el valor de la variable escalar j sobre la observacio´n i, es
decir:
X = {xij} donde i = 1, . . . , n representa la observacion
j = 1, . . . , p representa la variable
adema´s, la media de la variable escalar xj es,
x¯j =
1
n
n∑
i=1
xij (B.1)
y su respectiva desviacio´n,
sj =
√∑n
i=1 (xij − x¯j)2
n
(B.2)
as´ı el coeficiente de kurtosis es,
Kj =
1
n
∑
(xij − x¯j)4
s4j
(B.3)
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El coeficiente de kurtosis es siempre mayor o igual que uno y mide la relacio´n entre
la variabilidad de las desviaciones y la desviacio´n media. Para distribuciones gaussianas
Kj → 3 (Fig. B.1).
Figura B.1: Distribuciones con kurtosis mayores y menores que 3 comparadas a la gaussiana
Por tal motivo, con el coeficiente de kurtosis es posible determinar que´ variables pre-
sentan heterogeneidad, es decir, aquellos coeficientes alejados de Kj = 3, en particular
y como regla emp´ırica se pueden eliminar por falta de homogeneidad aquellas variables
que tengan un coeficiente de kurtosis menor que 2 (Kj < 2), porque cuando el valor de
kurtosis es bajo, tiende a uno o es menor que 2, es posible que la variable refleje la mezcla
de dos o ma´s poblaciones. Por otra parte, si hay unos pocos datos at´ıpicos muy alejados
del resto, la variabilidad de las desviaciones sera´ grande, y por ende, los coeficientes de
kurtosis arrojaran valores altos, usualmente mayores que 7 u 8 (Kj > 7) [20], en este caso,
no se deben eliminar directamente las variables, sino detectar las observaciones con dicho
comportamiento at´ıpico y eliminar estas observaciones. En general, no debe existir ma´s
de un 10% de datos at´ıpicos por cada variable [19], si esto no se cumple, como criterio
emp´ırico es posible eliminar la variable tratada.
Los datos at´ıpicos (outliers) son las observaciones que parecen tener un comportamien-
to distinto, o haber sido generados de forma diferente al resto de los datos. Cuando existe
ma´s de un dato at´ıpico en la muestra, es posible que se presenten efectos de enmascara-
miento, en el cual observaciones at´ıpicas similares se ocultan entre s´ı. Los datos at´ıpicos
puedes ser detectados bajo dos diferentes perspectivas, bien sea de manera univariada o
multivariada. Una regla para la deteccio´n de valores at´ıpicos de forma univariada esta´ dada
por sen˜alar como datos at´ıpicos aquellos que cumplan la siguiente condicio´n,
|xi −med (x)|
MEDA(x)
> 4,5 (B.4)
donde med (x) es la mediana de las observaciones, que es el valor que se encuentra en la
posicio´n central al ordenar las observaciones y MEDA (x) es la mediana de las desviaciones
absolutas con respecto a la mediana, que es una medida robusta de dispersio´n.
Para la deteccio´n de datos at´ıpicos de forma multivariada se propone en [37] el Algo-
ritmo 8.
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Algoritmo 8 – Deteccio´n multivariada de datos at´ıpicos
1: Buscar p direcciones ortogonales de ma´xima kurtosis.
2: Buscar p direcciones ortogonales de mı´nima kurtosis.
3: Eliminar provisionalmente los datos extremos en estas direcciones.
4: Calcular la media y la matriz de covarianza con los datos no sospechosos.
5: Finalmente identificar los datos at´ıpicos como aquellos que son extremos con la distan-
cia de Mahalanobis (ec. (B.5)) calculada con las estimaciones no contaminadas, sobre
toda la muestra.
di =
[
(xi − x¯)′ S−1 (xi − x¯)
]1/2
(B.5)
Con el fin de buscar simplicidad en el posterior ana´lisis de los datos es deseable tener
distribuciones sime´tricas y relaciones lineales entre variables. Con el objetivo de tener dis-
tribuciones ma´s simples de cada una de las variables, es aconsejable (para datos positivos)
utilizar transformaciones logar´ıtmicas porque [20]:
1. Si se tienen distribuciones que describen el taman˜o de las cosas, e´stas son general-
mente asime´tricas, pero se convierten en aproximadamente sime´tricas al expresar la
variable en logaritmos.
2. Cuando las diferencias relativas entre los valores de la variable son importantes,
al expresar estas variables en logaritmos, dichas diferencias equivales a diferencias
relativas en la escala original.
3. La variabilidad de la variable transformada es independiente de las unidades de
medida.
De otra parte y para simplificar el ana´lisis, tambie´n es posible buscar que las varia-
bles tengan relaciones lineales entre ellas, para lograr este objetivo es usual emplear la
transformacio´n Box-Cox, que consiste en:
y =
xλ − 1
λ
, para λ 6= 0
y = log x, para λ = 0
(B.6)
Es importante resaltar que este tipo de transformacio´n es u´til cuando la relacio´n inicial
existente entre las variables es de tipo y = kxb, de tal forma que, si se transforman ambas
variables (x e y) sus respectivas variables transformadas (x∗ e y∗) tendra´n una relacio´n
lineal.
B.1. Discusio´n y consideraciones del preproceso y de-
teccio´n de datos at´ıpicos
– Debido a que muchas te´cnicas emplean el ana´lisis de los datos a partir de las cova-
rianzas y las correlaciones, y e´stas so´lo miden relaciones lineales entre las variables,
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es recomendable transformar la matriz de datos X en busca de esa linealidad, es
decir, reducir la heterogeneidad de los datos.
– En la identificacio´n de datos at´ıpicos no es recomendable utilizar la distancia eucl´ıdea,
debido a que esta medida no tiene en cuenta la correlacio´n de los datos, por tanto,
es preferible estandarizar los datos previamente de forma multivariante.
– En espacios de ana´lisis de dimensio´n mayor que 2 no se recomienda aplicar la dis-
tancia de Mahalanobis en la identificacio´n de datos at´ıpicos, porque la existencia de
grupos at´ıpicos puede afectar la estimacio´n del centro y direcciones de dispersio´n de
los datos, enmascarando los datos at´ıpicos e incluso, sen˜alando como datos at´ıpicos
aquellos que no lo son.
Ape´ndice C
Algoritmo EM para PPCA
En el acercamiento de esperanza y maximizacio´n (EM) para PPCA, se considera que las
variables latentes {zi} son datos faltantes. Si sus valores fueron conocidos, la estimacio´n
de W es directa a partir de la ecuacio´n (5.40) aplicando te´cnicas esta´ndar de mı´nimos
cuadrados. Sin embargo, para un xi dado, no se conoce el valor de zi que genero´ a xi, pero
s´ı se conoce la distribucio´n conjunta de las variables observadas y las variables latentes
p (x, z), y se puede calcular el esperado de la correspondiente verosimilitud logar´ıtmica de
datos completos. En el paso E del algoritmo EM, la esperanza se calcula con respecto a la
distribucio´n a posteriori de zi dadas las observaciones xi. En el paso M, nuevos valores para
los para´metros W˜ y σ˜2 son determinados los cuales maximizan el esperado de verosimilitud
logar´ıtmica de los datos completos y esto garantiza incrementar la verosimilitud de intere´s,∏
i p (xi), a menos que se este´ en un ma´ximo local [24].
La verosimilitud logar´ıtmica de los datos completos esta´ dada por:
LC =
n∑
i=1
ln {p (xi, zi)} (C.1)
donde, en PPCA, de las ecuaciones (5.41) y (5.42),
p (xi, zi) =
(
2piσ2
)−p/2
exp
{
‖xi −Wzi − µ‖2
2σ2
}
(2pi)−m/2 exp
{
−1
2
z′izi
}
(C.2)
En el paso E, se toma la esperanza con respecto a las distribuciones p (zi|xi,W, σ2):
LC = −
n∑
i=1
{
p
2
ln σ2 +
1
2
tr (〈ziz′i〉) +
1
2σ2
‖xi − µ‖2
− 1
σ2
〈zi〉′W′ (xi − µ) + 1
2σ2
tr (W′W 〈ziz′i〉)
} (C.3)
donde se han omitido los te´rminos independientes de los para´metros del modelo y
〈zi〉 =M−1W′ (xi − µ) (C.4)
〈ziz′i〉 = σ2M−1 + 〈zi〉 〈zi〉′ (C.5)
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con M = (σ2I+W′W). Debe notarse que estas estad´ısticas son calculadas usando los
valores actuales de los para´metros, y que (C.4) es simplemente la media a posteriori de
la ecuacio´n (5.45). La ecuacio´n (C.5) se comporta en la misma forma que la anterior en
unio´n con la covarianza a posterior de la ecuacio´n (5.46).
En el paso M, se maximiza 〈LC〉 con respecto a W y σ2 a trave´s de la diferenciacio´n
de la ecuacio´n (C.3) e igualando a cero. Esto produce,
W˜ =
[∑
i
(xi − µ) 〈z′i〉
][∑
i
〈ziz′i〉
]−1
(C.6)
σ˜2 =
1
np
n∑
i=1
{
‖xi − µ‖2 − 2 〈z′i〉W˜′ (xi − µ) + tr
(
〈ziz′i〉W˜′W˜
)}
(C.7)
Para maximizar la verosimilitud, se calculan (paso E) las estad´ısticas suficientes de
las distribuciones a posteriori (C.4) y (C.5), seguido por la maximizacio´n (paso M) de las
ecuaciones (C.6) y (C.7). Estas cuatro ecuaciones son iteradas en secuencia hasta que se
juzgue que el algoritmo ha convergido.
Es posible comprender mejor las ecuaciones (C.6) y (C.7) substituyendo por 〈zi〉 y
〈ziz′i〉 a partir de las ecuaciones (C.4) y (C.5). Teniendo cuidado de no confundir los
para´metros nuevos con los viejos, y luego de alguna manipulacio´n extra conducen a com-
binar los pasos E y M y reescribirlos como,
W˜ = SW
(
σ2I+M−1W′SW
)−1
(C.8)
σ˜2 =
1
p
tr
(
S− SWM−1W˜′
)
(C.9)
donde S esta´ dada por,
S =
1
n
n∑
i=1
(xi − µ) (xi − µ)′ (C.10)
Debe notarse que la primera instancia de W en la ecuacio´n (C.9) es el valor viejo de
los pesos, mientras que la segunda instancia W˜ es el valor nuevo calculado de la ecuacio´n
(C.8). Las ecuaciones (C.8), (C.9) y (C.10) indican que los datos entran a la formulacio´n
EM so´lo a trave´s de su matriz de covarianza.
Ape´ndice D
Preproceso para ICA
Implementar ICA significa usualmente seleccionar una funcio´n de costo para ICA y co´mo
optimizarla.
Algunos algoritmos para ICA requieren esferizacio´n o blanqueamiento de los datos x,
e inclusive aquellos algoritmos que no necesitan este preproceso, suelen converger mejor
cuando dicho proceso se ejecuta. Es necesario recordar que los datos se asumen de me-
dia cero. La esferizacio´n significa que la variable x de la ecuacio´n (5.55) es linealmente
transformada a una variable v [28],
v = Qx (D.1)
tal que la matriz de covarianza de v sea unitaria: E {vv′} = I. Esta transformacio´n es
siempre posible. Es ma´s, este proceso puede ser realizado por medio de PCA tradicional.
En adicio´n a la esferizacio´n, PCA puede permitir determinar el nu´mero de componentes
independientes (si p > m): si el nivel de ruido es bajo, la energ´ıa de x esta´ esencialmente
concentrada sobre el subespacio formado por los primeros m componentes principales,
donde m es el nu´mero de componentes independientes del modelo (5.55).
Despue´s de la esferizacio´n, se tiene de (5.55) y (D.1),
v = Q˜z (D.2)
donde Q˜ = QW es una matriz ortogonal, porque
E {vv′} = Q˜E {zz′} Q˜′ = Q˜Q˜′ = I
Debido a que se asume que los componentes independientes zk tienen varianza uno, el
problema se puede reducir a encontrar una matriz arbitraria W en el modelo (5.55) a un
problema ma´s simple de hallar una matriz ortogonal Q˜. Una vez Q˜ ha sido hallada, se
emplea la ecuacio´n (D.1) para determinar los componentes independientes a partir de v
por medio de,
zˆ = Q˜′v (D.3)
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