A spread of strongly regular graphs is a partition of the vertex set by Delsarte cliques. We consider imprimitive association schemes of class four which are two-fold covers of strongly regular graphs with spreads. It will be shown that a two-fold cover of a strongly regular graph with a spread provides a five class fission scheme of the imprimitive scheme of class four.
Introduction
A spread of a strongly regular graph is a set of disjoint cliques attaining the Delsarte bound. This concept arises from a partial geometry. A spread in a partial geometry is a set of disjoint lines which cover all the points. The collinearity graph is a strongly regular graph and the spread corresponds to a set of disjoint cliques meeting the Delsarte bound.
A strongly regular graph is a symmetric association scheme of class two. If a strongly regular graph has a spread, then the set of edges is decompose into two sets depending on the edges being in a Delsarte clique in the spread or not. In [4] , Brouwer showed that the strongly regular graphs obtained from partial geometries with spreads yield distance regular graphs with diameter 3. In [5, Proposition 4.1], Haemers and Tonchev showed the same statement for strongly regular graphs with a spread and conversely the three class association scheme with the same eigenmatrix has a fusion strongly regular graph with a spread.
In this paper we consider a two-fold cover of strongly regular graphs with spreads. Here by a two-fold cover of an association scheme we mean the imprimitive association schemes with a non-identity binary relation R of valency one whose quotient by the equivalence relation the union of the identity relation and R coincides with the given association scheme. We deal with the 4-class case and consider the subsets whose quotient corresponds to Delsarte cliques in the strongly regular graph obtained by its quotient. The main theorem is that for 4-class case, if the vertex set is decomposed into subsets whose quotient is a spread, then the scheme has a fission 5-class association scheme.
Finally we give examples obtained by the extended codes of dual of narrow-sense BCH codes of designed distance 5. The code is a linear code with the all ones vector and with only 4 weights and it is also an orthogonal array with strength at least 5. The code has a structure of a Q-polynomial association scheme by a recent theorem of Bannai-Bannai in [1] applying to the binary Hamming schemes and its linear code having the all ones vector and strength t as an orthogonal array and the degree s satisfying t ≥ 2s − 3. The code can be decomposed into subsets whose quotient is a spread of the strongly regular graph. The main theorem implies that it yields a 5-class association scheme. After the embedding of the vertex set by a suitable primitive idempotent, the partition corresponding to a spread is a union of disjoint cross polytopes and their antipodal ones. Such a spherical code is essentially same as mutually unbiased weighing matrices [6, 3] .
Preliminaries

Association schemes
We first review the theory of association schemes. The reader is referred to [2] for more information. Let X be a finite set of size n and Ri a nonempty binary relation on X for i = 0, 1, . . . , d. The pair X = (X, {Ri} 
(iv) For any i, j, k ∈ {0, 1, . . . , d} there exists an integer p k i,j such that for any x, y ∈ X with (x, y) ∈ R k ,
The association schemes is usually called symmetric.
For each binary relation Ri, we define Ai as a (0, 1)-matrix indexed by X with (x, y)-entry 1 if and only if (x, y) ∈ Ri. The condition for association schemes is characterized by the adjacency matrices. The pair X = (X, {Ri} By the condition (iv), the adjacency matrices generate the algebra. This is called the Bose-Mesner algebra or the adjacency algebra, denoted by A. Since A is generated by symmetric matrices, A is commutative. Thus there exists a basis consisting of primitive idempotens E0 = 1 |X| J, E1, . . . , E d . We then have change-of-bases matrices P, Q, called first and second eigenmatrices respectively, as follows:
QjiAj .
The values ki := P0,i and mi := Q0,i are called the valency of Ai or Ri and the multiplicity of Ei respectively. In this paper we focus on the association schemes satisfying following theorem. (i) A graph (X, Ri) is not connected for some i ∈ {1, . . . , d}.
(ii) i∈I Ai = p j∈J Ej = Iq ⊗ Jp for some integer p, q ≥ 2 and I ⊂ {0, 1, . . . , d} and J ⊂ {0, 1, . . . , d} An association scheme is said to be imprimitve if one of the conditions in Theorem 2.1 holds.
For an imprimitive association scheme with a set I appearing in Theorem 2.1, we define a quotient scheme with respect to I. The set I is an equivalence relation on {0, 1, . . . , d} by j ∼ k if and only if p 
and the matrices Aj (0 ≤ j ≤ t) define an association scheme X. The association scheme X is called the quotient association scheme of X with respect to I or equivalently ∪i∈I Ri. The binary relation whose adjacency matrix is Ai is denoted by Ri.
If I = {0, i} for some i and the valency of Ri is one, then we say the association scheme X is a two-fold cover of X.
A two-fold cover of strongly regular graphs
In this section, we consider imprimitive association schemes of class 4, which is a two-fold cover of a strongly regular graph. We will see the relation between their second eigenmatrices.
Let X = (X, {Ri} 4 i=0 ) be an imprimitive association scheme such that there is a binary relation Rj (1 ≤ j ≤ 4) satisfying the valency of Rj is one and R0 ∪ Rj is an equivalence relation on the set of indices. Let us rearrange the indices so that R4 is the binary relation above and the equivalent classes on the indices are I0 = {0, 4}, I1 = {1, 3}, I2 = {2}.
Since the association scheme (X, {Ri} 4 i=0 ) is imprimitive, there exists a quotient association scheme with respect to the equivalence relation R0 ∪ R4. Let X = (X, {Ri} 2 i=0 ) be the quotient association scheme. We denote adjacency matrices and primitive idempotents by Ai and Ei (0 ≤ i ≤ 2) respectively. Renumber the indices on adjacency matrices of the quotient scheme as follows:
Then A0 + A4, A1 + A3, A2 generate a subalgebra of the Bose-Mesner algebra of X. Letting E0, E1, E2 be the primitive idempotents of X, we rearrange the ordering the primitive idempotents of X as follows:
From the binary relation R4, we have the following natural bijection on X.
Lemma 2.2. There exists a bijection φ : X → X such that if (x, y) ∈ Ri (x, φ(y)) ∈ R4−i for any i ∈ {0, 1, . . . , 4} and any x ∈ X.
We extend this map φ to R X = R 2n or the matrix algebra of size 2n over R, denoted by also φ, as the multiplication of In ⊗ (J2 − I2) from the left.
Let Q (Q resp.) be the second eigenmatrix of X (X resp.). Set Q as
with r > s. We have then the following theorem which provides a relation between second eigenmatrices of X and X.
Theorem 2.3. The second eigenmatrix Q of X is given as follows:
where m3, m4, α3, α4 satisfy the equations m3+m4 = n, m3α3+m4α4 = 0, kα3α4 = −1 and k is the valency of R1.
Proof. From the block form of Ei for i = 0, 1, 2 we have
which implies first three columns of Q with the ordering of adjacency matrices A0, A1, . . . , A4 are determined as desired. By the formula of Ei (i = 0, 1, 2), we have
Thus the eigenspaces E3, E4 satisfy
Let (x, −x) T be an eigenvector of Ai with eigenvalue a. Applying φ to the equation
T . By the equations Qij /mj = Pji/ki [2, Theorem 3.5] we may set the third and fourth columns of Q as in the theorem. We now check that these parameters m3, m4, α3, α4 satisfy the equations in theorem.
Compare (1, 1)-, (2, 1)-entries of the equation QP = 2nI, we have m3 + m4 = n and m3α3 + m4α4 = 0.
Let ∆ k and ∆m be the diagonal matrices whose i-th entry is ki and mi respectively. Then Q T ∆ k Q = |X|∆m holds. Comparing (4, 5)-entry of its equation yields kα3α4 = −1. This completes the proof.
Complete bipartite subsets and their decomposition
Let Y be a nonempty subset of X and let χ be the characteristic vector of Y . For a subset I of {0, 1, . . . , 4} containing 0, we say that Y is a I-clique if
We will consider {0, 2, 4}-cliques of the association schemes X = (X, {Ri} 4 i=0 ) and decompositions of the vertex set X by such cliques.
First we see the upper bound of {0, 2, 4}-cliques in the next lemma. The proof is due to the Hoffman-Delsarte clique bound. From the quotient map from X to X, we have the following equalities for any x ∈ X and its quotient image x ∈ X:
Since R2 gives a matching on Y , Y = φ(Y ) holds. Thus, for any x ∈ X, we have
Since Y is a Delsarte clique, it is a complete regular code in the strongly regular graph, which is same as the quotient scheme X, namely it holds that, for any x ∈ X \ Y and i ∈ {1, 2}, |Ri(x) ∩ Y | is independent of the choice of x. This properties of (1), (2) and (3) imply that for any x ∈ X \ Y and i = 1, 2, 3, |Ri(x) ∩ Y | is independent of the choice of x.
Next we consider the situation that the vertex set X is decomposed into disjoint maximal {0, 2, 4}-cliques. Let Y1, . . . , Y f be {0, 2, 4}-cliques attaining the bound in Lemma 3.1 such that
Yi and Yi ∩ Yj = ∅ for any distinct i, j. According to the partition {Y1, . . . , Y f } of X, we define the following refinementRi (0 ≤ i ≤ 5) of the binary relations:
We denote byÃi the adjacency matrices corresponding toRi for i = 0, 1, . . . , 5. The following is the main theorem, which provides that the refinement defines a fission association scheme of X. Proof. LetÃ be the vector space span(Ã0,Ã1, . . . ,Ã5) over R. In order to show thatÃ is closed under the matrix multiplication, it is enough to check thatÃ2Ãi andÃ5Ãi are inÃ for i = 1, . . . , 5.
First it is obvious thatÃ2Ã4 =Ã2 becauseÃ2 corresponds to a partition of {0, 2, 4}-cliques.
By Lemma 3.1 it holds that (Ã0 +Ã2 +Ã4)Ãi ∈ span(Ã0,Ã2,Ã4) for i = 1, 3, 5. Since the products of any of two in {Ã1,Ã3,Ã4} are inÃ, we haveÃ2Ãi ∈ span(Ã0,Ã2,Ã4) for i = 1, 3, 5. The matrixÃ2 has the block form (J l ⊗ I f ) ⊗ J2, from which we routinely obtain thatÃ 2 2 is a linear combination ofÃ0,Ã2,Ã4. Thus we have showñ
And it follows from that J = 5 i=0Ã i and (4) thatÃ5Ãi is inÃ for i = 0, 1, . . . , 5. This completes the proof.
Let us denote the second eigenmatrix ofX byQ. Then the second eigenmatrixQ is determined by Q. Theorem 3.3. The second eigenmatrixQ ofX has the following form:
Proof. We setẼi bỹ
It is clear that the sum of allẼi equals to the identity matrix. We will show that
(ii)ẼiẼ5 = δi,5Ẽ5 for 0 ≤ i ≤ 5.
If the above conditions hold, thenẼiẼ2 = δi,2Ẽ2 for 0 ≤ i ≤ 5 and thus the set {Ẽ0,Ẽ1, . . . ,Ẽ5} forms the basis of primitive idempotents of the schemeX and we have the desired second eigenmatrix with ordering of E0,Ẽ1, . . . ,Ẽ5. We now show that (i) and (ii) hold. The matrixẼ5 belongs to the subalgebra generated by A ⊗ J2 where A is an element of the Bose-Mesner algebra of X. By Similarly we haveẼiẼ5 = 0 for i = 0, 1. And it is obvious that E 2 5 =Ẽ5. The image ofẼ5 is in {(x, x) | x ∈ R n }, while the images ofẼ3, E4 are in {(x, −x) | x ∈ R n }. Thus the images ofẼ5 andẼi (i = 3, 4) are orthogonal, which implies thatẼiẼ5 = 0 for i = 3, 4. This proves (ii). 
Using the formulaQij /mi =Pji/kj [2, Theorem 3.5], we obtain the first eigenmatrixP of the scheme ofX: (ii) The association schemeX is imprimitive with respect to the equivalence relationR0 ∪R4. Its quotient scheme coincides with the association scheme appeared in [5, Proposition 4.1] whose spread is the quotient of the maximal {0, 2, 4}-clique decomposition supposed to exist.
Examples and mutually unbiased weighing matrices
We give an obvious upper bound on the size of {0, 2, 4}-clique in terms of the multiplicities. Moreover when equality holds, we connect the scheme of class five with mutually unbiased weighing matrices. Proof. The second eigenmatrix shows that the embedding of the vertex set into eigenspaces corresponding toẼ3 orẼ4 is an antipodal spherical code with degree 4. We denote this embedding by φ. In this embedding each {0, 2, 4}-clique is a set of vectors such that their usual inner products are ±1, 0. This means that it is a subset of a union of an orthonormal basis and its antipodal one, thus the size of a {0, 2, 4}-clique is at most 2mi (i = 3, 4). Therefore we have the desired bound. Assume that equality holds for i = 3 or 4. The spherical code φ(X) obtained byẼi is an antipodal set with the angle set {0, −1, ±αi}. Each {0, 2, 4}-clique represents a union of an orthogonal basis and its antipodal one and a partition of the vertex set X by {0, 2, 4}-cliques corresponds to a cross polytope decomposition. By [8, Proposition 3.5] we obtain mutually unbiased weighing matrices of size −m/(2s) and weight 1/αi.
Finally we give an infinitely many examples fitting into Theorem 4.1. ⊥ has a minimum distance at least 5, C is an orthogonal array of strength at least 5. Moreover C is a linear code containing all ones vector.
The binary Hamming scheme of length 2 m and the code C have the property that there is a bijection mapping a codeword of weight j to a codeword of weight 2 m − j and the code C is closed under the bijection. By replacing the sphere to the binary Hamming scheme and the antipodal spherical design to the orthogonal array which is closed under the bijection above with strength t and degree s satisfying t ≥ 2s − 3, we can apply [1, Theorems 1.1, 1.2] to this case. Then we obtain the scheme of class 4 from the code C with the second eigenmatrix Q as follows:
