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Abstract
In light of widespread digitization endeavors and ever-growing textual data genera-
tion, developing efficient academic Natural Language Processing (NLP) infrastructures,
which can deal with large amounts of data, is of particular importance. Novel compu-
tation technologies allow tools that support big data and heavy computation while per-
forming timely and cost-effective data processing. This development has led researchers
to demand that knowledge be extracted from ever-increasing textual data before it is
outdated.
Cluster computation is a modern technology for handling big data efficiently. It
provides distribution of computing and data over a number of machines in a cluster,
as well as efficient use of resources, which are key requirements to process big data
in a timely manner. It also assures applications’ high availability and fault tolerance,
which are fundamental concerns when dealing with vast amounts of data. In addition, it
provides load balancing of data during the execution of tasks, which results in optimal
use of resources and enhances efficiency. Data-oriented parallelization is an effective
solution to enable the currently available academic NLP infrastructures to process
big data. This approach offers a solution to parallelize the NLP tools which comprise
identical non-complicated tasks without the expense of changing NLP algorithms.
This thesis presents the adaption of cluster computation technology to academic
NLP infrastructures to address the notable features that are essential to process vast
quantities of text materials efficiently, in terms of both resources and time. Apache
Spark on top of Apache Hadoop and its ecosystem have been utilized to develop a set
of NLP tools that provide a distributed environment to execute the NLP tasks. Many
experiments were conducted to assess the functionality of the designated strategy.
i
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This thesis shows that using cluster computation technology and data-oriented par-
allelization enables academic NLP infrastructures to execute large amounts of textual
data in a timely manner while improving the performance of the NLP tools. Moreover,
these experiments provide information that brings a more realistic and transparent es-
timation of workflows’ costs (required hardware resources) and execution time, along
with the fastest, optimum, or feasible resource configuration for each individual work-
flow. This knowledge can be employed by users to trade-off between run-time, size of
data, and hardware, and it enables them to design a strategy for data storage, duration
of data retention, and delivery time. This has the potential to enhance researchers’
satisfaction when using academic NLP infrastructures.
The thesis also shows that a cluster computation approach provides the capacity
to adapt NLP services with JIT delivery systems. The proposed strategy assures the
reliability and predictability of the services, which are the main characteristics of the
services in JIT delivery systems. Defining the relevant parameters, recording the be-
havior of the services, and analyzing the generated data resulted in the provision of
knowledge that can be utilized to create a service catalog—a fundamental requirement
for the services in JIT delivery systems—for each service offered. This knowledge also
helps to generate the performance profiles for each item mentioned in the service cat-
alog and to update them continuously to cover new experiments and improve service
quality.
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Chapter 1
Introduction
Digitization is defined1 as the process of converting something to digital form , or more
precisely, the process or action of digitizing; that is, the conversion of analog data (such
as images, video, and text) into their digital form [16]. In the era of digitization, which is
described as the era of increasing use of digital technologies to connect people, systems,
products, and services [51], the volume of data produced is growing at an astonishing
rate.
Since 2007, the International Data Corporation (IDC) has been measuring the dig-
ital universe, or the amounts of digital information created and replicated every year.
Based on their report published in 2010, the digital universe had grown to nearly 800,000
petabytes by 2009. In this report, this volume of data was compared to a stack of DVDs
reaching from the earth to the moon and back [36]. In addition, it was predicted that
the digital universe would grow to 1.2 zettabytes by 2010 and would grow explosively
to 40 zettabytes by 2020 (Figure 1.1). They predicted that the stack of DVDs would
reach halfway to Mars [37].
In the latest IDC report (published in 2019) on the ever-growing data-sphere (i.e.,
the world’s collective data), the staggering growth in the collective sum of the world’s
data was indicated. In 2018, the data had grown to 33 zettabytes and was predicted
to reach 175 zettabytes by 2025, which shows a compounded annual growth rate of




Figure 1.1: Global Growth Trend of Data Volume, 2006–2020 [45]
has become a significant asset that provides considerable benefits but also poses notable
challenges.
Contemplating the growth of the digital universe, it is vital to think about our capac-
ity to analyze large amounts of structured, semi-structured, or unstructured data and
to deal with the considerable knowledge that can be extracted from it. This tremendous
volume of data cannot be simply processed and analyzed. Thus, efficient and effective
techniques and algorithms are required to discover and identify meaningful information
and patterns.
Big data and its related techniques for identifying the patterns and relationships
that exist within large amounts of data, like data mining, has gained significant atten-
tion in the era of digitization. This knowledge can improve our understanding of data
and thus helps us to make efficient and well-informed decisions. But the concept of big
data is no longer new. Nowadays, it is a common strategy to use big data and related
analytic approaches as a way to gain more information and benefits.
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The significance of big data does not revolve around how much data exists, but
rather how the collected data is being utilized; the more efficiently the data is used,
the more potential achievements and benefits are gained. Along with the important
questions of what to collect, where to store the data, how to distribute it, and how
to handle privacy and ethics issues, it is essential to determine how to extract large
quantities of knowledge in a timely and cost-efficient manner.
While the widely known four V s of big data (volume, variety, velocity, and verac-
ity)[120] had an early emphasis on data volume, now velocity and variety are the key
features for fast data processing applications, which are applications for analyzing big
data in near-real or real-time. In offline and batch mode processing approaches, data is
captured, stored, and processed periodically with batch jobs. However, many modern
computational infrastructures, execution engines, file systems, and data management
systems follow a distributed and parallel processing approach (e.g., Apache Hadoop
and its ecosystems MapReduce, Apache Spark, Hive, HBase, and HDFS). These mod-
ern, fast data processing technologies reduce the time between the arrival of the data
and the extraction of the knowledge by utilizing techniques that perform timely and
cost-effective data processing.
It is worth mentioning that the tools and applications implemented to process and
analyze vast amounts of data should be designed as Reactive applications to meet the
expectations of users. Reactive applications comply with three principles, which require
that they are Responsive, Scalable, and Resilient. Responsive applications have quick re-
actions to any kind of failure in order to provide a consistently positive user experience.
Scalability refers to the ability to upgrade and scale up and down based on demand to
ensure the responsiveness of the application under various load conditions. Application
resiliency relies on the ability of an application to recover from certain types of failure
and still remain functional by providing the best possible service. Responsiveness is
impossible to achieve without both scalability and resilience [113].
As with all types of data, in the era of digitization, vast quantities of digital text
are created; from converting handwritten or typewritten text into digital form to text
data generated by online news sites, websites, and social media. Textual data, which are
increasing dramatically, contain a wide range of information in different area, such as
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books and scientific articles, a share of human interaction, communication, and culture,
as well as instructions, and rules. The information encoded in textual data is a rich
source for researchers and scientists in various fields, such as political science, economy,
industry, healthcare, and sociology, to name but a few.
As an example, texts from financial news, social media, and company filings are
used in finance studies for activities such as inflation prediction, unemployment vari-
ation forecasting, and asset price movements’ prediction. In industrial organization
and marketing, advertisements, and product reviews, text data are utilized to ana-
lyze customer behavior and study the drivers of consumer decision making. In political
research, information such as political agendas, debate topics, dynamic trends in politi-
cians’ speeches, and parties’ conflict and cooperation can be extracted from the related
text data [41].
In another example, in healthcare, clinical documents and medical reports are uti-
lized to create IT-based health systems. By providing useful medical knowledge, these
systems help medical researchers and healthcare providers to decrease variability in de-
cision making. Moreover, this information can be used in predictive systems to develop
reliable predictions that help doctors make informed decisions and improve prognosis,
diagnosis, and patient treatment [102].
As yet another example, the increased text data existing in social networks such
as Twitter, Facebook, and LinkedIn have gained significant consideration in recent
years. This data comprises knowledge about human interactions and people’s daily lives,
opinions, collaborations, and so on, which is of interest to many branches of study such
as sociology, business, psychology, entertainment, politics, and other cultural aspects of
society. Given the size and dynamic nature of social data, it requires reliable techniques
to represent, analyze, and fetch actionable patterns, and to gain a better comprehension
of the viewpoint of different people regarding a certain subject [58], [119].
Unstructured text is easily processed and perceived by humans, but in order to un-
derstand tremendous volumes of it, as an invaluable source of information and knowl-
edge, efficient, effective, and reliable techniques and approaches are required. This is
also promoted by the ability of modern hardware and processing technologies to carry
out the intensive computations in an affordable way and reasonable time. Therefore,
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utilizing the novel technologies to understand and analyze large amounts of textual
data is of importance for the researchers in the fields of linguistic and text processing.
1.1 Research Motivation
Using linguistic applications (i.e., tools for preprocessing, annotation, and evaluation
of textual data) is the basis of a variety of applications in scientific and commercial
contexts. These applications tend to analyze and rely on the massive amount of in-
formation that can be extracted from increasing text data as input. Academic text
processing infrastructures are models that provide digital language resources, tools,
and services in an online environment to be accessed and efficiently used by researchers
from different fields.
Modern annotation tools and pipelines with the ability for automatic text anno-
tation and processing have become indispensable for many linguistic and NLP-driven
applications. In the context of large academic text processing infrastructures (e.g.,
CLARIN2 or DARIAH3) or cross-domain projects like the European Open Science
Cloud (EOSC4), a key goals is to facilitate the use of services that are seen as funda-
mental and vital building blocks of a modern scientific landscape. However, in many
cases the current state of the infrastructure (participating endpoints or the integrated
tools and services) does not allow for the processing of large volumes of text material
or the execution of many user tasks in parallel.
The utilization of new computation technologies is able to offer a promising ap-
proach to distribute data and computation over a cluster of machines and to enhance
current academic text processing infrastructure. This motivated us to conduct this re-
search and investigate solutions that could provide a distributed environment to address







There are several insufficiencies in many academic text-oriented infrastructures. As a
result, most of the available web-based linguistic applications are barely able to process
large amounts of data efficiently. Some of the insufficiencies of these infrastructures are
briefly explained in the following:
• Inability to balance the rate of data generation and data processing:
Given the ever-growing rate of text data generation in different media, such as
digital libraries, news sites, and social media, along with the need to gather and
analyze these data, not having fast enough processing tools leads to overstored
data, which in turn requires further storage for the raw data and costly efforts to
organize the space.
• Delays in providing the extracted knowledge:
In many use cases, the information that is extracted from large amounts of data
is of higher quality. As an example, in data mining applications and learning
systems, more data provides more accurate results. On the other hand, the pro-
cessing time to gain the information has a notable impact on its usage. Processing
data and providing results in a reasonable time can be considered a determining
factor when users select a tool. It is indispensable to extract the knowledge from
this data before it is out of date; particularly, when the volume of data is large
and the process is costly.
• Lack of reliable information related to the technical costs of services:
Generally speaking, processing text materials on the scale of big data requires
more resources and takes more time. Supposing that the tools are able to pro-
cess a vast quantity of data, the cost of execution—ranging from the hardware
resources used to the financial costs—can be one of the deciding criteria for users
when choosing a tool and defining the processing workflows. Providing this in-
formation helps users to have a more realistic and transparent estimation of a
workflows’ costs, which enhances users’ acceptance of services.
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• Lack of information about results’ delivery time:
Providing information about the time required to process a workflow, even an
approximate execution time, is barely addressed in many academic text-oriented
infrastructures. This knowledge helps users have a clear strategy for data storage,
the duration of data retention, and delivery times. These features have the po-
tential to enhance users’ satisfaction and provide added value for the tool. This
also applies to time-sensitive and fast data delivery applications.
1.3 Research Questions
The astonishing rate of text data generation and the meaningful, qualified, and usable
information that can be extracted from larger quantity of data, propel researchers to
use this data in their research. Processing and analyzing vast amounts of text data
is known to be a major challenge in light of the aforementioned insufficiencies in text
processing infrastructures.
Based on the problem statement in Section 1.2, the following research questions will
be investigated:
– Given the importance of using large quantities of text data in NLP
workflows, how can the performance of NLP tools be improved?
In this thesis, we investigate whether using cluster computation techniques can
improve the performance of NLP tools. Execution time, required hardware re-
sources, speedup and efficiency, scalability, and high availability are the per-
formance factors considered in the experiments when executing different NLP
pipelines to process various amounts of text data from multiple sources.
– How can researchers’ satisfaction be enhanced during the processing of
vast amounts of data using academic text processing infrastructures?
Processing large text data is time and resource consuming and mostly users have
little comprehension about waiting times and the resources required. This lack of
information may result in users ceasing to use large text data or requesting an
unrealistic quantity of resources. We investigate whether or not we can provide
information—such as the optimal configuration of the tools, estimated execution
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time, and the technical cost of services—to increase users’ satisfaction when NLP
pipelines are conducted on large amounts of data.
1.4 Scope of Research
The aim of this research is to investigate how cluster computation technology can
eliminate or reduce the aforementioned drawbacks. Therefore, to test the hypothesis,
only one set of tools (which will be explained in Section 3.10) has been chosen and
implemented using cluster computation approach. Since, in this study, we intend to
show the effects of using a distribution approach in a clustered environment, an existing
toolbox has been selected as the baseline (which will be described in Section 3.8) and
the tools that are implemented using the cluster computation approach have similar
algorithms as the baseline. Therefore, other NLP tools, algorithms, and approaches
are beyond the scope of this research. Furthermore, in this study, because the focus
is on academic text processing infrastructures, other NLP platforms like industrial or
domain-oriented text processing tools are beyond the scope of this research.
There are several execution engines that provide a distributed environment to pro-
cess the tasks in parallel (such as Apache Flink). In this study, we consider Apache
Spark because of its particular features, such as its In Memory Data Base and the
Lineage approach (which will be discussed in Section 2.2.5).
In addition, we performed the experiments using documents in German and English.
Other languages could be employed in future studies. Furthermore, in order to measure
the outputs’ delivery times, we considered a few related tool parameters (which will
be described in Section 3.5). Other factors such as format conversion and network
transmission—which obviously affects the execution time—could be assessed in future
studies.
1.5 Contributions and Published Works
To overcome the aforementioned problems and answer the research questions, we ana-
lyzed existing tools and came up with a set of NLP tools that enable academic text pro-
cessing tools to provide the results of researchers’ requests with higher performance and
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in a timely manner. Novel contributions of this thesis are that it utilizes state-of-the-art
computation technologies to improve the performance of existing NLP when processing
of large amounts of textual data, as well as offering more detailed information—such
as optimum resource configuration, cost of services, and estimated delivery times—to
bring a more transparent vision to researchers while utilizing academic NLP tools.
The following papers have already been published as a result of this research:
• Capabilities and Costs of Running NLP Pipelines on Big Data Resources in
Service-Oriented Architectures [91].
• Using Apache Spark on Hadoop Clusters as Backend for WebLicht Processing
Pipelines [94].
• Just-In-Time Delivery for NLP Services in a Web-Service-Based IT Infrastructure
[92].
• Performance Catalogs for Just-In-Time Delivery of Web-Based NLP Services [93].
In addition, the implemented tools have already been integrated into CLARIN’s
WebLicht5 [94].
1.6 Organization of the thesis
The remainder of this thesis is organized as follows:
• Chapter 2 provides a detailed study of cluster computation and highlights the
strengths of Apache Hadoop and its ecosystem to enhance academic text pro-
cessing tools and enable them to process large amounts of text materials. NLP
and its challenges and abilities, and also adapting NLP services to Just-In-Time
Delivery are explained in this chapter. In addition, literature review and related
works are described in this chapter.
• Chapter 3 presents the main contributions and implementations of this thesis,
comprising the technical strategy, utilized hardware, datasets, and tools. The ex-
periments and evaluation approach are also explained in this chapter.
5https://weblicht.sfs.uni-tuebingen.de/
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• Chapter 4 states the principal outcomes of utilizing the cluster computation ap-
proach of this thesis, the Apache Hadoop framework, and Apache Spark execution
engine in research text processing tools.
• Chapter 5 summarizes the key findings of this thesis and discusses their implica-
tions. It also provides suggestions for the direction of future research.
Chapter 2
Conceptual Framework
The previous chapter highlighted the importance of processing large amounts of text
data given that the rate of data generation is growing rapidly. Researchers are tending
to analyze large text corpora and extract hidden patterns and knowledge. Even a su-
perficial glance through the textual data to discover topics of interest using platforms
with non-distributed technology can be a major obstacle as the size of these corpora
increases.
In this chapter, we provide a concise description of cluster computation and its
platforms as a novel computing technology, which we have utilized in this research
to address the research questions. Then comes a brief explanation of NLP and its
challenges in view of the increasing amounts of text data that are being produced
continuously. Later, we briefly explain services-oriented architecture as a technique to
integrate multiple platform-independent text processing services and tools. Finally, we
present an overview of the related and state-of-the-art studies that are within the scope
of this thesis.
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2.1 Processing Large Amounts of Textual Data
Given the explosive growth of the digital universe, and accordingly, the growth rate
of digitized textual data, using technologies that are able to process vast amounts of
text in a reasonable time and using affordable resources is inevitable. Cluster compu-
tation is a computing technology that is well known for handling huge data efficiently.
Parallelization and distributing the processing and data over a number of machines
in a cluster, as well as the efficient use of resources, provide key features that allow
this technology to process massive text materials via NLP tools. These features will be
explained in Section 2.3
2.1.1 Big Data
Although “big data” is currently a ubiquitous term, it seems there is still no compre-
hensive standard definition. Analyzing the most significant occurrences of this term in
literature has shown that big data refers to four key themes: information, technolo-
gies, methods, and impact [29]. However, in order to make sense of these overwhelming
amounts of data, several concepts have been taken into consideration to explain what
big data is. Zikopoulos et al., in “Harness the power of big data: The IBM big data
platform” [120], have suggested four Vs that represent key aspects of big data: volume,
variety, velocity, and veracity. These four Vs are the original and widely accepted big
data features, even though researchers later added some additional and new Vs. In 2014,
Jenn Cano added value [21], where Khan et al. defined seven features for big data by
adding value, validity, and volatility to the original features [61]. Drawing from these
definitions, a brief description of these features is provided below:
Volume, as the most obvious aspect of big data, refers to the vast amounts of data
generated rapidly and continuously by different sources such as social networks, the
content of web pages, web server logs, satellite imagery, and broadcast audio streams.
This huge amount of data is mostly disorganized and unknown, and obviously dealing
with petabytes of unstructured data is no longer possible using traditional database
technologies and processing methods.
Variety of data refers to different types of data, like audio, video, text, and images,
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as well as the various formats of each type, such as color-specific characteristics in video
and image data or unicodes in text data. This brings complexity to the task of how to
integrate, harvest, store, and utilize simultaneously structured and unstructured data
that requires innovative big data technologies.
Velocity refers to the speed at which large amounts of data are being generated,
collected, and processed. Considering the lightning speed of data coming in, as well
as the fast processing technologies and convenient database engines, the transmission
speed must remain instantaneous to have the responses as they are needed.
Veracity is the quality or trustworthiness of the data. Gleaning immense data from
different sources can be useful only if the reliability and accuracy of data is the same as
that which is claimed; in the same way, it also affects the meaningfulness of the results.
Dealing with unstructured and big data and taking the vital importance of quality into
consideration, the act of cleaning big data requires tools and algorithms as well as a
relevant definition of trust.
Value refers to the worth of data being processed and extracted. Having endless
amounts of data does not necessarily mean it is worthwhile and valuable. In other
words, the benefits of collecting and processing the data must exceed its management
costs.
Validity is a similar, but not equivalent, concept to the veracity of data. It refers to
the correctness and accuracy of data regarding its usage. It means that it may be valid
to process data to get results for a specific problem, but it can be invalid for another
application or usage.
Volatility in big data is the same concept as the retention policy of structured
data, but much magnified. It refers to how long is data valid and how long it should
be stored. In big data, retention period and volatility become gain in significance in
relation to the concepts of volume, variety, and velocity of data.
2.1.2 Cluster Computation
Cluster computation is a parallel distributed processing system. It is a well-known
solution to overcome the speed bottleneck of a single processor with a good ratio of price
to performance. As a result, cluster computing has many key operational benefits and
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advantages such as high performance, high throughput, high availability, expandability,
and scalability [80].
Cluster computing consists of a collection of stand-alone interconnected computers
working together as a single integrated resource. According to Buyya et al. [19] and
Morrison [80], the most prominent components of cluster computations can be seen as
follows:
• Multiple High-Performance Computers
These can be personal computers, workstations, or symmetric multiple processors,
which are believed to perform cost-effective parallel computing and provide high
availability and low-cost processing.
• Operating Systems
A cluster’s operating system needs to be able to manage and administrate local
and remote resources, recover after system failure, operate in an optimized and
efficient way, be extensible and scalable, support users and the system administra-
tor, be portable over multiple architectures, and support heterogeneous hardware
components over the clusters.
• High-Performance Networks
Clusters should be able to support high bandwidth and low latency inter-processor
communication between the nodes using fast interconnection technologies.
• Cluster Middleware
Middleware provides an infrastructure that is located between an operating sys-
tem and applications and supports a Single System Image (a globalized view of
system resources by making a group of computers a single machine) and system
availability.
• Parallel Programming Environments
Parallel computing is the concurrent use of several computing resources, which can
be utilized to run an application using multiple resources or process the discrete
parts of an application simultaneously. This type of processing can be imple-
mented using parallel programming approaches such as Threads, MPIs (Message
Passing Interfaces), and PVMs (Parallel Virtual Machines).
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• Applications
Can be sequential or parallel implemented applications that are executed over
the cluster.
2.2 Big Data Processing Infrastructures
When contemplating high velocity, large volumes, wide data variety, and the complexity
of big data, it is clear that conventional tools and techniques are inadequate. The lack
of applicable and scalable architecture impedes our ability to realize the full benefits of
big data analytics initiatives. Infrastructure is the foundation of any big data architec-
ture and it should be able to handle and manage vast amounts of data and provide fast
processing technology. These requirements have led to the use of distribution strate-
gies for infrastructure implementations. Big data processing infrastructures need to be
highly available; therefore, besides resources like servers and storage, communication
and network facilities must be resilient and redundant.
There are several infrastructures and platforms for processing and analyzing big
data that focus on batch processing, flow processing, or interactive analysis. Batching
tools like Apache Mahout1 and Microsoft Dryad2 are mostly based on the Apache
Hadoop3 infrastructure, while flow data applications such as Splunk4 are mainly used
for real-time analytics, and Google Dremel5 and Apache Drill6 are the platforms that
support big data interactive analysis.
In the following, we will outline the infrastructures and platforms that are used
for analyzing big data with a focus on the platforms we have utilized in this research:
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2.2.1 Apache Hadoop
One of the efficient solutions that deals with big data is Apache Hadoop, a widely used
framework capable of processing huge amounts of data efficiently in a reasonable time.
Hadoop is a collection of open-source frameworks to store and process large datasets
in a distributed environment across a cluster of computers. It has built-in mechanisms
that provide high availability and fault tolerance in a scalable and cost-effective way.
The initial core of the Hadoop project was started in 2006 to support the standalone
development of Google’s MapReduce programming environment and distributed file
system. The Hadoop ecosystem had been developed to meet the needs of big data and
started with three core components: processing, resource management, and storage.
Nowadays it comprises several components such as MapReduce, Hadoop Distributed
File System (HDFS), HBase, Spark, Pig, Hive, Oozie, and YARN. Although MapReduce
and HDFS are known as Hadoop, this term is also used for many of the projects that
fall under the umbrella of infrastructures for distributed computing and large-scale data
processing [114].
By providing a high degree of parallelism, robustness, reliability, and scalability,
Hadoop has become the de-facto industry standard in the area of big data. In fact,
Hadoop brought a novel foundational approach in distributed processing environments:
the process is executed wherever the data is located. This means that Hadoop initially
distributes the data to multiple machines over the cluster and then assigns computation
tasks based on the locality of data to reduce backbone traffic and decrease communi-
cation overheads within the cluster [110].
2.2.2 Hadoop Distributed File System
In the context of big data, partitioning the data across a number of separate machines
is obligatory. The HDFS, as the storage layer of Hadoop, is a distributed file system
that provides access to the data across the Hadoop clusters. Figure 2.1 illustrates the
architecture and also the relation between the components of HDFS.
HDFS has four main components: DataNode, NameNode, Metadata, and Secondary
NameNode [100]. It stores the file system’s metadata and application data separately;
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Figure 2.1: Architecture of HDFS [107]
therefore it has two types of nodes: one NameNode and a number of DataNodes. DataN-
odes, as workers, store the application data. Hadoop splits the file content into large
blocks with a default size of 128 MB. Each block of the files is independently replicated
at three DataNodes where the size of the data blocks and the number of replicas are
user-selectable file-by-file. Each block replica on a DataNode is represented by two files:
the first contains the data itself and the second is the block’s metadata.
NameNode, as the master node, manages the file system namespace. Inode is the
structure that depicts the organization of application data as files and directories on
the NameNode. The Inodes record attributes like permissions, modification time, access
times, disk space quotas, and namespace. The namespace in HDFS is depicted as a
hierarchy of files and directories.
The Metadata, stored in the NameNode, controls the physical location of data blocks
and their replications within the cluster via Image and Journal files. Image files contain
the metadata of the namespace, which includes Inodes and the list of blocks belonging
to each file. Journals are a persistent write ahead modification log file that keep changes
in the local host’s native file system. When a client performs a write operation, it is first
recorded in the journal files. The journal file is synched, and the changes are applied
before a change is committed.
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Hadoop makes the information stored on NameNode resistant to failure by providing
a backup of the file system and also running a Secondary NameNode. The Secondary
NameNode keeps a copy of the images that are made periodically and can be used in
the event of the NameNode failing [100].
The block abstraction brings several advantages for HDFS as a distributed file
system. One benefit is the ability to store files that are bigger than any single disk in
the cluster. It splits the file into blocks thereby making it possible to store them on
each of the disks. The other advantage is that considering the blocks as the unit of
data instead of the files simplifies storage management. Since the blocks have a fixed
size, storage allocation and dealing with metadata is easier. Furthermore, blocks work
alongside well with replication to support fault tolerance and availability [114].
HDFS has noticed some of the major challenges that undistributed file systems con-
front when working with big data, such as speed and reliability. The disk input/output
for large amounts of data is time consuming due to multiple seek operations. HDFS
reads each data block sequentially after a single seek operation, which saves time and
provides high throughput. Moreover, keeping multiple duplicates of the data blocks in
individual DataNodes increases reliability and tolerates node failure without suffering
data loss [100].
2.2.3 MapReduce
MapReduce is a widely used programming model for generating and processing large
datasets. It distributes computation across the machines over the clusters and follows
the split-apply-combine strategy: break up a big problem into manageable pieces, op-
erate on each piece individually, and then combine all the pieces together [115].
The main idea in MapReduce is to split up the original data, process it using
user-defined functions, and combine the intermediate results [31]. The computation
is specified by the user through the Map and Reduce function. The Map function
gets inputs as pairs of key/value and processes them to generate a set of intermediate
key/value pairs. The Reduce function gets groups of intermediate values associated
with the same intermediate key and merges them to create a possibly smaller set of
values.
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The MapReduce model works with two kinds of nodes: master node and worker
node. In this model, users only have to define the map and reduce functions. Every-
thing else, such as parallelization and failure handling, is managed by the framework.
During the execution, the master node divides the inputs into smaller pieces and then
distributes them to worker nodes in the map step. In the reduce step, the master node
gathers the outputs from the worker nodes and combines them. It utilizes HDFS to
read and write the data; therefore, the performance of the input and output operations
in MapReduce jobs strongly depends on HDFS. [30], [32].
2.2.4 Yet Another Resource Negotiator
The main focus of the initial design of Hadoop was on strong fault tolerance for massive
data-intensive computations. Even though in many companies and organizations it
became the de-facto place to share and access data and computational resources, it had
two key shortcomings. The first was its tight coupling of specific programming models
and the resource management infrastructure; the second was centralized handling of a
jobs’ control flow [110].
Yet Another Resource Negotiator (YARN) was introduced in 2012, during the re-
lease of Hadoop version 2.0, as the new architecture in Hadoop. It tries to solve the
two mentioned above limitations by separating the programming model from the re-
source management infrastructure and delegating many scheduling functions to per-
application components. YARN supports multiple processing models, like Apache Spark,
and therefore users are no longer limited to working with the MapReduce framework.
It enables efficient utilization of the resources in the cluster by proper allocation and
sharing [64].
YARN architecture has three main elements: a Resource Manager, an Application
Master, and Node Managers. The Resource Manager (RM), as a per-cluster manager,
has information about the location of DataNodes and their allocated resources, which
is referred to as Rack Awareness. It tracks resource usage and node availability, enforces
allocation invariants, and arbitrates disagreements and contention among the nodes.
RM runs several services, the most important of which is the Resource Scheduler that
decides how to assign the resources. By separating these duties in the job tracker’s
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Figure 2.2: Architecture of YARN. (Drawn by the author)
authority, the central allocator can use an abstract description of the nodes’ require-
ments, but it has no knowledge of the semantics of each allocation. This responsibility
is delegated to the Application Master.
The Application Master (AM) is a framework-specific process that negotiates re-
sources for each individual application. This process is responsible for coordinating
the logical plan of a single job and requests the required resources from the RM. It
then generates a physical plan from the resources it has received, and coordinates the
execution of the plan along the faults.
The Node Managers (NM) is the worker daemon in YARN. When it starts, it
announces itself to the RM in order to be registered and then periodically sends a
heartbeat to the RM to show its status and receive instructions. The administrator of
the system configures the NM to provide the desired reports about memory, CPU, and
other available YARN-allocated resources for each node. At running time, the Resource
Scheduler decides how to use the available resources and capacities. Furthermore, the
NM provide a Container, a fraction of the NM capacity that is used by the client to
execute the programs [110].
Generally speaking, as it is depicted in Figure 2.2, YARN involves the following
steps to run an application:
1. Client submits an application to the RM
2. The RM allocates the containers
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Figure 2.3: Architecture of Apache Spark [2]
3. The AM contacts the related NM
4. The NM launches the container
5. The container executes the AM
2.2.5 Apache Spark
Apache Spark8 is a cluster computing framework that supports applications to reuse
working sets of data while providing similar scalability and fault tolerance to MapRe-
duce [118]. MapReduce pioneered a new model of cluster computing in which data-
parallel computation is executed on clusters of machines. In this model, users create
acyclic dataflow graphs to transmit input data via a set of operators. Even though it
provides locality-aware scheduling, fault tolerance, and load balancing, there are ap-
plications that cannot be executed efficiently using acyclic dataflow models. In fact,
MapReduce has desirable functionality for one-pass computation, but is inefficient for
multi-pass algorithms. This insufficiency has been solved by Apache Spark.
The main component in Apache Spark, which starts and ends the execution of the
8https://spark.apache.org/
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applications, is the Driver program. Clients submit the application to the driver and
it is responsible for planning and coordinating the execution of the application. The
driver creates the Spark Context, the application instance to set up internal services
to represent and establish the connection between the master and worker nodes, as an
execution environment. It returns the status of the submitted task as well as the results
to the client.
One of the driver’s responsibilities is to plan the application: take the process-
ing input and create the plan to execute the application. The driver takes all of the
data-processing tasks, including the transformations (data manipulations) and actions
(requests for output or a program execution prompt), and creates a Directed Acyclic
Graph (DAG) for the application. The DAG shows the dataflow and its dependencies,
where nodes represent the processing steps. The DAG consists of tasks (the smallest
unit of schedulable work) and stages (dependent sets of tasks that can be run to-
gether). The Cluster Manager is responsible for allocating the worker nodes to perform
the computation tasks. Figure 2.3 illustrates the architecture of Apache Spark.
A significant feature of Apache Spark in comparison with MapReduce is its In-
Memory programming model, which is depicted in Figure 2.4. In this multi-threaded
approach, the computation is split by the driver across several worker nodes as Execu-
tors. Input data is also distributed over the workers and therefore the computation is
performed where the data is located locally. The final results are sent back to the driver.
This approach reduces the run-time by decreasing the read/write time during execu-
tion. During the run-time, the user’s driver program launches several worker nodes,
which read data blocks from the HDFS and can persist the computed RDD partitions
as intermediate results in the memory.
Resilient Distributed Datasets
Apache Spark supports multi-pass applications—mainly categorized into iterative jobs
and interactive analytics—that need to reuse a working set of data in multiple parallel
operations. Spark attains this goal using its new abstraction called Resilient Distributed
Datasets (RDDs) [59].
RDDs, as a fundamental data structure of Spark, are a read-only, fault tolerant,
2. Conceptual Framework 23
Figure 2.4: MapReduce vs Apache Spark—In-Memory programming model. (Drawn by
the author)
and distributed collection of records that can be operated on in parallel. Using RDDs,
programmers are able to persist intermediate results in memory, reuse data efficiently,
perform in-memory computations, and control the partitioning to optimize data place-
ment on large clusters [118].
RDDs achieve fault tolerance via the lineage concept: they keep enough information
about how any partition was derived from other RDDs and thus in the event of an
RDD is lost, it is possible to rebuild only the lost partition. Each RDD remembers any
transformation as one step in the lineage graph; therefore, RDDs are best suited for
batch applications that apply the same operation to all elements of a dataset. Thus, in
case of any failure, lost partitions can be recovered without having to log large amounts
of data. RDDs are persisted and executed completely in RAM—In-Memory Databases
(IMDB)—and therefore generating and rewriting the recovered data is performed as a
fast process [117].
A new RDD can be constructed in four ways: [59]
1. By being created from a file in a shared file system, such as HDFS. It puts each
block of the file in one partition.
2. By parallelizing an existing collection (e.g., a list or an array).
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3. By transforming an existing RDD.
4. By changing the persistence of an existing RDD, which causes the partitions of
a lazy RDD be materialized.
RDDs can be processed through two categories of operations: transformation which
manipulates the data and returns a new RDD, like map() or join(), and action, such as
count() or collect(), which returns the processed data as results to the driver program
or writes them to the storage.
Any RDD is represented by five pieces of information comprising a list of partitions
(as atomic pieces of the dataset), a set of dependencies on parent RDDs, a function for
computing the dataset based on its parents, its partitioning scheme’s metadata, and
the data placement’s metadata.
Based on the transformation that creates the child RDD, dependencies between
parent and child RDDs are classified into narrow and wide dependencies. In a narrow
dependency each partition of the parent RDD is used by no more than one partition
of the child RDD. As an example, map() or filter() creates the results using a nar-
row dependency. In a wide dependency, any child RDD depends on multiple parent
RDDs, which may be located in different partitions and each parent RDD may have
multiple child RDDs. For example, groupBy() is a transformation that leads to a wide
dependency. Wide dependencies need data from all parent partitions and shuffle the
data across the nodes, which impacts on the efficiency of the application [117]. Figure
2.5 displays examples of narrow and wide dependencies. The boxes are RDDs and the
rectangles around the RDDs show the partitions.
Resource Assignment
As mentioned in Section 2.2.2, the data is split into multiple blocks of 128 MB (default
value) in order to be put on HDFS. For example, if the volume of data is 4 GB, there
will be 32 blocks of data on HDFS. By default, Spark creates a partition for each
HDFS block. When a job is started on Spark, each worker node starts an executor,
which has separate cores and can hold multiple partitions. The stages are collections of
tasks that perform the same process on different partitions (as a subset of data). When
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Figure 2.5: Narrow and Wide Dependencies in RDD Transformations [117]
.
a job is submitted and a DAG is created, the execution job is split into stages, and
the stages are submitted by the DAG scheduler. If the stages are not interdependent,
they can be submitted to the cluster to be executed simultaneously, which increases
the parallelization capability.
Any stage can utilize multiple executors with several cores, where each core executes
one of the tasks. Therefore, the number of utilized cores on the executors are calculated
by the number of partitions and number of executors. As an example, for 4 GB of data,
32 cores are required, which can be provided by 6 executors and 6 cores for each
executor. If the number of available cores is less than the partitions, the tasks should
wait until the cores finish their work, at which point they will be assigned to the free
cores through a FIFO queue structure. On the other hand, if the number of cores is
greater than the partitions, there will be some idle cores on each executor. Therefore,
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it is important to find an optimal resource configuration to prevent wasting resources.
In general, multiple small partitions distribute work among more workers; whereas
larger partitions perform the work in larger chunks, which may reduce the overhead
and provide quicker results. Moreover, the number of partitions determines the number
of files that are generated by actions that save RDDs to files on HDFS. The maximum
size of a partition is ultimately limited by the available memory of the executor.
2.2.6 Apache Flink
Apache Flink9 is another open-source framework for performing efficient data analysis
on both historical (batch) and real-time (streaming) data that provides scalability and
fault tolerance. Flink’s main features are its ability to work with lots of data with very
low data latency and to process data streams in real time on distributed systems.
The main philosophy behind Flink is that lots of categories of data processing
applications—including real-time analytics, continuous data pipelines, historic data
processing, and iterative algorithms—can be represented and executed as a pipelined
fault-tolerant dataflow [60]. Apache Flink follows a paradigm that uses data-stream pro-
cessing as the combined model for real-time analysis, continuous streams, and batch
processing, both in the programming model and execution engine [22]. It uses a highly
flexible windowing mechanism that enables it to process stream and batch data as
unbounded and bounded data streams. It has two basic abstract data types—Data
Stream and Dataset—to support both stream and batch processing. Indeed, Flink con-
siders batch programs as special cases of streaming programs, where the stream is
finite, the order and time of records is not important, and all records belong to one
comprehensive window.
As a highly fault-tolerance mechanism, it generates lightweight, consistent, and
distributed snapshots of the data streams and operator states, while the system can
come back to the snapshots if any failure occurs [38].
9https://flink.apache.org/
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2.2.7 Other Distributed Big Data Processing Tools
• Apache Mahout
Apache Mahout,10 a distributed linear algebra framework, enables users to create
scalable machine-learning applications to process and analyze large-scale data.
Mahout’s core contains clustering, classification, pattern mining, regression, di-
mension reduction, and evolutionary algorithms. It uses Hadoop to run the algo-
rithms effectively in the cloud [53].
• Apache Flume
Apache Flume,11 as a top-level project at the Apache Software Foundation, pro-
vides a distributed system for efficiently collecting, aggregating, and moving large
amounts of event data from many different sources to a centralized data store.
The data can include but not limited to log data, network traffic data, social-
media-generated data, and email messages.
Events are produced by an external source like a web server and are sent to the
Flume source in a recognizable format. The Flume source stores the events in
channels, where they are consumed by the Flume sink and put into an external
repository like HDFS or are forwarded to another Flume source of the next Flume
agent in the sequence [50].
• Dryad
Microsoft Dryad12 is an execution engine for implementing distributed parallel
processing models to process large-volume data based on dataflow graphs, where
a cluster of computers is utilized to run the applications in a distributed manner.
Any application on Dryad runs a computational directed graph that consists of
computational vertices and communication channels. The Dryad application is
comprised of several sequential programs, as graph vertices, which are connected
using one-way channels, as graph edges. A Dryad job, as a graph generator, can
synthesize or even change any directed acyclic graph during execution, when an
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as job graph creation, resource management, job monitoring, failure handling,
accounting, and even visualization and dynamically updating the job graphs are
done by Dryad [71].
• Apache Drill
Apache Drill13 is another distributed system that uses Hadoop MapReduce to
carry out batch analysis and that utilizes HDFS as storage. Drill has a symmet-
rical architecture, which makes it easy to deploy and operate very large clusters.
It is a columnar query engine, which features a JSON data model that enables
queries on complex and nested data. It facilitates interactive analysis of large
amounts of data by supporting various types of query languages, data formats,
and data sources [2].
• Splunk
Splunk14 is a real-time and intelligent stream processing tool that combines cloud
technologies and big data to provide an environment to search, monitor, and
analyze machine-generated big data through a web interface and presents the
results as graphs, reports, or alerts. Using this tool, users are able to perform
real-time searching, reporting analytical results, and use dashboards to monitor
and control their business [2].
2.3 Distinctive Features of Cluster Computation
Utilizing parallel processing and distributed systems (and accordingly cluster comput-
ing) provides several notable features that are essential when processing large amounts
of data. In the context of big data, considering the size of data, duration of execution
time, and required resources, being aware of the stability and availability of the appli-
cation should be given special attention. In the following, we will describe the principal
characteristics of cluster computing technology that make this approach suitable for
processing vast amounts of textual data using NLP tools.
13https://drill.apache.org/
14https://www.splunk.com/
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2.3.1 Fault Tolerance
In non-distributed systems, a failure may affect all of the components and stop the
entire system. In contrast, a characteristic feature in distributed systems is the notion
of partial failure. Partial failures may cause some components to not operate properly,
but at the same time leave other components totally unaffected. Distributed systems
are designed and implemented in such a way that they are able to automatically recover
from partial failures without seriously affecting the overall performance. This means
they should tolerate faults and continue to operate in an acceptable state, while the
affected components are meanwhile repaired [106].
In HDFS, as a distributed file system, data is split into blocks and stored as in-
dependent units on multiple data-nodes. Each block is replicated to several physically
separate machines. This strategy supports the system against corrupted blocks and
disk or machine failures. If a failure makes a block unavailable, a copy can be read from
another location; meanwhile, the block that is no longer available is replicated from its
alternative locations to another live machine to bring the replication factor back to the
normal level [114].
Apache Spark is a distributed execution engine that uses resilient distributed datasets
as distributed data structures to provide fault tolerance components. The RDDs keep
the lineage information and if a part of the data is missing because of a failure during
the job execution, it is possible to rebuild the lost part of the RDDs. This means Spark
rebuilds the missing data while the processing of the rest of the data is in progress.
Automatic rebuilding of corrupt data supports the implementation of fault tolerance
systems [118].
2.3.2 Availability
Availability is an attribute of systems that are ready to be used immediately. In general,
it refers to the probability that the system is operating correctly and is available to
perform its functions. Highly available systems employ architecture that enables con-
tinuous operation without any stops during a specific time period. For example, if a
system goes down for one millisecond every hour, it has an availability of over 99.9999
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percent. The key solution to high availability is replication [106].
In cluster computing, high availability, as a critical feature, is addressed by re-
dundancy. In HDFS, the NameNode manages the file system namespace, which is a
hierarchy of files and directories. Hadoop provides a backup of the file system by run-
ning a secondary NameNode. The application data is stored on DataNodes and, by
default, Hadoop keeps three replications of each data block on individual machines.
Thus, any missing part of the application data or file system will not cause the system
to stop.
On the other hand, in cluster-based distributed execution engines like Spark, if a
processing thread stops for any reason, the failure can be detected and recovered by re-
running it on another node automatically. Altogether, in cluster computing, replication
is used to increase overall availability.
2.3.3 Performance
The performance of an algorithm can vary between different distributed architecture.
There are several metrics in distributed and parallel systems that are considered when
designing and implementing a system to ensure an acceptable level of performance.
According to Grama et al. [44], Hill [48], and Barney et al. [8], the significant criteria
that are relevant to this research can be explained as follows:
• Parallel Run-Time is the time span between the start of the parallel computation
and the moment the last processor finishes the execution. One criterion that
shows the improvement achieved by parallelization of the process, is to compare
the parallel and serial run-times. This can be expressed as follows:
𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡 = 𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 𝑟𝑢𝑛-𝑡𝑖𝑚𝑒
𝑠𝑒𝑟𝑖𝑎𝑙 𝑟𝑢𝑛-𝑡𝑖𝑚𝑒 × 100 (2.1)
• Speedup is defined as the ratio of the serial run-time of the sequential algorithm for
solving a problem to the parallel run-time of the same problem on 𝑝 processors.
If 𝑡𝑖𝑚𝑒(𝑝, 𝑥) shows the parallel run-times using a p-processor to solve a problem
of size x, then the speedup of this problem with p processor will be calculated as:
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𝑆𝑝𝑒𝑒𝑑𝑢𝑝(𝑝, 𝑥) = 𝑡𝑖𝑚𝑒(1, 𝑥)
𝑡𝑖𝑚𝑒(𝑝, 𝑥) (2.2)
In theory, , in the best scenario, the value of speedup is equal to the number
of processors (p) in parallel processing [101]. However, in practice, it is possible
to gain a super-linear speedup; that is, the speedup with p processors is greater
than p. Particular reasons to get super-linear speedup can include the efficient
utilization of resources in distributed systems, distributed data nodes, and shared
memory [98].
• Efficiency is measured as the ratio of speedup to the number of processors. It
measures the fraction of time for which a processor is usefully utilized.




Theoretically, in the best scalable systems, the efficiency (p, x) = 1 that implies
the best speedup is linear; that is, 𝑠𝑝𝑒𝑒𝑑𝑢𝑝(𝑝, 𝑥) = 𝑝. But in those cases where
the speedup is super-linear, the efficiency will be more than 1.
• Cost is defined as the product of the run-time and number of processors, when
solving a problem on a parallel system.
𝐶𝑜𝑠𝑡(𝑝, 𝑥) = 𝑡𝑖𝑚𝑒(𝑝, 𝑥) * 𝑝 (2.4)
• Granularity, as a qualitative measure in distributed computing, is defined as
the ratio of computation to communication. In coarse-grain parallelism, rela-
tively large amounts of computational work are achieved between communication
events. Having a higher ratio of computation to communication implies more
opportunities for performance enhancement; but, on the other hand, it is more
difficult to achieve an efficient load balance. In fine-grain parallelism, relatively
small amounts of computational work are carried out between communication
events that provide a lower computation to communication ratio. This facilitates
load balancing; however, it produces high communication overhead and less op-
portunity for performance enhancement.
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If granularity is too fine, the overhead of communications and synchronization
between tasks can take even longer than the computation; however, increasing
the granularity of computation in each processor increases the performance. To
achieve a higher efficiency, the level of granularity should be defined based on
the algorithm and the hardware environment in which it runs. The overhead
associated with communications and synchronization is highly dependent on the
execution speed.
• Load Balancing is a critical measure that greatly effects performance. It refers
to the distribution of approximately equal numbers of tasks on the machines or
processors, so that all machines are kept busy during the execution period. It can
be considered as the minimization of idle-times on the machines.
• Scalability is one of the principal features of distributed systems that can be
measured by the number of users, the size of resources, or the size of the data.
In fact, it is a measure of a distributed system’s capacity to increase speedup in
proportion to the number of processors. In a scalable distributed system, adjusting
the number of processors and the problem size results in speedup and efficiency.
2.4 Natural Language Processing and the Intense Rise of Text
Data
Natural Language Processing is a branch of artificial intelligence that studies the com-
putational treatment of human language and concentrates on two main aspects: how
to understand human language and how to generate human language. In other words,
NLP is defined as the applications, tools, computational techniques, and algorithms to
effectively process and understand natural language-based data, which are usually un-
structured, like text and speech. The ultimate purpose of NLP is to read, comprehend,
and make sense of human languages in a manner that is valuable [55].
2.4.1 Text as Data
Textual data—comprising of written, printed, or electronically published speech and
text—are being collected systematically and stored as databases, lexicons, text corpora,
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and other metadata-added textual resources. Large volumes of textual data are being
gathered from various applications at an ever-increasing rate and are being used in
different research areas, such as linguistic, NLP, language training, and translation.
Textual data collections are classified into three main categories: unstructured, semi-
structured, and structured data [96]:
• Unstructured Data: This category consists of the textual data that have only
simple horizontal concatenations of individual words; apart from these relations,
they have no explicitly coded relations in their original state.
• Semi-structured Data: In general, this category refers to annotated texts. Even
though these data are enriched with structural classifications, if there is no explicit
preparation, such as indexing, the relationship between the words can only be
queried with limited precision.
• Structured Data: In an ideal view of comprehensive structuring, the text data
are annotated and metadata are available for both texts and corpora. In this case,
having unique key-value relationships facilitates finding specific relations between
the words within all coded features.
The main concerns of NLP systems are to find a solution for understanding humans
via speech recognition and natural language understanding, and communicating with
humans via natural language generation and speech synthesis. In order to address these
concerns, there are several tasks in language processing—like information retrieval,
information extraction, inference, spelling correction, and grammar checking—that are
mainly performed by finding patterns, similarities, and differences in textual data [55].
As a matter of fact, processing more textual data leads to the provision of more
accurate information about the relations between words and also the available patterns
in text data. The original state of the textual data from various resources mostly falls
into the category of unstructured data. Hence, as an early step in processing, these texts
are required to be annotated and the relation between the words detected. Therefore,
solutions with the ability to handle large volumes of textual data in an efficient way
are of great interest to researchers in language processing.
2. Conceptual Framework 34
2.4.2 Growing Text Data
Digitizing, processing, and dealing with text data has been undertaken into consider-
ation for many years. In fact, the idea of using computers to analyze large volumes
of texts is as old as computers themselves. As early as the mid-sixties, the Institute
of German Language (Das Institut für Deutsche Sprache: IDS)15 had started to de-
velop computer-aided text corpora of 2.2 million running words of written German by
punch-carding the texts. This was known as the Mannheimer Korpus 1 [57], [65]. The
first English corpus was the Brown Corpus, which was created and completed at Brown
University in 1964. It consisted of about 1 million words of various types of texts in
American English [70].
Nowadays, in the era of digitization and given the tendency towards data utiliza-
tion, dealing with datasets contain petabytes or even zettabytes of data is unavoidable.
Text data, like other types of data, is generated and collected at a rate that rapidly
exceeds the boundary range. There are several well-known corpora that contain mas-
sive volume of texts. DeReKo (Deutsches Referenzkorpus16), the Archive of General
Reference Corpora of Contemporary Written German, contains more than 3.9 billion
running words and had a growth rate of approximately 300 million words per year until
2010. The most recent DeReKo release (2018) contains more than 42 billion tokens with
an annual growth of 3.1 billion tokens [65], [66].
Another example, the Leipzig Corpora Collection (LCC),17 is a multi-lingual corpus
project that started under the Deutscher Wortschatz18 project and has provided a
corpus-based monolingual dictionary of the German language since the mid-1990s. Since
June 2006, the LCC offers 428 corpus-based monolingual full-form dictionaries in 252
languages, which are created from online news or web pages [42]. It uses a complex
crawling infrastructure to continuously gather text materials based on freely available
web resources. The crawled raw data (mostly based on HTML documents) can be even
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The Oxford English Corpus (OEC)19 is a large English corpus, based mainly on
material collected from web pages. In order to fulfill special subject areas, printed texts
such as academic journals have been used in its creation. It contains nearly 2.5 billion
words of real 21st-century English from all parts of the English speaking world: not only
from the UK and the United States, but also from Ireland, Australia, New Zealand,
the Caribbean, Canada, India, Singapore, and South Africa [109].
The rapid growth rate of such large data and its accompanied challenges—such as
data management, transfer speed, diverse data, security, and data analysis—indicate
the necessity of utilizing big data processing technologies in text processing frameworks
and tools. With the evolution of computing technology, the immense volume of data
can be managed using fewer hardware resources and at less processing cost. Big data
processing technologies aim to develop special tools to store, access, and analyze large
amounts of data efficiently, cost effectively, and in a timely manner. These big data
processing tools are able to provide reliable, secure, accessible, and manageable ways
to deal with rapidly growing structured, semi-structured, or unstructured data [62].
2.4.3 NLP Stages
Language is defined in [24] as a finite or infinite set of sentences. Each natural language
has a confined number of phonemes or letters in its alphabet. A sentence is a limited
sequence constructed out of the language’s phonemes.
NLP systems, unlike simple text processing applications, use knowledge of language.
As an example, when an NLP system is utilized to count the number of sentences or
words in a text, it needs knowledge about what it means to be a sentence or word in
a particular language. Answering more complicated questions requires much broader
and deeper knowledge of language. This knowledge consists of, but is not limited to,
phonetics and phonology (how words are pronounced in colloquial speech), morphology
(the shape and behavior of words in context), semantics (meanings of the component
words and how these components combine to form larger meanings), and discourse
conventions (how to make conversations with a correct structure) [55].
Traditionally, NLP has been divided into three main areas, including Syntax, Se-
19https://languages.oup.com/
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mantics, and Pragmatics, which are taken from theoretical linguistic distinctions. In
an ordinary and simple workflow, processing a text starts with analyzing sentences in
terms of their syntax; this step provides a structure that is more amenable to analysis in
terms of semantics. It can be followed by pragmatic analysis to determine the meaning
of the utterance and text in context [55].
Syntax analysis refers to the study of the rules, principles, and processes that
define and validate the structure of sentences in a given language. In other words, the
knowledge required to arrange and group words together comes under the heading of
syntax. Detecting the grammatical sequences of the language (i.e., being acceptable
to a native speaker) is the essential purpose of linguistic analysis of a language. Some
NLP tasks that are related to grammar analysis, like sentence segmentation and token
segmentation, are classified as syntax analysis tools [55], [52].
Semantic analysis is interpreted in [52] as understanding an utterance in order to
extract the information or knowledge that it provides. Understanding a text or utter-
ance is a complex process that relies on lexical information, context, and commonsense
reasoning, as well as the outcome of processing tasks such as parsing. Indeed, the rela-
tion of syntactic structures—phrases, clauses, sentences, and paragraphs—on the level
of the whole text or utterance is studied in semantic analysis. Knowledge about the
meanings of the component words that help us to understand the meaning of a text is
categorized as lexical semantics, whereas knowledge of how to merge and unite these
components to present larger meanings is known as compositional semantics. Some NLP
applications such as information retrieval, information extraction, text summarizing,
and machine translation are categorized as semantic analysis [55].
Pragmatics, the study of how language is used to realize objects and goals, is re-
lated to detecting the particular use of words, phrases, and sentences to express desired
messages like politeness, indirect words, or sarcasm. It focuses on the relation between
language and context-of-use, how discourses are structured, and how a listener man-
ages to interpret the words of the conversational partner [55]. According to the division
explained in [104], pragmatics is the study of “the relation of signs to interpreters”,
whereas syntax deals with formal relations between signs and semantics concerns the
relations of signs and the objects to which the signs are applied. It is not easy to sepa-
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rate semantics and pragmatics completely because “what is said” and “what is implied”
are strongly intermixed [27].
2.4.4 NLP Models and Algorithms
There are multiple models and theories to perform the aforementioned text analysis
and extract the various kinds of knowledge from the textual data; these are drawn from
computer science, mathematics, and linguistics. According to the model and theory
employed, NLP tools can be categorized into rule-based and finite state machines,
logic-based, probability-based, and machine-learning tools, while hybrid tools use a
combination of at least two of these categories. In the following, these approaches are
described briefly [55]:
The rule-based tools use models like regular expressions, regular relations, context-
free grammars, and feature-augmented grammars, as well as their probabilistic variants.
In order to perform syntax analysis and phonological and morphological processing,
these two categories—that is, state machines and formal rule-based systems—are the
most-used approaches. The simplest models of rule-based tools are the final state
machines that perform a set of straightforward transitions among the defined states.
Probability-based tools, like Markov Models and Hidden Markov Models [10], are well-
known tools of this category with probabilistic components.
These models utilize algorithms that search through a space of states representing
hypotheses about an input. The search space can be represented as a sequence, tree,
or graph and therefore the well-known tree and graph tracing algorithms, like a depth-
first search, as well as heuristic variants, such as A*—a heuristic search method that
employs an agenda based on a cost function to find an optimal solution—and best-
first search algorithms, are used in these approaches. Dynamic programming is a class
of optimization algorithms that simplify a complicated problem by breaking it down
into simpler sub-problems in a recursive manner and solve the problem by combining
solutions to sub-problems. These algorithms are commonly used in NLP tools and
ensure that redundant computations are avoided.
Logic is one of the models that is utilized in NLP tools to deal with semantic, prag-
matics, and discourse problems. Multiple representations of logic models have been
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designed and developed to extract this linguistic information from data. Prediction
calculus or First-Order Logic (FOL) is a well-established, tractable, and flexible rep-
resentative model, which is used for representing the meaning of language. Meaning
representation is the idea of capturing the meaning of linguistic expressions in formal
structures.
Probability theory is another technique for capturing linguistic knowledge that can
be used to augment the mentioned models and build probability-based tools. For
example, the chosen solution for many of the ambiguity problems in language processing
is to use probability theory: “given N choices for some ambiguous input, choose the most
probable one”.
Machine-learning systems are powerful modeling techniques that focus on auto-
matically learning different representations. Supervised machine-learning models learn
by training some facts from a large corpus (training corpus) and then using these facts to
make decisions in a separate test. Some of these machine-learning models utilize prob-
abilistic models to build the classifiers. For example, generative classifiers use naive
Bayes to build a model that gets an observation and returns the particular class most
likely to have generated this observation. Logistic regression is another probabilistic
model that is utilized in supervised machine-learning algorithms for classification by
learning the most useful features from the input to discriminate between the different
possible classes.
Neural networks are another machine-learning classification tool which take a vector
of input values and produce a single output value. The feed-forward networks have a
network of small computing units and each of the units iterate the computation from
one layer of units to the next. Deep learning is a modern use of neural networks that
has many layers and are often deep networks.
2.4.5 NLP Challenges
Given the significance of the quality of knowledge that arises out of textual data using
NLP systems, extracting the most accurate and context-related meaning that is con-
ventionally encoded in text or speech is a desideratum that presents some challenges.
Some of these challenges are briefly explained hereafter [55]:
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In natural languages, the same meaning can be expressed using different terms; this
is called Synonymy. In fact, speakers of natural languages select synonyms depending
on the context they are speaking about. The notion of synonymy is defined as: different
lexemes with the same meaning. Substitutability is a notion raised to handle synonymy:
if two lexemes substitute for each other in a sentence and the meaning or the accept-
ability of the sentence does not change, they are considered synonyms. Not surprisingly,
the success or failure of the substitution of a given pair of synonyms depends primarily
on the influences that are related to the meaning of the sentence (polysemy and subtle
shades of meaning) and the influences based on arbitrary preference or social factors,
such as politeness, related to the use of possible synonyms (collocational constraints
and register).
The other challenge is resolving Ambiguity, which refers to detecting and un-
derstanding elements in different contexts. Ambiguous data have multiple alternative
linguistic structures; that is, there are unique words that have different meanings de-
pending on the context in which they are being evaluated. In other words, the signifiers
(the representation of the information) are not enough and the signified (the meaning of
the information) must be involved. The models and algorithms, such as part-of-speech
tagging (POS tagging), word sense disambiguation, probabilistic parsing, and speech
act interpretation, are designed to resolve the ambiguities.
Coreference means referencing concepts that were mentioned in an earlier sentence
or have been deleted because they were deduced from the context. Determining the right
references is a challenging task in NLP systems. There are several methods to clarify
references, including number (referring expressions and their referents must agree in
number), person, case, gender agreement, and syntactic constraints.
Syntax is the next challenge in NLP, which comes from the structure of natural
languages. Beyond the clear and defined rules that exist to evaluate the structure of a
natural language, there are always some irregularities in different situations.
2.4.6 Parallelization in NLP Tasks
Given the approximately exponential growth in generated and stored textual data, one
well-known approach to processing this data efficiently is using frameworks that are
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able to divide complex operations into separate individual steps and to process them
in parallel. This approach began by using a dataflow programming paradigm, followed
by using multi-core systems and distributed network architectures. In contrast, a more
recent approach uses map-reduce and cluster computation.
In order to perform computationally intensive NLP tasks, two main types of paral-
lelization have been suggested: data-oriented parallelization and problem-oriented
parallelization. In the first approach, the high-volume source data are segmented into
smaller sections. In this way, it is easier to manage the processing and analysis of these
data subsets. The latter approach divides the complex linguistic tasks into small and
manageable tasks that can be processed independently of each other. The appropriate-
ness of each of these approaches or a combination of them should be investigated when
planning the architecture of an NLP system.
In other words, when using genuine and actual data material is a higher priority,
it should follow the data-oriented parallelization approach. For example, for syntax
analysis tools like sentence segmentation or word tokenization, which mostly have rule-
based or simple machine-learning algorithms, and when the data should be processed
in its entirety, splitting the data and processing them in parallel is an appropriate
approach. In contrast, in those cases with a complex algorithm, such as complicated
A* search algorithms, the task can be split into sub-tasks and executed separately. In
this case, a problem-oriented parallelization approach will be the suitable choice. In
other specific cases, a combination of data-oriented and problem-oriented approaches
can be designed to increase the achievements of parallelization.
It is obvious that parallelization and processing over a cluster of computers increases
the cost of the process. Besides the cost of the additional hardware, storage, commu-
nication, and administration, some additional tasks like merging the individual partial
results and sometimes sorting them should be considered [96].
2.4.7 NLP Workflows
Generally speaking, NLP tasks have a composite nature and NLP-based problems
should be split into a combination of sub-tasks. Therefore, the solution of these problems
is typically explained through a methodical workflow that has a sequence of sub-tasks
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Figure 2.6: A Typical NLP Workflow. (Drawn by the author)
coming from syntax, semantic, and even pragmatic processing tools. A typical NLP
workflow is shown in Figure 2.6.
A typical NLP workflow usually starts with a corpus of text documents, followed
by application of preprocessing and structuring tools. Preprocessing consists of several
phases, which are selected based on criteria such as the characteristics of the corpus, the
chosen solution, and the required information. In the structuring step, the elements of
the sentences, their role in the sentence, entities, and so on are detected. The next step
is to analyze the documents and prepare some exploratory reports based on the initial
insights. Depending on the problem at hand, the obtained information is transformed
into an understandable source to be used in decision making and text comprehension.
Besides the need for good knowledge of NLP tools and their usage, building an efficient
NLP workflow depends on having well-designed, well-implemented, and well-structured
NLP infrastructures [52].
2.4.8 Service-Oriented Architecture
A service is a coarse-grained software entity that implements one or more related ca-
pabilities and interacts with applications and other services as an abstract. A service
component is described in [4] as “an executable unit of code that provides physical
black-box encapsulation of related services and must be capable of being connected to
other components to a larger group.”
Service-Oriented Architecture (SOA) is a set of services that communicate with
each other through a communication protocol to exchange information over various
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communication channels, which are mostly networks [6]. Web services, as self-describing
and modular applications, are well suited to implement SOA. In these applications, the
business logic can be published, discovered, and invoked as a service over the network.
The web technologies such as XML, WSDL20, SOAP21, and UDDI22 are utilized for
implementation [34].
SOA is a conceptual model that defines an interaction model between different
services (mainly web services). It consists of Service Providers, Service Consumers, and
Service Registry. The followings are some of the roles and activities that each of these
web services entails [34]:
• Service Providers
– Implement the service
– Publish availability
– Make the service available on a network
– Manage requests
• Service Consumers
– Discover the web service
– Retrieve the description
– Send the request to invoke the service
– Process the response
• Service Registry
– Keep the service descriptions
– Add new web services
– Find existing services
The goal of SOA is to achieve the minimum rate of dependency between the soft-
ware components acting as service providers and service consumers. Modularity of the
services, a minimum overlap in functionality, and services that are loosely coupled and
20Web Services Description Language
21Simple Object Access Protocol
22Universal Description, Discovery, and Integration
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composable count as the major characteristics of SOA. In order to increase the ef-
fectiveness of an SOA-based application, the composed services must be well-defined,
self-contained, self-sustained, and opaque. The approach offered by SOA enables the
building of distributed systems that deliver services to either end-user applications or
other services.
This architecture comprised of two main perspectives including Functional aspects
and Quality of Service [34]. Functional aspects consist of several elements such as repos-
itory of service, service descriptions, service communication protocol, the required data
for invoking the services, and data descriptions as service registry. Quality of service
includes the policy, as a set of conditions, under which a service provider makes the
service available to consumers, security as a set of rules related to the identification,
authorization, and access control of service consumers to invoke the services, and the
management attributes required to manage the services provided or consumed. These
aspects can be expanded or condensed in relation to the usage and area of applications.
In the context of linguistic and NLP services, in an SOA-based system, the func-
tionality or behavior of each service should be independent of the other services (atomic
services) and must be clearly defined. The functionality is the task that is supposed to
be executed when the service is invoked and the required data is received. Any service
can consist of several tasks as sub-services, which collectively define the functionality
of the service [6].
Each NLP pipeline has multiple components that are combined together and con-
sidered to be a single unit of functionality. Each of these components can be defined as a
service or sub-service. Providing a clear definition of the service boundaries is essential
and helps us find and assign a proper service to each element of the pipeline. In order
to increase usability, the functionality of the services must also be independent of any
platform.
Moreover, services should have flexibility in the format of input and output texts,
and be able to perform the tasks based on a widely accepted standard approach. The
implemented approach, accepted input formats, possible output formats, the required
information and data for executing the tasks successfully, and the exceptions and lim-
itations should be explained clearly for each service and sub-service. SOA facilitates
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Figure 2.7: The NLP Pipeline in Service-Oriented Architecture. (Drawn by the author)
combining different tools as services and also applying the changes based on the gener-
ated results. In this way, it helps to streamline NLP pipelines and executes them more
efficiently [112].
2.4.9 Web-Based NLP Platforms
In this section, we will introduce some of the known NLP platforms; classified as com-
mercial and academic platforms.
Commercial Platforms
Recently, some pay-to-use NLP Application Programming Interfaces (APIs) have been
provided by commercial companies. These aim to help users find insights and relations
in textual data. These API’s help to extract relevant and structured information from
documents, which is more amenable to further analysis in downstream applications.
Amazon Comprehend and Google Cloud Natural Language Processing are examples of
these applications.
1. Amazon Comprehend
Amazon Comprehend23 offers NLP services with the goal to make machines un-
23https://aws.amazon.com/comprehend/
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derstand spoken and written languages. It helps users produce insights by detect-
ing the language, entities, key phrases, sentiments, and topics in a document. The
Amazon Comprehend service uses all of the text data from the Amazon website—
including product descriptions and consumer reviews—as training data to train
the models continually. This continuous learning enables the service to under-
stand topics in different areas and to improve its ability all the time. Amazon
Comprehend exploits this ability in various applications such as analyzing text
documents, recognizing the most frequently mentioned features, and personalizing
recommendations to website visitors.
Amazon Comprehend’s APIs offer a number of pre-trained models to perform dif-
ferent text processes. These comprise detecting the dominant language, detecting
entities, locating key phrases, determining the sentiment, analyzing syntax, and
topic modeling. It is a pay-to-use application, where prices are defined based on
the number of text units (each unit is 100 characters) and the selected services.
Amazon Comprehend can examine and analyze documents in UTF-8 format in
six languages (German, English, Spanish, French, Italian, and Portuguese); it is
also able to detect 100 more languages [5].
2. Google Cloud Natural Language Processing
The Google cloud NLP API,24 as a part of the larger Cloud Machine-Learning API
collection, is a text analysis and annotation tool provided by Google to facilitate
developers’ use of language understanding technologies. It offers several methods,
consisting of sentiment analysis, entity analysis, entity sentiment analysis, content
classification, and syntax analysis for a set of languages.
A user’s request should contain the document, the chosen analysis method, and
the document-related information including the type of document (plain text or
HTML), the text’s encoding, and language. The document can be sent by request
directly or be specified via the URL of its Google cloud storage.
If not specified, the language of a document can be recognized by the API. Each
method has a limited set of supported languages and the language of a document
24https://cloud.google.com/natural-language/
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should be supported by the chosen methods. Content classification only supports
English and entity sentiment analysis supports English, Japanese, and Spanish.
Syntactic analysis and entity analysis can process documents in Chinese, English,
French, German, Italian, Japanese, Korean, Portuguese, Russian, and Spanish.
The same languages can be used for sentiment analysis, except that Russian is
not supported.
The price of services is calculated on the basis of the selected service and the
number of units per documents in each request. Each unit is 1,000 characters,
including whitespace and any markup characters [73].
Academic Platforms
There are a variety of linguistic applications available (i.e., tools for preprocessing, an-
notation, and evaluation of textual data) through which researchers can access and use
services efficiently in a service-oriented environment. CLARIN’s Weblicht, Wortschatz,
LAPPS Grid, and Gate Cloud are examples of academic NLP and text analysis plat-
forms that will be introduced briefly in the following:
1. CLARIN’s WebLicht
CLARIN’s WebLicht25 (Web-Based Linguistic Chaining Tool) is a web-based
service-oriented environment for the integration and use of language resources
and tools. WebLicht is an execution platform with an easy-to-use interface that
provides an environment for researchers to execute annotating and text process-
ing tasks without any tool installation or configuration, and also with no need
for powerful local hardware resources. It provides a wide range of linguistic tools
such as tokenization, co-occurrence extraction, POS tagging, and lexical and se-
mantic analysis as web services that were developed independently. For some of
these tasks, more than one web service is available. New tools with an atomic
implementation can also be integrated into WebLicht as a new service.
As a language processing tool, it supports several languages (German, English,
Italian, French, Romanian, Spanish, and Finnish) and is able to create the visual-
25https://weblicht.sfs.uni-tuebingen.de
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ized results in the form of tables or trees. Users can build any custom processing
chain by choosing the tools and combining them, and they can obtain the result
in their selected format. WebLicht uses a special text format—D-SPIN Text Cor-
pus Format (TCF) [47]—as its internal data-exchange format, which facilitates
the combination of the different linguistic annotations produced by the tools in
the workflow. It creates multi-level annotations for different levels of analysis and
supports an efficient, seamless dataflow between the individual services.
A session of the WebLicht web service starts by uploading the input document
in a plain text format. The desired workflow is created by discovering, selecting,
and adding the appropriate tools from those available. Afterwards, users run the
tool chain and the visualized output will be produced [49].
Apart from the WebLicht web application, Weblicht as a Service (WaaS)26 offers
another possibility to execute the WebLicht tool-chains using UNIX shell, scripts,
or programs via a REST service. In order to execute a workflow, users create
the desired workflow using the WebLicht user interface. They then download
it, get the API Key from the website, and send a POST request including the
workflow (downloaded from WebLicht), input file, API Key, output file, and URL
(https://weblicht.sfs.unituebingen.de/WaaS/api/1.0/chain/process). WaaS runs
the command and returns the annotated document.
2. Wortschatz
Wortschatz, besides the multi-lingual corpus, offers several web services, such as
ASV Toolbox and the REST API. ASV Toolbox is a modular collection of NLP
tools to explore written language data using several linguistic classification and
clustering tasks. It offers language detection, POS tagging, base form reduction,
Named Entity Recognition (NER), and terminology extraction.
The REST API allows web services to have direct access to the data stored
in the LCC and to perform multiple services (consisting of available corpora
service). This includes getting the list of available corpora, co-occurrences services
to obtain sentence co-occurrences, left and right neighbor co-occurrences, and co-
26https://weblicht.sfs.uni-tuebingen.de/WaaS/
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occurrence graphs, a sentences service to obtain sample sentences and sample
POS-tagged sentences of a word, a similarity service to get similar words based
on the similarity of their co-occurrence profiles, and word services. Word services
consist of services such as getting the word for specific patterns or prefixes, random
words, words with a given Levenshtein distance, words that are part of other
words, and relations of a word [17].
3. Language Applications (LAPPS) Grid
LAPPS Grid27 is an open-source interoperable web-service platform for NLP
research and development. It facilitates selecting NLP tools, creating workflows,
and combining services to process documents. It offers language resources and
multiple web services for each processing task, such as a tokenizer, tagger, sentence
splitter, NER, parser, and chunker. Moreover, it enables users to add their own
services and language resources to satisfy their particular needs.
Users can fetch documents from its language corpora and lexicons or upload their
own data. The next step is to create the workflow and select tools from different
NLP services. Running the workflow provides results that can be visualized in a
variety of charts and graphs [108].
4. GATE Cloud
General Architecture for Text Engineering28 (GATE) is another open-source web-
based platform that supports research and development of language processing
software. It offers pre-packaged text annotation services to process documents up
to terabytes of data, where users can also build their own GATE workflows and
process them using cloud computing technology.
It offers semantic text analysis APIs using multilingual and multi-domain web
services. It also provides cloud-backed scalable annotation tools to annotate large
documents and can be used as a host for customized text analytics workflows.
The services are free for research up to a pre-defined quantity of services and
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2.5 Just-In-Time Delivery in NLP Services
In industrial production environments, one substantial aspect of supply chain manage-
ment is the time required to provide the order. Just-in-Time Delivery (JIT delivery)
is a known inventory management strategy to assist orders and provide speedier or-
der fulfillment. JIT delivery means providing raw materials and resources immediately
before they are required. Because of the benefits of this strategy, it has been adapted
for many areas of production, among which is information technology. The potential
outcomes and advantages of utilizing this strategy in IT are faster responses, improved
quality, flexibility, and reduced storage space, among others [76] , [116].
Estimated Time of Arrival (ETA) [105] is another strategy that is adapted to JIT
delivery in IT; it focuses on the arrival time of results. In the context of large amounts
of textual data and NLP infrastructures in an SOA environment, the results arrival
time provided by each of the services in a tool chain helps to estimate the completion
of whole jobs.
Despite the promising benefits, these topics are barely addressed by the currently
available academic text processing infrastructures. There are multiple preliminary fea-
tures that are necessary to offer JIT delivery of linguistic services, such as process
and sub-process transparency, deep knowledge of the required resources, and execution
times. This aspect gains significance in current attempts to offer more reliable and
trustworthy environments for research. These projects, like the European Open Science
Cloud,29 follow this strategy with a strong focus on cloud-based solutions [93].
In order to involve and offer a service in JIT delivery systems, the service providers
define and develop service catalogs based on experiences and best practices [76]. These
catalogs contain extensive lists of requirements that ensure that the use of the JIT
delivery chains is trustworthy and manageable. These requirements cover different per-
spectives and deal with multiple aspects, including the organizational, legal, and tech-
nical environments of the companies and organizations that are involved in the whole
process.
Performance profiles are the gradual and incremental information about all elements
29https://www.eosc-portal.eu/
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of a service catalog that is created, adapted, and completed by the service provider. This
information includes the parameters and their effects on the service. In NLP services, it
may contain the parameters of the tools that influence the performance of the service,
as well as well-founded empirical knowledge about their effects.
Reliability and predictability are principal and essential requirements for services
to be able to be involved in JIT delivery systems. The strategy applied to address these
features is one of the major challenges in JIT delivery services [14].
Reliability has been defined in the international standard ISO/IEC/IEEE 24765:2017
as the “degree to which an object or an object’s services provide agreed or expected
functionality during a defined time period under specified conditions.” In addition to
performing the expected functionality, a highly reliable application should be able to
avoid, detect, and repair failures in a way that users do not notice them, while pursuing
normal operations or being fault tolerant. Fault tolerance is defined in ISO/IEC/IEEE
24765:2017 as the “degree to which a system, product or component operates as in-
tended despite the presence of hardware or software faults” [84].
Predictability is the degree to which a system or a component of the system behaves
as expected in different situations. In the field of information technology and computer
science, this criterion is known as the availability of an application [106].
As previously mentioned, utilizing fault-tolerant techniques, as is attainable in dis-
tributed implementations and cluster computation, is one solution to improve the reli-
ability and predictability of services. Furthermore, this approach offers a helpful way to
configure processes in a dynamic manner based on the available resources of the service
provider or temporal requirements of the user. Clear information about potential costs
and the estimated delivery time for each configuration helps users to select a suitable
service (or service chain) or service configuration that fits their needs best.
The other outcome of using JIT delivery in NLP systems is that it gives a clear
strategy for data storage management, duration of data retention, and delivery time.
Cluster computation approaches facilitate implementation of NLP tools that are com-
patible with integration in JIT delivery systems and are meanwhile able to provide the
required information to create and update performance profiles and service catalogs,
as the major necessities of JIT delivery. These features can provide added value for the
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toolbox and enhance users’ satisfaction.
2.6 Related Works
The rapid and extensive rate of text data generation has enhanced the development of
a vast amount of unstructured natural language textual resources. In many language
processing tasks, the overwhelming and ever-increasing amount of textual information
must be processed in a reasonable time frame. Therefore, using parallel and distributed
approaches in implementing the text processing and NLP tools to process medium- and
large-volume text data has been taken into consideration in recent years.
At first, NLP researchers began to use Hadoop and MapReduce as a distributed
framework to implement NLP tools. Along with progress in the Hadoop ecosystem,
usage of the Hadoop-based system has also improved, and many advanced tools have
been implemented that utilize the state-of-the-art features in the Hadoop ecosystem
and cluster computation.
In 2007, Bautin and Skiena published a technical report [11] on an implemented
search engine to retrieve entities based on all occurrences of the intended entities
throughout a text corpus. In order to find duplicate and near-duplicate articles, they
utilized Hadoop MapReduce. MapReduce provides the files containing all unique sen-
tences in the input corpus.
Pantel presented the Data Catalysis Center [87], also in 2007, as an initiative to
build large data processing capabilities using existing infrastructures. Aiming to sim-
plify development and processing time when dealing with very large collection data
for the academic community, they utilized parallelization technology. The Large Data
Processing Abstraction Layer (LDPAL) provides an API that handles parallelization
using MapReduce technology and a distributed file system.
A year later, in 2008, Bone published a Framework by integrating the Natural
Language Processing Toolkit library (NLTK) with Hadoop MapReduce [15]. In this
framework, the Map function splits the large quantities of data and executes the desired
function from thr NLTK framework. Finally, the Reduce function aggregates the results
and produces the final output.
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Lin, in 2008 [72], introduced MapReduce as a framework that simplifies the barriers
of scaling up language processing algorithms to large datasets for academic researchers.
Issues with this framework, however, included the lack of an appropriate programming
model for managing concurrency and the difficulty in getting access to the hardware.
Lin implemented word co-occurrence matrices from large corpora using MapReduce
technology as a case study to show how this technology resolves the framework issues
and improves efficiency.
The Tanl Pipeline is a toolbox based on data pipeline architecture for text analytics
that was published in 2010 by Attardi et al. [7]. The pipelines can be made by selecting
the desired tools from the implemented tools and can be processed in parallel on a
cluster of computers using a modified implementation of Hadoop streaming.
In 2013, Chowdhury et al. [25] presented an alternative implementation of Big
Bench—an end-to-end big data analytics tool—using the NLTK and Hadoop ecosys-
tem including HDFS, Hive, and Mahout. In this research, they have implemented 30
individual queries in four categories: pure Hive queries, Hive queries using MapReduce,
Hive queries using NLTK, and queries using Mahout. As a proof-of-concept evaluation,
they ran each query on an identical dataset, measured the run-time, and compared the
reported times for the queries. The queries that use Hive and Mahout required less
time than the others.
Further research in this area was conducted in 2015 by Nesi et al. [83]. They pub-
lished a distributed framework for crawling web documents and running NLP tasks in
a parallel manner using Hadoop MapReduce. The presented framework aims at exe-
cuting generic NLP applications using open source GATE APIs on real corpora via
MapReduce and HDFS on a multi-node Hadoop cluster. Their implemented system
gets the URLs for the crawling module, which crawls the documents and web pages
from the given URLs. It also receives the path points to the location of the GATE ap-
plication and the required plugins for the key-words and key-phrases extraction. These
plugins are responsible for executing the GATE APIs, which are implemented using
MapReduce, and for storing extracted key-words and key-phrases in HDFS. Further-
more, it estimates the relevance of the selected key-words and key-phrases within their
corresponding domain corpora, by computing the TF-IDF Relevance function.
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In 2014, Agerri et al. presented in [3] a distributed architecture and technology for
scaling up text analysis using several virtual machines. They have developed multiple
NLP tools which consist of ready-to-use modules to do the linguistic annotation. In
order to perform scalable NLP processing of textual data in a parallel manner, they
provide one virtual machine per language and pipeline configuration and run each
processing chain in one language on a single virtual machine. Using this approach, they
presented a solution to the problem of dealing with massive quantities of data.
Ramesh et al., in 2015, published a sentiment analysis on a large dataset of tweets
[67]. This was implemented using a stand-alone version of Hadoop and Apache Flume
for collecting, aggregating, and moving that large dataset into HDFS. The published
results show, besides the progress in computation speed, that the selected approach
performed very well in terms of accuracy.
In 2016, Semberecki and Maciejewski presented an implementation of a distributed
classification of text documents using Apache Spark [97]. They generated high-dimensional
feature vectors from documents using NLTK and the MLlib library for machine-learning
on Apache Spark. They then reduced the dimensionality of the feature vectors and
trained and evaluated the classifiers. In their approach, data is read from HDFS and
stored in RDDs as a distributed data structure, then each record of RDD is processed
using the desired tool from the NLTK library and Spark’s MLlib library.
Castro et al., in 2017, implemented the Associative Classifier for Entity Resolution
to classify huge amounts of data with high dimensionality (i.e., number of features) and
a large number of classes using Apache Spark [23]. Their associative classifier detects
words’ relationships to identify the unique classes, which is followed by a combination
of Word2Vec and Logistic Regression to capture the semantic and syntactic context
of the words. Their evaluation illustrates that their distributed approach provides an
effective and efficient solution.
In 2019, Schneider [96] presented a problem-oriented algorithmization approach
to provide a topical search environment and query formulations for effective corpus
searches. This approach is based on using the MapReduce programming model and
utilizes both data-oriented and problem-oriented parallelization. It segments the source
data and also divides complex linguistic phenomena descriptions to independent sub-
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tasks. The query model presented in Schneider’s research segments complex corpus
queries in a problem-oriented way and aims to support and handle searches in very
large corpora as well as the customized implementation of corpus searches.
Ge et al., in 2019, proposed a scalable distributed multilevel streaming text data
analytics framework for language understanding and sentiment analysis using deep
learning. In this framework, data streams ingested from the Twitter Streaming API
and the content of the data are directed into Apache Kafka to be distributed on HDFS
as data storage. They then utilized Apache Hive for SQL analytics and Apache Spark
Streaming for real-time text processing. Finally, the visualization is conducted using
Apache Zeppelin [39].
The dynamic configuration of Hadoop is one noteworthy topic discussed in multiple
research papers. For example, Wang et al. in 2014 [111] proposed a system that can find
the best slot setting (the capacity to accommodate tasks on each node in the cluster),
dynamically configure slots (which by default are fixed and static), and appropriately
assign tasks to the available slots to provide efficient resource utilization and avoid
prolonging the execution time due to the default setting.
Gounaris et al., in 2017, proposed analytical models to provide the running time of
the Spark jobs as a function of the number of machines employed and then designed the
algorithms for configuring dynamic partitioning in order to minimize resource consump-
tion in terms of user-defined limits [43]. In this research, however, the configuration for
the number of machines, allocated memory for each machine, and also the estimated
execution time was not covered.
In 2019, Fekry et al. introduced a self-tunability approach in processing big data
by distributing work over a cluster of machines. The idea dealt with how to configure a
distributed system to provide optimal running when deploying appropriate resources,
such as a number of virtual machines, CPUs, memory, and disk, and to meet given
run-time or cost targets [35].
The research and published works reviewed above demonstrate that parallelization
and distributed approaches, especially Hadoop-based approaches, are at the leading-
edge of textual data analysis and NLP when the volume of data is of concern. Using
Apache Spark is also taken as a promising solution for applications with heavy compu-
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tation and memory usage. Existing efforts in processing vast amounts of textual data
using parallelization have mainly focused on data-oriented and problem-oriented paral-
lel processing approaches, which split the task into independent sub-tasks, process the
segmented data over the cluster, and merge the intermediate results.
Although there have been significant improvements in NLP systems and they have
facilitated handling ever-growing textual data, there are still several points missing in
NLP research. First, transparency is one important feature that has been neglected
in many academic text processing infrastructures. In particular, in the context of big
data, processes are extremely time-consuming and entail large amounts of storage and
memory. Thus, providing clear information about the approximate time needed for pro-
cessing the workflow as well as the required resources can be valuable for users. Besides
involving vast amounts of textual data and performance of the tools, transparency is
also investigated in this dissertation.
Second, optimization and finding the best resource configuration for each individual
workflow has barely been addressed in the context of big data in NLP research. Dynamic
configuration of resources based on the size and type of data as well as the defined
workflow is the next innovation that is investigated in this research.
Third, providing a confirmed delivery time and involving JIT delivery systems in IT
is another aspect of this research that has been barely addressed in research published to
date. Service catalogs (which are created based on historical information, benchmarks,
and experiences of the service-usages) offer clear information about the results’ delivery
time in different conditions and facilitate combining the implemented services with
other tools. Besides offering delivery information to users, they provide added value to
NLP systems and academic text processing frameworks
Chapter 3
Methodology and Implementation
In the previous chapter, we described cluster computation and its particular advantages
that can be utilized in academic text processing frameworks to enhance their ability to
process large amounts of text materials. In this chapter, we will provide an overview
of the methodology of this research and explain the choices made to attain the stated
aim. First, we will present the technical approach that has been followed to provide
the execution framework. Then the features and parameters of the selected corpus will
be explained. The defined workflows and the tools that we implemented to test the
hypothesis will be explained next. Finally, we will describe the evaluation method used
to assess the outcomes of this study.
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3.1 Technical Approach
In this research, the aim is to employ a technology that enables us to address the
insufficiencies of the currently available academic text-oriented infrastructures. As was
explained in Section 2.2, the technology able to achieve the objectives of this study is
“Cluster Computation”. Hence, we selected cluster computation as the main technology
in light of its ability to fulfill the major expectations we have of an academic NLP
infrastructure: Fault Tolerance, High Availability, Scalability, and Load Balancing.
Therefore, we will use Apache Hadoop as the main framework to facilitate dis-
tributed processing of text documents across the cluster. Also, we will use HDFS as
a file system that provides high-performance access to text data across the Hadoop
cluster. YARN, as a resource manager, has been selected to schedule the tasks to be
executed over the cluster and perform resource assignments. Finally, Apache Spark is
our chosen execution engine because its in-memory computing capability, as well as
eliminating unnecessary I/O operations, improves the task execution time. Following
this approach, we selected and implemented multiple NLP tools using Apache Spark.
These tools have been used to process large-volume documents and investigate the
criteria defined as performance improvement measures.
Using this technology, it is guaranteed that these NLP tools are fault tolerant;
that is, they are able to detect hardware failures and switch to a redundant hardware
component immediately. Furthermore, given the high availability feature provided by
this technology, these tools can operate continuously without failure during the execu-
tion of NLP tasks. These two characteristics make the NLP tools reliable, which is an
important requirement when processing large amounts of data.
In addition, the implemented tools are scalable, which refers to their ability to
manage increased volumes of data. They are adaptable to scaling up, either by increas-
ing the hardware capacity such as nodes and memory, or by enlarging the amount of
input documents. Furthermore, the utilized technology provides load balancing, an au-
tomatic balanced distribution of workloads over the nodes on the cluster, which results
in efficient use of the allocated resources.
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3.2 Corpus
Contemplating the diversity of text data, we performed the benchmarks and investi-
gated the performance of the tools using the experiments, which cover a wide range
of documents. Therefore, we considered multiple parameters to prepare different input
datasets, which are described in the following:
1. Source of Data
As mentioned in Section 2.4.2, LCC continuously gathers text materials by crawl-
ing from freely-available web resources including Wikipedia, online news, and web
pages (Figure 3.1) [42]. Creating the corpus in LCC consists of several preprocess-
ing steps, including HTML download, HTML stripping, and character conversion
to UTF-8. After these steps, the raw documents are ready to be processed us-
ing other NLP tools, such as language separator, sentence segmentizer, language
identification, pattern-based cleaning, duplicate removal, and co-occurrence cal-
culation.
Figure 3.1: Data Sources of the Leipzig Corpora Collection. (Drawn by the author)
The input textual data for the experiments in this study are taken from LCC
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corpora and comprise text documents from all the aforementioned sources.
We assumed that data from each of the sources would have different levels of qual-
ity, considering how important writing styles, such as well-constructed sentences
and correctly punctuated sentences, are for the authors. We will investigate the
effect of the source of documents in the experiments.
2. Language
In this research, the experiments have been conducted using text data in two
languages, English and German, to investigate how the language of documents
effects the execution time of the tools and, consequently, causes differences in
performance.
In general, it is not easy to say that one language is simpler to learn or process than
another, but researchers have found several measurements to compare languages.
Besides the different average length of the words and sentences in English and
German texts, the punctuation style, number of abbreviations and multi word-
units (a combination of multiple words which should be taken as one token) are
language-dependent.
Quasthoff et al. have published a Frequency Dictionary for different languages
and determined statistical data on the word list for each language that provides
a clearer view of each language. The results show that word lengths in German
are longer than English. The average value of word lengths in German is 11.58
(without multiplicity), whereas it is 8.03 in English. In addition, they showed the
proportion of words with at least one hyphen among the most frequent 100,000
words in English is 5.41% and in German is 1.93% [88], [89].
In addition, in English texts, mostly, it is common to avoid writing long and
nested sub-sentences, whereas in German texts, it is common to write longer
sentences comprising sub-sentences. Also, the usage of punctuation marks, like
comma, differs between German texts and English documents [69].
3. Volume of Data
The concept of big data and the sense of large amounts of data is different in
various usages. It depends on a variety of parameters, such as the volume of
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available data in the specific field, the amount of data required to extract the
desired results, and the cost of data gathering and data preprocessing. In many
use cases, data in the range of terabytes or more is imaginable, and the goal
is processing the highest possible data volume (such as sensor data). On the
other hand, in some cases, the volume of data is not the first priority, although
processing less data relatively fast is still seen as an advantage.
In these investigations, we have tried different ranges of data volumes as input
data. Some of the experiments are performed using documents in the range of 1
to 10 GB and some are executed on 25, 50, and 100 GB of textual data.
3.3 Cluster Specification
In order to execute the workflows and measure the defined criteria, we used Galaxy,
the cluster provided by the Leipzig University Computing Center. Galaxy, which is
located at the University of Leipzig and the Technical University of Dresden, has a
share-nothing architecture and aims to facilitate storing and analyzing large amounts
of data in a highly distributed, scalable, and cost-effective way. This cluster provides
services for scientists and researchers, and therefore has a focus on a large number of
nodes and achieving high flexibility to meet the wide range of researchers’ needs and
provide optimized massive parallel data-oriented computations [77].
In this cluster, Apache Hadoop 2.7.3 is used as a framework to process the data in
the distributed environment and data are stored on HDFS. Apache Spark 2.3.0 is used
as the execution engine and YARN is configured as the resource manager. Table 3.1
illustrates the characteristics of this cluster [78].
Table 3.1: Galaxy Cluster Characteristics
Nodes CPUs Hard drives RAM Network
90 6 cores per node more than 2 PB (in total) 128 GB per node 10 GB/s Ethernet
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3.4 Resource Configurations
Besides the cluster setting including the Hadoop, YARN, and Spark configuration, there
are several parameters that should be configured for every individual tool in relation
to the selected tasks and workflow, amount of data, and capacity of the cluster when
the job is being submitted to the cluster.
Spark provides multiple parameters to allocate two main resources on the cluster:
CPU and Memory. The resource configuration for the experiments in this research was
performed by setting the following Spark parameters:
• Number of executors (spark.executor.instances)
• Number of CPU cores for each executor (spark.executor.cores)
• Amount of memory allocated to each executor (spark.executor.memory)
• Amount of memory allocated to the driver (spark.driver.memory)
Network I/O and disk I/O also effect the performance of Spark applications, but neither
Spark nor YARN are able to manage them actively.
When contemplating the IMDB feature of Apache Spark, the amount of memory
affects the execution time directly and the number of executors and cores defines the
level of parallelism. Therefore, in this research, various settings were chosen for the
number of executors and amount of memory per executor for each workflow.
As each node on the Galaxy cluster has 6 cores per CPU (Table 3.1), all of the
CPU cores are being used in these experiments: 5 cores are allocated by the YARN
containers and one is left for system processes, such as the OS and Hadoop daemons.
The amount of Spark driver memory is set to 32 or 64 GB for all of the benchmarks.
3.5 Data and Cluster Configuration Parameters
Considering the various options for the data and cluster setting, we classified the con-
figuration parameters into the following groups:
1. Data configuration parameters including:
• Source of data: online news, Wikipedia, and web pages
3. Methodology and Implementation 62
• Size of data: 1 GB to 10 GB or 25, 50, and 100 GB
• Language: English or German
2. Cluster configuration parameters including:
• Number of executors: 8 to 16
• Amount of memory for each executor: 8 GB, 16 GB, 32 GB, and 64 GB
3.6 Degree of Parallelism
As mentioned in Section 3.3, each executor has 6 cores, with 5 cores used by YARN to
specify 5 concurrent tasks to be run over the cluster. The experiments in this research
are performed using various configurations. The number of executors is the parameter
that defines the degree of parallelism. As an example, assigning 8 executors means 40
parallel tasks can be executed concurrently over the cluster. Given a large volume of
input documents, the degree of parallelism can affect the performance.
As a Hadoop-based system, the data is split into blocks of 128 MB. Therefore, for
the experiments with 1 GB of input data there are 8 data blocks, for 10 GB of data
there are 80 data blocks, and tasks with 100 GB of data have 800 data blocks. Each
of the running tasks loads and processes one data block; hence, to process 1 GB only
8 running tasks are required. On the other hand, when the size of the input data is
increased to 10 GB, 80 blocks of data should be processed. Since the maximum number
of concurrent tasks using 8 machines is 40, YARN starts the first 40 tasks to process
40 data blocks and the rest of the data blocks wait in a queue. When a task is finished,
the next one will be dispatched from the waiting queue and processed.
Using more executors provides more concurrent tasks and therefore fewer data
blocks will stay in the queue. A higher degree of parallelism results in a shorter overall
running time, which leads to a better performance. However, it has to be delimited by
the available resources on the cluster.
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3.7 Defined NLP Workflows
Normalization is the first of almost any NLP task that should be undertaken. It should




Besides the importance of these tools, they can be considered as tasks in which
the actual data has higher priority and their algorithms are not complex. Therefore,
data-oriented parallelization and dividing the source data into smaller segments is an
appropriate way to implement these tools using our selected approach (see Section
2.4.6). Hence, we have defined various workflows to cover the most important prepro-




4. Sentence Segmentizer and Sentence Tokenizer
5. Sentence Segmentizer, Sentence Cleaner, and Sentence Tokenizer
6. Language Identification
7. Named Entity Recognizer,
which consist of either a single tool or joint tools to investigate the achievements of
utilizing the proposed approach in comparison with the serial implementation. Each
of these workflows has been executed to process the different datasets mentioned in
Section 3.2, using both serial and distributed tools. In the experiments conducted using
the distributed approach, the tools were configured to handle various resources, as
explained in Section 3.5.
The main criterion to measure the improvement in performance in this research
is the execution time. In the experiments using serial tools, the execution time is the
elapsed time from the start of the task to the end of writing the processed documents
as output files. In the distributed approach, the execution time is the amount of time
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between the start of the workflow (when users submit the workflow to Spark) to the
end of it (when the results are written to the HDFS in cluster computation framework).
These execution times will be employed to measure the performance of the tools
using the paradigms mentioned in Section 2.3.3 and to investigate the improvement
acquired when using cluster computing.
3.8 Baseline
In order to have a baseline for comparing performance, we used the Wortschatz ASV
Toolbox, a modular collection of tools for the discovery of written language data [13].
This toolbox contains multiple NLP tools, which are implemented using a serial ap-
proach. For this research, we utilized four of the tools—Sentence Segmentizer, Sentence
Cleaner, Tokenizer, and Language Identifier— to accomplish the experiments. In these
experiments, the workflows mentioned in Section 3.7 are executed to process various
datasets and the run-times are measured. We will consider these execution times as the
baseline to investigate how the cluster computation approach can improve the perfor-
mance of NLP tools.
3.9 Challenges in Parallelization of NLP Tools
Apart from the advantages gained by parallelization of NLP tools, there are some chal-
lenges we should be aware of, both within the design of distributed NLP infrastructures
and during their usage. In the following, some of the challenges faced in this research
will be explained.
One challenge is cluster administration and resource management for a group of
users. In the context of dynamic and optimum resource configuration, the available
resources and the requests from other users should be considered. Observing the his-
torical data of the users’ requests and the consumed times, defining the priority level
for the users and jobs, keeping a portion of the resources as the safety threshold, and
defining limits are some solutions to manage resource assignment.
Another challenge in parallel processing is known as the Long Tail problem [85].
This is where a small subset of parallel tasks takes a significantly longer time than
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the rest of the tasks and impedes parallel job completion. This problem causes a small
amount resources to be busy for a long time, while the majority are idle, thus resulting
in decreased system efficiency. As an example, during the tokenization of documents,
if the sentence length in one part of the documents is much greater than the average
sentence length in the input data, the core that is processing these documents will
be busy for a longer time, while the other tasks are finished and cores are idle. In
this research, we have set rules to specify the minimum and maximum length of the
sentences in the sentence cleaning tools to find a solution for these kinds of issues and
detect them in the preprocessing step.
Another issue occurs when a job is submitted to a cluster for it to evaluate and
estimate the run-time of a tool or workflow. It may face some instabilities, such as
network latency or node crashes. Therefore, the measured run-time can vary in multiple
executions of identical tasks. In order to address this problem, each experiment has been
repeated multiple times and the average execution time over all the runs has been used
for the evaluations and statistics. In this research, we have repeated all of the tests
three times and considered their average as the final execution time.
The cost of parallelization is another substantial issue that should be considered
when a parallel implemented tool is used. This means that combining the benefits of
utilizing a parallel approach—like fast processing, availability, and fault tolerance—and
the allocated resources and their imposed cost should result in an efficient outcome.
For example, processing a small amount of data and paralleling the indivisible tasks
and unbalanced data blocks results in wasting resources and causes inefficient usage of
the cluster.
3.10 Implemented NLP Tools for Cluster Computing
One of the objectives of this research is to show how the cluster computation techniques
can improve the performance of NLP tools. To test the hypothesis, we used Apache
Spark to develop multiple NLP tools that are able to be executed over Apache Hadoop
clusters in parallel and can process large-scale documents by employing cluster com-
putation techniques. We implemented these NLP tools as atomic services, which can
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therefore be invoked in SOA-based platforms and can be integrated with other services
in text-processing infrastructures to create joint workflows.
Since the aim of the benchmarks is to measure the effects of the chosen technology,
the tools implemented using a cluster computation approach have the same algorithm
as the tools in the baseline toolbox. Therefore, it can be argued that the improvements
are because of the chosen technology and the logic of the tools has no affect.
The tools are explained in the following sections. Their service description—including
the format of input data, how to configure and invoke the tool, and how to get the
results—is illustrated in Appendix C.
3.10.1 Sentence Segmentation
A sentence is a principal and foundational unit in many NLP tools, such as text align-
ing, parsing, POS-tagging, and machine translation. Sentence segmentation or sentence
boundary identification, as a major NLP task, refers to determining how a text should
be divided into sentences for further processing. The most useful determiners for seg-
menting a text into sentences are punctuation marks like periods, question marks, and
exclamation points.
Sentence segmentation, which is mostly used in the preprocessing stage, has many
challenges regarding the potential ambiguity of punctuation marks. While question
marks and exclamation points can be taken as comparatively unequivocal markers of
sentence boundaries, periods are more ambiguous. For example, beyond its function at
the end of a sentence, a period character can denote a decimal point, an abbreviation, or
even an abbreviation at the end of a sentence. Moreover, a combination of punctuation
marks and other characters like quotation marks are sometimes used to determine the
end of sentences [86].
In general, segmentation methods use a classifier based on predefined rules or
machine-learning methods to decide whether the punctuation mark is part of its preced-
ing word or shows the end of a sentence. Beyond this step, many other aspects—such
as language, character-set, application, usage, and corpus dependencies—need to be
addressed during the design of the segmentizer[55]. For example, special characters,
specific symbols, and even definitions of a sentence and writing style are not the same
3. Methodology and Implementation 67
in different languages.
Approaches
Approaches to sentence segmentation broadly fall into the following categories [86],
[90]:
• Rule-Based Approaches: In these approaches, specified heuristic rules, regular
expressions, and regular grammars are used to find patterns of characters, which
usually occur at the end of a sentence, like “period-space-capital letter”. These
approaches also utilize lists of abbreviations and proper nouns to check the words
preceding and following the punctuation mark to make decisions about the can-
didate boundary characters. Rule-based approaches cannot be generalized easily
and are mostly limited to language, text types, and lists of words and rule sets.
• Machine-Learning-Based Approaches: These techniques consist of super-
vised and unsupervised learning methods. Supervised learning methods use an-
notated and gold-standard texts to train the models, while unsupervised models
use only raw and unannotated corpora. Some statistics-based models, like regres-
sion trees or decision trees, are utilized to classify sentence boundaries according
to several predefined features. Other machine-learning methods, such as the Hid-
den Markov Model, Maximum Entropy, Conditional Random Fields, and Neural
Networks, have been used in sentence segmentation applications.
Implementation
Our implemented sentence segmentation tool follows a rule-based distributed approach,
with multiple rule sets and lists:
• Rule Sets: There are two different rule sets in regex format to check the pre-
ceding and succeeding characters of any end-of-sentence candidates and to detect
whether it is a real end of sentence or not.
For example, the rule
.[a-z][a-zA-Z]*
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is translated as “a period character is followed by at least one lowercase character”
and is used to check the characters following the end-of-sentence candidates, such
as the period sign in file names. If the tool finds this combination, it removes the
period character from the list of candidates.
Another rule
[\s\pIsL].
detects the combination of “one capital character followed by a period character”
and is used to check the characters preceding the end of sentence candidates to
determine whether it is only one capital letter. This rule can cover name abbre-
viations like “A. Miller” and removes periods from end-of-sentence candidates.
• Lists: This tool uses three distinct lists to detect end-of-sentence characters or
examine the words before and after punctuation marks. The first is a list of
sentence boundaries. The default set of the boundaries includes {.,?,!} but it can
also include them in combination with other characters, like “?!”. The next is the
list of abbreviations in different languages, which are followed by a period and
where the period does not necessarily mark the end of a sentence. The last one
is a list of known words that comes after the period character, like file extensions
(.com, .pdf) or URL endings (.com, .de, .org).
The sentence segmentizer tool follows the steps illustrated as a pseudocode in Al-
gorithm 3.1.
3.10.2 Sentence Cleaning
Unstructured text data can be untidy, messy, and contain improbable sequences. Hence,
data cleaning is a notable and challenging preprocessing task for NLP tools. Cleaning
means converting the raw text (i.e., unprocessed text data that is taken directly from
the source and may contain unlikely sequences) to cleaned text by correcting or remov-
ing the prohibited data. This cleaning can entail removing typographical mistakes or
substantiating and correcting values against a defined list of entities. As an example,
a raw text may contain things like misspelled words, extra spaces, extra line breaks,
3. Methodology and Implementation 69
Algorithm 3.1: Sentence Segmentizer
1: Procedure Sentence Segmentizer()
2: Load End-of-Sentence Sets
3: Load End-of-Sentence Lists
4: Read the Documents from HDFS
5: Assign DocumentID to each Document
6: Create Document-RDD
7: Map Each Record in Document-RDD
8: Create List of End-of-Sentence Candidates which Exist in the Document
9: While End-of-Sentence Candidate List is Not Empty
10: If (It is a Member of the Abbreviations List OR
11: It is in the List of Known-Words Followed by a Punctuation Mark
OR
12: It Violates the Preceding Rules OR
13: It Violates the Succeeding Rules)
14: Remove it from End-of-Sentence Candidates List
15: Else
16: Split the Document on End-of-Sentence Candidate
17: Set the Text before End-of-Sentence as Sentence
18: EndIf
19: Assign SentenceID and DocumentID to Sentence
20: Add the Sentence to Sentence-RDD
21: Remove the Candidate from End-of-Sentence Candidates List
22: Update End-of-Sentence Candidates Position for the Rest of the Docu-
ment
23: EndWhile
24: Group the Sentence-RDD Using SentenceID and DocumentID
25: Write the Segmented Documents to HDFS
26: end Procedure
special characters, and so on. Therefore, different cleaning steps, like removing dupli-
cates, removing spaces and non-printing characters, fixing numbers, and removing the
incorrect sequences increases the quality of text data [9].
Text cleaning is mostly ad hoc, rigid, and application-dependent. A definition of
improbable combinations and their desired actions is task specific and may vary for
different tools, languages, and types of text data. For example, the handling of punctu-
ation marks, numbers, symbols, and common typos are addressed by different cleaning
tools, but the defined action to correct them may differ for various languages [12].
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Implementation
Our cleaning tool is a parallel implementation of an existing rule-based sequential
sentence cleaner to observe the changes in performance. As a rule-based system, there
are multiple rule sets that are utilized to detect improbable combinations in the input
documents:
• General Rules: These are the common language-independent rules that are
defined to detect the generally unlikely sequences in the text documents. The
rules are described as patterns using regular expression (REGEX1) sequences. As
an example, the following rule finds sentences that starts with characters like “*”,
“?”, “.”, or “,”
(^[*\?\.\,\/])|(^\))|(^\.)
• Language-Based Rules: These are a set of individual rules defined for each
of the supported languages. For example, the rule for minimum and maximum
sentence length is defined differently for each individual language.
• Format-Based Rules: This sentence cleaner tool supports three different for-
mats of input texts including Web, News, and Wikipedia documents. Various
rules are specified for any of the supported text types, taking into account the
quality of the different document sources.
Regarding how text is generated and published, there are some special characters
that should be replaced during the cleaning stage. For example, in texts published in
HTML format, the left parenthesis character is written as “&lpar;” and the ampersand
character is shown as “&amp;”. Therefore, there is a list of “Replacements” that define
the corresponding substitute for the special characters in different types of texts.
As previously mentioned, the strategy for the desired action for any occurrence of
unlikely sequences in the text is task dependent and varies in different tools. Some tools
perform particular changes on the unclean text and correct them, and other tools, like
the current one, simply remove the unclean line.
The pseudocode in Algorithm 3.2 shows the procedure called to execute the sentence
1https://www.regular-expressions.info/
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cleaner task. The cleaned documents can be stored on HDFS or sent to other tools, like
the sentence segmentizer or tokenizer.
Algorithm 3.2: Sentence Cleaner
1: Procedure Sentence Cleaner()
2: Load General Rule Set
3: Get the Language Code
4: Load Language-Based Rule Set
5: Get the Input Format
6: Load the Format-Based Rule Set
7: Get the Input Type
8: Load the Character Replacement List
9: Read the Documents from HDFS
10: Split the Documents and Assign LineID and DocumentID
11: Create Line-RDD from Split Documents
12: Map each Record in Line-RDD
13: Replace the Special Characters
14: Apply General Rules to Find the Unlikely Sequences
15: Apply Language-Based Rules to Find the Improbable Combinations
16: Apply Format-Based Desired Action
17: Apply Type-Based Desired Action
18: Group the Line RDD Using LineID and DocumentID
19: Write the Cleaned Documents to HDFS
20: end Procedure
3.10.3 Tokenization
Tokenization—dividing the texts into units called tokens—is an early step in most text-
processing tools. A token is defined as a word, number, or a punctuation mark (either
a sentence boundary, like a period or question mark, or internal sentence punctuation,
like a comma and dash [74]).
Kučera and Francis [63] define a word as “a string of contiguous alphanumeric char-
acters with space on either side; [it] may include hyphens and apostrophes, but no other
punctuation marks.” Even though there are some violations of this definition, especially
in online documents where non-alphanumeric characters are used within a word, it is
a comprehensive definition that considers whitespace—including space, tab, no-break
space, and newline—instead of space to address most tokenization requirements.
Commonly, punctuation marks such as commas, semicolons, and periods are at-
tached to words and should be split during the tokenization task. However, in some
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cases, like periods after abbreviations, they are not at the end of a sentence and should
be kept as part of the word. It therefore seems problematic to just put a space between
the word and punctuation mark.
Hyphens and their inconsistent use in different texts should be considered another
exception. For instance, the hyphens that split up vowels in words like “cooperation” or
join the nouns in names such as “Hewlett-Packard” or “Anne-Marie” should be taken
as a part of the token. Likewise, there are some spaces that are not a token boundary.
As a case in a point, the words “data base”, “data-base”, and “database” are utilized
for one concept and obviously should be considered as one token. Thus, the biggest
challenge in tokenization tasks is to distinguish ambiguous token boundaries from real
ones, and to separate the tokens in a sensible way. Common approaches for token
boundary detection, as with sentence boundary recognition, consist of rule-based and
machine-learning-based approaches.
Implementation
For this task, as with sentence segmentation, we have implemented a distributed rule-
based tokenizer using Apache Spark. We assume the input documents in this tool are
sentence segmented; that is, each line contains only one sentence. If the input is not
segmented, a sentence segmentizer should be called in advance. Several rule sets and
lists are defined to find the token boundaries.
• Rule-Sets and Lists: The same as the sentence segmentizer, this tool also uses
the defined rule sets to specify the desired action based on the position of a
token boundary. For example, some preceding and intermediate rules are defined
to detect the instances where a token boundary is located in the middle of the
words or at the end of the token and should be considered part of the token.
The corresponding action for each of the token boundaries is defined based on
the position of the boundary character in the word or sentence. For example,
if an exclamation mark is at the start, middle, or end of a word or sentence, a
whitespace will be added before or after it. If a comma is located in the start or
end of a word or sentence, a whitespace will be added before or after it; however,
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Algorithm 3.3: Tokenizer
1: Procedure Tokenizer()
2: Load End-of-Sentence Rule Sets
3: Load End-of-Sentence Lists
4: Read the Segmented Sentences from HDFS
5: Create Sentences-RDD and Assign SentencesID to each Sentence
6: Map Each Record in Sentences-RDD
7: Create List of Token Boundary Candidates
8: If Sentence Ends with Punctuation Followed by End-of-Sentence Character
9: Add a Space before End-of-Sentence Character
10: EndIf
11: While Sentence is Not Empty
12: Find the First Token Boundary Candidates in Sentence
13: Set the Text before Token Boundary as Token Candidate
14: If (Token Candidate is a Member of Abbreviations List OR
15: It is in the List of Known Word Sets as Token OR
16: It Violates the Preceding Rules OR
17: It Violates the Intermediate Rules)
18: Remove the Token Candidate from the Sentence
19: Apply the Desired Action on Token Candidate
20: Append Token Candidate to the Tokenized Sentence
21: Else
22: Remove the Token Candidate from Sentence
23: Append Token Candidate to the Tokenized Sentence
24: Append a Whitespace to the Tokenized Sentence
25: EndIf
26: Add Tokenized Sentence to the Tokenized-Sentence-RDD
27: EndWhile
28: Group the Tokenized-Sentence-RDD Using SentenceID and DocumentID
29: Write the Tokenized Documents to HDFS
30: end Procedure
if it is in the middle of a word, there is no desired action and it remains as is.
Moreover, there are two lists that are used to detect exceptions. The first is
the list of abbreviations—the same as the list of abbreviations in the sentence
segmentizer—and the second is the list of 1,052 known multi-word units that
should be considered as one token even though they contain one or more token
boundary characters. Also, the lists of end-of-sentence characters and punctuation
characters are defined.
Algorithm 3.3 illustrates the steps that are performed by the tokenizer procedure.
The tokenizer procedure returns a dataset where each record contains: one tokenized
sentence; a document ID, which leads to the metadata of the document that this sen-
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tence belongs to; and a sequential ID, which shows the order of the sentence in the
document. The concluding steps are grouping the records by their document ID, sorting
each group based on a sequential ID, and finally merging them to create the tokenized
documents as output.
3.10.4 Language Identification
Language identification is the task of automatically determining the natural language
or languages in which a document, or part thereof, is written. Over 7,000 individual
known living languages are recognized around the world [33]. Language identification
research aims to implement tools that can detect and identify the language(s) that a
document contains.
Some language identification tools focus on monolingual documents, where the task
is to assign each document a unique language label from a finite set of known languages.
In many instances of real-world data, such as data crawled from web pages, the text
can be multi-lingual and processing tools must be capable of categorizing documents in
a multilingual collection. Generally speaking, a supervised language-identifier consists
of the following steps [54]:
1. Select the document.
2. Derive the language model of each of the known languages from the training
corpus.
3. Define a function to determine how well a given document fits each of the training
languages model.
4. Predict the language of the document based on the best-fitting language model.
A Language Model (LM) is a model that assigns probabilities to sequences of words.
Given a sequence of length m, it assigns the probability 𝑃 (𝑤1, 𝑤2, . . . , 𝑤𝑛) to the whole
sequence [55].
The language identifier we have implemented is multi-lingual and capable of analyz-
ing documents containing sentences from more than one language. It can also estimate
the proportion of different languages in a document. This tool concentrates on the lan-
guage identification of digital text; thus, recognizing spoken language or handwritten
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text language are beyond the scope of this tool.
Implementation
This language identifier is a parallel implementation of the existing rule-based sequen-
tial language-identification tool. It utilizes sets of high-frequency words in different
languages and their frequency number to calculate the probability of a sentence be-
longing to each language. The pseudocode in Algorithm 3.4 illustrates the implemented
algorithm.
Algorithm 3.4: Language Identifier
1: Procedure Language Identifier()
2: Load Supported Languages List
3: Get User’s Selected Languages List
4: Check Availability of User’s Selected Languages
5: Load Frequent Words List for User’s Selected Languages
6: Calculate the Probability of Words for Frequent Words
7: Set the Minimum Probability Value
8: Read the Documents from HDFS
9: Split the Documents and Assign LineID and DocumentID
10: Create Line-RDD from Split Documents
11: Map Each Record in Line-RDD
12: Split the Lines to Words
13: Detect the Unique Words
14: Map Each Unique Record in Each User’s Selected Language
15: If Word Is in Frequent Words
16: Assign the Probability of the Word
17: Else
18: Assign the Minimum Probability
19: EndIf
20: Sum the Probabilities and Calculate the Probability of the Line
21: Group the Line RDD Using LineID and DocumentID
22: Write Documents with Probabilities of Each Line to HDFS
23: end Procedure
3.10.5 Named Entity Recognition
Named Entity Recognition (NER) is one of the main tasks of NLP. It finds and classifies
eligible nouns and proper Named Entities (NE) within a collection of text. An NE is a
word or phrase that explicitly denotes one item from a group of other items based on
their similar attributes [99].
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NER facilitates and accelerates extracting and classifying meaningful domain-related
information and improves outcomes by locating and categorizing NEs [79]. Although
many general NE recognizers aim to annotate popular classes like person, location, and
organization, in some specific domains, detecting the individual NEs is a considerable
challenge. Hence, NER tools and models have been developed to annotate domain-
exclusive terminologies in different fields.
Approaches
Many NER tools have been trained to annotate and classify the three popular categories
of person (PER), location (LOC), and organization (ORG), as well as the general
and indistinct category of miscellaneous (MIS). In addition to these categories, more
advanced NER tools are able to detect instances of numerical (money, number, ordinal,
percentage) and temporal (date, time, duration, set) entities [103].
In specific domains, instead of the general and known categories, detecting individ-
ual named entities is a considerable challenge. Researchers in different fields, such as
medicine, chemistry, and politics, have developed NER tools and models to annotate
domain-exclusive terminologies. These NERs are being used to detect the specified NEs
in related documents, like scientific papers, patent descriptions, technical reports, and
news [20]. In these tools, feature processing and annotation of the training set are per-
formed by domain experts to learn the new model. There are several approaches and
techniques to design an NER tool. The best approach can be selected depending on the
linguistic characteristics of the entities to be identified and the usage requirements.
• Dictionary-Based NER Models
In this method, a tight set of vocabulary of names is defined and the following
approaches are used to detect the entities:
– Exact matching: An exact text search for synonyms based on the given
list of terms.
– Flexible or approximate matching: Allows insertion, deletion, or sub-
stitution of one or more characters during matching.
The quality of these tool depends on the completeness of the dictionary and the
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matching algorithm.
• Rule-Based NER Models
This technique uses a set of strongly-defined hand-made rules to detect named
entities. These rules are categorized into two major groups [18]:
– Pattern-based rules: Are defined based on orthographic features (like cap-
italization), or on morphological (like word precedence), or grammatical (like
part-of-speech) patterns of words.
– Context-based rules: Are specified regarding the context of the words in
the text.
• Machine-Learning-Based NER Models
Machine-learning-based solutions use feature-annotated observed data and sta-
tistical methods to recognize specific named entities. In many machine-learning-
based NER systems, the following steps are performed to develop the model [81],
[20]:
1. Make the Corpora: Prepare the collection of texts and documents related
to the target domain.
2. Preprocessing: Various preprocessing steps are applied to determine entity
boundaries, which mainly include sentence segmenting and tokenizing. An-
notation encoding is another task; it means selecting the encoding schema
[95]—like BIO, BIOLU, IOB2—to represent the annotated named entities
in the training set and in the target documents.
3. Feature Processing: A crucial task that consists of extracting, selecting,
and deriving the desired features from the preprocessed input text. Machine-
learning models use these features to define the rules that describe and detect
the characteristics and patterns of the named entities. It means the models
make their prediction using the information encoded from various charac-
teristics, including linguistic, orthographic, morphological, and context fea-
tures of the naming conventions. Hence, determining a rich and attentively
selected set of features is a very effective way to achieve a more accurate
named entities target and should be done carefully.
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4. Name Recognition: In this step the NEs are recognized and assigned to a
class or entity type. To develop this approach two basic steps are required:
– Training: In this step, the machine-learning model must be trained
using fully annotated documents, which are part of the domain-related
documents.
– Annotation: The trained model recognizes the instances of named en-
tities in the unseen documents based on the experience inferred from
the training step.
5. Normalization: Fixing the detection mistakes is sometimes addressed as
a separate task from NER. For entity normalization, entities’ names are
mapped to their canonical names in order to get a unique representation of
detected NEs and fix the issues resulting from variations in synonyms and
ambiguous abbreviations.
6. Post-Processing: The aim of this step is to find a solution for issues in the
recognition process or to refine the generated annotations by extending the
recognized names. It can be accomplished by applying some rules, correcting
the mistakes, and removing uninformative or unwanted terms.
Machine-learning-based NER approaches mostly use supervised learning algo-
rithms and semi-supervised learning algorithms. In supervised learning methods,
the algorithms learn and give feedback on the learning process by assigning la-
bels to the training sets and comparing them with correct labels. Obviously, to
develop these models a fully annotated input text is required. The most com-
mon algorithms for supervised learning NER systems are Conditional Random
Field (CRF) [68], Support Vector Machine (SVM) [46], the Hidden Markov Model
(HMM) [10], and the Maximum Entropy Markov Model (MEMM) [75].
Semi-supervised learning solutions utilize both annotated and non-annotated data
to categorize named entities. Thus, in these approaches, the main goal is to extract
the features from non-annotated data, which are not present in the annotated
data, which may contribute to a better detection of the NE boundaries.
• Hybrid NER Models
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In some NER tools, more than one approach has been combined to achieve better
performance and results. For example, the union or intersection of the results of
a machine-learning-based annotator and a dictionary-based model can improve
the evaluation accuracy.
Implementation
The NER tool in this research consists of two main parts: training a new model and
annotation. In the training part, a new machine-learning-based model is created and
trained using fully annotated documents as the training set. In annotation, the trained
model is utilized to recognize instances of NEs in unseen documents. This part has a
parallel implementation, which can be run on a cluster to annotate large-scale docu-
ments.
• Model Training
In order to develop a new model, we have used the NER API from the Stanford
CoreNLP tool [103]. This API has the potential both to use learned models for
known categories—such as person, location, organization, and so on—and to train
a new model using train, develop, and test datasets.
The trained model is a CRF model, which needs a domain-related corpus and
an annotation encoding schema. It also requires some preprocessing steps, which
mainly include sentence segmenting and tokenizing. Furthermore, domain experts
should define the features and annotate the instances of each NE category to
prepare the fully annotated training data. The same annotation should be done
on the test set to prepare the gold standard.
The annotated training set to train the CRF model contains the tokens followed
by a tab and the category name (tag) in separate lines. Category names have
the IOB2 format, which means that if the token is not an instance of one of the
categories, it has the label “O”; otherwise, the label is the name of the category.
As the instances of each category can be a chunk of the tokens, the first word of
the chunk has “B-” as a prefix and the rest have “I-” as a prefix. A blank line
represents a sentence break.
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The more training data the more accurate the model. It is recommended [103]
to train the model on over a million tokens, but the accuracy of models that
are trained using fewer tokens is also acceptable. Using the training set and de-
fined properties, a customized CRF model is trained and the test set is utilized
to evaluate the trained model using precision, recall, and F-score measures. The
acceptance of the evaluations depends on the related domain and should be ap-
proved by domain experts.
• Trained Models
In order to prove the functionality of this tool, we have trained two models uti-
lizing two pre-existing annotated training sets: NCBI [82] and GENIA [40]. The
NCBI disease corpus is fully annotated at the mention and concept level. It con-
tains 793 abstracts of medical papers with 6,892 annotated diseases and 790
unique disease concepts, which have been divided into training, developing, and
testing sets. The diseases are classified into four main categories—DiseaseClass,
SpecificDisease, CompositeMention, and Modifier—and 5,148 instances are anno-
tated as the training set.
GENIA is a collection of 1,999 bio-medical abstracts with various levels of syn-
tactic and semantic annotations. This corpus has 51,301 annotated instances in
five main classes: cell-line, cell-type, protein, DNA, and RNA.
Individual CRF models were trained using the annotated texts. In order to eval-
uate them we run the models to annotate preprocessed (sentence segmented and
tokenized) test data and compared the outputs with the gold standards.
• Annotation
In this step, we have a list of CRF models, which are trained using various training
sets. Each one can be used to annotate new documents in the same domain as
the training sets. Input texts should be sentence segmented and tokenized and
the output will be annotated sentences.
The F-score will be calculated for right and full boundary matches. The accep-
tance of the evaluations varies based on the documents’ domain and should be
approved by domain experts.
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Figure 3.2: Training a CRF Model Using the Stanford CoreNLP API. (Drawn by the
author)
In order to integrate this service to other NLP tools, it is also possible to obtain
the inputs as a list of tokens for each sentence. The output will also be a list of
annotated tokens of the sentence.
Figure 3.2 and Algorithm 3.5 present the steps of the training the model and
using the trained model to annotate the documents.
Algorithm 3.5: Named Entity Recognizer
1: Procedure NER()
2: Read List of Trained NER Model
3: Load the Selected NER Model
4: Read the Pre-Processed Sentences from HDFS
5: Assign SentencesID to Each Sentence
6: Create Sentences-RDD
7: Map Each Record in Sentences-RDD
8: Deploy the NER Model to Get the List of Recognized NE
9: If List of Recognized NE is Empty
10: Assign the Tag “O” to All Tokens
11: Else
12: Assign Detected Tag to Recognized NE in the Sentence
13: Assign the Tag “O” to Unrecognized Tokens in the Sentence
14: EndIf
15: Group the Annotated-Sentence-RDD using SentenceID
16: Write the Annotated-Sentence to HDFS
17: end Procedure
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3.11 Evaluation Methods
The main criterion to measure the improvement in performance in this research is
the execution time, which will be used to calculate the efficiency of the tools and
defined workflows. The execution time or elapsed time is the time between the start of
the workflow to the end of it, when the results are written to the output device. We
measured the execution time in all of the experiments including the single tools and
defined workflows of joint tools using serial and parallel implemented tools. In order
to evaluate the performance of the tools in the proposed approach, we calculated the
ratio of parallel and serial run-times, speedup, efficiency, and scalability of the tools.
It is worthwhile to clarify that the speedup calculated in this research is not compat-
ible with classical speedup; although it does follow the same concept. Classical speedup
in distributed systems is defined as the ratio of running times of the tool using one
singular node and multiple nodes. In this method, the best possible value is equal to
the number of nodes that show a linear speedup. Rarely, in distributed systems the
speedup can exceed the number of nodes (for example, due to cache effects in some
algorithms), which is called super-linear speedup.
As one of the goals in this research is to investigate how the distributed approaches
can improve the performance of classical NLP tools, we have calculated the speedup
as the ratio of run-time of the tools using serial implementation and the number of
nodes in distributed implementation. Furthermore, we have also calculated the portion
of the execution times using one and multiple nodes to show the effect of assigning
more resources. Therefore, having super-linear speedup and efficiency in performance
is not unreachable. These results will be explained in Section 4.2.
We have also conducted various statistical analyses [26] including Pearson Correla-
tions to indicate how the run-time is linearly related to the cluster and data parameters
in each tool and Spearman Correlation to show the direction of association between
the data and cluster configuration parameters and execution time. We have calculated
the coefficient of effects of each parameter on execution time and, consequently, the
performance of the tools, which will be illustrated in Section 4.3.
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3.12 Integration with Available NLP Platforms
Since our NLP tools are designed and implemented as atomic services, they have the
potential to be merged into available SOA-based annotation and linguistic applications.
In many cases, the current state of academic NLP toolboxes does not allow for the pro-
cessing of large-scale text materials. As an example, the WebLicht execution platform
[49] has gained significance—especially in the context of the CLARIN project—because
of its easy-to-use interface and because it offers the advantage of not confronting users
with complex tool installation and configuration procedures, or the need for powerful
local hardware where processing and annotation tasks are executed.
As a part of this research, we have integrated the implemented NLP tools into
CLARIN’s WebLicht using WaaS (explained in Section 2.4.9) to address its potential
insufficiencies and provide the following added value:
• Support of processing large amounts of text material without losing the benefits
of an SOA.
• Efficient use of parallelization, including the parallel processing of large document
collections and the support of large user groups.
• Open accounting of resources used (ranging from hardware resources to financial
costs) for enhancing user acceptance of services and workflows by making hidden
costs more transparent.
During the execution, as the first step, the input text files are read from HDFS and
loaded in RDDs. Those RDDs are distributed over the allocated cluster hardware and
are processed by multiple executors in parallel. The results are provided by merging
processed RDDs and the finalized outputs are again stored on HDFS.
The optimum hardware configuration for each job can be set dynamically in relation
to volume and type of input data, as well as the selected processing pipeline, which
may consist of a single or even multiple tools. The specific configuration is determined
automatically based on empirical values taken from previous runs and takes the current
workload of the underlying cluster into account [94].
For the subset of these tasks that is supported by WebLicht’s text corpus format
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Figure 3.3: Integration of Distributed Tools into Available NLP Platforms. (Drawn by
the author)
(TCF) [47] (i.e., tokenization and sentence segmentation), converters between TCF and
the RDDs were written. As a result, the endpoint is structured as depicted in Figure 3.3.
These services are currently available on Weblicht infrastructure and users can
choose the services and execute the workflows containing distributed NLP tools using
a command line. In order to build the workflows comprising these tools and services
from other service providers, it is necessary to consider the capabilities of other ser-
vices. They should be capable of reading, processing, and writing documents at the
scale of big data and should also support aspects related to big data processing, like
high availability, scalability, and fault tolerance.
Chapter 4
Results of Utilizing Cluster Computation
in Academic NLP Infrastructures
There are several substantial benefits accomplishments that academic NLP infrastruc-
tures gain by employing cluster computation technology and using process and data
distribution. The currently available academic NLP infrastructures are barely able to
process vast amounts of text data in a timely manner and with affordable performance.
In addition, some research centers have powerful hardware, which is utilized for storing
data. These hardware and their computational power have the potential to be employed
to develop the modern NLP tools and to improve the efficiency of the academic NLP
infrastructures.
In this chapter, in response to the research questions explained in Section 1.3, we
will discuss the benefits of employing cluster computation technology, which provides
the solution for the problems outlined in Section 1.2. The outcomes are validated by
the results of the experiments and tests and show the proficiency of our designated
strategy on academic NLP infrastructure.
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4.1 Exploiting Large Textual Data
Professionals and researchers in any field need to have access to precise and correct
data-driven knowledge to provide well-informed and accurate analysis before it is out
of date. Due to the dramatically increasing rate of textual data generation, and the
decreasing cost of storage and computation of vast amounts of data, making the most
comprehensive use of them is imperative. Many of the available academic NLP tools are
not designed to process big data and even if they have been integrated with tools with
the ability to process large-scale data, this ability is not practical. Hence, one of the
aims in novel text processing tools is to provide the ability to define the workflows to
read large amounts of text materials, process them, write the processed and annotated
results, and visualize the outputs.
In this study, we have illustrated that cluster computation is a promising solution
that enables NLP tools to process vast numbers of documents by distributing the com-
putation and data over a cluster of computers. We have followed the data-oriented par-
allelization approach, whereby text data are split into smaller blocks and these blocks
are distributed over the cluster to be processed in parallel. In the tools that we have im-
plemented, the documents can be processed independently, and therefore data-oriented
paralleling addresses our problem. On the other hand, the tools perform identical non-
complicated processes on the datasets, which are indivisible, hence, parallelization of
the tasks is not intended.
The results of our experiments show that our distributed NLP tools are able to
process large-scale text data. Figure 4.1 depicts the results of a set of experiments
conducted for sentence segmentation of large amounts of textual data in the range of
25, 50, and 100 GB, which are gathered from online news in English and German. In
these tests, the cluster is configured to use 8, 10, 12, 14, and 16 machines and allocates
64 GB memory on each executor, and the execution times are measured.
This diagram shows that sentence segmentation of 25 GB of news in English using
8 executors takes 667 seconds, while doubling the degree of parallelism decreases the
execution time to 392 seconds. The same amounts of news in German can be split into
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Figure 4.1: Execution Time of Sentence Segmentation of 25, 50, and 100 GB of Data
sentences respectively after 1,155 and 629 seconds.
Processing larger volumes of data (i.e., 100 GB), which is barely possible using ex-
isting academic NLP tools, takes about 42 minutes (2,521 seconds) for English news
and about 81 minutes (4,681 seconds) for German news, if 8 machines are allocated on
the cluster. By increasing the number of machines to 16, we can see a significant reduc-
tion in the execution time: 1,139 seconds and 2,165 seconds for English and German
news respectively.
These experiments demonstrate that parallel processing and distribution of the data
over the cluster, which is performed by the Hadoop and Spark platforms, facilitates
processing huge amounts of text data in a timely manner and using reasonable resources.
Even when using fewer hardware resources, this approach is able to process large-scale
textual data in an affordable way. Figures 4.2 and 4.3 in Section 4.2.4 demonstrate the
possibility of processing big text materials without using large amounts of resources;
two machines with 8 GB memory can be used for sentence segmentation of 10 GB of
data in about 35 minutes (2,115 seconds), and if 16 GB memory is allocated, the results
will be ready in about 24 minutes (1,480 seconds).
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4.2 Performance Improvement
The metrics that can be used to measure the quality of performance in distributed
systems have already been explained in Section 2.3 and our calculation method was
explained in Section 3.11. In the following, we will calculate and discuss these criteria
to prove the performance improvement that is achieved by our implemented NLP tools
deploying cluster computation technology.
4.2.1 Parallel Run-Time
As we have mentioned, parallel run-time is one criterion that indicates the performance
of the parallel implementation of the tools. Lower execution time is one of the benefits
gained in cluster computation technology and is measured by comparing the serial and
parallel run-times. The tables in Appendix B present the time span for the sequen-
tial approach and the parallel run-time of the performed experiments using a cluster
computation approach. The results show a significant decrease in run-times when the
distributed approach is utilized to execute the same workflows to process identical data.
As an example, Table 4.1 shows the difference between the execution times of sen-
tence segmenting 1 GB of documents using serial and distributed tools. When the
cluster allocates 8 executors, the execution time decreased from 29% to 60% depending
on the source of the text and its language, whereas using 16 executors provides a 19%
to 62% improvement in run-time.
Table 4.1: Serial and Parallel Run-Times for Sentence Segmentation of 1 GB of Text
Data
English German
News Web Wikipedia News Web Wikipedia
Serial Run-Time(seconds) 330 403 464 439 308 533
Parallel Run-Time(seconds))(p=8) 154 160 192 261 220 279
Improvement -53% -60% -59% -41% -29% -48%
Parallel Run-Time(seconds)(p=16) 163 154 192 222 248 254
Improvement -51% -62% -59% -49% -19% -52 %
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Moreover, by comparing the parallel run-times when processing different volumes of
data, it is evident that when the volume of data is greater, the distributed approach has
a greater effect and decreases the execution time much more. Table 4.2 demonstrates
that the distributed approach has decreased the execution times of sentence segmenta-
tion of 10 GB of documents between 85% and 95% in comparison with the sequential
approach, with respect to the documents’ features, language, and source of documents.
Table 4.2: Serial and Parallel Run-Times for Sentence Segmentation of 10 GB of Text
Data
English German
News Web Wikipedia News Web Wikipedia
Serial Run-Time(seconds) 3,264 4,834 4,755 3,781 3,508 5,310
Parallel Run-Time(seconds)(p=8) 336 411 386 571 503 556
Improvement -90% -91% -92% -85% -86% -90%
Parallel Run-Time(seconds)(p=16) 197 230 291 346 303 345
Improvement -94% -95% -94% -91% -91% -94%
The results represented in Appendix B confirm that in the majority of the experi-
ments, a more than 90% decrease in run-time has been achieved using the distributed
approach in processing 10 GB of data. Tables 4.3, 4.4, and 4.5 show the significant
improvements that are attained in execution time of language identification, sentence
cleaning, and tokenizing 10 GB of data by using paralleled tools.
Table 4.3: Serial and Parallel Run-Times for Language Identification of 10 GB of Text
Data
English German
News Web Wikipedia News Web Wikipedia
Serial Run-Time(seconds) 6,926 6,145 7,839 6,472 7,065 9,994
Parallel Run-Time(seconds)(p=8) 1,200 1,055 1,209 1,114 766 901
Improvement -88% -87% -90% -93% -91% -93%
Parallel Run-Time(seconds)(p=16) 803 795 815 484 623 657
Improvement -83% -83% -85% -83% -89% -91%
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Table 4.4: Serial and Parallel Run-Times for Sentence Cleaning of 10 GB of Text Data
English German
News Web Wikipedia News Web Wikipedia
Serial Run-Time(seconds) 6,674 6,463 8,377 6,834 6,477 12,679
Parallel Run-Time(seconds)(p=8) 791 722 646 743 722 483
Improvement -88% -89% -92% -89% -89% -96%
Parallel Run-Time(seconds)(p=16) 429 378 351 400 402 250
Improvement -94% -94% -96% -94% -94% -98%
Table 4.5: Serial and Parallel Run-Times for Tokenizing of 10 GB of Text Data
English German
News Web Wikipedia News Web Wikipedia
Serial Run-Time(seconds) 3,882 3,407 3,771 4,047 3,363 3,871
Parallel Run-Time(seconds)(p=8) 377 380 388 738 689 630
Improvement -90% -89% -90% -82% -80% -84%
Parallel Run-Time(seconds)(p=16) 270 210 221 423 347 412
Improvement -93% -94% -94% -90% -90% -89%
4.2.2 Speedup
As explained in Section 2.3.3, the ratio of the serial run-time to the parallel run-time
is known as speedup and shows the relative performance of sequential and distributed
implementations of the tools. In this section, we will discuss the effectiveness of cluster
computation to increase the performance of the NLP tools using this criterion. Tables
4.6 to 4.9 illustrate the speedup gained in processing 10 GB of data by deploying cluster
computation in our experiments.
As is shown in Table 4.6, when the cluster allocates 8 machines for segmenting
10 GB of English documents from different sources, the achieved speedup is super-
linear. It shows the performance has improved enormously. Increasing the degree of
parallelism causes more improvement, whereas assigning more memory does not provide
significantly higher speedup.
Classifying the documents based on their identified language leads to the highest
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Table 4.6: Speedup for Sentence Segmentation of 10 GB of Text Data
English German
News Web Wikipedia News Web Wikipedia
Speedup(p=8,m=8) 9.71 11.76 12.32 6.62 6.97 9.55
Speedup(p=8,m=16) 9.63 12.82 12.10 6.67 7.04 9.41
Speedup(p=16,m=16) 16.57 21.02 16.34 10.93 11.58 15.39
Speedup(p=16,m=32) 15.47 20.66 14.11 12.32 11.89 15.57
p: Number of processors (executors), m: Assigned memory in GB
memory consumption of our implemented tools. As is shown in Tables B.25 and B.26
in Appendix B, processing more than 5 GB of English documents using 8 machines and
32 GB memory for each machine—due to lack of memory—is not successful. Therefore,
the speedup of this tool is measured for the experiments that are conducted using 64 GB
memory for each executors. Table 4.7 demonstrates that the distribution approach in
classification of documents causes speedup close to 6 when using 8 machines, whereas
super-linear speedup is obtained in very few experiments. Increasing the degree of
parallelism also affects the speedup positively.
Table 4.7: Speedup for Language Identification of 10 GB of Text Data
English German
News Web Wikipedia News Web Wikipedia
Speedup(p=8,m=64) 5.77 5.82 6.48 5.81 9.22 11.09
Speedup(p=16,m=64) 8.63 7.73 9.62 13.37 11.34 15.21
p: Number of processors (executors), m: Assigned memory in GB
Table 4.8 shows the same measurement for applying the sentence cleaning tool on the
sentence segmented texts. The values illustrate that this tool provides an almost super-
linear speedup. The results show a dramatic increase in speedup when the documents
from German Wikipedia are being cleaned.
The results of the experiments to detect the token boundaries in the sentence seg-
mented documents are presented in Table 4.9. It is obvious that in most of the experi-
ments for tokenization of the English texts, super-linear speedup is attained. Tokeniza-
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Table 4.8: Speedup for Sentence Cleaning of 10 GB of Text Data
English German
News Web Wikipedia News Web Wikipedia
Speedup(p=8,m=8) 8.44 8.95 12.97 9.20 8.97 26.25
Speedup(p=8,m=16) 8.16 9.23 12.60 9.19 8.14 27.21
Speedup(p=16,m=16) 15.56 17.10 23.87 17.09 16.11 50.72
Speedup(p=16,m=32) 15.31 17.23 23.01 17.57 16.40 51.96
p: Number of processors (executors), m: Assigned memory in GB
tion of the German documents using distributed tools is performed with the speedup
less than the number of machines. Even though providing a higher degree of parallelism
improves the speedup for German documents, they are still not linear.
Table 4.9: Speedup for Tokenization of 10 GB of Text Data
English German
News Web Wikipedia News Web Wikipedia
Speedup(p=8,m=8) 10.30 8.97 9.72 5.48 4.88 6.14
Speedup(p=8,m=16) 10.22 9.39 10.00 5.47 5.70 5.87
Speedup(p=16,m=16) 14.38 16.22 17.06 9.57 9.69 9.40
Speedup(p=16,m=32) 11.49 17.65 17.22 8.54 8.92 12.29
p: Number of processors (executors), m: Assigned memory in GB
Generally speaking, segmentation and tokenizing the German documents gained
less speedup in comparison with the English texts, whereas in language identification
and cleaning, the English texts have less or similar speedup.
Altogether, the results clarify that using a cluster computation approach causes
improved performance. Moreover, in the majority of the experiments, linear or even
super-linear speedup is achieved. In a few experiments the measured speedup is less
than the number of machines, which is related to the quality of text data or the effect
of the data configuration parameters.
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4.2.3 Efficiency
In this section, we will compare the efficiency of the serial implementation approach with
the cluster computation using our implemented tools. As explained previously in Section
2.3.3, efficiency is a performance criterion that measures the fraction of time that
processors are being used on the computation and is calculated as the ratio of speedup
to the number of processors. A program with linear speedup is 100% efficient and super-
linear speedup brings an efficiency higher than 100%. Since in many of the tests using
our implemented tools we gained linear or super-linear speedup, the efficiency of these
tools is close to or higher than 100%. The efficiency of the experiments mentioned in
Section 4.2.2 are presented in Tables 4.10 to 4.13.
Table 4.10: Efficiency for Sentence Segmentation of 10 GB of Text Data
English German
News Web Wikipedia News Web Wikipedia
Efficiency(p=8,m=8) 121.4% 147.0% 154.0% 82.8% 87.2% 119.4%
Efficiency(p=8,m=16) 120.4% 160.3% 151.2% 83.4% 88.1% 117.7%
Efficiency(p=16,m=16) 103.6% 131.4% 102.1% 68.3% 72.4% 96.2%
Efficiency(p=16,m=32) 96.7% 129.1% 88.2% 77.0% 74.3% 97.3%
p: Number of processors (executors), m: Assigned memory in GB
Table 4.11: Efficiency for Sentence Cleaning of 10 GB of Text Data
English German
News Web Wikipedia News Web Wikipedia
Efficiency(p=8,m=8) 105.5% 111.9% 162.1% 115.0% 112.1% 328.1%
Efficiency(p=8,m=16) 102.0% 115.4% 157.5% 114.8% 101.7% 340.1%
Efficiency(p=16,m=16) 97.2% 106.9% 149.2% 106.8% 100.7% 317.0%
Efficiency(p=16,m=32) 95.7% 107.7% 143.8% 109.8% 102.5% 324.8%
p: Number of processors (executors), m: Assigned memory in GB
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Table 4.12: Efficiency for Tokenization of 10 GB of Text Data
English German
News Web Wikipedia News Web Wikipedia
Efficiency(p=8,m=8) 128.7% 112.1% 121.5% 68.5% 61.0% 76.8%
Efficiency(p=8,m=16) 127.7% 117.3% 125.0% 68.4% 71.3% 73.3%
Efficiency(p=16,m=16) 89.9% 101.4% 106.6% 59.8% 60.6% 58.7%
Efficiency(p=16,m=32) 71.8% 110.3% 107.6% 53.4% 55.8% 76.8%
p: Number of processors (executors), m: Assigned memory in GB
Table 4.13: Efficiency for Language Identification of 10 GB of Text Data
English German
News Web Wikipedia News Web Wikipedia
Efficiency(p=8,m=64) 72.1% 72.8% 81.0% 72.6% 115.3% 138.7%
Efficiency(p=16,m=64) 53.9% 48.3% 60.1% 83.6% 70.9% 95.1%
p: Number of processors (executors), m: Assigned memory in GB
4.2.4 Scalability
We have examined the scalability of our NLP tools in terms of their functionality in
increasing the size of input data and also the assigned resources. As an example, Figures
4.2 and 4.3 depict the scalability of our distributed sentence segmentizer by increasing
the assigned resources, including executors (from 1 to 32) and memory (8 or 16 GB)
and also increasing the workload (raising input data from 1 to 10 GB).
It is explicit in the figures that this tool has the desired functionality when con-
fronted with increasing the volume of data and is able to handle the scaled-up tasks.
Increasing the volume of data and keeping the number of executors and amounts of
memory constant, proves the capability of this approach to handle the scalability re-
quired when increasing the workload (volume of data). Furthermore, it is evident in
the results that the tools are able to manage the efficiency when additional resources
are added. This means that the efficiency of the system increases in proportion to the
number of executors and reflects the ability to utilize further resources effectively.
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Figure 4.2: Scalability of Distributed Sentence Segmentizer-1
Figure 4.3: Scalability of Distributed Sentence Segmentizer-2
4.2.5 Degree of Parallelism
In Section 3.6, we explained how the degree of parallelism can positively affect perfor-
mance. The results of our experiments show that determining the number of allocated
machines in a cluster appropriate to the volume of input data has direct effects on
efficiency.
Figure 4.4 depicts the execution times for running a workflow of joint tools consisting
of sentence segmenting, sentence cleaning, and tokenizing. The input data are English
and German documents in the range of 1 to 10 GB from different sources. The cluster
is configured to use 8 machines, where each machine uses 16 GB memory. The diagram
4. Results of Utilizing Cluster Computation in Academic NLP Infrastructures 96
shows that as the volume of data exceeds 5 GB, the run-time increases sharply. This
considerable increment is due to the waiting queue created in the cluster for the tasks to
be assigned to the next free container. Assigning 8 machines enables YARN to assign
40 concurrent running tasks to the cluster. When the volume of data is 5 GB, the
number of data blocks is 40, which completely fits the capacity of the cluster. More
data volumes means more data blocks forwarded to the waiting queue, and consequently
causes a longer execution time.
Figure 4.4: Degree of Parallelism in a Workflow with Joint Tools Using 16 Executors
In the next experiment, we doubled the number of allocated machines and input
data; the rest of the configurations remained unchanged. The outcome is presented in
Figure 4.5, which shows a steady increment in execution time by increasing the volume
of data. As expected, the run-times of the workflow for processing documents have
decreased when more resources are added. For example, the run-times for processing
7 GB of English documents using 8 machines are 1,144, 1,004, and 929 seconds re-
spectively for documents from news sources, the web, and Wikipedia, whereas they
have decreased to 614, 592, and 584 seconds when the cluster is configured to use 16
machines (Appendix B, Tables B.21 and B.22). Doubling the degree of parallelism in
this test caused a 54% to 63% reduction in execution time.
Figure 4.6 illustrates the comparison of the execution time in the aforementioned
workflow to process 10 GB of texts using different resource configurations (allocating
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Figure 4.5: Degree of Parallelism in a Workflow with Joint Tools Using 16 Executors
various numbers of machines and memory). The results show, as expected, that adding
the degree of parallelism decreases the execution time, which causes a better perfor-
mance. Furthermore, when the cluster is configured to use fewer executors, adding the
amounts of the assigned memory has a positive effect on the execution time. In this ex-
periment, when the number of machines is 16, providing 16 GB memory causes a faster
result compared to having 8 GB memory. This reduction is due to having more space
to load the dataset in the memory and fewer I/O operations during the processing of
the data blocks.
The results of the experiments show, as was expected, that assigning more executors
and providing a higher degree of parallelism causes the waiting queue to become shorter,
decreases the overall running time, and therefore provides better performance.
When the possible concurrent running tasks are fewer than the number of data
blocks and a waiting queue is inevitable, which happens in much large-scale text data
processing, increasing the amounts of allocated memory for each machine can also
improve the run-times and eventually provide better performance.
4.2.6 Joint Tools
Another area that is worth analyzing is the inverse impact of overheads on the process-
ing time. We have performed multiple experiments to investigate how the joint tools
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Figure 4.6: Comparing Different Degrees of Parallelism
can change the performance of the workflows. Joint tools are defined as a tool-chain,
where the results of each tool is directly passed to the next tool as its input. Since the
intermediate results are not written on output devices, the I/O overheads will decrease.
Moreover, the lineage feature of Apache Spark enables the joint tools to execute the
workflow faster.
In our experiments, first, the execution times for each of the tools (including sen-
tence segmenting, sentence cleaning, and tokenizing) to process 10 GB of data using
16 machines are individually measured. Then, we defined different workflows, which
are composed of several tools as a joint tool to process the same dataset and using
an identical cluster configuration. One of the joint tools in our experiments is com-
prised of a sentence segmentizer and tokenizer and the next is made up of a sentence
segmentizer, tokenizer, and sentence cleaner. Figure 4.7 depicts the comparison of the
execution times in those tests.
The values in these experiments show that applying the tools separately takes more
time compared with joint tools. For example, the last column in Figure 4.7 presents
segmenting, cleaning, and tokenizing 10 GB of documents from German Wikipedia as
three individual workflows. Each workflow writes the results on HDFS, which is read
by the next tool as the input. The aforementioned tools need in turn 345, 250, and 412
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Figure 4.7: Performance in Workflows with Joint Tools
seconds to be executed and therefore the final result will be ready after 1,007 seconds.
The red line in Figure 4.7 shows the running time of the joint tool including sentence
segmentation and tokenization and the blue line depicts the execution time for the
joint tool, which consists of the three previously mentioned tools: sentence segmenting,
cleaning, and sentence tokenizing. In all of the experiments, the joint tools caused a
significant decrease in execution times and, consequently, provided better performance.
As an example, the points at which the red and blue lines cross the last column
show that applying the joint tools takes 630 and 574 seconds respectively, when merging
two and three tools as a single joint tool to process 10 GB of documents. It can be
observed that applying the joint tool, including two tools, causes an 83% improvement
in execution time and the joint tool comprising the three previously mentioned tools
provides results 57% faster than applying each tool individually.
As we explained previously, in a cluster computation approach, Apache Spark plans
the execution steps using transformations and actions and creates the DAG for all of
the tasks (ref. Section 2.2.5). When multiple tools are executed as a single joint tool, the
DAGs are created for the whole data-processing tool-chain. Since the computation units
in these tools are independent (processing each document is independent from other
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documents), the worker nodes perform them as a single computation task. This means
that when the container reads a block of data, it splits it into sentences, cleans each
sentence, detects the token boundaries, and returns the processed block. This approach
results in less idle time on the worker nodes and also drops many of the redundant
stages, such as reading the input data and writing the intermediate-stage results.
Figure 4.8: Performance of Joint Tools: Comparing the Serial and Distributed Ap-
proaches
Figure 4.8 illustrates the tremendous difference between the execution time of the
joint tools and the corresponding one using the baseline system. In serial implementa-
tions, there is no difference between applying the tools separately or as a joint workflow.
The time required to obtain the final results is almost equal to the sum of the run-times
of individual tools.
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4.3 Dynamic Cluster Configuration
One of the outcomes of this research is providing a solution to find the optimum configu-
ration for workflows that are constructed by tools that are implemented using a cluster
computation approach. We have investigated how the different cluster configuration
and data configuration parameters can affect the execution time and consequently the
performance, in order to find the optimum cluster configuration for various datasets
and workflows. In this section, we will evaluate the relation of execution times and
data and cluster parameters using the tests mentioned in Section 3.11. In addition, by
focusing on the transparency of the tools regarding the execution times and required
resources, we will illustrate how a valid resource configuration can be chosen based on
available resources and expected delivery times.
4.3.1 The Effects of Data and Cluster Parameters on Performance
In Section 3.5, we introduced the configuration parameters which are categorized into
data configuration parameters, including source of data, size of data, and language,
and cluster configuration parameters, including number of executors and amounts of
memory for each executor. We have performed more than 2,000 experiments using
various workflows, datasets, and resources and have measured the execution times.
Then, some statistical tests were conducted using the gathered data to analyze how the
execution time is dependent on other parameters. Since the language and source of the
data are not ordered parameters, we excluded them and performed the tests for each
of their values separately.
Spearman Correlation Coefficients
The first statistical test that was conducted is the Spearman test to analyze the behavior
of the parameters using Spearman correlation coefficients. Tables 4.14 to 4.16 present
Spearman correlation coefficients for parameters including the number of executors,
the volume of the datasets, memory, and execution times. The results show, in general,
that the number of executors and memory has an inverse relation to execution time
and that data volume has a positive relation, which is an expected behavior, but these
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relations are in different ranges for various tools and datasets.
As an example, the values in Table 4.14 show that the coefficient of the correlation
of texts in English and the execution times have higher absolute values compared to
texts in German, especially for the documents from English web pages. This means
that the execution time of the sentence segmentizer for English texts has a stronger
relation to the number of executors and that increasing the number of executors causes
a greater decrease in execution time when the documents are in English. In contrast to
the sentence segmentizer, Tables 4.15 and 4.16 show that the execution times of cleaning
and tokenizing the German text have a mainly stronger relation with the number of
executors compared to English texts.
Moreover, the results show that the relations between the volume of data and exe-
cution time in sentence segmentation are almost the same for all of the datasets, where
in sentence cleaning, there is no significant difference between these coefficients for
different languages. The execution time for cleaning documents from web pages has a
weaker relation with the volume of data in comparison with documents from Wikipedia
or news sites. This means that an increase in the volume of data causes a lower increase
in the execution time when the input documents are from web pages. In tokenization
of the documents, these coefficients differ for all parameters: data volumes, language,
and the source of data.
Table 4.14: Coefficients of Spearman Correlation for Sentence Segmentation Execution
Time
Executor Data Volume Memory
English News -0.2643 0.8614 -0.1425
German News -0.2036 0.8736 -0.2374
English Web -0.2816 0.8797 -0.1976
German Web -0.2015 0.8193 -0.1119
English Wikipedia -0.3704 0.8783 -0.2344
German Wikipedia -0.3597 0.8614 -0.2773
The outcomes illustrate that the correlation between the execution times and doc-
uments with various features differs for each workflow. Therefore, we calculated these
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Table 4.15: Coefficients of Spearman Correlation for Sentence Cleaning Execution Time
Executor Data Volume Memory
English News -0.2491 0.9153 -0.1899
German News -0.3466 0.9061 -0.2818
English Web -0.4939 0.7764 -0.4044
German Web -0.4960 0.7900 -0.4197
English Wikipedia -0.4246 0.8628 -0.2910
German Wikipedia -0.5200 0.8045 -0.4136
Table 4.16: Coefficients of Spearman Correlation for Tokenization Execution Time
Executor Data Volume Memory
English News -0.2535 0.8459 -0.1792
German News -0.3487 0.7598 -0.3707
English Web -0.3704 0.5106 -0.2175
German Web -0.4245 0.7217 -0.3201
English Wikipedia -0.4224 0.5015 -0.2527
German Wikipedia -0.4333 0.5819 -0.4366
correlation coefficients for each of the data and cluster parameters separately. This in-
formation can be considered as a base for a learning system to estimate the execution
times for different workflows.
Pearson Correlation Coefficients
The other statistical test we undertook to find out the relation between the parameters
of the workflow and the execution time is the Pearson Correlation. Table 4.17 presents
the Pearson correlation coefficients between the execution time of various tools when
they process the input documents with different features. As with the results of the
Spearman tests, the outcomes of this test show, as expected, that the allocated execu-
tion time has an inverse relation with memory and the number of executors, whereas it
has a positive relation with the size of the data. However, the strength of the relations
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differ for each tool and dataset.
Table 4.17: Pearson Correlation Coefficients
Segmentation Tokenizing Cleaning
Executor -0.4705 -0.3619 -0.5007
English News Memory -0.2831 -0.2286 -0.3344
Data Volume 0.7008 0.7920 0.6809
Executor -0.4563 -0.4832 -0.5487
German News Memory -0.3404 -0.3711 -0.3884
Data Volume 0.7048 0.6657 0.6350
Executor -0.4063 -0.5600 -0.5777
English Web Memory -0.2859 -0.3749 -0.4051
Data Volume 0.7863 0.5270 0.6263
Executor -0.4334 -0.5341 -0.5732
German Web Memory -0.2833 -0.3839 -0.4060
Data Volume 0.7036 0.6328 0.6069
Executor -0.4105 -0.5529 -0.5527
English Wikipedia Memory -0.2509 -0.3554 -0.3768
Data Volume 0.8274 0.5354 0.6510
Executor -0.5100 -0.5590 -0.5721
German Wikipedia Memory -0.3629 -0.4231 -0.4093
Data Volume 0.6804 0.5656 0.6381
4.3.2 Optimum Configuration
Execution times provide valuable information when estimating an “optimal” cluster
configuration for each individual tool and dataset. In the context of this research, these
configurations include the number of executors and the amount of memory that is
allocated on each executor. Obviously, the term “optimal” is very ambiguous: it depends
on the parameter that should be optimized and may differ depending on various points
of views. From the users’ viewpoint, it can be the overall execution time, while regarding
the cost of the services, it can be the allocated resources on the cluster. Also, it may
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be a case of a combination of these: finding some balance between the two.
As we explained in the previous section, by allocating more executors, execution
times will decrease. But at a certain point (which depends on a variety of parameters),
assigning more resources will no longer have a positive effect on execution times. This
point can be considered as the optimal configuration for the particular task in respect
of optimized run-times. This configuration contains the amount of resources required
to generate the result in the shortest possible execution time. Although the execution
time will be extended, it is feasible to assign fewer resources to execute the tools and
generate the results, but it is obviously not reasonable to assign more resources.
Figure 4.9: Optimum Configuration of a Segmentation Tool
Figure 4.9 depicts the execution times for sentence segmentation of 10 GB of text
materials allocating 1 to 32 executors and 8 or 16 GB memory for each executor. As an
example, the results show it takes 2,860 seconds using 8 GB memory and 2,795 seconds
using 16 GB memory on a single machine to process the documents, whereas adding
the second executor decreases the run-time to 2,115 and 1,480 seconds respectively.
A typical trend can be seen where run-times decrease significantly up to seven
assigned executors. Assigning more executors still causes a decrease in the execution
time, albeit at a lower rate. The fastest configuration for sentence segmentation of this
data, when 16 GB memory is allocated on each executor, consists of 14 executors. Using
14 executors and 8 GB memory for each executor also generates the results in a time
very close to the fastest run-time.
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The results also show that for particular configuration changes the improvement in
the execution times is only marginal. Allocating more resources only generates more
costs without providing faster execution. For instance, Figure 4.9 shows that assigning
7 executors with 16 GB memory generates the expected result in 467 seconds, whereas
doubling the number of executors only leads to an execution time of 286 seconds (i.e.,
39% run-time reduction). If 26 executors are allocated to perform this experiment,
the results will be generated after 285 seconds using 16 GB memory and 278 seconds
using 8 GB memory. These numbers show that adding more than 12 executors has only
decreased the run-times by one or three seconds, which in fact means paying more for
nothing. Allocating more executors causes a tiny decrease or even an increase in the
execution time, which is obviously a waste of resources. Therefore, finding the most
affordable and feasible resource configuration for each workflow is of great importance.
We have conducted many experiments and the extracted information forms a base
to provide different resource configurations according to the available resources on the
cluster, desired response times for the user, the requested service, and the input dataset.
For example, if a user wants to segment 10 GB of text material in less than 25 minutes, 3
executors with 16 GB memory or 4 executors with 8GB memory would both be suitable
configurations. In contrast, for a response time of up to 5 minutes, a configuration
consisting of at least 14 executors with 8 or 16 GB memory would be sufficient.
Figure 4.10 gives an overview of run-times for datasets from 1 to 10 GB using 1
to 32 executors and 16 GB memory for each executor. As expected, and as per Figure
4.9, it represents a significant reduction in execution times when more executors are
provided, which is followed by a steady state.
In situations where accounting of actual expenses is included, the balance between
technical or financial costs and acceptable run-times can be delegated to the user. In
such an environment, a user can choose the desired configuration by taking estimated
run-times and incurred expenses into consideration [92].
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Figure 4.10: Trends of Run-Times for Different Volumes of Data
4.4 Just-In-Time Delivery
We elucidated the advantages, necessities, and requirements of adapting JIT delivery in
NLP systems in Section 2.5. In this section, we will show the capability of our suggested
approach to implement the NLP tools that can be involved in JIT delivery systems. In
addition, as a major outcome of this research, we will explain the service catalog and
performance profile, which have been made by gathering and analyzing the information
related to functionality and performance of every provided service in our NLP toolbox.
4.4.1 Atomic Implementation
As was explained in Section 2.5, NLP tools must be implemented in an SOA approach
if they are to be offered in JIT delivery systems. In other words, each individual service
provided by the NLP tools should have a minimum rate of dependency with the other
services and also with any platform. Furthermore, the functionality of each service and
its sub-services (if they exist) must be defined clearly. This functionality consists of
the description of the service, the required data, conditions to invoke the service, the
format of the input data, and the generated results, among others.
We have considered these requisites when implementing the tools to have atomic
services. Clear information and a user manual for the tools are provided; these can be
found in Appendix C.
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4.4.2 Reliability
One of the essential requirements to allow services to be involved in JIT delivery systems
is their reliability. In NLP systems, reliability means the ability of the tools to detect
and repair failures, either in resources or data, in a way that users do not notice.
Obviously, some of these failures, like a missing network connection or broken cluster,
cannot be handled by the tools. However, the strategy that cluster computation uses to
provide reliability of applications is to use redundant hardware and storage that brings
fault tolerance. Furthermore, the lineage strategy used in Apache Spark enables the
tools to manage the failures in computation in a way that users do not perceive them.
The approach that we have selected (i.e., using Hadoop, HDFS, and Spark to im-
plement the atomic NLP tools), provides a high degree of reliability that makes the
tools conducive to being offered in a JIT delivery system. Indeed, by using cluster
computation, the NLP tools are able to provide the desired results in the agreed time.
4.4.3 Predictability
Predictability is the other requirement of tools to be offered in JIT delivery systems. In
NLP systems, the predictability or availability of tools is defined as the ability of a tool
to operate the desired functionality correctly and continuously in the case of any data
or computation failure. This feature is addressed in cluster computation by replication;
that is, by providing redundant information related to a file system, retaining multiple
replications of an application’s data, and the ability to switch to another processing
unit if a node is not working. These are the strategies used in Hadoop and Spark to
recover the missing data or broken node without stopping the application.
Therefore, the NLP tools implemented in our suggested approach can be taken as
predictable services and can be offered in JIT delivery systems. This means that cluster
computation is a promising approach to adapt NLP services to JIT delivery systems.
4.4.4 Service Catalog and Performance Profile
In JIT delivery systems, service providers make service catalogs to describe the services
offered and also to build and continuously adapt the performance profiles for all ele-
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ments of the service catalogs. In the context of NLP services, the performance profiles
can consist of the relevant parameters of the tools and their effects on performance. The
effect of the parameters on performance can be calculated from empirical knowledge
and its analysis, using either statistical, machine-learning-based, or hybrid approaches.
This information must be updated continuously to cover the new experiments and
improve the quality of the services.
We have defined multiple parameters, including data and cluster-related parameters
(explained in Section 3.5), which are relevant for performance evaluation. More than
2,000 experiments have been conducted to provide enough observations to measure the
effect of these parameters on the execution time of the tools. Moreover, the relation
between any parameter and execution time and performance has been investigated using
statistical tests. In principle, the creation of performance profiles containing extensive
information about the run-times and performance of every service provided via these
NLP tools can be seen as a major outcome of this research.
4.5 Domain-Specific NER Models
As explained in Section 3.10, one of the NLP tools that we have developed is a machine-
learning-based NER, which is capable of detecting instances of the defined categories
that are presented in IOB2 format. The instances of each category can be a single
word or chunk of tokens. In the annotated document, if the named entity is a single
word, is has a “B-” as a prefix; otherwise, the first word of the chunk has “B-” and
the rest have “I-” as a prefix. To prove the functionality of our implemented NER tool,
we trained the model using two different annotated training sets, explained in Section
3.10.5, and evaluated the trained model by annotating the unseen test data. When
the named entities are defined as a chunk of tokens, the evaluation was conducted
based on a complete match, right boundary match, and left boundary match. Tables
4.18 and 4.19 show the evaluation of these models. It is worth mentioning that more
annotated training data provides more accurate models. In these experiments, although
the training sets do not have large amounts of annotated documents, the results in some
categories are still promising.
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Table 4.18: Evaluation of the CRF Model Trained by the NCBI Annotated Dataset
Category Instances Complete match Right boundary match Left boundary match
Count Recall Precision F-score Count Recall Precision F-score Count Recall Precision F-score
DiseaseCl 121 43 35.54% 45.26% 39.81% 63 52.07% 66.32% 58.33% 60 49.59% 63.16% 55.56%
Modifier 264 174 65.91% 78.73% 71.75% 188 71.21% 85.07% 77.53% 184 69.70% 83.26% 75.88%
SpecificD 555 240 43.24% 50.63% 46.65% 362 65.23% 76.37% 70.36% 337 60.72% 71.10% 65.50%
Composite 20 0 0.00% 0.00% 0.00% 7 35.00% 87.50% 50.00% 8 40.00% 100.00% 57.14%
ALL 960 457 47.60% 57.27% 51.99% 620 64.58% 77.69% 70.53% 589 61.35% 73.81% 67.01%
Table 4.19: Evaluation of the CRF Model Trained by the Genia Dataset
Category Instances Complete match Right boundary match Left boundary match
Count Recall Precision F-score Count Recall Precision F-score Count Recall Precision F-score
cell_line 542 99 18.27% 23.46% 20.54% 199 36.72% 47.16% 41.29% 182 33.58% 43.13% 37.76%
cell_type 1539 572 37.17% 43.47% 40.07% 971 63.09% 73.78% 68.02% 830 53.93% 63.07% 58.14%
protein 5438 3091 56.84% 45.33% 50.44% 3957 72.77% 58.03% 64.57% 4058 74.62% 59.51% 66.22%
DNA 982 219 22.30% 32.16% 26.34% 340 34.62% 49.93% 40.89% 355 36.15% 52.13% 42.69%
RNA 121 0 0.00% 0.00% 0.00% 0 0.00% 0.00% 0.00% 0 0.00% 0.00% 0.00%
ALL 8622 3981 46.17% 43.08% 44.58% 5467 63.41% 59.17% 61.21% 5425 62.92% 58.71% 60.74%
The main feature of this tool is its data-oriented parallelization approach; that is,
its ability to distribute data over the cluster and apply the trained model on each data
block and to provide the results in a timely manner. Also, integrating this tool into
NLP platforms offers users the possibility to define their desired domain-related NE
categories and train their own model using the annotated training sets.
Chapter 5
Conclusion
In this chapter, we will discuss the main outcomes obtained by deploying cluster com-
putation technology to address the existing insufficiencies in academic NLP infras-
tructures, as stated in Section 1.2. We assessed the effectiveness and efficiency of the
proposed approach in an academic NLP environment by performing numerous experi-
ments using our implemented tools. The results indicate that our chosen solution—using
cluster computation technology to develop academic NLP infrastructures—is able to
address the main questions of this research, explained in Section 1.3. These questions
include how to improve the performance of academic NLP infrastructures when they
are used to execute NLP workflows for processing large quantities of text data, and
how to enhance researchers’ satisfaction during the processing of vast amounts of data
using these infrastructures.
We showed that this approach can effectively process large volumes of textual data
and can meanwhile provide informative knowledge for users to enhance their satisfac-
tion. These outcomes will be explained briefly in the following section. This will be
followed by the future directions of this research.
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5.1 Summary of Research
This thesis presented the adaption of cluster computation technology to academic NLP
infrastructures to address insufficiencies and obstacles when processing vast quantities
of text materials efficiently. Processing massive textual data has become a major chal-
lenge for linguistic platforms; hence, we have offered a solution that enables the tools
to distribute the data across a cluster of computers and execute them in parallel.
Furthermore, particular topics like high availability, fault tolerance, efficiency, and
load balancing are of paramount importance, and are thus addressed in the selected
strategy. We utilized Apache Spark on top of Apache Hadoop and its components,
specifically HDFS and YARN, to provide a distributed environment to implement and
execute the workflows, which consist of a set of NLP tasks to process vast amounts of
documents efficiently, in terms of both resources and time.
One of the particular outcomes of the described approach is its ability to process
massive amounts of textual materials in a timely manner. Data-oriented paralleliza-
tion, which is provided by Apache Hadoop (i.e., splitting the data into partitions and
distributing them over worker nodes), is the solution that we selected to handle the
processing of big data. Furthermore, in this approach, the processing of each block of
data is conducted by the cores of the worker node on which the data is located. The
distribution of computation based on the locality of data blocks causes higher perfor-
mance. As was shown in Section 4.1, academic NLP infrastructures will be able to
execute large amounts of textual data using the data-oriented parallelization offered by
cluster computation.
Besides this time aspect, the designated strategy (using data-oriented paralleliza-
tion) presents a highly efficient solution to improve the performance of academic NLP
infrastructures. This approach adapts the NLP tools to modern technologies without
the expense of changing NLP algorithms. Hence, it can offer an affordable and fast
enhancement of academic NLP infrastructures.
The other remarkable outcome of this approach is the speedy preparation of the
results. In this way, the NLP tools are able to process big textual data and extract
their knowledge before they become out of date. Researchers are tending to keep in-
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formed and to conduct their analysis on the latest data and information. Therefore,
text processing tools are required to deploy novel solutions that satisfy their users. A
known issue that is a result of the inefficiencies in most available academic NLP in-
frastructures, is an imbalance in the rate of data gathering and data processing. When
contemplating the increasing growth of text data generation, the daily crawling proce-
dures in many academic NLP systems results in the storage of large amounts of data,
although the available tools are not sufficient to process that data speedily. In Section
4.1, we demonstrated that the sentence segmentation of 100 GB of data using the tools
implemented by a distribution approach takes about one hour, whereas one tenth of
this data needs almost the same time to be processed using sequential tools.
The other goal of this thesis was to provide a solution to improve the performance
of currently available NLP tools by deploying state-of-the-art cluster computation tech-
nology. The measured run-times and performance criteria explained in Section 4.2 il-
lustrated that the proposed approach is able to generate results with a significantly
higher performance compared with sequential implementations. Decreased execution
time, almost linear or even super-linear speedup, high efficiency, and scalability are the
evaluated criteria that prove the performance of our approach.
In Section 4.2.6, we showed that this approach facilitates reducing the round-trip
times and increasing the performance using combined tools. In the workflows with
joint tools, the output of each process feeds directly as input into the next, which causes
fewer I/O operations and drops redundant stages, such as merging or creating metadata
for the results of each sub-task. Furthermore, Spark detects the required actions and
transformations to process the whole tool-chain and creates DAG consisting of all of
them. It processes the stages of DAGs consecutively, which results in shorter execution
times and a higher performance. This is derived from eliminating the read and write
operation of the outputs of sub-tasks, fewer idle times on cores during the generation of
the intermediate results, and removing additional actions, such as merging and sorting
the middle outputs.
It is worth mentioning that when considering the costs associated with deploying
a cluster computation approach—including things like construction and maintenance
of the clusters, implementation of the tools, and administration of the system—there
5. Conclusion 114
should be a trade-off between the costs and advantages of this approach. In those cases
where processing hundreds of gigabytes is an objective for users, sequential approaches
cannot provide efficient solutions. However, using this approach when the volume of
data in not in the range of big data or the speed of generating the results is not of
importance, cannot justify using these costly approaches.
We demonstrated in Section 4.3 how the results of the experiments can be utilized
to provide clear information for users of academic NLP frameworks. This information
provides more transparent knowledge about the estimated execution time, the cost of
processing (utilized hardware resources), and the fastest, optimum, or feasible resource
configuration for each individual workflow. With this information, academic NLP in-
frastructures no longer look like a black box and users have a transparent view of their
request. Offering this knowledge enables users to trade-off between run-time, size of
data, and hardware, and it allows them to choose the desired configuration based on
the demands of each workflow and its relevant costs. It also helps users to have a clear
strategy for data storage, duration of data retention, and delivery time, which has the
potential to enhance users’ satisfaction.
In addition, adapting NLP services with JIT delivery systems is an outstanding
result of this research. As we have explained, despite the promising results of using
JIT delivery systems in NLP tools, such as higher quality and reduced storage space, it
is barely addressed in the currently available academic text processing infrastructures.
We showed in Section 4.4 that a cluster computation approach provides the capacity to
implement NLP services that can be used in JIT delivery systems. The main character-
istics of such services are atomic implementation, reliability or fault tolerance, and the
predictability or high availability of the services. These features can be created utilizing
the proposed strategy.
The other fundamental requirement for these services is creating the service cat-
alogs for each offered service and also a performance profile for each item mentioned
in the service catalog. This catalog can be made for the services by defining the rel-
evant parameters and conducting the benchmarks with various values assigned to the
parameters. Recording the behavior of the services and analyzing the generated data
gives the needed information to create and update the catalogs. We have defined the
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parameters, performed the benchmarks, and created the performance profiles for the
sample tools as explained in Section 4.4.4.
Altogether, we have proved that a cluster computation approach is a promising
solution to improve the performance of NLP tools when the quantity of text data in
those workflows is significant. Furthermore, we showed that this approach is capable
of providing fault tolerance, high availability, and transparency of costs for the tools
to ensure the quality of the services. Moreover, offering the optimum configuration for
each workflow dynamically is another way to respond to users’ demands efficiently. The
ability to involve JIT delivery systems gives users the opportunity to have a wider selec-
tion of tools and also enables them to manage data storage, schedule execution plans,
and define the duration of data retention. These outcomes will enhance researchers’
satisfaction during the processing of intensive volumes of data using academic text
processing infrastructures.
5.2 Future Research Directions
In this research, we showed the implications of deploying cluster computation and distri-
bution of data and computation in academic NLP infrastructures. However, conducting
the research over a limited period of time imposed obvious limitations on exploring a
broader range of usages. Therefore, there are many possibilities to improve this work
and plan further research.
The results showed data-oriented parallelization improves the quality of NLP ser-
vices by enabling them to process large amounts of data in an efficient way. There are
many computationally intensive methods and algorithms with a machine-learning base
that are used in NLP systems. Splitting and distributing both computation and data
enables them to perform the computations over a large volume of data more efficiently.
Problem-oriented parallelization using cluster computation is a promising solution that
can be investigated to improve the performance of these tools.
In addition, we considered a limited range of data and cluster parameters and
investigated their effects on the performance of NLP tools. Obviously, the domain of
the parameters could be extended to study the behavior of the tools more precisely by
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detecting the role of more parameters in changing the efficiency. Various metadata fields
like the date of generation, topic, author, or the style of text (such as formal, informal,
dialect, or slang) can be determined as new data-related parameters. Moreover, more
languages could be considered to investigate the effectiveness of the approach in a wider
range of documents. Other parameters such as more detail regarding cluster hardware
specifications and the rate of network transmission could be assessed as well.
Appendix A
Execution Time Diagrams
In this Appendix, the diagrams of execution time for processing 1 to 10 GB of English
and German text data from Wikipedia, news sites, and web pages, using cluster and
non-cluster computation approaches, are illustrated. Multiple tools including a sentence
segmentizer, sentence cleaner, tokenizer, language identifier, and combinations thereof
have been selected to create the workflows. The experiments using the distributed
approach are carried out with different cluster configurations, but in all experiments
the number of cores per executor is set to 5 and 32 GB memory is assigned as the driver
memory.
A.1 Sentence Segmentation
In this section, the graphs illustrate the run-times of sentence segmentation of the
aforementioned documents.
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Figure A.1: Segmentation: Non-Cluster Computation Approach
Figure A.2: Segmentation: Cluster Uses 8 Executors and 8 GB Memory per Executor
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Figure A.3: Segmentation: Cluster Uses 8 Executors and 16 GB Memory per Executor
Figure A.4: Segmentation: Cluster Uses 16 Executors and 16 GB Memory per Executor
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Figure A.5: Segmentation: Cluster Uses 16 Executors and 32 GB Memory per Executor
Figure A.6: Execution Time for Sentence Segmentation of 10 GB of Text Data, Using
a Different Number of Executors and Amount of Memory per Executor
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A.2 Sentence Cleaning
This section includes the diagrams showing the execution times of sentence cleaning of
the above-mentioned sentence-segmented documents.
Figure A.7: Cleaning: Non-Cluster Computation Approach
Figure A.8: Cleaning: Cluster Uses 8 Executors and 8 GB Memory per Executor
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Figure A.9: Cleaning: Cluster Uses 8 Executors and 16 GB Memory per Executor
Figure A.10: Cleaning: Cluster Uses 16 Executors and 16 GB Memory per Executor
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Figure A.11: Cleaning: Cluster Uses 16 Executors and 32 GB Memory per Executor
Figure A.12: Execution Time for Sentence Segmentation of 10 GB of Text Data, Using
a Different Number of Executors and Amount of Memory per Executor
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A.3 Sentence Tokenizing
The following charts show the time elapsed when tokenizing the aforementioned sentence-
segmented documents.
Figure A.13: Tokenization: Non-Cluster Computation Approach
Figure A.14: Tokenization: Cluster Uses 8 Executors and 8 GB Memory per Executor
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Figure A.15: Tokenization: Cluster Uses 8 Executors and 16 GB Memory per Executor
Figure A.16: Tokenization: Cluster Uses 16 Executors and 16 GB Memory per Executor
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Figure A.17: Tokenization: Cluster Uses 16 Executors and 32 GB Memory per Executor
Figure A.18: Execution Time for Sentence Tokenization of 10 GB of Text Data, Using
a Different Number of Executors and Amount of Memory per Executor
A. Execution Time Diagrams 127
A.4 Sentence Segmentation and Tokenizing
In this section, the graphs present the total run-times of sentence segmentation and
tokenizing of the previously mentioned documents as a joint workflow.
Figure A.19: Segmentation and Tokenizing: Cluster Uses 8 Executors and 8 GB Memory
per Executor
Figure A.20: Segmentation and Tokenizing: Cluster Uses 16 Executors and 8 GB Mem-
ory per Executor
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Figure A.21: Segmentation and Tokenizing: Cluster Uses 16 Executors and 16 GB
Memory per Executor
Figure A.22: Segmentation and Tokenizing: Cluster Uses 16 Executors and 32 GB
Memory per Executor
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Figure A.23: Execution Time for a Workflow Including Sentence Segmentation and
Tokenization of 10 GB of Text Data, Using a Different Number of Executors and Amount
of Memory per Executor
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A.5 Sentence Segmentation, Cleaning, and Tokenizing
The diagrams in this section depict the overall execution time for sentence segmentation,
cleaning, and tokenizing of the aforementioned documents as a joint workflow.
Figure A.24: Segmentation, Cleaning, and Tokenizing: Cluster Uses 8 Executors and
8 GB Memory per Executor
Figure A.25: Segmentation, Cleaning, and Tokenizing: Cluster Uses 8 Executors and
16 GB Memory per Executor
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Figure A.26: Segmentation, Cleaning, and Tokenizing: Cluster Uses 16 Executors and
16 GB Memory per Executor
Figure A.27: Segmentation, Cleaning, and Tokenizing: Cluster Uses 16 Executors and
32 GB Memory per Executor
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Figure A.28: Execution Time for a Workflow Including Sentence Segmentation, Clean-
ing, and Tokenization of 10 GB of Text data, Using a Different Number of Executors and
Amount of Memory per Executor
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A.6 Language Identification
The following charts show the run-time of identifying the language of the stated docu-
ments.
Figure A.29: Identifying the Language: Non-Cluster Computation Approach
Figure A.30: Identifying the Language: Cluster Uses 8 Executors and 32 GB Memory
per Executor
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Figure A.31: Identifying the Language: Cluster Uses 8 Executors and 64 GB Memory
per Executor
Figure A.32: Identifying the Language: Cluster Uses 16 Executors and 32 GB Memory
per Executor
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This appendix presents the values of the execution times in seconds for all experiments
performed in this research. The source of the text data, the size of the data, and the
fixed parameters on clustering are explained in Appendix A.
B.1 Sentence Segmentation
In this section, the tables show the run-times for the sentence segmentation of the
aforementioned documents.




Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 330 403 464 439 308 533
2 GB 612 845 929 777 594 995
3 GB 931 1,221 1,318 1,038 923 1,478
4 GB 1,303 1,724 1,893 1,339 1,244 2,013
5 GB 1,594 2,284 2,486 1,671 1,741 2,459
6 GB 1,912 2,438 3,058 2,014 1,936 2,954
7 GB 2,113 2,933 3,109 2,288 2,210 3,474
8 GB 2,429 3,101 3,608 2,608 2,550 3,923
9 GB 2,694 3,818 4,052 3,251 2,805 4,570
10 GB 3,264 4,834 4,755 3,781 3,508 5,310
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Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 154 160 192 261 220 279
2 GB 159 176 219 259 240 294
3 GB 176 192 240 262 248 295
4 GB 180 197 258 267 280 315
5 GB 188 228 258 269 296 319
6 GB 252 279 320 380 410 427
7 GB 258 353 353 442 411 471
8 GB 288 305 345 416 464 497
9 GB 313 336 360 482 491 516
10 GB 336 411 386 571 503 556





Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 148 150 204 210 201 254
2 GB 174 172 235 250 230 284
3 GB 175 202 239 251 251 292
4 GB 173 194 241 248 280 294
5 GB 215 221 270 265 292 306
6 GB 289 302 281 440 411 447
7 GB 267 327 330 424 428 508
8 GB 286 315 366 428 487 521
9 GB 303 386 379 541 540 507
10 GB 339 377 393 567 498 564
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Table B.4: Run-Times for Sentence Segmentation: Cluster Uses 16 Executors and 16




Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 163 154 192 222 248 254
2 GB 160 167 214 258 257 290
3 GB 173 188 220 263 244 284
4 GB 185 186 223 278 296 289
5 GB 182 212 233 270 291 300
6 GB 185 221 237 272 288 294
7 GB 190 261 295 286 296 307
8 GB 190 252 267 275 295 301
9 GB 185 228 257 328 280 392
10 GB 197 230 291 346 303 345
Table B.5: Run-Times for Sentence Segmentation: Cluster Uses 16 Executors and 32




Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 161 143 206 221 235 272
2 GB 165 170 214 235 262 286
3 GB 174 185 228 260 246 300
4 GB 184 189 224 270 307 287
5 GB 179 222 240 261 290 296
6 GB 211 239 235 274 281 302
7 GB 208 235 285 294 307 301
8 GB 189 234 250 267 300 312
9 GB 189 225 285 291 306 307
10 GB 211 234 337 307 295 341
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B.2 Sentence Cleaning
This section depicts the values of the execution time for sentence cleaning of the above-
mentioned sentence-segmented text data.




Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 645 556 708 655 618 1,239
2 GB 1,208 1,054 1,642 1,161 1,088 2,442
3 GB 1,981 1,567 2,335 1,764 1,761 3,392
4 GB 2,375 2,102 3,204 2,326 2,322 4,217
5 GB 2,858 2,650 3,707 2,967 2,907 6,061
6 GB 3,736 3,257 4,751 3,723 3,452 6,158
7 GB 4,573 3,876 5,069 4,344 4,030 8,269
8 GB 4,829 4,542 6,879 5,059 4,781 10,176
9 GB 5,377 5,302 8,038 5,613 5,478 11,569
10 GB 6,674 6,463 8,377 6,834 6,477 12,679





Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 314 313 283 335 385 213
2 GB 373 351 323 349 360 229
3 GB 385 354 332 362 362 240
4 GB 395 380 342 366 380 245
5 GB 405 386 341 380 386 245
6 GB 672 595 507 609 620 356
7 GB 725 605 569 697 655 370
8 GB 742 649 606 729 698 436
9 GB 749 710 647 727 679 460
10 GB 791 722 646 743 722 483
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Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 329 332 308 312 324 214
2 GB 362 371 320 349 363 231
3 GB 387 366 333 358 366 234
4 GB 391 360 347 369 376 242
5 GB 412 386 344 363 374 244
6 GB 658 587 486 611 597 350
7 GB 723 618 572 689 652 383
8 GB 750 656 606 687 706 427
9 GB 749 751 647 725 701 444
10 GB 818 700 665 744 796 466





Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 324 302 295 308 323 202
2 GB 364 322 289 328 345 211
3 GB 373 326 300 350 355 215
4 GB 414 342 333 353 360 236
5 GB 405 375 336 360 367 226
6 GB 413 377 335 367 387 228
7 GB 418 376 337 381 369 234
8 GB 416 371 342 388 386 245
9 GB 426 382 352 388 372 248
10 GB 429 378 351 400 402 250
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Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 322 326 276 300 320 193
2 GB 356 297 302 333 327 203
3 GB 372 294 304 341 347 216
4 GB 381 356 318 344 351 222
5 GB 405 362 326 360 356 225
6 GB 406 364 334 374 363 230
7 GB 408 366 328 377 370 229
8 GB 430 367 352 395 393 254
9 GB 521 368 369 385 369 242
10 GB 436 375 364 389 395 244
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B.3 Sentence Tokenizing
The times elapsed for tokenizing the aforementioned sentence-segmented documents
are illustrated in the following.




Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 418 365 416 429 380 409
2 GB 771 649 777 685 648 746
3 GB 1,108 974 1,163 1,027 984 1,080
4 GB 1,502 1,354 1,510 1,346 1,307 1,437
5 GB 1,834 2,041 1,925 1,633 1,853 1,785
6 GB 2,182 1,967 2,341 2,043 1,988 2,138
7 GB 2,491 2,405 3,230 2,359 2,311 2,871
8 GB 2,832 2,723 3,288 2,771 2,784 2,835
9 GB 3,239 3,134 3,489 3,006 3,117 3,361
10 GB 3,882 3,407 3,771 4,047 3,363 3,871





Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 204 187 227 341 294 343
2 GB 216 209 214 362 324 356
3 GB 222 211 236 400 330 353
4 GB 274 213 252 352 356 356
5 GB 236 244 234 372 394 353
6 GB 374 355 366 647 493 562
7 GB 387 357 390 600 564 587
8 GB 353 354 376 553 507 595
9 GB 365 346 374 641 598 703
10 GB 377 380 388 738 689 630
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Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 202 193 212 328 320 322
2 GB 219 211 224 359 326 345
3 GB 238 252 236 342 342 366
4 GB 232 212 230 358 385 369
5 GB 269 215 267 367 373 399
6 GB 369 362 361 517 545 571
7 GB 374 372 381 566 549 624
8 GB 353 356 378 555 514 586
9 GB 371 343 386 615 620 657
10 GB 380 363 377 740 590 660





Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 233 195 209 389 328 342
2 GB 220 198 212 333 310 359
3 GB 222 218 253 347 319 340
4 GB 233 217 239 362 347 357
5 GB 234 220 250 385 366 370
6 GB 259 231 246 360 388 366
7 GB 269 253 242 367 395 381
8 GB 313 200 217 386 336 373
9 GB 286 194 217 427 360 380
10 GB 270 210 221 423 347 412
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Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 234 192 205 348 308 334
2 GB 202 196 219 322 298 342
3 GB 212 229 249 337 323 352
4 GB 231 216 243 354 331 357
5 GB 250 245 232 354 384 376
6 GB 245 220 273 356 355 351
7 GB 284 226 264 371 351 345
8 GB 298 218 257 358 322 335
9 GB 300 219 218 438 366 348
10 GB 338 193 219 474 377 315
B. Tables of Run-Times 145
B.4 Sentence Segmentation and Tokenizing
This section presents the total run-times for sentence segmentation and tokenizing of
the previously mentioned documents as a joint workflow.
Table B.16: Run-Times for Sentence Segmentation and Tokenizing: Cluster Uses 8




Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 268 289 363 509 379 485
2 GB 302 315 416 570 475 522
3 GB 354 340 371 585 465 533
4 GB 338 369 391 587 540 560
5 GB 402 380 574 589 766 625
6 GB 451 607 625 815 849 919
7 GB 476 675 646 913 872 946
8 GB 569 578 624 944 902 983
9 GB 597 632 610 934 896 982
10 GB 595 643 614 1,228 999 995
Table B.17: Run-Times for Sentence Segmentation and Tokenizing: Cluster Uses 8




Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 345 295 341 488 407 493
2 GB 360 312 390 543 463 523
3 GB 349 342 399 551 500 551
4 GB 350 337 466 557 538 552
5 GB 355 377 498 579 742 618
6 GB 562 596 608 894 815 906
7 GB 584 658 620 906 869 959
8 GB 593 596 614 936 851 929
9 GB 563 667 656 1,007 901 947
10 GB 611 672 682 1,113 1,039 1,001
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Table B.18: Run-Times for Sentence Segmentation and Tokenizing: Cluster Uses 16




Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 306 321 338 501 409 470
2 GB 328 314 374 499 447 502
3 GB 333 323 375 516 483 521
4 GB 337 335 397 558 525 540
5 GB 346 368 411 527 540 543
6 GB 342 390 398 567 564 541
7 GB 362 421 413 540 600 546
8 GB 321 346 385 485 551 481
9 GB 342 401 375 539 614 534
10 GB 341 393 367 608 595 630
Table B.19: Run-Times for Sentence Segmentation and Tokenizing: Cluster Uses 16




Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 306 286 338 501 413 470
2 GB 308 309 374 510 450 502
3 GB 354 338 375 485 491 521
4 GB 345 355 397 539 504 540
5 GB 350 365 411 515 543 543
6 GB 356 427 398 526 569 541
7 GB 376 389 413 552 613 546
8 GB 394 502 374 531 493 519
9 GB 316 349 408 555 571 511
10 GB 327 355 377 653 514 570
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B.5 Sentence Segmentation, Cleaning, and Tokenizing
The tables in this section depict the overall execution time for sentence segmentation,
cleaning, and tokenizing of the aforementioned documents as a joint workflow.
Table B.20: Run-Times for Sentence Segmentation, Cleaning, and Tokenizing: Cluster




Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 528 498 520 650 623 505
2 GB 562 526 527 689 684 535
3 GB 605 559 551 693 702 538
4 GB 602 557 561 723 723 583
5 GB 636 575 600 758 729 581
6 GB 1,084 950 821 1,286 1,195 912
7 GB 1,130 1,008 958 1,333 1,296 927
8 GB 1,146 1,056 999 1,390 1,330 1,008
9 GB 1,199 1,081 1,031 1,389 1,365 1,102
10 GB 1,267 1,184 1,088 1,624 1,488 1,144
Table B.21: Run-Times for Sentence Segmentation, Cleaning, and Tokenizing: Cluster




Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 557 477 511 630 609 508
2 GB 561 545 519 675 658 523
3 GB 590 568 559 699 707 543
4 GB 607 559 576 716 725 577
5 GB 607 583 565 746 791 579
6 GB 1,088 979 872 1,277 1,245 906
7 GB 1,144 1,004 929 1,316 1,320 962
8 GB 1,141 1,040 951 1,356 1,345 1,014
9 GB 1,161 1,051 1,052 1,420 1,383 1,060
10 GB 1,217 1,156 1,057 1,438 1,457 1,122
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Table B.22: Run-Times for Sentence Segmentation, Cleaning, and Tokenizing: Cluster




Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 501 490 462 605 574 473
2 GB 515 495 486 645 594 501
3 GB 562 548 500 673 702 559
4 GB 584 515 544 699 661 533
5 GB 601 570 562 756 696 550
6 GB 609 587 571 762 731 565
7 GB 614 592 584 739 740 546
8 GB 642 593 578 758 744 581
9 GB 638 609 585 787 760 591
10 GB 648 590 581 788 784 574
Table B.23: Run-Times for Sentence Segmentation, Cleaning, and Tokenizing: Cluster




Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 512 476 484 619 586 490
2 GB 537 491 493 654 557 517
3 GB 611 512 522 662 671 552
4 GB 604 529 539 678 661 581
5 GB 607 546 540 739 720 560
6 GB 617 547 543 747 729 568
7 GB 661 557 583 747 721 572
8 GB 644 565 577 765 769 550
9 GB 644 608 568 766 744 586
10 GB 622 613 591 767 782 578
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B.6 Language Identification
This section presents the run-times for identifying the language of the aforementioned
documents. The documents are sentence segmented.





Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 750 653 733 711 657 1,103
2 GB 1,427 1,179 1,575 1,366 1,316 2,121
3 GB 2,166 2,069 2,393 2,052 1,920 3,049
4 GB 2,678 2,439 3,142 2,612 2,556 4,049
5 GB 3,643 3,159 4,079 3,451 3,432 5,402
6 GB 4,211 3,528 4,551 4,101 3,946 6,331
7 GB 4,780 4,254 5,325 4,495 4,521 7,455
8 GB 6,023 5,009 6,466 5,597 5,214 8,481
9 GB 5,949 5,613 7,159 5,806 5,823 8,857
10 GB 6,926 6,145 7,839 6,472 7,065 9,994
Table B.25: Run-Times for Language Identification: Cluster Uses 8 Executors and 32




Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 215 188 219 162 157 164
2 GB 318 294 314 237 223 240
3 GB 443 424 434 305 299 372
4 GB 584 527 555 438 405 469
5 GB 2273 2381 3684 535 487 498
6 GB 675 607 710
7 GB 687 844 800
8 GB 950 672 1072
9 GB 1310 1066 1244
10 GB 1353 1083 972
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Table B.26: Run-Times for Language Identification: Cluster Uses 8 Executors and 64




Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 200 198 197 180 154 166
2 GB 308 327 320 283 233 255
3 GB 427 395 426 336 309 376
4 GB 506 501 512 384 407 506
5 GB 575 577 650 501 478 511
6 GB 812 801 866 712 622 698
7 GB 903 947 998 822 625 863
8 GB 966 1030 1088 955 648 862
9 GB 989 1209 1321 1056 710 850
10 GB 1200 1055 1209 1114 766 901
Table B.27: Run-Times for Language Identification: Cluster Uses 16 Executors and 32




Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 175 150 167 137 121 135
2 GB 226 218 254 175 162 191
3 GB 279 295 336 221 217 268
4 GB 376 372 398 268 243 293
5 GB 412 408 498 310 285 335
6 GB 503 510 545 358 345 404
7 GB 884 587 639 430 374 447
8 GB 1153 1016 1162 462 436 534
9 GB 1694 1210 2917 557 512 502
10 GB 3662 3914 0 519 531 565
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Table B.28: Run-Times for Language Identification: Cluster Uses 16 Executors and 32




Data Source Data Source
Data Volume News Web Wikipedia News Web Wikipedia
1 GB 150 154 187 125 121 142
2 GB 231 238 243 168 173 182
3 GB 307 281 307 238 205 263
4 GB 350 355 378 262 250 286
5 GB 432 412 457 309 300 309
6 GB 470 496 505 338 340 448
7 GB 545 548 585 394 451 501
8 GB 643 655 682 475 412 532
9 GB 738 742 733 498 445 662
10 GB 803 795 815 484 623 657
Appendix C
User Manual
In order to develop the NLP tools, conduct the experiments, and measure the perfor-
mance of the developed tools, we utilized Galaxy, the cluster provided by the Leipzig
University Computing Center. Only devices with a verified IP address can connect to
the Galaxy cluster. Therefore, we chose and registered “Aspra22” to connect to Galaxy
and submit the jobs.
There are two ways to submit the spark job to the Galaxy Cluster:
1. Automatic execution:
• Aspra22:
We developed multiple bash scripts to read the data and workflow, set the
cluster configuration, and submit the Spark job automatically. In the follow-
ing we explain how this can be performed. An account with the username
“spark” is defined to connect to this machine and the folder “/𝑜𝑝𝑡/𝑤𝑒𝑏𝑙𝑖𝑐ℎ𝑡_𝑠𝑝𝑎𝑟𝑘/”
is created that contains the following:
– AutomationScripts: Contains the bash scripts to submit the spark jobs
– Inputs: Contains input text materials
– jarFiles: Contains the Apache Spark codes in Java for the implemented
tools
– log: Contains the log files
– MonitoredFolder: The place to put the user’s request to read the docu-
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ments and process the workflow
– Outputs: Contains the results
– tomcat: Tomcat for user interfaces (as for WebLicht endpoints)
• Users’ requests:
(i) Connect to aspra22:
ssh spark@aspra22.informatik.uni-leipzig.de
(ii) Copy the input materials to the Input folder
(iii) Define the workflow
(iv) Prepare the request file including:
Job Id, path to inputs in Inputs folder, path to results in Outputs folder,
TCF conversion flags for inputs and outputs, the workflow’s tools, flag
to save the middle results, and finally flag to write the annotations. A











(v) Copy the request file to MonitoredFolder
The MonitoredFolder is checked regularly and detects any new requests.
Another script is called and retrieves this information. It sets the cluster
configurations based on the volume of data and the chosen tools in the
workflow and submits the Spark job. When the job is finished, it copies the
results to the output folder and informs the user whether the job has finished
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successfully or not.
2. Manual execution:
(1) Connect to aspra22:
ssh spark@aspra22.informatik.uni-leipzig.de
(2) Copy the input materials from Aspra22 to HDFS
hdfs dfs -copyFromLocal source-file hdfs:///user/svcasvnlp/data/input/
(3) Connect to the Galaxy Cluster from Aspra22(User: svcasvnlp):
ssh svcasvnlp@galaxy101.sc.uni-leipzig.de
(4) Edit script pipeline.sh in /nfs/user/svcasvnlp/ and:
Set the cluster configuration variables: EXECUTORS, CORES, MEMORY
Select the tools of the workflow via the PARAMETERS variable
Set the HDFS input and output paths
(5) Switch to the Apache Spark folder: /nfs/user/svcasvnlp/spark-2.3.0-bin-hadoop2.7
(6) Submit the Spark job by calling the pipeline script ..\pipeline.sh
(7) Check the progress of the Spark job on
http://galaxymaster01.sc.uni-leipzig.de:8088/cluster/apps
(8) Switch to Aspra22 and copy the final results from HDFS to Aspra22
hdfs dfs -copyToLocal hdfs:///user/svcasvnlp/data/output/ destination-path
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