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ABSTRACT 
We present necessary and sufficient conditions for observability of the class of 
output-saturated systems. These are linear systems whose output passes through a 
saturation function before it can be measured. 
1. INTRODUCTION 
The question of observability for time-invariant linear systems is certainly 
a well-understood problem. But what happens when the output is not fully 
available? That is, instead of measuring Cx, we can only measure a(Cxl, 
where u is some nonlinear function. If the nonlinearity u is not injective, it 
is no longer obvious from the observability matrix [C’A’C’ *** ( A”-l)‘C’]’ 
(prime indicates transpose) whether or not the state can be observed from 
the output. 
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In [3], we answered this question in the case in which u provided the 
sign of the output of the linear system. That model was motivated by 
quantization and pattern recognition. In this paper, we will look at continu- 
ous-time systems in which the function u is the identity near the origin, but 
saturates the output values away from 0. (A preliminary version of this was 
presented at the American Automatic Control Conference, June 1992 [5].) 
By an output-saturated system, we mean a continuous-time system 
2: i(t) = Ax(t) + Bu(t), 
y(t) = ~F~GN 
with A E Rnx”, B E Rnx”, C E Rpxn, and a defined by applying the 
function 
i 
-1, x< -1, 
v(x) = x, -l<x<l: 
1, 1 <x, 
to each component of the output vector. We denote the above output- 
saturated system by C = (A, B, C),,. This is an effective model for sensor 
saturation or overflow in the measurement device. A system is observable if 
given any two initial states, there is a control which provides distinguishing 
outputs for those two initial states. For linear systems, this definition of 
observability coincides with saying that for any two initial states the outputs 
are different, using no controls. However, for output-saturated systems, if the 
outputs remain large for two distinct states, they may look the same. So it 
may be necessary to use the control to move the output into the “linear 
window.” It is easy to see that the boundaries of this window are not really 
relevant for the question of observability. We merely choose [ - 1, l] for 
convenience. In fact, u could be a completely different function in each 
coordinate, as long as it is one-to-one in a neighborhood of 0 and saturated 
away from zero. 
After introducing some technical definitions and lemmas in Section 2, we 
proceed in Section 3 to prove a characterization for observability of continu- 
ous-time output-saturated systems. Since the conditions are not necessarily 
easy to check, Section 4 presents some necessary and some sufficient 
conditions for observability depending only on certain eigenvalues of A. The 
two sections 5 and 6 focus separately on the cases of one, two, and more than 
two outputs. Finally, in Section 7 we study output-saturated systems with the 
added restriction of bounded inputs. We provide a characterization of observ- 
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ability for the class of bounded-input output-saturated systems for which the 
pair (A, B) is stabilizable. 
2. PRELIMINARIES 
First we give Bohr’s definition of almost periodicity (see e.g. [l]>; then we 
prove some technical lemmas. 
DEFINITION 2.1. A function f : [w + Iw is almost periodic if for any 
E > 0, there exists a number 1 > 0 such that for every open interval of length 
1 there exists a number r contained in that interval such that 
If0 + T> -f(t)1 < E Vt E R. 
This number r, which depends on E, is called an E-almost period. 
LEMMA 2.2. Zff : R + R is almost periodic, and t, E If2 is arbitrary, 
limsupf(t) = supf(t), 
t-m t>t” 
litm_i_nff(t) = ti>nff(t). 
0 
Proof. Pick an arbitrary T, > t, and E > 0. The function f is almost 
periodic, so there exists an 1 such that in every interval of length 1, there is an 
E-almost period r. Suppose we are given a T > 0. Then there exists a r in the 
interval (T - T,,, T - To + 1) such that If(T,, + 7) - f(T,,)I < E. Let t, := 
To + 7 > T. As 
we have proved that for all T > 0 there exists a number t, > T such that 
f<tl) > f(TJ - E, and E was arbitrary. This implies that lim sup f(t) > f(T,). 
This is true for all T,, > t,, so lim SUP~+~ f(t) 2 supt, t,f(t). Also 
supt, t,, f(t) > lim supt +_ f(t), so we conclude that 
limsupf(t) = supf(t). 
t-m t’to 
The second statement follows analogously. n 
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In particular, lim supt ~ m f(t) = supt E n f(t) and lim inf, ~ m f(t) = 
inf, E w f(t) for almost periodic functions, so: 
LEMMA 2.3. Zff : [w + [w is almost periodic, and lim, j m f(t) = 0, then 
f(t) = 0. n 
A function f(t) is called a Bohl function if it is a finite linear combination 
of functions of the form t ‘eAt with I E N and A E @, or equivalently, if the 
kaplace transform fA< s) of f (t > ’ 1s rational. The poles of this rational function 
f(s) are called the exponents of the Bohl function f(t), and the order of a 
pole is called the index of the corresponding exponent. 
A pair (A, i) E S C @ X N is muximaZ for the set S if Re A > Re /L for 
all ( /.L, j) E S, and i > j for all other ( Z_L, j) with Re A = Re I_L. We say that 
(A, i> is an (exponent, index) pair for f if A is an exponent of f of index i. 
We define Z(f) as the set of exponents A of f for which (A, ih) is maximal 
among all (exponent, index) pairs. We will call Z?(f) the set of dominating 
exponents of f. 
Recall that an eigenvalue A of a constant matrix A has index k if k is 
the size of the largest Jordan block of A corresponding to A, i.e., k is the 
multiplicity of A as a root of the minimal polynomial of A. We define the 
dominating eigenvalues of A, 8(A), to be the set of eigenvalues A of A for 
which the (eigenvalue, index) pair (A, i,) is maximal among all (eigenvalue, 
index) pairs associated to A. Notice that if p = 1 and (A, C) is an observable 
pair, then A must be cyclic, so in this case, the index of A is equal to the 
multiplicity of A. 
For a matrix of Bohl functions, W(t), we find a minimal realization 
(AminrBmin, Cmin) associated to W(t), and then we define the dominating 
exponents for W(t) to be 
8( W( t)) := 8( Ami,). 
This definition does not depend on the particular realization used. 
REMARK 2.4. Let W(t) = (w,(t), . . . . w,(t)) be a row of Bohl functions. 
We say that the pair (A, i) is an (exponent, index) pair for W(t) if there is a j 
such that (A, i) is an (exponent, index) pair for w.(t). Then it follows that 
s(W(t>) is the set of A such that (A, i) is maxima I among all (exponent, in- 
dex) pairs of W(t). 
LEMMA 2.5. Let f(t) be a BohZ function. Denote C, := {s E @ : Re s > 
01. Zf Z’(f) c @+\ [w,, then there exists a sequence {tJ with t, + m such 
thutf&) = 0. 
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Proof. Let (Y be the common real part of the dominating exponents, 
iY’<f >. We can write 
f(t) = Cujt’Jeal”( pj sin mjt + qj coswjt) 
= t’eat Cajt’J-‘e(ai-a)t( pj sin wjt + qj cos ojt), 
where Zj - 1 < 0 and aj - (Y < 0 for all j. Now let g(t) be the sum of all 
the terms in which Zj - I = 0 and oj - (Y = 0. Let h(t) be the sum of the 
rest of the terms. That is, we may write f(t) = tiea [g(t) + h(t)], where 
get) = C’j(Pj sin ujt + qj cos wjt) (1) 
h(t) = Cujt-“le-“jt( pj sin cujt + qj cos wjt). (2) 
We are assuming that f has a complex exponent with nonnnegative real part 
equal to (Y. Thus, g is not identically zero, and the wj’s are all nonzero. Any 
real exponents equal to (Y do not have maximal index, so they will correspond 
to terms in h of the form ujqjt -“‘j. Note also that mj, nj > 0 and for each j, 
at least one of mj, nj is nonzero, so lim t ~ m h(t) = 0. Since g is a continuous 
function of t, if we prove that lim supt em g(t) > 0 and lim inf, em g(t) < 0, 
then since h(t) + 0, it follows that there must exist a sequence t,, with 
t, + cc as k + 00, such that g(tk) = -h(t,). Thus g + h has infinitely many 
zeros, and so f does too. 
Since g is a linear combination of periodic functions, it is itself an almost 
periodic function. (See [l, Paragraph 481.) Thus we may apply Lemma 2.2 to 
the function g. Now suppose that liminf g(t) = inf g(t) 2 0. Then the 
function G defined by G(T) := /ofg(r) d r is nondecreasing. By term-by-term 
integration it is easily seen that G is almost periodic and bounded [ oj # 0 for 
all j, so G(t) looks again like the formula (11, but with different constants]. 
This would imply that G is convergent. In that case, G must be constant 
(Lemma 2.3), from which it follows that g is identically zero, a contradiction. 
So lim inf, ~ m g(t) < 0. Similarly, we may obtain that lim supt --) m g(t) > 0. 
_ _ 
Let (A, C) be the observable pair of submatrices in the Kalman observ- 
ability decomposition for the pair ( A, C) (see [7, Section 5.21): 
A 0 
i I A, Ai! (6 0). (3) 
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Let T E Cl(n) be the matrix providing the coordinate transformation. 
PROPOSITION 2.6. Let A E RnXn, C E lRIXn. The following statements 
are equivalent: 
1. For all x E [w”, inf,> alCetAlc] = 0. 
2. The function _@ --) C” : s H C(sZ - A)-’ has no poles on R,. 
3. The matrix A in the Kalman observability decomposition of (A, C> 
has no eigenvalues on R,. 
Proof. Note that since 
CetAx = ( detk O)T-‘x 
and 
C(sZ - A)-‘x = o)T-‘r 
for each x E R”, it suffices to prove the result for observable pairs ( A, C). 
Thus, for the remainder of this proof, we will assume (A, C> is an observable 
pair. 
We first prove that C(sZ - A)-rZ has no poles on R, if and only if A 
has no eigenvalues on R,. Consider C(sZ - A)-’ = C(sZ - A)-‘Z as a 
1 x n transfer matrix. As the triple (A, I, C) is canonical (controllable and 
observable), the eigenvalues of A are precisely the poles of this transfer 
matrix (see Corollary 5.7.2 in [7]). Thus C(sZ - A)-’ has no poles on R+ if 
and only if A has no eigenvalues on R, , and conditions 2 and 3 are 
equivalent. 
To prove that condition 1 implies condition 3, suppose A has an eigen- 
value A E R,. Let v be a corresponding eigenvector. Then 
inf lCetAvl = j$e”‘lCv] = ICvl > 0, 
t>o 
because (A, C) is observable, contradicting statement 1. 
Next we prove that the third condition implies the first. If A has no 
eigenvalues on [w + , then f(t) = CefAx is a Bohl function with no exponents 
on R+, so, in particular, s(f) n R+= 0. If S(f 1 G @ \ @+, we have 
f(t) + 0 as t + 00 and so inf,,,lf(t)l = 0. If g(f) G @+\ R,, apply 
Lemma 2.5. Then there is a t > 0 such that f(t) = 0, so clearly inf,, olf(t)l 
= 0. n 
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3. PROPERTY Q 
In this section we introduce a property which, together with observability 
of the pair (A, C>, will serve to characterize output-saturated observability. 
This property will be used repeatedly in later sections. 
Let K be any subset of (1,. . . , p} and define NK by 
NK := f-) @( A,Ci), 
iZK 
where d(A,Cj) = rlkzO ,,__, n_l ker(CiAk). If K = (1, . . . . p), then NK = 
R”, the whole state space. If K = 0, then NK = @(A, C); thus ND = 101 if 
the pair (A, C> is observable. The states in NK are those that cannot be 
distinguished from 0 for the linear system (A, B, C> using outputs not in K. 
Note that NK is an A-invariant subspace, since each @(A, Ci) is. So we may 
define AN, to be th e operator A restricted to the subspace Nx. 
For an output-saturated system C = (A, B, C),,, the sequence of p X m 
matrices 
d::= {CB,CAB,CA~B,...} 
is called the Markov parameter sequence. Let I := Z(M) c (1, . . . , p} be the 
indices of the nonzero rows of M, J := J(d) c (1,. . . , p} be the indices of 
the zero rows of &, and N := NJ. 
For any index set K L (1, . . . , p], we let Q(K) be the following property: 
For all 5, and for all nonzero v E NK, there exists a j = j( 5, v> E K such 
that 
o(C,e’Ag) f a(C,elAg + C,““‘v). Q(K) 
[If NK = {Oh Q(K) automatically holds, since there are no nonzero 
v E NK.] Using this notation, we let Q = Q(J) for K = J as defined above, 
and provide a necessary and sufficient characterization for observability of 
continuous-time output-saturated systems. 
LEMMA 3.1. If C = (A, B, C),, is a continuous-time output-saturated 
system, then C is observable if and only if 
1. ( A, C ) is an observable pair, and 
2. propetiy Q holds. 
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Proof. Necessity: Clearly (A, C) . 1s an observable pair. For the second 
condition, assuming C is observable, we must show that property Q holds. If 
N, = (01, then there is nothing to prove. So assume NJ # (O}. Pick any 5 and 
any nonzero v E NJ. Let 77 := 5 + v. Then 77 - 5 E NJ. By definition of NJ, 
CietA(7j - 6) = 0 Vi e]. (4) 
Since C is observable, there must exist some j E 11,. . . , p} and a control u 
such that, for some t > 0, 
r(Cjetg+ jjltCjecsmt)ABu(s) ds) Z v(Cje’%j + ~je(“‘)ABu(s) ds). 
(5) 
By (4), it cannot happen that such a j E J. Thus, there is a j E J which 
satisfies (5). Since & (the jth row of &) = 0 for j E J, this implies that 
o(Cjet%) # u(Cjef%j), 
i.e., 
a(Cjet*) # a(C,e’* + C,e”“v). 
Sufficiency: Given 5 # 7, we must show that they can be distinguished. 
Let 
j:= (j : Cjet% f: CjetA7)) 
= {j := e- qE@(A,Cj)}. 
Note that the set j is nonempty, by condition 1. If there is any j E j such 
that &j f 0, then 5,~ can be distinguished with an argu_ment like that used 
for sign-linear systems (see [4]>. 0th erwise, for all j E J, M = 0, so j c J. 
For each i E J, v = 17 - 5 E 8( A, Ci>, SO v E Nj G NJ, v + 0, and Q(J) 
can be applied. So there is a j E J and a t such that 
u(CjetAg) # cr(Cjet%), 
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and indeed 5 and q can be distinguished. (Note that when J = (1,. . . , p) 
then NJ = [w” in the above argument.) n 
Of course property Q is not always easy to check, but we can use it to 
simplify the proofs of the observability theorems of the next section. First we 
state.some results about property Q. 
REMARK 3.2. For any K C (1, . . . , p), if (A, C> is an observable pair and 
v E NK is nonzero, then Cj et Av + 0 for some j E K. This is because 
otherwise v E n j E .@(A, Cj>. Together with v E NK = f-l i e .@‘(A, Ci>, 
this implies that v E @(A, C) = {O}, a contradiction. 
LEMMA 3.3. If (A, C) is an observable pair, and for eveyj E J the row 
vector of functions Cj(sZ - A)-’ has no poles on R,, then Q holds. 
Proof. By Proposition 2.6, if Cj(sZ - A1-l has no poles on [w,, then 
inf ICjetAxl = 0 for all x E [w”. (6) 
t>o 
The assumptions of this lemma then imply that for every j E J, (6) holds. By 
Remark 3.2, for each nonzero v E NJ, there is a j E J such that Cj et Av f 0. 
Then for all 5 E [w” and all nonzero v E NJ, choose a j E J so that 
CjetAv f 0. For that j, pick a t so that ICje”!$ < i. Without loss of 
generality, we may assume CjetAv # 0 for this t. Then 
o(C,e’%) # cr(Cjet% + Cle”“v), 
and Q holds. n 
LEMMA 3.4. Zf Q holds, th en or all nonzero v in NJ, there is a j in J f 
such that CjetAv f 0 and inft>,lCjefAvl = 0. 
Proof. Suppose not. Then there would exist a v E NJ, v # 0, such that 
for all j E J either CjefAv = 0 or inft>,lCjetAv( # 0. Multipying v by a 
scalar, we may assume that either CjefAv = 0 or CjetAv 2 1 for all t > 0. 
Let 5 = v. Then for all j E J, 
contradicting Q. 
cr(Cje”T) = a(C,efAg + CjetAv), 
n 
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The next example shows that these necessary conditions are not sufficient. 
EXAMPLE 3.5. Let C be the output-saturated system defined by the 
following observable triple: 
1. B= 
Then J = {l}, NJ = {(x,, x2, x3)’ : x1 = x3 = O}, and 
Ce tA = 
ezt emt 0 
ezt i 0 et ’ 
For any o = (0, a, 0)’ E N, a # 0, 
C,etAv= aeet f 0, 
inf \aept 1 = 0. 
t>o 
So this system satisfies the conditions of Lemma 3.4. But C is not observable. 
For example, the states 5 = (IO, 0)’ and 77 = (1, IO> are indistinguishable. 
Since K,(t) = 0, the first component of the output saturates at 1 for both 
initial states 5 and r~. The second component of the output is exactly the 
same for both initial states. 
4. OBSERVABILITY: NECESSITY AND SUFFICIENCY 
Property Q is not easy to check. In this section we will give some 
conditions which can be checked by looking at the eigenvalues of the matrix 
A. For the general multiple-output case, we have the following necessary 
conditions for observability. Recall that [w, denotes the nonnegative real axis 
{S E Iw:s 2 0). 
THEOREM 1. Zf C = (A, B,C),, is a continuous-time observable sys- 
tem, then 
1. (A, C) is an observable pair, and 
2. A, has no eigenvalues on R,. 
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Proof. Let x be an eigenvector of A, corresponding to an eigenvalue 
A E R,. Then x E N, so C,etAx = 0 for all i GJ. Let 
lo := {j E J : CjetAx $ O}. 
Then for all j E Jo, the vectors 5 = x, 7~ = 2 x satisfy 
Cje”‘?$ = ehtCjx, (7) 
CjetA7j = 2eAtCjr. (8) 
Clearly the signs of (7) and (8) are always the same, and x can be scaled so 
that both functions are outside the linear window [ - 1, l] for all t, contradict- 
ing observability. n 
In the particular case in which J = (1, . . . , p}, we have N = R”, SO 
A = A,. Thus: 
COROLLARY 4.1. If C = (A, KC),, is a continuous-time observable 
system and M = 0, then A has no eigenvalues on R,. 
The above conditions are not in general sufficient for observability in the 
multiple-output case. 
EXAMPLE 4.2. Let C = (A, B,C),,, where 
y,(t) = a(~,>, and yJt> = CT(X& W e next check that C satisfies the 
necessary conditions of Theorem 1. The pair (A, C) is an observable pair. 
The second row of _Q? is 0, so J = {Z} and N = {(xi, x2, x3)’ E R3 : xi = 0, 
xg = -x3). The restriction of A to N is A, = -I, which has no eigenvalues 
on R,. But this system is not observable. Indeed, the states 5 = (1,2,1)’ and 
7 = (1, 1,2)' are indistinguishable. To see this, note that K,(t) = 0. The first 
component of the output is 
yl(t) = (T 
i 
4ezt - 3et + p,( t - s)u( s) o!s), 
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for both e and 77. The second component is y,(t) = cr(3et + e-“> for the 
initial state r and yz(t) = a(3et + 2ept) for 7. In both cases, yz(t> = 1. 
REMARK 4.3. Let M = 17 iEJB(A, C,), and let AM be the operator 
induced by A on the quotient space R”/M. Then Lemma 3.3 is equivalent to 
saying that if ( A, C) is an observable pair, and AM has no eigenvalues on 
[w + , then property Q holds. 
To see this let 
be the Kalman decomposition for the pair (A, C ), where C consists of just 
the rows of C indexed by J. Let r be the dmension ot! the observable 
component A,. In this new basis, M is the subspace of states whose first r 
components are zero. Then A, 
a matrix representation for M. 
= A, (the restriction of A to M ), and A, is 
A Note that statements 2 and 3 in Proposition 
2.6 are equivalent even in the case of arbitrary p. That is, AM has no 
eigenvalues on [w, if and only if C,(sZ - A>-i has no poles on [w,. 
The next theorem, giving sufficient conditions for observability, follows 
directly from the preceeding Remark and Lemma 3.3. 
THEOREM 2. The system C = ( A, B, C ),, is observable if 
1. (A, C) is an observable pair, and 
2. AM has no eigenvalues on R +. 
Notice the subtle, but real difference between the conditions of Theorem 
2 and those of Theorem 1. Recall that N = n i E I 6’( A, Ci>, so if we assume 
(A, C) is an observable pair, then N f~ M = {O). Also, N and M are both 
A-invariant subspaces. Thus N can be naturally identified with (N + Ml/M, 
so the eigenvalues of A, are included among those of AM. Equivalently, in 
matrix-theoretic terms, there is a basis for [w” in which A has the form 
OBSERVABILITY OF LINEAR SYSTEMS 921 
Then 
AN * 
i i 0 * 
is a matrix representation for AM, from which it is obvious that 
CJ( AM) 2 a( AN). 
Observe that for the special case p = 1, the inclusion (9) is trivial. In fact, for 
p = 1, AM = A,. Indeed, if Z = {l} (& f O), then M = R” and N = (O}, 
so AM = A, = 0. If instead J = {l] (d = O), then M = {O} and N = R”, so 
A”=A =A 
Thusythis sufficient condition is stronger than the necessary conditions in 
Theorem 1 which stated that if C is observable, then (A, C> is an observable 
pair and a(A,) n R+= 0. Th e conditions are the same when p = 1. The 
following is an example of an observable output-saturated system which does 
not satisfy the stated sufficient conditions. 
EXAMPLE 4.4. Let C be an output-saturated system with associated 
triple 
A= 
(2 0 0 o\ 
0 3 -1 0 
01 30’ 
B= 
\o 0 0 11 \ 
c= 1 10 ( 0 1 10 0 1’ 
(This triple is observable.) Then J = {l}, and the poles of C,(sZ - A1-l are 
2, 3 + i, 3 - i. Thus, C,(sZ - A)-’ has a pole on R,, so the sufficient 
conditions of Lemma 3.3 (and hence of Theorem 2) are not satisfied. 
However, property Q still holds. Note that NJ = ((x,, x2, xg, x4)’ : x1 = x4 
= 0) and 
Ce - tA _ 
ezt e3t cos t -e3tsint 0 
ezt 0 0 et 
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Now take any 5 = (a, b, c, d)’ E R4, v = (0, vl, v2, 0)’ E N, v + 0. If b + 0 
or c # 0, then 
Clety = aezt + be3t cos t - ce3t sin t 
= e3t( aeef +bcost -csint). 
In this case, applying Lemma 2.5, inf,,,lCiet~l = 0. Otherwise, if b = c 
= 0, 
C,etA( 5 + v) = uezt + vie3t cos t - v2e3t sin t 
= e3t(ae-t + vi cost - v2 sin t). 
Since v # 0, at least one of vi, v2 is not zero, so again applying Lemma 2.5, 
inf,, olCietA(( + u>l = 0. 
5. COROLLARIES: ONE AND TWO OUTPUTS 
5.1. The Single-Output Case 
In the case of a single-output system, AM = A,. In fact, if d f 0, then 
AM = A, = 0, and if JZZ = 0, then AM = A, = A. Thus, Theorems 1 and 2 
may be combined into the following result. Note that under the assumption 
that (A, C) is an observable pair, d $ 0 and B f 0 are equivalent, so 
condition 1 is equivalent to H + 0. 
THEOREM 3. Let C = ( A,B, C),, b e a single-output continuous-time 
output-saturated system. Then C is observable if and only if (A, C) is an 
observable pair, and either 
1. B # 0, or 
2. A has no eigenvalues on R, := {A E IR, A > 0). 
An easy corollary is the following. 
COROLLARY 5.1. The single-output system C = (A, B, C>,, is observable 
if (A, C) is an observable pair and rank[ sI - A, B ] = n for all s E [w +. 
Since stabilizability of the pair (A, B) is a particular case of the rank 
condition in the corollary, we see that observability plus stabilizability of the 
triple (A, B, C> is sufficient for observability of the output-saturated system 
(A, B, C),,. 
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5.2. The Case of Two Outputs 
If J consists of only one element (that is, only one row of the Markov 
sequence is zero), we have necessary and sufficient conditions for Q(J) to 
hold which depend only on certain eigenvalues of A. This theorem suffices to 
characterize observability for output-saturated systems with two outputs. 
Assuming ( A, C) is an observable pair, which is a necessary condition for 
observability, there are three cases. Either both rows of the Markov sequence 
are nonzero, so that the system is automatically observable; both rows are 
zero, so that Q is equivalent to A having no eigenvalues on [w,; or exactly 
one row of the Markov sequence is zero, in which case the following 
proposition applies. 
We first give some definitions, as the results are more general than what 
we actually need. Let N c R” be any A-invariant subspace, N # {O}, and 
N I-I @(A, C> = {O}. That is, N is some subspace of states which are distin- 
guishable from 0 for the linear system (A, B, C). Let A be defined as in the 
Kalman observability decomposition for the pai; (A, C)_[see Equation (311. 
We denote the set of eigenvalues of the matrix A by (+( A). For the purposes 
of the next proposition, we will understand Q to be the property that, with 
respect to such a space N, for all 5, and for all nonzero u E N, 
o(Cet%) $ a(Cet!$ + CetAv). 
PROPOSITION 5.2. Assume p = 1. Let A, be the restriction of A to N, 
and let 
i := max{h E [w,, A E a( A)) 
(i := --03 if this set is empty). Property Q holds if and only if 
1. C&A,) n R+= 0, and 
2. il - A, is Hurwitz. 
Proof. Assume Q holds. The necessity of condition 1 follows from 
Theorem 1. Next we prove that condition 2 holds. Suppose otherwise that A 
has an eigenvalue h E [w, and A, has an eigenvalue p with Re p = CY < h. 
Since h E [w, is an eigenvalue of A, there is an x = (x”, 0)’ such that x’ is _ _ 
an eigenvector of A. Since (A, C) is an observable pair, & # 0. Without loss 
of generality, assume 62 > 0. (If not, choose -2.) 
Let v E N be an eigenvector of A corresponding to CL. The function 
(Ce(fiL-A)tv( is bounded. Let M be an upper bound, which we may take to be 
greater than 1. Choose .$ as follows. Let 
2M 
r>-, 
dx 
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and 5 = rx. Then 
Get% = e”“(&) > 2M > 2 
for all t. and 
Cet‘t$ + CetAv = eAf(r& + Ce(CL-A)tv) 
> eAt(2M - M) = MeAt > M > 1 
for all t, contradicting Q. 
Now we assume that the two conditions hold and prove that Q must hold. 
Given any x E [w”, and v f 0, v E N, it suffices to show that Get Av f 0 and 
either inft,olCefAxl = 0 or inf,, alCetA(x + v)l = 0. By assumption, N n 
@(A, C) = {0}, so CetAv f 0 for all such nonzero v E N. If inf,, ,lCetAxl 
= 0 then we are done. Now suppose inf,, alCetAxl # 0. Then by Proposition 
2.6, A must have an eigenvalue A E _F8+. Since N # {0}, A, has at least one 
eigenvalue. By assumption, Re /J > h for all such /J E a( A,). Condition 1 
states a( AN) n R, = 0, so any such p has nonzero imaginary part. 
Any exponent, /L, of Ce tAv for v E N satisfies Re p > A. Suppose first 
that p is not an exponent of CetA(x + 0). This can happen only if the terms 
of CetAv having /.J as an exponent are exactly canceled by similar terms in 
CetAx. In that case, CetAx has p as an exponent. But then f(t) = CetAx is a 
Bohl function with &Y(f) n R, = 0. A s in the proof of Proposition 2.6, 
either Z(f) c @ \ C,, in which case Get Ax + 0 as t -+ ~0, or a(f > G @+ 
\ 1w and we may apply Lemma 2.5. In either case, inf,,,lCetAxl = 0, a 
contradiction. Thus p must be an exponent of CetA(x + v>, which implies, 
exactly as we argued above, that inf,, ,ICefA(x + v>l = 0, and Q holds. w 
The foll_owing theorem is simply a corollary of Proposition 5.2. For each 
j E J, let Aj be defined by th e observability decomposition for ( A, Cj>: 
(10) 
THEOREM 4. If C = (A, B, Cl,, is a continuous-time output-saturated 
system and ] = {j}, then C is observable if and only if 
1. (A, C) is an observable pair, 
2. c(AN) n Iw+= 0, and 
3. AZ - A, is Hurwitz, where i := max{h E [w,, A E u(AJ)). 
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Proof. Use N = NJ and C = Cj in Proposition 5.2. n 
In the single-output case this theorem reduces to the following. A 
single-output system C = (A, B,C),, with & = 0 is observable if and only if 
(A, C) is an observable pair and a(A) n [w, = 0. Lemmas 3.3 and 3.1 
together add the fact that if ti f 0 then observability is equivalent to 
observability of the pair (A, C). This yields another proof of Theorem 3. 
We now use Theorem 4 to present a complete characterization of 
observability for the case p = 2. 
PROPOSITION 5.3. Suppose C = ( A, B, C ),, is a continuous-time 
output-saturated system with p = 2. Assume (A, C) is an observable pair. 
1. Zf IZ(&)l = 0, th en C is observable if and only if A has no eigenval- 
ues on R,. 
2. zf IZ(&)I = 1, <h en C is observable if and only if A, has no 
eigenvalues on R, and AZ - A, is Hurwitz. 
3. Zf lZ(&)l = 2, then C is observable. 
Proof. 1: In this case J = (1, . . . , p}, so M = {O}, N = R”, and so 
AM = A, = A. Thus, Theorems 1 and 2 imply that A having no eigenvalues 
on [w, is necessary and sufficient for observability. 
2: This is exactly Theorem 4. 
3: If both rows of the Markov sequence are nonzero, then M = R”, 
N = {0}, and so AM = A, = 0. Once again the necessary conditions of 
Theorem 1 are identical to the sufficient conditions of Theorem 2, and in this 
case the conditions are trivially satisfied. So certainly C = (A, B, C),, is 
observable. n 
As an ill_ustration, applying this result to the system in Example 4.2, we 
obtain that AZ - A, is not Hurwitz, and so (using statement 2) the system is 
not observable. 
6. OBSERVABILITY FOR THE GENERAL MULTIPLE-OUTPUT CASE 
In this section, we will generalize Theorem 4. We will look at a-rational 
matrix W(s), defined below, which is closely related to the matrix AZ - A, 
which was used in the previous case. Recall that J is the set of the k indices 
of the zero rows of JX?, and for each j E J, A. and cj are defined by the 
observability decomposition_for (A, Cj). Note that if we let 2)1(s) = Cj(sZ - 
A)-’ and Gj(s) = Cj(sZ - Aj)-‘, then for some constant matrix ?;, 
Vj(S) = [6j(s) ‘]I;. 
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Thus, vj(s) and Gj(s> have the same poles (seen as functions: @ + @” and 
C + @’ respectively, where r is the size of A.). But the poles of G&s) are 
exactly the eigenvalues of Aj, b_ecau_se the triple ( Aj, I, cj) is canonical, for 
all j. Thus the exponents of Cje t A~ coincide with the eigenvalues of A;, 
which are exactly the poles of u&s>. For each j E J, define 
li, := max(A E [w,, h E a(Ai))=max{h E [w,, hpoleof oj(s)}, 
Aj := w( /$I - A)lN, 
cj” := cy,. 
If z)~(s) has no poles on [w,, we define ii to be --CO. Then, reordering the 
rows of C if necessary so that J = (1,. . . ,‘k}, let 
‘C;(sZ -A,)-’ 
W(s) := 
C,“( sZ - Ak) -’ 
THEOREM 5. Let C be the output-saturated system X = Ax + Bu, y = 
a(Q), with (A, C> an observable pair. Then C is observable if 
1. acAN) rl lR+= 0, and 
2. for each nonzero v E N, 
some component of W( ) s v h as a pole with negative real part. (11) 
Note that if there is a j such that ij = --03 and W(S)~V Z 0 for some o, 
then the poles of W(S)~V all have negative real part, and (11) is satisfied for 
that v. 
Proof. The output-saturated system is observable if and only if Q holds 
(Lemma 3.1). Thus, it is enough to show that the given conditions are 
sufficient for property Q. 
We basically follow the same argument as in the proof of Proposition 5.2. 
Recall that if N = {O}, then Q holds automatically, so we may assume there 
exists some nonzero v E N. For any such nonzero v E N and any 6, we must 
findajglsothat 
o(Cjet*) f a(C,e’Ag + C,““o). 
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Choose a row of W(s>u which has a nice pole. For that rowj, some nonreal 
pole of CjN(sZ - A,)-‘u has real part greater than all possible real poles of 
C,(sZ - A)-‘. First note that this implies $gtAo f 0, since Cjy(sZ - A,)-‘u 
has some nonzero pole, So Cjef% # Cje (5 + u>. Thus, it suffices to show 
that either 
inf)Cjet*) = 0 
t 
or 
inf ( CjetA( lj + 0) 1 = 0. 
t 
If inf,ICjety 1 = 0, then Q clearly holds. Suppose then that inf,ICjety 1 f 0. 
Then Aj > 0, but CjetAo has a nonreal exponent with real part strictly 
greater than Is-. Thus, just as we argued in the proof of Proposition 5.2, the 
dominating exponents in CjetA( 4 + U) are not on R,, so Lemma 2.5 implies 
that inftlCjetA(t + v)l = 0, and Q holds. n 
This theorem is an improvement over the sufficient conditions of Theo- 
rem 2. Example 4.4 is an observable system which was not included in the 
sufficient conditions of Theorem 2, but is included in the conditions of this 
theorem. If R4 = {(xi, x2, x3, x4)‘), then in that example, N is just the 
x2 = xg plane, so a(A,) = (3 k i}, and c+(A,) n R+= 0.Thep_air(A,C) 
is already Ln the decomposition form, so it is easy to see that cr( A,) = (2,3 
+ i} and h, = 2. Then 
Aj= (-: Ii), 
1 
W(s) = 
s2+2s+2 
The poles of W(s) are - 1 k i, which both have negative real part. In this 
case there is no o = (u,, 02)’ (nonzero) for which 
(s + l)u, - u2 
cancels out either of the poles of W(s). That is, for every nonzero 0 E N, 
W(s)v has a pole with negative real part. In the case of two outputs, the 
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conditions of this theorem are also necessary, as they are equivalent to the 
conditions in Theorem 4. 
7. SMALL-INPUT OBSERVABILITY 
In this section, we investigate the observability of a class of output- 
saturated systems for which the inputs are restricted to be bounded. Unlike 
the case for linear systems, observability of an output-saturated system is 
intimately related to controllability. Thus, it is natural to ask what additional 
conditions are required for observability if controllability is restricted. We 
first give some general characterizations of observability for this class of 
bounded-input output-saturated systems. In the case in which the pair (A, B) 
is already known to be stabilizable we will be able to provide an explicit 
criterion for observability. 
We will use the following notation for a (single-output) bounded-input 
output-saturated system defined by the triple (A, B, C): 
&os ’ i =Ax + Baa, 
and llullm := s~p,~alu(t)l Q 1. [Th’ is restriction could be replaced by u(t) E 
U, where U c [w” is any bounded, convex set which contains the origin of 
OX”’ in its interior. One could even dispose of the convexity condition by using 
the bang-bang principle.] If u(e) is a measurable function satisfying llullrn < I, 
we will simply say that u is a small input (or “small control”). 
The following lemma gives a characterization of observability for single- 
output continuous-time output-saturated systems with bounded inputs. The 
term small-input less-than-l output controllable means that for any initial 
state, the output of the linear system can be controlled to be inside the 
interval (- 1,l) using small inputs. This is the same as saying that the state of 
the system can be controlled to a band around ker C using small inputs. 
LEMMA 7.1. The bounded-input output-saturated system CiOS := 
(A, B, CIiOS is observable ay and only if (A, C) is an observable pair and 
(A, B, C) is small-input less-than-l output controllable. 
Proof. For the necessity, suppose the conclusion does not hold. Then 
there is some x0 such that the output, if starting from the initial state x,,, 
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cannot be controlled to (- 1, 1). That is, for any small 
length t, 
1 y”(t, x0)1 =/ce”‘x, + peA(“)Bu(s) ds 
929 
control u of any 
: 21. 
Then the same is true of oxa for any CY > 1. Otherwise there would exist an 
admissible control such that 
CeAhx + 0 / 
tCe A(t-s)Bz4( s) ds < 1. 
0 
But then, 
CeAtxo + 
/ 
4s) tCeA(f-~)~- G!s <LI, 
0 CY a 
and the input is still admissible, contradicting our assumption. Thus, the 
entire line segment from x0 to 2 x0 has the property that for any initial state 
in that line segment, there is no control which can force the output inside the 
“linear window” ICxJ < 1. It follows by continuity of y(t, ax,) on t and (Y 
that sign( y(t, CYX,)) is independent of (Y. That is, for all initial states in that 
line segment, the outputs are on the same side of the hyperplane ker C. (We 
may assume C # 0; otherwise the system is not observable.) Thus any two 
points xk, xi on the segment are indistinguishable, since 
a(C+(O, t, & u)) = c+@(O, t, &u)) 
for any u, t, where +(O, t, x0, u) denotes the state of the system after time t 
starting at initial state x0 and applying the control u. 
For the sufficiency, we simply note that given any two states x, z, we can 
control the output corresponding to one of them (say X> to a point inside 
(- 1,l) at some time t. By observability of the pair (A, C>, at some time 
t k 6, for 6 small enough, the outputs for the two initial states will be 
different, and by continuity, the output for the initial state x will still be 
inside the interval. n 
Thye next lemma uses Lemma 7.1 to prove a characterization of observ- 
ability which is independent of the control u. 
LEMMA 7.2. The system CioS is observable if and only if ( A, C> is an 
observable pair and 
vx, E R” 3T >, 0 ICeTAx < 1 + TICetAB(l dt, 
/ (12) 0 
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where the norm ( * 11 is the sum of the absolute values of the components of the 
vector. 
Proof, Using Lemma 7.1, it is enough to show that (12) is equivalent to 
saying that for every x0 E R”, there exists 7 > 0 and an input function u 
such that (yu(~, x,>l < 1. 
First assume that Cx, > 0. In this case, observability implies that there 
exists a u and a 7 such that 
~~(7, x0) = Ce7*x0 + 
/ 
rCe(7-‘)ABu(t) dt < 1. 
0 
Let C(t) = -sign(Ce (7--t)AB) where the sign function is applied compon- ,
entwise. After a change of variables in the integral, we get 
~~(7, x0) = Ce7*x0 - 
/ 
iCetABll dt. 
0 
Since Ilu(t)llm < 1, it follows that 
-ICetAB/ < CetABu(7 - t) 
for all t, so 
for all t > 0. Thus, y,;(~, x,) < 1. Also, ~~(0, x0) > 0, so by continuity, there 
exists a T E [0, 71 &h that 
II 
0 < y;(T, x0) < 1. 
In particular, CeTAx, > 0 so CeTAr, = ICer*x,l. Thus, 
lCeTA x,,I < 1 + 
/ 
‘lcetABI1 dt. 
0 
In the case Cx, < 0 a similar argument [starting with y,(~, x0> and 
applying now G(t) = sign(Ce(‘-‘)*B)] proves the result. 
The condition (12) is also sufficient. If Cx, > 0, it amounts to saying that 
there exists a T and a control, namely ii(t) = -sign(Ce(rSt)*B), such that 
y;(T, x0) < ICetAx,, - 
/ 
‘lCefABll dt < 1. 
0 
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Since ~~(0, x,) > 0, there must be a T E [O, z’] such that 
0 < Y&(7, x0) < 1. 
If instead Cx, < 0, we use G(t) = sign(Ce (T-t)AB) and the argument is 
similar. n 
An explicit criterion for the observability of Cios can be given if we assume 
that (A, B) is stabilizable. Let [w++:= {h E [w : h > 0). Recall that 8(A) is 
the set of dominating eigenvalues of A as defined in Section 2. 
THEOREM 6. Let (A, B) be stabilizable. Then Cios is observable if and 
only if (A, C) is an observable pair and a( A) n R,, = 0. 
For the proof we will need the following auxiliary results. 
LEMMA 7.3. Zfp = 1, (A,C) is an observable pair, and (12) holds, then 
8(A) n R++= 0. 
Proof. Assume that there exists h E 8(A) I-I Iw,, . Let the index of h 
be k. Since (A, C> is observable, A’ is cyclic, which implies that A is also 
cyclic. Thus there is a vector b such that (A, b) is a controllable pair. Then 
8(A) = 8(CetAb), and there is a term in the function CetAb which has 
exponent A with index k. If we let r0 
the term tkP1eht. So 
:= b, then CetAxo contains nontrivially 
CeTAx 0 = Tk-‘eAT[ cx + o(l)], T + m, 
for some cr z 0. Without loss of generality we assume that (Y > 0. Otherwise 
we replace x0 y b -x0. Note that we can make (Y arbitrarily large by choosing 
I x01 large. On the other hand, the dominating term of Get AB has exponent at 
most equal to h with index k, so 
I TICetAB(l dt < /3Tk-‘eAT 0 
for some j?. Hence, by a suitable choice of x0 we can achieve that the 
condition (12) is not satisfied for any T > 0. n 
LEMMA 7.4. Suppose p = 1, (A, B) is stabilizable, and (A, C) is ob- 
servable. Zf Re h > 0 for all eigenvalues in 8(A), then 
EF( A) G 8( CetAB). 
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Proof. Let h be an eigenvalue E 8(A) with multiplicity k. If we 
perform a Kalman controllability decomposition on the triple (A, B, C), we 
can easily see by stabilizability that A is an eigenvalue of A, (with the same 
multiplicity), where (A,, B,, C,) is a canonical triple. The poles of the 
transfer function for (A,, B,, C,) (which are the same as the exponents of 
CetAB) are exactly equal to the eigenvalues of A,, with the same multiplici- 
ties, by Remark 2.4. Hence h E 8(CetAB) with the same multiplicity k. n 
LEMMA 7.5. Let f be an almost periodic function which is not identically 
zero. Then there exist y > 0 and 1 > 0 such that for all t, E R, 
Proof. Let cr := supt E n 1 f(t)/. We will first prove that for every t,, there 
exists a t, in the interval [t,, t, + 11 such that 
If&) I ’ 42. 
There is a T,, such that 
If( ’ ;. (13) 
Since f is almost periodic, there is an 1 such that every interval of length 1 
contains an a/4-almost period. In particular, for every t,, the interval 
[To - t, - 1, T,., - to] 
contains an a/4-almost period. Call it T := dt,,). By the definition of almost 
periodic, 
If(G) -f(To - T> t G ~~14. (14) 
From (13) and (14) it follows that 
IfW > a/% 
where t, = T,, - 7, so 
t, E [t&J + 11. 
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Since f is almost periodic, it is uniformly continuous. So, in fact, there 
exists a positive number 6 such that for each t, E R, there is a t, in 
[to, t, + 11 such that for all t in a neighborhood of t, (t, - 6 < t < t, + 6) 
If(t>l a a/3. 
Without loss of generality, 1 > 6 (otherwise we increase Z), so 
for allt,. n 
LEMMA 7.6. Assume that 8(A) I-I R,, = 0. Zf 8(A) c B(CetAB), 
then (12) holds. 
Proof Let the common index of the eigenvalues in 8(A) be k. Since 
A E 8(CetAB) with index k, we can write 
CetAB = tk-‘eat[f( t) + o(l)], (15) 
where (Y is the real part of the eigenvalues in g(A), and f is an almost 
periodic function, not identically equal to 0. 
Let 1 and y be as in Lemma 7.5, pick any T > 1, and denote To := T - 1. 
Then 
LTICetABIl dt > L!CetABll dt. (16) 
Next we replace Ce’ AB with its expression given in (15) and factor out a 
lower bound for the polynomial and exponential terms. Notice that the 
integral of the convergent term is still o(l) because the length of the 
integration interval remains constant as T + 00. That is, (16) is 
/ 
T 
a tkmleat[lf(t)l + o(l)] dt 
TO 
> Tk-leaTo 
’ 0 
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The interval CT,, 2’) is of length I, so we may apply Lemma7.5 and 
NOW we show that there is a constant p > 0 such that 
for T large enough. If T > 21, then 1 < T/2, so 
T,,=T-I 
T T 
>T--=-. 
2 2 
Thus, if p := 2-k (remember, k is f=ed), 
T,k-l > j3Tk-I. 
Also for the term ear,, 
e rrTo = ea(T-l) 
=e aTe-Cll 
=e olTC 
for some constant C > 0. 
Using (18), (191, and (20, we see that (17) is 
> PCTkpleaT[y + o(l)] 
= Tk-le”T 
[ P + 4>1 
for some p > 0 and T sufficiently large. 
On the other hand, 
(19) 
(20) 
CeTAx 0 = Tk-leaT[ g(T) + o(l)], 
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where, depending on x0, either g(t) = 0, or g(t) is almost periodic. If g(t) 
is almost periodic, then Ce taco is a Bohl function with dominating exponents 
all in C+\ Iw,,. Then Lemma 2.5 implies that CeTAx, has an infinite 
sequence of zeros {tk} with t, + m. In either case, there is a T as large as 
necessary so that 
g(T) = 0. 
In particular, we may choose a T > 21 so that 
lCeTA x,,I = T k-leaTlo(l)( 
< Tkmle”‘[ p + o(l)] 
< 1 + 
/ 
TICe’ABll dt. 
0 
In other words, we may choose T so that (12) holds. 
We may now prove Theorem 6. 
Proof of (Theorem 6). First assume that there exists h E a( A) n [w,,. 
Then Lemma 7.3 proves that (12) is not satisfied and so CioS is not 
observable. 
Next we prove the converse. If Re h < 0 for all h E a(A), then there 
exists an admissible control function u such that x(t) + 0 as t + 00. (See 
[6].) In this case, it is obvious that for any x0 there is a control u and a time T 
such that 1 y,(T, x0)1 < 1, so Lemma 7.1 implies observability. 
Assume now that Z( A) I-J 0% ++ = 0 and Re A > 0 for h E E(A). Then 
Lemma 7.4 implies that (12) holds. Hence C,,, is observable. n 
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