Abstract-Fast sampling is desirable to describe signal transmission through wide-bandwidth systems. The delta-operator provides an ideal discrete-time modeling description for such fast-sampled systems. However, the estimation of delta-domain model parameters is usually biased by directly applying the delta-transformations to a sampled signal corrupted by additive measurement noise. This problem is solved here by expectation-maximization, where the delta-transformations of the true signal are estimated and then used to obtain the model parameters. The method is demonstrated on a numerical example to improve on the accuracy of using a shift operator approach when the sample rate is fast.
The -operator has been widely studied in the adaptive signal processing context to improve the numerical conditioning of recursive estimation algorithms such as least mean square (LMS) [7] , lattice [8] , and Levinson [9] algorithms. In an offline modeling context the -operator can be used to provide an exact discrete-time model of a system, or in the direct identification of continuous-time systems where the estimated parameters tend to the continuous-time values with an increasing sample rate [10] [11] [12] [13] . In each context, it is common to use an observed signal to form the -transformations of the signal.
Additive measurement noise on the output signal biases the estimation of input-output (I/O) model parameters when using a linear regression technique such as least squares (LS), motivating prefiltering [14] , or noise modeling [15] . The bias is exacerbated further in the identification of systems using the -operator because of the (derivative-like) amplification of high frequency measurement noise when forming the transformations. A naive attempt to model directly from the noisy transformed signal, e.g., using LS, would lead to severe parameter bias. Therefore, previous approaches to modeling systems in the -domain have focused on either low-pass filtering the observed signal before parameter estimation or attempting to compensate for the bias as part of the parameter estimation stage, such as bias compensating least squares [16] .
The contrasting approach to systems modeling taken here is to regard the -transformations of the true output signal as unobserved, or hidden, quantities. This motivates a state-space representation of the model, which has a canonical form where the -transformations of the true output signal correspond to the system states. The state-space model structure naturally leads to the formation of a state and parameter estimation problem. The framework chosen here to solve the estimation problem is maximum likelihood: the algorithm thus derived is based on the principle of expectation-maximization (EM) [17] . This is advantageous because EM is a well-known algorithm, often used in channel identification [18] , [19] as well as system identification [20] [21] [22] and convergence behavior is well understood [23] , [24] .
In Section II, a brief background is given to the EM algorithm, which highlights the main concepts and provides a basis for the following algorithm development. The system model structure is presented in Section III and the identification algorithm for the model is derived in Section IV. An example of the identification procedure is given in Section V, which demonstrates the performance of the proposed algorithm and compares the results to an equivalent shift operator approach; it is shown that the approach performs accurately across a range of sample frequencies whilst the shift approach is adversely affected by fast-sample rates. The conclusions are made in Section VI.
II. BACKGROUND ON THE EM ALGORITHM
The EM algorithm is an iterative method of providing a maximum likelihood estimate of a set of parameters , which are dependent on both a hidden data set X and an observed data set Y [17] , [20] . The maximum-likelihood estimate of the parameters may be obtained from the log-likelihood function L() = log p(Yj) = log X p(X ; Yj)dX : (1) It is possible to obtain a lower bound on L() by introducing the distribution of the hidden data conditioned upon any available estimate of the parameter vector; in the iterative procedure of EM the available estimate can be taken to be that at the k th iteration, k , so that first
Noting that p(XjY; k ) > 0 and that X p(XjY; k )dX = 1, Jensen's inequality may be applied to (2) 
The two steps of the EM algorithm are repeated until some metric of convergence is satisfied; properties of convergence of the log-likelihood function and the parameter estimates are discussed in [23] and [24] . 
and zt 2 is the system output at time t; ut 2 is the system input, et N(0;
2 ) is a zero mean Gaussian white process noise signal, T is the sample time and q is the forward shift operator, i.e., qu t = u t+1 .
The modeling task is to estimate the parameter vector , which is typically performed using the one-step-ahead prediction model corresponding to (7) n zt = t + "t (9) where "t is the residual model error and 
The mapping from the hidden to observed output signal is described by the measurement equation
where
and C 2 n ; y t 2 is the observed system output and v t N(0;
2 ) is zero-mean Gaussian white measurement noise.
In combination (16) and (22) provide a state-space representation of the I/O system to be identified from measurement noise corrupted output signals. The system considered is SISO, but (as is typical) the state-space representation is readily extended to include multiple-input multiple-output (MIMO) descriptions.
IV. MAXIMUM-LIKELIHOOD ESTIMATION
The aim of this section is to formulate the parameter estimation problem for the -domain model defined in (16) and (22), in terms of the well-known EM algorithm [17] , [20] . This draws on the theory defined above in Section II on the background of the EM algorithm. 
where from (9)
where (:) denotes the Dirac delta function and I is the identity matrix. Substitution of (26) into (25) 
Proof: Expanding (24) leads to the quadratic expression in "cond" indicates condition number. By contrast numerical ill-conditioning is less likely to occur when using the -operator to model a fast-sampled system because the -transformations of a signal tend to the signal derivatives with increasing sample rate, which are unlikely to be numerically similar [1] . Hence, the estimation of model parameters benefits numerically from being performed in the -domain at fast-sample rates as will be demonstrated in Section V.
The maximization of the function Q(; k ) requires calculation of the conditional expectations defined in (31) and (32); these are obtained from the application of the following state-space model in the Kalman smoother
where F k = I + T A k ; G k = T B k , the subscript k denotes that the system matrices are dependent on k , and the measurement equation is defined in (22) . Application of this model in one of the wellknown Kalman smoothing algorithms [25] , [26] provides the information needed to obtain the smoothed state estimatext, the smoothed state covariance P t , and hence the expectations defined in (31) denotes for a matrix A the vector formed from the elements in rows i to j of column k. The covariance matrix M t is obtained from a nonstandard augmentation of the backward pass (described fully in [27] ), where where K is the forward Kalman gain.
Algorithm 1: The EM algorithm for estimating the parameters of the -domain model defined in (16) and (22) is as follows.
1) Initialize the parameter estimate0.
2) Increment counter k and calculate the expectation quantities defined in (31) and (32) using the augmented Kalman smoothing algorithm, with the state-space model (36) parameterized by k .
3) Maximize Q(; k ) using (30) to obtain the updated parameter estimate k+1 . 4) Test the convergence of the algorithm using an appropriate stopping condition and then terminate if satisfied or go to Step 2 and repeat. The estimation procedure presented here is by construction a special case in the generic form of the EM algorithm, hence convergence of the iterative procedure outlined above to a local maximum of the likelihood function L( 3 ) follows from the standard proofs developed in [17] and [23] and more recently in the system identification context in [21] . For completeness, the convergence is proved here.
Theorem 2:
The sequence of log-likelihood values generated by Algorithm 1 are guaranteed to be nondecreasing, that is L( k+1 ) L( k ) for k = 1; 2; ... (45) and are assured to converge to a stationary point of the likelihood function L( 3 ).
Proof: The proof draws on the standard format presented in [17] and [23] ; from (4) observe that L() is lower bounded by F (; k ) and that F (; k ) = Q(; k ) 0 R(; k ) (46) where
From (46)
By definition of the maximization step in Algorithm 1 Q(; k+1 ) 0 Q(; k ) 0; furthermore, the term R(; k+1 ) 0 R(; k ) is known to be the Kullback-Leibler distance between the density functions p(X jY; ) and p(X jY;) [28] , which is 0 with equality only if the two distributions are equal. Hence, F (; k+1 ) 0 F (; k ) 0, which implies that L( k+1 ) 0 L( k ) 0, completing the first part of the proof. The convergence of the likelihood function to a stationary point is assured if the conditions of Theorem 2 of [23] are met, namely that Q(;) is continuous in both arguments, which is the case here.
V. NUMERICAL EXAMPLE
An example identification problem is presented in this section, where the parameter estimation procedure derived above was applied to signals generated from a third-order -domain system. The results focus on showing the performance of the method when increasing sampling frequency, and are compared to a least squares approach and an equivalent q-domain approach.
A. Data Generation
The discrete-time test system was generated by mapping the same continuous-time system to the -domain at varying sample rates. The continuous-time system was G(s) = 1 s 3 + 0:5s 2 + 0:4s + 0:1
where s is the Laplace operator. The mapping to the -domain resulted in a model with higher input order (due to sampling zeros), which was of the form The -domain system was identified from the I/O u t and y t data generated from simulating the system as described in (16) and (22), and the analogous procedure was carried out for the q-domain case (i.e., data generation and identification were performed in the q-domain).
The input was defined as a sum-of-sinusoids signal, with 20 sinusoids evenly distributed over the range [0,0.5) Hz. The process noise was defined to have a signal-to-noise ratio (SNR) of 20 dB relative to the input signal and was varied according to experimental conditions in the case of measurement noise (e.g., from 10 to 60 dB). In order to investigate the performance of the estimation algorithm at varying sampling rates, the system was simulated across a range of sampling frequencies from 5 to 30 Hz. The system was simulated for 150 s at each sampling frequency. The simulations were repeated at each sampling frequency 50 times to give an empirical estimate of the consistency of the algorithm performance.
B. Parameter Initialization and Convergence
The parameter estimates were initialized using least squares, after low-pass filtering the data with cutoff frequency !c = 0.5 Hz (using a third-order Butterworth filter). Smoothing in the EM algorithm was always performed on the raw signals using the updated parameters. Parameter convergence of the EM algorithm was assessed using the metric
The EM algorithm was run in each case for 20 iterations; the convergence of one typical experimental trial is shown in Fig. 1 .
C. Modeling Results
The identification results demonstrate that the EM procedure derived here improves the accuracy of parameter estimates in comparison to LS; application of LS results in significant bias for both q and as discussed in the introduction, which is shown in Fig. 2 . The bias in parameter estimates increases with sampling rate for LS in both q and . The results demonstrate that the q-domain EM identification algorithm is also adversely affected by increasing sampling rate, shown in Fig. 2 . In contrast, it is apparent that the -domain EM approach performs well across all sampling frequencies. One possible explanation for this is that the matrix inverted during parameter estimation grows progressively more ill-conditioned as sample rate increases (as shown for typical data sets in Fig. 3) .
The effect of ill-conditioning due to fast sampling on the estimation of q-and -domain model parameters is discussed in [1] , from a perspective of least-squares, which is similar to the estimation step in the EM algorithm presented here. The q-domain algorithmic problem may lie in the fact that if signal estimation is performed successfully, then the sequential values of the estimated output signal will be very similar due to fast sampling; this leads to the ill-conditioning problem at the parameter estimation stage, because y(t) y(t 0 1) . . . The version of the algorithm does not suffer from this ill-conditioning problem, which is also demonstrated in Fig. 3 , because the transformations are unlikely to be numerically similar.
To illustrate the performance of each EM algorithm and LS, for both q and , at a single fast-sampling frequency the simulations were performed fixing sample frequency to 25 Hz and varying the SNR of the measurement noise signal for 10 to 60 dB in steps of 10 dB. The results, shown in Fig. 4 , demonstrate that the EM -operator algorithm is significantly more accurate than the equivalent q-operator approach, which both improve on LS. As would be expected the accuracy of each estimation method improves as the SNR increases. The results imply that use of the EM -operator algorithm can lead to improved parameter estimation compared to the shift operator for the modeling scenario considered here, that is, identification from a fast-sampled output signal corrupted by additive Gaussian white measurement noise.
The complexity of the LS estimate is on the order of O(Nr 3 ) where r = n + m is the number of model parameters. By comparison the complexity of the EM approach proposed here is dominated by the parameter estimation step, which is of equivalent order to that of LS; hence, it is of order O(Nr 3 ) per iteration. Hence, the EM algorithm is more complex than the LS approach. However, the proposed EM estimation algorithm is an offline technique and the additional complexity may be of little practical importance; convergence for each example data set used here was on a time scale of seconds. This is coupled with a significant improvement in accuracy (in comparison to LS), which is likely to offset the disadvantage of the increase in complexity in a typical modeling scenario.
VI. CONCLUSION
This contribution has treated the problem of identifying -domain model parameters from output signals that are corrupted by measurement noise. The novel approach to identification taken here has been the formulation of an estimation problem where the -domain transformations of the true signal are directly estimated and are then used to obtain the model parameters. The estimation problem has been solved using a statistical signal processing approach based on the EM algorithm. Implementation of the derived algorithm leads to maximum-likelihood estimates of the parameters in a procedure that is guaranteed to be convergent to a local maximum. The approach is shown here to lead to significantly more accurate parameter estimates than an equivalent shift operator method when fast sampling.
