In this paper we investigate sufficient conditions that ensure the optimality of threshold strategies for optimal stopping problems with finite or perpetual maturities. Our result is based on a local-time argument that enables us to give an alternative proof of the smoothfit principle. Moreover, we present a class of optimal stopping problems for which the propagation of convexity fails.
Introduction
One of the simplest formulations of stochastic optimal control is that of the optimal stopping of a one-dimensional diffusion process, where the only decision to be made is when to stop the process. In this paper we will consider continuous-time optimal stopping, as follows. Consider a state process modeled by the one-dimensional diffusion process X t . We assume that the payoff from stopping at time t is g(X t ) and that the decision-maker wants to maximize the expected present value by choosing a stopping time. This may be modeled using two optimal stopping problems with respective value functions The value function V corresponds to a perpetual-maturity optimal stopping problem while the value function V T corresponds to an optimal stopping problem with finite maturity. In this paper we will focus our study on the perpetual-maturity case, but the corresponding findings in the finite-maturity case will be highlighted as the paper proceeds. One major problem in the perpetual-maturity case is to prove the existence of an optimal stopping time τ * satisfying V (x) = E(e The outline of the paper is as follows. In Section 2 we introduce our notation and define the basic assumptions of the continuous-time optimal stopping problem. We will give conditions necessary and sufficient to ensure the nonemptiness of the stopping region in Section 3. Section 4 is devoted to our main results. We state a condition sufficient to ensure the optimality of a threshold strategy and give an alternative proof that the smooth-fit principle applies as soon as the payoff function is differentiable. A key feature of our proof is that it relies on a localtime argument that remains valid in the case of optimal stopping problems with finite maturity. Moreover, the criterion enables us to present a class of optimal stopping problems associated with a convex payoff function whose value function is not convex. Finally, in Section 5 we give illustrative examples arising from real option models.
The model, notation, and assumptions
Consider a probability space ( , F , (F t ) t≥0 , P), where (F t ) t≥0 satisfies the usual conditions. We will assume that the state process (X t ) t≥0 is a solution to the following stochastic differential equation, where (W t ) t≥0 is a standard F t -Brownian motion:
Throughout this paper, we will assume the following hypothesis to hold. there exists an ε such that
This guarantees that the stochastic differential equation (2.1) has a weak solution which is unique in the sense of probability law (see [13, pp. 339-344] ). Moreover, the solution X is regular; that is, P x (T y < ∞) > 0 for x, y > 0, where 
and assume that g is continuous. Then the stopping time τ E is optimal under the integrability condition sup t≥0 e −rt g(X t ) ∈ L 1 ( , F , P). Moreover, the process (e −r(t∧τ E ) V (X t∧τ E )) t≥0 is a martingale. Therefore, if E is empty then there is no optimal stopping time and the process (e −rt V (X t )) t≥0 is a martingale. Note that, under the integrability condition, the value function is finite for every x > 0. If the integrability condition fails, it may happen that the stopping set is nonempty but the stopping time τ E fails to be optimal (see [3, Example 6.5] ). Dayanik and Karatzas [3] gave conditions sufficient to ensure both that the value function is finite and that the stopping time τ E is optimal. To this end, they introduced the second-order differential operator L such that
Suppose that Assumption 2.1 holds. Then the differential equation Lu = ru has two linearly independent positive solutions, say ϕ and ψ, which are uniquely determined (up to multiplication by a constant) if we require one of them, say ψ, to be strictly increasing and the other to be strictly decreasing (see [2, Chapter 2] 
Note that, according to Proposition 2.3, optimality of the threshold strategy implies optimality of the stopping time τ E for any nondecreasing convex payoff function. In this paper we do not assume the integrability condition to hold and we instead work on sufficient conditions relying on the signed measure Ag := Lg − rg.
To be meaningful, we will restrict the class of payoff functions by making the following assumption. (ii) Let D = {a 1 , . . . , a n }, where n ∈ N and the a i are positive real numbers such that a 1 < a 2 < · · · < a n . Suppose that g is a continuous function on R + such that g and g exist and are continuous on R + \ D and the limits
exist and are finite.
(iii) There exist C > 0 and p > 0 such that, for every x > a n , 
where δ a i stands for the Dirac measure at the level a i and
Nonemptiness of the exercise region
In this section we study conditions sufficient to ensure the nonemptiness of the exercise region. We recall that, for optimal stopping problems with finite maturities, Villeneuve [ Unfortunately, this characterization fails in the case of perpetual-maturity optimal stopping problems, as illustrated in the following example.
Example 3.1. Let us consider the payoff function
and the associated value function
where
The process (e −rt X t ) 0≤t<∞ is a positive martingale. Therefore, [13, Problem 1.3.16] and the optional sampling theorem give
On the other hand, for all t ≥ 0 we have
Letting t tend to ∞, we obtain V (
Thus, we have V (x) = (1 − ε)x, and the exercise region is consequently empty. However,
(where, recall, δ a stands for the Dirac measure at the level a) is not a positive measure. 
Proof. Let us consider the following optimal stopping problems with finite maturity:
Moreover, let us introduce the optimal stopping time
According to optimal stopping theory, τ * t is an optimal stopping time and, by condition (i) of Assumption 2.2, we have
Therefore,
From (3.1) we obtain sup
by letting t tend to ∞. Since the reverse inequality is obvious, we have the desired result.
Remark 3.2. Proposition 3.1 is valid if g is bounded below, that is, there exists an
The next theorem gives a characterization of the nonemptiness of the exercise region for perpetual-maturity optimal stopping problems.
Theorem 3.1. Assume that g is a positive function satisfying Assumption 2.2 and such that
g(0 + ) < ∞ and lim x→∞ g(x) ψ(x) = l ∞ ∈ (0, ∞).
Then the exercise region E is empty if and only if, for every
Proof. To begin, let us note the following points. According to [3, Propositions 5.10 and 5.13], the value function V is a continuous function satisfying V (x) < ∞ for every x > 0, and since the boundaries 0 and ∞ are natural we have (see [10, pp. 128-135] )
We shall first prove the sufficient condition for the emptiness of the exercise region E.
Introduce the notation T t g(x) := E x (e −rt g(X t )). If lim inf t→∞ T t g(x) > g(x)
for any x > 0, then there exists some t 0 (x) such that T t g(x) > g(x) for t ≥ t 0 , which proves the sufficient condition.
On the other hand, if E is empty then the assumptions on g combined with the results of
Now fix an ε > 0. There exists some N such that, for every
Hence,
Letting t tend to ∞, and recalling that
which implies the result.
Remark 3.3.
The set E is nonempty for any bounded function g satisfying Assumption 2.2. If E were empty for such a function, then V would be identically 0 by Theorem 3.1, which is incompatible with condition (i) of the assumption.
The next result gives another characterization if we assume in addition that
By L a i s we denote the local time of X at the level a i .
Corollary 3.1. Under hypothesis (3.3), we have E = ∅ if and only if
Proof. The Itô-Tanaka formula [13, Theorem 7.1] and Remark 2.1 imply that, for every t ≥ 0 and any function h satisfying Assumption 2.2,
Applying the previous equality to h(x) = (a − x) + , we obtain
Therefore, the monotone convergence theorem yields
which yields the conclusion.
We shall prove below that a necessary condition for the emptiness of the exercise region under the assumptions of Theorem 3.1 is that g(0 + ) ≤ 0. Note also that [9, Theorem 8.1] asserts that the exercise region associated with a convex payoff function with g(0) = 0 is empty if δ = 0. The next two lemmas (which are probably well known) complete the study. We give their proofs for the sake of completeness. Proof. We will provide a proof by contradiction, by assuming that E is empty. Thus, the process (e −rt V (X t )) 0≤t<∞ is a martingale and V can therefore be written as the linear combination
for every x > 0, where A and B are real constants. Since g(0 + ) < ∞, we have lim sup x→0 g(x)/ϕ(x) = 0. Therefore, [3, Proposition 5.10] yields lim sup x→0 V (x)/ϕ(x) = 0 and, thus, B = 0 using (3.2). However, lim x→0 Aψ(x) = 0, yielding g(0 + ) = 0, which is a contradiction.
Lemma 3.2. Let g be a nondecreasing, concave function satisfying Assumption 2.2 with
Proof. The assumptions on g imply that xg (x) − g(x) is nonpositive at every x where g is differentiable. Since g satisfies Assumption 2.2, Ag(dx) is a nonpositive measure. Therefore, the Itô-Tanaka formula implies that the process (e −rt g(X t )) t≥0 is a supermartingale, which yields the result.
Main results

Optimal threshold strategies
In this section we give an easily testable condition sufficient to ensure that threshold strategies are optimal for the payoff functions satisfying Assumption 2.2. We start with a lemma that gives a sufficient condition for the points of the set D to be in the continuation region. V (a) > g(a) .
Proof. Taylor's formula gives
where lim y→0 ε(y) = 0. Hence, the Itô-Tanaka formula yields
Thus,
and the Burkholder-Davis-Gundy inequality and condition (iii) of Assumption 2.2 imply that (X t − a)ε(X t − a) is a square-integrable random variable for any t ≥ 0. Taking expectations, we obtain
We shall treat each term on the right-hand side of this equation separately. For the first term, the Itô-Tanaka formula and the Burkholder-Davis-Gundy inequality give
S. VILLENEUVE
On the other hand, writing b(x) = (r − δ(x))x, we have
which allows us to conclude that the second term is o( √ t). To study the third term, we fix an η > 0 such that |ε(y)| ≤ η for |y| ≤ h. Hence,
where we have used the fact that P(|X t −a| ≥ h) = o(t) (see, for instance, [6, Proposition 2.1]). Therefore,
Finally,
Consequently, for small enough t we obtain E a (e −rt g(X t )) > g(a), which implies the result.
Remark 4.1. It should be pointed out that the previous result remains valid for optimal stopping problems with finite maturities. That is, for every
Lemma 4.2. Assume that x 0 ∈ E and that g is a payoff function satisfying Assumption 2.2. If Ag is a nonpositive measure on the open interval (x 0 , ∞), then E contains the interval [x 0 , ∞).
Proof. As a first step, we shall prove the equality
Let us consider a stopping time τ . The strong Markov property (see [13, Theorem 5.4.20] ) implies that
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Since the reverse inequality is obvious, we have proved the first step. The Itô-Tanaka formula yields
The assumption on the measure Ag gives g (a
From the first step, we thus conclude that x ∈ E.
We are now in a position to give a criterion for optimality of threshold strategies for perpetualmaturity optimal stopping problems. Then E = [x * , ∞) with x * ≥ x 1 , and the hitting time T x * is optimal.
Proof. First we shall prove that E is nonempty. Let us define
For x > a n and a ∈ D, the Itô-Tanaka formula yields 
In either case, for x ∈ (0, x 1 ) we have
Therefore, Dynkin's theorem implies that
for x ∈ (0, x 1 ). Now, let x ∈ E. The previous remark implies that x ≥ x 1 , so E contains [x, ∞) according to Lemma 4.2. To complete the proof, it suffices to choose x * = inf{x ≥ x 1 : x ∈ E}. The optimality of T x * follows from Proposition 2.3.
Remark 4.2.
Consider an optimal stopping problem with finite maturity T > 0, and define
for t < T . Under the assumptions of Theorem 4.1, we have optimality of a threshold strategy, that is, It should be noted that this condition is not sufficient to ensure the nonemptiness of the exercise region (see the Example 3.1). We prove their result using Theorem 4.1. We have
Under Dupuis and Wang's condition, the function rK − xδ(x) is decreasing and the measure Ag thus satisfies the condition of Theorem 4.1 if, in addition, there exists a real number x 0 > K such that x 0 δ(x 0 ) > rK. For instance, let δ(x) = δ min(1, 1/x) for some positive constant δ, and let K = 1. For x > 1, Ag(x) = r − δ; therefore, E is empty if r ≥ δ and is nonempty and right connected if r < δ.
The smooth-fit principle
In this section we present a new proof of the smooth-fit principle for optimal stopping problems in one space dimension that relies on a local-time argument which does not depend on the maturity. For the perpetual-maturity case, the smooth-fit principle was recently proved by Dayanik and Karatzas [3, Section 7] using their F -transformation method.
We start by proving a result in the perpetual-maturity case. This result, which can be viewed as the converse of [1, Theorem 6], shows that, for optimal stopping problems with optimal threshold strategies (E = [x * , ∞)), the smooth-fit principle applies and x * satisfies the equation g (x)ψ(x) − g(x)ψ (x) = 0.
Proposition 4.1. Assume that Assumption 2.1 holds and that g satisfies Assumption 2.2 with
Proof. We will show that the function g/ψ attains a global maximum at x * . For x ≤ x * , we have (see [3, Proposition 5.5 
On the other hand, the process (e −rt V (X t )) t≥0 is a supermartingale and, thus, for x ≥ x * ,
As the exercise region is the interval [x * , ∞), we have
which is equivalent to V (x * ) = g (x * ). In the next proposition we establish a stronger result, which contains the previous one. Let us recall the following definition from [21] . Proof. Without loss of generality, we give the proof only for the case of a right boundary.
belongs to E for small enough ε. Therefore, for b − ε < x < b we have
. Then the Itô-Tanaka formula and the similar local-time argument used in Lemma 4.1 yield
for small enough t. Therefore, the assumption that D + V (b) > D − V (b) contradicts the supermartingale property of (e −rt V (X t )) t≥0 . Thus, the smooth-fit principle applies at b.
A remark on the propagation of convexity
We close this section with an example which proves that the value function associated with a convex payoff function is not necessarily convex when the underlying process follows the stochastic differential equation (2.1). We recall that the convexity of the value function and its connection with volatility misspecification has recently been studied in depth; see [9] , [18] , [11] , [7] , and [1] . A general result comes from these papers: the value function is convex if either • δ is constant, that is, (e −(r−δ)t X t ) t≥0 is a local martingale [9] , [18] , [11] , [7] , or
• xδ(x) is nondecreasing and e −rt X t converges to 0 in L 1 (see [1, Corollary 1] ).
Consider a one-dimensional diffusion of type (2.1) with δ(x) = δ 1 {x≤a} , σ (x) = σ , and the optimal stopping problem
Note that δ is not continuous but satisfies the local integrability condition (2.2). Moreover, we have V (0) = 0 and V (x) ≤ x for every x > 0. We will prove that a threshold strategy is not optimal.
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The measure Ag is absolutely continuous with respect to the Lebesgue measure Ag(dx) = Ag(x) dx with Ag(x) = (r − δx) 1 {x≤a} +r 1 {x>a} .
Therefore, for x > a we have
We now have to prove that the stopping region is nonempty for some 'good' choice of the parameter a. Let us define α and β to be the negative and, respectively, positive roots of the equation
Note that β > 1 and α + 2r/σ 2 > 0. Fix an a > (2r + βσ 2 )/(β − 1)σ 2 . The fundamental solutions, ϕ and ψ, can be constructed explicitly by matching a linear combination of the fundamental solutions to Au = 0 on each of the subintervals (0, a) and (a, ∞). We obtain
Note that ϕ is differentiable, strictly decreasing, and convex on (a, ∞) and ψ is differentiable, strictly increasing, and concave on (a, ∞).
Let us assume that E is empty. Therefore,
is nonempty, with x r ≤ a. Moreover, V is not globally convex on (a, ∞).
Examples arising in real option theory
One of the modern applications of optimal stopping theory is to the real option theory of investment under uncertainty. In this framework the optimal investment policy can be mathematically determined as the solution to an optimal stopping problem. The prototype of this approach is the model of [19] , in which the underlying value of the investment project evolves as a geometric Brownian motion. In this formulation, the optimal investment strategy is a threshold strategy. Specifically, the investment option should be exercised at the first time the value of the investment project exceeds a critical threshold, the optimal exercise boundary, which can be explicitly computed using a standard verification theorem based on the smooth-fit principle (see also [5, Part III] ). Applications of continuous-time real option theory to optimal stopping problems where the optimality of threshold strategies is assumed a priori abound in the current literature. We will discuss some of them below. 
Sequential irreversible investment
Consider a project that can be decomposed into two stages. Once the two stages have been completed, the instantaneous payoff is αX, where X satisfies the stochastic differential equation (2.1). We assume that the function xδ(x) is increasing in such a way that every optimal stopping problem of the type Therefore, the sequential investment threshold is equal to the investment threshold of the optimal stopping problem associated with the payoff α 1 x − I 1 . The option to invest in the second stage has no effect on the investment threshold for the first stage.
Investment in a leveraged firm
Consider an investor who has the opportunity to invest, at a cost I , in a firm whose instantaneous cash flow follows a geometric Brownian motion such that dX t = X t ((r − δ) dt + σ dW t ).
The firm has issued a perpetual debt with a coupon flow c per unit time. It is assumed that bankruptcy occurs when the cash flow is not sufficient to cover the interest payment c. That is, the investor has to solve sup If we assume that X follows a geometric Brownian motion, we obtain the Black-Scholes formula,
where N is the distribution function of the standard Gaussian law. Now,
Ag(x) = AC(T , x) + rI = rI + ∂ T C(T , x).
Straightforward but tedious calculus shows that Ag satisfies the assumptions of Theorem 4.1. Therefore, a threshold strategy is optimal.
