The operators E and D stand for expectation and dispersion respectively. The parameters p and a2 are unknown. The matrices X and V are known, but X may be deficient in rank implying that only certain linear combinations of p are estimable (or identifiable) and V may be singular implying that the random variables are linearly dependent. In all earlier work of the author, as well as of the other writers on the subject, the BLUE (Best Linear Unbiased Estimator) of a parametric function p'p is defined as a linear function L'Y where L is such that L'X = p' and L'VL is a minimum. It has been pointed out by the author [9] , that the condition L'X = p' is not necessary for unbiasedness when V is singular. This is due to the existence of linear functions of Y which are zero with prob-ability 1 that can be added to any estimator without altering its value but violating the condition L'X = p'. The existence of such zero functions was recognized by various writers (see, for instance Goldman and Zelen [l] who were the first to consider the case of singular V), but the consequences have not been followed up, quite rightly perhaps. However, as the author has shown [9] , the earlier approaches which implicitly involved the necessity of the condition L'X = p' do provide BLUE's although it does not answer the wider problem of providing all representations of the BLUE's, which is of some theoretical interest. The object of the present paper is to consider this wider problem, and also to provide more rigorous statements of theorems proved in earlier work on the subject.
THE GGM MODEL
The following notations are used. Some results in matrix algebra used in the paper are stated below.
A(2.1). Let V be an nnd (nonnegative definite) matrix, and X be any matrix with the same number of rows as in V. Then X and VZ, where Z = X1 are disjoint.
A(2.2). One representation of XI is
I -(X)-X for any choice of the g-inverse.
A(2.3). The projection operator Px on d(X) has the representation (24
where A is the pd (positive definite) matrix defining the inner product of vectors (x, y) = y'Ax.
A(2.4). If T-is a g-inverse of T then
For further results on g-inverse reference may be made to Rao and Mitra [ 111.
A(2.5). Let V be an nnd matrix and U be any matrix such that T = V + XUX' has the same rank as (V : X). Lemma 2.1 specifies that Y belongs to the space generated by the columns of V and X, which is the only statement that can be made when Y is not observed. However, when we have an observation on Y we have the necessary information to determine the subspace of d(V : X) to which the random variable Y belongs. The answer is given in Lemma 2.2. The results (2.12) and (2.13) are consequences of (2.10) and (2.11). They show that the random variable Y is, in fact, confined to a subspace and that the singularity of V induces some natural restrictions on the parameter p. (2.14)
The result (2.14) follows, since
Thus the knowledge of an observation on Y enables us to specify the particular subspace of (2.9) to which the random variable belongs.
LEMMA 2.5. If L'Y is unbiased for p'p, then it is necessary and sujicient that
where S = (X'N)l or, there exists a vector h such that Lemma 2.7 is important. It establishes that to obtain the BLUE of p'f3, we need only determine L such that L'VL is a minimum subject to L'X = p, although It is not a necessary condition. Such an approach doesprovide a formula for computing the BLUE of an estimable function p'p, which was the object of all earlier work, but does not necessarily give all representations of the BLUE.
We give a wider definition of the BLUE and denote it by BLUE(W), retaining the abbreviation BLUE for the traditional type investigated in all earlier work. DEFINITION 1. L'Y is said to be the BLUE(W) of p'p iff L'VL is a minimum subject to the condition (Xz -p) E A!(X'N). DEFINITION 2. L'Y is said to be the BLUE of p'f3 iff L'VL is a minimum subject to the condition X'L = p.
We note that if L,'Y and LiY are two representations of the BLUE or BLUE(W) of the same parametric function, then (L, -LJ'Y = 0 with probability 1; as the minimum variance linear unbiased estimator is unique.
The set of all vectors L giving the BLUE of p'p is represented by zDv or simply by ya when V is understood, and the set giving the BLUE(W)'s of p'p by yDv(W) or simply by gD(W). Also 9' stands for the set of all vectors providing BLUE's or BLUE(W)'s of some parametric function or other.
REPRESENTATIONS OF BLUE'SAND BLUE(W)%
The following theorem, which has been repeatedly used in all earlier work of the author since 1945, is basic in the theory of linear estimation. where T = (V + XUX'), U is such that R(T) = R(V : X), and T-is any g-inverse.
The result (3.5) follows from (3.1) and the result (3.6) from the equivalence result established in (2.5). where A1 , ha are arbitrary, and C,p corresponds to a particular solution. The equivalence of (3.9) and (3.14) is easily established using the definition of a generalized inverse. Further the BLUE of p'p is simply p'C,'Y, since the contribution by the other terms in (3.14) in zero, which is derived in [8] as the inverse partitioned matrix (IPM) approach to linear estimation.
Note 3. The representations (3.9) and (3.10) consist of two parts where C, is a particular solution and M is arbitrary, or
C = T-X(X'T-X)-X' + (I -T-T)F, (3.19)
where F is arbitrary, T and T-being as dejned in (3.10). where A is arbitrary. Thus a general solution of (3.25) is the sum of (3.26) and (3.28), providing a characterization of the BLUE of Xp in the restricted class of estimators C'Y with a minimum rank for C. We can also characterize the matrix C' of Corollary 3.7 as a projection operator in an extended sense. The corollary provides us with another representation of C' in addition to (3.17-3.19), through the formula (3.30). If G' = (VZ)l, then
where K is any solution of KGX = X, and a particular choice is
The formula (3.32) p rovides well known answers in particular cases. Thus, when V = I, C' = X(X,X)-X' and when 1 V 1 # 0, C' = X(X'V-lX)-X'V-l.
REPRESENTATION OF V FOR GIVEN ESTIMATORS
In Section 3, we examined the problem of obtaining best linear unbiased estimators when V is given. Now we consider the converse problem of determining V given a class of estimators. First we prove an algebraic lemma, which plays a key role in our study. The result (4.7) is a special case of (4.2) obtained by setting K = 0. It may be noted that the result (4.2) is true without the assumption that the columns of D and XIJ span the entire space, and (4.7) is true without the assumption that the columns of D and X span the entire space. 
