Abstract. We consider a structured metapopulation model describing the dynamics of a single species, whose members are located in separate patches that are linked through migration according to a mean field rule. Our main aim is to find conditions under which its equilibrium distribution is reasonably approximated by that of the unstructured model of Levins (1969) . We do this by showing that the (positive) equilibrium distribution converges, as the carrying capacity of each population goes to infinity together with appropriate scalings on the other parameters, to a bimodal distribution, consisting of a point mass at 0, together with a positive part which is closely approximated by a shifted Poisson centred near the carrying capacity. Under this limiting régime, we also give simpler approximate formulae for the equilibrium distribution. We conclude by showing how to compute persistence regions in parameter space for the exact model, and then illustrate all our results with numerical examples. Our proofs are based on Stein's method.
Introduction
A simple model describing the evolution of a metapopulation of animals, which are distributed over a number of patches that are linked by migration, was formulated by Levins [13] in 1969. He assumed all occupied patches to be equivalent, irrespective of the number of individuals present, and obtained the single logistic differential equation dp dt
in the occupied patches also play a part, has been considered in Gyllenberg and Hanski [9] , Casagrandi and Gatto [4] , Metz and Gyllenberg [14] and Gyllenberg and Metz [10] , among others. Our starting point is the generalization studied by Arrigoni [1] , who investigates a homogeneous stochastic mean field metapopulation model at the level of the individual. She proves that its behaviour approximates that of the infinite system of differential equations         
        p i (t) = − (b i + d i + γ ) i + ν + ργ S(t) p i (t)
+ b i−1 (i − 1) + ργ S(t) p i−1 (t)
with S(t) = j ≥0 jp j (t) , when the number of patches becomes very large. Here, p i (t) denotes the proportion of patches that are occupied by i individuals, i ≥ 0, the parameters b i and d i represent the per capita birth and death rates in a patch occupied by i individuals, ν denotes the catastrophe rate in each patch, and the migration rate is γ per individual, with a proportion ρ of migrants surviving to reach another patch. These equations are quite natural, and Arrigoni's results give a formal justification of their use; Metz and Gyllenberg [14] studied invasibility conditions for a very similar system, but with an extra compartment for dispersing individuals, and Casagrandi and Gatto [4] considered approximations to the system studied here, but allowing for migration rate γ to depend on local abundance. Unfortunately, the practical implications of the system (1.2) are not immediately visible. For instance, from the point of view of applications, it is interesting to ask how habitat loss (expressed in terms of the destruction of a proportion of the patches, or of the reduction of the carrying capacity in each) affects the persistence of the (meta)population. System (1.2), as it stands, provides no explicit formula relating persistence to the values of the parameters. In order to circumvent this problem, the relation between habitat loss and persistence has previously been studied by inserting habitat loss into Levins's original model (Nee and May [15] ), by finding semi-empirical relations in stochastic versions of Levins' model (Hanski and Ovaskainen [11] ), or by introducing low-dimensional approximations to (1.2) (Casagrandi and Gatto [6] ) of 'moment-closure' type, without mathematical justification. However, even with these simplifications, the approximations still need to be calculated numerically.
In this paper, we are interested in improving our understanding of the long term behaviour of system (1.2), so that it can be used directly in addressing practical questions. We begin with the results of Barbour and Pugliese [3] ; under the additional assumptions (H1) ib i is concave and non-decreasing; id i is convex and non-decreasing; (H2) lim
it is shown that system (1.2), which always has the extinction equilibrium π = π ex with π {0} = 1 and π{i} = 0, i ≥ 1, also has exactly one other 'endemic' equilibrium probability distribution π = π en satisfying the condition j ≥0 jπ{j } < ∞, if a certain threshold condition given in (1.5) below is satisfied; and that then, if also lim i→∞ d i < ∞, there is global convergence to this equilibrium from any initial probability distribution λ satisfying 0 < j ≥0 jλ j < ∞. Moreover, the threshold condition (1.5) is represented by means of an explicit probabilistic formula (1.7). We exploit these features to obtain more detailed insight.
For instance, returning to the question of relating persistence to habitat loss, we are able to use the probabilistic form (1.7) of the threshold condition to compute persistence regions for the system in parameter space. We describe the procedure in Section 4, and illustrate the results in a specific, numerical example; the calculations can be made rather quickly. Hence, if such regions are to be numerically determined, there is actually no need for any of the previous approximations to (1.2). Note, however, that low-dimensional approximations can be used in conjunction with existing software for studying general bifurcation structure (see [6] ).
Our primary concern is to find conditions under which Levins's [13] model can be recovered as a reasonable approximation to the model defined by (1.2) , so that we can use the former as a simple but faithful description of the latter; an approach to this question based on simulation is also to be found in Keeling [12] . Intuitively, Levins' model should be adequate when all occupied patches are roughly equivalent. The qualitative conditions for this are easily understood. First, the birth and death process in a single patch should have a stable, long term quasi-equilibrium, or 'carrying capacity'. Secondly, the time taken to reach the carrying capacity from an initial state consisting of just one individual should typically be short compared to the time spent there before a catastrophe eliminates the population. With these two assumptions, suitably formalized, we use the generator approach to Stein's method to show that the number of individuals in a randomly chosen patch at equilibrium is either zero, or approximately at the carrying capacity, so that there are essentially just two distinct sorts of patches (Corollary 1 in Section 2); the analogues of Levins's extinction rate ν L and colonization rate c L are also determined.
We are actually able to be more precise in the following results, proving an approximation to the part of the equilibrium distribution near the carrying capacity in a stronger sense than in the usual approximation with a normal distribution. We show that the conditional distribution over the occupied patches is closely approximated in total variation by a shifted Poisson distribution having (almost) the same mean and variance, and that the approximation error is of the same asymptotic order as the best that could possibly be obtained for any usual approximation with the normal distribution: see Remark 1. We accomplish this by using the Stein-Chen method, together with a local linearization of the generator of an approximating birth and death process.
In order to determine the parameters ν L and c L of the Levins model approximating (1.2), it is necessary to find the positive solution s * of a rather complicated fixed point equation, which is given in (1.6) below. In Section 3, under the same conditions as are used in Section 2 to justify the Levins approximation, we derive relatively simple approximations to s * , and show that it then does not introduce large errors into the approximation of the equilibrium distribution if these approximations are used in place of s * . We illustrate the efficacy of our approximations in Section 4, in a particular instance of the model and for a range of parameter values. These results also indicate that the qualitative picture derived from the earlier, approximate treatments is reasonable, even if the numerical values differ in detail.
We conclude the introduction by stating the threshold theorem proved in (1.2). A key observation is that, if the quantity S(t) in (1.2) is replaced by any fixed value s ≥ 0, then the equations become the Kolmogorov forward differential equations for an immigration, birth, death and catastrophe process Z (s) with transition rates j → j + 1 at rate jb j + ργ s;
If lim
has an equilibrium distribution π (s) which satisfies
furthermore, under Assumptions (H1) and (H2), the function G is increasing and concave, and, if the threshold condition
is satisfied, then the differential equations (1.2) have π (s * ) as endemic equilibrium solution, where s * is the unique positive solution to the fixed point equation
Furthermore, the quantity G (0) has a probabilistic representation:
Thus G (0) is the average of the total number of migrants surviving to reach another patch, emanating from a patch initially colonized by a single immigrant, up to the time of population extinction in that patch, and when no other migrations into that patch are allowed. This number may be interpreted as a reproduction number for colonizers of an empty habitat, analogous to the reproduction numbers used in epidemic models (Diekmann et al. [8] ). A similar condition has been given by Chesson [7] and by Casagrandi and Gatto [5] ; see also Metz and Gyllenberg [14] .
Approximations to the invariant distribution
For Levins's [13] model to be a useful approximation to the solutions to (1.2), we should require the single patch dynamics to have a stable, long term quasi-equilibrium, and the time to reach quasi-equilibrium from a single founder individual to be short compared to the average time between catastrophes. More formally, we consider a sequence of models as in (1.2), indexed by a parameter K, which we think of as 'large'. We first suppose that (1) . Thus Condition 3 is not essential in what follows, and can be dispensed with, provided that, in the error bounds that we establish, K is replaced by cK.
The parameters ρ = ρ(K), γ = γ (K) and ν = ν(K) we allow to depend on K. We prove qualitative bounds for our approximations which are uniform for all ρ ≤ 1, and also for all γ ≤ γ 0 , where γ 0 is fixed but chosen to be small enough; the bounds are expressed in terms of the parameters ν and K, and become small as K → ∞ so long as ν log K → 0 as K → ∞. With this in mind, we actually consider our bounds only under the condition that
where η 0 depends only on b, d and γ 0 . Condition 4 requires that the average time ν −1 between catastrophes be sufficiently much larger than the time spent between an initial immigration and first reaching quasi-equilibrium, which is of order O(log K).
We do not give an explicit expression for η 0 , though one could be derived from inspection of the proof of Lemma 3. For γ 0 , we assume at least that it is small enough to ensure that the following conditions are satisfied:
Note that
is implied by Conditions 1 and 2 and because b(0) > d(0). It will emerge that the probability of a patch being empty is roughly of order ν/(ργ K), so that when ρ = 1, for instance, Conditions 5a-5e are automatic if this probability is not to be extremely small. Under these circumstances, we wish to show that the endemic equilibrium distribution π en of (1.2) is close to that suggested by Levins's model; that is, we wish to show that π concentrates almost all of its mass either at 0 or near some fixed positive value, and that, setting π{0} =: ν L /c L , as in Levins's model, we obtain a plausible interpretation for his colonization rate c L .
Now if G (0) > 1, the equilibrium distribution π en is just the distribution π (s * ) for s * the solution to (1.6). Our main task is therefore to show that, under Conditions 1-5 above, for large K and for any s, the distribution π (s) is concentrated near two points, one of which is 0. To do this, we start by investigating π 0(s) , the equilibrium distribution of the immigration, birth and death process with the same birth, death and immigration rates as Z (s) , except for having the death and migration rates from the state 1 set to zero, and with ν = 0. This distribution is our candidate for approximating the part of π (s) off 0. We show that π 0(s) is concentrated near Kκ , where κ is the positive solution of 
While examining the properties of the distribution π 0(s) , we temporarily suppress the dependence on both s and K, and define, for all i ≥ 1,
then π 0 {i} can be expressed in terms of λ i and µ i , i ≥ 1, as
, where
Note that, from (2.1), λ j ≥ µ j when j ≤ Kκ and λ j < µ j when j ≥ Kκ + 1, and that, for 0 ≤ s ≤ 2K, 
Proof. Because b is non-increasing and d is non-decreasing, we have (2.4) and Condition 5c. Hence, by the concavity of xb(x) and the convexity of xd(x), it follows that
in K ≥ 5, we then have
and that, from (2.4),
First, consider the range Kκ/2 ≤ j ≤ Kκ . Then it follows from (2.5) that
and hence, since λ l is increasing in l, we have
in Kκ/2 ≤ j ≤ Kκ . Then, in similar fashion, starting from (2.7), we have
so that
this implies that, for those j in the interval
by (2.4) and Condition 5a, and so
for some c * > 0 and for all K ≥ K 0 large enough. Then, for j ≤ Kκ , we have 
for some C 1 > 0, uniformly for all γ ≤ γ 0 and 0 ≤ s ≤ 2K. Also,
For the range Kκ + 1 ≤ j ≤ 2Kκ , a similar argument based on (2.6) shows that 13) and that therefore, sinceŵ
and λ j /µ j is decreasing in j > Kκ , it follows that
so that parts 1 and 2 follow from (2.10), (2.12) and (2.15). Next, from(2.14), for j ≥ 2Kκ , we havê
in which, from (2.6),
part 3 is now immediate. For part 4, we just use (2.16), (2.10), (2.9) and (2.13) to give an upper bound of the required order for the sum
The previous lemma gives broad bounds on the concentration of π 0 around Kκ . The next theorem shows that π 0 is actually rather close to a shifted Poisson distribution, in the sense of total variation. Once again, order statements are understood to be uniform in ρ ≤ 1, γ ≤ γ 0 and in s ≤ 2K. Proof. An essential feature of the Stein-Chen method is that, for each C ⊂ Z + , the function g C solving
satisfies the bounds
see Barbour [2] , p.84. Hence, if W is any (possibly negative) integer valued random variable and C ∈ Z + , and if 0 < η ≤ 1, we can use (2.17) when |W − λ| ≤ ηλ to obtain
Thus, if it can be shown that
for any function g which is bounded as above, and that
We apply this estimate with λ = B to a random variable V − Kκ + B, where V ∼ π 0 . Since π 0 is just the equilibrium distribution for the birth and death process on N with birth rates λ j , j ≥ 1, and death rates µ j , j ≥ 2, we have
for all bounded g and all 1 ≤ J < N, by detailed balance. Now, for j = Kκ + l, we have the expansion
uniformly in |l| ≤ Kκ − 1; similarly,
in the same range of l. Thus it follows that
uniformly in |l| ≤ Kκ − 1. Hence we have 
is bounded below by
and above by
is non-decreasing in κ, so that
Thus we can ensure that (2.24) is satisfied for all ρ ≤ 1, γ ≤ γ 0 and 0 ≤ s ≤ 2K if we choose η = 1/(4C + ), provided that Kκ ≥ 1; hence it follows from the previous paragraph that 
and
the theorem now follows from (2.18), (2.19) and (2.26)-(2.29).
Remark 1.
The shifted Poisson approximation of Theorem 1 is as simple to understand as the more usual normal approximation, but is much stronger, being expressed in terms of the total variation metric. Despite this, the order O(K −1/2 ) of the error bound is as good as the best that could ever be attained using a normal approximation, since then the discretization error alone would have to be of this order; the discrete distribution being approximated has point probabilities of order O(K −1/2 ), whereas the normal distribution is continuous on R. The choice of shifted Poisson is found by matching its mean and variance to those of π 0 , asymptotically as K → ∞. Note that any match has to take into account that the shift can only be by an integer amount, because the resulting distribution must take values in the integers.
Having established the detailed form of π 0(s) for any 0 ≤ s ≤ 2K, we now need to show that, indeed, the equilibrium distribution π (s) of Z (s) is close to the distribution π (s) {0} {0} + (1 − π (s) {0})π 0(s) . In order to do this, we need bounds for some absorption probabilities and mean recurrence times associated with the process Z (s) , again uniformly in ρ ≤ 1, γ ≤ γ 0 and s ≤ 2K, and now, additionally, in ν ≥ 0. Once more, we suppress the dependence on s and K, and let τ {0} denote the time of first hitting the state 0, τ {0, Kκ } the time of first hitting the set {0, Kκ }.
Lemma 2. Under Conditions 1-5,
Proof. Writing e j := E j τ {0, Kκ } , it is immediate that e j ≤ ν −1 . Observe also that (e j ) j ≥0 is the finite solution to the equations
which also satisfies e 0 = e Kκ = 0. In j > Kκ , we write these equations as (e j − e j +1 ) = e 0 − e Kκ = 0; this in particular yields
Now, since µ j /λ j is non-decreasing in j , the bound in (2.32) is at most
Hence, for j ≤ Kκ/2 , we have µ j /λ j ≤ {d(1/2) + γ 0 }/b(1/2) = c 0 < 1 by Condition 5d, and thus
for Kκ/2 < j < Kκ , we use (2.32) to give the bound
Invoking (2.5), and because e j = Kκ −1 l=j (e l − e l−1 ), the proof is complete.
In
, we have
Proof. Writing p j for p 0 (j ; Kκ ), observe that (p j ) j ≥0 satisfy the equations
with the side conditions p 0 = 1, p Kκ = 0. Now (2.34) gives
Adding (2.35) over 1 ≤ j ≤ Kκ − 1 and adding (1 − p 1 ) gives
where
since the inner sum may be bounded as in the previous lemma. This proves the first part of the lemma. Note also that
Hence it follows that 
for all Kκ/2 ≤ J ≤ Kκ − 1, by (2.37), completing the proof of the second part for such J . If j > Kκ , the proof is similar:
which is enough.
With these preparatory results, we can turn to the proof of the main approximation to the equilibrium distribution of Z (s) .
Theorem 2. Let π := π (s) denote the equilibrium distribution of Z (s) . Then, under Conditions 1-5,
and where η 0 is as in (2.39) . Furthermore, if
and α 1 := min(α 0 , α(1/2)), the latter defined in Lemmas 1 and (3) . Finally,
Proof. If ργ s = 0, then π = {0} is degenerate at 0, and all the statements of the theorem are immediate; in what follows, we therefore assume that ργ s > 0. For any bounded f :
Taking j = 0, it follows that
where τ (1) denotes the time of first hitting the state 1; thus
Next, taking j ≥ 1, it follows that
by Lemma 2, where f d := sup j,j |f (j)−f (j )|; for f = 1 {0} , and using (2.41), this strengthens to
The first statement of the theorem is now proved, by what is essentially a renewal argument, using (2.44) together with an alternative expression for the difference θ(1 {0} )( Kκ ) − θ(1 {0} )(0), which is derived from (2.40) by writing
with f = 1 {0} . This, with (2.41), gives
This establishes the first part of the theorem. For the second part, fix any bounded f , and note that the function h := θ(f ) satisfies the equation Ah = f − π(f ), as shown in the proof of [3] , Theorem 2.4. Taking expectations with respect to the probability measure π thus gives
by the definition of π 0 , leaving
Now, from (2.42), for Kκ/2 ≤ j ≤ 2Kκ , we have
and |h(j ) − h(0)| ≤ ν −1 f d for all j , from the definition of h in (2.40) and a coupling of two Z (s) -processes, one starting in j and one in equilibrium, by matching them at the first catastrophe. Hence it follows that
from Lemmas 2 and (3). Invoking (2.43), we thus have
from Lemma 1. Combining these estimates with (2.48) thus yields
However, from (2.49) and (2.41), taking f = 1 {0} , it follows that
this, combined with (2.49) and because
completing the second part of the proof. For the last part, write
The total variation approximation (2.51) just established shows that
from parts 1, 2 and 4 of Lemma 1, which, with π {j } = (1 − π {0})π 0 {j }, establishes the main contribution to G(s). Finally, a simple coupling argument shows that j> 2Kκ jπ{j } ≤ j> 2Kκ jπ 0 {j }, so that, by Lemma 1.3,
for some α > 0. This completes the proof of the theorem.
Remark 2. Combining (2.50) and the formula for π (s) {0}, it follows that
K can mostly be replaced by ν −1 in the formulae. Note also that, in any case, E (s)
Provided that ε 2 (K, ν) is small enough, Theorem 2 implies a corresponding result for the non-degenerate equilibrium solution of the differential equations (1.2), which is the equilibrium distribution π (s * ) corresponding to that value s * > 0 of s which solves the equation s = G(s).
Corollary 1. Suppose that Conditions 1-5 hold, and that
Here
with π 0 given by (2.3) , and
with B as in Theorem 1. Throughout, the quantities π, π 0 , κ, E K , p 0 and B are to be understood with s = s * .
Proof. The corollary follows from Theorems 2 and 1, so long as s * ≤ 2K and η 1 ≤ η 0 , because then
But, from (2.4), we have κ (s) ≤ 5/4 for all 0 ≤ s ≤ 2K, and it thus follows from Theorem 2 that G(s) ≤ 2K for all 0 ≤ s ≤ 2K, and hence that s * ≤ 2K, whenever ε 2 (K, ν) is small enough. The conditions of the corollary relating to ν and K are chosen to ensure this.
Remark 3.
The parallel with Levins's theorem is now apparent. If Conditions 1-5 hold, and if K is large enough and ν log K small enough, then there is a proportion π {0} of empty patches, and the remaining patches have populations of comparable sizes Kκ +O(K 1/2 ). The rôle of Levins's extinction rate ν L is played by E −1 K , incorporating extinction both through catastrophe and through demographic fluctuation, and is close to the catastrophe rate ν so long as ν −1 Ke −α 1 K is small. The analogue of Levins's colonization rate c L is thus ργ Kκ (1 − p 0 (1; Kκ ) ), by the formula for π{0}; the product γ Kκ represents the rate at which migrants leave an occupied patch, a proportion ρ of these survive to reach a new patch, and a proportion p 0 (1; Kκ ) of migrations into empty patches then fail to result in subsequent colonization, because of extinction occurring by chance before the population becomes established.
Approximations to the equilibrium colonization rate
We now establish approximations to the solution s * of the fixed point equation (1.6) under Conditions 1-5. Since the dependence on s is important here, we shall carry it in the notation, but, now and in all that follows, by way of the variable σ = s/K, 0 ≤ σ ≤ 2; as before, the K-dependence is suppressed, and order terms are to be understood as being uniform in ρ ≤ 1 and γ ≤ γ 0 . Except in the next lemma, we also assume that ν log K ≤ η 0 .
We begin by recalling that κ (σ ) is the solution to the equation
so that κ (σ ) is increasing in σ ; from Conditions 5a and 5b, it thus follows that
It also follows from (3.1) and (2.25) that 
Lemma 4. We have
Proof. In the following argument, we make frequent use of (2.4), together with the properties of the functions b and d, and the fact that b(
By Lemma 3, we can write
while, by definition,
It is easy to see that a l and a l are increasing with l, and satisfy
furthermore,
We now compute 10) using (3.9), where
by Condition 5d. Moreover, we also have
Using (3.10), (3.11) and (3.12) together with (3.7) and (3.8), and because K 2 c K 0 is bounded, we now see that
and the lemma follows. Now, using Lemma 4 together with (2.46) and (2.52), we have
where 14) and hence, from Theorem 2,
The next lemma shows that omitting the order term when solving this equation makes little difference to the solution. , that κ (0) g(0) > 1. Then, whenever ν is small enough, the equation
Lemma 5. Suppose, in addition to
Proof. Write (3.17) as
noting that the left hand side is negative for σ = 0 and exceeds 3/4 for σ = 2. From (3.3), dκ (σ ) /dσ < 1/2; also, from (3.4) and (3.5), 
. Furthermore, defining π := π {0} {0} +(1−π {0})π 0 , where π 0 is as defined in (2.3) 
Proof. First, from (3.15), for s = Kσ , we have
for some φ and for all γ ≤ γ 0 , 0 < σ ≤ 2 and ν log K ≤ η 0 . Now, since
and hence that s −1 G(s) > 1 for s small enough, provided that ε 2 (K, ν) < δ 0 /{φ(4 + 2δ 0 )}. Thus G (0) > 1 so long as κ (0) g(0) > 1 + δ 0 and K and ν satisfying the conditions of the theorem are such that ε 2 (K, ν) ≤ ε 2 , for some
By Corollary 1, (3.6), (3.14) and (3.16), it follows that K, ν)) ).
The numerator is clearly bounded in 0 ≤ σ ≤ 2; the denominator is uniformly bounded away from zero in any small neighbourhood ofσ , because σ + 1/g(σ ) has bounded derivative andσ
) is uniformly Lipschitz nearσ , and the first part follows from Lemma 5.
For the second, we just need the distance between the two distributions π 0(σ * ) and π 0(σ ) , which, to the given order, can be estimated using the approximations in Lemma 1 instead. Setting 
Numerical examples and discussion
Equation (3.17) is still rather complicated, with g(σ ) defined in (3.14) and κ (σ ) as in (2.1). However, if γ is small,
Thus, instead of (3.17), we can replace (3.18) by the formulâ
here, ζ is as in (3.5) . This approximation can readily be computed from the parameters of the process. Combining it with (3.13), one immediately obtains, in this approximation
For this quantity to be less than 1, one needs
This is the approximate threshold condition κ (0) g(0) > 1 as in Theorem 3, which reduces at our level of approximation to g(0) > 1, because κ (0) ≈ 1 when γ is small. The approximation (4.2) also makes clear that, if this justification of Levins's model is to be used, and if π en {0} is not to be close to 0, then Kργ /ν cannot be too big. This in turn implies a rather small migration rate, especially in view of the fact that the approximations are proved with ν log K small; the quantity Kργ represents the overall rate of successful migrations from a typical occupied patch, and this cannot be of larger order than the (small) catastrophe rate ν, without making π en {0} very small, and thus unoccupied patches very rare.
We now present some numerical results for a simple case which has already been used in the literature: pure logistic growth, with density-dependence only in the death rate. Hence, we take b(x) ≡ 1 + r and d(x) = 1 + rx; setting d(0) = 1 merely determines the time scale. For this example, the simplified threshold condition (4.3) becomes
which shows the typical feature that, for the metapopulation to persist, the dispersal rate γ must lie in an intermediate region.
The first thing that we explored was how the exact threshold condition G (0) > 1 depends on the parameters, and how well it can be approximated by simpler conditions such as (4.4). Now, from (1.7), the threshold condition can be written as γ I 1 > 1/ρ, where
The quantities I j satisfy the system of linear equations The curves in Fig. 1 show the persistence region in the (γ , r)-plane; they represent the 1/ρ contours of the function γ I (γ , r) for different values of ρ ≤ 1. The overall shape of the level curves shows that persistence occurs only for intermediate values of γ (unless ρ = 1), as has already been found for this metapopulation model when the catastrophe rate ν = 0 [6] .
It can also be seen that the approximation (only the one for ρ = 0.2 is shown)
ν(1+r) = 1 works very well when γ is very close to 0, but quantitavely differs from (4.4) for larger γ . Indeed, it is clear that the approximation (4.4) requires r > γ , while, if ρ is close to 1, a metapopulation may also persist with r < γ . Note that Condition 5a is violated if r ≤ 4γ , so that in fact none of the approximations in this paper are justified unless r > 4γ ; however, the conditions imposed in this paper are not necessary for the exact condition G (0) > 1 for persistence to be true.
We now turn to the properties of the equilibrium distribution π en in the persistence region. We begin by calculating π (σ ) for any given σ . Once again, for any M, we can determine upper and lower bounds for the probabilities π (σ ) {j }, 0 ≤ j ≤ M. First, we calculate bounds for the mean occupation times in states 1 ≤ j ≤ M between visits to the state 0, by solving the equations
with x 0 = (Kργ σ ) −1 , taking the upper boundary condition
for the lower bound x (1) , and taking
for the upper bound x (2) ; these equations correspond to processes which replace jumps from M to M + 1 by jumps to 0 and M, respectively. The quantities λ j and µ j are as in (2.2). The sum T (1) (1) j is then a lower bound for the mean recurrence time for the state 0, and
is an upper bound, derived from a simple random walk comparison. Hence it follows that
By choosing M large enough, the upper and lower bounds can be brought as close as desired. The value of the positive solution s * to the equation s = G(s) is now found using the recursion The inequality above shows that G(Kσ ) ≥ M j =0 jx (1) j /T (2) ; a simple random walk comparison then shows that formula (4.2), which uses the approximationσ from Lemma 5 and also (4.1) in its derivation, approaches the correct value π en {0} rather fast in Table 1 , where the conditions K → ∞ and γ, ν → 0 required for these approximations are satisfied, but only slowly in Table 4 , where K is held fixed; in all cases, (3.13) performs much better. That (4.2) performs less well is not surprising, inasmuch as the tables show that the approximation of the equilibrium value σ * obtained by solving (3.17) is not entirely satisfactory, and generally gives little improvement over simply computing (4.1). This can also be seen by looking at the approximation of the function G, which we plot for some of the combinations of parameter values given in Table 1 . The approximation of G(s) given in Theorem 2 works reasonably well (left part of Fig. 4) with the parameter values used in Fig. 2 (moderately large K, moderately small γ and ν), very well (right part of Fig. 4 ) when they are all made more extreme as in Fig. 3 , and also (left part of Fig. 5 ) when γ is increased relative to the value for the lower part of Fig. 4 ; but rather poorly (right part of Fig. 5 ) when K is large, but γ and ν are only moderately small. The approximation (3.15) cannot do any better, since it is based on substituting the approximation (3.13) for 1 − π (σ ) {0} in Theorem 2.
Expressed in terms of the result proved in Lemma 5, both K −1/2 and ν log K must become small to guarantee thatσ approaches σ * , and the difference between the curves in the two parts of Fig. 5 highlights the effect of increasing ν. In terms of the underlying rationale of the approximations, the error arises from the fact that the distributions π (σ ) not only have a point mass at 0, in addition to the Poisson-like peak around Kκ (σ ) , but also a decreasing part close to 0, as can clearly be seen in Fig. 2 and also to some extent in Fig. 3 . If one sums π en {i} up to J s , where J s is the minimal j such that π en {j + 1} > π en {j }, one obtains a value rather larger than π (σ ) {0}, even if the difference is still of order O(ν log K). We found empirically Fig. 4 . The function G(s), the approximation given in Theorem 2 (labelled appr. Thm. 2.6), the approximation (3.15) (appr. (3.15) ) and the approximation (4.7) (appr. SUMS), together with the bisectrix. The points of crossing of the several curves with the bisectrix correspond to the values of σ * and its approximations, listed in Table 1 . Left, the parameters are as in Fig. 2 ; right, as in Fig. 3 . we consistently obtained a much better approximation to G.
Of course, computing the sum
π (σ ) {j } involves first finding the stationary distribution π (σ ) , so that any computational saving in using approximations has been lost, whereas the qualitative advantages of the more accurate approximations over those given in this paper would seem to be slight. Thus it may be of interest to develop accurate approximations to i≤J π (σ ) {i} that do not require computation of π (σ ) . An approximation of this kind would be helpful when K is large, but ν and γ are only moderately small: for such parameters, the other approximations are very good, but that of σ * is not.
To conclude, we remark that Casagrandi and Gatto [6] present several approximations for a model very similar to the one considered here, based on the a priori assumption that the distribution of p i (t) is Poisson or negative binomial at each time t. Their main interest was in studying the parameter region in which the persistence condition G (0) > 1 holds; it appears that, at least in this respect, their approximations perform rather well. It would be interesting to study the relations between their heuristically derived results and ours; and to see whether one can exploit the Poisson approximation shown in Theorem 1 to improve the approximation of the region G (0) > 1.
