In this paper, we show the following;
Introduction and Statement of main results
(see for instance [21, (2.1.8)] ). Moreover, all real zeros of ζ(s) are simple and at only the negative even integers. The Riemann hypothesis is a conjecture that the Riemann zeta function ζ(s) has its non-real zeros only on the so-called critical line σ = 1/2. We define the Hurwitz zeta function ζ(s, a) by ζ(s, a) := ∞ n=0 1 (n + a) s , σ > 1, 0 < a ≤ 1.
The Hurwitz zeta function ζ(s, a) is a meromorphic function with a simple pole at s = 1 whose residue is 1 (see for example [1, Section 12] ). Note that all real zeros of ζ(s, 1/2) are simple and at only the non-positive even integers. Define the periodic zeta function by Li s (e 2πia ) := ∞ n=1 e 2πina n s , σ > 1, 0 < a ≤ 1 (see for instance [1, Exercise 12.2] ). It should be mentioned that Li s (e 2πia ) with 0 < a < 1 is analytically continuable to the whole complex plan since the Dirichlet series of Li s (e 2πia ) converges uniformly in each compact subset of the half-plane σ > 0 when 0 < a < 1 (see for instance [13, p. 20] ). For real zeros of ζ(s, a) and Li s (z) with |z| ≤ 1, we can refer to [ It is proved that the functions Y (s, a), O(s, a) and X(s, a) are entire in Section 3. 3 . We remark that one has Y (s, 1/2) ≡ O(s, 1/2) ≡ X(s, 1/2) ≡ 0. In the present paper, we prove the following. It should be noted that the all real zeros of any Dirichlet L-function L(s, χ) with ℜ(s) < 0 are at only the negative odd integers if χ is a primitive character with χ(−1) = −1. Theorem 1.1. When 0 < a < 1/2 or 1/2 < a < 1, the periodic zeta function Li s (e 2πia ) does not vanish on the real line. Then we define the Dirichlet L-function by L(s, χ −k ) := ∞ n=1 χ −k (n)n −s for k = 3, 4, 6 and ℜ(s) > 1. These functions can be continued to holomorphic functions on the whole complex plane by analytic continuation. For k = 3, 4, the Generalized Riemann hypothesis for L(s, χ −k ) are conjectures that L(s, χ −k ) with k = 3, 4 have their non-real zeros only on the critical line σ = 1/2. Furthermore, the Generalized Riemann hypothesis for L(s, χ −6 ) states that all non-real zeros of L(s, χ −6 ) are on only the vertical lines σ = 1/2 and σ = 0 (see Section 3.1).
For a = 1/6, 1/4, 1/3 and 1/2, we have the following. For non-periodic complex zeros of the functions Li s (e 2πia ), O(s, a), Y (s, a) and X(s, a), Z(s, a) and P (s, a), we have the following. Proposition 1.9. Let a ∈ Q ∩ (0, 1/2) \ {1/6, 1/4, 1/3}. Then for any δ > 0, the function P (s, a) has more than C ♭ a (δ)T and less than C ♯ a (δ)T complex zeros in the rectangle 1 < σ < 1 + δ and 0 < t < T if T is sufficiently large. Moreover, for any 1/2 < σ 1 < σ 2 < 1, the function P (s, a) has more than C ♭ a (σ 1 , σ 2 )T and less than C ♯ a (σ 1 , σ 2 )T non-trivial zeros in the rectangle σ 1 < σ < σ 2 and 0 < t < T when T is sufficiently large.
Furthermore, the function Li s (e 2πia ) with a ∈ Q ∩ (0, 1/2), the functions O(s, a) and X(s, a) with a ∈ Q ∩ (0, 1/2) \ {1/6, 1/4, 1/3}, and the functions Z(s, a) and Y (s, a) with transcendental 0 < a < 1/2 or a ∈ Q ∩ (0, 1/2) \ {1/6, 1/4, 1/3} have the same property mentioned above. . His theorem can be rewritten as that the following conditions characterize ζ(2s) up to a constant factor (see also [11, Section 1] ):
(1): The function φ(s) is meromorphic and the function P (s)φ(s) is an entire function of finite genus with a suitable polynomial P (s). Hecke [7] proved that the condition (3a) can be replaced by In [11, Theorem 1], Knopp showed that there exist infinitely many linearly independent solutions which satisfy (1), (2) and where L(s, χ) is the Dirichlet L-function and G(χ) the Gauss sum associated to a Dirichlet character χ. Therefore, for 0 < 2r ≤ q, one has
by (2.2). Furthermore, for 0 < 2r < q, it holds that 
if σ > 1/2. Therefore, S(s, r/q)H(s, q) can be written as a Dirichlet series when σ > 1. We remark that q s H(s, q) has infinitely many poles on the vertical line σ = 1/2. Furthermore, from (2.1), the function S(s, r/q)H(s, q) satisfies the functional equation
For q ≥ 3, we consider the function q s G(s, r/q) written as
From (2.4) and the definition of X(s, r/q), the function q −2s X 2 (s, r/q) can be written by a Dirichlet series of the form ∞ n=1 b(n)n −s , where b(n) ∈ R. Furthermore, one has b(1) = 0 if r = 1 and q ≥ 3. From [12, Satz 12 ] (see also [4, Theorem 3] ), the function q 2s X −2 (s, 1/q) can also be expressed as a Dirichlet series in some half-plane. Thus, by (2.1), the function S(s, r/q)G(s, r ′ /q) fulfills (3a) and the functional equation
where 0 < r ′ < q are relatively prime integers. However, the function S(s, r/q)G(s, r ′ /q) does not have a Dirichlet series expression when σ − 1 > 0 is sufficiently small by poles caused by X −2 (s, 1/q), namely, zeroes of X(s, 1/q) whose existence is guaranteed by Proposition 1.9. Note that X −2 (s, 1/q) has no zeros on the real line sine X(s, 1/q) is an entire function. We can apply a similar argument for the functions
Therefore, we have the following. 
where I ranges through the non-zero ideals of the ring of integers O K of K and N K/Q (I) denotes the absolute norm of I. This sum converges absolutely when ℜ(s) > 1.
Let D K be the discriminat of K and r 1 (resp. r 2 ) denote the number of real places (resp. complex places) of K. Then the Dedekind zeta function ζ K (s) satisfies the following functional equation (see [19, Chap. VII, (5.11) Corollary]). Now put
Then it holds that
As the simplest example, we have ζ Q (s) = ζ(s). Next, let K = Q( √ D) be a quadratic field of discriminant D. Then one has
where χ f is the primitive character associated with χ when Q m be the m-th cyclotomic field (see [3, Theorem 10.5 .22]). The extended Riemann hypothesis asserts that for every number field K if ζ K (s) = 0 and 0 < ℜ(s) < 1 then one has ℜ(s) = 1/2.
Let C be a non-zero complex number or an integer, l 1 , l 2 , l 3 and l 4 be integers with 2l 1 + l 3 ≥ 0, 2l 2 + l 4 ≥ 0 and min{2l 1 + l 3 , 2l 2 + l 4 } ≥ 1 (see the functional equation (2.6 below). And for 0 < a < 1/2, we put
From (3.9), (3.11), (3.14), (4.9) and (4.10), one has .9) and (4.10), we can see that
by the functional equations mentioned above even though they can be written by a Dirichlet series of the form ∞ n=1 a(n)n −s and fulfill the axioms (S1) and (S2) above. When q ≥ 3 and 2r < q, the degree and conductor of q −s X(s, r/q) are 1 and q, respectively by (2.4) and the functional equations of Dirichlet L-functions (see for instance [8, (1. 2)]). Furthermore, ζ ev S (s, r/q) and ζ od S (s, r/q) with q ≥ 3 and 2r < q are L-functions from S ♯ with degree 2 and conductor q 2 .
We can expect that the L-functions ζ ev S (s, r/q) and ζ od S (s, r/q) with r/q ∈ (0, 1/2) \ {1/6, 1/4, 1/3} are primitive, namely, these functions can not be written as a product of L-functions from S ♯ of degree 1. This presumption should be compared with [10, Theorem] which implies that every normalized function of degree 2 and conductor 1 in S ♯ has real coefficients, and certain invariants agree with those of the L-functions of cusp forms for the full modular group.
By (2.7), Theorems 1.2, 1.3 and 1.4, and Propositions 1.7, 1.8 and 1.9, we have the following which implies that the L-functions q −s X(s, r/q), ζ ev S (s, r/q) and ζ od S (s, r/q) do not have the Euler product in the region of absolute convergence when r/q ∈ (0, 1/2) \ {1/6, 1/4, 1/3}, and do not have so-called Siegel zeros, in other words, these functions do not vanish on the real line very near to 1 if 1/4 ≤ r/q ≤ 1/2. 
In addition, it holds that
Therefore, we have 
Therefore, one has 
we have |g(s)| < 1. Next assume σ > 1/2 and −1 ≤ cos(t log 2) < 0. In this case, we only have to show the inequality 1 + 2 2−σ cos(t log 2) + 2 2−2σ < 1 + 2 1+σ cos(t log 2) + 2 2σ
which is equivalent to
From the following factorization
for σ > 1/2 and −1 ≤ cos(t log 2) < 0, we get
Therefore, we have |g(s)| < 1 when σ > 1/2. By using g(1 − s) = 1/g(s), we immediately obtain |g(s)| > 1 when σ < 1/2. (see for example [16, (2.9 )]). It should be noted that the series ∞ n=1 n −s e 2πina with 0 < a < 1 converges uniformly on compact subsets in the half-plane σ > 0 by Abel's summation formula (see for instance [13, p. 20] ). From the following functional equation Next we show Li 0 (e 2πia ) = 0. It is widely known that we have
5)
where f (s, a) is an analytic function for all s ∈ C (see for instance [1, Theorem 12.21] ). According to L'Hospital's rule, (3.2) and the formula above, one has
For σ > 1, it holds that On the other hand, the equation
However, the equality above contradicts to the facts that |e πi(1−σ) | = 1 and On the other hand, by the functional equation 
The equations above imply Proposition 1.7 for Z(s, 1/6) with a = 1/2, 1/3, 1/4, 1/6. Obviously, we have When 0 < θ < 2π, it is well-known that ∞ n=1 e inθ n = − log 2 sin is strictly increasing for σ > 0.
Proof. For 0 < a < 1 and σ > 0, one has
from (3.1). We can easily see that ℜ e 2πia e x − e 2πia = ℜ cos 2πa + i sin 2πa e x − cos 2πa − i sin 2πa = cos 2πa(e x − cos 2πa) − sin 2 2πa (e x − cos 2πa) 2 + sin 2 2πa = e x cos 2πa − 1 (e x − cos 2πa) 2 + sin 2 2πa . 
where α := − log(cos 2πa) > 0. The first integral is strictly increasing in σ > 0 since one has G(a, x) < 0 and (x/α) σ is strictly decreasing in σ when 0 < x < α. Similarly, the second integral is also strictly increasing in σ > 0 since one has G(a, x) > 0 and (x/α) σ is increasing in σ when x ≥ α. Therefore, the function α −σ Γ(σ)P (σ, a) is strictly increasing for σ > 0 when 0 < a ≤ 1/4.
Finally, we show the functions Z(σ, a) and P (σ, a) are strictly decreasing with respect to 0 < a ≤ 1/2 for fixed 0 < σ = 1. The formula above can be continued to the whole complex plane C. Therefore, we have (∂/∂a)P (σ, a) < 0 for σ > 0 by (3.13).
4.3.
When σ ∈ (0, 1). The second and third statement of the following proposition are analogues of (1) and (2) in [5, Theorem 1.2], respectively. Proposition 4.5. We have the following:
(1) Let 1/6 < a < 1/4 and 0 < σ < 1. Then we have Z(σ, a) < 0 and P (σ, a) < 0.
(2) When 0 < a < 1/6, the functions Z(σ, a) and P (σ, a) have precisely one simple zero in the open interval (0, 1).
(3) For 0 < a < 1/6, let β Z (a) and β P (a) denote the unique zero of Z(σ, a) and P (σ, a) in (0, 1), respectively. Then the function β Z (a) : (0, 1/6) → (0, 1) is a strictly decreasing C ∞diffeomorphism and β P (a) : (0, 1/6) → (0, 1) is a strictly increasing C ∞ -diffeomorphism. Furthermore, it holds that
as a → +0.
Proof. First we show (1) for P (σ, a). Let 1/6 < a < 1/4. Then we have Therefore, by (4.16) , it holds that
The equality implies (2) for Z(σ, a).
Recall that Z(σ, a) with 0 < σ < 1 is strictly decreasing with respect to 0 < a ≤ 1/2 from Lemma 4.4. Assume 0 < a 1 < a 2 < 1/6. Then one has 0 = Z(β Z (a 1 ), a 1 ) > Z(β Z (a 1 ), a 2 ).
From the uniqueness of the zero of Z(σ, a), it holds that Z(σ, a 2 ) < 0 if and only if 0 < β Z (a 2 ) < σ < 1.
Thus we have β Z (a 1 ) > β Z (a 2 ). Therefore, we have the monotonicity of β Z which implies that β Z is injective. Fix σ ∈ (0, 1). Then we have On the other hand, from (4.4) and [21, (2.12.4 )], we have
Hence, there exists 0 < a < 1/6 such that Z(σ, a) = 0. Therefore, β Z is surjective. By (3.6) and holomorphy of ζ(s, a), two variable function Z(·, ·) : (0, 1) × (0, 1/6) → R is C ∞ . Hence the function β Z (a) is C ∞ from (∂/∂a)Z(σ, a) < 0 proved in Lemma 4.4, the implicit function theorem and (2) of this proposition. Similarly, we can see that the inverse of β Z (a) is also C ∞ from the inverse function theorem. By using β P (a) = 1−β Z (a), (∂/∂a)P (σ, a) < 0 and modifying the argument above, we can show that β P (a) is strictly increasing C ∞ -diffeomorphism.
When σ > 1 and 0 < a ≤ 1/2, it holds that
The series above converges absolutely if σ > 0. Hence, for σ ≥ 1/2, one has
Therefore, by (3.5) , it holds that
when 1 − σ > 0 and a > 0 are sufficiently small. Take σ = β := β Z (a). Then we obtain
(4.17)
One has β − 1 ≪ a β ≪ a 1/2 from the assumption 1/2 ≤ σ < 1. Hence we have a β = a exp (β − 1) log a = a + (β − 1)a log a + O (β − 1) 2 a| log a| 2 .
In particular, one has a β ≪ a. By substituting the estimates above into (4.17), we obtain Therefore, we obtain the asymptotic formulas (4.15) according to β P (a) = 1 − β Z (a).
4.4.
When σ > 1 or σ < 0. In this subsection, we consider the case σ ∈ [0, 1].
Proposition 4.6. Assume σ > 1. We have the following:
(1) Let 0 < a ≤ 1/2. Then we have Z(σ, a) > 0 for all σ > 1.
(2) Let 0 < a < 1/6. Then we have P (σ, a) > 0 for all σ > 1. Hence the function P (σ, a) has precisely one simple zero in (1, ∞) by the monotonicity of α −σ Γ(σ)P (σ, a) proved in Lemma 4.3. By using (∂/∂a)P (σ, a) < 0 proved in Lemma 4.4 and modifying the proof of (3) of Proposition 4.5, we have that β P (a) is strictly increasing with respect to 1/6 < a < 1/4. The monotonicity of β P (a) implies that β P is injective. Moreover, we obtain that β P (a) is a C ∞ -function, especially, continuous function, from as a → 1/4 − 0.
Proof. The statements above are easily proved by Proposition 4.6, the functional equations (4.9) and (4.10). I should be noted that for any fixed l ∈ N, there exists precisely one 1/6 < a l < 1/4 such that β Z (a l ) := 1 − β P (a l ) = −2l from bijectivity of β P (a) : (1/6, 1/4) → (1, ∞). In this case, the all real zeros of Z(s, a) are at only the negative even integers. However, the real zero at s = −2l is not simple but double. Proof. From (4.8), the function P (s, a) has a simple real zero at σ = 1 when a = 1/6. Thus β P (a) : (0, 1/4) → (0, ∞) is a bijection from (3) of Propositions 4.5 and 4.6. We can see that β P (a) is a strictly increasing C ∞ -function by (∂/∂a)P (σ, a) < 0 proved in Lemma 4.4 and the method used in the proof of (3) of Proposition 4.5. We can show that the inverse of β P (a) is also a C ∞ -function likewise.
In order to prove Theorems 1.3 and 1.4, we show the following. Therefore, all real zeros of Z(1 − s, a) with 1/4 ≤ a ≤ 1/2 and σ > 0 come from cos πs 2 = 0, σ > 0 by (4.9), (4.23) and (4.24). Hence, every real zero of Z(s, a) with 1/4 ≤ a ≤ 1/2 and σ < 1 is caused by cos π(1 − s) 2 = 0, σ < 1,
which is equivalent to that s is a non-positive even integer. Furthermore, we can easily see that all real zeros of Z(s, a) are simple by the equation above. 4.6. Proofs of Propositions 1.5, 1.6 and 1.9. We prove the remaining propositions.
Proofs of Propositions 1.5 and 1.6. These are easily proved by Propositions 4.5, 4.6 and 4.7, 4.8 and 4.9.
We prove Proposition 1.9 only for the function Z(s, a). We can show this proposition for other zeta functions similarly. First assume that a = 1/2, 1/3, 1/4, 1/6 is rational. Then the lower bounds for the number of zeros of Z(s, a) with σ > 1 and 1/2 < σ < 1 are prove by (2.2), [20, Corollary] , [9, Theorem 2] and the definitions of the zeta function Z(s, a).
Next suppose a is transcendental and 1/2 < σ < 1. Then ζ(s, a) and ζ(s, 1 − a) have the joint universality by [15, Theorem 5 ]. Hence we can prove Proposition 1.6 in this case by modifying the proof of [9, Theorem 2] (see also [9, Theorem 3] ).
Finally, consider the case a is transcendental and σ > 1. We can easily see that the set log(n + a) : n ∈ N ∪ {0} ∪ log(n + 1 − a) : n ∈ N ∪ {0}
is linearly independent over Q. Hence, by using the Davenport and Heilbronn method (see for example [13, p. 162] ), the function Z(s, a) has more than C ♭ a (T ) in the rectangle 1 < σ < 1 + δ and 0 < t < T when T is sufficiently large.
