Abstract The semiarid Salt and Verde River Basins in Arizona are susceptible to atmospheric river (AR)-related flooding. To understand the precipitation-related impacts of climate change on extreme ARs affecting Arizona, a pseudo-global warming method was used. High-resolution control and future simulations of five intense historical AR events that affected the Salt and Verde River Basins in Central Arizona were carried out using the Weather Research and Forecasting regional climate model. The pseudo-global warming approach for future simulations involved adding a temperature delta at different vertical levels to the historical initial and lateral boundary conditions of the input data while keeping constant relative humidity. The deltas were calculated using projected changes toward end of the 21st century from an ensemble of nine Global Climate Models for the Representative Concentration Pathway (RCP) 8.5. Future simulations showed an overall increase in vertically integrated transport of vapor and upward moisture flux at cloud base over the region for all events. The changes in precipitation at both domain and basin levels were highly spatially heterogeneous. Precipitation increased in all future simulations; but in general, this increase remained less than the increase in column-integrated water vapor. It was found that in most cases, cloud ice content decreased while cloud water content increased, indicating the increased role of warm-rain processes in producing precipitation in the future simulations. Freezing levels rose by more than 600 m, and this along with increased temperature and greater role of warm-rain processes led to a decrease of more than 80% in the amount of frozen precipitation during the events.
Introduction
Atmospheric rivers (ARs) are long and narrow filaments of high-integrated water vapor transport that are responsible for about 90% of low-level meridional transport of water vapor in the atmosphere (Zhu & Newell, 1998) . They impinge upon the orography of the west coasts of continents to produce precipitation (Neiman, Ralph, Wick, Lundquist, & Dettinger, 2008) . ARs have been associated with several major flooding events along the West Coast of midlatitude North America Neiman et al., 2011a; Neiman, Ralph, Wick, Kuo, et al., 2008; Ralph et al., 2006; Stohl et al., 2008) . In addition to causing precipitation over the mountain ranges along the West Coast of the United States, ARs can penetrate inland and cause precipitation and even flooding in states such as Arizona (Neiman et al., 2013; Rivera et al., 2014; Rutz et al., 2015) .
ARs form a major component of winter precipitation over the southwestern United States, particularly Arizona (M. Dettinger, 2011; Knippertz & Martin, 2007; Neiman et al., 2013; Rivera et al., 2014; Rutz & Steenburgh, 2012; Rutz et al., 2014) . As a semiarid region, Arizona is critically dependent on winter precipitation to fulfill the water demand of its population. Although Arizona receives up to 50% of its annual rainfall during the monsoon season from July to September (Sheppard et al., 2002) , the majority of this precipitation is lost due to high incoming solar radiation, causing increased evapotranspiration rates. Winter precipitation is not as easily lost to evapotranspiration and also leads to snow accumulation in high elevation regions (Bryson & Hare, 1974; Neiman et al., 2013; Sheppard et al., 2002) , which aids in replenishing reservoirs via snowmelt during the spring.
are responsible for a large contribution to the total cool-season precipitation over the region, making them critically important for the hydroclimate of this area. Additionally, they observed that ARs affecting the Southwest traverse the mountains of Southern California and the Baja Peninsula, which are relatively narrow and discontinuous, leading to a decay in AR intensity as the ARs penetrate inland. Neiman et al. (2013) provided a detailed synoptic, mesoscale, and hydrometeorological analysis of extreme precipitation events associated with a series of inland-penetrating ARs that affected Central Arizona in January 2010. Their study also concluded that in order to reach Arizona, ARs must cross the mountainous range in Southern California and northern Baja. Rivera et al. (2014) discussed the climatological characterization of extreme inland-penetrating ARs that affect the Verde River Basin in Central Arizona. Their study found that extreme ARs provided 10-50% of the total cool-season (November-March) precipitation in the region. Their analysis of SNOTEL data revealed that such ARs led to Snow Water Equivalent increase of 25-35% of the peak seasonal Snow Water Equivalent accumulation. Demaria et al. (2017) investigated the hydrologic impacts of 122 ARs that affected the Salt and Verde River Basins (SVRB) in Arizona from October to March for the period of 1979 to 2009. They found that the contribution of ARs to the total seasonal precipitation for the SVRB is 25% and 29%, respectively. However, they contribute more than 60% to extreme total daily precipitation (exceeding the 98th percentile) over the two basins.
ARs not only form an important part of the hydrological budget of the region but also deserve careful attention owing to the record-setting flooding events that they cause. Hence, it is important to understand the potential changes in ARs in a future climate. This holds especially true for extreme AR events due to their disproportionally high contribution to winter precipitation. There have been several studies that discuss possible future changes in the frequency and intensity of ARs affecting the western coasts of North America and the UK (M. Dettinger, 2011; Gao et al., 2015 ; S. M. Hagos et al., 2016; Lavers et al., 2013; Payne & Magnusdottir, 2015; Warner et al., 2015) . These studies project an increase in the frequency and intensity of extreme ARs in future climate, and this poses an increased risk of AR-related flooding. Most of these studies evaluate the changes in frequency and intensity of ARs by analyzing coarseresolution Global Climate Model (GCM) output. Using dynamically downscaled simulations from the North American Regional Climate Change Assessment Program (Mearns et al., 2009 ), Rivera and Dominguez (2016) investigated the projected variations in AR intensity and AR-related precipitation for the U.S. Southwest. They found that AR-related precipitation in the region does not show robust changes in the future. It is important to highlight that while GCM and dynamically downscaled GCM analyses are helpful in providing a statistical overview of future changes in precipitable water (PW), vertically integrated moisture flux, and number and intensity of ARs, it omits the in-depth analysis of how individual storms could change in future climate. Since most of the precipitation caused by ARs is orographic in nature (Neiman et al., 2013) , coarse-resolution GCMs cannot resolve their interaction with regional topography. Also, literature on how future climate could change inland-penetrating ARs, particularly those affecting the U.S. Southwest, is still limited.
To achieve storm-scale understanding, one could either perform high-resolution dynamical downscaling of selected AR events as identified in GCM output or follow a pseudo-global warming (PGW) approach (Kawase et al., 2009; Lackmann, 2013 Lackmann, , 2015 Lynn et al., 2009; Rasmussen et al., 2011; Sato et al., 2007; Schär et al., 1996) . The latter approach is particularly useful in addressing the question of how individual weather events that have happened in the past might change in a future climate owing to thermodynamical changes. The PGW approach, as introduced by Schär et al. (1996) , involves adding projected large-scale thermodynamic perturbations to lateral and initial boundary conditions that are used to drive regional climate models. The perturbations involve an incremental modification of the air temperature (T) such that T 0 = T + ΔT, where T 0 is the future temperature and ΔT is the climate change signal obtained from GCM output. In their study, Schär et al. (1996) argued in favor of adding a constant perturbation temperature value to each pressure level while keeping large-scale dynamics unchanged (see Schär et al., 1996 , for a mathematical derivation). However, most studies using the PGW approach do not add a constant perturbation value to the temperature field at a given vertical level. Lackmann (2013) conducted a study in which they used a PGW approach to examine the thermodynamical changes in precold frontal low-level jet (LLJ) that led to a flooding event in the south-central United States in May 2010. They perturbed temperatures at the 2-m level, sea surface, and pressure levels with spatially heterogeneous signals while keeping relative humidity (RH) constant. They found that while the LLJ did not strengthen in the future simulation, the precipitation increased significantly with 72-h total area-averaged value increasing by 43%. They attributed this increase to the enhanced water vapor present in the warmer future simulations.
It is argued that the projected increases in the intensity of extreme events, including ARs, are mostly thermodynamic in nature (Emori, 2005; Lavers et al., 2013; Payne & Magnusdottir, 2015; Trenberth et al., 2003 ). An advantage of using the PGW approach over performing dynamical downscaling of GCM data is that the PGW method allows one to focus on individual extreme events that occurred in the historical period and perform numerical experiments to isolate the potential future thermodynamically driven changes. Hazeleger et al. (2015) argue that high-resolution simulations of extreme past weather events in a theoretical future climate have the potential to provide a meaningful and convincing picture of future weather and can aid in decision-making. Traditional dynamic downscaling approach uses data from GCMs whose ability to predict future climate is compromised by model inadequacies and uncertainties (Stainforth et al., 2007) . Additionally, the PGW method can be relatively computationally efficient because information about future changes in climate projected by many GCMs can be incorporated into a single simulation.
In this study, we use a PGW approach to evaluate how extreme ARs affecting the SVRB in Arizona could change in a future climate owing to added thermodynamical changes while keeping RH constant. That is, if the synoptic patterns associated with these extreme ARs were to be replicated in a future climate represented by imposing large-scale thermodynamical changes on current conditions, how would the intensity and spatial distribution of the resultant precipitation in the region change? Here it is important to emphasize that while PGW simulations of ARs can help us understand the sensitivity of AR-related orographic precipitation to large-scale thermodynamical changes, significant mesoscale-dynamical and microphysical changes can occur as the model run evolves. In this study, these smaller-scale changes are considered a part and parcel of imposing large-scale thermodynamical deltas on historical conditions.
Data and Methods

Selection of AR Events and Model Setup
Five major AR events that affected the SVRB were selected based on the top annual daily cool-season (November-March) streamflow values in the two basins (U.S. Geological Survey sites: 9498500-Salt River near Roosevelt, 9497500-Salt River near Chrysotile and 9508500-Verde River above Horseshoe Dam) for the period 1980-2015. These peak streamflow dates were compared against a list of ARs that affected SVRB. The ARs were identified in NASA Modern Era Retrospective-Analysis for Research and Applications data (Rienecker et al., 2011) using an algorithm proposed by Lavers et al. (2012) . The algorithm uses a vertically integrated vapor transport (IVT) threshold to iteratively locate points of interest in order to identify intense ARs that penetrated into SVRB. IVT is defined as the vertically integrated flux of water vapor. IVT = ∫ p t p s q U ! dp g , where q is the water vapor mixing ratio, U is horizontal velocity vector, and p s and p t are the pressure at the surface and top of the layer being considered. For the analysis period, the time steps when the AR feature (IVT ≥ 250 kg·m À1 ·s À1 ) has its leading edge impinging the SVRB and spans more than 1,500 km were identified. The algorithm required that each AR feature lasts more than 12 hr and is separated from the previous and subsequent events by at least 24 hr. The peak streamflow dates that coincided with AR events in the region were selected and arranged in decreasing order of intensity of the streamflow. Our criteria required that the selected AR events were among the top 10 annual streamflow events in the three gauging stations, giving priority to the Salt River near Roosevelt station, because it drains the largest area. Here it must be noted that extreme AR events affecting the basin were selected based on peak streamflow rather than peak precipitation. There could be extreme AR events that result in very high precipitation but relatively low streamflow values, due to the fact that streamflow is also a function of precipitation phase, antecedent soil moisture, and baseflow, in addition to precipitation. The selection based on streamflow is also potentially biased to events that occur later in the winter season, when snowmelt can contribute to the soil moisture changes. However, we only focus on ARs that led to intense streamflow because this is the most relevant variable for water resources and flooding. Table 1 shows the details of the selected five most intense AR-related streamflow events in the SVRB.
The Weather Research and Forecasting (WRF; Skamarock et al., 2008) model was used to simulate each of the five AR events. ERA-Interim reanalysis (Dee et al., 2011) data were used for initial and lateral boundary conditions in the control simulations. Each simulation was started at least 5 days prior to the occurrence of the first AR in that simulation period. The domain setup included three domains with horizontal resolutions of 27, 9, and 3 km ( Figure 1 ), with 40 vertical levels.
Most of the AR-related precipitation in the region is orographic in nature; for this reason, a high-resolution inner domain was required to appropriately simulate the interaction of ARs with the regional topography (Hughes et al., 2014) . Figure 1 shows the extent of the innermost domain and its topography. It also shows the location of the two basins of interest: Salt River Basin (northern basin containing Flagstaff) and Verde River Basin (southern basin containing Phoenix). Preliminary simulations with the innermost domain excluding the mountains in Southern California and Baja California were also conducted. However, these simulations severely underestimated precipitation in the basin with the 2008 event simulation producing almost negligible precipitation (not shown). This highlights the importance of a correct representation of the topography in modeling these events. Temperature, geopotential height, and horizontal wind fields above the boundary layer and corresponding to the outermost domain were weakly, spectrally nudged (MiguezMacho et al., 2004) to the input fields every 6 hr to retain the large-scale features of atmospheric circulation during the simulations. It is our assumption that nudging large-scale variables will not significantly constrain mesoscale, convective, and other terrain-related circulations, especially when nudging is not too strong and it is only applied to variables above the planetary boundary layer. Spectral nudging was performed in the control and all PGW simulations. The model setup included Morrison 2-moment microphysics scheme (Morrison et al., 2009) , Rapid Radiative Transfer Model for GCMs shortwave and longwave radiation schemes (Iacono Note. USGS = U.S. Geological Survey; AR = atmospheric river. (Tewari et al., 2004) , and Yonsei University boundary layer scheme (Hong et al., 2006) . The above mentioned model setup was used for both control and PGW simulations. For evaluating the model performance, the model precipitation output was compared with a gridded daily precipitation data set with a resolution 1/16 of a degree (Livneh et al., 2013 ; hereafter, referred to as Livneh data set). In order to quantify the deviation of the model precipitation from the Livneh data set precipitation, several metrics were computed: basin-averaged percentage difference (BAPD), mean absolute error (MAE), centered pattern correlation (CPC), and uncentered pattern correlation (UPC). BAPD is calculated as 100
PO , where P M and P O are the area-averaged (in this case SVRB) values of precipitation from the model and observations, respectively. It provides basin-level percentage deviation of the model output from the observations. MAE is simply the average magnitude of errors in the forecast field, regardless of the direction of the error. CPC and UPC are the Pearson product-moment coefficients of linear correlation between the two fields, calculated with and without the spatial means removed, respectively, and they indicate the degree of spatial similarity.
Calculation of Delta Values for PGW Simulations
For PGW simulations, air temperature (T) at different pressure levels, near-surface air temperature (Ts), landsurface temperature (Tls), sea surface temperature (SST), and soil temperature (ST) in the initial and lateral boundary conditions of the control simulations were perturbed by deltas obtained from GCM output data. RH was not changed in the PGW simulations, that is, RH in the initial conditions of PGW simulations was kept the same as that in the initial conditions for the corresponding control simulations. This required changing specific humidity in PGW simulations in accordance with the perturbed temperatures. It must be noted that once the model starts running, RH is free to vary according to the physical processes being simulated. To compute these delta values, gridded data sets of GCM output containing mean monthly values of T at different pressure levels, Ts, Tls, SST, and ST for the months of December, January, and February (DJF) were used. In all, data from nine GCMs for the past (historical experiment) and future (Representative Concentration Pathway (RCP) 8.5) periods were obtained from the Coupled Model Intercomparison Project Phase 5 (Taylor et al., 2012) archive (https://pcmdi.llnl.gov/projects/esgf-llnl/; Table 2 ). The RCP scenarios represent different values of greenhouse gas-caused radiative forcing by the year 2100 (van Vuuren et al., 2011) . These models were chosen from the core set of 17 models whose historical simulations of North American 
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Subsequently, the GCM data were bilinearly regridded to the horizontal resolution and vertically interpolated to the set of pressure levels corresponding to ERA-Interim data. For each GCM model, we extracted the above mentioned variables for historical and future (2071-2098) periods and then averaged the variables in time over the DJF season. We calculated the projected changes (or deltas) of these variables by subtracting the historical mean DJF fields from the respective future fields. Finally, we obtained the multimodel mean delta values by averaging over the nine models. In other words, the climate change information from all nine models is collapsed into one set of delta values. This method of utilizing mean climate change signal from an ensemble of GCMs is significantly more computationally efficient than performing the PGW downscaling using delta values for individual GCMs. Previous work by Lauer et al. (2013) found that the PGW results using one multimodel mean delta yielded very similar results to performing a PGW simulation for each delta derived from individual GCMs and then calculating the ensemble mean from the results of the PGW simulations. After calculation of the deltas, two sets of PGW simulations were carried out.
For the first set of simulations (hereafter, PGW1 simulations), we spatially averaged the projected changes in surface variables and 3-D air temperature fields at different pressure levels over the area of the outermost WRF domain. Figure 2a shows the vertical profile of PGW1 delta air temperature for individual models (light gray lines) and for the multimodel mean (thick black line). We use the multimodel mean in our simulations. These PGW simulations using a constant delta value at each pressure level can provide a first-order understanding of the effects of large-scale thermodynamic changes, as the dynamics of the storms should not change significantly (Schär et al., 1996) . Since RH was kept constant, water vapor mixing ratio adjusts to the future values of the temperature. As an example, Figure 2b shows the vertical profile of delta water vapor mixing ratio (averaged over the largest domain) during the 2008 AR event in the PGW1 simulations.
A second set of simulations (hereafter, PGW2 simulations) was conducted to understand how regional changes in temperature gradients, as projected by the GCMs, could affect storm dynamics and ultimately, AR-related precipitation in the SVRB. The deltas used in PGW2 simulations were the spatially heterogeneous differences between the future and the historical fields as described earlier in this section, that is, there is no averaging in space. Figure 3 shows PGW2 delta values of air temperature at 850-, 500-, and 300-mb pressure levels and of Ts and SST over the largest domain.
Caveats Associated With the Multimodel Mean Deltas
The two deltas represent two different future climate scenarios. It is assumed that the multimodel mean largely eliminates the internal variability of the climate system, and the deltas represent the forced response of the climate system to external anthropogenic perturbations. This approach does not adequately quantify the uncertainty related to internal variability in the solutions. In order to attempt such uncertainty quantification, one has to sample various global models with different climate sensitivities and obtain a range of deltas from these models. However, even taking different deltas from different models could be insufficient as there can 
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Journal of Geophysical Research: Atmospheres be a large spread within the realizations/ensemble members of a given model-to the extent that they can produce completely opposite trends of internal variability (Deser et al., 2014) . The only way forward (while remaining within the PGW framework) would be to carry out a very large number of PGW simulations including deltas from various ensemble members of a set of models. However, in this study, we choose to use the forced response only. Doing so does not take into account the internal variability but it does have some merits. In general, climate models tend to agree more on the forced response of the system than the internally generated variability (Fischer et al., 2014) . Fischer et al. (2014) also argue that from a risk perspective, forced response is more important as it determines the probabilistic changes in the return periods of extreme events. While PGW1 simulations may be a theoretical exercise to determine the sensitivity of extreme AR-related moist orographic precipitation to simple temperature perturbation, PGW2 simulations are relatively realistic.
Results and Discussion
Control Simulations: Comparison With Observations
Precipitation from the control simulations was compared with precipitation from the Livneh data set. The purpose of this comparison is to determine how well the model simulates the intensity and spatial distribution of AR-related precipitation in the SVRB. Figure 4 shows the daily precipitation (mm) averaged over the entire duration of each AR event from Livneh data set and WRF control simulations.
It should be noted that during the January 2010 event, three ARs affected the region from 19 January to 22 January with the third AR being the most intense (Neiman et al., 2013) . Thus, the precipitation field in Figures 4i and 4j represents the average precipitation due to three individual ARs over the course of 4 days. Similarly, for the 1991 event, two ARs affected the region from 28 February to 2 March 1991. For the events in 1980, 1993, and 2008 , only one AR affected the SVRB during the time interval of the simulation. During the January-February 1993, several ARs affected the SVRB, but for the purpose of this study, the first AR, which also happened to generate the largest annual streamflow value in the Salt River, was chosen. The averaging period for each event in Figure 4 depends on the duration of the AR-related precipitation. The values of MAE range from about 8 mm for the 2008 event to 11.5 mm for the 1980 event. The model realistically simulates the general extent, intensity, and spatial pattern of precipitation over the basin; however, it is not able to resolve the finer details of the distribution of precipitation in the two basins. It can also be observed from Figure 4 that the various AR events affect different parts of the region to different degrees. For example, the January 2008 event (Figures 4g and 4h ) resulted in higher precipitation in the Salt River Basin than the Verde River Basin. This occurs because AR-related precipitation depends critically on the angles of impingement upon the topography (Neiman et al., 2011b) . Also, it was found that, in general, higher elevations had higher precipitation rates (not shown). Figure 5 shows the percentiles of daily mean basin-averaged AR-related precipitation from the Livneh data set and the WRF model for all five events. Hereafter, basin averaged refers to the average of a quantity over the SVRB. (Figure 5c ). This anomalous negative bias (with respect to the Livneh data) for the 1993 event reveals that this simulation is behaving differently from the other four events. The IVT plume associated with the 1993 event is more zonally oriented and is much wider compared to the other events. It is possible that analyzing this case requires a different innermost domain. Therefore, the simulation for this event will be interpreted with caution in the subsequent analyses. Figure 6 shows the time series of daily basin-averaged precipitation from the Livneh data set and WRF output. WRF is able to capture the temporal distribution of precipitation in the region. Thus, while there are some small spatial and temporal differences, the control simulations were able to realistically capture the overall magnitude and spatial and temporal variation of the precipitation during these five events. This instills confidence in the model setup.
PGW1 Simulations: Comparison Between PGW1 and Control Simulations
In the PGW1 simulations, the average temperature increase in the lower troposphere (below 850 mb) is about 4 K. Since RH was kept at its historical values in all PGW simulations, the saturation vapor pressure in the lower troposphere must increase by about 30% (~7% increase per Kelvin rise in air temperature in accordance with the Clausius-Clapeyron (CC) relation). If horizontal wind does not change, IVT would increase by about 30% in all the PGW1 events. Furthermore, if vertical wind in PGW1 simulations does not change significantly with respect to the control simulations, we expect a similar change in upward moisture fluxes. Analysis of model output shows 
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PW, IVT, and Precipitation
The fractional changes in different variables from all PGW1 simulations are averaged over the duration of the event and are computed with respect to the control simulations. Table 3 shows the fractional changes in event-averaged, basin-averaged, and innermost domain-averaged (hereafter, domain-averaged) PW and precipitation for all five events. Both IVT (Figure 7 and first and second columns of ). The fractional increase in IVT over the basin varies from about 41% for the 2008 event to about 50% for the 1993 event (Table 3 ). The fractional increase in PW over the basin varies from about 34% for the 2008 event to 40% for the 1991 event (Table 3) .
The precipitation over the basin increases with respect to the control simulations, with fractional changes varying from about 7% for the 1980 event to 42% for the 1993 event. Clearly, the range of changes in precipitation among different events is much larger than that in IVT and PW owing to a multitude of factors that govern the formation and arrival of precipitation at the surface. Except for the 1993 PGW1 simulation, the precipitation changes at basin level are sub-CC. As discussed previously, there seem to be larger uncertainties in the performance of WRF for the 1993 event, so we consider the PGW1 results for 1993 less robust than for the other events. The fractional changes in domain-averaged precipitation vary from about 11% for the 1993 event to 31% for the 1991 event. Thus, the increase in precipitation at the domain level is sub-CC for most of the events.
The changes in the domain-averaged PW closely follow the CC relation and range between 30% and 32%. However, the changes in PW and IVT do not translate linearly into changes in precipitation. Figure 8 shows the changes in daily mean precipitation in future simulations relative to the control simulations for all five Note. PGW = pseudo-global warming; IVT = integrated vapor transport; PW = precipitable water.
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Journal of Geophysical Research: Atmospheres simulations (with the exception of very small decreases for some percentiles in the 1980 event). Interestingly, higher percentiles generally show larger increases in the PGW1 simulations, indicating that the regions (especially, high elevation) experiencing higher precipitation in the control simulation experience the highest increases in the PGW1 simulations.
Precipitation Efficiency
For the purpose of this study, we define precipitation efficiency of an AR event over an area as the ratio of precipitation to upward moisture flux at the lifting condensation level (Kessler, 1995; Sui et al., 2007) .
, where P is the precipitation over the basin accumulated over the duration of an event; the denominator represents total upward moisture flux over the basin and over the duration of the event. ρ, w, and q are the density of air, upward vertical velocity, and water vapor mixing ratio at the lifting condensation level, respectively. The results indicate that the precipitation efficiency over both the basin and the innermost domain decreases in all five PGW1 events when compared to the control simulations (Table 3) . To understand why precipitation efficiency decreases and why precipitation in the future simulations does not increase as much as PW, we analyzed the changes in condensation. Total condensation was calculated by vertically integrating cloud water and cloud ice content (nonprecipitating hydrometeors) over the basin area and then averaging over the duration of the event. It is found that the increase in total condensate over the basin in Figure 9 . Percentiles of daily mean atmospheric river-related precipitation from WRF control and PGW1 simulations for different events (figures on the top of the panels: a-e). Relative change (%) values for WRF control and PGW1 simulations for different events (bottom of the panels: a-e). WRF = Weather Research and Forecasting; PGW = pseudo-global warming.
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Journal of Geophysical Research: Atmospheres future simulations varies highly among the different events and ranges from about 8% for the 1980 event to about 26% for the 2010 event (Table 3 ). This implies that condensation increased at a rate lower than that of the moisture content. Thus, the increase in precipitation in the PGW1 simulations is lower than that in condensation which in turn increases at a rate lower than that of moisture content. Several studies have attempted to investigate the relationship between increasing temperatures and changes in condensation, precipitation, and precipitation efficiency for moist orographic flows. Kirshbaum and Smith (2008) carried out idealized simulations of cross-barrier, moist flow over smooth bellshaped topography using a cloud-resolving model to determine the sensitivity of orographic precipitation to temperature and moist stability. They found that the normalized condensation rate decreases with increasing surface temperature, and this, among other factors, contributes to a decrease in drying ratio, defined as the fraction of water mass removed as precipitation by orographic lift. Siler and Roe (2014) performed idealized simulations of a strong AR-like event in order to understand the impacts of surface warming on orographic precipitation while keeping the storm dynamics unchanged. They found that precipitation increased in the warmer simulations by a fraction smaller than near-surface water vapor, that is, sub-CC. 
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Observations made by Kirshbaum and Smith (2008) and Siler and Roe (2014) are similar to those in this study. Siler and Roe (2014) explained that in case of unchanged dynamics and saturated, moist adaibatic ascent upstream of a ridge, the following expression can explain the sub-CC increase in condensation:
where C is condensation rate, T is air temperature, and e s is the saturation vapor pressure; β ¼
where Γ m is the moist adiabatic lapse rate, L v is the latent heat of vaporization, p is pressure, ϵ is the ratio of specific gas constants of dry air and water vapor, and g is acceleration due to gravity (See Appendix B of Siler & Roe, 2014 , for the derivation). The second and third terms are negative in all PGW1 simulations. This could be one of the reasons of sub-CC increase in condensation in the PGW1 simulations. Here the 1993 simulation stands out as the increase in condensation over the basin is less than the increase in precipitation. This makes it difficult to interpret the results for the 1993. Our analysis suggests that WRF is not be able to properly simulate the 1993 AR event. Figure 10 shows the vertical profile of mixing ratios of various hydrometeors and water vapor averaged over the basin and over the duration of the event. The event-averaged, basin-averaged cloud water mixing ratio (q c ) in PGW1 simulations is higher than that in control simulations, barring the 1993 event (Figure 10 ). This is due to the increased water vapor and, therefore, increased condensation in PGW1 simulations. However, cloud ice mixing ratio (q i ) shows a clear decrease in PGW1 simulations as compared to control simulations for the 1980, 1993, and 2010 events. This reduction in q i and increase in q c implies a decrease in the role of cold cloud processes and increase in the role of warm-rain processes in producing precipitation. Higher temperatures can reduce the deposition of water vapor onto cloud ice particles, and with reduced size and number of cloud ice particles, the amount of precipitation produced via riming decreases. Warm-rain processes of collision and coalescence are not as efficient as deposition and riming in producing precipitation. Similar to this study, Kirshbaum and Smith (2008) noted that precipitation efficiency in their simulations of orographic precipitation events decreased with increasing surface temperatures.
The peaks of both q i and q c profiles are shifted upward in PGW1 simulations as in a warmer environment; the height of formation of hydrometeors is raised (Singh & O'Gorman, 2014) . These changes imply that the Note. The values in brackets are the absolute changes in FL in meters. PGW = pseudo-global warming. Note. PGW = pseudo-global warming; IVT = integrated vapor transport; PW = precipitable water.
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Journal of Geophysical Research: Atmospheres fractional increase in condensation in PGW1 simulations with respect to control simulations increases with height (inferred from Figure 10 ). The larger relative increase in condensation at upper levels and upward shifting of the peaks in q i and q c could affect the magnitude and distribution of precipitation over the terrain, as the additional hydrometeors originating aloft must travel longer distance before arriving at the surface. This 
Journal of Geophysical Research: Atmospheres increases their chances of being advected away from the basin and evaporating while falling and could lead to further reduction in the precipitation in the basin. Siler and Roe (2014) also found larger relative increase in condensation aloft in their idealized simulations of a strong AR-like event in a warmer atmosphere. They attributed these changes in the vertical profile of condensation to two factors: increased sensitivity of condensation to temperature at colder temperatures and the increase in difference in temperature between the reference and the warmer simulations with height. In the present study, the PGW temperature delta added to the historical input increases in magnitude with height up to 300 hPa (Figures 2a and 3a-3c ). Table 4 shows the absolute and fractional changes in event-averaged, basin-averaged, and domain-averaged freezing level (FL; defined as height in meters of the zero-degree isotherm) for all the PGW simulations. Freezing level is raised in all the PGW1 simulations at both the basin and domain levels by about 600-800 m, that is, about 150-200 m per Kelvin increase in lower-tropospheric temperature, similar to Rasmussen et al. (2011) . Due to raising of the FL, increased melting due to higher temperature, and increasing role of warm-rain processes, the amount of frozen precipitation (snow and graupel) decreases. The domainaveraged relative changes in snow accumulation vary from about À94% for the 2008 event to about À75% for the 2010 event (Table 4) . Basin-averaged changes in snow accumulation show similar magnitudes. This implies a decrease of about 19-24% in snow accumulation at both basin and domain levels per Kelvin increase in lower tropospheric temperature. These values are consistent with the findings of Sandvik et al. (2018) who analyzed the sensitivity of extreme orographically enhanced precipitation to idealized temperature perturbations over the west coast of Norway. Critically, flooding in the basin can be exacerbated by more precipitation falling in the liquid rather than solid phase. Thus, changes in condensation in these set of simulations are also sub-CC. Similar to the PGW1 simulations, the pattern of condensation is shifted upward, and there are larger changes in condensation at upper levels (not shown).
Although, the large-scale dynamics of the control and PGW2 events is similar, the addition of spatially heterogeneous temperature perturbations implies that in addition to changes in the intensity of the LLJ its position could change when compared to the control simulations. IVT increases in all the PGW2 simulations, and in addition, there are changes in the wind field. For example, the 2008 PGW2 event ( Figure 12 ) shows a shift and significant increase in the strength of LLJ (and IVT plume as shown in Figure 7l ) upstream of the basin causing a super-CC increase in precipitation. The dynamical changes to the precipitation, in addition to the thermodynamical changes caused by increased moisture in the future simulations, make the interpretation of the results from PGW2 simulations more difficult.
Summary and Conclusions
Several studies have indicated that extreme AR events are likely to become stronger in the future, primarily due to changes in thermodynamics (Gao et al., 2015; Lavers et al., 2013; Payne & Magnusdottir, 2015) . This could lead to severe flooding events and could therefore threaten human populations and ecosystems. In particular, for the semiarid southwestern United States, changes in the intensity of extreme ARs could have significant impacts on the region's water resources and infrastructure. In the case of Arizona, ARs significantly contribute to cool-season precipitation over the region and have led to severe flooding events in the past (Neiman et al., 2013; Rivera et al., 2013; Rutz et al., 2015) . In this study, we evaluated how five extreme AR events that affected the SVRB in Arizona could potentially change in a future climate. Hazeleger et al. (2015) argue that the information obtained by simulating past extreme weather events in different future climate settings could be a useful tool for decision-makers and stakeholders. These simulations can be used to analyze events that led to significant historical impacts for the people in the region and to evaluate how these events could change in a warmer climate by using various plausible future boundary conditions. This methodology could help provide important information to aid in the design of infrastructure whose strength is tested by the most extreme events.
In this study, a PGW approach, similar to the methodology proposed by Hazeleger et al. (2015) , was used to understand how extreme landfalling ARs in the region would respond to large-scale thermodynamical changes in the future. This was done by simulating extreme AR events in the historical period using the high-resolution WRF model (control simulations), then perturbing the historical atmospheric conditions with projected temperature changes or deltas obtained from an ensemble of GCMs, and finally performing the high-resolution PGW simulations. These deltas are assumed to represent the forced response of the climate system to external perturbations; internally generated variability is neglected in this study. Relative humidity was kept at its historical values in all PGW cases by modifying specific humidity according to perturbed temperatures. However, once the model starts running, RH is free to vary. Additionally, smaller-scale dynamical and microphysical changes will result from the imposition of these deltas. Two sets of future simulations were conducted: PGW1 with horizontally homogeneous or constant deltas added to the historical input conditions and PGW2 with horizontally heterogeneous deltas.
Analysis of the control simulations revealed that the model was able to capture the general magnitude and spatial pattern of precipitation in the basin for all five events. Area-averaged percentage difference (BAPD),
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Journal of Geophysical Research: Atmospheres MAE, CPC, and UPC were used to compare the model precipitation output to an observational data set (Livneh et al., 2013) . We found that the extent of the domain and specifics of spectral nudging parameters were critical in realistically representing precipitation. Overall, domain-averaged precipitation increased in all the PGW1 simulations. Changes in PW and IVT closely follow the CC relation, with a PW increase of approximately 30% as a result of about 4-K increase in lower tropospheric air temperature. The changes in precipitation for all the five events in both sets of future simulations are highly spatially heterogeneous. The basinaveraged precipitation increases in all PGW1 simulations (between 7% and 42%), demonstrating the likelihood of increased precipitation in the basins in future, owing to the imposition of large-scale thermodynamic changes. Precipitation efficiency decreases for all PGW1 simulations as compared to the control simulations. The increase in column-integrated nonprecipitating hydrometeor mixing ratio is found to be sub-CC. In addition, the pattern of condensation shifts upward with fractional change in condensation increasing with height. The decrease in precipitation efficiency and the changes in the vertical profile and magnitude of condensation in the future simulations can be explained by thermodynamical and microphysical arguments: higher fractional change in condensation at higher heights (or lower temperatures as
increasing delta T values with height, and the increasing role of warm-rain processes at the expense of the cold cloud processes in producing precipitation.
The freezing level values over the basin during the future events were raised by more than 800 m in certain cases. Analysis of PGW simulations revealed that the fraction of precipitation falling as liquid form (as opposed to solid form) increased considerably in the future simulations. Increased fraction of liquid precipitation in future simulations can lead to increased possibility of rain-on-snow events in the future climate and therefore has the potential to amplify AR-related flooding in the basin (Guan et al., 2010; Leung et al., 2004) . This could also lead to reduction in snow accumulation at high elevation and a subsequent decrease in snowmelt during the spring (Mote, 2003) . It could also affect water resources in the spring season and winter tourism at several Native American reservations in the region.
We further tested the sensitivity of the AR events to spatially heterogeneous changes in temperature (PGW2 simulations). When temperature gradients are included, our results show changes in the dynamics of the LLJ in addition to the thermodynamic changes. Compared to PGW1 simulations, a much larger variation in basinaveraged precipitation was observed in PGW2 simulations indicating that basin precipitation is very sensitive to changes in the LLJ orientation and strength. The 2008 PGW2 event exhibited a shift and strengthening of the LLJ which led to a super-CC increase of about 57% in the domain-averaged precipitation. We hypothesize that the strengthening could be the result of dynamical feedback induced by increased condensational heating in the future climate (Lackmann, 2002 (Lackmann, , 2013 . This needs to explored further in future studies.
In case of ARs affecting Arizona and other regions, while the precipitation is mostly orographic in nature, other factors such as the orientation and strength of the LLJ (particularly, at basin level) and low-level moisture convergence (Dacre et al., 2014) are also very important. Hence, sensitivity of cyclone dynamics over oceans to rising temperatures could also play an important role in governing the overall sensitivity of basin-level AR-related extreme precipitation to climate warming. Future changes in the jet stream and midlatitude storm tracks could significantly affect the occurrence of ARs (and extreme ARs) over a given region (Gao et al., 2015 .
The PGW approach adopted in this study is similar to the storyline approach as mentioned in Shepherd (2016) , as we try to isolate the large-scale thermodynamic contribution to the increase in the severity of selected extreme ARs at the cost of neglecting possible changes in likelihood of the large-scale dynamical situation causing the event. Regardless, the use of this approach is justified as, first, the changes in large-scale thermodynamics are more reliable than the dynamical changes (Shepherd, 2014; Stocker et al., 2013) , and second, the deterministic nature of this kind of analysis appeals to the intuition and furthers our physical understanding of the effect of climate change on extreme AR-related precipitation. The scope of PGW simulations of extreme AR events can be extended to include other likely future climate scenarios and settings. As discussed previously, more realizations of extreme ARs, using deltas that incorporate internal variability of the climate system, need to be conducted in order to determine the spread of the resultant precipitation. The results obtained by this study can be used as an input to hydrologic models in order to simulate streamflow and other variables that could be of interest to regional water managers and decision-makers. 
