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Abstract
This paper addresses the limitation of current
multilinear PCA based techniques, in terms of pro-
hibitive computational cost of testing and poor gen-
eralisation in some scenarios, when applied to large
training databases. We define person-specific eigen-
modes to obtain a set of projection bases, wherein
a particular basis captures variation across light-
ings and viewpoints for a particular person. A new
recognition approach is developed utilizing these
bases. The proposed approach performs on a par
with the existing multilinear approaches, whilst sig-
nificantly reducing the complexity order of the test-
ing algorithm.
1 Introduction
Facial image recognition across different light-
ings, viewpoints and expressions is a challenging
task. Linear methods [8] are usually inaccurate
and non-linear methods [6] lead to high computa-
tional cost. Recently, multilinear models [10] [9]
have been proposed as a solution, with higher ac-
curacy than the linear models and lower computa-
tional costs than the non-linear methods. With this
framework, facial images are organised as a data
tensor, with different factors of variation (i.e. light-
ing, viewpoint etc.) modeled as different modes of
the tensor. Factorization of the tensor with Higher
Order SVD [2], a generalisation of SVD for higher
order matrices, separates subspaces corresponding
to different factors of variation and a core tensor
that contains the information on how different fac-
tors interact with each other.
A decomposition approach has been developed
in [9] to provide a recognition algorithm that per-
forms better than the linear models. However,
only the person-mode decomposition is utilized ef-
fectively, whilst decomposition in other modes is
used optionally, only for dimensionality reduction.
More precisely, they use lighting-viewpoint specific
eigenmodes to generate a set of projection basis for
recognition. In [7], the authors argue that the pre-
vious recognition approach is not suitable for face
recognition under novel lightings and viewpoints
as the projection bases do not contain information
on the variation of lighting and viewpoints. In-
stead of lighting-viewpoint specific eigenmodes as
in [9], they proposed the eigenmodes encompassing
all the modes of variation. These multilinear eigen-
modes are able to capture the variations across per-
sons, lightings and viewpoints and provide an intu-
itive basis for face image representation while at
the same time being effective for recognition. The
recognition in this framework requires projection of
a test image into the multilinear eigenmode space
and then comparing the coefficients with the stored
coefficients vectors of all the training images.
However, further investigation of their algorithm
reveals the following shortcomings,
• Though the space of multilinear eigenmodes
provides a general framework for representa-
tion, it is inefficient for testing on a large
database, as the testing involves comparison
with the coefficients vectors of all the train-
ing images, resulting in a testing complexity
of O(NT ), where NT is the total number of
training images.
• When there are multiple modes of variation
with very few examples in each of them, exist-
ing recognition algorithm have trouble dealing
with the sparseness of training exemplar in the
high-dimensional multilinear eigenmode space
(the size of the space increases in a multiplica-
tive way with the number of modes). This
leads to poor generalisation by the classifier
and results in a poor performance.
978-1-4244-2175-6/08/$25.00 ©2008 IEEE
Based on these observations, we propose a new
recognition approach to overcome the shortcom-
ings outlined above. More precisely, we define
person-specific eigenmodes, that capture the vari-
ation across lightings and viewpoints for a partic-
ular person. These person-specific eigenmodes are
used as components of a person-specific basis. A
set of bases is defined with one particular basis cor-
responding to one particular person. Each of these
bases spans a limited subspace of the whole image
space, therefore, projections on these bases result in
loss of information. However, projecting an image
onto the same person-specific basis the image be-
longs to, results in the smallest loss of information.
We use the reconstruction error to quantify the loss
of information. The basis, which gives the lowest
reconstruction error, reveals the identity of the test
image. The proposed method, can be thought of
as a compartmentalization of the general multilin-
ear eigenmode space corresponding to different per-
sons. Testing involves projection to Np (number
of persons in the database) number of bases and
comparison of Np number of reconstruction error,
resulting in a testing complexity of only O(Np). As
Np << NT , we overcome the inefficiency of [7], out-
lined above. Moreover, as the individual person-
specific eigenmode spaces are much smaller than
the space of multilinear eigenmodes, we overcome
the generalisation problem as well.
Experimentation shows that in terms of recogni-
tion accuracy the proposed method performs on a
par with the existing multilinear based methods in
most cases, and much better in one specific case. In
terms of computational cost of testing, it is around
50 times faster for the largest database and around
3 times faster for the smallest database tested.
2 Background
2.1 Tensor Model of Face database
Let us assume that the face database contains
images with variations in lighting and viewpoint
only. The tensor representation of the database is
presented by,
T (ip, il, iv) = IPip ,Lil ,Viv (1)
where, IPip ,Lil ,Viv is the image vector of ip’th per-
son at il’th lighting and iv’th viewpoint. T is a
tensor of order 4 and T ∈ RNp×Nl×Nv×Nx , where,
Np is the number of persons, Nl and Nv represent
the number of lighting and viewpoint instances re-
spectively and Nx is the size of the image vector.
2.2 Multilinear PCA
Multilinear PCA for an ensemble of images is
performed by computing the Higher Order SVD [2]
of the tensor T . HOSVD of tensor T yields four
orthogonal subspaces, wherein each subspace cor-
responds to one mode of variation. This is repre-
sented as follows:
T = S ×1 U
P ×2 U
L ×3 U
V ×4 U
X (2)
where, ×k denotes mode-k product. The columns
of UP , UL, UV and UX define the person, light-
ing, viewpoint and the pixel subspaces respectively.
The columns in UX represent traditional eigenfaces
and the columns of UP , UL and UV , represent the
N ′p(≤ Np), N
′
l (≤ Nl) and N
′
v(≤ Nv) dominant
eigenvectors of the person, lighting and viewpoint
subspaces respectively. We refer to them as eigen-
person, eigen-lighting and eigen-viewpoint respec-
tively. S is called the core tensor.
2.3 Existing Approach: MPCA-JS
MPCA-JS [7] uses multilinear eigenmodes as the
basis for face image representation and recognition.
From (2) let A = S ×4 U
X and if Aperson denotes
the unfolding of the tensor A in the person mode,
then
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where, IP e
i
Le
j
V e
k
is one specific multilinear eigen-
mode. These multilinear eigenmodes are used as
the components for their projection basis. The co-
efficient vectors of projection for the training im-
ages are calculated separately using UP , UL, UV
and stored for testing. Testing involves projecting
the test image on the basis and comparing them
with the stored coefficient vectors, resulting in a
testing complexity of O(Np ×Nl ×Nv).
3 Proposed Approach
Motivated by our desire to reduce the complex-
ity of the testing algorithm for face recognition us-
ing tensor framework, we present a new algorithm
utilising person-specific eigenmodes as the basis for
projection. We derive our approach starting from
the multilinear PCA decomposition of face data-
tensor T , as in (2) . Let us denote, B = S ×1 U
P
and if Bperson denotes the unfolding of the tensor
B in the person mode, then
Bperson =

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where IePip LeilV
e
iv
is the eigen-image of the ip’th
person at il’th eigen-lighting and at iv’th eigen-
viewpoint. Let us define,
Bi =

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where, Bi for i = 1, ..., Np are the person-specific
bases. For a test image IT , the projection on the
basis Bk will generate a description on how the
images of person k at different eigen-lighting and
eigen-viewpoint are combined to create the image.
Bk spans only a limited subspace, corresponding
to the images of k’th person, out of the whole im-
age space. Therefore, projections on Bk can only
preserve a certain fraction of information of the im-
age IT . However, if IT belongs to person k then a
projection on Bk will preserve the maximum infor-
mation of the image, out of all {Bi}
Np
i=1. We will use
the minimum reconstruction error as the criterion
to quantify the information preserved in a certain
person-specific base. The algorithm for testing is
given in Algorithm 1.
Algorithm 1 Testing algorithm for the proposed
method
Testing: IT is the test image.
1. Calculate I ′T = IT × U
X .
2. For every i = 1, ..., Np calculate
• ci = I
′
T ×Bi
• Irecon
′
T = ci ×B
+
i (
+ =⇒ pseudoinverse)
• ei = ||I
′
T − I
recon′
T ||
The distance measure we use is Euclidean
distance.
3. If ek is the smallest of {ei}
Np
i=1 then IT belongs to
the person k.
3.1 Complexity analysis
Complexity analysis of our proposed algorithm
shows that we have Np matrix multiplications and
Np distance calculations. Therefore, our proposed
method is of order O(Np).
4 Experiments and Analysis
We used PEAL [3], YaleB Frontal [4], Extended
YaleB [5] and Weizmann face databases for experi-
ments. The Extended YaleB database contains im-
ages of 38 persons at 64 different lightings and at 9
different viewing directions. The YaleB frontal is a
subset of the Extended YaleB database, which con-
tains images of 38 persons at 64 different lighting
conditions, at the frontal viewpoint only. PEAL
is a face-database of Chinese nationals at differ-
ent poses, lightings and expressions, from which we
chose images of 20 persons at 20 different lighting
conditions only. For the Weizmann face database,
we have access to face images of 28 persons at 5 dif-
ferent viewpoints (0◦,±17◦,±34◦), 3 different light-
ings and 2 different expressions. Prior to the exper-
iments, all the images were cropped and their eye-
points were manually aligned. Then all the image
vectors were normalized to unity. For HOSVD and
other tensor operations, we used the tensor toolbox
developed by Kolda et. al. in MATLABTM [1].
For the PEAL dataset, four sets of experiments
were performed with randomly chosen 5, 7, 9 and
11 lighting conditions as training. The rest were
used for testing. Similarly, for the YaleB Frontal
dataset, four sets of experiments were performed
with randomly chosen 5, 10, 15 and 20 lighting
conditions for training and the rest for testing.
For experiments on the Extended YaleB database,
16 representative lighting conditions at 4 repre-
sentative viewpoints were used for training and
the rest for testing. For experiments on Weiz-
mann face database 3 representative viewpoints (at
0◦ and ±34◦), at 2 randomly selected lighting con-
ditions and at all the expressions were used for
training and the rest for testing. Thus, in both the
PEAL and YaleB Frontal database, the test images
were at unseen lighting. For both Extended YaleB
database and Weizmann database, the test images
were either at unseen lighting or unseen viewpoints
or both. For the experiments on PEAL and YaleB
Frontal, each set of experiments was repeated 20
times and the average results are reported. The
performance of the proposed recognition procedure
is compared with the PCA [8] and MPCA-JS [7]
methods of face recognition. All the timings re-
ported here are for Matlab code running on a Pen-
tium dual core 1.86GHz system, with 2GB RAM.
We have used the same energy thresholding as [7]
to select eigenvectors. The distance measures were
also same for PCA and MPCA-JS, with the pro-
posed method using Euclidean distance measure.
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Figure 1: Results on YaleB lighting variation dataset.
The testing time is for 100 test images.
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Figure 2: Results on PEAL lighting variation
dataset. The testing time is for 100 test images.
Figure 1 and 2 show the results of experi-
ments with only unseen lightings. While for PEAL
database the proposed method performed slightly
worse, for YaleB database it performed slightly bet-
ter. However, in both the cases, the proposed
method provides significant speed up for testing.
Figure 3 shows the result of experiments for un-
seen lightings and viewpoints. For Extended YaleB
the performance gain in accuracy is slight, how-
ever, testing is almost 50 times faster than MPCA-
JS. For Weizmann database, the proposed method
produced much better results. Interestingly, in
this case, MPCA-JS fared worse than PCA, as the
database has 4 modes of variation and only a few
examples in viewpoint and expression modes, re-
sulting in high-dimensional, but sparse multilinear
space. However, the proposed method, by restrict-
ing itself into person-specific multilinear space, was
able to produce much better performance.
5 Conclusion
In this paper we proposed a novel face recog-
nition method using person-specific eigenmodes as
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Figure 3: Results on YaleB Extended and Weizmann
face database. The testing time is for 100 test images.
the projection bases. This new approach is capa-
ble to equal or better the recognition performance
of existing multilinear based methods at a signifi-
cantly lower computational cost for testing.
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