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With the dwindling availability of petroleum, focus has shifted to renewable energy
sources such as lignocellulosic biomass. Cellulose and hemicellulose are highly utilized
components of biomass, and on the other hand, lignin is a plentiful, under-utilized component of the lignocellulosic biomass. Hence, utilization of the lignin component is necessary
for the realization of an economically sustainable biorefinery model. Once depolymerized,
lignin has the potential to replace petroleum-derived molecules. Further, a catalyst is capable of selectively removing the oxygen atoms without hydrogenating the aromatic components would be valuable. Bimetallic phosphides and zeolites are capable of selectively
cleaving CAROM AT IC –O bonds from aromatic compounds.
In the present study, the applications of a bimetallic phosphides (FeMoP, RuMoP and
NiMoP) for CAROM AT IC –O bond cleavage and hydrogenation of C=O and C=C bond in
the aromatic model compounds (Phenol, furfural, cinnamaldehyde, and CO2 ) were examined. The Fe:Mo ratio was varied in FeX Mo2−X P catalysts (0.88 to 1.55) to investigate

the effect of catalyst acidity and hydrogenolysis capability via first principle calculations.
The most acidic material was most selective for phenol to benzene. Further, combination
of different transition metals with phosphorus were tested for hydrogenolysis and hydrogenation mechanism of phenol. Additionally, composition effect in RuX Mo2−X P (X =
0.8, 1.0 and 1.2) have investigated for furfural and cinnamaldehyde hydrogenation. It was
found that tuning in metal combination and composition results in control of binding energy and activation energy barrier which tune the selectivity for desire reaction and reaction
pathway.
Alternatively, highly active MWW-zeolite nanosheets have recently been explored for
depolymerization in lignin. First, binding strength of different lignin dimers (phenolic and
non-phenolic) was studied in terms of binding energy and binding mode over different terminated zeolite surface as a function of temperature and solvent. The optimized binding
structure of lignin dimers were further considered to study the hydrogenolysis pathways
over Al- and Sn-substituted MWW zeolite nanosheets. Generally, it was found that fully
hydroxyl terminated surface, phenolic dimers and higher temperature in methanol promotes higher binding energy. Moreover, Al-substituted zeolite nanosheet resulted in lowering activation energy barriers significantly to cleave β-O-4 Linkages in Lignin dimers.

Key words: bimetallic phosphides, zeolites, depolymerization, hydrogenolysis
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CHAPTER 1
INTRODUCTION

1.1

Lignocellulos biomass
Lignocellulos biomass have been an alternative feedstocks for the production of high-

value chemicals, energy-rich materials, and fuels in order to keep environment clean,
energy-efficient and away from global warming.[92] Lignin is a main constituent of lignocellulosic biomass (15-30 % by weight, up to 40 % by energy).[302] As of now, the
pulp and paper industry alone produced 50 million tons of extracted lignin, yet the existing
markets for lignin products remain limited and are concerned with low value products such
as dispersing or binder applications in asphalt, cement or polymers. High value products
such as vanillin can only be obtained in relatively low yields with high process costs and
serve markets of limited volume.[399] As a result, only approximately 2 % of the lignins
that are available from the pulp and paper industry are currently used commercially with
the remainder simply being burned as a low value fuel.[132] Nevertheless, lignin holds
considerable potential as a renewable resource for the sustainable production of fuels and
bulk chemicals.[156] With its unique aromatic structure and chemical properties, liquid fuels and a wide variety of bulk and fine chemicals, particularly aromatic compounds, which
will become less available with the increased use of shale gas, can potentially be obtained
from lignin. Although routes have been reported for the transformation of sugars into aro1

matics, for example via a Diels-Alder reaction of sugar-derived furanics, and commercial
processes are being developed for the production of p-xylene from isobutanol or biomassderived alcohols and aldehydes, lignin is the most obvious candidate to become the major
aromatic resource of a future bio-based economy.[430] Utilisation of the full potential of
this large resource is hampered, however, by the current lack of efficient technologies that
both depolymerize and lower the oxygen content of lignin, but leave the aromaticity intact.

Figure 1.1: Valuable products after lignin depolymerization via new and current
technology (adapted from Bozelle et al.[156]). The sinapyl, conyferyl and p-coumaryl
alcohol building blocks are depicted in blue, green and red, respectively.

The realization of biorefinery schemes with fully integrated lignin valorization processes requires the development of catalytic technology to perform the desired depolymerization of lignin. New approaches and strategies will have to be developed to achieve this.
2

Cleavage of the primary linkages of lignin will ultimately result in formation of monomeric
aromatic compounds, which depending on the cleavage method employed can be to different extents functionalized with hydroxyl, allylic alcohol, aldehyde, ether, or carboxylic
acid substituents. These monomeric compounds are then susceptible to an extensive array
of subsequent transformations, principally either reductive in nature, forming less functionalized aromatic or aliphatic hydrocarbons, or oxidative in nature, resulting in aromatics
with increased or specifically targeted functionality. An oxidative lignin valorization route
requires the development of catalysts that introduce specific aromatic alcohols, aldehydes,
acids, and other functionalized aromatics. The fine chemicals with high oxygen content and
high oxidation state functional groups that can be potentially obtained from lignin in this
way, currently require several synthetic steps for their production from the non-oxygenated
hydrocarbons found in petroleum. The reductive route, on the other hand, requires the development of catalysts that partially or completely remove the alcohol, aldehyde, ether,
and acid substituents from the monomers formed after lignin depolymerization with the
aim of obtaining simple aromatics, such as benzene, toluene, xylene, or (alkylated) phenolics. These simple aromatic building blocks can then be further converted, using existing
technology, to a wide variety of useful aromatics is shown in Fig. 1.1. The lignin-derived
chemicals can find application in the production of plastics and other polymers, or can be
used as pigments, dyes, resins, and many other products.[156]
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1.2

Lignin transformation
Hydrogenolysis and hydrogenation are the most important reactions during biomass

upgradation where reaction takes place due to catalytic or solvent hydrogen transfer.[109,
171] A wide variety of heterogeneous catalysts have been used for this purpose. Phenolics (phenol), aromatic aldehydes (furfural and cinnemeldyhide), and aryl ethers (lignin
dimers) known as significant platform molecules, are obtained by hydrolysis/dehydration
of cellulose and hemicellulose via the specific catalysis.[386, 91]

1.2.1

Hydrogenolysis

Hydrogenolysis is one of the chemical reaction where a molecule of hydrogen is added
over a C–heteroatom single bond, effectively causing a "lysis" of the bond.[109] In 1906,
Padoa and Ponti observed hydrogenolysis for the first time where they studied the reduction of furfural in the presence of hydrogen gas over nickel catalyst which resulted in
the production of methyltetrahydrofuran and 2-pentanol as the side products.[178] After that hydrogenolysis reactions have been studied extensively, especially for carbonheteroatom bonds such carbon-oxygen, carbon-nitrogen, carbon-sulphur and carbon- halogen, and various mechanistic aspects have been elucidated.[113] Oxygen is the most common heteroatom, although it may vary to nitrogen or sulfur. Due to the high stability
of C–O linkages, cleavage of aromatic C–O bond is one of the most demanding process
in synthetic organic chemistry because of high activation energy required for C–O bond
hydrogenolysis.[181, 81] However, C–O bond scission through hydrogenolysis is an important step in the upgradation of biomass into deoxygenated fuels and fine chemicals.[188]
4

For example, the conversion of glycerol to 1,2-propanediol (propylene glycol), 1,3-propanediol,
or ethylene glycol which can be used for polyester resins, liquid detergents, pharmaceuticals, cosmetics, etc.[352] A large amount of glycerol is becoming available as a reaction
by-product due to the development of biodiesel production by transesterification of vegetable oils or the others.[332] Finding new outlets for glycerol consisting of high valueadded products would improve the economy of the whole process. Another popular reaction is the conversion of 5-hydroxymethylfurfural (HMF) to 2,5-dimethylfuran which is a
potential fuel replacement molecule.[434] This trend further carried out with hydrogenolysis of phenolic derivatives that may be obtained from lignin fractionation or bio-oils including vanillin and a multitude of other model compounds.[350] Thus, the development
of suitable catalysts which show high activity towards C–O bond cleavage is challenging. These hydrogenolysis reactions can be performed with either homogeneous or heterogeneous catalysts. The pathway of the reaction is different depending on the choice of
catalyst.[405]

1.2.2

Hydrogenation

Hydrogenation reactions are one of the most useful and versatile methods in synthetic
organic chemistry.[76] In these reactions, the reducing hydrogen can either stem from
molecular hydrogen or from an organic molecule acting as a hydrogen donor. Both of
these methods have their distinct advantages and liabilities. By definition catalytic hydrogenation refers to the use of molecular hydrogen as the reducing agent. Hydrogenation
is performed on biomass platform molecules in order to saturate C=C and C=O bonds by
5

Figure 1.2: Possible reaction routes for phenol during hydrogenolysis and hydrogenation.

insertion of hydrogen molecule.[130] Thermodynamically C=C bond should be easier to
hydrogenate than C=O bond however due to the conjugation in alpha-beta-unsaturated carbonyl compounds the C=O bonds are sometimes easier to react.[379] π- electrons in the
aromatics are delocalised forming a shell over and below the aromatic ring where else the
double bonds in alkenes for example are localised π-electrons.[84] Therefore, it is more
difficult to hydrogenate an aromatic ring than unsaturated aliphatic compounds because of
the stability of the ring, which is formed by resonance energy. Furfural, isophorone, citral,
crotonaldehyde, mesityl oxide and cinnamaldehyde are few of the popular alpha-beta unsaturated compounds.[409] In 1901, Sabatier, and his co-worker Senderence, reported the
first catalytic hydrogenation of benzene.[318] They ‘attacked’ the benzene ring with hydrogen at atmospheric pressure and temperatures between 70 and 200 ◦ C over a nickel cata-
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lyst and succeeded in converting it to cyclohexane. For his work in catalytic hydrogenation
Sabatier won the Nobel Prize in 1912.[66] This was the first example of hydrogenation of
an aromatic ring. Later on, many studies examined different hydrogenation reactions with
different substrates.[171] For example, hydrogenation of phenol resulted in three products,
cyclohexanol, cyclohexanone and cyclohexane.[5] Most of the literature cited here shows
that cyclohexane formation, when observed, was a secondary step in the hydrogenation
of phenol as can be seen in Fig. 1.2. In this mechanism phenol is hydrogenated to 1hydroxycyclohexene, which isomerises to cyclohexanone.[3, 478] Then cyclohexanone is
hydrogenated to form cyclohexanol which will undergo hydrogenolysis to form cyclohexane. Alternatively and as shown in Fig. 1.2, cyclohexane can be formed directly from
phenol hydrogenation.[126] Another, most versatile reaction is hydrogenation of furanic
components to biofuels.[426] Hydrogenation of furfural is also the sole production route
for furfuryl alcohol which is widely employed in the chemical industry.[426] It is mainly
used in the manufacture of synthetic fibers, rubbers, resins and farm chemicals.[335] Additionally, it is used as a chemical intermediate during the manufacture of lysine, vitamin
C and lubricants.[335] Depending on the catalyst employed, the hydrogenation of furfural
can yield a variety of products, such as furfuryl alcohol, 2-methylfuran, furan, tetrahydrofuran, tetrahydrofurfuryl alcohol and even ring-decomposition products, such as pentanols
and pentanediols.[251] The possible hydrogenation products of furfural are shown in Fig.
1.3. α, β- unsaturated aldehydes are important molecules in the pharmaceutical, fragrance
and fine chemical industry; cinnamaldehyde (CAL) is used extensively in the fragrance
industry and also as a polymerisation and corrosion inhibitor in metal coatings.[59] The
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selective hydrogenation of the vinyl (C=C) or carbonyl (C=O) groups of CAL lead to
hydrocinnamaldehyde (HCAL) and cinnamyl alcohol (COH) respectively, that are useful
intermediates in pharmaceuticals and perfumery. Further hydrogenation of the products,
results in hydrocinnamyl alcohol (HCOH).[59]

Figure 1.3: Furfural and the potential products after hydrogenation:
methyltetrahydrofuran (MTHF), tetrahydrofuran (THF), tetrahydrofurfuryl alcohol
(THFA), furan, and furfuryl alcohol (FA).

1.3

The catalyst
These hydrogenolysis/hydrogenation reactions can be performed over homogeneous

or heterogeneous catalyst.[314] During homogeneous catalysis, the phase of the reactants
and catalyst are the same (generally liquid) whereas in heterogeneous catalysis, the catalyst and the substrate reside in separate phases, i.e. gas/solid, liquid/solid or two immiscible liquids.[368] In comparison of heterogeneous catalysts, homogeneous catalysts
shows higher selectivity for desire products.[400] During homogeneous catalysis the in-
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teraction between reactant and catalytic surface is higher which makes these catalysts in
general more active than heterogeneous catalysts. However, homogeneous catalysts poses
many drawbacks such as difficulties in recycling and separation of species (products and
catalysts) after reaction. Contradictory, heterogeneous catalysts can be removed and recovered easily from the reaction mixture by simple filtration technique.[345] Additionally,
heterogeneous catalysts show higher stability and sustainability which are requirements for
industries.[314]

1.3.1

Transition metal phosphides

Transition metal phosphides involving unsupported MoP and supported NiX P, CoX P,
WX P, MoX P, FeX P, and RuX P metal phosphides have been reported as efficient catalysts for hydrogenolysis/ hydrogenation.[10, 398, 72, 354, 68] These phosphides contain
Brnsted and Lewis acid sites, which are active in the different reactions occurring during
hydrogenolysis/ hydrogenation processes.[10, 331, 148, 442] Thus, the transition metal
(TM) develops a small positive charge (Mδ+ ), which acts as Lewis acid site in reactions
such as hydrogenation, hydrogenolysis, and demethylation.[131, 10] Brnsted acid sites are
related to the formation of PO–H that participates in producing active hydrogen species,
as hydroxyl groups promote hydrogen spillover and stabilize these species.[44, 383] In
addition to this acid property, these compounds are also characterized by a metal function, enabling them to serve as a bifunctional catalyst.[10] However, as the acidity of metal
phosphides is rather weak, and depending on the reactant molecule, additional acid groups
might need to be incorporated into the support.[418] For instance, the deoxygenation re9

action mediated by the dehydration of alcohols is a rather slow process at low temperatures, being the rate-limiting step in the consecutive hydrogenation reaction of phenolic compounds.[460] A simple and effective way to introduce acid sites on a solid substrate is an incorporation of second metal into metal phosphides and generates bimetallic
phosphides.[292, 10]
Many bimetallic phosphides have been shown to be active hydrotreating catalysts,
often possessing greater activities than their constituent monometallic phosphides, suggesting that interactions between different metals may have a positive effect on the catalytic properties of phosphides.[225, 385] While the efficacy of bimetallic phosphides in
deoxygenation reactions has not been extensively studied, there have been many studies that have reported promising HDS and HDN properties of several bimetallic phosphide compositions.[283] Several studies have also shown that varying the metal composition in bimetallic phosphides can have significant effects on the selectivity and activity of these catalysts.[292] Some transition metal phosphide phases adopt similar crystalline structures (e.g. Ru2 P and Co2 P) and their bimetallic phosphides form solid solutions, in which one crystalline phase is present instead of two separate monometallic
phosphide phases.[292] Abu et al. reported the synthesis and carbazole HDN activity of
a series of NiX MoP/SiO2 catalysts.[2] The bimetallic phosphide catalysts possessed lower
turnover frequencies than a reference MoP/SiO2 catalyst, however they showed higher
carbazole conversions and a much higher selectivity towards the fully hydrogenated bicyclohexane product than MoP/SiO2 . Oyama et al. have reported the synthesis and 4,6dimethyldibenzothiophene (4,6-DMDBT) HDS properties of silica-supported Ni2−X FeX P
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catalysts.[284] Using X-ray absorption fine structure analysis, they determined that the
phosphides were composed of Ni and Fe atoms distributed in the metal sites of the hexagonal Fe2 P structure, confirming that the bimetallic phosphide catalysts formed solid solutions instead of a biphasic mixture of two metal phosphides. Several of the Ni2−X FeX P/SiO2
catalysts possessed higher 4,6-DMDBT conversions than the sulfided Mo-based catalysts,
and selected for desulfurization via the direct desulfurization pathway (DDS), while HDS
over commercial catalysts such as sulfided Co- Mo or Ni-Mo typically proceeds via a hydrogenation route (HYD) where the 4,6-DMDBT is partially hydrogenated prior to desulfurization. Overall, the activity of the different transition metals depends on the reactant
type and reaction conditions, as well as on the transition metal nature, MP loading, M/P
ratio, support type, and preparation method.[10]

1.3.2

Two-dimensional zeolites

The wide-scale application of zeolites in biomass conversion can be explained by their
numerous positive attributes.[106] Zeolites are aluminosilicates with a crystalline, microporous framework built from oxide tetrahedra.[265] Accordingly, zeolite crystals are highly
porous, with precisely-defined micropores (0.4–1 nm).[261] Combined with the ability to
load them with exchangeable cations makes them useful as adsorbents, molecular sieves,
ion exchangers and catalysts.[360] For example, since breakthrough work in the early
1960s, synthetic zeolites have become the most prominent heterogeneous catalysts in the
refining and petrochemical industries.[266]
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Two-dimensional zeolites have been studied and developed as diverse and fundamentally new forms of 3D framework structures.[338] They can produce structures such as
pillared, delaminated, interlamellar expanded and others, offering improved access to active sites and enhanced diffusion of reactants and products.[278] This has been useful in
catalysis showing particular benefits for reactions of larger reactants. Primary layered
zeolite forms have been obtained by direct synthesis and also by degradation of existing frameworks with built-in weaknesses.[278] Additional forms are obtained by postsynthesis modifications.[135] This contribution presents an overview of results from catalytic testing of various 2D zeolites.
Into this thesis, the layered materials generated from MWW ordered precursors will be
considered due to the peculiar structure of the MWW individual layers which favors their
high hydrothermal stability and shape selectivity. These factors joined to the high accessibility of their active sites convert this family of MWW pillared and delaminated zeolites
in excellent catalysts to carry out different reactive processes in which compounds with
elevated molecular sizes are present as reactants, products, or reaction intermediates.[135]

1.4

Effect of solvent
Gas phase biomass upgradation has been studied very well based on the literature to

the date.[165, 193] However, biomass upgradation in the condensed phase instead of gas
phas has several advantages.[174] For example, solvent can provide hydrogens to promote
desire chemical reaction.[270, 77] It is also possible to use low or non-volatile molecules
directly as a reactant without chemical breaking at first in the presence of solvent under fix
12

pressure.[78, 427] However, the condensed phase represents a more complex molecular environment, since the large density of molecules near the catalyst surface obstructs our ability to observe molecular-level phenomena.[192] The competition between the reactants,
intermediates, and products during adsorption or desorption processes at the solid-liquid
interface makes the molecular-level phenomena crucial to elucidate.[368, 373, 334] This
can modify significantly the catalytic activity or product selectivity while altering active
sites available for adsorption or desorption.
Most of these condensed phase studies use aqueous media approach which is the most
common used solvent.[404] However, type of solvent such as polar (protic or aprotic)
and non-polar behaves differently during different kind of catalytic reactions.[288] The
performance of the catalyst is strongly affected by the choice of the solvent and therefore finding the right solvent is important.[104] These solvent types are defined by different parameters such as dielectric constant for polarity measurement and Kamlet and Taft
parameters: π*, β and α which defines the polarity, basicity, and proticity of a solvent,
respectively.[404] Such parameters can affect the catalytic performance. Most common
polar aprotic solvents are acetone, N,N-Dimethylformamide (DMF), acetonitrile (MeCN),
dimethyl sulfoxide (DMSO), protic solvents are water, ethanol, methanol, acetic acid and
non-polar solvents are hexane, cyclohexane, benzene, toluene, chloroform, diethyl ether
(Et2 OH). On the other side, carbon tetrachloride (CCl4 ), benzene (C6 H6 ), diethyl ether
( CH3 CH2 OCH2 CH3 ), hexane (CH3 (CH2 )4 CH3 ), and methylene chloride (CH2 Cl2 ).[404]
Choice of solvent varies according to the requirement of reaction because it changes kinetics and thermodynamics on the catalyst surface.[100] For example, (1) solvent can di13

rectly participate in the reaction and can change the mechanism pathway.,[372] (2) solvent
can change adsorption energy while competing with the reactant in terms of interaction
with catalyst surface.,[368] (3) solvent can change solvation energy while changing the
solubility of different components in the reaction mixture.,[404] (4) solvent can change
activation energy while stabilizing/destabilizing the reactants, transition state (TS), and
product.,[122] (5) solvent can change the structure of solvent and so thus the reaction
rate.,[372] (6) solvent can promote some undesired side reactions.[361] Few other factors
like solvent cost, disposal, toxicity, and hazards also affect choice of solvent.[427] Lastly,
the solvent removal after reaction is very useful. Most of the solvents are removed by evaporation which causes pollution.[404] Another method is distillation which is favorable for
non-polar solvent due to lower boiling point in comparison of polar solvents.[145] Organic
solvents are easy to recover which makes them unique in chemical industries.[427]
Additionally, in computational chemistry, the ways of introducing solvent molecules in
implicit or explicit manner affect the kinetics and thermodynamic properties.[464, 207, 99]
Implicit and explicit solvation approaches can be used to introduce the quantum-chemical
description of the catalyst with the solvent environment.[464] Implicit and explicit solvent
models come with their own advantages and shortcomings.[371, 11] During implicit solvent models, solvent is treated as a continuous medium with certain dielectric constant
and interfacial properties.[83] Representing a solvent in implicit manner definitely speed
up calculations enormously due to less number of interactions and degree of freedom by
substituting the solvent molecules with the solution of a classical electrostatic problem
but it does not account for all the important local solute- solvent interactions.[83] Also
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the assumption of dielectric constant near the solute surface is equal to the bulk dielectric
constant is inaccurate.[464] During explicit solvation, each solvent molecule is counted
explicitly which increases accuracy of the calculations while accounting all the possible
chemical interactions that can potentially facilitate the kinetics and thermodynamic properties of the reaction.[67] Clearly, high computational cost of explicit solvent models has
resulted in implicit solvent models remaining popular but where ever the solvent molecule
play an important role during any chemical reaction, explicit solvent models are the correct
choice.[11]
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CHAPTER 2
EFFECT OF METAL COMPOSITION IN BIMETALLIC PHOSPHIDE CATALYSTS
FOR PHENOL HYDRODEOXYGENATION

This chapter is adapted from the computational aspects of previously published article: Dallas J. Rensel, Jongsik Kim, Varsha Jain, Yolanda Bonita, Neeraj Rai, and Jason
C. Hicks, Composition-directed FeX Mo2−X P bimetallic catalysts for hydrodeoxygenation
reactions ., Catalysis Science & Technology 2017, 7 (9), 1857–1867

2.1

Introduction
Bimetallic materials have received significant attention as photovoltaics,[111, 359]

semiconductors,[465, 480] and catalysts[294, 313, 454, 9, 344, 7, 57] because the variation
in metal composition can be used as a means to control the electron density, stability, and
bi-functionality of the bimetallic materials compared to monometallic materials.[9] Research has further targeted the modeling of bimetallic materials through the incorporation
of the 3rd atom (e.g., borides,[57, 14] carbides,[182, 323] nitrides,[56, 412] oxides,[116]
sulfides,[52, 423, 333] and phosphides[344, 14, 56]) to additionally enhance and control the properties of the resulting materials. Bimetallic phosphides, in particular, can
be modeled with a wide variety of metals and compositions of the solid solutions to provide a series of well-defined materials with interesting properties (e.g., FeMoP,[325, 327]
FeNiP,[284, 75, 128] CoNiP,[53] NiMoP,[416, 220, 366] and RuMoP[366]). This synthetic
versatility can lead to greater control over the surface properties of these materials (e.g.,
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acidity,[327, 2, 416, 211] redox,[134, 35] and coordination geometry[284, 75, 128]) to
serve as solid catalysts.[] Herein, we have investigated the catalytic properties of FeMoP
catalysts as a function of their bulk metal compositions (i.e., Fe and Mo). Previous reports have targeted the variation in this synthetic parameter (e.g., NiX Mo2−X P,[220, 2]
CoX Mo2−X P,[53] and FeX Ni2−X P[128]) and showed the reaction rates and selectivities
were substantially affected by composition with optimum values of X ranging from 0.66
to 1.97.[220, 2, 53, 128] These values, however, were greatly dependent on the type of
metal species combined to form the bimetallic phosphides, which motivates the need to
investigate how composition directs the performance of FeX Mo2−X P catalysts.
In this study, we modeled a series of unsupported, iso-structural FeX Mo2−X P hydrodeoxygenation catalysts (Fig. 2.1 (a)) with X values chosen specifically to minimize
any potential effects caused by changes in the bulk structures (Fig. 2.1 (b)). The effects of
composition on the catalytic properties of these FeX Mo2−X P catalysts were probed using
phenol HDO as a model reaction to quantify catalytic performance via binding energies
and activation energy barriers. Additionally, although there are numerous computational
studies on HDO on a wide range of metallic and bimetallic catalysts,[117, 18, 275, 274,
154, 271, 74, 330, 126, 455] it is not immediately evident in what respects the FeX Mo2−X P
catalysts are similar or different from non-phosphide catalytic systems due to the lack of
computational work on bimetallic phosphide catalysts. Therefore, density functional theory (DFT) calculations were performed to gain mechanistic insights into the activity of
these FeX Mo2−X P catalysts, and to understand how phenol interacts with the various catalytic surfaces in these catalysts during the phenol HDO.
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Figure 2.1: Illustration of (a) hydrodeoxygenation (HDO) of phenol on (b) the catalytic
surface of FeX Mo2−X P with variable bulk metal composition (0.88 6 X 6 1.55).

2.2

Computational methodology
The plane wave periodic density functional theory (DFT)[289, 27] calculations within

the supercell were performed using Vienna ab initio simulation package (VASP).[197, 196,
199, 200] The exchange-correlation energy was calculated within the generalized gradient approximation (GGA) using Perdew-Wang 91(PW91) functional.[297, 299, 296] The
core electrons are described with the projector augmented waves (PAW) method,[36] to
solve the Kohn-Sham equations.[201, 377] The energy cut-off was taken as 450 eV to ensure high precision. Total energies were calculated using a first-order Methfessel–Paxton
smearing[259] function with a width of 0.1 eV. Optimizations were carried out until the
net forces acting on atoms were smaller than 0.03 eV/Å. Spin-polarization was included
in all calculations with Γ-point sampling of Brillouin zone.[129] To see the effect of Kpoint sampling, calculations were performed with a grid of 2 X 2 X 1. The activation
energy barriers for C-O bond cleavage obtained for Γ-point and 2 X 2 X 1 grids were virtu18

ally identical with differences 6 0.001 eV. Crystal structures of two FeX Mo2−X P catalysts
(i.e., Fe1 Mo1 P with X=1; Fe1.5 Mo0.5 P with X=1.5) were optimized with 2 X 4 X 2 supercell (Fig. 2.2 (b)) based on cell parameters determined via XRD patterns of these catalysts
(Fig. D.7). Optimized unit cell parameters in these catalysts showed a deviation of 6
1 % in comparison with those experimentally determined (Table D.1) except for the cell
parameter of b for Fe1.5 Mo0.5 P exhibited a deviation of ∼ 2%. Throughout the optimization, the crystal plane of (112) was considered because (112) was observed as the most
dominant facet in the XRD patterns of these materials (Fig. D.7). The (112) facet had
the lowest surface energy for both compositions based on DFT calculations (Table D.2).
The surface on the (112) plane was modeled with a slab containing six atomic layers and
with a supercell size P (2 X 2) (Fig. 2.2 (c)). Throughout the calculations, the bottom two
layers of the slabs were fixed to represent the corresponding crystal structure, whereas all
other atoms in the systems were relaxed in all degrees of freedom. A vacuum height of 15
Å was employed over the slabs and the reactive species were optimized on only one side
of the slab. The number of phosphorus atoms was maintained constant (48 atoms) for all
the calculations, whereas the number of Fe and Mo atoms was governed by the stoichiometry. The adsorption energies (denoted as E ADS ) were calculated according to Eqn. (2.1),
wherein E ADSORBAT ES+SU RF ACE is defined as the total energy of species adsorbed on the
surface; E SU RF ACE is defined the total energy of surface; and E ADSORBAT ES is defined
as the energy of the adsorbed species on the surface in the gas phase.

EAD = EADSORBAT E+SU RF ACE − ESU RF ACE − EADSORBAT E
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(2.1)

Figure 2.2: Optimized orthorhombic crystal structure of Fe1 Mo1 P: (a) unit cell, (b) 2 X 4
X 2 supercell, and (c) surface on (112) plane (orange for Fe; blue for Mo; green for P).
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Phenol, benzonitrile, and a series of alkanes (ethane to heptane) were considered as
adsorbates to understand their relative coverage on the surface. Transition states for elementary steps in the minimum energy pathways (MEP) were identified using the nudged
elastic band (NEB) method,[152, 150, 173] and these were further refined with the climbing image nudged elastic band (CINEB) method.[151] Transition states were confirmed
by examining vibrational frequencies (presence of only one imaginary frequency). The
activation energy barrier (denoted as EACT IV AT ION ) with respect to each transition energy
state (E T RAN SIT ION ) were calculated by Eqn. (2.2), where E REACT AN T denotes the total
energy of reactant.

EACT IV AT ION = ET RAN SIT ION − EREACT AN T

(2.2)

Since our goal was to compare the mechanistic pathways (rather than the absolute rates)
on the surface of the catalysts with two different compositions, we have only considered
electronic energies, and the thermal and coverage effects were not included.

2.3 Results and discussion
2.3.1 Surface properties of FeX Mo2−X P catalysts
In transition metal phosphides, the electronegative P atoms attract the electrons of the
metals (denoted as M) to distribute surface charges of the phosphide materials to produce surface Mδ+ species and Pδ− species (δ indicates a partial charge), where surface
Mδ+ species can behave as Lewis acid sites. Of note, the inclusion of two different surface metal species in bimetallic phosphide materials can provide additional charge transfer
among these metals due to the difference in their electronegativities, which was hypothe21

sized based on computational studies of bimetallic alloys (Allred-Rochow electronegativity
values of 1.64 for Fe and 1.30 for Mo). Additionally, other reported studies on phosphide
materials demonstrated the charge transfer between metals can be significantly directed by
their relative composition. Therefore, it was hypothesized that a change in the composition
of surface metal species on FeX Mo2−X P catalysts could alter the amount of Lewis acid
sites via multiple, different contributions of charge transfer among surface metal species.
However, using XPS analysis to determine shifts in electron densities between two surface
metal species in transition metal phosphides based on their binding energies is inconclusive due to the screening effect induced by the shared valence electrons in these materials.
Thus, despite observing the shift in binding energies for all surface species in the XP spectra of the FeX Mo2−X P catalysts (Fig. D.6), the binding energy values only differ by < 0.2
eV and therefore cannot be used as a quantitative technique to compare the values.
We, therefore, performed Bader charge analysis to gain further insights into the charge
distribution between metal species and P species on the (112) facet for Fe1 Mo1 P and
Fe1.5 Mo0.5 P, both of which were chosen based on values of X observed in FeX Mo2−X P
materials via ICP-OES experiments (i.e., 0.99 and 1.55, respectively). The crystal plane of
(112) was also selected because (112) was the most dominant plane observed in FeX Mo2−X P
catalysts, as evidenced by their XRD patterns (Fig. D.7). Bader charge analysis provided
evidence that electron transfer from metallic to phosphorus species was directed by the
composition of metals, as evidenced by the values of partial atomic charges on both catalysts (i.e., +0.81 |e| for Fe, Mo, and -0.81 |e| for P in Fe1 Mo1 P; +0.63 |e| for Fe, Mo, and
-0.63 |e| for P in Fe1.5 Mo0.5 P, where |e| denotes the charge on an electron). The charge
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separation was more pronounced on the Fe1 Mo1 P surface than the Fe-rich Fe1.5 Mo0.5 P
surface, which indicated that Fe1 Mo1 P could possess a greater Lewis acid feature than
Fe1.5 Mo0.5 P. In addition, partial charges on Mo were consistently larger than those of Fe in
both catalysts (i.e., +0.07 |e| for Fe and +0.74 |e| for Mo in Fe1 Mo1 P; +0.11 |e| for Fe and
+0.52 |e| for Mo in Fe1.5 Mo0.5 P). Thus, while ignoring steric effects, Mo appeared to be a
stronger Lewis acid site than Fe, which again was in line with the smaller Allred-Rochow
electronegativity of Mo than Fe.

Figure 2.3: Unit cell parameter, a (Å), obtained through the variation in the amount of Fe
(X) in FeX Mo2−X P.
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2.3.2

Mechanistic investigation of phenol HDO on FeX Mo2−X P catalysts

The computational studies have performed to investigate three different plausible reaction mechanisms of the phenol HDO on (112) facets for both Fe1 Mo1 P and Fe1.5 Mo0.5 P
catalysts. The purpose of these DFT calculations is to better understand the mechanistic
role of surface Lewis acidity in these catalysts in directing TOFs for CAROM AT IC –O bond
cleavage. These mechanisms were chosen based on previous experimental and computational studies, all of which detailed the mechanistic aspects of catalytic HDO of lignin
model compounds on monometallic (e.g., Fe, Pd, Pt, Ru, and Rh) and bimetallic alloy surfaces (e.g., Ni-Fe, Co-Mo, and Pd-Fe). HDO1 is identified as the most feasible mechanism
because this mechanism provides the lowest activation energies for both Fe1 Mo1 P and
Fe1.5 Mo0.5 P in rate-determining steps among all different mechanisms investigated in this
study (Table D.3). Thus, the HDO1 is mainly discussed in this section (HDO1), whereas
the other two HDO mechanisms are specified in the Supplementary Information (HDO2
and HDO3, see Fig. D.2 - D.5).
The specific HDO1 reaction pathways are illustrated in Scheme 2.1 on the catalytic
surface of Fe1 Mo1 P (Fig.

2.4) and Fe1.5 Mo0.5 P (Fig.

D.1). The HDO1 involves the

production of intermediate phenyl species (C6 H5 ), which is reduced to generate benzene
(C6 H6 ) via addition of surface H species, while producing H2 O species as a by-product.
Initially, phenol (C6 H5 OH) is only adsorbed on surface Lewis acid sites (i.e., Fe-Mo interface) to form C6 H5 OH* (Eqn. (i) and Table C.4). In addition to n-decane (reaction
solvent) incapable of deprotonating phenol due to its high pKa dissolved in n-decane (i.e.,
> 18), it is also unlikely to deprotonate C6 H5 OH* to evolve phenoxide (C6 H5 O*) and H*.
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C6H5OH(g) + *←→ C6H5OH*

(i)

H2(g) + 2 *←→ 2 H*

(ii)

C6H5OH* + H*←→ C6H*5 + H2O*

(iii)

C6H*5 + H*←→ [ring rotation]C6H*6 + *

(iv)

H2O*←→ H2O(g) + *

(v)

C6H*6←→ C6H6(g) + *

(vi)

Scheme 2.1: Elementary steps involved in HDO1 reaction pathway.

This is evidenced by DFT calculations associated with ‘C6 H5 OH*+*←→ C6 H5 O* + H*’
on (112) facets for FeX Mo2−X P materials (Fig. A.8 and A.9), where the forward direction requires far greater activation energies (∼ 0.54 eV) than the reverse direction (∼ 0.06
eV). Instead, as shown in Fig. 2.4 (a) and D.1 (a), the O atom of C6 H5 OH is adsorbed
on surface sites with the average distances between phenol and the surfaces as 2.3 Åand
2.1 Åfor Fe1 Mo1 P and Fe1.5 Mo0.5 P, respectively. This adsorption step also provides adsorption energies of C6 H5 OH* as -1.37 eV and -1.63 eV for Fe1 Mo1 P and Fe1.5 Mo0.5 P,
respectively, all of which are in a similar range as previous works investigating C6 H5 OH
adsorption on catalytic Rh, Fe, Pd, and Pd-Fe facets. Upon C6 H5 OH adsorption, there is
significant elongation of the CAROM AT IC –O bond of C6 H5 OH* to 1.60 Åand 1.54 Åfor
Fe1 Mo1 P and Fe1.5 Mo0.5 P compared to the CAROM AT IC –O bond of gas-phase C6 H5 OH
with optimized geometry (i.e., 1.43 Å). Notably, this elongation is more pronounced on
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Fe1 Mo1 P than on Fe1.5 Mo0.5 P due mainly to the greater Lewis acid character found on
Fe1 Mo1 P. The Fe1 Mo1 P can therefore turnover C6 H5 OH more rapidly than Fe1.5 Mo0.5 P
because the CAROM AT IC –O in C6 H5 OH is weakened and CAROM AT IC –O bond cleavage is
facilitated in the presence of H2 .
The C6 H5 OH* can then undergo transformation to benzene via the possible reaction
mechanism discussed below. Of note, this section specifies adsorption and activation energies obtained during each elementary step via minimum energy pathways (MEPs), while
primarily focusing on elementary steps only involving C6 H5 OH and its derivatives. Following the generation of C6 H5 OH* and H* species (Fig.

2.4 (a)-(b) and D.1 (a)-(b);

Eqn. (i)-(ii)), the C6 H5 OH* is then subsequently dissociated to produce surface phenyl
(C6 H5 *) and hydroxyl species (OH*), during which the OH* is reacted with H* to generate H2 O adsorbed on surfaces (H2 O*, Fig.

2.4 (c)-(d) and D.1 (c)-(d); Eqn. (iii)).

The activation energy barriers required for this step are 0.39 eV for Fe1 Mo1 P and 0.77
eV for Fe1.5 Mo0.5 P. This demonstrates CAROM AT IC –O bond scission is more favorable on
Fe1 Mo1 P than Fe1.5 Mo0.5 P, which can result mainly from greater partial charge on metallic species for the Fe1 Mo1 P surface (i.e., +0.81 |e|) compared to the Fe1.5 Mo0.5 P surface
(i.e., +0.63 |e|). This again can be linked to enhanced surface Lewis acid character on the
Fe1 Mo1 P surface compared to the Fe1.5 Mo0.5 P surface. Subsequently, in the presence of
H*, rotation of C6 H5 * takes place (Fig. 2.4 (e) and D.1 (e)), exhibiting activation energy
barriers of 0.11 eV and 0.21 eV for Fe1 Mo1 P and Fe1.5 Mo0.5 P, respectively. The activated
C atom in C6 H5 * then faces towards the H*, which leads to the production of C6 H5 -H*
species via C-H bond formation with the activation energy barriers of 0.26 eV for Fe1 Mo1 P
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Figure 2.4: Optimized structures of phenol (C6 H5 OH), benzene (C6 H6 ), and reaction
intermediates on the (112) facet for Fe1 Mo1 P during HDO1: (a) C6 H5 OH*, (b) C6 H5 OH*
and H*, (c) C6 H5 -OH2 *(TS), (d) H*, C6 H5 * and OH2*, (e) H*, rotated C6 H5 *, and
H2O*, (f) C6 H5 -H* and H2 O*, and (g) C6 H6 * and H2 O* (orange for Fe; blue for Mo;
green for P; grey for C; silver for H; red for O). (h) Reaction energetics on the (112) facet
for Fe1 Mo1 P (magenta) and Fe1.5 Mo0.5 P (green) during HDO1.
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and 0.51 eV for Fe1.5 Mo0.5 P (Fig. 2.4 (f) and D.1 (f); Eqn. (iv)). This leads to the formation of C6 H6 * (Fig.

2.4 (g) and D.1 (g) with adsorption energies of -1.68 eV for

Fe1 Mo1 P and -2.18 eV for Fe1.5 Mo0.5 P) followed by desorption of C6 H6 from the surfaces
with desorption energy of 1.53 eV for Fe1 Mo1 P and 1.78 eV for Fe1.5 Mo0.5 P (Eqn. (vi)).
The formation of H2 O from H* and OH* species also requires activation energy barriers
of 0.26 eV and 0.51 eV for Fe1 Mo1 P and Fe1.5 Mo0.5 P, respectively. It is evident that the
C–O bond cleavage shows the greatest energy barriers among the three major elementary
steps, thus assigning it as a rate-determining step in HDO1. In addition to HDO2 and
HDO3 specified in the Supplementary Information, this mechanistic study demonstrates
that Fe1 Mo1 P with a greater Lewis acid character can enhance TOFs compared to Fe-rich
Fe1.5 Mo0.5 P. This is due mainly to lower activation energies for the rate-determining steps
for the transformation of phenol to benzene on Fe1 Mo1 P.

2.3.3

Conclusions

Herein, we have modeled a series of iso-structural FeX Mo2−X P catalysts with 0.88 6
X 6 1.55 and provided a detailed investigation of their surface properties via first principle
computational techniques. The bulk composition of the FeX Mo2−X P catalysts is capable
of affecting the charge transfer phenomena among surface species, as evidenced by Bader
charge calculations on catalytic surface in these catalysts. The computational results suggested the highest charge transfer between the metals and phosphorus species occurs at X
values of 0.99–1.14 and thus provides the greatest Lewis acid character, as evidenced by
Bader charge analysis. From phenol HDO experiments, it was apparent that Fe0.99 Mo1.01 P
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and Fe1.14 Mo0.86 P could promote the TOFs for phenol consumption as well as provided
higher benzene selectivity. DFT calculations provide evidence that these two catalysts can
achieve desired coordination of the phenol on the catalytic surface, which is favorable to
enhance the phenol HDO over the ring hydrogenation. DFT calculations provided further
evidence for the mechanistic role of surface Lewis acid sites, which results in a lengthened
C-O bond of adsorbed phenol on more Lewis acidic surfaces. This C-O bond elongation
results in the subsequent C-O bond cleavage of phenol in the presence of H2 , reduces the
activation energy, and ultimately promotes TOF values. This study provides more evidence that Lewis acid sites of the FeX Mo2−X P catalysts can promote C-O bond cleavage
reactions. The synthetic and analytic methodologies showcased in this study provide many
benefits associated with the continued study of bimetallic phosphide catalysts for a variety
of other metal combinations such as CoX Mo2−X P, NiX Mo2−X P, or RuX Mo2−X P.

29

CHAPTER 3
EFFECT OF METAL COMBINATION IN BIMETALLIC PHOSPHIDE CATALYSTS
FOR PHENOL HYDRODEOXYGENATION

This chapter is adapted from the computational aspects of previously published article:
Varsha Jain, Yolanda Bonita, Alicia Brown, Anna Taconi, Jason C. Hicks, and Neeraj
Rai, Mechanistic Insights into Hydrodeoxygenation of Phenol on Bimetallic Phosphide
Catalysts., Catalysis Science & Technology 2018, 8 (16), 4083–4096

3.1

Introduction
Due to increasing demand for energy resources, new technologies are desired for the

conversion of biomass, which is a renewable carbon source, to valuable chemicals and fuels. [311, 105, 406, 459, 48, 205, 260] Bio-oil is a by-product of biomass during pyrolysis
process which contains around 20-50 wt% oxygen in the form of heterocyclic rings, aromatic alcohols, hydroxycarbonyl compounds, carboxylic acids, anhydrosugars, and larger
fragments of lignocellulosic polymers.[413, 97, 162, 303] These oxygen-containing compounds cause chemical instability, poor volatility, high viscosity, corrosiveness, and low
heating value of bio-oil. [228, 255] The production of bio-oil from biomass can be relatively cheap and efficient, but the presence of oxygen poses a significant challenge that
must be overcome before utilization of bio-oil as a transportation fuel. [162, 20, 165] The
process of removing oxygen in the form of water broadly termed by hydrodeoxygenation
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(HDO) and phenol is often adopted as the simplest bio-oil product to investigate HDO
reaction mechanisms.[17, 274, 253, 450, 126, 230, 153, 271, 339]
HDO of phenolic compounds is believed to occur via two routes.[126, 271, 153] The
first route is the direct deoxygenation (DDO) pathway where in the presence of H2 , direct
cleavage or hydrogenolysis of the C–O bond occurs while the aromatic ring is preserved.
The second route involves ring hydrogenation (RH) in the presence of H2 , followed by
hydrogenolysis (RH-DO) or dehydration (RH-DEHYD). In the case of phenol HDO, the
DDO pathway produces benzene, while the RH-DO or RH-DEHYD pathway produces
ring hydrogenated products such as cyclohexanol, cyclohexene, and cyclohexane.[126,
271, 153, 477, 374] For these two HDO routes, two kinds of active sites are required,
namely one site that could split H2 , and the other that could adsorb the phenolics. During
these HDO reactions, the adsorption of phenyl ring on the catalytic surface due to the π
electron cloud would probably lead to the hydrogenated phenyl ring whereas the adsorption
through phenolic hydroxyl group would yield benzene. As DDO reaction requires cleavage
of strong C-O bonds directly, it is sometimes strategic to weaken the C-O bond first via ring
hydrogenation and then proceed hydrogenolysis or dehydration reaction for C-O σ bond
cleavage.[117, 471] However, RH-DO or RH-DEHYD route requires more H2 in comparison to the DDO route and is thus less economical. To examine reaction mechanisms on specific catalytic surface, in the past, many studies have been done on HDO of bio fuel model
compounds by using supported or unsupported catalysts such as sulfided metals (i.e. Mo,
Ni, Co),[390, 226] zeolites,[466, 355] noble metal catalysts,[367, 121, 388, 330, 89, 155]
and metal carbides,[210, 95, 45] nitrides,[45] phosphides,[220, 45, 429, 433, 474, 61, 50,
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47, 147, 262, 327, 325, 326, 39] borides,[421, 420] and oxides[362, 45]. This work is
focused on HDO using metal phosphides due to their high activity and selectivity towards
C-O scission in HDO reactions.[341]
Monometallic phosphide catalysts using metals such as Co, Ni, Mo, Fe, Ru, and W
have received great attention due to their deoxygenation ability.[220, 45, 429, 433, 474, 61,
50, 47, 147, 262, 456] However, the catalytic properties can be altered further by the incorporation of a second metal to form bimetallic phosphides. For example, guaiacol HDO
with monometallic MoP and Fe2 P resulted in 43 and 63 % selectivity, respectively, towards
the direct deoxygenation products.[327] However, when a solid solution of FeMoP was
tested for the same reaction, the selectivity increases to 78 %. Higher direct deoxygenation selectivity of 90 % was later reported for FeMoP for phenol HDO.[327, 325, 326, 39]
An increase in direct deoxygenation selectivity was also observed when Mo was incorporated into Ni phosphide for anisole HDO. [220] It was evident that metal incorporation to
form bimetallic phosphides could alter the catalytic properties of the material due to the
change in surface electronic structure, electron density, and bi-functional character of these
materials.[220, 202, 69, 274, 331, 384, 455]
In our previous work, we have shown that the product selectivity of phenol HDO can
be controlled by changing the composition in FeX Mo2−X P.[326] The electronic structure
analysis showed that the direct deoxygenation selectivity was highly dependent on the interaction between the metal in bimetallic phosphide and the oxygen atom in phenol. A
recent experimental study on a series of bimetallic phosphides MMoP (M = Fe, Co, Ni)
showed a significantly different catalytic activity towards ring hydrogenation and direct
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deoxygenation products.[326, 39] Although experimental techniques alluded to Mo oxidation state as a key descriptor, a molecular level understanding is necessary to develop
periodic trends in the catalytic activity of these Mo-based bimetallic phosphides. In this
work, we focus on FeMoP, RuMoP, and NiMoP bimetallic phosphides as these were previously reported to show distinct product selectivity for phenol HDO.[39] We use DFT to
develop a mechanistic understanding of HDO of phenol on these catalysts.

3.2 Methods
3.2.1 Computational approach
We performed plane wave periodic density functional theory [289, 27] calculations
using Vienna ab initio simulation package (VASP.5.4.1).[197, 196, 199, 200] We have
used the optB88-vdW functional[191, 190] to better describe nonlocal van der Waals interactions. The core electrons are described with the projector augmented wave (PAW)
method[36] to solve the Kohn-Sham equations.[201, 377] The energy cut-off was taken
as 450 eV to ensure high precision. Total energies were calculated using a first-order
Methfessel−Paxton smearing function with a width of 0.1 eV,[259] and the total energy
was extrapolated to 0 K. Optimizations were carried out until the net forces acting on
atoms were smaller than 0.03 eV Å−1 , using a total energy convergence of 1 x 10−5 eV.
Spin polarization had an appreciable effect on the overall energies; for example, the total
energies are different by 0.005 eV for adsorbed phenol on FeMoP, RuMoP, and NiMoP
surface. The calculations were, therefore, carried out with spin polarization. For the integration of the Brillouin zone (BZ), we have used Γ-point sampling as the supercells are
sufficiently large (see able D.1).[129] To see the effect of k-point sampling, calculations
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were performed with a grid of 2 X 2 X 1 and 4 X 4 X 1. The activation energy barriers for
C–O bond cleavage obtained for Γ-point, 2 X 2 X 1, and 4 X 4 X 1 grids were virtually
identical with differences ≤ ∼ 0.003 eV (see Table D.2). Due to the minor differences in
the energy, we performed all calculations with only Γ-point sampling to reduce the computational cost. The partial charges on various species were determined using Bader charge
analysis.[389, 346, 149, 453] We checked the convergence of Bader charges with respect to
the FFT grid density and found that doubling the number of grid points had only marginal
effect (partial atomic charges changed by less than 0.03 e). (see Table D.3).
The unit cell of bulk FeMoP, NiMoP, and RuMoP was built based on experimental work
(Fig. D.1), which was then optimized under three-dimensional periodic boundary conditions to further refine the structure using DFT.[326, 39] The optimized unit cell parameters
differed ≤ 2 % when compared to the experimentally determined cell parameters (Table
C.4). Using these optimized cell parameters, the model phosphide surface was constructed
by implementing the standard slab approach, in which a slab of finite thickness was cut out
of the FeMoP, RuMoP and NiMoP crystal at the (112) plane to expose an atomic layer that
has all three types of atoms for each catalytic surface. Recently published article by Bonita
et al. and X-ray diffraction (XRD) pattern in Fig. D.1 prove that for FeMoP and RuMoP
catalyst, (112) plane is the most dominant plane, and for NiMoP catalyst (111) plane is the
dominant facet.[39] Thus, we have also performed the same HDO reaction mechanisms on
(111) NiMoP plane which is shown in additional supplementary information (SI).
The unit cell of FeMoP and RuMoP has an orthorhombic crystallographic structure,
whereas NiMoP has a hexagonal crystallographic structure. The slabs used for simulations
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consist of three, three, and four layers in FeMoP, RuMoP, and NiMoP, respectively, with a
supercell size P (2 X 2) with a 15 Å thick vacuum layer in the z-direction (perpendicular
to the surface) to minimize interactions between neighboring image slabs. However, to
see the effect of simulation cell size on the adsorption energies, we performed simulations
on P (4 X 4) cell size of each system and found that adsorption energies change by ≤ ∼
0.007 eV (see Table C.5). The number of layers are different to keep the total number of
atoms same, as well as to maintain 1:1:1 (M = Fe, Ru, Ni:Mo:P) composition of all kinds
of atoms in a system. Throughout the calculations, the one, one, and two bottom-most
layers of the slabs were fixed to represent the corresponding crystal structure for FeMoP,
RuMoP, and NiMoP, respectively, whereas all other atoms in the systems were relaxed.
The number of slab layers were tested by increasing the substrate to four, four, and five
layers (bottom two, two, and three fixed for FeMoP, RuMoP, and NiMoP, respectively)
for FeMoP, RuMoP, and NiMoP, respectively, to perform hydrodeoxygenation of phenolic
compounds and was found the change in adsorption energy by only ∼ 0.003 eV. Phenol
was chosen as a model surrogate molecule from phenolic compounds.
The adsorption energies (denoted as EAD ) were calculated according to Eqn. (1),
wherein EADSORBAT E+SU RF ACE is defined as the total energy of species adsorbed on the
surface; ESU RF ACE is defined the total energy of surface; and EADSORBAT E is defined as
the energy of the adsorbed species on the surface in the gas phase.

EAD = EADSORBAT E+SU RF ACE − ESU RF ACE − EADSORBAT E

35

(3.1)

Transition states for the elementary steps in the chemical transformation were identified using the nudged elastic band (NEB) method[152, 150, 173], and these were further
refined with the climbing image nudged elastic band (CINEB) method.[151] Transition
states were confirmed by examining vibrational frequencies (presence of only one imaginary frequency). The activation energy barrier (denoted as EA ) with respect to each transition energy state (ET S ) was calculated by Eqn. (2), where ER denotes the total energy of
reactant.

EA = ET S − ER

(3.2)

Since our goal is to compare the mechanistic pathways (rather than the absolute rates)
on the surface of the catalysts with different metal compositions, we only considered electronic energies and the thermal and coverage effects were not included.

3.3

Results and discussion
Bimetallic phosphide catalysts exhibit a wide range of surface chemistry, thus, can pro-

mote different reaction pathways for transforming phenol to the deoxygenated molecules.
To understand the trends in catalytic activity, this work determines the effect of changing the second metal (Fe, Ru, Ni), apart from Mo, in bimetallic phosphide catalyst to
understand HDO reaction pathways which are shown in Fig. 3.1. The purpose of DFT
calculations is to better understand the mechanistic role of surface Lewis acidity in these
catalysts in directing turnover frequencies (TOFs) for C–O bond cleavage of phenol.
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Figure 3.1: Different hydrodeoxygenation (HDO) reaction mechanisms for phenol
(C6 H5 OH) on bimetallic phosphide catalysts (M = Fe, Ru, Ni).

3.3.1

Charge distribution in the catalyst using Bader analysis and XANES

The addition of nonmetals such as phosphorus in a bimetallic system can lead to a
significant redistribution of electronic charge density due to differences in the electronegativity of transition metal and non-metal elements. The charge transfer leads to electron
rich and electron deficient sites on the catalytic surface. The electron deficient sites can
potentially act as Lewis acid sites and tend to correlate with the number of Lewis acid sites
available on catalytic surfaces. We found average total positive partial charge on FeMoP
and RuMoP catalytic surface is +0.81 |e| and +0.78 |e|, respectively, whereas it is +0.64 |e|
for NiMoP catalytic surface (see Table 3.1). The total positive charge is localized primarily on Mo sites whereas the P sites are electron rich. The comparison between the partial
atomic charges on the elements in the bulk and on the surface suggests that atoms on the
surface experience greater charge transfer (see Table 3.1).
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Table 3.1: Average partial atomic charge (q, |e|) of each type of surface atom on (112)
facet and in the bulk of FeMoP, RuMoP, and NiMoP catalysts
system

atom

qsurface

qbulk

FeMoP

Fe

+0.07

+0.09

Mo

+0.74

+0.65

P

– 0.81

– 0.74

Ru

– 0.23

– 0.24

Mo

+0.78

+0.61

P

– 0.55

– 0.37

Ni

+0.01

– 0.05

Mo

+0.63

+0.65

P

– 0.64

– 0.60

RuMoP

NiMoP
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Table 3.2: Adsorption energies (EAD , eV) of phenol(C6 H5 OH), benzene (C6 H6 ),
cyclohexanol (C6 H11 OH), cyclohexene (C6 H10 ), and cyclohexane (C6 H12 ) on (112) facet
of FeMoP, RuMoP, and NiMoP catalyst for different DFT functionals
molecule

FeMoP

RuMoP

NiMoP

optB88-vdW

PW91

optB88-vdW

PW91

optB88-vdW

PW91

phenol

-1.39

-1.37

-1.29

-1.21

-1.21

-1.1

benzene

-1.73

-1.68

-1.53

-1.42

-1.27

-1.18

cyclohexanol

-1.05

-1.04

-1.13

-1.12

-1.17

-1.15

cyclohexene

-0.97

-0.95

-0.95

-0.94

-0.98

-0.98

cyclohexane

-0.92

-0.92

-0.96

-0.95

-0.97

-0.97

Additionally, the XANES results provided insight into the relative oxidation of the
metals and according to that, all of the metals were found to be positively charged as a result
of charge transfer with the anionic P atom.[39] The experimental measurement agreed with
the Bader charge calculation except for the Ru atom. The Bader charge analysis showed
that the Ru was negatively charged with -0.23 |e|, while the XANES result showed that
Ru was positively charged. The result was interesting since the calculation suggested Ru
as an electron acceptor, while the experimental measurement suggested otherwise. It is
important to note that both measurement methods were relative measurements based on a
reference. The charge transfer in bimetallic phosphides have been shown to correlate well
with electronegativity.[134] For example, Allred-Rochow electronegativity scale suggested
the Ru is more electronegative compared to Mo, which would result in some electron
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donation to Ru causing Ru to be more negative. However, in Pauling electronegativity
scale, Ru and Mo had almost equal electronegativity value. In this case, they both donated
electrons to P almost equally causing both metals to be partially positive. In any case, Mo
has a stronger influence towards the reaction pathway determination.

3.3.2

Binding of selected species on the surface

Figure 3.2: Adsorption of phenol (C6 H5 OH) on (112) facet of (a) FeMoP (b) RuMoP, and
(c) NiMoP catalyst. The orange, purple, pink, blue, and green colors represent Fe, Ru, Ni,
Mo, and P atoms, respectively.

The first step for the HDO reaction is the adsorption of phenol on (112) facet of FeMoP,
RuMoP, and NiMoP catalysts. In order to find the most stable configuration (preferred
binding mode) of phenol on the catalytic surface, we explored different molecule-surface
bonding via the oxygen-lone pair and carbonic ring with Lewis acid sites and metal sites
of the catalytic surface. We looked at both the horizontal and vertical orientation of phenol
molecule with respect to the surface plane. We found that the adsorption energy is significantly higher for the horizontal orientation compared to the vertical orientation. In the
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horizontal configuration, apart from strong bonding of the phenolic oxygen with the surface, large interaction with the carbon-carbon π bonds and the surface metal sites occurs
while only the oxygen atom interacts and creates a bond with the metal during phenol’s
vertical adsorption. In the optimized configuration, phenol is adsorbed in such a way that
phenyl ring is tilted towards the surface with the oxygen pointing towards the surface for
FeMoP and RuMoP catalyst whereas NiMoP catalyst surface shows that instead of adsorption due to the oxygen atom of phenol; adsorption through phenyl ring is preferred. The
optimized stable configurations on (112) plane of FeMoP, RuMoP, and NiMoP catalyst, is
provided in Fig. 3.2. These optimized structures are used as the initial structures for the
HDO mechanisms studies. Furthermore, Fig. S2 illustrates adsorption of phenol on (111)
facet of NiMoP, which is the most favorable surface for NiMoP, as mentioned earlier. Also,
Fig. 3.2 and Fig. S2 demonstrate the most stable configuration of phenol that corresponds
to the oxygen located atop on a Mo atom for all three kinds of catalytic systems. On (112)
facet, phenol adsorption energies are -1.39, -1.29, and -1.21 eV for FeMoP, RuMoP, and
NiMoP surface, respectively (see Table 3.2) by using optB88-vdW functional, all of these
are in a similar range as with previous works investigating phenol adsorption on catalytic
Pt,[214] Pd,[214, 153] Rh,[126] Fe,[153] and Pd-Fe facets.[384] Additionally, Table S6
shows the comparison between adsorption energies of phenol on (112) and (111) facet of
NiMoP catalyst.
The adsorption energies are rationalized by calculating the distance of each atom of
phenol from the surface. Table 3.3 reports that the oxygen to surface distance is 1.78,
1.81, and 2.98 Å whereas the phenolic hydrogen to surface distance is 1.61, 1.67, and 3.88
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Table 3.3: Perpendicular distance (d, Å) of atoms and center of mass (COM) of phenol
(C6 H5 OH), benzene (C6 H6 ), cyclohexanol (C6 H11 OH), cyclohexene (C6 H10 ), and
cyclohexane (C6 H12 ) from the surface after adsorption on (112) facet of FeMoP, RuMoP,
and NiMoP catalyst by using optB88-vdW functionala
system

atom

C6 H5 OH

C 6 H6

C6 H11 OH

C6 H10

C6 H12

FeMoP

C1

2.13

2.27

2.13

2.22

2.23

C2

2.35

2.37

2.35

2.38

2.38

C3

2.70

2.55

2.67

2.67

2.67

C4

2.84

2.62

2.83

2.73

2.75

C5

2.61

2.52

2.62

2.57

2.58

C6

2.27

2.34

2.27

2.27

2.29

O

1.78

–

1.83

–

–

H

1.61

–

1.65

–

–

COM

2.48

2.44

2.48

2.51

2.50

C1

2.27

2.21

2.28

2.33

2.33

C2

2.39

2.37

2.37

2.60

2.59

C3

2.97

2.81

2.75

2.78

2.76

C4

3.40

2.97

3.12

2.64

2.66

C5

3.27

2.23

2.01

2.44

2.46

C6

2.38

1.93

2.13

2.18

2.21

O

1.81

–

1.77

–

–

H

1.67

–

1.65

–

–

RuMoP

NiMoP

a

COM

2.83

2.59

2.70

2.50

2.48

C1

2.84

2.24

2.75

2.12

2.10

C2

2.80

2.34

2.78

2.35

2.35

C3

2.48

2.66

2.47

2.56

2.56

C4

2.45

2.86

2.45

2.56

2.57

C5

2.53

2.58

2.43

2.41

2.43

C6

2.58

2.34

2.33

2.17

2.17

O

2.98

–

2.78

–

–

H

3.88

–

3.73

–

–

COM

2.25

2.23

2.18

2.31

2.33

atom to atom distances between atoms of adsorbed phenol molecule and nearby surface atoms are given in
Table S7.
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Figure 3.3: Adsorption of (i) benzene (C6 H6 ) (ii) cyclohexanol (C6 H11 OH), (iii)
cyclohexene (C6 H10 ), and (iv) cyclohexane (C6 H12 ) on (112) facet of (a) FeMoP, (b)
RuMoP, and (c) NiMoP catalyst. The orange, purple, pink, blue, and green colors
represent Fe, Ru, Ni, Mo, and P atoms, respectively.
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Å for FeMoP, RuMoP, and NiMoP system, respectively. The smaller distance between
oxygen/hydrogen and surface suggests that adsorption of phenol through oxygen atom is
preferable for the FeMoP and RuMoP system than the NiMoP system. Table 3.3 also
shows that C3 , C4 , and C5 carbon (for the atom numbering see Fig. 3.2) distances from
the surface are smaller for NiMoP than FeMoP and RuMoP systems, which again support
the fact that phenol adsorbed through phenyl ring rather than oxygen atom on the NiMoP
surface. The average distance of phenyl ring is defined by the center of mass (COM)
and it is 2.48, 2.83, and 2.25 Å for FeMoP, RuMoP, and NiMoP surface, respectively,
which again confirms that on NiMoP surface phenol is adsorbed through the phenyl ring.
The order for distances of oxygen/hydrogen to surface and COM to surface are FeMoP
< RuMoP < NiMoP and NiMoP < FeMoP < RuMoP, respectively. The calculated atom
distances in this study are in good agreement with previous results albeit with monometallic
surfaces.[214, 450, 157] Furthermore, detailed atom to atom distances are given in Table
S7.
Although we describe the HDO mechanisms in detail below, this section investigates
the adsorption of different products (benzene, cyclohexanol, cyclohexene, and cyclohexane) of HDO reactions using optB88-vdW functional. We observed that a benzene molecule
follows the same trend as phenol. As mentioned in Table 3.3, COM distance from the surface is 2.44, 2.59, and 2.23 Å for FeMoP, RuMoP, and NiMoP system, respectively for
benzene. Although the order of COM distances from the surface is NiMoP < FeMoP <
RuMoP but due to greater total partial charge on the FeMoP (+0.81 |e|) and RuMoP surface (+0.78 |e|) than NiMoP surface (+0.64 |e|) the adsorption energies are not in the same
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order. The adsorption energy for benzene is -1.73, -1.53, and -1.27 eV for FeMoP, RuMoP,
and NiMoP surface, respectively, which indicates van der Waals (vdW) forces play an important role in adsorption. Interestingly, adsorption energy of cyclohexanol is -1.05, -1.13,
and -1.17 eV for FeMoP, RuMoP, and NiMoP surface, respectively, and order for cyclohexanol energies is completely opposite of phenol due to more charge transfer between
the oxygen of cyclohexanol and NiMoP surface. The adsorption energies of cyclohexene
and cyclohexane are -0.97, -0.95, -0.98 eV, and -0.92, -0.96, -0.97 eV for FeMoP, RuMoP,
and NiMoP surface, respectively, which indicate that there is not much adsorption energy
difference between different catalytic surfaces for cyclohexene and cyclohexane. We have
defined the atom name terminology in Fig. 3.3 for benzene, cyclohexanol, cyclohexene,
and cyclohexane. In addition, the favorable adsorption site for H atom is on the top of Mo
atom (EAD = ∼ 0.18 eV; see Table S8).
To compare results with van der Waals corrected optB88-vdW functional with noncorrected PW91 functional,[297, 299, 296] we evaluated the energetics associated with
the binding of reactant (phenol) and products (benzene, cyclohexanol, cyclohexene, cyclohexane) on different catalytic surfaces with PW91 functional as well. As reported in
Table 3.2, for all the adsorbed molecules the adsorption energies are higher for optB88vdW functional as compared to PW91 functional. The difference in adsorption energies
is around 0.02 eV to 0.12 eV in magnitude for two different functionals. The strong or
weak bonding of the molecules depends on the physisorption (van der Waals attraction) or
covalently bonding nature of molecules on the catalytic surface. Partially filled d bands
of transition metal contained catalysts provide great adsorption strength to aromatic rings.
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Due to the π electron cloud of phenol, benzene and cyclohexene ring, we observed higher
adsorption energies on the catalytic surfaces as compared to the molecules without the π
electron cloud like cyclohexanol and cyclohexane. Although the adsorption energies of cyclohexanol and cyclohexane are different for different catalytic surfaces, there is not much
difference between different density functionals. We observe vdW corrections affect the
activation energy barriers of different elementary steps involved in HDO reactions (see Table B.9 for details). Fig. D.3 displays a comparative study for FeMoP (112) facet surface
with respect to two different functionals for direct deoxygenation (DDO) reaction. These
differences in adsorption and activation energies and for these two functionals show that
there is a significant effect of vdW interactions on these reactions. Therefore, we report
all the results related to HDO mechanisms in the next sections, based on optB88-vdW
functional in the current study.

3.3.3

Charge distribution upon adsorbate binding

The partial atomic charges of phenol in the gas and in the adsorbed state (shown in
Table 3.4 and Table B.10), illustrate that after adsorption there is a significant charge difference on phenolic oxygen and hydrogen (atoms of -OH group of phenol) upon adsorption
on FeMoP and RuMoP catalytic systems but there is not much difference for NiMoP catalytic system. The partial charge of gas phase phenolic oxygen is -1.16 |e| which reduced
by 0.13, 0.06, and 0.01 |e|, for FeMoP, RuMoP, and NiMoP catalytic surface, respectively.
The partial atomic charge on the gas phase phenolic hydrogen is +0.66 |e| which changes
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by 0.15, 0.11, and 0.02 |e| for FeMoP, RuMoP, and NiMoP catalytic surface, respectively
after adsorption.
The changes in the charge of phenolic oxygen and hydrogen after adsorption are significant for FeMoP and RuMoP catalytic system, but not for the NiMoP catalytic surface,
which supports the fact that adsorption energy of phenol is more for FeMoP and RuMoP
surface than NiMoP surface. Furthermore, change in charge of phenolic carbon (C1 in
Fig. 3.2) is more for NiMoP system (∼ 0.36 |e| and ∼ 0.27 |e| for (112) and (111) plane,
respectively) than FeMoP and RuMoP catalytic system (∼ 0.05 |e| and ∼ 0.01 |e|, respectively) which supports the initial adsorption results that phenol adsorbed on NiMoP surface
through phenyl ring rather than adsorbing through oxygen of phenol, can potentially lead
to ring hydrogenation first. The atomic charges of other phenolic ring carbons (C2 to C6 in
Fig. 3.2) in the gas phase and in the adsorbed state has been shown in Table 3.4.
Similarly, we evaluated the charge redistribution between the atoms of cyclohexanol
and the catalytic surface, which is shown in Table 3.5. The charge on oxygen atom of
cyclohexanol in the adsorbed state is -1.11, -1.00, and -0.97 |e|, and the charge on C1 carbon atom is +0.40, +0.45, and +0.79 |e| for FeMoP, RuMoP, and NiMoP catalytic surface,
respectively, whereas the charge of phenolic oxygen on the corresponding surfaces was
-1.03, -1.10, and -1.15 |e| and the charge on phenolic C1 was +0.44, +0.38, and +0.75 |e|,
respectively. The order for the change in charge of oxygen and C1 atoms is FeMoP < RuMoP < NiMoP. The maximum charge transfer between oxygen/C1 and surface is observed
for NiMoP surface which leads to large increase in C-O bond length.
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Table 3.4: Partial atomic charge (q, |e|) on the individual atoms of phenol (C6 H5 OH) in
the gas phase and on the(112) facet of FeMoP, RuMoP, and NiMoP catalysts

3.3.4

atom

gas phase

FeMoP

RuMoP

NiMoP

C1

+0.39

+0.44

+0.38

+0.75

C2

+0.06

– 0.06

+0.21

– 0.007

C3

– 0.12

– 0.07

– 0.18

– 0.145

C4

+0.002

– 0.08

+0.13

– 0.14

C5

– 0.09

+0.06

– 0.22

– 0.26

C6

– 0.12

– 0.07

+0.13

– 0.04

O

– 1.16

– 1.03

– 1.10

– 1.15

H

+0.66

+0.81

+0.77

+0.68

Direct deoxygenation reaction (DDO)

To understand the mechanistic aspects of deoxygenation reaction on different catalysts,
we examined the activation energy barriers for elementary steps and the relative stability
of the intermediate species. The first step in the DDO mechanism is the adsorption of
phenol and hydrogen species in the form of C6 H5 OH* and H* (Equation (i) and (ii) in
Scheme 3.1) as shown in Fig. 3.4 (a)-(b), Fig. D.4 (a)-(b), and Fig. D.5 (a)-(b) for
FeMoP, RuMoP, and NiMoP catalyst, respectively. This leads to the formation of surface
adsorbed phenyl group (C6 H5 *) and H2 O molecule (Equation (iii) in Scheme 3.1) due to
the reaction between H* and hydroxyl group of C6 H5 OH*, which is illustrated in Fig. 3.4
(c)-(d), Fig. D.4 (c)-(d), and Fig. D.5 (c)-(d).
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Table 3.5: Partial charge (q, |e|) on the individual atoms of cyclohexanol (C6 H11 OH) on
the(112) facet of FeMoP, RuMoP, and NiMoP catalysts
atom

FeMoP

RuMoP

NiMoP

C1

+0.40

+0.45

+0.79

C2

– 0.02

+0.01

– 0.02

C3

– 0.01

- -0.03

– 0.03

C4

– 0.02

+0.09

– 0.05

C5

+0.04

– 0.10

– 0.01

C6

– 0.01

+0.07

– 0.01

O

– 1.11

– 1.00

– 0.97

H

+0.69

+0.73

+0.75

C6H5OH(g) + *←→ C6H5OH*

(i)

H2(g) + 2 *←→ 2 H*

(ii)

C6H5OH* + H*←→ C6H*5 + H2O*

(iii)

C6H*5←→[ring rotation]C6H*5

(iv)

C6H*5 + H*←→ C6H*6 + *

(v)

H2O*←→ H2O(g) + *

(vi)

C6H*6←→ C6H6(g) + *

(vii)

Scheme 3.1: Elementary steps involved in DDO reaction pathway.
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In this elementary reaction step, the attack of surface-bound hydrogen atom on the
phenolic oxygen leads to the transition state (TS1) (Fig. 3.4 (c), Fig. D.4 (c), and Fig.
D.5 (c)), and EA for this elementary step is 0.37, 0.48, and 0.8 eV for FeMoP, RuMoP, and
NiMoP catalyst, respectively (see Fig. 3.5 and Table 3.6). Clearly, the FeMoP catalyst has
lower EA than RuMoP and NiMoP catalyst for this step. This result is supported by Bader
charge analysis of the surface atoms of the catalysts which are shown in Table 3.1. As can
be seen in Table 3.1, there is a greater total positive partial charge on the metallic species
for FeMoP (i.e. +0.81 |e|) compared to the other two catalytic surfaces (i.e. +0.78, +0.64
|e| for RuMoP and NiMoP surface, respectively) which suggests FeMoP has more Lewis
acidic character than the other two. After adsorption, C–O bond (gas phase bond length =
1.43 Å) of phenol is stretched significantly, as shown in Table 3.7. The increase in the bond
length is 0.15, 0.10, and 0.02 Å for FeMoP, RuMoP, and NiMoP, respectively. However,
for (111) facet of NiMoP the increase in C–O bond length is larger when compared to 112
facet (0.04 vs 0.02 Å). The order for bond length increase is FeMoP > RuMoP > NiMoP.
The strong binding on the FeMoP surface leads to significant weakening of C–O bond and
leads to lower EA for C–O bond cleavage as well. We also observed (see Table 3.7) that
there is not a significant change (0.02 Å or less) in O–H bond length after adsorption. This
negligible change in O–H bond length after adsorption potentially precludes formation of
phenoxy ion.
The next elementary step in this mechanism is the rotation of the phenyl ring (C6 H5 *)
(see Fig. 3.4 (e)-(f), Fig. D.4 (e)-(f), and Fig. D.5 (e)-(f) in the presence of surface
adsorbed hydrogen species (H*) (Equation (iv) in Scheme 3.1). The EA for this step is
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Figure 3.4: Optimized structures of phenol (C6 H5 OH), benzene (C6 H6 ), and reaction
intermediates on the (112) facet of FeMoP during DDO reaction: (a) C6 H5 OH*, (b)
C6 H5 OH* and H*, (c) C6 H5 -OH2 *(TS1), (d) C6 H5 * and OH2 *, (e) H*, C6 H5 *, and
H2 O*, (f) H*, rotated C6 H5 *, and H2 O*, (g) C6 H5 -H* and H2 O*(TS3), and (h) C6 H6 *
and H2 O*. The orange, blue, and green colors represent Fe, Mo, and P atoms,
respectively.
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Table 3.6: Activation energy barriers (EA , eV) of main elementary steps involved in
DDO reaction pathway for phenol (C6 H5 OH) on (112) facet of FeMoP, RuMoP, and
NiMoP catalysts
reaction step

FeMoP

RuMoP

NiMoP

C–O cleavage

0.37

0.48

0.8

ring rotation

0.15

0.21

0.28

C–H formation

0.24

0.28

0.89

0.15, 0.21, and 0.28 eV for FeMoP, RuMoP, and NiMoP catalytic surface, respectively, and
the transition state for the same is labeled as TS2, which is shown in Fig. 3.5 and Table 3.6.
EA for the ring rotation step is again lowest for the FeMoP catalytic surface, which supports
the next step (ring hydrogenation). The transition state for ring hydrogenation (C6 H5 -H*)
is labeled as TS3. In this elementary step, the carbon atom of surface adsorbed rotated ring
(C6 H5 *) forms bond with surface adsorbed hydrogen (H*), and leads to surface-adsorbed
aromatic benzene ring C6 H6 (Equation (v) in Scheme 3.1) as displayed in Fig. 3.4 (g)-(h),
Fig. D.4 (g)-(h), and Fig. D.5 (g)-(h). The EA for this step is 0.24, 0.28, and 0.89 eV for
FeMoP, RuMoP, and NiMoP catalytic surface, respectively (Table 3.6). This demonstrates
FeMoP surface is more active for the ring hydrogenation step in comparison to the other
two catalytic systems. The binding energy of surface adsorbed C6 H6 * is -1.73, -1.53, and
-1.27 eV for FeMoP, RuMoP, and NiMoP catalytic surface, respectively, which indicates a
strong attraction of benzene to the FeMoP surface (see Table 3.2). Lastly, this adsorption
step follows the desorption (Equation (vii) in Scheme 3.1) of benzene in form of C6 H6
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(g) with desorption energy of 1.53, 1.33, and 1.07 eV which proves it is an exothermic
reaction. We also performed the same DDO reaction mechanism on (111) plane of NiMoP,
and the EA for TS1, TS2, and TS3 is 0.77, 0.28, and 0.88 eV which shows activation
energy barriers for these three steps are little lesser than (112) plane but this change is not
significant as shown in Table B.11.

Figure 3.5: Reaction energetics on the (112) facet during DDO reaction. The black, red,
and blue colors represent NiMoP, RuMoP, and FeMoP catalyst, respectively.

Overall, there are three key elementary steps associated with DDO pathway. Out of
these three key elementary steps, the first step, which is the dissociation of phenolic C–
O bond has the highest EA for FeMoP and RuMoP catalytic surfaces. Interestingly, it
is not the same case for the NiMoP catalytic surface where C–H bond formation step
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Table 3.7: Bond length (r, Å) between two selected atoms of phenol (C6 H5 OH) and
cyclohexanol (C6 H11 OH) after adsorption on (112) facet of FeMoP, RuMoP, and NiMoP
catalyst by using optB88-vdW functional
system

molecule

bond

r

FeMoP

C6 H5 OH

C–O

1.58

O–H

0.98

C–O

1.53

O–H

0.97

C–O

1.53

O–H

0.98

C–O

1.57

O–H

0.96

C–O

1.45

O–H

0.96

C–O

1.60

O–H

0.96

C6 H11 OH

RuMoP

C6 H5 OH

C6 H11 OH

NiMoP

C6 H5 OH

C6 H11 OH
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(ring hydrogenation step) is the rate-limiting step due to the highest EA for both the facets
considered.

3.3.5

Ring hydrogenation followed by deoxygenation (RH-DO) or dehydration (RHDEHYD) reaction

There is a significant evidence that Ni and Mo-based bimetallic catalysts can promote
ring hydrogenation. For example, Wang et al. showed that NiMoB bimetallic catalyst gives
higher selectivity for cyclohexanol (∼74 mol%) and cyclohexane (∼20.6 mol%) than benzene (∼5.3 mol%).[420] Also recently published work by Bonita et al., demonstrates that
RuMoP and NiMoP catalysts show greater selectivity for cyclohexane.[39] Thus, we examined the ring hydrogenation and deoxygenation/dehydration reaction (RH-DO/DEHYD)
mechanisms (see Scheme 3.2 and 3.3), on (112) facet of FeMoP, RuMoP, and NiMoP
catalysts as well as (111) facet of NiMoP.
The RH-DO reaction mechanism starts with the adsorption of phenol on the catalytic
surface (Equation (i) in Scheme 3.2) as illustrated in Fig. 3.6 (a) for (112) facet of NiMoP.
Fig. 3.6 (b)-(d) show the next step i.e. hydrogenation of ring where one double bond of
the aromatic ring converts into a single bond and creates C6 H6 OH* in the presence of
surface adsorbed H*(Equation (iii) in Scheme 3.2). The activation energy barrier for the
first hydrogenation step is 1.1, 0.18, and 0.11 eV for (112) facet of FeMoP, RuMoP, and
NiMoP, respectively. The hydrogenation step continues until the unsaturated aromatic ring
converts into a saturated ring in the presence of surface adsorbed hydrogens (5H*) and
forms surface adsorbed cyclohexanol (C6 H11 OH*; Equation (iv) in Scheme 3.2) as shown
in Fig. 3.6 (e). We have labeled transition states as TS1-6 for the hydrogenation steps,
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C6H5OH(g) + *←→ C6H5OH*

(i)

4 H2(g) + 8 *←→ 8 H*

(ii)

C6H5OH* + H*←→ C6H6 OH*

(iii)

C6H6OH* + 5 H*←→ C6H11 OH*

(iv)

C6H11OH* + H*←→ C6H*11 + H2O*

(v)

C6H*11 + H*←→ C6H*12

(vi)

H2O*←→ H2O(g) + *

(vii)

C6H*12←→ C6H12(g) + *

(viii)

Scheme 3.2: Elementary steps involved in RH-DO reaction pathway. (Equation (iv)
shows five individual elementary hydrogenation steps)
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Figure 3.6: Optimized structures of phenol (C6 H5 OH), cyclohexane (C6 H12 ), and reaction
intermediates on the (112) facet of NiMoP during RH-DO reaction: (a) C6 H5 OH*, (b)
C6 H5 OH* and H*, (c) C6 H5 -HOH*(TS1), (d) C6 H6 OH*, (e) C6 H11 OH*, (f) C6 H11 OH*
and H*, (g) C6 H11 -OH2* (TS7), (h) C6 H11 * and H2 O*, (i) C6 H11 *, H2 O* and H*, and (j)
C6 H12 * and H2 O*. The pink, blue, and green colors represent Ni, Mo, and P atoms,
respectively.
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Table 3.8: Activation energy barriers (EA , eV) of main elementary reaction steps
involved in RH-DO/DEHYD reaction mechanism for phenol (C6 H5 OH) on (112) facet of
FeMoP, RuMoP, and NiMoP catalysts with optB88-vdW functional
reaction step

FeMoP

RuMoP

NiMoP

C1 –H formation

1.1

0.18

0.11

C2 –H formation

0.92

0.25

0.12

C3 –H formation

0.84

0.11

0.04

C4 –H formation

0.80

0.14

0.08

C5 –H formation

0.83

0.09

0.12

C6 –H formation

0.70

0.05

0.07

C–O cleavage (RH-DO)

0.63

0.29

0.14

C–O cleavage (RH-DEHYD)

0.71

0.45

0.38
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which are shown in Fig. D.6. Table 3.8 shows that EA values for hydrogenation steps
are very high for FeMoP catalyst but are small for RuMoP and NiMoP catalytic surfaces
which suggest RH-DO mechanism is not preferable for the FeMoP catalyst.
Table 3.8 shows that for the RuMoP and NiMoP catalysts, the activation energy barriers for ring hydrogenation steps are rather small (0.04 eV to 0.25 eV) with the lower EA
for NiMoP. Subsequently, in the presence of another surface adsorbed hydrogen (H*), dissociation of C–O bond occurs in the form of H2 O (Equation (v) in Scheme 3.2) which is
illustrated in Fig. 3.6 (f)-(h). The activation energy barrier for the following step is 0.14
and 0.29 eV for NiMoP and RuMoP, respectively, which is very low in comparison of C–O
bond scission EA for the DDO pathway for the same two catalysts. Although the RH steps
have similar EA , the EA for the final C–O bond cleavage step (Table 3.8), suggests that
NiMoP is more selective for cyclohexane production due to the lower EA (EA (TS7) = 0.14
eV) than RuMoP (EA (TS7) = 0.29 eV). Whereas, the EA of C–O bond dissociation for
FeMoP surface is 0.63 eV for the same reaction, which is very high in comparison of EA of
C–O bond dissociation (0.37 eV) in the DDO pathway. Upon examining the cyclohexanol
bound on the surface, we find that C–O bond length is 1.53, 1.57, and 1.60 Å for FeMoP,
RuMoP, and NiMoP, respectively (see Table 3.7), which supports low EA values of C–O
bond cleavage for NiMoP and RuMoP than FeMoP catalytic surface. As shown in the Fig.
3.6 (i)-(j), the last step for RH-DO reaction mechanism is cyclohexane (C6 H12 *) formation
in the presence of another surface adsorbed hydrogen (H*) (Equation (vi) in Scheme 3.2)
with activation energy EA (TS8) = 0.17 eV for both RuMoP and NiMoP catalysts. We performed the same reaction mechanism on (111) facet of NiMoP and the results are shown
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in Table B.12. We observed that EA for C–O bond scission is approximately ∼ 0.02 eV
smaller for (111) facet than (112) facet in this reaction.

Figure 3.7: Optimized structures of cyclohexanol (C6 H11 OH), cyclohexene (C6 H10 ), and
reaction intermediate on the (112) facet of NiMoP during RH-DEHYD reaction: (a)
C6 H11 OH*, (b) C6 H11 -OH*(TS), and (c) C6 H10 * and H2 O*. The pink, blue, and green
colors represent Ni, Mo, and P atoms, respectively.

It is also possible that cyclohexene formation is due to dehydration of cyclohexanol as
it has been observed in previous experiments.[39, 374] For this reason, we have examined
the dehydration reaction pathway (RH-DEHYD) of cyclohexanol as shown in Fig. 3.7.
The EA for C–O cleavage step is 0.71, 0.45 eV, and 0.38 eV for FeMoP, RuMoP, and NiMoP, respectively. EA results for this step show that this reaction is not feasible for FeMoP
catalyst due to higher EA than DDO reaction. On the other hand, activation energy barriers are smaller for this step during RH-DEHYD reaction for RuMoP and NiMoP catalytic
surface than FeMoP catalyst, which shows there is a possibility for cyclohexene production on RuMoP and NiMoP surface. These activation energy barriers are smaller than
DDO reaction pathway but higher than RH-DO reaction for NiMoP and RuMoP catalysts,
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C6H5OH(g) + *←→ C6H5OH*

(i)

3 H2(g) + 6 *←→ 6 H*

(ii)

C6H5OH* + H*←→ C6H6 OH*

(iii)

C6H6OH* + 5 H*←→ C6H11 OH*

(iv)

C6H11OH*←→ C6H*10 + H2O*

(v)

H2O*←→ H2O(g) + *

(vii)

C6H*10←→ C6H10(g) + *

(viii)

Scheme 3.3: Elementary steps involved in RH-DEHYD reaction pathway. (Equation (iv)
shows five individual elementary hydrogenation steps)

which indicates the activity is less for cyclohexene production. The complete RH-DEHYD
reaction mechanism is illustrated in Scheme 3.3.
Table 3.8 shows, for RH-DO and RH-DEHYD reactions, C–O bond cleavage step is
the rate-limiting step due to the highest activation energy for NiMoP and RuMoP catalytic
surfaces, whereas, the first ring hydrogenation step is the rate-limiting step for FeMoP.

3.4

Conclusions
We have examined the mechanism of hydrodeoxygenation of phenol on three different

bimetallic phosphides MMoP (M=Fe, Ru, and Ni). Based on the DFT calculations, phenol
HDO through DDO pathway was the most favorable for the FeMoP catalyst leading to
the benzene formation. On the opposite side, phenol HDO in NiMoP and RuMoP catalysts
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would most likely occur through RH-DO or RH-DEHYD pathway to produce cyclohexene
and/or cyclohexane. These results are in good agreement with the product distribution
observed from the experiments performed in a flow reactor at 600 psig and 400 ◦ C. Partial
charges on the surface atoms showed that there was a synergistic effect between both metal
and phosphorus atoms in bimetallic phosphides that was responsible for C–O bond scission
of phenol due to the formation of Lewis acid sites on the surface. Furthermore, elongation
of C–O bond length upon adsorption was a good descriptor for the activation energy barrier
for the C–O bond scission.
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CHAPTER 4
MECHANISTIC INSIGHTS INTO HYDROGENATION OF FURFURAL OVER
BIMETALLIC RUTHENIUM MOLYBDENUM PHOSPHIDES

This chapter is adapted from the computational aspects of an unpublished article: Varsha Jain, Yolanda Bonita, Woodrow N. Wilson, Jason C. Hicks, and Neeraj Rai, Mechanistic insights into hydrogenation of furfural over bimetallic ruthenium molybdenum phosphides., 2020 (In preparation)

4.1

Introduction
Biomass valorization has received significant attention for the development of sus-

tainable energy and the production of chemicals.[162, 300] Lignocellulosic biomass is a
promising feedstock for downstream applications due to its abundance, low-cost, and renewable characteristics.[163] The acid hydrolysis of xylose followed by dehydration gives
furfural (FAL), which is an important precursor for the production of value added chemicals and fuels.[455] Furfuryl alcohol (FOL) is the major product from the hydrogenation of
FAL and is used in the production of reinforced carbon-carbon composite materials, resins,
antimicrobial agents, adhesives, lubricants, plasticizers, and synthetic fibers.[34, 98] Furthermore, competitive side reactions indicate that hydrogenation of FOL also gives tetrahydrofurfuryl alcohol (THFOL), hydrogenolysis gives 2-methyl furan (MF), and decarbonylation gives furan. Therefore, a selective catalyst for FAL hydrogenation to produce FOL
is needed.[469]
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In industry, FOL is produced using a copper chromite catalyst which is highly selective
(> 99 %) for FOL production but can cause environmental pollution due to the high toxicity of chromium.[229, 321] In the past, several supported and unsupported noble metals
(Pt,[392, 54] Pd,[370, 417] Ru,[164, 285] Rh,[267] Co[376, 208]) and non-noble metals
(Cu,[445, 376, 370] Ni[445, 370]) have been reported for the hydrogenation of FAL to
FOL with different activities and selectivities. The activity and selectivity can be tuned by
incorporation of effective nonmetals such as boron or phosphorus.[209] Addition of nonmetals modifies the electron density of catalytic surface.[168] Li et al. designed several
boron based amorphous alloy catalysts for FAL to FOL, such as Ni-B modified with different metallic promoters, such as Co,[238] Ce,[219] and Fe,[217] Co–B,[216, 483] and
Co–Mo–B.[70] In most of the transition metal boride compositions, boron donates electron density to the transition metal, whereas in transition metal phosphides, charge transfer
typically occurs from the transition metals to the phosphorous atoms.[166, 326, 39] Recently, a series of Ni2 P-based catalysts supported on a commercial silica have shown good
selectivity towards 2-methylfuran, furfuryl alcohol, and full furfural conversion.[425, 170]
Moreover, a second metal incorporation in monometallic counterparts can improve the
activity and/or the selectivity for FAL hydrogenation to FOL due to enhancement of the
active sites on the catalytic surface.[138, 445, 411, 233, 363] For example, Hronec et al.
have shown high selectivity of carbon supported Pd/Cu catalysts towards cyclopentanone
from the hydrogenation of the FAL ring.[158] Many Cu-based bimetallic catalysts such as
Cu/Co,[223, 322] Cu-Ni,[351, 445] Cu-Fe,[440] Cu-Ni/SBA-15,[322] CuZnAl,[139, 407]

CuNiAl,[481] and CuMgAl,[479, 407] were used for the conversion of FAL to FOL/cyclopentanone/cyclopenta
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In addition, a recent study on a Pt-Sn catalyst was carried out for hydrogenation of FAL
to FOL in the liquid phase, which resulted in ∼ 100% selectivity towards the FOL.[258]
Hence, incorporation of second metal enhances the selectivity of the desired product due
to hydrogenation of FAL, which motivated us to utilize bimetallic phosphides for this purpose.
In a recent work, we have shown the hydrogenation potential of Ru1.0 Mo1.0 P1.0 for
various functionalized aromatics including FAL.[43] We found that for functionalized aromatics, Ru1.0 Mo1.0 P1.0 tends to reduce the part of the molecules with more electron density. For example, hydrogenation of aldehyde groups on aromatics such as furfural with
Ru1.0 Mo1.0 P1.0 yields 99% selectivity towards the aldehyde group. This was studied even
further through a series of kinetic evaluations of RuX Mo2−X P (X = 1.2, 1.0, 0.8). [40] We
observed that the production rate of FOL increased with bimetallic RuX Mo2−X P (X = 1.2,
1.0, 0.8) in comparison to the monometallic analogues MoP, Mo3 P, RuP, and Ru2 P.[40]
The high selectivity to FOL (99%) can also be achieved with Ru1.0 Mo1.0 P1.0 .[40] In the
present work, we describe our efforts to understand the reaction pathways of FAL to FOL
on RuX Mo2−X P bimetallic phosphide catalysts. Molecular level investigations of the relevant chemistry are described through DFT, focusing on how the different metal compositions in RuX Mo2−X P affect the binding and reaction pathway on the catalytic surface. We
also look at the charge distribution on the catalytic surface as a function of composition for
RuX Mo2−X P using Bader analysis. We conclude the discussion by placing DFT findings
in the context of experimental observations.
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4.2 Methods
4.2.1 Computational details
All periodic density functional theory (DFT)[289, 27] calculations were performed using Vienna Ab Initio Simulation Package (VASP.5.4.4).[197, 196, 199, 200] The core electrons were described with the projector augmented wave (PAW) method[36] to solve the
Kohn-Sham equations with a kinetic energy cutoff of 450 eV. The exchange and correlation
energies were calculated by using generalized gradient approximation (GGA) of PerdewBurke-Ernzerhof (PBE) functional.[295, 107, 293, 245, 438, 142] The nonlocal long-range
van der Waals interactions were accounted via optB88-vdW functional.[191, 190] The Brillouin zone (BZ) was sampled using a Γ-point grid with Methfessel-Paxton smearing with
a width of 0.1 eV.[129, 259] The convergence criteria, which were based on the energy and
force convergence, were 1 x 10−5 eV and 0.03 eV Å−1 , respectively. Spin polarization was
considered in all calculations. The partial charges on various species were derived using a
Bader charge partitioning scheme.[389, 346, 149, 453]
Crystal structures of three RuX Mo2−X P catalysts (i.e., Ru1.2 Mo0.8 P1.0 with X = 1.2;
Ru1.0 Mo1.0 P1.0 with X = 1.0, and Ru0.8 Mo1.2 P1.0 with X = 0.8) were optimized with threedimensional periodic boundary conditions based on the cell parameters determined via
XRD patterns of these catalysts (Fig. D.1). Optimized unit cell parameters in these catalysts showed a deviation of ≤ 1 % in comparison with those experimentally determined
(Table D.1). Using these optimized cell parameters, the model phosphide surface was
constructed by implementing the standard slab approach, in which a slab of finite thickness was cut out of the RuX Mo2−X P crystal at the (112) plane to expose an atomic layer
66

that has all three types of atoms on each catalytic surface. The number of phosphorus
atoms was maintained constant (60 atoms) for all the calculations, whereas the number of
Ru and Mo atoms was governed by the stoichiometry. The most dominant facets observed
in XRD experiments of these unsupported materials are the (112) and (210) planes. These
two facets yield the same d-spacing and thus cannot be deconvoluted with our capabilities.
Since the Bader charges are very similar for the (112) and (210) facets and binding energy
difference between these two facets vary from ∼ 0.01 to 0.02 eV (See Table D.2 and D.3),
we selected the (112) facet to represent the surface.[40] Experimentally, EDS was used to
determine the atomic composition of the materials as shown in Fig. D.2 and Table C.4.
The slab used for simulations consists of three layers in RuX Mo2−X P with a supercell
size P (2 X 2) with a 15 Å thick vacuum layer in the z-direction (perpendicular to the
surface) to minimize interactions between periodic configurations. For all calculations, the
bottom most layer was fixed to represent the corresponding crystal structure obtained from
DFT, whereas all other atoms were allowed to relax.
The Gibbs free binding energies (denoted as GBE ) were calculated according to Eqn.
(1), wherein GADSORBAT E+SU RF ACE is defined as the total Gibbs free energy of species
adsorbed on the surface; GSU RF ACE is defined the total Gibbs free energy of surface; and
GADSORBAT E is defined as the Gibbs free energy of the adsorbed species on the surface in
the gas phase.

GBE = GADSORBAT E+SU RF ACE − GSU RF ACE − GADSORBAT E
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(4.1)

where G is calculated using the following Eqn. (2) and (3) at T = 398 K (125 ◦ C):
total
G = E(0K)
+ F vib (T ) + pV

(4.2)

total
is the total electronic energy from the DFT calculation, F vib (T ) the vibrational
E(0K)

contribution to the free energy, p the reaction pressure, and V the volume of the simulation
cell. However, the pV contribution to Gibbs free energy (normalized to unit surface area)
will be [pV /A] = atm Å3 /Å2 meV/Å2 = ∼ 10−3 meV/Å2 . At our experimental reaction
pressure (p ∼ 40 atm; 600 psig), the pV -contribution will be less than 0.04 meV/Å2 . Thus,
the pV contribution is negligible compared to other free energy terms, which are of the
order of tens of meV/Å2 . Therefore, we have neglected the pV term in Eqn. (2).[82, 256]

total
G = E(0K)
+ F vib (T )

(4.3)

In Eqn. (3), F vib (T ) is the vibrational contribution, and within the harmonic approximation, it is the sum over all N fundamental vibrational modes νi of the system. νi is the
ih vibrational frequency, and ~, kB , and T are Planck’s constant, Boltzmann constant, and
reaction temperature, respectively.

F

vib

(T ) =

N
X

[hνi /2] − kB T ln(q)

(4.4)

i=1

where,

q=

N
Y

[e(−hνi /2kB T ) /1 − e(−hνi /kB T ) ]

i=1
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(4.5)

All elementary reaction steps involved in the FAL reaction pathway were explored using the nudged elastic band (NEB) method,[152, 150, 173] and these were further refined
with the climbing image nudged elastic band (CINEB) method.[151] The identified transition states were confirmed by examining vibrational frequencies (presence of only one
imaginary frequency). The Gibbs activation energy barrier (denoted as GA ) with respect to
each transition state (GT S ) was calculated by Eqn. (2), where GR denotes the total energy
of reactant. All the free energies are calculated while calculating vibrational frequencies
of the initial, transition, and final state structure at 398 K.

GA = GT S − GR

(4.6)

Due to the inadequacy of the harmonic approximation, the low frequency (soft) modes
arising from molecule-surface interactions and vibrational modes of the crystal should be
excluded.[307, 308] Hence, we considered frequency cutoff as 50 cm−1 , we replaced the
lower lying frequencies (below ∼ 50 cm−1 ) by normal modes of 50 cm−1 , as suggested by
De Moor et al.[88]

4.3 Results and discussion
4.3.1 Computational Results
4.3.1.1 Binding of reactants, intermediates, and products
The configuration of the adsorbed FAL plays a key role in the selectivity of the reaction
on various metal catalysts.[365, 410, 54, 369] Therefore, we examined the binding modes
of FAL, intermediates, and FOL. First, we looked at the binding of cis and trans configurations of FAL in (i) the tilted configuration, in which the binding is due to the interaction
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of C=O double bond and furanic ring with the catalytic surface, and (ii) the perpendicular
configuration, in which the binding is due to interaction of O atom of C=O double bond
and the catalytic surface, while the furanic ring remains almost perpendicular. We found
that the binding energy difference between cis and trans configurations when tilted is ∼
0.03 to 0.29 eV, whereas it is ∼ 0.01 to 0.03 eV for the perpendicular configuration for
all three compositions (X = 0.8, 1.0, 1.2) as shown in Table 4.1. As trans configurations
show higher binding energies than cis, we chose trans configurations for further reaction
mechanism studies. The fact that trans configuration binds more strongly than the cis configuration has also been observed in previous theoretical studies on different metals such
as Pd, Pt, Ni, Fe, Cu, Co, Ru.[54, 410, 351, 411, 233, 417]

Table 4.1: Binding energies (GBE , eV) of FAL (C4 H3 (CHO)O*), FOL
(C4 H3 (CH2 OH)O*), MF (C4 H3 (CH3 )O*), and THFOL (C4 H7 (CH2 OH)O*) on (112)
facet of Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 catalysts
molecule type

Ru0.8 Mo1.2 P1.0

Ru1.0 Mo1.0 P1.0

Ru1.2 Mo0.8 P1.0

trans furfural horizontal

– 2.38

– 2.91

– 2.01

trans furfural vertical

– 1.62

– 1.70

– 1.57

cis furfural horizontal

– 2.35

– 2.62

– 1.93

cis furfural vertical

– 1.61

– 1.68

– 1.54

furfuryl alcohol

– 2.23

– 2.58

– 2.08

2-methyl furan

– 0.76

– 1.67

– 0.90

tetrahydrofurfuryl alcohol

– 1.87

– 1.95

– 1.48
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Figure 4.1: Optimized structures of (a)-(c) trans-FAL, (d)-(f) FOL, (g)-(i) MF, and (j)-(l)
THFOL on the (112) facets for (a) Ru0.8 Mo1.2 P1.0 , (b) Ru1.0 Mo1.0 P1.0 , and (c)
Ru1.2 Mo0.8 P1.0 catalysts in the tilted mode. (purple for Ru; blue for Mo; green for P; grey
for C; silver for H; red for O).
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Figure 4.2: Optimized structures of trans-FAL on the (112) facets for (a) Ru0.8 Mo1.2 P1.0 ,
(b) Ru1.0 Mo1.0 P1.0 , and (c) Ru1.2 Mo0.8 P1.0 catalysts in the vertical mode. (purple for Ru;
blue for Mo; green for P; grey for C; silver for H; red for O).

The FAL configurations (trans) are shown in Fig. 4.1 (a)-(c) and Fig. 4.2 (a)-(c). The
binding energies of trans configuration in the tilted mode are -2.38 eV, -2.91 eV, and -2.01
eV and in the perpendicular mode are -1.62 eV, -1.70 eV, and -1.57 eV for Ru0.8 Mo1.2 P1.0 ,
Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 , respectively. The most stable configurations in Fig.
4.1 (a)-(c) show that on Ru1.0 Mo1.0 P1.0 surface, FAL interacts through C=O double bond
and the furanic ring, leading to higher binding energies than the other two compositions
(X = 0.8 and 1.2). During FAL binding on Ru0.8 Mo1.2 P1.0 and Ru1.2 Mo0.8 P1.0 , the interaction between C=O and the surface is more direct than the interaction between the
furanic ring and the surface. However, the perpendicular mode binding energies are significantly smaller than the tilted mode because binding in the perpendicular mode occurs
through the O atom of C=O double bond. Due to higher binding energies, we considered
the tilted mode of FAL for further study in this manuscript. In order to better understand
the binding modes of FAL, next we look at the key geometric features such as C1 and O1
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distances of C=O double bond to the surface as well as COM distance of furan ring to the
surface (see Fig. 4.3 for atom labels). Table 4.2 shows the distance between C1 and the
surface is 1.35, 1.31, and 2.22 Å for Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 ,
respectively. These distances lead to different degrees of charge transfer between the C1
atom and surface, which is 0.21, 0.28, and 0.10 |e| for the same order. Charge transfer is
the highest between C1 and Ru1.0 Mo1.0 P1.0 , where the C1 -surface distance is the smallest.
Similarly, perpendicular distance order between the O1 and the surface is 1.71, 1.51, and
2.33 Å for Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 , respectively. Different O1
to surface distances result in, different charge transfer between O1 and the catalytic surface. According to Table 4.3, after binding of FAL the amount of charge transfer from
O1 to the surface is 0.24, 0.30, and 0.12 |e| for X = 0.8, 1.0, and 1.2 composition, respectively. The charges on each individual atom of FAL after binding are shown in Table
4.3. Moreover, the perpendicular distance of the furan ring from the surface is 1.73, 1.68,
and 3.51 Å for Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 surfaces, respectively.
The smallest COM distance between furan ring and surface and the largest charge transfer
between C1 and O1 atoms to the surface lead to the highest binding strength of FAL with
Ru1.0 Mo1.0 P1.0 surface.
Hydrogenation of FAL yields FOL, MF, and THFOL as final products. However, the
selectivity towards MF and THFOL is less than < 10 % on RuX Mo2−X P surfaces (see Fig.
D.7),[40] thus we focus mainly on the hydrogenation of FAL to FOL in this manuscript.
The reaction scheme and key energetics for FOL to MF and FOL to THFOL transformations are presented in the supplementary material Fig. D.3, Fig. D.4, Table C.6, and Table
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Table 4.2: The perpendicular distance (d, Å) of carbon and oxygen atoms and center of
mass (COM) of furanic ring of FAL and FOL from the surface after binding on (112)
facet of Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 catalysts
molecule

atom

Ru0.8 Mo1.2 P1.0

Ru1.0 Mo1.0 P1.0

Ru1.2 Mo0.8 P1.0

FAL

C1

1.35

1.31

2.22

C2

1.67

2.74

2.89

C3

1.85

2.49

3.46

C4

2.07

2.59

3.94

C5

2.03

1.91

3.64

O1

1.71

1.51

2.33

O2

1.81

1.35

2.99

H1

1.73

1.68

2.53

COM

1.73

1.68

3.51

C1

3.00

2.35

3.14

C2

2.49

2.28

2.52

C3

2.45

2.81

2.12

C4

2.14

2.51

2.49

C5

2.02

1.82

3.13

O1

1.84

1.62

2.51

O2

2.22

1.64

3.23

H1

3.02

1.77

3.03

H2

3.50

3.39

4.22

H3

1.20

1.98

2.83

COM

2.18

1.71

1.92

FOL
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C.7. The binding configurations of FOL on three different surfaces are shown in Fig. 4.1
(d)-(f). The binding pattern for FOL is qualitatively similar to FAL. The only exception is
in the case of FOL binding on Ru1.2 Mo0.8 P1.0 surface, where binding is not through C=O
bond like FAL; binding takes place mainly due to interaction between the furan ring and
the surface. This may lead to the production of THFOL on Ru1.2 Mo0.8 P1.0 surface. As
represented in Table 4.1, the binding energy of FOL is - 2.23, -2.58, and -2.08 eV on
Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 surface, respectively. Our calculations
show FOL binding energy on Ru0.8 Mo1.2 P1.0 and Ru1.0 Mo1.0 P1.0 surface is 0.15 and 0.33
eV smaller than the FAL binding energy, respectively, whereas it increases by 0.07 eV on
Ru1.2 Mo0.8 P1.0 surface. As in the case of FAL, geometric features of the bonded molecule
tend to correlate well with the binding energy, the key geometric parameters such as atom
to surface and COM to surface distances as shown in Table 4.2. Table 4.2 shows the
trend for C1 and O1 distances are similar to FAL. C1 to surface distances are 3.00, 2.35,
and 3.14 Å and O1 to surface distances are 1.84, 1.62, and 2.51 Å for Ru0.8 Mo1.2 P1.0 ,
Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 surface, respectively. On the other side, the COM distance order is Ru0.8 Mo1.2 P1.0 (2.18 Å) > Ru1.2 Mo0.8 P1.0 (1.92 Å) > Ru1.0 Mo1.0 P1.0 (1.71
Å). These results show FOL binds with the surface mainly due to the interaction between
the O1 atom and surface or C1 =O1 bond and surface for X = 0.8 and X = 1.0 compositions, whereas FOL binds through mainly interaction between furan ring and the surface.
Furthermore, Table 4.4 shows the charges of individual atoms that make up FOL after
binding. According to Table 4.4, charge on C1 and O1 of C=O bond is + 0.60, + 0.20, +
0.10 and - 1.23, - 1.05, - 1.20 |e| for Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0
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surface, respectively. These results show charges are reduced on C1 and O1 of C=O bond
after FOL formation.
Table 4.1 also shows binding energies of MF and THFOL on RuX Mo2−X P surfaces.
Binding energies for MF and THFOL are -0.76, -1.67, -0.90 eV and -1.87, -1.95, -1.48
eV for Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 surface, respectively. Binding
energies show Ru1.0 Mo1.0 P1.0 surface has higher binding energies for MF and THFOL
than Ru0.8 Mo1.2 P1.0 and Ru1.2 Mo0.8 P1.0 surface. Additionally, binding modes of MF and
THFOL on RuX Mo2−X P surfaces have presented in Fig. 4.1 (g)-(i) and Fig. 4.1 (j)-(i).

Table 4.3: Partial atomic charge (q, |e|) on the atoms of FAL (C4 H3 (CHO)O*) in the gas
phase and on the(112) facet of Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0
catalyst
atom

gas phase

Ru0.8 Mo1.2 P1.0

Ru1.0 Mo1.0 P1.0

Ru1.2 Mo0.8 P1.0

C1

+ 1.08

+ 0.87

+0.80

+0.98

C2

+ 0.34

+ 0.55

– 0.75

+ 0.54

C3

+ 0.04

– 0.21

+ 1.28

+ 0.06

C4

+ 0.04

+ 1.40

+ 1.36

+ 1.21

C5

+ 0.41

– 0.88

– 0.90

– 0.90

O1

– 1.20

– 1.44

– 1.50

– 1.32

O2

– 1.15

– 1.31

– 1.45

– 1.33

H1

+ 0.08

+ 0.05

+ 0.03

– 0.06
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Table 4.4: Partial atomic charge (q, |e|) on the atoms of FOL (C4 H3 (CH2 OH)O*) on
the(112) facet of Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 catalyst
atom

Ru0.8 Mo1.2 P1.0

Ru1.0 Mo1.0 P1.0

Ru1.2 Mo0.8 P1.0

C1

+ 0.60

+ 0.20

+ 0.10

C2

+ 0.58

+ 0.25

+ 0.74

C3

+ 0.02

– 0.06

+ 0.06

C4

+ 0.05

+ 0.80

+ 1.42

C5

+ 0.48

– 0.28

+ 0.46

O1

– 1.23

– 1.05

– 1.20

O2

– 1.55

– 1.21

– 1.53

H1

– 0.02

+ 0.09

+ 0.12

H2

+ 0.07

+ 0.11

+ 0.12

H3

+ 0.61

+ 0.61

+ 0.69
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4.3.1.2

Hydrogenation mechanism of FAL

The proposed reaction pathways for FAL conversion to FOL are summarized in Fig.
4.3 and Scheme 4.1. We studied two possible hydrogenation pathways (HYD1 and HYD2)
of FAL. These two hydrogenation pathways differ in the first hydrogenation step (C1 or O1
of C=O bond). In the HYD1 mechanism, H binds with C1 followed by a second hydrogenation step on O1 . During the HYD2 mechanism, H binds on O1 atom followed by a
second hydrogenation step on C1 . As previously mentioned, we found that the energetically favorable configuration is tilted trans FAL and FOL; thus the tilted configuration was
taken as the starting point. In this section, to gain detailed insights into the composition
effect on the selectivity of FAL to FOL, we calculated activation energy barriers (GA ) for
each elementary step involved during both pathways. The calculated GA and transition
state structures for each elementary step are shown in Fig. 4.4 and 4.5. These hydrogenation reactions start in the presence of surface adsorbed hydrogen atoms, and the most
stable binding site is determined as on the top of Mo atom according to our calculations as
shown in Table C.5.

Figure 4.3: Reaction scheme for FAL to FOL in the presence of hydrogen via two
different pathways.
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Table 4.5: Average partial charges (q, |e|) of each type of surface atom on (112) facet of
Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 catalyst [40]
atom type

Ru0.8 Mo1.2 P1.0

Ru1.0 Mo1.0 P1.0

Ru1.2 Mo0.8 P1.0

Ru

– 0.21

– 0.23

– 0.29

Mo

+ 0.62

+ 0.70

+ 0.54

P

– 0.41

– 0.46

– 0.25

4.3.1.3

The HYD1 pathway

In this pathway, the surface adsorbed hydrogen binds with C1 of C=O, followed by the
addition of the second surface adsorbed hydrogen on the O1 atom of the same bond. The
calculated minimum energy pathway (MEP) images are shown in Fig. 4.4 (i), (ii), and (iii)
for X = 0.8, 1.0, and 1.2 composition, respectively. The calculated potential energy profile
is shown in Fig. 4.4 (iv) for all three compositions. The pathway starts with the binding
of FAL in the presence of two surface adsorbed H atoms as shown in Fig. 4.4 (i) (a), (ii)
(a), and (iii) (a), for X = 0.8, 1.0, and 1.2 composition, respectively. In the presence of
hydrogen, the binding energies of FAL are -2.38, -2.91, and -2.01 eV for Ru0.8 Mo1.2 P1.0 ,
Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 surface, respectively. In the presence of two surface
adsorbed H atoms, the perpendicular distances between C1 to surface and O1 to surface
are 1.37, 1.32, 2.29 Å and 1.74, 1.52, 2.41 Å for X = 0.8, 1.0, and 1.2 composition, respectively. This step leads to the formation of C4 H3 (CH2 O)O* due to the addition of one
H atom to the C1 atom of the C=O bond as shown in reaction R3 in Scheme 4.1 and Fig.
79

C4H3(CHO)O(g) + *←→ C4H3(CHO)O*

(R1)

H2(g) + 2 *←→ 2 H*

(R2)

C4H3(CHO)O* + H*←→ C4H3(CH2O)O* + *

(R3 (HYD1))

C4H3(CH2O)O* + H*←→ C4H3(CH2OH)O* + *

(R4 (HYD1))

C4H3(CHO)O* + H*←→ C4H3(CHOH)O* + *

(R5 (HYD2))

C4H3(CHOH)O* + H*←→ C4H3(CH2OH)O* + *

(R6 (HYD2))

C4H3(CH2OH)O*←→ C4H3(CH2OH)O(g) + *

(R7)

Scheme 4.1: Elementary steps involved in HYD reaction pathways.

4.4 (i) (b)-(c), (ii) (b)-(c), and (iii) (b)-(c), for X = 0.8, 1.0, and 1.2 composition, respectively, and the transition state for this step is defined as TS1. GA for this step is 0.60, 0.48,
and 0.77 eV for Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 , respectively. Clearly,
X = 1.0 composition has a lower GA than X = 0.8 and 1.2 compositions for this step.
This is supported by Bader charges of surface atoms for different compositions, which are
shown in Table 4.5. The total positive partial charge on Mo of Ru1.0 Mo1.0 P1.0 surface is +
0.70 |e|, which is 0.08 and 0.16 |e| more than Ru0.8 Mo1.2 P1.0 and Ru1.2 Mo0.8 P1.0 surface,
respectively (Table 4.5). Larger positive charge on the surface imparts more Lewis acid
characteristics on Ru1.0 Mo1.0 P1.0 than the other two compositions. This Lewis acidic nature of Ru1.0 Mo1.0 P1.0 has also been observed with pyridine adsorption under the diffuse
reflectance infrared Fourier transform spectroscopy.[43] Furthermore, detailed pyridine ad80

sorption is presented in the Supplementary Material Fig. D.5, where all materials exhibit
Lewis acid characteristics since features from Brønsted acidity were not observed.
The binding energy of C4 H3 (CH2 O)O* intermediate is -2.18, -2.51, and -1.92 for X =
0.8, 1.0, and 1.2 composition, respectively. C4 H3 (CH2 O)O* intermediate shows the same
trends as FAL in terms of binding energy order, but C1 to surface distance as well as O1 to
surface distance increases by 0.31, 0.11, 0.52 Å and 0.23, 0.07, 0.21 Å for X = 0.8, 1.0,
and 1.2 composition, respectively. The formed C4 H3 (CH2 O)O* intermediate is further
hydrogenated, and forms FOL (C4 H3 (CH2 OH)O*) as shown in reaction R4 in Scheme 4.1
and Fig. 4.4 (i) (d)-(e), (ii) (d)-(e), and (iii) (d)-(e), for X = 0.8, 1.0, and 1.2 composition,
respectively, and the transition state for this step is defined as TS2. The GA for this step is
0.27, 0.20, and 0.37 eV for the Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 surface,
respectively. FOL binding energies are -2.23, -2.58, and -2.08 eV for X = 0.8, 1.0, and 1.2
composition, respectively. We observed that FOL binding energies are smaller than FAL
for X = 0.8 and 1.0 composition (∼ 0.15 and 0.33 eV, respectively), whereas it increases
for X = 1.2 composition (∼ 0.11 eV) mainly due to the interaction between furan ring and
surface. According to Table 4.2, after FOL binding, distance of C1 and O1 of C=O group
and surface is increases by 1.65, 1.04, 0.92 Å and 0.13, 0.11, 0.18 Å for X = 0.8, 1.0, and
1.2 composition, respectively. Also, COM distance of furan ring increases by 0.47 and
0.03 Å for X = 0.8 and 1.0 composition, respectively, whereas it decreases by 1.59 Å for
X = 1.2 composition. Significant amount of decrease in COM distance of furan ring over
Ru1.2 Mo0.8 P1.0 surface results in higher binding energy of FOL than FAL. Furthermore,
FOL binding energy is smaller than FAL on Ru1.0 Mo1.0 P1.0 and Ru0.8 Mo1.2 P1.0 surface
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Figure 4.4: Optimized structures of FAL (C4 H3 (CHO)O*), FOL (C4 H3 (CH2 OH)O*), and
reaction intermediates on the (112) facet of (i) Ru0.8 Mo1.2 P1.0 , (ii) Ru1.0 Mo1.0 P1.0 , and
(iii) Ru1.2 Mo0.8 P1.0 during HYD1 reaction pathway: (a) C4 H3 (CHO)O* and 2H*, (b)
C4 H3 (C–HHO)O* (TS1) and H*, (c) C4 H3 (CH2 O)O* and H*, (d) C4 H3 (CH2 O–H)O*
(TS2), and (e) C4 H3 (CH2 OH)O*. The purple, blue, and green colors represent Ru, Mo,
and P atoms, respectively. (iv) Reaction energetics on the (112) facet during the HYD1
reaction pathway. The blue, red, and black colors represent Ru0.8 Mo1.2 P1.0 ,
Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 , respectively.
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because of decrement in distance of C1 and O1 atom of C=O group to the surface and
distance of COM of furan ring to the surface.

4.3.1.4

The HYD2 pathway

Analogous to the HYD1 pathway, the second pathway (HYD2) begins with the binding
of FAL in the presence of two surface adsorbed H atoms as shown in Fig. 4.5 (i) (a), (ii) (a),
and (iii) (a), for X = 0.8, 1.0, and 1.2 composition, respectively. The next step involves the
formation of a C4 H3 (CHOH)O* intermediate (reaction R5 in Scheme 4.1), where attack
of surface-bound H atom on the O1 of C=O group leads to the TS1 transition state (Fig.
4.5 (i) (b), (ii) (b), and (iii) (b)) and creates the C4 H3 (CHOH)O* intermediate as shown
in Fig. 4.5 (i) (c), (ii) (c), and (iii) (c). Calculated GA values for this elementary step is
0.41, 0.31, and 0.65 eV, and binding energy for the intermediate is -2.18, -2.71, and -1.75
eV for X = 0.8, 1.0, and 1.2 composition, respectively. Again, Ru1.0 Mo1.0 P1.0 favors the
first hydrogenation step during the HYD2 pathway as well. (C4 H3 O)CHOH* follows the
same trend in term of binding energy as FAL although the distance of C1 and O1 (C=O
group) from the surface is increasing by 0.27, 0.09, 0.37 Å and 0.18, 0.05, 0.15 Å, for X
= 0.8, 1.0, and 1.2 composition, respectively. The formed intermediate, C4 H3 (CHOH)O*,
is further hydrogenated, where a surface-bound hydrogen atom attacks the C1 in the C=O
group to form the TS2 transition state (Fig. 4.5 (i) (d), (ii) (d), and (iii) (d)) and creates
final product C4 H3 (CH2 OH)O (FOL; see reaction R6 in Scheme 4.1) as shown in Fig. 4.5
(i) (e), (ii) (e), and (iii) (e). GA for this elementary step is 0.23, 0.18, and 0.30 eV, for X =
0.8, 1.0, and 1.2 composition, respectively.
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Figure 4.5: Optimized structures of FAL (C4 H3 (CHO)O*), FOL (C4 H3 (CH2 OH)O*), and
reaction intermediates on the (112) facet of (i) Ru0.8 Mo1.2 P1.0 , (ii) Ru1.0 Mo1.0 P1.0 , and
(iii) Ru1.2 Mo0.8 P1.0 during HYD2 reaction pathway: (a) C4 H3 (CHO)O* and 2H*, (b)
C4 H3 (CHO–H)O* (TS1) and H*, (c) C4 H3 (CHOH)O* and H*, (d) C4 H3 (C–HHOH)O*
(TS2), and (e) C4 H3 (CH2 OH)O*. The purple, blue, and green colors represent Ru, Mo,
and P atoms, respectively. (iv) Reaction energetics on the (112) facet during the HYD2
reaction pathway. The blue, red, and black colors represent Ru0.8 Mo1.2 P1.0 ,
Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 , respectively.
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4.3.2

Discussion on HYD pathways

The partial atomic charges of FAL in the gas and in the adsorbed state (shown in Table 4.3) illustrate that after binding there is a significant charge difference on each atom
of FAL, specially charges on C1 and O1 of C=O group, which are responsible for hydrogenation reaction of FAL. The partial charge of gas phase carbonyl group C1 is + 1.08
|e|, which is reduced by 0.21, 0.28, and 0.10 |e| for Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and
Ru1.2 Mo0.8 P1.0 , respectively. In contrast, the partial charge of gas phase carbonyl group
O1 is - 1.20 |e|, which is increased by 0.24, 0.30, and 0.12 |e| for the same order. The
order for change in partial charges for C1 and O1 is Ru1.0 Mo1.0 P1.0 > Ru0.8 Mo1.2 P1.0 >
Ru1.2 Mo0.8 P1.0 . The higher charge transfer amount in Ru1.0 Mo1.0 P1.0 increases the strength
of FAL binding compared to Ru0.8 Mo1.2 P1.0 and Ru1.2 Mo0.8 P1.0 .
As mentioned in section 8.3.2.1 and 4.3.1.4, the order for GA for both hydrogenation
steps is Ru1.0 Mo1.0 P1.0 < Ru0.8 Mo1.2 P1.0 < Ru1.2 Mo0.8 P1.0 , which suggests that X = 1.0
composition shows great compatibility for both pathways. However, the HYD2 pathway
is more favorable than the HYD1 pathway due to lower GA for HYD2 for both elementary
steps. As the change in the partial charge of O1 is greater (0.24, 0.30, and 0.12 |e| for
X = 0.8, 1.0, and 1.2 composition, respectively) in magnitude than C1 (0.21, 0.28, and
0.10 |e| for X = 0.8, 1.0, and 1.2 composition, respectively), leads to lower GA for first
hydrogenation step during HYD2 than HYD1. Overall, lower GA results make the HYD2
pathway more favorable than HYD1 for all three compositions. Partial charges on other
atoms of FAL are presented in Table 4.3.
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We also evaluated the charge redistribution between the atoms of FOL and the catalytic
surface, which is shown in Table 4.4. The charge on O1 atom of FOL in the adsorbed
state is - 1.23, - 1.05, and - 1.20 |e|, and the charge on C1 atom is +0.60, + 0.20, and
+0.10 |e| for Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 surface, respectively. The
change in the charge of O1 and C1 atom in FOL is 0.21, 0.45, 0.12 |e| and 0.27, 0.60, 0.88
|e| lesser than FAL, respectively for the same composition order. The order for change
in charge of O1 atom is Ru1.2 Mo0.8 P1.0 < Ru0.8 Mo1.2 P1.0 < Ru1.0 Mo1.0 P1.0 , whereas it
is Ru0.8 Mo1.2 P1.0 < Ru1.0 Mo1.0 P1.0 < Ru1.2 Mo0.8 P1.0 for charge of C1 atom. Similarly,
Ru1.2 Mo0.8 P1.0 gives large charge transfer between ring carbons (C2 , C3 , C4 , and C5 ) in
FOL and the surface than other two compositions which results in more MF and THFOL
conversion on Ru1.2 Mo0.8 P1.0 as discussed below.
Table C.6 shows that FOL to MF conversion involves three elementary steps: O–H
bond formation (C4 H3 (CH2 O–HH)O*; step1), C–O bond cleavage (C4 H3 (CH2 –OH2 )O*;
step2), and C–H bond formation (C4 H3 (CH2 –H)O*; step3). Out of these three steps, the
overall activation energy barrier is the highest to C–H bond formation (GA = 1.13 eV) for
Ru1.0 Mo1.0 P1.0 , C–O bond cleavage (GA = 0.88 eV) for Ru0.8 Mo1.2 P1.0 , and O–H bond
formation (GA = 0.78 eV) for Ru1.2 Mo0.8 P1.0 . According to these values, Ru1.2 Mo0.8 P1.0
shows highest selectivity for MF due to smaller GA and Ru1.0 Mo1.0 P1.0 shows least selectivity because of larger GA which is in agreement with our experimental findings. Interestingly, these catalysts have different rate determining step and hence the difference in
selectivity.

86

Similarly, the GA for all hydrogenation steps during THFOL formation is smaller for
Ru1.2 Mo0.8 P1.0 than other two compositions (see Table C.7). Overall, these results show
Ru1.2 Mo0.8 P1.0 is favorable for MF and THFOL than Ru1.0 Mo1.0 P1.0 and Ru0.8 Mo1.2 P1.0 .
This might be due to the binding of FOL (GBE = -2.08 eV; Table 4.1), which is more favorable in Ru1.2 Mo0.8 P1.0 than FAL because of the binding through furan ring (GBE = -2.01
eV; Table 4.1). However, GA values for all hydrogenation steps during THFOL formation
are very high which makes THFOL formation less favorable over these bimetallic phosphides. This is also supported by the experimental results as the THFOL formation is low
compared to FOL and MF.
Although the selectivity remains high for all materials, the selectivity difference between the materials with different metal ratios suggests that the change in metal composition alters the electronic and geometrical features of the materials with the X =1.0
material having the optimal charge distribution for high FOL selectivity. Similar observations were reported in the past, however, there are not many theoretical studies have been
performed for FAL to FOL over bimetallic and bimetallic phosphide catalysts. For example, Marakatti et al. performed furfural hydrogenation over NiX Sny -Al2 O3 catalyst and
found that although Ni (111) surface shows the highest binding energy (65.2 kJ/mol) out
of all other compositions, Ni3 Sn2 (112) provides higher conversion and selectivity due to
intermediate adsorption (27.4 kJ/mol) and geometrical effect of furfural. However, Ni3 Sn4
and Ni1.5 Sn catalyst with very low binding energy (16.1 and 18.7 kJ/mol, respectively) for
furfural and furanyl ring being away from the catalyst surface resulted in lower catalytic
activity and high selectivity.[249] Experimentally, Sittisha et al. shows that in bimetallic
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Fe-Ni catalysts, optimum Fe loading resulted in the maximum yield of methyl furan.[369]
Another study worth noting was a work by Seemala et al. where the optimum ratio of Cu
and Ni as well as choice of support could affect the atomic distribution of the metal.[351] In
that case, the better distributed Cu and Ni atoms increased the separation between the CuNi atoms that resulted in change in catalytic properties.[351] Similarly, in this study, the
Ru1.0 Mo1.0 P1.0 surface could potentially be better distributed in comparison to the Mo-rich
or Ru-rich bimetallic and thus facilitates better charge transfer.
Additionally, several DFT studies proved that different metal catalysts favor HYD2
pathway over HYD1 pathway (see Scheme 4.1). For example, according to Cai et al., the
activation barriers of the first and second hydrogenation steps in HYD2 pathway are both
0.34 eV. While the barriers of the first and the second hydrogenation steps in the HYD1
pathway are 0.71 and 0.14 eV. This indicates that the HYD2 hydrogenation pathway on the
Pt(111) surface is kinetically more favorable than the HYD1 hydrogenation pathway.[54]
Similarly, hydrogenation reaction of FAL on Pd (111) surface shows that hydrogenation at
the carbon first followed by the hydrogenation of the oxygen (HYD1) is less preferred over
HYD2 pathway, with the highest barrier of 1.10 eV. [410] On the other hand, FAL hydrogenation on Ru (001) surface shows 34 kJ/mol higher activation free energy barrier for first
hydrogenation step in HYD2 than HYD1. However, HYD2 gives 34 kJ/mol reduction in
activation energy for second hydrogenation step for FAL to FOL production.[21] Siimilar
pattern was found over Ni (111) and NiB (111) surface during FAL to FOL hydrogenation
where HYD1 favors first hydrogenation step over second hydrogenation step. [22] Overall,

88

favorable pathway varies according to partial charge transfer between O of C=O bond in
FAL and the catalytic surface.

4.4

Conclusion
We have evaluated mechanistic pathways of hydrogenation of FAL on bimetallic ruthe-

nium molybdenum phosphide catalyst with three different compositions, RuX Mo2−X P (X
= 0.8, 1.0, 1.2) using density functional theory. We found that both pathways are favored on
Ru1.0 Mo1.0 P1.0 due to larger Lewis acid characteristics on the surface, which makes hydrogenation step easier for FAL. The most likely hydrogenation pathway involves hydrogen
first binding to O of C=O in FAL as evident from the lower activation energy barriers (by
0.17, 0.20, 0.13 eV for X = 0.8, 1.0, 1.2, respectively) in comparison to the pathway that
involves hydrogen first binding to the C of C=O bond. Furthermore, partial charges on
the surface atoms showed that there was a synergistic effect between both metal and phosphorus atoms in bimetallic phosphides that was responsible for hydrogenation of FAL into
FOL due to Lewis acid characteristics of the Mo atoms on the surface. The activation energy barriers for subsequent hydrogenation steps is significantly higher. Thus, methylfuran
and tetrahydrofurfuryl alcohol are observed in small quantities in the experiments.
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CHAPTER 5
OBSERVATION OF PRODUCT-INDUCED REACTION MODULATION FOR THE
HYDROGENATION OF CINNAMALDEHYDE WITH BIMETALLIC PHOSPHIDES

This chapter is adapted from the computational aspects of an unpublished article:
Yolanda Bonitaa, Varsha Jain, Timothy P. O’Connella, Norbert X. Ramosa, Neeraj Rai,
and Jason C. Hicks, Observation of Product-Induced Reaction Modulation for the Hydrogenation of Cinnamaldehyde with Bimetallic Phosphides., 2020 (In Preparation)

5.1

Introduction
Chemoselective hydrogenation of α,β-unsaturated carbonyl compounds obtained from

biomass remains challenging due to the competition between hydrogenation of the alkene
(C=C) and carbonyl (C=O) groups.[432, 127, 250] The hydrogenation of cinnamaldehyde (a representative α,β-unsaturated carbonyl compound) produces hydrocinnamaldehyde (HCAL) and cinnamyl alcohol (COL) for the selective hydrogenation of C=C (∆Hrxn
= -134 kJ/mol) and C=O (∆Hrxn = -66 kJ/mol), respectively (Scheme 1). These products
are important chemical intermediates in fragrances, food, and pharmaceuticals.[347, 119]
Thermodynamically, the alkene is favored, and catalysts selective to the hydrogenation of
the carbonyl without reducing the C=C group are desired.[119]
Many factors such as particle size,[309, 79, 120, 391, 169] support effects,[394, 85,
143, 141, 247] solvent,[141, 87, 140, 65] and alloying[59, 446, 291, 15, 269, 476, 71, 343]
are used as strategies to tune a catalyst’s selectivity to COL. Surface modification in the
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form of a self-assembled monolayer (SAM) has also been reported, where functionalized
thiol groups create surface constraints that force adsorption through the carbonyl group to
control selectivity.[287, 348] Indeed, other studies have also shown that the C=O interaction to the catalyst surface is key to tuning the selectivity to COL,[71] and these interactions
can also be enhanced through the addition of an electropositive metal.[446] For example,
the selectivity to COL using a Co catalyst can be significantly improved by adding either
Ga or In, where the electropositive metals served as the C=O adsorption site.[446] Similar
observations have also been reported with Ru-Snδ+ / ZrO2 catalysts.
A variety of monometallic phosphides, MP (M = Mo, W, Fe, Co, Ni), have been reported as effective CAL hydrogenation catalysts for the synthesis of HCAL.[415] However,
the addition of a second metal to form bimetallic phosphides can drastically alter the selectivity of the catalysts.[327] In Mo-based bimetallic systems, surface electronic structure
can be altered by the addition of a second metal, which determines the adsorption orientation of the reactants on the surface.[326, 39, 166, 41] In the case of oxygenated substrates,
the interaction between the lone pair electrons in O and the catalyst surface is essential in
facilitating the C-O or C=O bond activation.[387, 330, 241, 159, 393] In a recent study,
bimetallic RuMoP was discovered as an active catalyst for low temperature hydrogenation
reactions of aldehydes to primary alcohols with selectivity of >99%.[42] The Lewis acidic
nature of the RuMoP surface, originating from the partially positive charge in Mo due
to charge transfer between the atoms in the RuMoP lattice, was responsible for the high
alcohol selectivity.[41, 42]
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Herein, the catalytic performance of RuMoP was evaluated for the gas phase hydrogenation of CAL. Metal substitution was investigated in MMoP (M = Ru, Ni) to determine
if any how the selectivity can be tuned from the composition. We discovered that surface competition between the substrates and products existed, whereby the selectivity to
carbonyl reduction increased with the addition of various products. Lastly, the activation
energy barrier for H-addition was calculated using density functional theory (DFT) to provide mechanistic insights into these transformations.

5.2

Computational methods
Calculations were performed through the implementation of plane wave DFT[289, 27]

in Vienna ab Initio Simulation Package (VASP.5.4.4).[197, 196, 199, 200] The exchange
correlations were treated within the generalized gradient approximation (GGA) by using
optB88-vdW functional.[191, 190] Projector augmented wave (PAW) potentials[36] were
used to solve the Kohn-Sham equations. The electronic optimization was achieved selfconsistently with a cutoff energy of 450 eV. We found that energy cutoff of 450 eV is
the good cutoff for the convergence of the total energies, energy differences and structural
parameters. The electronic energy convergence was set at 10−5 eV, the same criteria were
used in previous studies. The convergence for forces during structural relaxation is set at
0.03 eV \Å. Spin-polarization was included in all calculations with gamma point sampling
of the Brillouin zone.[129] For the structural relaxation, the first-order Methfessel-Paxton
smearing[259] was employed with a σ of 0.1 eV.
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The slab used for simulations, consist of three and four layers in RuMoP and NiMoP, respectively, with a supercell size P (2 X 2) with a 15 Å thick vacuum layer in the z-direction
(perpendicular to the surface) to minimize interactions between neighboring image slabs.
For all calculations, the bottom most layer was fixed to represent the corresponding crystal
structure obtained from DFT, whereas all other atoms were allowed to relax.
The binding energy was calculated as:

GBE = GADSORBAT E+SU RF ACE − GSU RF ACE − GADSORBAT E

(5.1)

The binding energies (denoted as EBE ) were calculated according to Equation 1, wherein
EADSORBAT E+SU RF ACE is defined as the total energy of species adsorbed on the surface;
ESU RF ACE is defined the total energy of surface; and EADSORBAT E is defined as the energy
of the adsorbed species on the surface in the gas phase.
The activation energy barriers were defined as:

EA = ET S − EIS

(5.2)

The energy barriers were obtained by taking the difference between the energy of the transition state (ET S ) and its corresponding initial state (EIS ) as shown in Equation . Transition
states were located using the nudged elastic band (NEB) method[152, 150, 173] and these
were further refined with the climbing image nudged elastic band (CINEB) method.[151]
The identified transition states were confirmed by examining vibrational frequencies.
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5.3

Computational results
The differences in C=C and C=O hydrogenation preferences were probed with DFT

calculations for RuMoP and NiMoP. The binding configurations of the reactant (CAL)
and products (COL, HCAL, and HCOL) on RuMoP and NiMoP surfaces are shown in
Fig. 5.1. CAL binding on both RuMoP and NiMoP surfaces is favorable, evident by their
binding energy of -2.24 eV and -2.02 eV, respectively. However, CAL binds in a different
orientation on RuMoP and NiMoP surfaces. The binding modes of CAL on RuMoP and
NiMoP were deciphered through the changes in partial atomic charges (Table 5.1) and
distances (Table 5.2) post CAL binding. These results indicated that the distance of the
carbonyl O atom referred as O1 in RuMoP (Fig. 5.2) is closer to the surface (1.94 Å)
compared to NiMoP (3.85 Å). Moreover, the partial atomic charge of the O1 atom is 0.35
and 0.30 |e| for RuMoP and NiMoP respectively, which indicates higher charge transfer to
the O1 atom from the RuMoP surface. Meanwhile, the aretomic charges of the carbonyl C
(C1 ) and α-C (C2 ) in Fig. 5.2 were very similar and within 0.02 |e|. However, the partial
atomic charge of the β-C (C3 ) is higher in NiMoP (0.34 |e|) compared to RuMoP (0.12
|e|). Further, the C3 atom to the surface distance is lower in NiMoP (2.51 Å) than RuMoP
(2.84 Å) surface. This suggests that charge transfer occurs more favorably to the O1 atom
on RuMoP and C3 atom on NiMoP, which might account for the C=O and C=C selectivity,
respectively.
NiMoP showed selectivity shifts from HCAL to HCOL indicating further saturation of
the C=O bond in HCAL. Indeed, DFT calculations suggest there is charge transfer to the
C1 and O1 atoms evident by the partial atomic charges of 0.15 |e| and 0.12 |e|, respectively
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Table 5.1: Change in partial atomic charge (q, |e|) on the atoms of CAL
((C6 H5 )C2 H2 CHO*), COL ((C6 H5 )C2 H2 CH2 OH*), HCAL ((C6 H5 )C2 H4 CHO*), and
HCOL ((C6 H5 )C2 H4 CH2 OH*) after binding on RuMoP (112) and NiMoP (111) facets
Atom

RuMoP

NiMoP

CAL

COL

HCAL

HCOL

CAL

COL

HCAL

HCOL

O1

0.35

0.05

0.07

0.17

0.30

0.02

0.15

0.05

C1

0.12

0.00

0.05

0.08

0.13

0.04

0.12

0.15

C2

0.21

0.02

0.23

0.04

0.19

1.41

0.03

0.04

C3

0.12

0.09

0.20

0.13

0.34

1.56

0.07

0.03

C4

0.02

0.11

0.05

1.64

0.03

0.10

0.06

0.03

C5

1.21

0.14

0.16

0.28

0.14

0.03

0.05

0.04

C6

2.92

0.15

0.23

0.32

0.22

0.01

0.02

0.11

C7

1.19

0.15

0.01

0.08

0.11

0.17

0.02

0.13

C8

0.43

0.17

0.13

0.56

0.01

0.14

0.21

0.01

C9

0.11

0.00

0.02

1.98

0.14

0.06

0.17

0.09
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in HCAL over NiMoP. This observation is the opposite of RuMoP where the partial atomic
charge is smaller on C1 (0.07 |e|) and O1 (0.05 |e|) in HCAL. Additionally, change in the
partial atomic charge of C2 (0.02 |e|) and C3 (0.09 |e|) atoms in COL on RuMoP surface
is small in comparison to NiMoP (1.41 and 1.56 |e| for C2 and C3 , respectively). The
lack of charge transfer from RuMoP surface to COL and HCAL account for the high COL
selectivity with minimal subsequent hydrogenation in RuMoP.
DFT was performed to gain insights into CAL hydrogenation on RuMoP and NiMoP.
The DFT calculation showed the first hydrogenation step of C=O on RuMoP and C=C
on NiMoP in the presence of surface adsorbed hydrogens were preferential. There are 4
possible atom locations for the first H-addition: O1 or C1 for the hydrogenation of C=O
bond and C2 , or C3 for the hydrogenation of C=C bond as shown in Fig. 5.3 with atom
numbering shown in Fig. 5.2. The activation energy (EA ) was calculated for the first and
second H-addition on position 1 to 4 and the H-addition as described in Fig. 5.4 (a) and
(b) for RuMoP and NiMoP, respectively. Pathway I and II denote the H-addition on O1
followed by C1 and C1 followed by O1, respectively. Both pathways, I and II, yield COL
as the final product. Pathway III showed H-addition on C2 followed by C3 , while pathway
IV started with H-addition on C3 followed by C2 , leading to HCAL formation (Fig. 5.3).
These hydrogenation reactions start in the presence of surface adsorbed hydrogen atoms,
and the most stable binding site is determined as on the top of Mo as discussed in our past
studies.[166, 42]
The transition state energy of each elementary step for the proposed reaction pathway
I-IV was calculated on RuMoP and NiMoP as the most dominant facet seen in XRD.
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Table 5.2: The perpendicular distance (d, Å) of carbon and oxygen atoms of CAL
((C6 H5 )C2 H2 CHO*), COL ((C6 H5 )C2 H2 CH2 OH*), HCAL ((C6 H5 )C2 H4 CHO*), and
HCOL ((C6 H5 )C2 H4 CH2 OH*) from the surface after binding on RuMoP (112) and
NiMoP (111) facets
Atom

RuMoP

NiMoP

CAL

COL

HCAL

HCOL

CAL

COL

HCAL

HCOL

O1

1.94

4.64

3.74

1.80

3.85

4.40

4.64

4.57

C1

2.61

3.34

3.06

2.72

3.32

3.27

3.61

3.96

C2

2.39

3.28

2.89

2.29

3.15

2.94

3.40

3.91

C3

2.84

2.93

2.11

2.79

2.51

2.75

2.81

3.36

C4

2.66

2.69

1.91

2.42

2.18

2.42

2.21

3.17

C5

2.66

2.58

1.46

2.07

1.83

2.17

1.85

2.66

C6

2.42

2.35

1.51

1.88

1.81

1.86

1.80

2.34

C7

2.22

2.21

1.94

2.05

2.09

1.74

2.07

2.54

C8

2.23

2.27

2.26

2.37

2.38

1.98

2.37

3.10

C9

2.40

2.51

2.22

2.52

2.37

2.32

2.40

3.41
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Figure 5.1: Optimized structures of CAL, COL, HCAL, and HCOL on RuMoP (112)
(a-d) and NiMoP (111) (e-h) (purple for Ru; pink for Ni; blue for Mo; green for P; grey
for C; silver for H; red for O).

Figure 5.2: CAL atom numbering.
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Figure 5.3: Schematic representation of H-addition on CAL molecule on O1 , C1 , C2 , and
C3 position denoted by Pathway I, II, III, and IV respectively.

Pathway I and II are initiated by binding of CAL in the presence of two surface adsorbed
H-atoms as shown in Fig. 5.5 (a) and (f), respectively. This step leads to the formation
of (C6 H5 )C2 H2 CHOH* and (C6 H5 )C2 H2 CH2 O* (INT1) due to the addition of one H to
the O1 and C1 atom as shown in Fig. 5.5 (c) and (h) with the EBE = -2.03 and -1.93 eV
(See Fig. 5.4 (a)) for pathway I and II, respectively. The transition state (TS1) for this
step is shown in Fig. 5.5 (b) and (g) with the EA of 0.35 and 0.70 eV for pathway I and
II, respectively. This result indicates that pathway I (H-addition on O1 ) is more favorable
on RuMoP, possibly due to the close proximity of O1 on RuMoP surface as well as higher
charge transfer to O1 from the catalyst surface as mentioned in the previous section. The
formed intermediate is further hydrogenated to COL ((C6 H5 )C2 H2 CH2 OH*) as shown in
Fig. 5.5 (e) and (j), and the transition state (TS2) related to the second hydrogenation step
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Figure 5.4: (a) Reaction energetics on CAL hydrogenation RuMoP(112) and (b)
NiMoP(111) through pathway I-IV. The black, blue, green, and red colors represent COL
pathway (I), COL pathway (II), HCAL pathway (III), and HCAL pathway (IV),
respectively.
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is shown in Fig. 5.5 (d) and (i) for pathway I and II, respectively. The EA for TS2 for
pathway I and II are 0.68 and 0.65 eV, respectively.
Pathway III and IV (Fig.

5.5) were also evaluated on RuMoP for the formation

of (C6 H5 )CHCH2 CHO* and (C6 H5 )CH2 CHCHO* intermediate at TS1, respectively as
shown in Fig. 5.5 (m) and (r). The binding energy for these steps are -2.11 and -2.07
eV. Furthermore, his intermediate undergoes another hydrogenation step in the presence
of second surface adsorbed H atom. This leads to the final product formation (HCAL) as
shown in Fig. 5.5 (o) and (t). The TS2 related to this step has been shown in Fig. 5.5
(n) and (s) for pathway III and IV, respectively. The EA for TS1 of pathway III and IV
on RuMoP (112) are 0.48 and 0.51 eV, while the EA for TS2 are 0.71 and 0.83 eV. The
lowest EA for TS1 and overall EA was still through pathway I, which suggested that the
first H-addition in RuMoP was more favorable through the C=O bond as evident by the
high COL formation seen experimentally.
Similarly, the same analysis on the EA of TS1 and TS2 for pathway I to IV were performed on NiMoP (Fig. 5.6). The EA of the first H-addition step or TS1 for pathway I,
II, III, and IV were 0.61, 0.89, 0.39, and 0.26 eV (See Fig. 5.4 (b)). The lowest EA for
the first H-addition in pathway IV implied that the most favorable H-addition was on the
C3 position > C2 > O1 > C1 . The EA for TS2 for pathway I, II, III, and IV were 0.78,
0.95, 0.68, and 0.57 eV, respectively. Although the first H-addition was favorable through
pathway IV, second H-addition was preferable to pathway III. Overall, pathway III and IV
compete for C=C bond hydrogenation to form HCAL due to the lower EA over NiMoP,
which agreed with the experimental observation.
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Figure 5.5: Optimized structures of CAL, COL, HCAL, and reaction intermediates on the
(112) facet of RuMoP during COL and HCAL reaction pathway (via pathway I, II, III &
IV): (a), (f), (k) & (p) (C6 H5 )C2 H2 CHO* and 2H*, (b) (C6 H5 )C2 H2 CHO-H* (TS1;
pathway I) and H*, (g) (C6 H5 )C2 H2 C-HHO* (TS1; pathway II) and H*, (c)
(C6 H5 )C2 H2 CHOH* (INT1; pathway I) and H*, (h) (C6 H5 )C2 H2 CH2O* (INT1; pathway
II) and H*, (d) (C6 H5 )C2 H2 CH-HOH* (TS2; pathway I), (i) (C6 H5 )C2 H2 CH2O-H* (TS2;
pathway II), (e) & (j) (C6 H5 )C2 H2 CH2 OH*, (l) (C6 H5 )CHC-HHCHO* (TS1; pathway
III) and H*, (q) (C6 H5 )C-HHCHCHO* (TS1; pathway IV) and H*, (m)
(C6 H5 )CHCH2 CHO* (INT1; pathway III) and H*, (r) (C6 H5 )CH2 CHCHO* (INT1;
pathway IV) and H*, (n) (C6 H5 )C-HHCH2 CHO* (TS2; pathway III), (s)
(C6 H5 )CH2 C-HHCHO* (TS2; pathway IV), and (o) & (t) (C6 H5 )C2 H4 CHO*. The
purple, blue, and green colors represent Ru, Mo, and P atoms, respectively
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Figure 5.6: Optimized structures of CAL, COL, HCAL, and reaction intermediates on the
(111) facet of NiMoP during COL and HCAL reaction pathway (via pathway I & IV): (a)
& (f) (C6 H5 )C2 H2 CHO* and 2H*, (b) (C6 H5 )C2 H2 CHO-H* (TS1; pathway I) and H*, (g)
(C6 H5 )CHC-HHCHO* (TS1; pathway I) and H*, (c) (C6 H5 )C2 H2 CHOH* (INT1;
pathway I) and H*, (h) (C6 H5 )CHCH2 CHO* (INT1, pathway IV) and H*, (d)
(C6 H5 )C2 H2 CH-HOH* (TS2; pathway I), (i) (C6 H5 )C-HHCH2 CHO* (TS2; pathway IV),
(e) (C6 H5 )C2 H2 CH2 OH*, and (j) (C6 H5 )C2 H4 CHO*. The pink, blue, and green colors
represent Ni, Mo, and P atoms, respectively.
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5.4

Conclusion

The selectivity of C=O and C=C bond hydrogenation in CAL was tuned with monometallic and bimetallic phosphides. Bimetallic RuMoP was identified as a highly selective catalyst for C=O hydrogenation (∼ 91%) in contrast with other bimetallic such as NiMoP
and CoMoP. Modulation studies were conducted with the products (COL and HCOL) to
increase the selectivity of C=O hydrogenation in RuMoP, due to surface competition between the products (HCOL and COL) and possible π-π stacking that stabilized CAL adsorption through C=O. DRIFTS experiments of CAL adsorption showed the presence of
η 1 (O) adsorption mode in RuMoP that leads to the hydrogenation of C=O bond, while
NiMoP showed η 1 (O) adsorption mode and potential π-bonded C=O or 1,4-diadsorbed
species that inhibited the hydrogenation of C=O bond. Lastly, DFT calculations indicated
that H2 addition is more favorable on the C=O functionality with RuMoP. Specifically, the
first H-addition was more favorable on the O1 atom. The surface electronic structure of RuMoP greatly influenced the proximity of O1 during adsorption. In contrast, the H-addition
is more favorable on the C3 atom with the NiMoP catalyst, making the hydrogenation of
the C=C bond more favorable.
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CHAPTER 6
BIMETALLIC RU-MO PHOSPHIDE CATALYSTS FOR THE HYDROGENATION OF
CO2 TO METHANOL

This chapter is adapted from the computational aspects of previously published article:
Feiyang Geng, Yolanda Bonita, Varsha Jain, Matthew Magiera, Neeraj Rai, and Jason C.
Hicks, Bimetallic Ru-Mo Phosphide Catalysts for the Hydrogenation of CO2 to Methanol.,
Industrial Engineering Chemistry Research, 2020 (Accepted)

6.1

Introduction

Conversion of CO2 to value-added chemicals (i.e., methanol, dimethyl ether, ethanol etc.)
has attracted significant attention as a possible route to decrease CO2 emissions.[212, 276,
312, 29, 381, 243] Methanol, in particular, is a platform chemical and can serve as a
hydrogen storage material.[419] Methanol is commercially produced through syngas (H2
and CO/CO2 ) with Cu/ZnO/Al2 O3 serving as the catalyst.[103] The same catalyst can be
also be utilized for methanol synthesis directly from hydrogenation of CO2 . For example, it was shown that 37% selectivity to methanol can be achieved by using this catalyst
when conversion of CO2 reaches 20%.[13] Further modification of Cu/ZnO/Al2 O3 has
been reported with additional promoters, such as ZrO2 , to improve both selectivity and
stability,[305, 123, 124] due to structural and electronic effects.[252, 268, 349, 310]
Metal phosphides constitute a diverse class of catalytic materials formed by reaction between phosphorus and transition metals. These materials have been reported as highly ac105

tive catalysts for hydrodenitrogenation (HDN),[282, 283, 222] hydrodesulfurization (HDS)[60,
46] and hydrodeoxygenation (HDO),[474, 166, 327, 39, 326] and have recently attracted
attention in the hydrogen evolution reaction (HER) and oxygen evolution reaction (OER).[422,
232, 231, 101, 257, 452, 55, 63] A recent study discovered MoP-K/SiO2 was active for
methanol synthesis from H2 /CO/CO2 or H2 /CO2 feeds.[103] Density function theory (DFT)
calculations and diffuse reflectance infrared spectroscopy (DRIFTS) studies showed formate forms as an intermediate and binds as a monodentate formate rather than a bidentate formate, where the bidentate formate is believed to prevent the deactivation by high
formate coverage on Cu catalysts. Remarkably, deactivation of the catalyst was not observed after operation at 4 % conversion for 150 h on stream.[103] However, the surface
area normalized activity and selectivity to methanol with MoP-K/SiO2 were not improved
compared to Cu/ZnO/Al2 O3 , even if the MoP was highly dispersed on the support.[103]
The methanol selectivity with MoP-K/SiO2 was significantly lower than the CO selectivity, which suggests modification of the active sites in MoP could result in a more effective
catalyst.
As a widely used modification strategy, incorporation of second metal to form bimetallic
phosphides has been investigated for many hydrogenation reactions, resulting in a wide
range of phase-pure materials whose hydrogenation ability can be optimized by changing
the catalyst composition.[475, 313, 326] For example, the incorporation of Co into Ni2 P
can enrich phosphorous on catalyst surface to prevent sulfur poisoning and enhance HDS
activity. Additionally, the preferential location of Ni in the bulk phosphide can change in
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FeX Ni2−X P. With high Fe content, Ni occupies tetrahedral M(1) sites, resulting in a higher
HDS activity.
Recent studies have also shown that a RuMoP bimetallic catalyst results in a strong promotional effect for the selective hydrogenation of functionalized aromatic hydrocarbons. For
furfural hydrogenation, the synergistic effect in RuMoP increases the adsorption energy of
the carbonyl O on surface active sites and accelerates hydrogenation of furfural to furfural
alcohol. Similarly, this interaction may be important for methanol synthesis, as CO2 must
adsorb on surface active sites and hydrogenate to form methanol. Therefore, the adsorption
strength of C=O may improve activation of CO2 , stabilize CO species, and facilitate the
hydrogenation steps towards methanol.
Therefore, in this study, we investigated RuX Mo2−X P materials as an active catalyst for
CO2 hydrogenation. We were able to show synergy between Ru and Mo in the bimetallic catalyst, which optimized via a catalyst composition study. Density functional theory
(DFT) calculations of CO2 adsorption over metal phosphides showed stronger adsorption
between Ru and Mo sites on bimetallic phosphides compared to the monometallic phosphide analogues. Overall, these results provide insight into the structure-performance relationship of monometallic and bimetallic Ru- and Mo-based phosphides for CO2 hydrogenation to methanol.

6.2

DFT Calculations for CO2 Adsorption on Metal Phosphides
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All calculations were performed using VASP 5.4.4 (Vienna Ab initio Simulation Package) [197,
196, 199, 200] through density functional theory (DFT).[289, 27] The core electrons are
described with the projector augmented waves (PAW) method[36] to solve the Kohn-Sham
equations. Geometry optimization was performed self-consistently using the plane wave
basis set with a cutoff energy of 450 eV to ensure high precision. We found that energy cutoff of 450 eV is the good cutoff for the convergence of the total energies, energy
differences and structural parameters. The general gradient approximation (GGA) with using optB88-vdW functional[191, 190] parameters is employed. This functional performs
well in which are significant in describing the bulk properties of type of systems considered in the present work and to better describecan account for nonlocal van der Waals
interactions. Spin-polarization was included in all calculations with γ point sampling of
the Brillouin zone.[129] For the geometry optimization, we used first-order MethfesselPaxton[259] smearing function with a width of 0.1 eV. We used 1 x 10−5 eV energy difference as convergence criteria to solve the electronic wave function. All the calculations
were carried out until the net forces acting on atoms were smaller than 0.03 eV/Å.
The RuX Mo(2−X) P (X = 0.8, 1.0, 1.2) (112), Mo3 P (321), MoP (001), Ru2 P (112), and
RuP (211) were modeled with P (2 × 2), P (1 × 1), P (4 × 4), P (2 × 2), and P (2 × 3)
surface unit cells and three layered slabs separated by at least 15 Å of vacuum. The atoms
in the bottom most layer was fixed at the corresponding bulk positions, and those in the top
two layers together with the adsorbate atoms were allowed to relax. Recently published
article by Bonita et al. has shown proved using XYZ technique that for RuX Mo(2−X) P,
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Mo3 P, MoP, Ru2 P, and RuP, (112), (321), (112), (001) and (211) plane are the most dominant plane.[41]
To calculate the binding energy, the following equation was used:
BE = EADSORBAT E+SU RF ACE − ESU RF ACE − EADSORBAT E

(1)

The binding energies (denoted as BE) were calculated according to Eqn. 1, wherein
E ADSORBAT E+SU RF ACE is defined as the total energy of species adsorbed on the surface;
E SU RF ACE is defined the total energy of surface; and E ADSORBAT E is defined as the energy of the adsorbed species on the surface in the gas phase.

6.3

Results and Discussion

Figure 6.1: Binding configuration (side view) of CO2 over various metal phosphides. (a)
Ru1 Mo1 P (112) (b) Ru0.8 Mo1.2 P (112) (c) Ru1.2 Mo0.8 P (112) (d) Mo3 P (321) (e) MoP
(001) (f) Ru2 P (112) (g) RuP (211).
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In order to understand how the corporation of Ru and Mo sites on metal phosphide influences the catalytic performance for CO2 hydrogenation, we utilized computational modeling to understand whether CO2 has stronger interaction with the Ru and Mo sites on
bimetallic phosphides than monometallic phosphides, as CO2 adsorption is the initial step
for methanol synthesis. Therefore, the CO2 adsorption binding on metal phosphide surface was modeled via DFT (Table 6.1). The structure of CO2 adsorbed on metal sites
were allowed to relax so that the most stable structure was obtained, as is shown in Fig.
6.1 and 6.2. For bimetallic phosphides, we found that a single CO2 molecule tends to
bindadsorb between Mo and Ru sites. (side view: Fig. 6.1. (a-c), top view: Fig. 6.2)
First oxygen atom (O1 ) stays above the positively charged Mo with perpendicular distance
to surface of 1.2∼1.9 Å, while the carbon atom also remains closely to surface with a
distance of 0.9∼1.9 Å. The second oxygen atom (O2 ) is farther from the surface due to
weaker interactions (perpendicular distance 1.6∼2.1 Å). For Ru1 Mo1 P and Ru1.2 Mo0.8 P,
the CO2 molecule is slightly bent (Fig. 6.1, O-C-O bond angle is around 175◦ ) while
CO2 on Ru0.8 Mo1.2 P shows more significant change in the adsorption configuration (Fig.
6.1, O-C-O bond angle is 123◦ ). CO2 adsorption on monometallic phosphides showed a
linear configuration, and the distances between each atom from CO2 and the monometallic
phosphide surfaces are farther than the bimetallic phosphide (Fig. 6.1 and Table 6.2). We
also calculated the binding adsorption energy of CO2 on the (112) facet of RuX Mo(2−X) P,
(321) facet of Mo3 P, (001) facet of MoP, (112) facet of Ru2 P, and (211) facet of RuP because those facets are the most dominant facets determined from the XRD patterns. It was
shown in Table 6.1 that binding adsorption energies of CO2 over those surfaces of RuP,
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Ru2 P, MoP and Mo3 P are -0.5 eV, -0.74 eV, -1.02 eV and -1.15 eV, respectively, indicating
stronger CO2 adsorption over Mo-based phosphides rather than Ru-based phosphides. According to Tang et al., CO2 adsorption on Cu (111) is -0.03 eV. In case of other transition
metals, the binding adsorption energies of CO2 over Ni (110) and Fe (100) are -0.52 eV
and -1.47 eV, respectively. Our calculations show the binding adsorption strength of CO2
over Mo or Ru based phosphides is close to the transition metals. Additionally, as Ru was
incorporated to MoP to form Ru1 Mo1 P, binding adsorption energy of CO2 increases from
-1.02 eV to -3.11 eV (Table 6.1). A similar improvement was also reported with Cu and
Au supported on titanium carbide (TiC), when binding adsorption energy of CO2 enlarges
from -0.62 eV to -1.12 eV due to preferable adsorption between Cu and TiC where charge
polarization exists. Therefore, our results show CO2 adsorption on RuMo bimetallic phosphide becomes much more favorable than monometallic phosphides and thus, significantly
activate CO2 molecule for hydrogenation.

Figure 6.2: Binding configuration (top view) of CO2 over various metal phosphides. (a)
Ru1 Mo1 P (112) (b) Ru0.8 Mo1.2 P (112) (c) Ru1.2 Mo0.8 P (112) (d) Mo3 P (321) (e) MoP
(001) (f) Ru2 P (112) (g) RuP (211).
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Table 6.1: Binding energy of CO2 over Ru and Mo based phosphides
Surface

Adsorption energy (eV)

Ru1.0 Mo1.0 P (112)

-3.11

Ru0.8 Mo1.2 P (112)

-2.28

Ru1.2 Mo0.8 P (112)

-1.43

Mo3 P (321)

-1.15

MoP (001)

-1.02

Ru2 P (112)

-0.74

RuP (211)

-0.5

The correlation between CO2 adsorption energy and CO normalized methanol formation
rate is depicted in Fig. 6.3. A linear trend was observed between CO2 adsorption energy
and activity, suggesting a higher overall reactivity is likely to be correlated to a stronger
interaction between CO2 and the metal phosphide surface sites. A similar trend was also
discovered in Cu/Ti carbide (TiC), where an enhanced adsorption of CO2 was found to
decrease the activation energy barrier of methanol. Higher adsorption energy of CO2 may
lead to faster formation and activation of reaction intermediates which impacts the reactivity. Indeed, such mechanism was also proposed on other bimetallic catalysts, such as
Cu/Ni alloy, where Ni coverage on Cu (100) is proportional to methanol yield from CO2
hydrogenation. Theoretical study revealed that Ni-Cu interface can be favorable adsorption
site for CO2 molecule because of its stronger adsorption to the carbonyl O. The stronger
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Figure 6.3: CO-site-normalized methanol formation rate versus binding energy of CO2 on
metal phosphides.

Table 6.2: Position of each atom from CO2 molecule and corresponding bond angle
Surface

O1 (Å)

O1 (Å)

C (Å)

Center of mass (Å)

O-C-O Bond Angle (◦ )

Ru1.0 Mo1.0 P (112)

1.25

1.65

1.62

1.60

176.28

Ru0.8 Mo1.2 P (112)

1.28

1.79

0.92

0.88

123.23

Ru1.2 Mo0.8 P (112)

1.89

2.07

1.97

1.96

175.57

Mo3 P (321)

3.68

2.63

3.12

3.07

175.61

MoP (001)

2.14

2.73

2.23

2.17

130.38

Ru2 P (112)

3.59

2.67

3.12

3.09

179.07

RuP (211)

2.73

2.74

2.73

2.73

179.92
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binding favors C-O bond cleavage during CO2 hydrogenation and prevents desorption of
reaction intermediates (e.g. CO) from surface so that subsequent hydrogenation steps can
proceed towards methanol synthesis. As for the Ru-Mo bimetallic phosphide, a similar
effect could also exist. Therefore, not only CO2 adsorption, but also the hydrogenation
steps of reaction intermediates to methanol could be promoted by this bimetallic effect.

6.4

Conclusion

In summary, the CO2 hydrogenation performance of monometallic and Ru-Mo bimetallic phosphides was evaluated by comparing binding adsorption energies. Through DFT
calculations, we observed charge transfer which alters the electron distribution on Ru and
Mo sites on bimetallic phosphides. DFT calculations reveal that adsorption energy of CO2
molecule on this Ru and Mo sites is much higher than single Ru or Mo site on monometallic phosphides, thus, these bimetallic catalysts are able to better activate CO2 molecule for
hydrogenation steps. Therefore we suggest that promotion effect of this synergy between
Ru and Mo could be a result of (1) enhanced adsorption and activation of CO2 and/or (2)
faster hydrogenation of reaction intermediates to methanol.
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CHAPTER 7
SOLVATION EFFECT ON BINDING MODES OF MODEL LIGNIN DIMER
COMPOUNDS ON MWW 2D-ZEOLITE

This chapter has been modified from a previously published article: Varsha Jain, Woodrow
N. Wilson, and Neeraj Rai, Solvation effect on binding modes of model lignin dimer compounds on MWW 2D-zeolite., The Journal of chemical physics 2019, 151 (11), 114708

7.1

Introduction
Due to the abundance and availability of biomass, conversion of biomass to fuels and

chemicals is becoming an important component of our renewable energy portfolio. [386,
162, 8, 213, 6, 340] Biomass consists of three major components: cellulose (∼ 35-50%),
hemicellulose (∼ 20-35%), and lignin (∼ 5-30%).[58, 317, 462] Cellulose and hemicellulose are relatively easy to process into the monomer units (e.g. glucose, fructose, galactose, mannose, xylose) due to their simple chemical composition.[375, 206, 340, 102, 32]
On the other hand, depolymerization of lignin poses a significant challange due to its
highly complex structure, high molecular weight, and resistance to most enzymes and
chemicals.[4, 436, 319, 386, 436, 118, 286] Furthermore, development of cost effective
conversion of lignin and subsequent product separation and purification is crucial because
these reactions are often carried out in the liquid phase where the large density of molecules
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near the catalyst surface obstructs our ability to observe molecular-level phenomena as well
as causes low yields for desired products.[459, 328, 90, 316, 86]
The presence of solvent alters the number of active sites present on catalytic surface
due to strong adsorption on the surface as well as additional solvent molecules interact with
the lignin adsorbates due to hydrogen bonding, electrostatic forces, and other dispersion
forces.[368, 37, 408] This affects the surface chemistry by changing adsorption energies,
transition state energies, and activation energy barriers which can alter the overall reaction
pathway.[100, 368, 31, 435, 26, 404] Thus, the interactions between solvent molecules
and adsorbate as well as solvent molecules and catalytic surface play an important role in
determining preferred reaction pathways and product distribution.[368, 334, 133, 112]
Lignin consists of a number of C–C and C–O bonds,[439] where the bond dissociation
energy (BDE) of C–Caryl bond is very high (∼ 384 kJ/mol). Thus, selective cleavage the
weaker Caryl –O or Caliphatic –O linkages (BDE ∼ 218-314 kJ/mol) in lignin to form small
aromatic fragments is often preferred.[290, 187, 378, 160, 451, 73, 248] Lignin has different aryl ethers, irregularly connected by a variety of C–O linkages (β–O–4, β–5, 4–O–5,
β–1, dibenzodioxocin, and β–β), which creates a complex structural network; hence, selective bond cleavage is required for the production of useful products.[49, 290] Out of
all these linkages, β–O–4 linkage is predominant (50 % of the bonds in lignin)[179, 38,
62, 183, 175, 203, 16, 189], and many fundamental studies have been performed to understand cleavage of C–O–C bond mainly through acid or base depolymerization,[439,
382, 177, 204, 244, 395] oxidative depolymerization,[144, 242, 28, 64] and reductive
depolymerization.[401, 458, 24, 441, 414, 470, 472, 374, 471, 326] One of most effec116

tive methods to cleave C–O bond selectively is hydrogenolysis or hydrodeoxygenation
(HDO) of β–O–4 linkages which is a form of reductive depolymerization in the presence
of hydrogen gas.[439, 108, 401, 246, 234, 277, 463, 146]
Solid acid zeolites are useful catalytic platforms for chemical transformation such as
hydrogenolysis and HDO reactions.[224, 194, 424] However, three dimensional zeolites
suffer from pore blockage when used for large molecules. The recent developments in the
synthesis of hierarchical and two dimensional (2D) zeolites have opened new avenues for
application of solid acid zeolites for depolymerization of large complex molecules such
as lignin. Recently, many 2D zeolite crystals such as MWW, UTL, and FER have been
synthesized to perform different chemical transformations.[336, 320, 96, 338, 437, 278] In
this study, MWW type of 2D zeolite will be considered due to its high hydrothermal stability and shape selectivity.[337, 336] The low energy needs of hydrothermal processes make
them suitable for depolymerization reactions. However, these condensed phase reactions
over zeolite surface are complicated due to different reaction environments and the presence of solvent.[368, 115] For example, Roberts et al. explained that high temperatures
(240–400 ◦ C) and pressures (250–315 bar) are required to cleave aromatic ethers in the
aqueous phase over Ni/ K2 CO3 / ZrO2 catalyst.[328, 329] The cleavage of the C–O and C–
C bonds in 2-phenethyl phenyl ether and dibenzyl has been shown using supported metal
catalysts in supercritical water without hydrogen gas at high temperature (400 ◦ C).[439]
On the other hand, Zhao et al. shows mild conditions (200–250 ◦ C and 50 bar H2 pressure)
are sufficient for high selectivity for hydrodeoxygenation of ethers over Pd and Ni based
catalysts supported on HZSM-5 zeolite.[473, 472] Another study shows oxidative transfor117

mation of lignin and lignin model compounds into monomeric aromatic compounds such
as phenol, acetophenone, and methyl benzoate at 185 ◦ C under a 0.1 MPa O2 atmosphere
over Pd/CeO2 catalyst in the presence of methanol.[93] Overall, these works provide a
comprehensive review on lignin hydrogenolysis concerning the effect of the catalyst, reaction condition, and solvent on the cleavage mechanism of different linkages and on the final
product distribution. However, in order to understand complete reaction mechanisms, it is
important to first understand the effect of reaction conditions and solvents on the binding
modes of β-O-4 linkages of lignin.[306, 272, 439, 281, 342, 403]
In this work, we investigate binding of model lignin compounds with β-O-4 linkages on
the surface of two-dimensional zeolite based on the MWW topology. The first dimer is 1(4-hydroxyphenyl)-2-phenoxy-1,3-propanediol (HH) which is a phenolic dimer because of
hydroxyl group present on one of the aromatic rings, and the second dimer is non-phenolic
2-Phenoxy-1-phenylethanol (PE).[382] We also investigated the effect of different surface
termination on the binding of these dimers. The surface properties (e.g. activity, selectivity, hydrophobicity, hydrophilicity) of the zeolite which originally has a negative surface charge, can be varied by changing organic functional groups on the vacuum exposed
surface.[176, 1] These different functional groups on the surface can improve the affinity of β-O-4 linkages with zeolite surface and thus activate desired chemical bonds. To
quantify solvation effects, we have considered polar solvents such as water and methanol
which are the possible hydrogen sources for the further hydrogenolysis and HDO reactions of phenyl ether bonds.[24, 12, 357, 401, 33] These simulations are performed at three
different temperatures 323, 353, and 373 K. The competition for adsorption on catalytic
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active sites between lignin dimers and solvent molecules affects adsorption which can affect hydrogenolysis and HDO reaction pathways.[368] Binding is the first step of catalytic
reactions, thus it is important to understand the effect of surface termination and thermodynamic factors such as temperature, pressure, and solvent effect.[273, 449, 413, 281]

7.2

Computational details
We employed density functional theory (DFT)[289, 27] for all theoretical calculations

by using VASP.5.4.4 (Vienna Ab initio Simulation Package).[197, 198, 199, 200, 196, 201]
First, we performed DFT geometry optimizations in the absence of the solvents and then
ab initio molecular dynamics (AIMD) simulations are performed for systems containing
explicit solvent molecules. We used optB88-vdW functional[191, 190] which performs
well for bulk properties by accounting for nonlocal van der Waals interactions. The core
electrons are described with the projector augmented wave (PAW) approach [36] to solve
the Kohn-Sham equations. [201, 377] The energy cut-off was taken as 450 eV to ensure
high precision in both the DFT geometry optimizations and AIMD simulations. We found
that energy cutoff of 450 eV is the good cutoff for the convergence of the total energies,
energy differences and structural parameters. Spin-polarization was included in all calculations with Γ-point sampling of the Brillouin zone.[129] For the geometry optimization,
we used first-order Methfessel-Paxton smearing function [259] with a width of 0.1 eV, and
for AIMD simulations, Gaussian smearing[23] with a width of 0.05 eV is used. The total
energy was extrapolated to 0 K in case of gas phase calculations. For solving the electronic
wave function, convergence criteria was 1 x 10−5 eV energy difference in both the DFT
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geometry optimizations and AIMD simulations. All the calculations were carried out until
the net forces acting on atoms were smaller than 0.03 eV Å−1 .
The model MWW 2D-zeolite system was created by building a supercell size of 2 X
2 X 1 with (001) exposed surface with the following parameters: a = 14.39 Å; b = 14.39
Å; c = 25.198 Å; introduced in the direction of surface normal to prevent the interactions
between the bottom surface and the dimer molecules. The periodic boundary conditions
are used in all three directions.
Condensed phase thermodynamic properties can be determined using implicit solvent
or explicit solvent model. In the implicit solvent model, solvent molecules are replaced
with continuum dielectric.[397, 279, 396, 324] This reduces the system size significantly
and speeds up the calculation. [464, 110, 30] On the other side, explicit solvent model
provides insights provide more realistic solvation environment and are necessary especially
in the cases where they participate directly in the reaction.[464] In the present case, we have
primarily used the explicit model and performed selected implicit solvent simulations for
comparison.
To explore the solvation effects, we introduced 48 explicit water and methanol molecules
near lignin dimer and added extra 5 Å vacuum in the box in order to avoid slab and solvent
molecules interaction. AIMD simulations were performed using the Nosé-Hoover thermostat at three different temperatures of 323, 353, and 373 K within the canonical ensemble
(N V T : constant number of atoms, constant volume, and constant temperature) for at least
11 ps including 9 ps equilibrium run and 2 ps production run. For AIMD simulations, we
used the deuterium mass for H atoms to implement a longer time step (1.2 fs) for both
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solvents. The optimized structure of adsorbed lignin dimer was taken as the starting configuration for the AIMD simulations. Using 960 cores (on Cori system at NERSC), we
were able to perform approximately 2 ps simulation in 36 hours.
The binding energies (denoted as BEgas ) of these lignin dimers in the absence of solvent
ace
were calculated according to Eqn. (1), wherein Edimer+surf
is defined as the total energy
tot
ace
of dimer adsorbed on the surface; Esurf
is defined the total energy of surface; and Edimer
tot
tot

is defined as the energy of the adsorbed dimer on the surface in the gas phase.

dimer+surf ace
surf ace
dimer
BEgas = Etot
− Etot
− Etot

(7.1)

The approach to compute binding energy of a probe molecule with surface in the condensed phase depends on whether or not electronic effects of solvent are included in the
calculations. In order to understand whether the interaction between the lignin dimer and
surface weakens in the presence of solvents, we have utilized two different approaches.
In the first approach, we took 50 different AIMD configurations during 9 to 11 ps at an
interval of 0.04 ps. We calculated binding energies using Eqn. (1) by performing single
point energy calculations after removal of solvent molecules from each configuration. Afterwards, we averaged binding energies of 50 configurations and calculated the associated
standard deviation. This is an indirect approach and does not take into account the electronic coupling between the solvent and surface and solvent and probe molecule. This
approach, however, quantifies the effect of structural distortion on the binding energy.

binding
dimer+surf ace+solvent
surf ace+solvent
dimer
Esol
= Etot
− Etot
− Etot
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(7.2)

dimer
solvent
solvent+dimer
− Etot
− Etot
E sol = Etot

(7.3)

explicit
binding
BEsol
= Esol
− E sol

(7.4)

In the second approach, we calculate the overall interaction of the lignin dimer with
binding
the surface and solvent (Esol
), and then remove the interaction energy between the

dimer and the solvent molecules (E sol ). This approach insures that solvation effects are
included in the binding energies. To implement this approach, we took a total of 10 different configurations from the AIMD trajectory of 10 to 11 ps at an interval of 0.1 ps. Here,
we recalculated binding energies (denoted as BEsol ) using Eqn. (2), (3), and (4), wherein
ace+solvent
Edimer+surf
is defined as the total energy of dimer adsorbed on the surface in the
tot
ace+solvent
presence of solvent; Esurf
is defined as the total energy of surface in the presence
tot
solvent+dimer
of solvent; Etot
is defined as the total energy of dimer in the presence of solvent;

is defined as the total energy of solvent; Ebinding
Esolvent
is defined as the interaction energy
tot
sol
of dimer with the surface in the presence of solvent; and Esol is defined as the interaction
explicit
energy of dimer with the solvent. Lastly, we averaged binding energies (BEsol
) of 10

structures and calculated associated standard deviation.

implicit
dimer+surf ace
surf ace
dimer
= Etot
() − Etot
() − Etot
()
BEsol

(7.5)

Further, we performed additional new AIMD simulation with implicit solvent model.
Implicit solvent model binding energies were calculated using Eqn. (5) while taking 50
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different AIMD configuration in the presence of water at 323 K during 9 to 11 ps at
an interval of 0.04 ps. Water was modeled using the experimental dielectric constant (
implicit
) of 50 strucat 323 K) as 69.94. Afterwards, we averaged binding energies (BEsol

tures and calculated the associated standard deviation. In this model, solvent was represented as a homogeneous constant dielectric constant and simulations were performed
using VASPsol.[114, 254] The definition of each term in Eqn. (5) is the same as that of
Eqn. (1).
In order to test the effect of starting configuration, we performed two implicit solvent
model simulations with water with two different starting configurations. We found that the
binding energy difference between two configurations is ∼ 0.35 kcal/mol and the system
reaches equilibrium within 6 ps. As expected the convergence is faster than the explicit
solvent case. The related evidence of converged bond angles and COM distances are shown
in Fig. S6.

7.3 Results and discussion
7.3.1 Binding of lignin dimers in gas phase
7.3.1.1 Effect of surface termination
We explored the behavior of different surface termination for the binding of different
lignin model compounds HH and PE. The (001) surface of MWW 2D-zeolite with a P (2 X
2) super cell consists of eight free valencies, which can be terminated with different types of
species. Here, the surface was terminated with hydrogens (H) and hydroxyl (OH) groups in
three different ways: (1) all the free valencies are satisfied with hydrogens (H:OH = 100:0
%); (2) half free valencies are satisfied with hydrogens and the other half with hydroxyl
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groups (H:OH = 50:50 %); and (3) all the free valencies are satisfied with the hydroxyl
groups (H:OH = 0:100 %).
In order to find the optimal binding mode, we explored a number of initial configurations with different HH and PE orientation on the surface. Fig. 7.1 demonstrates the most
stable configurations of HH and PE as a function of surface termination. We found that
aromatic rings in both dimers are tilted towards the zeolite surface for all configurations,
although this change is different for different surface terminations. The binding energies
for HH and PE dimers are -33.51, -40.93, -48.72, and -31.22, -37.72, -42.84 kcal/mol for
100:0, 50:50, 0:100 % cases, respectively (See Table 7.1). By comparing the binding energies on three different terminated surfaces, it is clear that adsorption strength increases as
we increase the number of hydroxyl groups on the surface for both dimers. Kandziolka et
al. reported the interaction between aromatic alpha-aryl ether and hydroxyl groups present
on SBA-15 surface leading to red-shift for the aromatic C–H stretch as well as broadening
of the surface hydroxyl stretches.[176]

Table 7.1: The effect of surface termination on binding energies (BEgas , kcal/mol) of HH
and PE dimer in the gas phase using two different DFT functionals
ratio (H:OH)

HH

PE

optB88-vdW

PW91

optB88-vdW

PW91

100:0

-33.51

-26.76

-31.22

-21.10

50:50

-40.93

-31.24

-37.72

-27.62

0:100

-48.72

-37.20

-42.84

-31.83
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Figure 7.1: Binding modes of lignin dimer HH and PE on MMW 2D-zeolite surface in
the absence of solvents. Initial configuration of dimers on (a) H:OH = 100:0 % terminated
surface, optimized structures of dimers on (b) H:OH = 100:0 %, (c) H:OH = 50:50 %, and
(d) H:OH = 0:100 % terminated surface.

Figure 7.2: Terminology for (a) parameters such as angles, center of mass (COM)
distances, and C–O bond length, (b) atom numbering of HH dimer for Bader charge
analysis in Table 3, 4, and 6, (c) atom numbering of PE dimer for Bader charge analysis in
Table 3 and 4.
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Table 7.2: The effect of surface termination on angles (A1 , A2 , and A3 ; degrees), center of
mass (COM) distances (d1 and d2 ; Å), and C–O bond lengths (r1 , r2 , and r3 ; Å) of HH
dimer
ratio (H:OH)

A1

A2

A3

d1

d2

r1

r2

r3

initial

113.44

107.77

109.31

4.98

4.98

1.42

1.44

1.38

100:0

115.05

105.3

111.75

4.96

4.97

1.43

1.46

1.39

50:50

116.99

104.13

113.71

4.92

4.94

1.46

1.47

1.39

0:100

118.5

104.28

114.31

4.63

4.7

1.48

1.47

1.41

As lignin dimers are fairly large molecules, we expect that van der Waals interactions
to be significant. However, PW91 functional[297, 299, 296] has been used extensively
when modeling catalytic systems. Thus, we have performed additional calculations with
PW91 functional and evaluated binding energies associated with both dimers as a function
of surface termination. As reported in Table 7.1, for both dimers the binding energies
are higher for optB88-vdW functional as compared to PW91 functional. The difference
in adsorption energies is around 6.75 to 11.52 kcal/mol in magnitude for two different
functionals, although the trend is same for different terminated surfaces for HH and PE
dimers. The strong or weak bonding of the molecules depends on the physisorptive (van der
Waals attraction) or covalently bonding nature of molecules on the catalytic surface. These
differences in adsorption energies for these two functionals show that vdW interactions
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Figure 7.3: Charge density difference plots for lignin dimer HH and PE on (a) H:OH =
100:0 % , (b) H:OH = 50:50 %, and (c) H:OH = 0:100 % terminated surface. Green and
yellow represent regions of charge density depletion and accumulation, respectively. The
isosurface level is 0.002 e/a0 3 (where a0 is the Bohr radius) for all structures.
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Figure 7.4: Binding of lignin dimer HH on MMW-2D zeolite surface in the presence of
water at 323 K. AIMD simulation snapshots on (a) H:OH = 100:0 % , (b) H:OH = 50:50
%, and (c) H:OH = 0:100 % terminated surface.
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Table 7.3: Partial atomic charge (q, |e|) of HH and PE dimers in the gas phase and on the
(001) facet of MWW 2D-zeolite as a function of surface termination
atom

HH

PE

gas phase

100:0 %

50:50 %

0:100 %

gas phase

100:0 %

50:50 %

0:100 %

H1

+0.36

+0.42

+0.48

+0.41

+0.62

+0.60

+0.60

+0.67

O1

– 1.01

– 1.10

– 1.16

– 1.22

– 1.04

– 1.10

– 1.11

– 1.17

C1

+0.39

+0.65

+0.68

+0.71

+0.38

+0.50

+0.51

+0.51

H2

+0.07

+0.06

+0.10

+0.10

+0.08

+0.04

+0.04

+0.06

C2

+0.61

+0.44

+0.43

+0.37

+0.35

+0.40

+0.43

+0.43

H3

+0.04

+0.05

+0.08

+0.10

+0.05

+0.05

+0.05

+0.07

O2

– 1.01

– 1.02

– 1.05

– 1.07

– 1.00

– 1.01

– 1.03

– 1.05

C3

+0.51

+0.60

+0.42

+0.50

+0.50

+0.64

+0.53

+0.51

C4

+0.50

+0.53

+0.47

+0.51

-

-

-

-

H4

+0.07

+0.07

+0.05

+0.01

+0.06

+0.02

+0.02

+0.05

H5

+0.04

+0.04

+0.05

+0.04

-

-

-

-

O3

– 1.39

– 1.26

– 1.14

– 1.12

-

-

-

-

H6

+0.67

+0.63

+0.60

+0.03

-

-

-

-
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Figure 7.5: Effect of surface termination on the binding of HH dimer in the presence of
water at 323 K in terms of change in (a) angles and (b) center of mass (COM) distances of
both aromatic rings from the surface.

Figure 7.6: Binding of lignin dimer PE in the presence of water at 323 K on fully
hydroxyl terminated surface ( H:OH = 0:100 %).
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contribute significantly to the total binding energy. Therefore, we report all the results
related to adsorption modes in the next sections, based on optB88-vdW functional.
To further explore these binding modes, we calculate the change in the distance of
center of mass (COM) of both aromatic rings (d1 and d2 ) from the surface, change in C–
O–C (A1 ), O–C–C (A2 ), and C–C–C (A3 ) bond angles, and stretch in C–O bond lengths (r1 ,
r2 , and r3 ) for HH dimer after adsorption on zeolite surface (See Fig. 7.2 and Table 7.2).
We chose HH dimer for this analysis due to its higher binding energy than PE dimer for all
three surfaces as shown in Table 7.1. However, later on we discussed about PE dimer in
detail in the manuscript. We found that after adsorption an increase in angle A1 and A3 is
1.61, 3.55, 5.06, and 2.44, 4.4, 5.0 degrees for 100:0, 50:50, 0:100 % terminated surface,
respectively, whereas decrease in angle A2 is 2.47, 3.64, and 3.49 degrees, respectively for
the same order.
These results illustrate that angle A1 and A3 are increasing and A2 is decreasing for
all different terminated surfaces, however, this change is the most for 0:100 % terminated
surface which suggest that presence of the –OH groups on top of zeolite surface plays
an important role in adsorption that can account in higher binding energy of both dimers
on this surface. To further support the above results, we calculated distance d1 and d2
of energetically favorable adsorption configurations. We noticed for all three terminated
surfaces, COM distances of both the aromatic rings of HH dimer are decreasing and this
decrease in COM distance d1 and d2 is 0.02, 0.06, 0.35, and 0.01, 0.04, 0.28 Å for 100:0,
50:50, 0:100 % terminated surface, respectively. These COM results show the d1 and d2
distances are least for completely hydroxyl terminated surface after adsorption.
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Additionally, C1 –O1 bond (r1 ) length increases by 0.01, 0.04, 0.06 Å for 100:0, 50:50,
0:100 % terminated surface, respectively, upon the adsorption on these surfaces. C1 –O1
bond stretches the most on 0:100 % terminated surface which is due to strong H-bonding
between the hydroxyl group present on the surface and hydroxyl group of lignin dimer HH.
In the same manner, C2 –O2 and C4 –O2 bond of β-O-4 linkage stretch by 0.02, 0.03, 0.03
Å and 0.01, 0.01, 0.02 Å for 100:0, 50:50, 0:100 % terminated surface, respectively. However, the increase in C2 –O2 and C4 –O2 bond is smaller than the increase in C1 –O1 bond
length. Lengthening of bonds after adsorption makes cleavage of this bond easier which
can be the first step for β-O-4 linkage hydrogenolysis.[382, 315] Similarly, our recent
work, albeit on bimetallic phosphide, shows that increase in C–O bond length upon adsorption leads to lower activation energy for the bond cleavage.[326, 166] Although these
reactions are on different catalytic surfaces but we expect the same qualitative behavior
during adsorption onto the zeolite surface as well.
Furthermore, the increase in the C1 –O1 , C2 –O2 , and C4 –O2 bond length in HH dimer
is correlated with the change in the partial atomic charges on the C1 , O1 , C2 , O2 , and C4
atoms after adsorption as shown in Table 7.3. Table 7.3 shows the change in charge of C1
atom is 0.26, 0.29, and 0.32 |e| for 100:0, 50:50, 0:100 % terminated surface, respectively,
whereas this change is 0.09, 0.15, and 0.21 |e| for O1 atom for the same order. Larger
change in C1 and O1 partial charges on 0:100 % terminated surface supports the highest
C1 –O1 stretch in HH dimer after adsorption on the same terminated surface. In addition,
charge transfer between C2 , O2 , and C4 atoms and the surface are 0.17, 0.18, 0.24 |e|; 0.01,
0.04, 0.06 |e|; and 0.03, 0.03, 0.01 |e| for 100:0, 50:50, 0:100 %, respectively. These results
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indicate that change in charge of C1 and O1 atoms is more than change in the charges of
C2 , O2 , and C4 atoms after adsorption of dimer which can lead to activation of in C1 –O1
bond than C2 –O2 , and C4 –O2 bonds.
Additionally, Table 7.4 confirms the biggest change in partial charge of nearby surface
hydrogen and oxygen of hydroxyl group of 0:100 % terminated surface, and this change is
0.07 (∼0.02 and 0.03 |e| more than 100:0 and 50:50 % surface, respectively) and 0.11 |e|
(∼0.03 |e| more than 50:50 % surface) in magnitude for hydrogen and oxygen, respectively.
Overall, Table 7.3 and 7.4 show highest change in the partial charges of all atoms on
0:100 % terminated surface which indicates that this surface has higher degree of charge
transfer between lignin dimers and catalytic surface as compared to other two surfaces.
Along with, we performed geometry optimization while keeping different oxygen (O1 ,
O2 , and O3 ; see Fig.

7.2) near to catalytic hydroxyl group and found that O1 oxygen

is the most acidic (qualitatively) as it shows highest binding energy configuration due to
higher charge transfer with surface after adsorption. In addition, Fig. 7.3 demonstrates the
charge redistribution due to electronic hybridization between orbitals of the adsorbate (HH/
PE dimer) and the adsorbent (zeolite surface) after adsorption. This three-dimensional
iso-surface of charge shows there is a maximum charge transfer between dimer and the
hydroxyl terminated surface.

7.3.1.2

Phenolic vs non-phenolic dimer

In this section, we discuss the effect of hydroxyl group substitution on the aromatic
ring of dimer. We compare non-phenolic dimer (PE) with ortho position substitutive hy133

Table 7.4: Partial atomic charge (q, |e|) on oxygen and hydrogen of (001) facet of MWW
2D-zeolite for H:OH % = 100:0, 50:50, 0:100 % surface termination, before and after
adsorption of HH and PE dimers
condition

atom

before

after

HH

PE

100:0 %

50:50 %

0:100 %

100:0 %

50:50 %

0:100 %

H

– 0.61

+0.66

+0.67

– 0.61

+0.66

+0.67

O

-

– 1.40

– 1.48

-

– 1.40

– 1.48

H

– 0.56

+0.70

+0.74

– 0.55

+0.69

+0.72

O

-

– 1.48

– 1.59

-

– 1.46

– 1.42

Table 7.5: Average angles (A1 , A2 , and A3 ; degrees), center of mass (COM) distances (d1
and d2 ; Å), and C–O bond lengths (r1 , r2 , and r3 ; Å) of HH dimer after adsorption on
H:OH = 0:100 % terminated MWW 2D-zeolite surface in the gas phase and in the
presence of water and methanol at 323 K
system

A1

A2

A3

d1

d2

r1

r2

r3

without solvent

118.52

104.28

114.98

4.63

4.70

1.48

1.47

1.41

with water

142.45 ± 1.00

88.16 ± 2.00

133.39 ± 1.00

4.27 ± 0.01

4.34 ± 0.01

1.63 ± 0.01

1.48 ± 0.02

1.45 ± 0.01

with methanol

147.33 ± 2.00

87.78 ± 1.00

135.10 ± 1.00

3.97 ± 0.01

4.31 ± 0.02

1.67 ± 0.02

1.50 ± 0.02

1.47 ± 0.01
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droxyl group phenolic dimer (HH). Previous studies have shown effect of substitution on
both ring and aliphatic carbon in terms of adsorption energies and selectivity for desired
products.[382, 186, 180, 73] We examine, single hydroxyl group substitution on one aromatic ring at ortho position results in higher binding energy for all different terminated
surfaces as shown in Table 7.1. Table 7.1 shows that the adsorption energy is larger by
2.29, 3.21, and 5.88 kcal/ mol for 100:0, 50:50, 0:100 % terminated surface, respectively
for the HH dimer than the PE dimer.
Additionally, we observed that C1 –O1 bond stretch in HH dimer is 0.01, 0.03, and 0.03
Å more for 100:0, 50:50, 0:100 % terminated surface, respectively, than the PE dimer on
the corresponding surfaces. We explained C1 –O1 bond stretch results via Bader charge
analysis in Table 7.3. As shown in Table 7.3, the change in partial charge of C1 atom
in HH dimer is 0.14, 0.16, and 0.19 |e| more than PE dimer for 100:0, 50:50, 0:100 %
terminated surface, respectively whereas change in the partial charge of O1 atom is 0.03,
0.08, and 0.08 |e| more than PE dimer for the same order. This larger change in C1 and
O1 atom partial charges in HH dimer than PE, correlate our results of higher C1 –O1 bond
stretch in HH dimer after adsorption. Similarly, Table 7.4 indicates change in partial
charge of nearby surface hydrogen and oxygen of hydroxyl group on 0:100 % terminated
surface is 0.02 and 0.05 |e| more after HH dimer adsorption on the surface than PE dimer.
Similar pattern has been found for C2 –O2 and C4 –O2 bond stretch of β–O–4 in HH dimer
and C2 –O2 and C3 –O2 bond stretch of β–O–4 in PE dimer. The C2 –O2 and C4 –O2 bond
length increase in HH dimer are 0.01, 0.01, 0.02 Å and 0.01, 0.01, 0.01 Å more than C2 –O2
and C3 –O2 bond stretch in PE for 100:0, 50:50, 0:100 % terminated surface, respectively.
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However, the bond length increase is smaller than C1 –O1 bond upon adsorption for both
the dimers but the values are higher for HH dimer than PE. Bond length increase of C2 –O2
and C4 –O2 bond in HH dimer and C2 –O2 and C3 –O2 bond in PE dimer is correlated with
Bader charges as shown in Table 7.3. Clearly, after adsorption the change in charge of C2 ,
O2 , and C4 atom of HH dimer is more than C2 , O2 , and C3 atom of PE dimer (See Table
7.3). Moreover, we observed from Fig. 7.3 that charge transfer between HH dimer and the
surface is more than PE dimer.

7.3.2 Binding modes of lignin dimers in the presence of solvent
7.3.2.1 Effect of surface termination

Figure 7.7: Adsorption of lignin dimer HH on fully hydroxyl terminated surface (H:OH =
0:100 %) (a) in the absense of solvent and (b) in the presence of water at 323 K, and (c) in
the presence of methanol at 323 K.

In this section, we investigate the effect of presence of water on binding modes of
HH dimer on different surfaces at 323 K. There are some similarities between the solvent
and the non-solvent case (see Fig. 7.4 and Fig. 7.5), however, Fig. 7.4 illustrates that
both aromatic rings are tilted more towards the surface in the presence of water than the
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Table 7.6: Partial atomic charge (q, |e|) on the atoms of HH dimer in the gas phase and in
the presence of water on the (001) facet of MWW 2D-zeolite at different temperatures
(323, 353, and 373 K) for H:OH % = 100:0, 50:50, and 0:100 % terminated surface
atom

gas phase

100:0 % 323K

50:50 % 323K

0:100 % 323K

0:100 % 353K

0:100 % 373K

H1

+0.36

+0.47 ± 0.01

+0.52 ± 0.02

+0.58 ± 0.02

+0.66 ± 0.01

+0.35 ± 0.02

O1

– 1.01

– 1.23 ± 0.02

– 1.28 ± 0.02

– 1.37 ± 0.03

– 1.51 ± 0.02

– 1.17 ± 0.03

C1

+0.39

+0.66 ± 0.02

+0.72 ± 0.02

+0.80 ± 0.02

+0.83 ± 0.02

+0.64 ± 0.03

H2

+0.07

+0.09 ± 0.01

+0.14 ± 0.01

+0.14 ± 0.01

+0.16 ± 0.01

+0.10 ± 0.01

C2

+0.61

+0.45 ± 0.01

+0.47 ± 0.01

+0.50 ± 0.01

+0.53 ± 0.01

+0.44 ± 0.02

H3

+0.04

+0.05 ± 0.01

+0.05 ± 0.01

+0.07 ± 0.01

+0.07 ± 0.01

+0.07 ± 0.01

O2

– 1.01

– 1.08 ± 0.02

– 1.17 ± 0.02

– 1.33 ± 0.03

– 1.39 ± 0.02

– 1.45 ± 0.03

C3

+0.51

+0.65 ± 0.01

+0.64 ± 0.01

+0.67 ± 0.02

+0.72 ± 0.01

+0.73 ± 0.01

C4

+0.50

+0.56 ±0.01

+0.57 ± 0.01

+0.62 ± 0.01

+0.68 ± 0.01

+0.69 ± 0.01

H4

+0.07

+0.10 ± 0.01

+0.13 ± 0.01

+0.21 ± 0.01

+0.25 ± 0.01

+0.29 ± 0.01

H5

+0.04

+0.07 ± 0.01

+0.09 ± 0.01

+0.10 ± 0.01

+0.11 ± 0.01

+0.10 ± 0.01

O3

– 1.39

– 1.41 ± 0.01

– 1.41 ± 0.01

– 1.43 ± 0.01

– 1.48 ± 0.01

– 1.47 ± 0.01

H6

+0.67

+0.73 ± 0.01

+0.74 ± 0.01

+0.81 ± 0.01

+0.89 ± 0.01

+0.81 ± 0.01
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configuration adopted in the absence of solvent molecules. Fig. 7.5 (a) shows that angle
A1 and A3 increase while the angle A2 decreases for all surfaces, however, once again this
change is the most for fully hydroxyl terminated surface. In the presence of water, we
observed an average increase in the angle A1 and A3 is 1.21, 16.54, 24.49, and 6.88, 17.59,
18.62 degrees for 100:0, 50:50, 0:100 % terminated surface, respectively, whereas the
decrease in angle A2 is 1.44, 15.37, and 6.88 degrees, respectively for the corresponding
surfaces. Clearly, the pattern in angle change is same as gas phase binding for different
surfaces but the much larger in the presence of water as compared to gas phase which
suggests strong binding strength of lignin dimer with catalytic surface. These significant
changes in the angles are also supported by COM distances of both aromatic rings of HH
dimer as shown in Fig. 7.4 (b). An average decrease in COM distance d1 is 0.51, 0.32,
and 0.51 Å for 100:0, 50:50, 0:100 % terminated surface, respectively. On the other hand,
decrease in COM distance d2 follows the same trend (change ∼ 0.24, 0.35, 0.35 Å for
100:0, 50:50, 0:100 % terminated surface, respectively) but this change is smaller than d1
except for 50:50 % terminated surface. Smaller COM distances from the surface show
higher adsorption strength of dimer with catalytic surface.

7.3.2.2

Phenolic vs non-phenolic dimer

Similarly, like gas phase adsorption, the substitution of hydroxyl group on aromatic
ring changes the binding modes of lignin dimer in the presence of water as well. In the
presence of water, we found the change in physical parameters (such as angles, COM
distances, and bond stretches) is more than gas phase but once again, the order is same at
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323 K. Fig. 7.4 (c) and Fig. 7.6 show binding of HH and PE on 0:100 % terminated
surface, respectively. We observe that both the aromatic rings tilting towards the catalytic
surface, although this change is more for phenolic dimer (HH) than non-phenolic dimer
(PE). After equilibrium, an average increase in angle A1 and A3 is 24.49 and 18.62 degrees,
respectively for HH dimer whereas this increase is 7.79 and 10.08 degrees, respectively for
PE dimer. Further, a decrease in angle A2 is 15.37, and 9.54 degrees, respectively for
HH and PE dimer (see Fig. D.1 (a)). These results support, change in COM distances
after adsorption for both the dimers. Fig. D.1 (b) shows after equilibrium, average COM
distances d1 and d2 from the surface are 4.27 and 4.34 Å for HH dimer whereas it is 4.96
and 4.74 Å for PE dimer. Additionally, bond lengths r1 , r2 , and r3 are 1.55, 1.49, and 1.43
Å , respectively for PE dimer which are 0.08, 0.01, 0.02 Å lesser than HH dimer. Detailed
information with related standard deviation has been shown in Table 7.5 and Table D.1.
These results show stronger interaction of HH and water molecules due to H-bonding than
PE dimer which leads to higher adsorption strength of HH on catalytic surface.

7.3.2.3

Effect of temperature

So far, we have focused on the binding of both dimers in gas phase and in the presence
of water at 323 K on different terminated surfaces. Due to the high computational cost
of AIMD simulations we have only examined the binding of the phenolic dimer (HH) on
fully hydroxyl terminated surface at three different temperatures 323, 353, and 373 K.
We noticed that both aromatic rings are tilted more towards the surface as we increase
temperature from 323 K to 373 K as shown in Fig. D.2. To develop a better understanding
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Table 7.7: Binding energies (BE explicit
, kcal/mol) and the standard deviation of HH and
sol
PE dimer on different MWW 2D-zeolite surfaces (H:OH % = 100:0, 50:50, and 0:100 %)
at three different temperatures in the presence of water using first approach (Eqn. 1)
temperature

100:0 %

50:50 %

HH

HH

0:100 %
HH

PE

323 K

-48.88 ± 0.01

-51.76 ± 0.03

-56.04 ± 0.01

-49.58 ± 0.02

353 K

-52.23 ± 0.02

-55.76 ± 0.02

-60.19 ± 0.02

-54.11 ± 0.03

373 K

-53.34 ± 0.01

-56.92 ± 0.01

-63.42 ± 0.03

-55.23 ± 0.02

Table 7.8: Binding energies (BE explicit
, kcal/mol) and the standard deviation of HH and
sol
PE dimer on fully hydroxyl terminated surface (H:OH % = 0:100 %) at two different
temperatures in the presence of water and methanol using second approach (Eqn. 2, 3,
and 4)
temperature

water
binding

Esol

Esol

methanol
BEsol

binding

Esol

Esol

BEsol

323 K

-79.96 ± 1.09

-25.94 ± 1.39

-54.02 ± 0.83

-82.49 ± 0.16

-14.56 ± 0.32

-67.89 ± 0.38

353 K

-73.48 ± 0.24

-15.34 ± 0.13

-58.14 ± 0.25

-77.38 ± 0.81

-6.19 ± 0.58

-71.18 ± 0.91
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on the binding modes, we plotted average angles and COM variation with simulation time
at different temperatures as shown in Fig. D.3. We observed that average change in the
angle A1 , A2 , and A3 is increasing as a function of temperature and this change is significant
upon increasing temperature (See Fig. D.3 (a)). An increase in angle A1 is 24.49, 55.54,
and 61.57 degrees at 323, 353, and 373 K, respectively whereas this increase is 18.62,
45.89, and 66.02 degrees for angle A3 for the same temperature order. On the other hand,
decrease in angle A2 is 15.37, 27.12, and 38.71 degrees at 323, 353, and 373 K, respectively.
These results show as we increase temperature both aromatic rings are tilted more towards
the catalytic surface and adopt a nearly parallel configuration.
Fig. D.3 (b) shows that the average COM distance from the surface decreases as we
are increase the temperature and this decrease in distance d1 is 0.3 and 0.6 Å more for 353
and 373 K, respectively than 323 K. On the other hand, decrease in distance d2 is 0.05 and
0.6 Å more for 353 and 373 K, respectively than 323 K. In contrast, while looking at the
bond stretch in C1 –O1 bond, the pattern is not the same as in the gas phase as shown in
Fig. D.4. We found as we increase the temperature from 323 K to 353 K, the average bond
length increases from 1.63 Å to 1.67 Å but while further increasing temperature by 373 K,
bond length is 1.45 Å which is lesser by 0.18 and 0.22 Å than 323 and 353 K, respectively.
373 K is the normal boiling point of water which shows at this point the interaction due
to H-bond of water and dimer weakens along with interaction between the dimer polar
groups and hydroxyl groups on the catalytic surface. These C–O bond stretch results are
explained by average Bader charge analysis for HH dimer (see Table 7.6) while taking
50 different AIMD configurations in the presence of water at 323 K during 9 to 11 ps at
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an interval of 0.04 ps. Table 7.6 shows, at 323 K in the presence of water, the pattern
in change of C1 –O1 bond length for different terminated surfaces is qualitatively same as
the gas phase (at 0 K) but quantitatively this change is more as shown in section 8.3.2.1
because of more partial charge change in C1 and O1 in the presence of water. Also the
change increases by ∼ 0.08 and 0.14 |e| in magnitude for C1 and O1 atom, respectively,
upon increasing temperature from 323 to 553 K for 0:100 % terminated surface, whereas
increasing temperature further to 373 K, the partial charge decreases by ∼ 0.23 and 0.34 |e|
for C1 and O1 atom, respectively in comparison of 323 K. Further, Fig. S7 shows variation
in the charge of C1 and O1 atom of C1 –O1 bond in HH dimer with simulation time in the
presence of water at different temperatures.

7.3.2.4

Effect of different solvents

To understand the effect of different solvents, we performed AIMD simulations with
methanol as well for the fully hydroxyl terminated surface at 323 K and compared the
results with gas phase simulations and AIMD simulations in the presence of water as shown
in Fig. 7.7 and Table 7.5. We noticed, in the presence of methanol an average increase in
angle A1 is 28.81 and 4.88 degrees more than gas phase binding modes and in the presence
of water, respectively, whereas an increase in angle A3 is 20.12 and 1.71 degrees more,
respectively for the same order. On the other hand, angle A2 decreases more after binding
in the presence of methanol and this decrease is 16.5 and 0.38 degrees more than gas phase
binding and in the presence of water, respectively. In contrast, the COM distances for both
aromatic rings are decreasing more in the presence of methanol than the gas phase and in
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the presence of water. In the presence of methanol, decrease in d1 is 0.66 and 0.3 Å more
than gas phase and in the presence of water adsorption, respectively while this decrease in
d2 is 0.39 and 0.03 Å more for the same order. C1 –O1 , C2 –O2 , and C4 –O2 bond lengths
increase more in the presence of methanol and this increase is 0.19, 0.03 and 0.06 Å more
than gas phase and 0.04, 0.02 and 0.02 Å more than in the presence of water, respectively.
Certainly, all C–O bond lengths increase more in the presence of methanol than water and
the gas phase. However, C1 –O1 stretch is the one that is affected more than the other two
C–O bond lengths. Overall, when we compare the binding configuration in the presence
of solvents, we find that configurations are fairly close to one another but the structure
somewhat different in the absence of solvents.

7.3.2.5

Binding strength in condensed phase

Recently, Bodenschatz et al. explained that O–H cleavage in COH* is thermodynamically and kinetically inhibited in the aqueous phase compared to in vacuum.[37] Similarly,
other solvent phase studies show presence of solvent affects binding of molecule on the
catalytic surface.[404, 342] It is clear from Table 7.7 that the pattern of binding energies
is same as gas phase, however, these values are higher in the presence of water. The binding energies of HH dimer at 323 K are -48.88, -51.76, -56.04 kcal/mol for 100:0, 50:50,
0:100 % terminated surface, respectively. Clearly, in the presence of water as well, fully
hydroxyl terminated surface shows highest binding strength. Also, while comparing HH
vs PE dimer, we observed qualitatively same trend as gas phase, however binding energies
are -56.04 and -49.58 kcal/mol for HH and PE dimer, respectively for fully hydroxyl ter143

minated surface. Again, by increasing temperature, the binding energy are -56.04, -60.19,
-63.42 kcal/mol at 323, 353, and 373 K, respectively on 0:100 % terminated surface. We
observed the similar trend for other two terminated surfaces (50:50, 0:100 % ) as well by
increasing temperature (See Table 7.7). Certainly, these results give an idea that presence
of solvent increases binding energy for both dimers for all conditions. This is because in
the absence of solvent the dimer molecules try to adopt a configuration that maximizes
self-interaction i.e. interactions between different aromatic fragments and polar groups
than in the presence of solvents. Table D.2 provides the single point energies of complex
(slab + dimer), slab, and dimer as well as the binding energies of HH dimer in vacuum
(after full geometry optimization), implicit water solvent model, and explicit water solvent
model (single point energy average over 50 structures during 9 to 11 ps). These results
show that the total energy of dimer decreases by ∼ 15.06 and ∼ 51.08 kcal/mol in the
presence of implicit and explicit water, respectively. On the other hand, the total energy of
complex and the slab increases as we include solvent in the system. These results show that
intramolecular interactions between different aromatic fragments and polar groups in the
dimer decreases and intermolecular interactions between dimer and slab increases as we
include solvation effect. These approximate binding energies support our results of change
in angles, COM and bond distances in Fig. 7.5, D.1, D.3, and D.4. Also, Table D.3
shows the total energies and binding energies of two different structures (taken at t = 10.1
and 10.9 ps) after full geometry optimization while removing solvent molecules from the
system. According to Table D.3, the total energy and binding energy after optimization
in the absence of solvent is similar to the gas phase (in the absence of solvent molecules).
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Furthermore, Fig. D.5 shows that dimer molecule tries to adopt the same configuration as
gas phase and rings are not parallel to the surface anymore. This shows that in the presence
of solvent there are changes in the zeolite structure and the dimer that makes both aromatic
rings parallel to the surface which enhances the binding energy of dimer.
Furthermore, Table 7.8 shows effect of H-bonds and van der Waals interactions in
), solvation energy
terms of interaction energy of dimer in the presence of solvent (Ebinding
sol
explicit
(Esol ), and binding energy in the presence of solvent (BEsol
). These results show that

although the solvation energy decreases as we increase temperature, the binding energy
increases because the interaction energy of dimer with the surface in the presence of solvent
increases as a function of temperature. Table 7.8 shows that the binding energy increases
by ∼ 13.87 and ∼ 13.04 kcal/mol as we increase temperature from 323 to 353 K for water
and methanol, respectively. Furthermore, the binding energy of the dimers with the surface
is higher when methanol is used as a solvent when compared to water.

7.3.2.6

Explicit vs implicit solvent model

In order to understand the difference between solvation models (implicit vs explicit),
we have performed one calculation with implicit water solvent model on fully hydroxyl
terminated surface at 323 K. The comparison between binding energies in the gas phase
and in the implicit and explicit solvent are shown in Table D.2. During implicit and explicit solvent model calculations the initial structure of dimer was taken from the most stable binding structure in a vacuum. These results show binding energy increases by ∼ 2.09
kcal/mol than the gas phase. Thus, binding energy increases slightly when using the dielec145

tric continuum with an  of 69.94 (water). When compared to the explicit solvent case, the
implicit solvent model predicts ∼ 4.90 kcal/mol lower binding energy. Recently, Phongpreecha et al. have investigated differences in the implicit and explicit solvent models and
concluded that explicit solvent model is necessary for accurately describing lignin dimer
solvent interactions.[306] In the case of implicit model, there are many factors that govern
the solvation behavior and it is important that these are well-parameterized.[464, 110, 30]
In our case due to a large probe molecule, significant surface curvature of zeolite surface
and termination, and solvent molecules, we believe explicit solvent model is better suited
than the implicit solvent model.

7.4

Conclusions
We have demonstrated that fully hydroxyl group terminated surface (H:OH = 0:100

%) is energetically preferred over the other two surfaces (H:OH = 100:0 and 50: 50 %).
Phenolic dimer shows higher binding strength in terms of higher change in bond angles,
COM distances, and bond stretches than non-phenolic dimer which shows substitution of
hydroxyl group affects the binding modes. In the presence of solvent, the change in angles
and COM distances is even more which shows presence of solvent effects the binding of
lignin dimers on catalytic surface. Methanol shows higher impact on the binding mode
than water in terms of change in angles and COM distances from the surface. We find that
increasing temperature has quite an intriguing results. Usually, for an isolated molecule as
we increase the temperature we find that bonds lengthen while here we show that due to
complex intermolecular interactions between solvent, surface, and lignin model compound
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the average C–O bond length at 373 K is smaller than at 323 and 353 K. This is primarily
because as the temperature increases the interactions between solvent and the lignin model
compounds weakens leading a structure that has a smaller C–O bond length. Our calculations suggest that temperature and solvent can be carefully selected to activated desired
bond for cleavage in the presence of a catalyst. In our future work, we intend to look at the
effect of solvents on the reaction pathways of C–O bond cleavage MWW 2D-zeolites.
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CHAPTER 8
MECHANISTIC INSIGHTS INTO β-O-4 LINKAGES IN LIGNIN ON M-MWW
NANOSHEETS (M = AL AND SN)

This chapter is adapted from the computational aspects of an unpublished article: Varsha Jain, Woodrow N. Wilson, Kyle Rains, and Neeraj Rai, Mechanistic Insights into
Cleavage of β-O-4 Linkages in Lignin on M -MWW nanosheets (M = Al and Sn)., 2020
(In preparation)

8.1

Introduction
Lignocellulosic biomass is an alternative source of fuels, chemicals and other products,

with the potential to replace fossil fuels.[386, 213] Lignocellulose is composed of three
major components: cellulose (∼ 35-50 wt%), hemicellulose (∼ 20-35 wt%), and lignin
(∼ 5-30 wt%).[462] Lignin is the most naturally abundant aromatic biopolymer and has
a higher energy density compared to hemicellulose and cellulose.[462] However, due to
lignin’s high molecular weight, resistance to most enzymes and chemical treatments, and
complex structure, economic depolymerization of lignin to specialty chemicals is very
challenging. [386, 436] Because lignin has a great potential at being a renewable source
for phenolic compounds that are precursors for polymers and pharmaceutical ingredients,
it is desired to design catalysts to enable cost effective and selective conversion of lignin.
Lignin consists of three primary phenylpropane units connected by a variety of C–O
and C–C bonds: syringyl (S), guaiacyl (G), and p-hydroxyphenyl (H) which have differ148

ent ether (C–O–C) and C–C linkages.[136] Although syringyl (S) and guaiacyl (G) units
have shown higher binding energies on catalytic surfaces, we chose p-hydroxyphenyl (H)
units for this study due to less complexities in the structure.[467, 167] The most common linkages in lignin are ether linkages, particularly β-O-4 (50 % of the bonds in lignin)
linkages.[136] Therefore, the conversion of β-O-4 linkages in lignin model compounds
with its unique structure has enormous potential as an important source for the sustainable
production of alkanes, aromatics and value-added chemicals. Several depolymerization
mechanisms have been studied to understand the cleavage of the β-O-4 bond including acid
or base depolymerization,[382, 177, 204, 244, 395] oxidative depolymerization,[144, 242]
and reductive depolymerization[458, 24, 414, 472, 374, 471, 326]. Currently, catalytic
hydrogenolysis has shown to be the most effective pathway for the selective cleavage of
β-O-4 linkages.[401, 108, 234, 463, 146]
Several supported (carbon, Al2 O3 , ZrO2 , TiO2 , ZrO2 –SiO2 , SiO2 –Al2 O3 , zeolites,
mesoporous silicates, etc.) and un-supported mono-bimetallic and bifunctional catalysts
containing noble metals (Pt, Pd, Rh, Ru, Re, and Ir), metal-sulfides, carbides, nitrides,
and phosphides have been studied extensively for hydrogenolysis of lignin model compounds (phenols, anisole, substituted phenols) and lignin dimers.[166, 167, 326, 41, 246,
386, 482, 161, 240, 236, 439, 218, 250, 431, 341] In previous studies, noble metal catalysts, e.g. Au,[461] Rh,[463] Ru,[447] and Pt,[448] showed excellent activities for lignin
conversion. Zhang et al. synthesized a series of NiM (M = Rh, Pd and Ru) catalysts
with high activity in lignin hydrogenolysis.[463] However, noble metals are costly, many
researchers have shifted their focus to non-noble metal catalysts such Ni,[353] Cu,[25]
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Fe,[184] and Co[235] to cleave C-O bonds in lignin. Hartwing et al. developed a nickelbased catalyst to selectively break the C-O bond of aryl ethers under mild conditions.[353]
Kim et al. reported that benzyl phenyl ether (BPE) was converted into aromatics using
Pd–Fe/OMC.[184] Although these non-noble catalysts show excellent performance, further improvements are still ongoing due to the cumbersome preparation processes. The
textural properties of the zeolites which include pore accessibility, diffusion barriers for
the reactants and products, acidity of the catalyst and deactivation by coking.[368]
Solid acid zeolites are useful materials for the catalytic hydrogenolysis of biomass.[224,
194, 424] While commercial three-dimensional zeolites are less effective at converting
large molecules such as lignin due to pore blockage, recent discoveries of hierarchical zeolites and nanosheets such as MWW, UTL, and FER do not suffer from pore blockage as the
reaction only occurs on the surface of the zeolite, and are much more effective at catalytic
depolymerization than their three-dimensional counterparts.[137, 320, 96, 338, 278, 239]
Compared to other types of zeolites, MWW zeolite has a large pore size (7.8 Å), and higher
thermal and hydrothermal stability.[80, 364, 125]
Substitutive zeolites have been used to promote different depolymerization reactions of
lignin and other important chemical reactions, which are well addressed in the literature.[280,
195, 304, 19, 263, 172, 380, 358, 51] Zeolites can be tailored by synthesis according to the
desired characteristics like crystal structure and size, porosity, pore diameter, a wide range
of acidity, high hydrothermal stability and a high resistance against poisons.[356] In order
to study catalytic activity and selectivity, the acidity is a tunable factor, which is introduced
to zeolite systems by the incorporation of different metal ions (such as M = Al3+ , Sn4+ ,
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Ti3+ etc) instead of Si4+ into the framework.[443] Acid site density can be adjusted by the
Si:M ratio.[264, 227, 94] To compensate the negative charge in the system due to substitution of lower coordination number contained metal, H+ can be added. Based on behavior
of H+ ion, two different types of acid sites are distinguishable: Brønsted and Lewis acid
sites.[444] These acid sites react in the same way as inorganic acids: Brønsted acid sites
are able to donate a proton and Lewis acid sites are species able to accept an electron pair
to form a dative or coordinate bond.
In the past, a number of efforts have made to understand the acidities of M3+ -substituted
zeolite to perform various reaction mechanism studies.[224, 215, 402] Various theoretical studies indicated that the Brønsted acidities increase in the order B < Fe < Ga < Alsubstituted zeolites.[356, 457, 428] However, the studies with incorporation of tetravalent
ions (M4+ ) lag far behind. In 1986, Peregot et al. first time introduced titanium silicalite-1
(TS-1 zeolite) in the field of heterogeneous catalysis.[301] Recently, Sn4+ -doped zeolites
have shown excellent catalytic performances for biomass conversions, which brings our
interest to investigate the acidity and catalysis of M4+ -Substitutive zeolites, in particular
Sn4+ -Substitutive zeolite.[444, 468, 185]
This study investigates the impact of metal substitution in the place of Si4+ ion over
binding of model lignin compounds with β-O-4 linkages on the surface of a MWWnanosheet. We chose Al and Sn metal for the substitution. The model lignin phenolic
dimerused for this study is 1-(4-hydroxyphenyl)-2-phenoxy-1,3-propanediol (HH) and the
model lignin non-phenolic dimeris 2-Phenoxy-1-phenylethanol (PE).[382] As MWW zeolite contains 5 and 12 ‘Si’ contained rings, we investigated hydrogenolysis over both rings.
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Lastly, we evaluated the effect of attractive van der Waals interactions over binding energies, binding modes and activation energy barriers of lignin dimers.

8.2

Computational details
We performed all calculations in the Vienna Ab initio simulation package (VASP.5.4.1).

[200, 201] VASP runs calculations using the projector augmented wave (PAW) method
[36] to solve the Kohn-Sham equations. We utilized OptB88-vdW functional,[190] which
includes the effects of the attractive van der Waals interactions. For reference, we also
run calculations using the Perdew-Wang 91(PW91) functional,[298] a general gradient
approximation (GGA) type functional that fails to appropriately account for long-range
dispersion. We used Γ-point grid to sample the Brillouin zone.[129] We used a plane wave
energy cutoff of 450 eV, a force criterion of 0.03 eV Å−1 . For solving the electronic wave
function, convergence criteria was 1 x 10−5 eV energy difference in both the DFT geometry
optimizations and transition state calculations.
To model our (001) coinage MWW-nanosheet surface we used the slab method. The
slab is made of 2 x 2 x 1 supercell size with at least 15 Å of vacuum thickness in order to
separate neighboring slabs. Periodic boundary conditions were used in all three directions.
We allowed both the slab and the dimer molecule to relax separately before we placed the
dimer molecule on the slab. Once we placed the dimer molecule approximately 2 Å above
the slab, we fixed the bottom half layer of the slab at their relaxed positions. Except for
the bottom half layer of the slab, we allow all other atoms to undergo structural relaxation.
To find the equilibrium binding site in the 2 x 2 x 1 supercell, we screen all the possible
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dimer configurations at different adsorption sites on the surface. Further, we chose fully
hydroxyl terminated surface for this study as our previous work shows it provides higher
binding strength for lignin dimers.[167]
The MWW-nanosheet has a hexagonal symmetry as crystal structure and the lattice
constants values of a=14.39 Å; b=14.39 Å; c=25.198 Å; α = 90 °; β = 90°; γ = 120°with
the space group of P6/mmm. The zeolite MWW contains co-linear side channels of five (5
‘Si’) and twelve silicon (12 ‘Si’) membered rings (See Fig. 8.1(a)). The supercell utilized
in this work contained identical five and twelve membered silicon rings containing total
15T sites (where T is known as tetrahedral structure of SiO4 ) as shown in Fig. 8.1(b).
In order to create Al-MWW nanosheet, the two silicon atoms (Si4+ ) were replaced by
two Al atoms in the T2 and T4 position with the substitution of Zn2+ ion in the twelve
silicon membered ring to compensate negative charge in the system. Zn2+ ion is used to
bind H atom in the system. The studied reaction mechanisms required total two H atoms,
we replaced another two Si4+ atoms with Al in the mirror image position of T2 and T4
positions (T2’ & T12 and T4’ & T10, respectively) with the substitution of another Zn2+
ion as shown in Fig. 8.2(a) and (b). On the other hand, Sn-MWW nanosheet created while
replacing two Si4+ atoms with two Sn atoms at T3 and T3’ positions with adsorption of
two H atoms on Sn sites (See Fig. 8.2(c)). These chosen positions are the most stable
positions for doping of different atoms and showed the highest binding energies.
Finally, we define binding energy as:
slab
dimer
dimer+slab
BE = Etot
− Etot
− Etot
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(8.1)

Figure 8.1: The structure of MWW-nanosheet with (a) crystallographic position of the 12
‘Si’ and 5 ‘Si’ member ring and (b) location of all possible non-equivalent T -sites.

The binding energies (denoted as BE) of these lignin dimers in gaseous phase were
calculated according to Eqn. (1), wherein E dimer+slab
is defined as the total energy of
tot
dimer
is
dimer adsorbed on the surface; E slab
tot is defined the total energy of surface; and E tot

defined as the energy of the adsorbed dimer on the surface in the gas phase.
Further, we applied the Nudged Elastic Band (NEB) method to each reaction step to
determine the initial guess of the transition state (TS).[152] These TSs were further refined with the climbing image nudged elastic band (CINEB) method.[151] The identified
transition states were confirmed by examining vibrational frequencies (presence of only
one imaginary frequency). This technique starts the exploration of the minimum energy
pathway (MEP) between reactants and products by linking both states with evenly spaced
images connected by harmonic springs. The activation energy barrier (denoted as EA ) with
respect to each transition state (ET S ) was calculated by Eqn. (2), where ER denotes the
total energy of reactant.

EA = ET S − ER
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(8.2)

Figure 8.2: The structure of MWW-nanosheet with (a) Al substitution at T2, T4, T2’ and
T4’ position with Zn2+ and surface adsorbed hydrogens, (b) Al substitution at T2, T4,
T10 and T12 position with Zn2+ and surface adsorbed hydrogens, and (c) Sn substitution
at T3 and T3’ position with surface adsorbed hydrogens.

8.3 Results and discussion
8.3.1 Binding of lignin dimers
To find the optimal binding mode, we have considered a number of initial configurations with different HH and PE orientations on the surface. Fig. 8.3.1 demonstrates
top and side views of the most stable configurations of HH and PE dimer on the different Al-and Sn-MWW nanosheets after optimization. The binding energy of HH and PE
dimer on Al-MWW nanosheet is -54.05 and -47.15 kcal/mol, whereas it is -50.31 and 39.23 kcal/mol, respectively on Sn-MWW nanosheet (see Table 8.1). Clearly, Sn-MWW
nanosheet gives 4.05 and 7.92 kcal/mol lower binding energies than Al-MWW for HH and
PE dimer, respectively. Recently, Li et al. found that binding energies of different type
of lignin dimers vary from ∼ 53-83 kcal/mol on Ni (111), Ru (0001) and Ru-Ni (111)
surface.[221] Similar observation was found by Lu et al. which shows that binding energy
of 2-phenoxy-1-phenylethanol dimer is ∼ 83 kcal/mol over Pd (111) surface.[237] Differences in the binding energies are further explained while calculating surface to atom/center
of mass (COM) of aromatic rings distances, bond lengths & angles, and Bader charges on
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each important atom after binding on the zeolite surface as shown in Table 8.2 and 8.3.
Additionally, terminology for atom nomination, distances, bond lengths and angles have
shown in Fig. 8.3.1. Table 8.2 indicates that the C–O–C (A1 ) and C–C–C (A3 ) bond
angle increased by 5.67 and 3.00 degrees, whereas O–C–C (A2 ) decreased by 1.95 degrees
for HH dimer over the Al-MWW nanosheet. Furthermore, C–O–C (A1 ), O–C–C (A2 ),
and C–C–C (A3 ) bond angles increased by 19.86, 24.85, and 2.61 degrees on Sn-MWW
nanosheet for HH dimer. This resulted in both aromatic rings are bending towards the zeolite surface, which brings COM of both aromatic rings (d1 and d2 ) closer to the surface.
The COM distances from the surface are 2.55 (d1 ) and 2.91 Å (d2 ) for two aromatic rings
present in HH dimer on the Al-MWW nanosheet, whereas it is 2.65 (d1 ) and 3.37 Å (d2 )
on Sn-MWW nanosheet. Clearly, COM distances are 0.10 and 0.46 Å larger for Sn-MWW
nanosheet than Al-MWW surface. Smaller COM distances from the surface are one of the
reason, HH dimer has a greater binding energy on Al-MWW nanosheet than Sn-MWW
nanosheet. Furthermore, Table 8.4 demonstrates distances of selective atoms of HH dimer
to the substitutive atoms and hydrogens in the zeolite network. Table 8.4 shows that all the
substituted H’–O distances (H’1 – O1 , H’1 – O2 , H’2 – O1 , and H’2 – O2 ) for HH dimer over
Al-MWW nanosheet are smaller (0.75, 0.02, 0.36, and 0.33 Å) than Sn-MWW nanosheet.
Smaller H’–O distances resulted in higher C1 – O1 stretch (r1 ) over Al-MWW nanosheets,
which is an important step to start hydrogenolysis. Table 8.2 explains that r1 stretches by
0.12 Å in HH dimer over Al-MWW nanosheet, whereas it stretches by 0.07 Å over SnMWW nanosheet. A similar pattern has been found for C2 –O2 (r2 ) and C4 –O2 (r3 ) bond
stretch of β–O–4 linkage in HH dimer. The C2 –O2 and C4 –O2 bond length increase in HH
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dimer is 0.03 and 0.03 Å more, respectively over Al-MWW nanosheets than Sn-MWW
nanosheet.

Figure 8.3: Top and side view of optimized structures of HH dimer over (a, d) Al-MWW
nanosheet, (c, f) Sn-MWW nanoshee, and PE dimer over (b, e) Al-MWW nanosheet. The
yellow, purple, green, and cyan colors represent Si, Al, Zn, and Sn atoms, respectively.

.
We explained C1 –O1 bond stretch results via Bader charge analysis in Table 8.3. As
shown in Table 8.3, the change in partial charge of C1 and O1 atom in HH dimer is 0.12
and 0.08 |e| more over Al-MWW nanosheet than Sn, respectively. This larger change in
C1 and O1 atom partial charges in HH dimer over Al-MWW nanosheet than Sn-MWW
nanosheet, correlates our results of higher C1 –O1 bond stretch in Al-MWW nanosheet
after binding. A similar pattern has been found for C2 –O2 and C4 –O2 bond stretch of β–
O–4 in HH dimer over Al- and Sn-MWW nanosheets. The C2 –O2 and C4 –O2 bond length
increase in HH dimer are 0.01 and 0.02 Å more over Al-MWW nanosheets than Sn-MWW
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Table 8.1: The effect of different M -MWW nanosheets (M = Al (with Zn2+ cation) and
Sn) on binding energies (BEgas , kcal/mol) of HH and PE dimer in the gas phase using two
different DFT functionals
functional

Al-substitutive

Sn-substitutive

HH

PE

HH

PE

optB88-vdW

-54.05

-47.15

-50.31

-39.23

PW91

-46.27

-39.56

-41.45

-30.74

Table 8.2: Average angles (A1 , A2 , and A3 ; degrees), center of mass (COM) distances (d1
and d2 ; Å), and C–O bond lengths (r1 , r2 , and r3 ; Å) of HH and PE dimer after adsorption
on Al- and Sn-MWW nanosheets in the gas phase
system

A1

A2

A3

d1

d2

r1

r2

r3

HH (gas phase)

113.44

107.77

109.31

–

–

1.42

1.44

1.38

HH (Al+3 -Substitutive)

122.17

105.82

112.32

2.55

2.91

1.54

1.50

1.45

PE (gas phase)

118.52

104.28

114.98

–

–

1.48

1.47

1.41

PE (Al+3 -Substitutive)

118.26

106.72

107.94

2.98

4.08

1.50

1.49

1.43

HH (Sn+4 -Substitutive)

133.30

132.62

111.92

2.65

3.37

1.49

1.47

1.42

PE (Sn+4 -Substitutive)

115.87

107.02

108.04

3.02

4.15

1.49

1.48

1.42
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Table 8.3: Partial atomic charge (q, |e|) of HH and PE dimers in the gas phase and on the
(001) facet of M -MWW nanosheets (M = Al and Sn) as a function of susbtitution
atom

HH

PE

gas phase

Al-substitutive

Sn-substitutive

gas phase

Al-substitutive

Sn-substitutive

H1

+0.36

+0.44

+0.39

+0.62

+0.53

+0.57

O1

– 1.01

– 1.31

– 1.23

– 1.04

– 1.17

– 1.15

C1

+0.39

+0.85

+0.73

+0.38

+0.68

+0.61

H2

+0.07

+0.16

+0.12

+0.08

+0.13

+0.11

C2

+0.61

+0.31

+0.48

+0.35

+0.45

+0.41

H3

+0.04

+0.12

+0.09

+0.05

+0.07

+0.06

O2

– 1.01

– 1.15

– 1.12

– 1.00

– 1.08

– 1.05

C3

+0.51

+0.42

+0.47

+0.50

+0.57

+0.61

C4

+0.50

+0.57

+0.51

-

-

-

H4

+0.07

+0.09

+0.05

+0.06

+0.01

+0.05

H5

+0.04

+0.06

+0.07

-

-

-

O3

– 1.39

– 1.23

– 1.27

-

-

-

H6

+0.67

+0.53

+0.63

-

-

-
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nanosheets, respectively. However, the bond length increase is smaller than C1 –O1 bond
upon adsorption over both substitutive nanosheets. The bond length increase of C2 –O2
and C4 –O2 bond in HH dimer over Al- and Sn-MWW nanosheets is correlated with Bader
charges as shown in Table 8.3. Clearly, after adsorption, the change in charge of C2 , O2 ,
and C4 atom of HH dimer is more over Al-MWW nanosheets than Sn-MWW nanosheets
(See Table 8.3).

Figure 8.4: Terminology for (a) parameters such as angles, center of mass (COM)
distances, atom to atom distances and C–O bond length (b) atom numbering of HH dimer
for Bader charge analysis , and (c) atom numbering of PE dimer for Bader charge analysis.

.
As lignin dimers are organic molecules which consist π–π stacking in unsaturated aromatic rings, we considered the non-covalent inter- and intra-molecular interactions between lignin dimers and the zeolite surface by using van der Waals corrected optB88vdW functional. Furthermore, we compared the binding energies of HH and PE dimers
while using van der Waals corrected optB88-vdW functional with non-corrected PW91
functional[298]. As reported in Table 8.1, for both dimers the binding energies are higher
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Table 8.4: Atom to atom distances in HH and PE dimer after adsorption on Al- and
Sn-MWW nanosheets in the gas phase
distance

HH (Al-Substitutive)

PE (Al-Substitutive)

HH (Sn-Substitutive)

Al1 –O1

7.74

7.52

–

Al1 –O2

7.39

7.80

–

Al2 –O1

3.02

4.11

–

Al2 –O2

6.13

6.32

–

Al3 –O1

4.38

4.71

–

Al3 –O2

5.73

6.83

–

Al4 –O1

5.95

7.21

–

Al4 –O2

6.44

7.75

–

Zn1 –O1

6.91

6.96

–

Zn1 –O2

5.96

6.33

–

Zn2 –O1

3.24

4.64

–

Zn2 –O2

4.15

4.96

–

Sn1 –O1

–

–

3.71

Sn1 –O2

–

–

3.32

Sn2 –O1

–

–

2.95

Sn2 –O2

–

–

4.21

H01 –O1

3.01

3.58

3.76

H01 –O2

2.87

3.19

2.89

H02 –O1

2.35

3.48

2.71

H02 –O2

4.05

4.82

4.38
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for optB88-vdW functional as compared to PW91 functional. The difference in binding energies is around 7.56 to 8.86 kcal/mol in magnitude for two different functionals, although
the trend is same for Al- and Sn-MWW nanosheets for HH and PE dimers. The strong or
weak bonding of the molecules depends on the non-covalently (van der Waals attraction)
or covalently bonding nature of molecules on the catalytic surface. These differences in
the binding energies for these two functionals show that vdW interactions contribute significantly to the total binding energy. Therefore, we report all the results related to binding
modes in the next sections, based on optB88-vdW functional.
Additionally, we compared non-phenolic dimer (PE) with para substituted hydroxyl
group phenolic dimer (HH). Previous studies have shown effect of substitution on both ring
and aliphatic carbon in terms of binding energies and selectivity for desired products.[382,
186, 180] Sturgeon et al. demonstrated that the rate of acid-catalyzed β–O–4 cleavage in
dimers exhibiting a phenolic hydroxyl group is 2 orders of magnitude faster than in nonphenolic dimers.[382] Similarly, cleavage of β–O–4 linkage in lignin dimer via pyrolysis
required at least one hydroxyl group in the side-chain to maintain the high Cβ-O cleavage
reactivity of guaicylglycerol-β-guaiacyl ether.[180] We observed the similar trend that the
HH dimer shows a binding energy that is higher by 9.90 and 11.08 kcal/ mol than PE dimer
on Al- and Sn-MWW nanosheet, respectively.
Further, we observed that C1 –O1 bond stretch in HH dimer is 0.04 and 0.04 Å more on
Al- and Sn-MWW nanosheets, respectively than the PE dimer on the corresponding surfaces (see Table 8.2). We explained C1 –O1 bond stretch results via Bader charge analysis
in Table 8.3. As shown in Table 8.3, the change in partial charge of C1 atom in HH dimer
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is 0.16, and 0.11 |e| more than PE dimer for Al- and Sn-MWW nanosheets, respectively
whereas change in the partial charge of O1 atom is 0.17 and 0.11 |e| more than PE dimer
for the same order. This larger change in C1 and O1 atom partial charges in HH dimer than
PE, correlate our results of higher C1 –O1 bond stretch in HH dimer after binding over both
substitutive nanosheets. Similar pattern has been found for C2 –O2 and C4 –O2 bond stretch
of β–O–4 linkage in HH dimer and C2 –O2 and C3 –O2 bond stretch of β–O–4 linkage in PE
dimer. The C2 –O2 and C4 –O2 bond length increase in HH dimer are 0.04 and 0.02 Å more
than C2 –O2 and C3 –O2 bond stretch in PE for Al- and Sn-MWW nanosheets, respectively.
However, the bond length increase is smaller than C1 –O1 bond upon adsorption for both
the dimers but the values are higher for HH dimer than PE. Bond length increase of C2 –O2
and C4 –O2 bond in HH dimer and C2 –O2 and C3 –O2 bond in PE dimer is correlated with
Bader charges as shown in Table 8.3. Clearly, after adsorption the change in charge of C2 ,
O2 , and C4 atom of HH dimer is more than C2 , O2 , and C3 atom of PE dimer (See Table
8.3).

8.3.2

Reaction pathways

In the following, we include elementary steps with activation energy barriers for the
hydrogenolysis of HH and PE dimers. All elementary steps considered are depicted in Fig.
8.5 (a) and (b) for PATH1 and in Fig. 8.5 (c) for PATH2, respectively.

8.3.2.1

Hydrogenolysis pathway1 (PATH1)

As HH dimer shows higher binding energy than PE, we start discussion of hydrogenolysis pathways with HH dimer. Due to higher binding strength on Al-MWW nanosheet
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than Sn-MWW nanosheet, we focused on Al-MWW nanosheet for the reaction mechanism study, however later on we compare Al-MWW nanosheet with Sn-MWW nanosheet.
β–O–4 linkage activation in HH dimer begins with the binding of a lignin dimer on AlMWW nanosheet as shown in Fig. 8.6 (a). Fig. 8.6 (a) shows that HH dimer binds through
O1 atom of C1 –O1 group than O2 of β–O–4 linkage (C4 –O2 –C2 ). Hence, hydrogenolysis
reaction (PATH1) starts with the binding of surface adsorbed hydrogen atom (H2 ’) to the
O1 atom of HH dimer as shown in Fig. 8.6 (b). We defined this as an intermediate one
(INT1) with the binding energy of -50.83 kcal/mol. This step requires an activation energy
of 11.04 kcal/mol. Further, INT1 follows the formation of water molecule and generates intermediate two (INT2) as shown in Fig. 8.6 (c) with the binding energy of -47.84 kcal/mol
and EA = 6.44 kcal/mol. Next step is hydrogen transfer from C2 atom to C1 atom with the
EA = 12.19 kcal/mol and intermediate called INT3 with binding energy of -49.91 kcal/mol
(see Fig. 8.6 (d)). This step requires cleavage of the C2 –O2 bond of the β–O–4 linkage due
to Bader charge difference between C2 (+0.31 |e|) and O2 (-1.15 |e|) atom as shown in Table
8.3. In the next step, the surface adsorbed second hydrogen (H1 ’) binds to the O2 atom of
β–O–4 linkage while showing EA = 12.19 kcal/mol. This step creates the last intermediate
(INT4) in order to cleave C4 –O2 –C2 link with binding energy of -45.31 kcal/mol as shown
in see Fig. 8.6 (e). The final step of the β–O–4 linkage cleavage involves the formation
of phenol and the rest of the aromatic fragment (see Fig. 8.6 (f)). The cleavage of C2 –O2
bond cause activation energy of 4.83 kcal/mol when second surface adsorbed hydrogen
(H1 ’) binds to the O2 atom of β–O–4 linkage.
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Figure 8.5: Reaction scheme for cleavage of β–O–4 linkage in the presence of surface
adsorbed hydrogens for (a) HH dimer via hydrogenolysis pathway 1 (PATH1), (b) HH
dimer via hydrogenolysis pathway 2 (PATH2), and (c) PE dimer via hydrogenolysis
pathway 1 (PATH1).
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Figure 8.6: Optimized structures of reactant (HH dimer), product (phenol + side aromatic
molecule), and reaction intermediates on the (001) facet of Al-MWW nanosheet during
hydrogenolysis reaction pathway 1 (PATH1): (a) Ph-O-CH-(CH2 -OH)-CH-OH-PhOH*
and 2H*, (b) Ph-O-CH-(CH2 -OH)-CH-O–HH-PhOH* (INT1) and H*, (c)
Ph-O-CH-(CH2 -OH)-CH-PhOH* (INT2), H2 O* and H*, (d)
Ph-O-C-(CH2 -OH)-CH2 -PhOH* (INT3), H2 O* and H*, (e)
Ph-O–H-C-(CH2 -OH)-CH2 -PhOH* (INT4) and H2 O*, and (f) Ph-OH*,
C-(CH2 -OH)-CH2 -PhOH*, and H2 O*. The yellow, purple, and green colors represent Si,
Al, and Zn atoms, respectively.
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Additionally, we performed the above discussed mechanism via PATH1 on PE dimer
as well. PE dimer binds less strongly than HH dimer with BE = -47.15 kcal/mol, which
shows approximately 3.68 kcal/mol energy difference between HH and PE dimer in magnitude. As PE dimer binds less strongly than HH dimer, the less stretch in C1 –O1 bond
( 0.10 Å) causes higher activation energy (EA = 12.42 kcal/mol) than HH dimer (see Fig.
8.7 (a)) for the formation of INT1 (see Fig. 8.7 (b)) in the presence of surface adsorbed
hydrogen (H2 ’). This step followed the formation of water and the intermediate generated
by it, defines as INT2 with BE = -40.94 kcal/mol and EA = 9.25 kcal/mol as shown in
Fig. 8.7 (c). INT2 further goes for hydrogen transfer step from C2 atom to C1 atom with
the EA = 15.11 kcal/mol and intermediate defined as INT3 with binding energy of -42.09
kcal/mol as presented in Fig. 8.7 (d). The Bader charge difference between O2 atom of
β–O–4 linkage and C2 atom cause in stretch of O2 –C2 however this stretch is 0.04 Å lesser
than HH dimer as shown in Table 8.3. The charge difference on O2 atom from INT2 to
INT3 leads binding of second surface adsorbed hydrogen (H1 ’) to the O2 atom of β–O–4
linkage with EA = 10.03 kcal/mol, which is higher by 2.21 kcal/mol than HH dimer. Final
step is cleavage of β–O–4 linkage and formation of phenol and an aromatic side product
which is shown in Fig. 8.7 (f). O2 –C2 bond cleavage requires 7.65 kcal/mol activation
energy for PE dimer which is 2.82 kcal/mol more than the HH dimer (See Fig. 8.7 (e)).
The total binding energy of phenol and the side product is -49.45 kcal/mol after cleavage
of β–O–4 linkage in PE dimer.
Further, we performed the hydrogenolysis mechanism via PATH1 for HH dimer over
Sn-MWW nanosheet. In this case, the two required hydrogens (H1 ’ and H2 ’) for the
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Figure 8.7: Optimized structures of reactant (PE dimer), product (phenol + side aromatic
molecule), and reaction intermediates on the (001) facet of Al-MWW nanosheet during
hydrogenolysis reaction pathway 1 (PATH1): (a) Ph-O-CH2 -CH-OH-Ph* and 2H*, (b)
Ph-O-CH2 -CH-O–HH-Ph* (INT1) and H*, (c) Ph-O-CH2 -CH-Ph* (INT2), H2 O* and
H*, (d) Ph-O-CH-CH2 -Ph* (INT3), H2 O* and H*, (e) Ph-O–H-CH-CH2 -Ph* (INT4) and
H2 O*, and (f) Ph-OH*, CH–CH2 -Ph*, and H2 O*. The yellow, purple, and green colors
represent Si, Al, and Zn atoms, respectively.
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hydrogenolysis are adsorbed on two Sn atoms. Similarly like the Al-MWW nanosheet,
PATH1 begins with binding of HH dimer (BE = -50.31 kcal/mol; Fig. 8.8 (a)) on the
zeolite surface in the presence of surface adsorbed two hydrogens followed by formation
of INT1 with binding energy of -41.03 kcal/mol as shown Fig. 8.8 (b). These results
show that the binding energy of HH dimer and INT1 is 3.74 and 9.82 kcal/mol lesser in
magnitude than HH dimer over Al-MWW nanosheet. However, once again the binding
energies for HH dimer and INT1 is higher by 5.78 and 6.31 kcal/mol than PE dimer over
Sn-MWW nanosheet. INT1 follows cleavage of C1 –O1 bond and creates water molecule
and INT2 (see Fig. 8.8 (c)) with the activation energy of 10.13 kcal/mol and BE = -38.13
kcal/mol. INT2 further goes for hydrogen transfer step due to charge differences between
C2 (+0.45 |e|) and C3 (+0.68 |e|) atom as shown in Fig. 8.8 (d). However this charge difference is lesser by +0.20 and +0.02 |e| than INT2 over Al-MWW nanosheet (see Table 8.3),
results in higher activation energy (EA = 15.85 kcal/mol) for this step. Once again, due to
positive increment in the partial charge of O2 (-1.08 |e|) atom of β–O–4 linkage, surface
adsorbed second hydrogen (H1 ’) binds to the O2 atom as shwon in Fig. 8.8 (e) which
cause in formation of phenol and aromatic side product with cleavage of O2 –C2 bond (see
Fig. 8.8 (f)). The activation energy required to cleave this bond is 3.21 kcal/mol (EA =
8.04 kcal/mol) more than Al-MWW nanosheet. The total binding energy of final product
over the Sn-MWW nanosheet is -46.22, which is 17.72 kcal/mol lower than HH dimer over
the Al-MWW nanosheet.
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Figure 8.8: Optimized structures of reactant (HH dimer), product (phenol + side aromatic
molecule), and reaction intermediates on the (001) facet of Sn-MWW nanosheet during
hydrogenolysis reaction pathway 1 (PATH1): (a) Ph-O-CH-(CH2 -OH)-CH-OH-PhOH*
and 2H*, (b) Ph-O-CH-(CH2 -OH)-CH-O–HH-PhOH* (INT1) and H*, (c)
Ph-O-CH-(CH2 -OH)-CH-PhOH* (INT2), H2 O* and H*, (d)
Ph-O-C-(CH2 -OH)-CH2 -PhOH* (INT3), H2 O* and H*, (e)
Ph-O–H-C-(CH2 -OH)-CH2 -PhOH* (INT4) and H2 O*, and (f) Ph-OH*,
C-(CH2 -OH)-CH2 -PhOH*, and H2 O*. The yellow and cyan colors represent Si and Sn
atoms, respectively.
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8.3.2.2

Hydrogenolysis pathway2 (PATH2)

Fig. 8.5 (b) describes all the elementary steps required to cleave β–O–4 linkage via
PATH2. We chose HH dimer and Al-MWW nanosheet over PE dimer and Sn-MWW
nanosheet due to higher binding strength. Once again, the reaction starts with binding of
HH dimer on zeolite surface with binding energy of -54.05 kcal/mol as shown in Fig. 8.9
(a). The next step is binding of first surface adsorbed hydrogen ((H1 ’) to the directly O2
atom of β–O–4 linkage due to partial positive increment in charge (0.14 |e|) (see Fig. 8.9
(b)). This step requires the energy barrier of 11.54 kcal/mol, which is 6.71 kcal/mol higher
than barrier required to break O2 –C2 bond in HH dimer via PATH1. This step leads to the
formation of INT2 as shown in Fig. 8.9 (c) with binding energy of -48.13 kcal/mol. INT2
further creates the final product with the binding of second surface adsorbed hydrogen
(H2 ’) to the C2 atom and form side aromatic product as shown in Fig. 8.9 (d). Although,
PATH2 consists less number of elementary steps to cleave the β–O–4 linkage in lignin
dimers HH and PE than PATH1, the lower activation energy barrier makes PATH1 more
favorable.
Recently, Li et al. found the same observation about PATH1 and PATH2.[221] In this
study, for isomer A the activation energy barriers required to cleave β–O–4 linkage are
0.39 (6.68 kcal/mol) and 1.07 (24.67 kcal/mol) eV for PATH1 and PATH2, respectively
on Ni (111) surface. Whereas, isomer B has shown activation energy barriers of 0.15
(3.46 kcal/mol) and 1.15 (26.52 kcal/mol) eV for the same order. This study also shows
the activation energies are required over bimetallic Ru-Ni (111) surface which indicates the
same trend for both pathways. Similarly, Li et al. found that predehydrogenation processes
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reduces original C-O bond cleavage barrier (EA = 1.55 eV) in 2-phenoxy-1-phenylethanol
dimer.[237]

8.3.2.3

’5’ Si member ring vs ’12’ Si member ring

Additionally, we compared binding energies and activation energies for all elementary
steps during PATH1 hydrogenolysis for HH dimer on Al-MWW nanosheet over ‘5’ Si
member ring vs ‘12’ Si member ring as shown in Table 8.5. We observed ‘5’ Si member
ring provides 4.28 kcal/mol higher binding energy of HH dimer than ‘12’ Si member ring.
Higher binding energy leads ∼ 5.30 kcal/mol lower activation energy barrier for HH to
INT1 formation. Similar pattern was found in the binding energies and activation energy
barriers of other intermediates. The average difference in binding energy and activation
energy is ∼ 6-8 and 4-8 kcal/mol, respectively for HH dimer from INT1 to INT4 formation
over ‘5’ Si member ring vs ‘12’ Si member ring. At each elementary step, ‘5’ Si member
ring shows the higher binding energy and lower activation barrier than ‘12’ Si member
ring. The activation energy barrier required to cleave O2 –C2 , which is an important step
to break β–O–4 linkage, is almost twice as much over ‘12’ Si member ring (EA = 8.36
kcal/mol) than ‘5’ Si member ring (EA = 4.83 kcal/mol). The total binding energy of
overall depolymerization product is also 7.73 kcal/mol higher over ‘5’ Si member ring than
‘12’ Si member ring. The larger size of ‘12’ Si member ring reduces the binding strength
of lignin dimer with the zeolite surface due to greater atom-atom distance between dimer
and zeolite surface. On the other hand, smaller size of ‘5’ Si member ring provides higher
binding energy to the lignin dimer due to smaller atom-atom distance.
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Figure 8.9: Optimized structures of reactant (HH dimer), product (phenol + side aromatic
molecule), and reaction intermediates on the (001) facet of Al-MWW nanosheet during
hydrogenolysis reaction pathway 2 (PATH2): (a) Ph-O-CH-(CH2 -OH)-CH-OH-PhOH*
and 2H*, (b) Ph-O–H-CH-(CH2 -OH)-CH-OH-PhOH* (INT1) and H*, (c) Ph-OH*,
CH-(CH2 -OH)-CH-OH-PhOH*, and H* (INT2), and Ph-OH*,
CH2 -(CH2 -OH)-CH-OH-PhOH*. The yellow, purple, and green colors represent Si, Al,
and Zn atoms, respectively.
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Table 8.5: The effect of different ‘Si’ atom contained rings (‘5’ and ‘12’ Si member ring)
on the binding energies (BEgas , kcal/mol) and activation energy barriers (EA , kcal/mol) of
HH dimer during PATH1 over Al-MWW nanosheet
measurement

5’ Si member ring

’12’ Si member ring

BEHH

-54.05

-49.77

EA (HH–INT1)

11.04

16.34

BEIN T 1

-50.83

-45.15

EA (INT1–INT2)

6.44

12.82

BEIN T 2

-47.84

-41.33

EA (INT2–INT3)

12.19

20.11

BEIN T 3

-49.91

-43.35

EA (INT3–INT4)

7.82

11.25

BEIN T 4

-45.31

-37.57

EA (INT4–product)

4.83

8.36

BEproduct

-63.94

-56.21
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8.4

Conclusions
The present study provided a systematic investigation and analysis of the binding con-

formations of lignin dimers in a vacuum. The preferred binding conformation for both the
dimers is with two aryl rings adsorbed on the surface. However, the HH dimer prefers the
conformation where its ether oxygen on the alkyl chain is close to the surface, whereas
the PE dimer favors the conformation where the ether oxygen is away from the surface.
Binding energy of the dimer in a vacuum on Al-MWW nanosheet was also shown to be
significantly higher than that on Sn-MWW nanosheet. Further, we compared HH and PE
with a β–O–4 linkage as a lignin model compound to investigate the cleavage mechanism
of its C–O ether bond over substituted MWW-nanosheet by using density functional theory calculations. The reaction mechanism is proposed to proceed via PATH1 or PATH2.
PATH1 follows by three main steps: (1) dehydroxylation of –OH group (2) hydrogen transfer from one carbon to another (3) cleavage of C–O ether bond. On the other hand, PATH2
follows by one main step : (1) direct cleavage of C–O ether bond. We conclude that direct C–O ether bond cleavage of the reactant is very unlikely to happen over substitutive
nanosheets and that the reactant has to be dehydroxylated first. Lastly, we compared the
hydrogenolysis over different ‘Si’ contained ring on the zeolite surface and concluded ‘5’
Si member ring is more favorable for cleavage of β–O–4 linkage in lignin than ‘12’ Si
member ring.
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FOR PHENOL HYDRODEOXYGENATION
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Table A.1: Cell parameters of Fe1 Mo1 P and Fe1.5 Mo0.5 P computed using 2 X 4 X 2
supercell via PW91
cell parameter (Å)

Fe1 Mo1 P

Fe1.5 Mo0.5 P

experimental

computed

experimental

computed

a

11.84

11.75

11.76

11.78

b

14.60

14.80

14.44

14.11

c

13.56

13.48

13.40

13.35
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Figure A.1: Optimized structures of phenol (C6 H5 OH), benzene (C6 H6 ), and reaction
intermediates on (112) facet for Fe1.5 Mo0.5 P during HDO1: (a) C6 H5 OH*, (b) C6 H5 OH*
and H*, (c) C6 H5 -OH2 *(TS), (d) H*, C6 H5 * and OH2 *, (e) H*, rotated C6 H5 *, and
H2 O*, (f) C6 H5 -H* and H2 O*, and (g) C6 H6 * and H2 O* (orange for Fe; blue for Mo;
green for P; grey for C; silver for H; red for O).
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Figure A.2: Optimized structures of phenol (C6 H5 OH), benzene (C6 H6 ), and reaction
intermediates on the (112) facet for Fe1 Mo1 P during HDO2: (a) C6 H5 OH*, (b)
C6 H5 -OH* (transition state (TS)), (c) C6 H5 * and OH*, (d) C6 H5 *, H*, and OH*, (e) H*,
rotated C6 H5 *, and OH*, (f) C6 H5 -H* and H-OH*, and (g) C6 H6 * and H2 O* (orange for
Fe; blue for Mo; green for P; grey for C; silver for H; red for O). (h) reaction energetics
on the (112) facet for Fe1 Mo1 P (magenta) and Fe1.5 Mo0.5 P (green) during HDO2.
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Figure A.3: Optimized structures of phenol (C6 H5 OH), benzene (C6 H6 ), and reaction
intermediates on (112) facet for Fe1.5 Mo0.5 P during HDO2: (a) C6 H5 OH*, (b) C6 H5 -OH*
(transition state (TS)), (c) C6 H5 * and OH*, (d) C6 H5 *, H*, and OH*, (e) H*, rotated
C6 H5 *, and OH*, (f) C6 H5 -H* and H-OH*, and (g) C6 H6 * and H2 O* (orange for Fe; blue
for Mo; green for P; grey for C; silver for H; red for O).
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Figure A.4: Optimized structures of phenol (C6 H5 OH), benzene (C6 H6 ), and reaction
intermediates on (112) facet for Fe1 Mo1 P during HDO3: (a) C6 H5 OH*, (b) C6 H5 OH*
and H*, (c) C6 H5 -OH2 *, (d) C6 H5 -OH2 * with rotated hydroxyl group, (e) C6 H5 -H-OH*
(TS), (f) C6 H6 * and OH*, (g) C6 H6 *, OH*, and H*, and (h) C6 H6 * and H2 O* (orange for
Fe; blue for Mo; green for P; grey for C; silver for H; red for O). (i) reaction energetics on
the (112) facet for Fe1 Mo1 P (magenta) and Fe1.5 Mo0.5 P (green) during HDO3.
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Figure A.5: Optimized structures of phenol (C6 H5 OH), benzene (C6 H6 ), and reaction
intermediates on (112) facet for Fe1.5 Mo0.5 P during HDO3: (a) C6 H5 OH*, (b) C6 H5 OH*
and H*, (c) C6 H5 -OH2 *, (d) C6 H5 -OH2 * with rotated hydroxyl group, (e) C6 H5 -H-OH*
(TS), (f) C6 H6 * and OH*, (g) C6 H6 *, OH*, and H*, and (h) C6 H6 * and H2 O* (orange for
Fe; blue for Mo; green for P; grey for C; silver for H; red for O).
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Figure A.6: XP spectra of FeX Mo2−X P-catalysts: (a) Fe 2p, (b) Mo 3d, and (c) P 2p
regions. Empty circles and solid lines indicate raw and fitted data, respectively. .
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Figure A.7: XRD patterns of FeX Mo2−X P and simulated Fe1 Mo1 P (PDF No.:
04-001-4367). The red circle indicates (112) diffractions observed in these catalysts.
Peaks labeled with * indicate diffractions of the Si standard.
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Figure A.8: Deprotonation of phenol on (112) facet for Fe1 Mo1 P: (a) C6 H5 OH*, (b)
C6 H5 O-H* (transition state (TS)), and (c) C6 H5 O* and H*. Activation energies required
for (a) → (c) and (c) → (a) are 0.56 eV and 0.08 eV, respectively.

Figure A.9: Deprotonation of phenol on (112) facet for Fe1.5 Mo0.5 P: (a) C6 H5 OH*, (b)
C6 H5 O-H* (transition state (TS)), and (c) C6 H5 O* and H*. Activation energies required
for (a) → (c) and (c) → (a) are 0.52 eV and 0.03 eV, respectively.
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Table A.2: Surface energies for Fe1 Mo1 P and Fe1.5 Mo0.5 P
facet

Fe1 Mo1 P (eV Ȧ−2 )

Fe1.5 Mo0.5 P (eV Ȧ−2 )

(100)

0.18

0.13

(010)

0.17

0.15

(001)

0.16

0.16

(211)

0.08

0.07

(112)

0.01

0.01

Table A.3: Activation energies required in rate-determining steps on FeX Mo2−X P
materials under different reaction pathway
HDO1

HDO2

HDO3

Fe1 Mo1 P

0.39 eV

0.53 eV

1.07 eV

Fe1.5 Mo0.5 P

0.77 eV

0.94 eV

1.68 eV

Table A.4: Effect of altering the K-points grid on activation energy barrier for Fe1 Mo1 P
and Fe1.5 Mo0.5 P
parameter

activation energy barier (eV)

Fe1 Mo1 P

Fe1.5 Mo0.5 P

2X2X1

gamma

2X2X1

gamma

grid

point

grid

point

0.390

0.391

0.772

0.773

for C-O cleavage a
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FOR PHENOL HYDRODEOXYGENATION

230

Table B.1: Lattice vector lengths (Å) of P (2 X 2) simulation cell of FeMoP, RuMoP, and
NiMoP systems via optB88-vdW functional
system

a

b

c

FeMoP

11.78

12.95

29.43

RuMoP

14.32

20.75

21.99

NiMoP

13.87

24.59

21.99
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Figure B.1: XRD pattern of (a) RuMoP (b) RuMoP reference pattern (PDF 04-015-7732)
(c) NiMoP (d) NiMoP reference pattern (PDF 00-031-0873), (e) FeMoP (f) FeMoP
reference pattern (PDF 04-001-4637).
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Figure B.2: Adsorption of phenol (C6 H5 OH) on (111) facet of NiMoP catalyst.

Figure B.3: Reaction energetics on the (112) facet of FeMoP catalyst during DDO
reaction. The black and orange colors represent results for PW91 and optB88-vdW
functionals.
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Figure B.4: Optimized structures of phenol (C6 H5 OH), benzene (C6 H6 ), and reaction
intermediates on the (112) facet of RuMoP during DDO reaction: (a) C6 H5 OH*, (b)
C6 H5 OH* and H*, (c) C6 H5 -OH2 *(TS1), (d) C6 H5 * and OH2 *, (e) H*, C6 H5 *, and
H2 O*, (f) H*, rotated C6 H5 *, and H2 O*, (g) C6 H5 -H* and H2 O*(TS3), and (h) C6 H6 *
and H2 O*. The purple, blue, and green colors represent Ru, Mo, and P atoms,
respectively.
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Figure B.5: Optimized structures of phenol (C6 H5 OH), benzene (C6 H6 ), and reaction
intermediates on the (112) facet of NiMoP during DDO reaction: (a) C6 H5 OH*, (b)
C6 H5 OH* and H*, (c) C6 H5 -OH2 *(TS1), (d) C6 H5 * and OH2 *, (e) H*, C6 H5 *, and
H2 O*, (f) H*, rotated C6 H5 *, and H2 O*, (g) C6 H5 -H* and H2 O*(TS3), and (h) C6 H6 *
and H2 O*. The pink, blue, and green colors represent Ni, Mo, and P atoms, respectively.

Figure B.6: Reaction energetics on the (112) facet of NiMoP catalyst during RH-DO
reaction.
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Figure B.7: Atom numbering on (a) FeMoP and phenol, (b) RuMoP and phenol, (c)
NiMoP and phenol systems for distance measurement in Table A7.

Table B.2: Effect of altering the k-points grid on adsorption energy (EAD , eV) of phenol
and activation energy barrier (EA , eV) of C–O bond cleavage on (112) surface of FeMoP,
RuMoP, and NiMoP, respectively
EAD

EA

system
gamma point

2X2X1

4X4X1

gamma point

2X2X1

4X4X1

FeMoP

-1.393

-1.393

-1.394

0.372

0.372

0.373

RuMoP

-1.291

-1.294

-1.296

0.484

0.482

0.482

NiMoP

-1.215

-1.212

-1.215

0.802

0.803

0.805
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Table B.3: Partial charges (q, |e|) on individual atom of phenol on the (112) facet of
RuMoP catalyst by using different grid size (NGX, NGY, NGZ or NGXF, NGYF, NGZF)
and PREC-flag
site

NG* = 80 X 108 X 120

160 X 216 X 240

80 X 108 X 120

100 X 144 X 160

NG*F = 160 X 216 X 240

320 X 432 X 480

80 X 108 X 120

200 X 288 X 320

C1

+0.38

+0.40

+0.39

+0.37

C2

+0.21

+0.24

+0.20

+0.18

C3

– 0.18

– 0.18

– 0.19

– 0.18

C4

+0.13

+0.13

+0.13

+0.14

C5

– 0.22

– 0.22

– 0.22

– 0.23

C6

– 0.13

+0.14

– 0.13

+0.14

O

– 1.10

– 1.12

– 1.10

– 1.09

H

+0.77

+0.79

+0.76

+0.75

Table B.4: Cell parameters (Å) of FeMoP, RuMoP, and NiMoP system using 2 X 4 X 2
supercell size via optB88-vdW functional (experimental and computational comparison)
FeMoP

RuMoP

NiMoP

cell parameters
exp.

comp.

exp.

comp.

exp.

comp.

a

11.84

11.75

12.07

12.06

11.72

11.65

b

14.60

14.80

15.41

15.48

23.44

23.30

c

13.56

13.48

13.88

13.88

7.40

7.33
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Table B.5: Effect of simulation cell size on adsorption energies (EAD , eV) of phenol
(C6 H5 OH) on (112) facet of FeMoP, RuMoP, and NiMoP by using optB88-vdW
functional
system

EAD (P (2 X 2))

EAD (P (4 X 4))

FeMoP

-1.392

-1.393

RuMoP

-1.291

-1.294

NiMoP

-1.211

-1.218

Table B.6: Adsorption energies (EAD , eV) of phenol (C6 H5 OH) and benzene (C6 H6 ) on
(112) and (111) facet of NiMoP catalyst by using optB88-vdW functional
molecule

EAD (112 plane)

EAD (111 plane)

phenol

-1.21

-1.26

benzene

-1.40

-1.45
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Table B.7: Distance (d, Å) between selected atoms of phenol (C6 H5 OH) and nearby
surface atoms after adsorption on (112) facet of FeMoP, RuMoP, and NiMoP catalyst by
using optB88-vdW functional (see Fig. A7 for atom numbering)
system

distance

d

FeMoP

C–Fe

2.13

O–Fe

2.10

O–Mo1

3.16

RuMoP

NiMoP

O–Mo2

3.12

O–P

2.40

H–Fe

2.52

H–Mo1

2.94

H–P

1.75

C–Ru

4.26

C–Mo1

2.5

O–Ru

3.26

O–Mo1

2.27

O–Mo2

4.42

O–P

3.02

H–Ru

3.45

H–Mo1

2.66

H–Mo2

4.02

H–P

2.51

C–Mo1

4.58

O–Ni1

3.98

O–Ni2

3.73

O–Mo

4.32

O–P

4.9

H–Ni1

4.7

H–Ni2

4.68

H–P

4.9
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Table B.8: Adsorption energies (EAD , eV) of H on top of Fe, Ru, Ni, Mo, P atoms and in
between two neighboring atoms of (112) facet by using optB88-vdW functional
atom type

EAD

Fe

– 0.11

Ru

– 0.07

Ni

– 0.09

Mo

– 0.18

P

– 0.02

Fe–Mo

– 0.16

Ru–Mo

– 0.12

Ni–Mo

– 0.12

Fe–P

– 0.08

Ru–P

– 0.06

Ni–P

– 0.08

Mo–P

– 0.10
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Table B.9: Activation energy barriers (EA , eV) of main elementary reaction steps
involved in DDO reaction mechanism for phenol on (112) facet of FeMoP, RuMoP, and
NiMoP catalyst for different DFT functionals
FeMoP

RuMoP

NiMoP

reaction steps
optB88-vdW

PW91

optB88-vdW

PW91

optB88-vdW

PW91

C-O cleavage

0.37

0.39

0.48

0.54

0.8

0.98

ring rotation

0.15

0.11

0.21

0.18

0.28

0.27

C-H formation

0.24

0.26

0.28

0.33

0.89

1.1

Table B.10: Partial charges (q, |e|) on individual atom of phenol in gas phase and on the
(111) facet of NiMoP catalyst
atom

gas phase

NiMoP

C1

+0.39

+0.66

C2

+0.06

+0.04

C3

– 0.12

– 0.11

C4

+0.002

+0.02

C5

– 0.09

– 0.12

C6

– 0.12

+0.04

O

– 1.16

– 1.14

H

+0.66

+0.64
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Table B.11: Activation energy barriers (EA , eV) of main elementary reaction steps
involved in DDO reaction mechanism for (112) and (111) facet of NiMoP catalyst by
using optB88-vdW functional
reaction step

(112) plane

(111) plane

C-O cleavage

0.8

0.77

ring rotation

0.28

0.28

C-H formation

0.89

0.88

Table B.12: Activation energy barriers (EA , eV) of main elementary reaction steps
involved in RH-DO reaction mechanism for phenol (C6 H5 OH) on (112) and (111) facet of
NiMoP catalyst by using optB88-vdW functional
reaction step

(112) plane

(111) plane

C1 –H formation

0.21

0.17

C2 –H formation

0.12

0.09

C3 –H formation

0.04

0.05

C4 –H formation

0.08

0.05

C5 –H formation

0.12

0.1

C6 –H formation

0.07

0.05

C6 –O cleavage

0.14

0.12
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243

Table C.1: Cell parameters (Å) for RuX Mo2−X P calculated from Rietveld refinement
(experimental) and computationally using 1 X 4 X 2 supercell via optB88-vdW functional
Ru0.8 Mo1.2 P1.0

Ru1.0 Mo1.0 P1.0

Ru1.2 Mo0.8 P1.0

cell parameters
exp.

comp.

exp.

comp.

exp.

comp.

a

15.80

15.77

15.09

15.00

14.44

14.41

b

15.65

15.58

15.41

15.45

13.46

13.32

c

14.23

14.25

13.88

13.85

13.72

13.68
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Figure C.1: XRD pattern of RuX Mo2−X P for X = 0.8 (blue), 1.0 (green), and 1.2 (red) in
comparison to the reference pattern 04-015-0396 (black).
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Figure C.2: SEM images of pellets of RuX Mo2−X P for (a) X = 0.8, (b) X = 1.0, and (c) X
= 1.2.

Figure C.3: Elementary steps involved during FOL to MF conversion in the presence of
hydrogen.
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Figure C.4: Elementary steps involved during FOL to THFOL conversion in the presence
of hydrogen.
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Figure C.5: Pyridine adsorption observed with DRIFT spectra during saturation (top) and
after N2 purging for RuX Mo2−X P (bottom) for (a) X = 0.8, (b) 1.0, and (c) 1.2.
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Figure C.6: Conversion of FAL for RuX Mo2−X P for X = 0.8 (blue), X = 1.0 (red), and X
= 1.2 (black).

Figure C.7: Selectivity towards (a) FOL, (b) MF, and (c) THFOL for RuX Mo(2−X) P for
X = 0.8 (blue), 1.0 (red), and 1.2 (black).
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Table C.2: Average partial charges (q, |e|) of each type of surface atom on (112) and
(210) facets of Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 catalyst
Ru0.8 Mo1.2 P1.0

Ru1.0 Mo1.0 P1.0

Ru1.2 Mo0.8 P1.0

atom type
112

210

112

210

112

210

Ru

– 0.21

– 0.21

– 0.23

– 0.25

– 0.29

– 0.27

Mo

+ 0.62

+ 0.61

+ 0.70

+ 0.71

+ 0.54

+ 0.53

P

– 0.41

– 0.40

– 0.46

– 0.46

– 0.25

– 0.26

Table C.3: Binding energies (GBE , eV) of FAL (C4 H3 (CHO)O*) on (112) and (210)
facets of Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 catalysts
Ru0.8 Mo1.2 P1.0

Ru1.0 Mo1.0 P1.0

Ru1.2 Mo0.8 P1.0

112

210

112

210

112

210

– 2.38

– 2.36

– 2.91

– 2.92

– 2.01

– 1.99

molecule

trans furfural horizontal

Table C.4: Ru:Mo:P ratio in RuX Mo2−X P
X

Ru

Mo

P

0.8

0.79

1.25

1.00

1.0

1.05

1.04

1.00

1.2

1.21

0.78

1.00
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Table C.5: Binding energies (GBE , eV) of H on top of Ru, Mo, P atoms and in between
two neighboring atoms of (112) facet by using optB88-vdW functional
atom type

GBE

Ru

– 0.11

Mo

– 0.21

P

– 0.07

Ru–Mo

– 0.16

Ru–P

– 0.08

Mo–P

– 0.12

Table C.6: Activation energy barriers (GA , eV) for each elementary step (see Fig. B.3)
involved during FOL (C4 H3 (CH2 OH)O*) to MF (C4 H3 (CH3 )O*) conversion on (112)
facet of Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 catalysts
reaction step

Ru0.8 Mo1.2 P1.0

Ru1.0 Mo1.0 P1.0

Ru1.2 Mo0.8 P1.0

C4 H3 (CH2 O–HH)O* (step1)

0.52

0.44

0.78

C4 H3 (CH2 –OH2 )O* (step2)

0.88

0.54

0.21

C4 H3 (CH2 –H)O* (step3)

0.81

1.13

0.75
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Table C.7: Activation energy barriers (GA , eV) for each elementary step (see Fig. B.4)
involved during FOL (C4 H3 (CH2 OH)O*) to THFOL (C4 H7 (CH2 OH)O*) conversion on
(112) facet of Ru0.8 Mo1.2 P1.0 , Ru1.0 Mo1.0 P1.0 , and Ru1.2 Mo0.8 P1.0 catalysts
reaction step

Ru0.8 Mo1.2 P1.0

Ru1.0 Mo1.0 P1.0

Ru1.2 Mo0.8 P1.0

C4 H3 –H(CH2 OH)O* (step1)

1.07

0.92

0.88

C4 H4 –H(CH2 OH)O* (step2)

1.01

0.85

0.82

C4 H5 –H(CH2 OH)O* (step3)

0.97

0.91

0.76

C4 H6 –H(CH2 OH)O* (step4)

1.03

0.81

0.75
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APPENDIX D
SOLVATION EFFECT ON BINDING MODES OF MODEL LIGNIN DIMER
COMPOUNDS ON MWW 2D-ZEOLITE
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Figure D.1: Comparison between the adsorption of phenolic (HH) and non-phenolic
dimer (PE) in the presence of water at 323 K in terms of change in (a) angles and (b)
center of mass (COM) distances of both aromatic rings with simulation time from the
surface.
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Figure D.2: dsorption of lignin dimer HH on MMW-2D zeolite surface in the presence of
water on fully hydroxyl terminated surface (H:OH = 0:100 %). AIMD simulation
snapshots at (a) 323 K, (b) 353 K, and (c) 373 K.
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Figure D.3: Effect of different temperature conditions on the binding of HH dimer in the
presence of water on fully hydroxyl terminated surface in terms of change in (a) angles
and (b) center of mass (COM) distances of both aromatic rings with simulation time from
the surface.

Figure D.4: Effect of different temperature conditions on the binding of HH dimer in the
presence of water on fully hydroxyl terminated surface in terms of change in C1 -O1 (r1 )
bond length with simulation time.
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Figure D.5: Initial and full optimized structures (1 & 2) of HH dimer (taken at (a) t = 10.1
and (b) t = 10.9 ps) after removing water molecules from the system at 323 K over fully
hydroxyl terminated surface (H:OH = 0:100 %).

Figure D.6: Evidence of simulation convergence in terms of change in (a) angles (A1 , A2 ,
and A3 ; degrees) and (b) center of mass (COM) distances (d1 and d2 ; Å) of HH dimer with
simulation time from the surface while taking two different configurations.
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Figure D.7: Effect of different temperature conditions on the partial charge (q, |e|) of C1
and O1 atom in C1 -O1 bond of HH dimer in the presence of water on fully hydroxyl
terminated surface with simulation time.

Table D.1: Average angles (A1 , A2 , and A3 ; degrees), center of mass (COM) distances (d1
and d2 ; Å), and C–O bond lengths (r1 , r2 , and r3 ; Å) of PE dimer after adsorption on
H:OH = 0:100 % terminated MWW 2D-zeolite surface in the gas phase and in the
presence of water at 323 K
system

A1

A2

A3

d1

d2

r1

r2

r3

without solvent

118.52

104.28

114.98

4.63

4.70

1.48

1.47

1.41

with water

126.31 ± 1.00

105.44 ± 2.00

125.06 ± 1.00

4.96 ± 0.01

4.74 ± 0.01

1.55 ± 0.01

1.49 ± 0.02

1.43 ± 0.01

258

Table D.2: Comparison of single point energies (E, kcal/mol) and the binding energies
(BE, kcal/mol; calculated by Eqn. 1) of HH dimer in the vacuum and in the presence of
water (implict and explict model) on fully hydroxyl terminated surface at 323 K using the
same box size
model type

E (slab+dimer)

E (slab)

E (dimer)

BE

vacuum

-165711.89

-160611.73

-5051.11

-49.05

implicit (water)

-165729.12 ± 0.03

-160641.92 ± 0.01

-5036.05 ± 0.03

-51.14 ± 0.04

explicit (water)

-165744.60 ± 0.02

-160688.52 ± 0.02

-5000.04 ± 0.01

-56.04 ± 0.03

Table D.3: Comparison of single point energies (E, kcal/mol) and the binding energies
(BE, kcal/mol; calculated by Eqn. 1), before and after the full geometry optimization of
two different structure (taken at t = 10.1 and 10.9 ps) of HH dimer in the presence of
water (explict model) on fully hydroxyl terminated surface at 323 K
structure

E bef ore

E af ter

BE bef ore

BE af ter

structure 1 (at 10.1 ps)

-165744.65

-165619.53

-56.09

-45.30

structure 2 (at 10.9 ps)

-165744.76

-165709.28

-56.20

-46.47
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