The theory of condensing systems of J.E . Mayer is generalized for a mixture of an arbitrary number of gases.
The m ethods for the strict evaluation of the p artitio n function of a gas as developed by Mayer and his collaborators (1937-40) , by B om and Fuchs (1938) and by Uhlenbeck and K ahn (1938) , have been applied by M ayer (1939) to the calculation of the partition of a m ixture of two gases.
From the consideration of certain phenom ena connected w ith th e orderdisorder transition in alloys, I was led to consider this problem for a system composed of an arb itrary num ber of gases. Since this problem is of interest by itself, I shall develop in this paper th e theory w ithout fu rth er reference to the problem which originally led to this investigation.
The theory is of particular interest in connexion w ith the problem of chemical equilibrium in a gas m ixture; this problem could not be treated by means of the previous theories, since such a system contains a t least three components; the two original substances and th e compound formed by them. The strict law of chemical equilibrium is derived in the last section. For sufficiently small pressures it reduces to the well-known law of mass action.
The present investigation follows closely the calculations of M ayer (1939) for the two-component system and of Born and Fuchs (1938, in th e following quoted as I) for the one-component system. In spite of the existence of these investigations the generalization for the m any-com ponent system requires a great deal of m athem atical analysis, since for the m ost in tricate p arts of the calculation even the theory of the tw o-com ponent system does not give any indication as to the results for the m any-com ponent system (e.g. the reduction of the cluster integrals to the irreducible cluster integrals).
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T h e partition functio n
Consider a system composed of p different types the num ber of particles of type i (i = and m i their mass. Let r*f be the distance between the a th particle of type i and the /?th particle of type j and vijiri f )the potential energy between them. Then the to tal potential energy is The partition function is Q = Q r, where N is the total num ber of particles,
and Qt is defined by 1 r r r q , ---... Wm T n n (2-4)
Here drilx is the volume element of the a th particle of type Here the summation is over all values i, j, a, /? as shown explicitly in (2-1). Each factor will be referred to as a ' bond ' between the two particles concerned. A 'cluster' of particles of size (1) = (lv l2, ..., is a system of lx particles of type 1, l2 particles of type 2, etc., each particle being directly or indirectly connected with every other particle of the cluster by means of bonds, but not connected with any particle outside the cluster. The cluster integral 6(1) connected with such a cluster is defined by* F6(1) = rFuxJJ"'J A n (2-7)
K. Fuchs
where t he sum extends over all products of different bonds 1, 2, . . . ,^; ft = 1,2 , . . . , 1 f t consistent w ith the definition of th e cluster. V is th e to ta l volume; the factor V in (2-7) is introduced, since th e integration over th e co-ordinates of the 'la s t' particle gives a factor
The partitio n function can th en be expressed as follows (cf. I, 1*7):
where the sum m ation extends over all sets of values m( 1), which satisfy th e condition 2^( 1 ) = (2-9)
and v = V / N ( 2-10) is the volume per particle.
R ed u c t io n of t h e c lu st er in t e g r a l s
B y the definition of the cluster one m ay pass from one particle of a cluster to any other particle of the cluster by m eans of a sequence of bonds. In general there will be several different sequences. Now, it m ay be possible to divide the particles of th e cluster into different groups, in such a w ay th a t one particular particle (the 'connecting' particle) m u st alw ays be passed in order to pass from a particle of one group to a particle o f a different group. The only exceptions are th e connecting particles, w hich m ay be counted as belonging to two or more groups. This is illu strated in figure 1. The dots and crosses inside each ellipse represent one of these groups. T hey m ay be directly connected by m eans of a bond w ith an y particle inside th e same ellipse, b u t not w ith a particle outside. The ellipses overlap owing to th e connecting particles denoted by crosses. Such bond configurations will be called 'reducible'. A configuration is irreducible only if we can pass from any particle to any other by m eans of a t least two different sequences of bonds passing through tw o m utually exclusive sets of particles.
I f there are vi particles of type i in such a cluster, it is called an irreducible cluster of size (v) = (vv v2, ..., integral is defined by cluster. The definition (3-1) differs from th a t used in (I); it agrees w ith th e definition used by Mayer (1939) for the two-component system. Consider now a definite bond configuration of a cluster of size (1). I t m ay be assumed w ithout loss of generality th a t the first <r of the num bers are greater th a n zero, and th a t the remaining vanish. Then for the purposes of this section the indices i, j , k run from 1 to <r.
I now single out arbitrarily one particular particle-say the first particle of type 1. I next collect all the particles which belong to the same irreducible cluster as the first one. These particles (excluding the first) will be called an incomplete cluster. I f i t is of size (v), it contains -1, v2, ..., va num bered particles of type 1, 2, etc. I f this cluster is detached from the first particle, it has a free place for a particle of type 1, which I shall consider as an u n numbered particle of type 1. By identifying it w ith the first particle the incomplete cluster is ' attached ' to the first particle. I f the first particle is a connecting particle between several in oducible clusters, one obtains corre spondingly a t this first stage several incomplete clusters. This is illustrated in figure 1 . The cross in the centre represents the first particle. Each fully drawn ellipse represents an irreducible cluster containing the first particle. The particles inside each of these ellipses, denoted by dots and crosses, w ith the exception of the first constitute the incomplete clusters. Among the particles collected a t this first stage there will again be a number of connecting particles, denoted by crosses in the figure. I now 27-2 tre a t these particles in the same way as the first particle, obtaining in this w ay another set of incomplete clusters, indicated by th e ellipses w ith broken outlines. This procedure is continued, un til all particles are assigned to th e incomplete clusters. I t will be noted th a t in this way n o t only th e assignm ent of the particles to the incomplete clusters is uniquely determ ined, b u t also the unnum bered particle in each incom plete cluster, so th a t different sets of unnum bered particles lead to different bond configurations, provided of course we s ta rt always from th e same first particle.
I f I now integrate over th e co-ordinates of th e num bered particles of one of the last incom plete clusters, the result is independent of th e co-ordinates of all the other particles. Proceeding step by step a num ber of factors are obtained, all independent of the position of th e rem aining particles. Summ ing over all bond configurations which are consistent w ith th e splitting of th e cluster into th e given incomplete clusters, th e product of th e corresponding irreducible cluster integrals is found. In teg ratio n over th e co-ordinates of the first particle finally gives the factor V which cancels against the corre sponding factor in th e definition (2*7) of th e cluster integral 6(1).
I f the unnum bered particle of an incom plete cluster is of ty p e i, I shall call it a cluster of type i. Such a cluster contains num bered particles of type j .The first particle will a cluster of type 0 and of size (v°), where L et there be /^(v) incom plete clusters of type and size (v). Then th e to ta l num ber of particles of type i is I f no distinction is m ade betw een clusters of the same ty p e and same size, th e lx -v * l particles of type 1, th e l2 -v% particles of ty p e 2, etc., can be dis trib u ted over the incomplete clusters in
Further let p{/^(v)} be the number of ways in which the incomplete clusters can be attached to each other so as to form a reducible cluster. Cancelling the factorials in the definition of the cluster integrals and the irreducible cluster integrals, it follows with (3*4) th a t 6(1) is given by
where the sum extends over all sets of numbers 0 compatible with the condition (3*3).
Let now mi be the total number of clusters of type I t follows th a t
Arrange the clusters in any order and number them by two indices: An index i , j denoting the type of the cluster and an index a, fi = 1, 2,..., denoting the particular cluster of the given type. Thus v{9 is the number of particles of type i of the a th cluster of type j.
Consequently (3*3) may be w ritten in the form
If now a cluster (via) is attached to a cluster this can be done by identi fying the unnumbered particle of the former with any one of the numbered particles of type i of the latter, i.e. in v*/ -differen attached to the cluster (v°), this can be done in different ways.
Any definite way of attaching the incomplete clusters to each other, irrespective of the particular numbered particle used for the purpose, is here called a 'p a tte rn ' of the irreducible clusters. Such a pattern can be characterized by the numbers n\a of clusters of type i attached to the cluster (v}a) and the number n\ attached to (v°) . Then the number of ways of attaching the clusters so as to give the given pattern is
Let further <?(»?, n |a) be the number of different patterns which are characterized by the same numbers w®, n\a. Then p{/q(v)} is given by
Here the sum m ation goes over all sets of integers ^ 0 subject to th e following conditions:
The first of these arises because there are clusters of type i to be attached, the second because a t least one cluster m ust be attach ed to th e cluster (v°), and the third because the m i clusters of type i cannot be att among each other, b u t a t least one of them m ust be attach ed to a cluster of a different type.
In calculating q one m ust distinguish those indices i for which m i Assume th a t m i is positive for i small for i greater th a n r. I shall prove th a t
where the first factor represents the determ inant w ith the term m i fSt< -2 n{* C L in the ith row and Jth column, and the index r signifies th a t the indices i, j run from 1 to r. I first prove (3-14) for the special case 1, m 2 -m3 = ... = m p = 0. In this case there is only one cluster, which m ust be attached to the cluster (v°J, so th a t gal. Furtherm ore, n \ = 1 and all r is equal to 1, it follows easily th a t in this case (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) gives indeed the value q = 1 . I now proceed by induction. Owing to (3-11) and (3-12) there exists a t least one cluster (the cluster attached last) which has no cluster attached to it. Let the y th cluster of type k be such a cluster so th a t n \y = n \y = ... = rd? = 0.
(3-15)
I now assume (3*14) has been proved for a set of values m\ given by
Consider all patterns of the m i clusters in which the cluster (v^) is attached to the cluster (vfc^), and which belong to the given set of num bers n\, nJ f .
I f the cluster (vfcy) is detached, one obtains all patterns of the m\ clusters belonging to a set of numbers
According to (3*14) the num ber of such patterns is given by
H ere the sum and product over j, a does not include th B ut, in view of (3*15), there is no error in including this term . I t should be noted th a t the second form of equation (3-17) also holds if n k P = 0.
Similar expressions are obtained if the cluster (vfc?) is attached to any other cluster or to the cluster (v°). Summing over all expressions, the to tal num ber of patterns is found to be
Expanding the determ inant w ith respect to the &th row and denoting the sub-determ inants by upper indices, it is found th at
with (3'11) this gives
which is the expansion of (3-14) with respect to the &th row.
P articular a tte n tio n m ust be paid to the case th a t m k = 1. As (3*14) does no t depend on the order of th e indices, it m ay be assum ed th a t r. There is then only one cluster of type
Furtherm ore, it follows from (3-11) th a t all num bers ®, n\a vanish, except one which is equal to unity, say = 1. The cluster (vTr) m u st therefore be attach ed to th e cluster (vfc ^), and consequently th e num ber of p a tte rn s of th e m i clusters is the same as the num ber of p a tte rn s of th e clusters. I t is therefore necessary to prove th a t in this p articu lar case
All elem ents of the r th column of th e determ in an t on th e left-hand side vanish, except the diagonal elem ent, in view of (3*18). The diagonal elem ent is equal to m T = 1. Therefore the determ inants on th e right-and left-hand sides are identical. Sim ilarly, the products on b o th sides are identical, since they differ only by factors 0 ! and 1!.
Since any set of num bers n®, n{a can be reached steps, it follows th a t th e equation (3*14) is proved.
L et us consider finally th e forbidden cases (3-12) and (3-13). I f (3*13) is violated for an index i = k ,it follows from (3-11) th a t 71% = n{a = 0 for i, and consequently m i 8^ -2 n\a = 0 for a Therefore th e determ inant in (3-14) has only zero elem ents in th e &th row and it vanishes. I f (3*12) is violated, (3*11) m ay be w ritten in th e form 2 2 «{*J = 0, which constitutes a linear relation betw een th e rows of th e d e term in a n t (3*14). Consequently, it vanishes again. Thus th e tw o cases excluded by (3-12) and (3-13) give no contributions and these conditions m ay therefore be disregarded.
We now insert (3*14) into (3*10):
This m ay also be w ritten in the form 4« -: = -E ("$*-*«) m t a 0i4 fa n?a !
The sum m ation, subject to th e condition (3* 11), can be carried ou t and gives
A fter completing th e differentiation we m ay su b stitu te according to (3*6), (3*7), (3*8) and find
r X /*>) ■i=l We shall now prove th a t this expression is identical w ith
Rem em bering th a t 2 /^(v) = 0 for r < < cr, it follows th a t th e columns (*) t < i^( r of th e determ inant (3*20) contain only zero elements, w ith th e exception of the diagonal elements, which are equal to unity. Thus th e two determ inants in (3*20) and (3*19) are identical and (3*20) is proved.
Finally, by substituting (3*20) into (3*5) the following expression for the cluster integrals is found:
where the sum m ation extends over all sets of integers /^(v) ^ 0 subject to the condition (3-3). W ith (3*2) th is condition reads
I f the index 1 is exchanged w ith any other index, corresponding expres sions for Z26(l), l3b(\), etc. can be found. I shall now prove th a t this expression is identical w ith
I n tegral r e p r e se n t a t io n of t h e c lu
where the index p of the ^-functions is om itted,
I t follows easily th a t
cnei.e* = »<&......
=... = i , -o>. (4-®>
In considering (4*7) it should be remembered th a t lt = 0 for Therefore the integrand in (4*7) has a pole of the first order in the variables £<r+i> •••» £/>• The residue is obtained by putting £a+1 ... = = 0 in the num erator. Thus (4*7) reduces to / 1 \ cr C C * * 1" • • •a*Sp*aW hm = (2^) <f>-j>Ki 1 4 n -|p -which, w ith the help of (4*9), is easily shown to be identical w ith (4*6). Thus (4*7) is proved. The proof has been given only for a set of numbers such th a t lx, l2, ...» I# differ from zero and th a t lv+1, ..., lp vanish. Since the i , j in (4*7) is irrelevant, it follows th a t this equation holds for any arbitrary set of numbers li% This is also true if lx vanishes. In this case the left-hand side is zero. In the integrand on the right-hand side, the factor in the denom inator cancels against the same factor in the num erator and the integrand, as a function of £1} is regular. The integral therefore vanishes.
The corresponding integral representation of the partition function (2-8) is easily obtained. I define (4-10)
(1) fc=l
and form the exponential function exp ( ). On expansion it is found th a t the partition function is the coefficient of Yl
The integral representation i of the partition function is therefore given by
T he generating function of the partition function
The generating function of the partition function is
In order to calculate it I substitute the integral representation (4-11) of Qt and obtain a manifold geometric series, which can be summed provided '< 1 (5-2) Vi for all values of i. The result is
= (5-3)
I shall prove by induction th a t for -
-----------------------------------------. (S-4 )
1 -s
where the Zj are the solutions of the equations Zj = = 1,2,(5 and g$ = dgfdzf . Furtherm ore, it will be shown th a t for sufficiently small values of x{ the p ath of integration can always be chosen in such a way th a t 2 vzj9j(zi -zi>
inside the path of integration. Let us assume the equations (5*4), (5-5) and (5*6) have been proved for i -1. I t then follows th a t (in view of (5*2) the factor 1 /{ffi -xi exp (vg)} is regular for the integration over 7fx... The difference of any tw o of these equations gives th e result dl^2 _l
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Substitution in (5*9) yields
Now, in view of (5-6) (which has been assum ed to be proved for -1), th e second factor in the integral (5-7) is regular. I shall show below th a t th e first factor has only one pole for 7)i = zi} where zi is given by zi = Xi ev*zi' **»-»**» w+1-*p> .
(5*11)
The residuum a t this pole is obtained by replacing th e denom inator by its derivative a t the pole
Substitution of (5*10) gives the equation (5-4). The derivation ju st given holds also for the first step (i.e. for = 1), so th a t (5*4) is proved, provided it can be shown th a t th e statem ents about the p a th of integration are correct. Now the p a th of integration in (5-7) m ust be chosen in such a way th a t it includes rji = 0 and th a t (5*2) is satisfied along th e p a th of integration. The function on the left-hand side of (5*2) has a pole of the first order for % = 0. The curves of constant absolute value are therefore closed curves going around the pole, provided they do not enclose a saddle point. I f as p a th of integration such a closed curve w ith constant value smaller th a n u n ity is chosen, then (5*2) is satisfied on the p a th of integration and there is one and only one point inside the p a th of integration, for which (5*11) is satisfied.
I t is only left to prove th a t the p a th of integration can be chosen in this w ay w ithout including a saddle point. The condition for a saddle point is
or w ith (5*10)
inside the p a th of integration. Now 7 ] can be provided the x{ are sufficiently small. Since th e series in (5*12) h constant term s, they can therefore be made smaller th a n 1 for sufficiently small values of xt .Thus the statem ents about th e p a th of integra the equation (5*6) in th e lim it N -> 00. Then the equationŝ
give a set of associated radii of convergence X x, X 2, X p. Further, it follows from (6-7) and (6-2) th a t for c® the function (6*9) vanishes /(c®, X) = 0. (6) (7) (8) (9) (10) (11) This equation constitutes a relation between the values c® (determined by (6*10)) and the radii of convergence X t. Now consider a simultaneous variation of these quantities, so th at (6-11) remains unchanged
W ith (6*10) it follows th a t $ x f (c ® , X) = 0, or with (6-9) ^ 2 c? h1 = 0. (6-14)
i-1
Here the variations SXi are subject to the condition th a t the X i as well as the X i + dXt are associated radii of convergence.
7. E x pa n sio n of the fr e e e n e r g y b y m eans
OF THE CLUSTER INTEGRALS
The theorem proved in the last section is now applied to th e series (5-1). According to (5*13) a set of associated radii is given by
where the Z i satisfy the equation
Introducing the Z i as independent variables, (6-14) can be w rit form . . S c S l n^-t^Z )j = 0, (7-3)
where the variation is subject to the condition (7*2). This leads to th e variational equations
Y ( $ -vZ i gi) + *\vgi + 2 vZjgyJ = 0. (7-4)
Now A m ust be determ ined in such a w ay th a t (7*2) is satisfied. M ultiplying (7*4) by Z i} and summing over all i, we find w ith (6*6) and (7*2) Therefore A = 0 and (7*4) gives
Introducing the values satisfying this equation into (6* 11), it follows w ith (6*9) and (7*1) th a t ln?(c») = -£cSlnZi + rg(Z)* (7*7) i= 1
The configurational free energy is defined by
Hence it follows from (6*4) and (7*7) th a t
A r = RT^-vg(Z)
Here the c®, according to (6*3), represent the atom ic fractions of th e various substances constituting the gas.
E x p a n s io n of t h e f r e e e n e r g y in term s of t h e IRREDUCIBLE CLUSTER INTEGRALS
I shall now m ake use of th e integral representation (4*7) of th e cluster integrals. Then = S W ) f l 4* (1) <= 1 n zi e°i\ tid£i
The sum m ation can be carried out provided
along th e p a th of integration. The result is
shall prove b y induction th a t
where th e yt are given by
Furtherm ore, it can be shown th a t th e p a th of integration can be chosen in such a w ay th a t I V i^i j (8*6)
inside th e p a th of integration. The statem ent is im m ediately evident for 1. L et us assume th en th a t it has been proved for k -1. T hen (owing to (8*2))
w ith y i = • Z( 8*8)
which are now to be considered as functions of £k. D ifferentiation of th e logarithm of (8*8) gives
K. Fuchs
The solutions of these equations are
where the upper indices denote the jth. subdeterm inant in the developm ent of the determ inant with respect to the h row, and y k in the determ inant is to be replaced by The discussion of the p ath of integration is exactly the same as in § 5. I t m ay therefore be om itted. Suffice it to say th a t there is exactly one point b* = Vk inside the p a th of integration for which the integrand has a pole, where yk is given by ^ = ZiCo4 (v,...vi.£i+1...W. (8-11) The residuum is obtained by differentiation of the denom inator w ith respect to the &th row, and (8-4) is proved. Now return to the integral (8*3). The additional factors in th e integrand do not make any difference, since they contain no singularities. Therefore (8*4) can be applied immediately. P u ttin g = it follows th a t Furtherm ore, the expansion of g(z) in term s of the irreducible integrals will be needed. I shall prove th a t g(z) = G (y)+ £ y 1).
Differentiation with respect to zk gives *k9k = Vk + {<?<+In I n y < }^« (8*
Here the sum vanishes in view of (8' 13), and (8*16) therefore reduces to the correct expressions (8*14). Thus (8*15) is correct ap art from a constant of integration. The latter however vanishes, since for = 0 also 0 and both sides of (8' 15) vanish.
Let now Yi be those values of which correspond to so th a t from (8* 13) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) Introduce these values into (7*9); then w ith (8-15)
The Z i are determined by the equations (7*6). shows th a t the Yi are given by 0
Therefore ( 
Here the subscript i denotes differentiation in accordance with the definition (4*2). The Gibbs's free energy is given by where V m ust be considered as a function of P and T given by (8*21).
The equations (8-20)-(8-22) are identical with the equations for a m ixture of perfect gases, if the ^-series are omitted. The latter give the deviations from the perfect gas.
Ch e m i c a l e q u i l i b r i u m i n a g a s m i x t u r e
The equations derived in the preceding section can be applied to th e problem of chemical equilibrium in a gas m ixture. I t will be sufficient to consider two substances and A 2, which m ay form a chemical compound A 3. The more general case does not lead to any difficulties.
Let us assume th a t vx molecules of the substance A x and v the substance A 2 form togethertherefore negative). Let further Nx,N2 be the to ta l the substances A x and A 2, if all molecules of the compound A 3 are dissociated. Now assume th a t some of these molecules have combined to form n3 mole cules of the compound, leaving n x molecules of the substance A x and n 2 molecules of A 2. Hence the equations
The molar fractions (dropping the index 0, used in the previous sections) are given by 2 n x + n 2 Then, from (9*3)
(9-4) (9-5) These equations represent two relations between the mole fractions cx, c2 and c3, since for any definite system the mole fractions Gx, C2 are given con stants. A th ird relation m ust be obtained from the condition of therm o dynamical equilibrium w ith regard to the chemical reaction.
W hen forming the partition function in the previous sections, it was tacitly assumed th a t the zero level of the energy is given by th e to ta l energy of the system, when all particles are a t infinite distance from each other.
Furthermore, I have neglected all internal processes (molecular rotations, vibrations, etc.) . This is of course justified, since these processes give additive terms, which do not influence the equation of state, though they must of course be added, if the heat content or specific heat is calculated.
B ut if one considers chemical equilibrium, one m ust compare systems with different total numbers of composing particles. Since each type of particle gives a different additive term, the total of these additive terms does not remain constant during a chemical reaction and therefore they influence the equilibrium. I t will be convenient to introduce the chemical potentials y i of the three substances considered as perfect gases. They are of the form (cf. Fowler and Guggenheim, 1939) /q(P,
Here ei are the internal energies of the molecules a t the absolute zero of tem perature; C\, are the heat capacities per molecule a t constant pressure arising from the translational and rotational movements of the molecules; qi are the free energies of the molecular vibrations, which have to be summed over all vibrations; j { are the chemical constants and the nuclear spin weights, which have to be summed over all nuclei. The latter of course do not influence the chemical equilibrium and may be disregarded.
For perfect gases (9*6) may be w ritten in the form IcT 
y^V , T) = ei + k T l n~-T C i p ] n T -k T Z l n q t { T ) -k T j i -JcT 2 :h ip i.
For imperfect gases, I shall use (9-6) and (9*7) as definitions. For mon atomic gases one has (cf. Fowler and Guggenheim 1939) where v0 is the electronic weight of the normal state. W ith these expressions (9*7) gives (9-7) Cp = p , ji = In If, furthermore, one puts -0 and vQ -1, one obtains under which the equations of the previous sections were derived. In this case only the term which has been underlined in (9*8) remains. Therefore one m ust replace this term in the expression (8*20) for th e free energy by th e more general expression (9*7). The free energy is therefore k T \ S l J & M + l n _ L< l k T n x + n z + n z -1 (9-9) H ere R has been replaced by {nx + n 2 + an d by m eans of th e definitions (9-2).
Before proceeding any further, it is necessary to see how th e / f depend on th e num bers n t.Now all term s in (9-7) are independent of exc term containing th e volum e per particle v = V l(n x + n 2 + n z). In tro d u cin g th e q u a n tity M'i = -k T \n .(n x+ n % + n^, it follows th a t does n o t depend on th e num bers n i . (9*9) m ay now be w ritten in the form A = k T \ S n* L i 1/4(7, T ) k T In n. V a M l F ' F / J ' (9*11) which shows explicitly th e dependence of th is expression on th e ni . Chem ical equilibrium is established, if A is a m inim um for t i.e. for a v ariatio n of th e num bers n i subject to th e conditions (9*1); th e la tte r lead to th e relations vz8nx = vx 8nz, vz8nz = v28nz.
(9*12)
The variation of A th e n leads to th e equation S Vi {in n i + -Qi\ = °* (9-13) I f here one introduces again th e mole fractions ci} one finds H ere the argum ent of has been om itted, since in the lim it P -> 0 /^(F , T) and /ii(P, T ) are identical. I f in the expression (9-6) for th e vibrational p artitio n functions can be om itted, th en where E is the heat content. Differentiation of (9*15) then gives ( s p ? VilaCi) p = ~lF T *??ViEi(9*2 1 > H ere -Evi E i is the heat content produced by the reaction. Thus (9*21) is identical w ith the v a n 't Hoff equation (cf. Mayer and Goeppert-Mayer 1940) . I shall now consider the deviations from this law for increasing pressure. F or this purpose, one m ust take into account the difference between /^(F , T) and fii (P, T) . Hence, w ith (9*6), (9*7) and (8*21), The statistical mechanics of m any component gases
