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Abstract—The commonly applied approaches for localization
in the Internet of Things context using time-of-arrival (TOA) or
time-difference-of-arrival (TDOA) measurements usually suffer
significant performance degradation due to the presence of non-
line-of-sight (NLOS) propagation. Unlike the majority of existing
efforts made under the framework of convex relaxation, in
this paper we devise a computationally simpler neurodynamic
optimization method for robust TDOA-based localization with
the use of the maximum correntropy criterion. To be specific, the
outlier-insensitive correntropy-induced loss function is utilized
as the measure for the fitting error after TDOA-to-TOA model
transformation, whereupon we design a hardware implementable
recurrent neural network to solve the derived nonlinear and
nonconvex constrained optimization problem, based on the rede-
fined augmented Lagrangian and projection theorem. The local
stability of equilibrium for the established dynamical system is
examined, and numerically realizing the presented projection-
type neural network leads to merely quadratic complexity in
the number of sensors. Simulation investigations show that our
TDOA-based localization solution outperforms several state-of-
the-art schemes in terms of localization accuracy, especially
when the NLOS paths and errors tend to exhibit sparsity and
severeness, respectively.
Index Terms—Non-line-of-sight, robust localization, time-
difference-of-arrival, Internet of Things, maximum correntropy
criterion, neurodynamic optimization.
I. INTRODUCTION
INTERNET of Things (IoT) intending to provide end-to-endconnectivity among a large number of sensors and actuators
requires fine-grained position information for organizing the
huge amounts of data from heterogeneous devices [1]. Inbuilt
Global Navigation Satellite System (GNSS) chipset can be
a solution, but such a technology is largely limited by the
level of coverage, energy consumption, and hardware cost.
In the more general cases where GNSS services or manual
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deployment may not be available, source localization us-
ing range/bearing measurements (e.g., time-of-arrival (TOA),
time-difference-of-arrival (TDOA), and angle-of-arrival) from
multiple spatially separated sensors with known positions is
often relied on to fulfill the task [2]. This in turn brings out
the very challenging and prevalant non-line-of-sight (NLOS)
propagation issues, for which circumspect error reduction
schemes are required [3].
TDOA defined as the difference in the signal arrival times-
tamps collected at a pair of sensors removes the need for
clock synchronization between the source and sensors [2]
and, therefore, has been widely involved in the IoT context
[6], [8]. In TDOA-based localization systems, the pursuit of
mechanisms for NLOS mitigation becomes somewhat more
complicated than the well-studied TOA counterpart as the
potential reductions in the error magnitudes occur. To this
extend, modeling the possible NLOS error in a TDOA mea-
surement simply as an outlying value may be even unrealistic.
For enabling the robust worst-case rule and subsequent convex
relaxation solutions [7] under these circumstances, the authors
of [10] choose to impose upper-boundedness on the magnitude
of the possibly negative NLOS error term and construct an
auxiliary problem via triangle inequality. Afterwards, there
have been improvements to the previous research in [10] by
taking advantage of additional path status information [11]
or reducing the upper bounds while getting rid of the inexact
triangle inequality [6]. Model transformation aiming to retrieve
the underlying TOA composition is also desirable in a sense
that the dropped source onset time can be easily re-added
by treating it as a confined optimization variable, ultimately
leading to a nonlinear constrained least squares (LS) formu-
lation with SDP solver [12] and an `1-norm-based projection-
type recurrent neural network (RNN) method [13]. Note that
although strong theoretical supports are provided, the convex
optimization approaches normally involve heavy computa-
tional loads in their interior-point algorithm implementations.
As a result, they might lack practicality, especially for the IoT
applications that prefer using simple hardware [1]. Moreover,
in spite of its simplicity, the robustness of `1-norm may not be
ideal enough when spike-like outliers are present [14]. Another
perspective on estimator robustification given in [8] and [9]
suggests to use a larger set of TDOA measurements than
only the nonredundant ones. The authors of [8] parameterize
the hyperbolae defined by TDOA in two-dimensional space
and then look for a point thereat with minimum distances to
all the remaining hyperbolae. However, neither closed-form
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solution nor adequate optimization algorithm for realizing the
parametric TDOA method is available in [8]. By contrast, in
[9] a data-selective approach is put forward to yield a closed-
form LS solution that disregards invalid subsets of TDOA
measurements based on a newly defined cost function.
The root cause of failure encountered when applying tra-
ditional second-order statistics to data containing outliers is
that large errors can dominate the corresponding similarity
measures such as the global mean square error (MSE) [15]. To
improve the robustness of estimation under non-Gaussian dis-
tributions, several non-MSE criteria have been designed partic-
ularly within the framework of information theoretic learning
[16]. Among them, the correntropy which is a generalized,
local, and nonlinear similarity measure between two arbitrary
random variables and the resulting maximum correntropy cri-
terion (MCC) have lately seen tremendous growth in nonlinear
and non-Gaussian signal processing owing to their relatively
low sensitivity to outliers [15]. In fact, it has a very close
relationship with the well-known M-estimators [17] which
have been demonstrated to be beneficial and more resistant
in the presence of outliers. In terms of localization under
error-inducing environmental conditions, there have also been
several successful implementations of the MCC: robust target
localization in distributed multiple-input multiple-output radar
systems [18] and TOA-based constrained Kalman filter [19],
to name a few. Nevertheless, to the best of our knowledge,
correntropy-based methodology for localization using TDOA
measurements in NLOS scenarios has not yet been investigated
in the literature to date.
Unlike traditional numerical optimization schemes that are
realized and run on digital computers, neurodynamic opti-
mization based on analog neuromorphic circuits admits real-
time and parallel physical implementations [20]–[23], and
fits in perfectly with the IoT smart sensors where efficient
computing is required [24]. Over the past decades, substantial
progress has been made in RNNs [21]–[23] following the
pioneering work of Hopfield and Tank [20], with the La-
grange programming neural network (LPNN) [23] based on
the Lagrange multiplier theory and gradient model being one
of the most representative examples of general framework for
solving nonlinear equality constrained optimization problems.
We refer the interested readers to [25]–[28] and the references
therein for typical instances of LPNN-assisted positioning.
Furthermore, by virtue of the projection theorem and a rede-
fined augmented Lagrangian, the original LPNN is upgraded to
a projection-type neural network (PNN) which can efficiently
handle nonconvex optimization with both the equality and
inequality constraints [22], finding yet only scant application
in localization [13]. In this paper, our main contribution is
to employ the concepts of MCC and neurodynamic optimiza-
tion to devise a robust and hardware implementable TDOA-
based localization technique for IoT infrastructure deployed
in NLOS environments. Model transformation is performed
prior to estimator robustification for reconstructing the TOA
model in which the NLOS error preserves the bias-like feature.
Then, the MCC is adopted to alleviate their adverse impact,
and a PNN is designed to cope with the resultant nonlinear
and nonconvex optimization problem. It is worth pointing out
that invoking our proposed method requires merely the sensor
positions, reception timestamps collected by the sensors, and
signal propagation speed as prior information.
The rest of this paper is organized as follows. Section
II briefly reviews the MCC and formulates the problem to
be solved. In Section III, the framework of the proposed
PNN-based localization method is established, whose stability
property is later discussed. For comparison’s sake, the compu-
tational complexity of numerically implementing the PNN is
also analyzed. Numerical results are provided in Section IV to
evaluate the performance of our solution. Finally, conclusions
are drawn in Section V.
II. MCC-BASED PROBLEM FORMULATION
A. Introduction to MCC
The correntropy between two arbitrary scalar random vari-
ables X and Y is defined as [15]
Vσ(X,Y ) = E [κσ(X − Y )] , (1)
where κσ(x) is a Mercer [29] kernel with size σ and E [·]
stands for the expectation operator. For simplicity, we consider
κσ(x) as the most commonly-used Gaussian kernel, namely
κσ(x) = exp
(
− x22σ2
)
. Based on a finite amount of available
data {Xi, Yi}Ni=1, in practice (1) is normally replaced with the
sample estimator of correntropy:
VˆN,σ(X,Y ) =
1
N
N∑
i=1
κσ(Xi − Yi). (2)
Originally referring to maximizing the sample correntropy
function (2), the MCC can be alternatively obtained by mini-
mizing a decreasing function of correntropy [15]. The resultant
correntropy-induced metric is actually strongly associated with
the Welsch M-estimator [17], and has an excellent and very
appealing benefit that all the properties of correntropy (e.g.,
the use of higher-order moment information) are smoothly
controlled by the kernel size σ [15]. This also makes the
optimization of formulation with correntropy-based objective
much easier than many of the traditional robust loss functions
associated with differentiability problems (e.g., the `1-norm
[13] and Huber loss [30]).
We provide in Fig. 1 a comparison among 1 − κσ(z), |z|,
and Huber(z) =
{
(1/2)z2, |z| ≤ 1
|z| − 1/2, |z| > 1 for illustrative purpose.
It is seen that the outliers can be effectively mitigated via the
correntropy measure by selecting a proper σ while on the other
hand, without unduly influencing the measure when the error
is close to zero.
B. Problem Formulation
Our localization scenario consists of L ≥ k + 1 sensors
and a single source in k-dimensional space (k = 2 or 3). The
known position of the ith sensor and unknown source location
are denoted by xi ∈ Rk (for i = 1, 2, ..., L) and x ∈ Rk,
respectively. The TOA measurement between the ith sensor
and source is modeled as
ti − t0 = 1
c
(‖x− xi‖2 + ni + qi) , i = 1, 2, ..., L, (3)
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Fig. 1. Comparison of proposed and traditional robust loss functions.
where t0 is the source onset time, ti denotes the time at
which the signal is received at the ith sensor, c is the signal
propagation speed, ‖ · ‖2 represents the `2-norm of a vector,
ni is assumed to be zero-mean Gaussian noise with variance
σ2i , qi =
{
ei, if the ith source-sensor path is NLOS
0, if the ith source-sensor path is LOS
, and ei
is a positive bias. However, (3) is unavailable in our considered
setting where the source onset time is unknown due to the lack
of clock synchronization between the source and any sensor.
By designating the first sensor as the reference, the TDOAs
are calculated instead as
ti,1 =
1
c
(‖x− xi‖2 − ‖x− x1‖2 + ni,1 + bi,1)
= ti − t1, i = 2, 3, ..., L, (4)
where ni,1 = ni − n1 and bi,1 = qi − q1 (both for
i = 2, 3, ..., L) are the cumulative noise and NLOS error in
the corresponding range-difference (RD) measurement.
Aiming at bypassing the intractability that bi,1 may not be
an outlier and not even be positive anymore, model transforma-
tion from (4) into (3) by treating t0 as a bounded optimization
variable is conducted like those in [12], [13]. Next, based on
the general consensus that ei is much greater than |ni| [12],
[13], robustness against qi (for i = 1, 2, ..., L) is achieved by
virtue of the correntropy measure. A constrained minimization
problem with the correntropy-based objective function can
thus be formulated as
min
t0,x
−
L∑
i=1
exp
{
− [(ti − t0)c− ‖x− xi‖2]
2
2σ2
}
s.t. 0 ≤ t0 ≤ ti, i = 1, 2, ..., L, (5a)
(ti − t0)c+ (tj − t0)c ≥ ‖xi − xj‖2,
i 6= j, i, j = 1, 2, ..., L, (5b)
(ti − t0)c ≥ ‖x− xi‖2, i = 1, 2, ..., L, (5c)
where (5a), (5b), and (5c) are the temporal constraints for
binding the nuisance variable t0, geometrical constraints by
the triangle inequality, and constraints based on the general
consensus that ei is much greater than |ni|, respectively [12],
[13]. Evidently, (5) is very difficult to solve because of its high
nonlinearity and nonconvexity.
III. PNN DESIGN
In this section, we turn our attention to the development of
a PNN scheme for addressing (5).
A. Framework of PNN
Consider the following general constrained optimization
problem:
min
z
f(z), s.t. g(z) 5 0K , h(z) = 0M , (6)
where z ∈ RN , f : RN → R, g(z) =
[g1(z), g2(z), ..., gK(z)]
T ∈ RK and h(z) =
[h1(z), h2(z), ..., hM (z)]
T ∈ RM denote the K- and
M -dimensional vector-valued functions of N variables, the
functions f(z) and hi(z) (for i = 1, 2, ...,M ) are assumed to
be twice differentiable, 0K ∈ RK and 0M ∈ RM are all-zero
vectors of length K and M , and the vector inequality a 5 b
indicates that each component of a is less than or equal to
each corresponding component of b.
As a neurodynamic model built based on the projection
theorem and a redefined augmented Lagrangian, the PNN
[13], [22] for solving (6) comprises two kinds of neurons,
namely, N variable neurons that hold the optimization variable
z and seek for a minimum point of the objective function, and
(K+M) Lagrangian neurons holding the Lagrange multipliers
µ = [µ1, µ2, ..., µK ]
T ∈ RK and λ = [λ1, λ2, ..., λM ]T ∈
RM for the inequality and equality constraints in (6), which
are responsible for leading the solution into the feasible region.
The time-domain transient behaviors of the PNN can be
described as
dz
dt
= −∇zLρ(z,ν),
dµi
dt
= −µi + [µi + gi(z)]+ , i = 1, 2, ...,K,
dλ
dt
= h(z), (7)
where ∇z(·) ∈ RN represents the gradient of a function
at z, ν =
[
µT ,λT
]T ∈ RK+M , Lρ(z,ν) = f(z) +
µTg(z)+λTh(z)+ ρ2
{∑K
i=1 [µigi(z)]
2
+
∑M
i=1 [λihi(z)]
2
}
is the redefined augmented Lagrangian of (6) with parameter
ρ > 0, and [·]+ = max(·, 0) defines a (nonlinear) projection
which is de facto the unit ramp function. Under several mild
conditions, the PNN governed by (7) will ultimately settle
down to an equilibrium point that satisfies the first-order nec-
essary conditions of optimality (i.e., the KarushKuhnTucker
(KKT) conditions) [13], [22].
To get close to the form demonstrated in (6) and avoid ill-
posing [26], the following constrained optimization problem
in which the source-sensor distances di (for i = 1, 2, ..., L) are
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rewritten into the quadratic form is considered as a substitute
for (5):
min
t0,x,d
−
L∑
i=1
exp
{
− [(ti − t0)c− di]
2
2σ2
}
s.t. di ≥ 0, i = 1, 2, ..., L, (8a)
(5a), (5b),
(ti − t0)c ≥ di, i = 1, 2, ..., L, (8b)
d2i = ‖x− xi‖22, i = 1, 2, ..., L, (8c)
where d = [d1, d2, ..., dL]
T ∈ RL. Clearly, (8) conforms to
the paradigm shown in (6), provided that we let
z =
[
t0,x
T ,dT
]T ∈ RL+k+1,
N = L+ k + 1, K =
L2 + 5L+ 2
2
, M = L,
f(z) = −
L∑
i=1
exp
{
− [(ti − t0)c− di]
2
2σ2
}
,
g1(z) = −t0,
gi+1(z) = t0 − ti, i = 1, 2, ..., L,
gi+L+1(z) = −di, i = 1, 2, ..., L,
gi+2L+1(z) = di − (ti − t0)c, i = 1, 2, ..., L,
[g(z)]3L+2:K
=
[
g3L+2(z), ..., g (2L−i)(i−1)
2 +j−i+3L+1
(z), ..., gK(z)
]T
= [g1,2(z), ..., g1,L(z), g2,3(z), ..., gL−1,L(z)]
T ∈ RL(L−1)2
hi(z) = d
2
i − ‖x− xi‖22, i = 1, 2, ..., L,
gi,j(z) = (2t0 − ti − tj)c+ ‖xi − xj‖2,
i = 1, 2, ..., L− 1, j = i+ 1, i+ 2, ..., L.
For ease of exposition, our presented neurodynamic TDOA
localization method is succinctly termed MCC-PNN. Just
as its name implies, MCC-PNN leverages an MCC-based
robustification scheme to handle NLOS propagation and, par-
ticularly, a PNN is applied to tackle the consequent intractable
nonlinear and nonconvex optimization problem. More detailed
explanations of the dynamical equation calculations in (7) are
given as follows:
dz
dt
=
[
dt0
dt
,
(
dx
dt
)T
,
(
dd
dt
)T]T
= −∇zLρ(z,ν) = −∂Lρ(z,ν)
∂z
= −
[
∂Lρ(z,ν)
∂t0
,
(
∂Lρ(z,ν)
∂x
)T
,
(
∂Lρ(z,ν)
∂d
)T]T
,
where
∂Lρ(z,ν)
∂t0
=
L∑
i=1
c [di − (ti − t0)c]
σ2
exp
{
− [(ti − t0)c− di]
2
2σ2
}
− µ1 +
L∑
i=1
µi+1 + c
L∑
i=1
µi+2L+1
+ 2c
L−1∑
i=1
L∑
j=i+1
µ (2L−i)(i−1)
2 +j−i+3L+1
+ ρ
{
µ21t0
+
L∑
i=1
µ2i+1(t0 − ti) + c
L∑
i=1
µ2i+2L+1 [di − (ti − t0)c]
+ 2c
L−1∑
i=1
L∑
j=i+1
µ2(2L−i)(i−1)
2 +j−i+3L+1
[
(2t0 − ti − tj)c+ ‖xi − xj‖2
]}
,
∂Lρ(z,ν)
∂x
= 2
L∑
i=1
[
λi + ρλ
2
i
(
d2i − ‖x− xi‖22
)]
(xi − x) ,
∂Lρ(z,ν)
∂d
=
[
∂Lρ(z,ν)
∂d1
,
∂Lρ(z,ν)
∂d2
, ...,
∂Lρ(z,ν)
∂dL
]T
,
and
∂Lρ(z,ν)
∂di
=
[di − (ti − t0)c]
σ2
exp
{
− [(ti − t0)c− di]
2
2σ2
}
− µi+L+1 + µi+2L+1 + 2λidi + ρ
{
µ2i+L+1di
+ µ2i+2L+1 [di − (ti − t0)c] + 2λ2i di
(
d2i − ‖x− xi‖22
)}
,
i = 1, 2, ..., L.
B. Local Stability
It is worth first and foremost noting that due to the non-
convexity of the problem being solved, we are only able to
investigate the local stability of MCC-PNN, i.e., to analyze
under what conditions the neurodynamic system described by
(7) is asymptotically stable at a KKT point corresponding to
the strict local minimum of the problem. In short, given a
sufficiently large ρ > 0, the two keys (sufficient conditions
[13], [22]) to guaranteeing the local stability of a PNN
governed by (7) are: (i) the gradients of the active inequality
constraints and equality constraints with respect to (w.r.t.)
z are linearly independent at the feasible point, namely, it
is a regular point; and (ii) at a KKT point (z∗,ν∗), the
Hessian matrix of the restricted Lagrangian function should be
positive definite on the cone C =
{
y ∈ RN
∣∣∣ [∇zgi(z∗)]T y =
0,∀i ∈ I+, [∇zgi(z∗)]T y ≤ 0,∀i ∈ I0, [∇zhi(z∗)]T y =
0,∀i = 1, 2, ...,M, y 6= 0N
}
, where I+ and I0 are the sets
of strongly active and weakly active inequality constraints,
respectively.
Since the inequality constraints for binding t0 in (5) are
actually all inactive so as to be meaningful [13], we may only
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calculate the gradient of h(z) w.r.t. z at a KKT point1 (z∗,ν∗)
for verifying (i):
∇zh(z∗) = ∂h(z)
∂z
∣∣∣∣
z=z∗
=
[
∂h1(z
∗)
∂z
,
∂h2(z
∗)
∂z
, ...,
∂hL(z
∗)
∂z
]T
=
[
0L 2
(
XT − 1Lx∗T
)
2diag(d∗)
]
, (12)
where X = [x1,x2, ...,xL] ∈ Rk×L is a matrix containing all
sensor positions, 1L ∈ RL denotes an all-one vector of length
L, and diag(a) represents a diagonal matrix with vector a
as main diagonal. As the location of the source is in general
different from those of the sensors (scilicet d∗i 6= 0 (for i =
1, 2, ..., L)), it is obvious that the row vectors of the matrix
in (12) are linearly independent. Therefore, the first condition
for the local stability of MCC-PNN holds.
Combining the inactivity of inequality constraints and linear
independence just verified further deduces that C = ∅. For
this reason, the second condition is met as well and the local
stability of MCC-PNN is confirmed.
C. Remarks on Algorithm Implementation
MCC-PNN is originally planned to be implemented in an
analogue manner using designated hardware such as appli-
cation specific integrated circuits. Nonetheless, it can also
be realized in a numerical and discrete fashion which bears
more resemblance to the conventional methods in [6], [8]–
[12]. We summarize in (13) the practical steps of iteratively
and numerically realizing MCC-PNN:
z(κ+1) = z(κ) + τ
dz
dt
,
µ(κ+1) = µ(κ) + τ
dµ
dt
,
λ(κ+1) = λ(κ) + τ
dλ
dt
,
(13)
where the dynamics of the derivatives dzdt and
dλ
dt have been
aforedefined and τ > 0 is the step size. Note that the iteration
index is indicated through the use of the subscript (·)(l).
In another sense, the procedure in (13) enables us to
quantify the computational complexity of MCC-PNN and
fairly compare it with other state-of-the-art approaches. Our
quantification is based on the assumption that the update
of values held in neurons dominates the computational cost
of each iteration, and the fact that the evaluation operation
of a degree-n polynomial with fixed-size coefficients using
Horner’s method [31] has a complexity of O(n). As a con-
sequence, the total complexity of MCC-PNN is O (NPNNL2),
where NPNN denotes the number of iterations taken in dis-
cretely realizing the PNN.
Table I gives an overview of different NLOS-resistant
TDOA-based localization techniques considered for compar-
ison in terms of complexity and prior information require-
ment. Apparently, MCC-PNN and `1-PNN exhibit the lowest
1For notational convenience, we assume that the asterisk in the superscript
of a vector applies to each element of that vector by default.
complexity compared to other state-of-the-art competitors,
and their implementation needs comparatively less a priori
information than the popular SDP-based robust methods.
IV. NUMERICAL RESULTS
In this section, computer simulations are carried out to
substantiate the efficacy of HQ-SDP in comparison with other
schemes showcased in Table I. A popularly used non-robust
TDOA-based localization scheme in [32], termed separated
constrained weighted LS (SCWLS), is additionally included
for comparison. The convex programs and systems of dif-
ferential equations [13] are solved with the use of the CVX
package [33] and MATLABr ODE solver, respectively. Prior
information required for the implementation of each algorithm
is assumed to be perfectly input as stated in Table I, and the
algorithmic parameters of all the existing approaches remain
the same as in their respective work. In particular, the values
held in the neurons of MCC-PNN are initialized randomly
from the interval (0, 1) using MATLAB function rand. For
generating the timestamps needed in invoking MCC-PNN,
SDP-TOA, and `1-PNN, we simply let the source onset time be
0.1 s and the signal propagation speed2 be 1 m/s. Furthermore,
we follow [13] to fix the termination condition of MCC-
PNN as 40 time constants and set the augmented Lagrangian
parameter as ρ = 5.
Unless mentioned otherwise, we consider a
deterministic deployment of sensors and source
with d = 2, L = 8, X = [x1,x2, ...,xL] =[−10 0 10 10 10 0 −10 −10
10 10 10 0 −10 −10 −10 0
]
m, and
x = [2, 3]T m. The variance of the Gaussian noise ni, i.e.,
σ2i , is assumed to be of identical value 0.1 m
2 for all is, and
the possible NLOS error qi is randomly drawn from a uniform
distribution U(0, ωi) with parameter ωi ≥ 0. By conducting a
total of 500 Monte Carlo (MC) runs, the root MSE (RMSE),
calculated as RMSE =
√
1
500
∑500
i=1
∥∥xˆ{i} − x{i}∥∥2
2
, is
employed as the primary performance measure, where xˆ{i}
represents the estimate of the source position in the ith
MC trial (namely x{i}). The numbers of LOS and NLOS
connections are denoted by LLOS and LNLOS, respectively.
As we have introduced in Section II, a crucial issue in regard
to the MCC-based robustification is how should one appropri-
ately select the performance-decisive kernel size σ. Roughly
speaking, a comparatively small σ may result in higher esti-
mation accuracy, and the MCC performs outstandingly when
σ is in the range of [0.2, 2] (see the early investigations in
[15]). Fig. 2 plots the RMSE versus σ ∈ [0.1, 1.9] in the
LOS and two NLOS environments, where we have ωi = 5
and 0 for NLOS and LOS path(s), respectively. It is observed
that altering σ has almost no influence on the localization
performance of MCC-PNN under LOS propagation while
the variations in RMSE values for the NLOS scenarios are
rather small (within 0.2 m) as well, offering a fair amount of
flexibility. Apart from the fixed-value scheme, there exist also
adaptive updating rules such as the Silverman’s heuristic [34]
2This also prevents loss of precision incurred in dividing the distances by
speed of light/sound.
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TABLE I
SUMMARY OF CONSIDERED ALGORITHMS
Algorithm Description Input Complexity
MCC-PNN Proposed MCC-based robust neurodynamic method
Sensor positions
Received signal timestamps
Signal propagation speed
O (NPNNL2)
`1-PNN `1-norm-based robust neurodynamic method in [13]
Sensor positions
Received signal timestamps
Signal propagation speed
O (NPNNL2)
SDP-Robust-Refinement-1 SDP-based robust method for solving Formulation 1 in [6]
Sensor positions
TDOA-based RD measurements
Upper bounds on NLOS errors
O (L6.5)
SDP-Robust-Refinement-2 SDP-based robust method for solving Formulation 2 in [6]
Sensor positions
TDOA-based RD measurements
Upper bounds on NLOS errors
O (L6.5)
SDP-TOA SDP-based model transformation method in [12]
Sensor positions
Received signal timestamps
Signal propagation speed
O (L4)
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Fig. 2. RMSE versus σ in different scenarios when LNLOS = 0, 2, 4.
with the kernel size being prudently adjusted at each iteration,
which can strike a nicer balance between the efficiency and
accuracy. Nevertheless, in consideration of the stability of
PNN, we simply choose the kernel size as σ = 0.8 throughout
the whole section.
Fig. 3 plots the RMSE versus uniform distribution parameter
b and empirical cumulative distribution function (CDF) of the
Euclidean distance between source position and its estimate.
Two NLOS scenarios are considered like those in Fig. 2.
Concretely, two and four source-sensor paths are designated
as NLOS ones on behalf of the mild and moderate NLOS
environments, respectively, and we assign an identical value
b to the parameters of uniform distribution for all NLOS
paths. The Crame´r-Rao lower bound (CRLB) when no a priori
NLOS statistics are available [35] is also included if appli-
cable, serving as a benchmark for performance comparison.
Obviously, the non-robust SCWLS approach in general per-
forms the worst under NLOS conditions, and the localization
accuracy of all these methods degradates as b increases. Figs. 3
(a) and 3 (b) show that MCC-PNN provides the best robustness
in the mild NLOS scenario, especially when b tends to be
abnormally large (viz., in the extreme NLOS environment).
This is reasonable and can be explained as the decreasing
function of correntropy we utilize, 1N
∑N
i=1 κσ(·), saturates
and becomes like the `0-norm3 once the fitting error exceeds a
certain threshold (see [15] and Fig. 1). Moreover, we see from
Fig. 3 (a) that MCC-PNN and `1-PNN are the only solutions
producing lower RMSE values than the root CRLB (using only
LOS measurements) for the whole range of b. In the moderate
NLOS scenario, Fig. 3 (c) illustrates that MCC-PNN, `1-PNN,
and SDP-TOA have similar performance, and are inferior
to SDP-Robust-Refinement-1 and SDP-Robust-Refinement-2.
Nonetheless, the former three methods benefit from much
lower demand of a priori information and computational
resources compared with the latter two, which put in extra
request for the upper bounds on NLOS errors and require
longer running time to solve the large-scale semidefinite
programs. As showcased in Fig. 3 (d), the larger probabilities
of MCC-PNN’s Euclidean distance taking on a value ≤ 0.95
than SDP-Robust-Refinement-1’s and a value ≤ 1.9 than `1-
PNN’s/SDP-TOA’s also exhibit some form of performance
improvement.
The discrepancy in superiority of MCC-PNN between Figs.
3 (a) and 3 (c) motivates us to investigate the impact of sparsity
of NLOS connections on the positioning accuracy. Fig. 4 plots
the RMSE versus LLOS ∈ [4, 20] while fixing the number of
NLOS paths as LNLOS = 4. The parameter settings for the
NLOS signals are kept the same as those in the aforementioned
moderate NLOS scenario, and the positions of the newly
added sensors are all randomly selected from a 20 m × 20 m
square region centered at the origin. We observe that SCWLS
fails in achieving tolerable performance for all LLOS(s), and
MCC-PNN performs the best among SDP-TOA, SDP-Robust-
Refinement-1, and SDP-Robust-Refinement-2 for LLOS ≥ 9. In
addition, MCC-PNN and `1-PNN attain RMSE ≤ Root CRLB
when LLOS ≥ 12 and LLOS ≥ 10, respectively, and they
have comparable performance for LLOS ≥ 14. These results
further validate the superior performance of MCC-PNN in
cases where the NLOS paths tend to exhibit sparsity.
V. CONCLUSION
We have proposed an IoT applicative neurodynamic opti-
mization approach for robust TDOA-based localization under
3Note that the “`0-norm” corresponding to the cardinality is actually not a
norm, yet we call in this way by simply following the conventions.
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Fig. 3. RMSE and empirical CDF for considered algorithms as a function of uniform distribution parameter b and Euclidean distance between source location
and its estimate in two NLOS scenarios. (a) LNLOS = 2, ω1 = ω2 = b. (b) LNLOS = 2, ω1 = ω2 = 5. (c) LNLOS = 4, ω1 = ω2 = ω3 = ω4 = b. (d)
LNLOS = 4, ω1 = ω2 = ω3 = ω4 = 5.
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Fig. 4. RMSE versus LLOS while fixing LNLOS at 4.
NLOS propagation via the MCC. Our scheme does not require
any a priori NLOS information, and has a comparatively
lower numerical complexity than many existing solutions. The
superiority of the presented method over several state-of-the-
art NLOS mitigation techniques in terms positioning accuracy
have been demonstrated by simulation studies.
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