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The present paper describes an algorithm for constructing families of k-independent subsets 
& of {1,2, . . . , n} with &I >2ck”, where c, = d/(k - 1)2& and d is a certain constant. The 
algorithm has a polynomial complexity with respect to the size of the family constructed. 
1. mmh!tion 
The family F of subsets of N = { 1,2, . . _ , n} is called k-independent, if for every 
k distinct subsets X1, . . . , X,, of F ail 2’ intersections nf=, q are non-empty, 
where c can be either Xi, or its complement Xj. Kleitman and Spencer [l] have 
proved, that for every fixed k there exists a k-independent family Fk on n 
elements of maximal size lFkl =f(n, k), where 
24W29 < -f(n, k) G 2!2(“9 
and dl, d2 are absolute constants. 
(1) 
Alon [2] and Levitin, Karpovsky [3], using the theory of error correcting codes, 
give explicit constructions of k-independent families; [2] gives IFk I> 2’@‘, where 
ck = [log(7k4);/[2135k4( 135k4)24k2], [3] b ase their explicit construction of MDS 
codes, which gives asymptotically exponential size of Fk. 
The present paper describes a method of constructing k-independent families 
Fk of size IFkl > 2’@, where ck = d/(k - 1)2” and d = 3. For the special case k = 3 
we obtain a substantial improvement of Mleitman-Spencer’s lower bound. 
2. Notutions 
Each subset Xj s N = { 1,2, . . . 9 n} of I elements (IXjl = I) is uniquely de- 
scribed by its characteristic olumn-vector which has I ones and (n - I) zeros. 
Henceforth we denote the characteristic vector of Xj by the same symbol i, since 
the subsets themselves wii not be used below. e family of subsets 
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F = (XI, . . . , Xq} corresponds to a binary matrix M(n, q) of size 12 x q, which 
has the characteristic vectors Xi, . . . , Xq 3s columns. The family F (with IFI GS EC) 
is k-independent, if each submatrix M(rt, k) d its matrix contains all 2k different 
rows (i.e., all the possible binary vectors of length k). 
Denote by G ,,..., oV the number of rows (aI, . . . , a,) in a Y-tuple of columns 
EX il9 . . . , Xiv], where aP E (0, a); p = 1,. . . , Y; Y = 1,. . . , k - 1. We call si‘ 
v-tuple admissible, if r, ,,.._, o, > cu,n - 1, where a,, > 0 (Y = 2, . . . , k - 1) are 
some tked parameters. 
3. e case k=3 
3.1. Description of the algorithm 
To explain in a simple way the basic ideas of the algorithm, let us first consider 
the case k = 3. (Moreover, this case has been investigated in more details, and an 
improvement of the lower bound given in [l] has been obtained.) We will 
construct a 34ndependent family F3 by recursion. At the (s + 1)th step of the 
algorithm we add one column to the set Ff) of columns obtained before, the 
column added at the step (s + 1) being chosen from a set T@) determined at the 
previous steps of the algorithm and called the “resource”. We denote by ApI, 
j=l,..< : s the columns belonging to F$?, and by ByI, j = 1, . . . , 1 T(‘)I the 
columns belonging to T? 
In the beginning F (‘I = 0, T(O) is the largest possible family F2 of 24ndependent 
columns of length n. As shown in [ 11, F2 consists of all columns with r. = L&z] and 
such that they all have zero in the same position (e.g., in the first one). Therefore 
(2) 
(Here ]y] is the integral part of y.) 
At the first step of the algorithm we form F(l) = {A\‘)) by choosing an arbitrary 
column Ai’) E T (O) . Then we “weed” the remaining set of columns T(O) - {A{*)} 
discarding all the vectors By) E T(O) such that [A i1)y B?] is not an admissible pair. 
The set of columns survived after this procedure is T(? 
At the second step of the algorithm. we form F(*) = (A\*‘, A$*)}, where 
Ai*) = A$*) and A$:) is an arbitrary vector belonging to T(l). Then we weed the set 
To) - (A$*)} in the following way: 
(i) we discard all Bj’) E T(l) such that the pairs [A$*), B,‘l)] are not admissible; 
(ii) we discard all Bj*) G To) such that the triplets [A\*), A$*“, @‘)I are not 
34ndependent. 
e remaining columns form the resource T(*). 
Suppose that after s steps (s 2 2) we have a family F(*) = ]A?), . . . , A:)] and a 
A polynomial algorithm for constructing families of k-independent sets 139 
“store” T(‘) that has been constructed to have the following properties: for 
lQ, i*ss 
(i) all pairs [Ai, , (‘I Bf)] are admissible; 
(ii) all 3-tuples [A tj, At), Z3?] are 34ndependent. 
At the (s + 1)th step of the algorithm we form F@+l) = {A?+‘), . . . , A$:)}, 
where Ap+‘) = A?), i = I, . . , , s and A:+:‘) E Z’@) is chosen arbitrarily. Then we 
prepare the resource T(‘+l) in the following way: 
(i) we discard all By) E T(‘) such that the pairs [A?::), BP)] are not 
admissible; 
(ii) we discard all Z3? such that at least one of the triplets [Af+‘), A$zll’, I??)] 
is not admissible (i = 1, . . . , s). 
The aigorithm terminates if T@+l) = d. 
3.2. Estimation of the size of the 3-independent family constructed 
Since we are interested in the estimation of the size of F3 for large n we assume 
that n ia evew. (If n is odd we can replace n by n - 1, which will not change the 
asymptotic results). 
Denote by U(S) the number of columns discarded from the resource at the sth 
step of the algorithm. Then 
u(s) = u*(s) + u&)9 (3) 
where U*(S) and u3(s) are the numbers of columns discarded at the stages (i) and 
(ii) of the step, respectively. 
Obviously, 
where al, a2 E {O, 1) and ua,a2 is the number of columns Br-‘) E TQSW1) such that 
r al,02 s lml - l in the pair [A:), Br”)]. U,,,,(s) can be upper bounded as 
follows: 
where h(y) = -y log2 y - (I - y)Eog2( I- y ) is the binary entropy ftmction. Thus 
uz(s) c 4 l 2nh(2a). (61 
Let us now estimate u3(s), i.e., the number of non34ndependent riplets 
l&(S) s ‘i 2 ua~.a2,a~(A~9~ 
i=l a1,02,a3 
(7) 
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where al, a2, a3E (0, 1) and u,,,&Ap)) is the number of triplets 
[ Ap), A:!, Bf-L’] in which ralnzaj =0. But u,,,,,,(Ay)) is upper-bounded by 
s 2n(l-o)h(1/2(1-@) 
. (8) 
Thus 
us(s) < fj@ _ f)y(i-~MUW-d)~ (9) 
Suppose that the algorithm terminates after N steps, so that I&I= IV. Then the 
total number of discarded columns 
u = 5 u(s) < N l 2MW+2 + p .2n(l-cu)h(ln(l-cu))+2. (10) 
s=l 
The following condition should hold: 
(11) 
Therefore by (lo), a lower bound fi on N can be obtairxd from the inequality 
A(1 + p(2a)+2) + A2 . p-cY)w2(l-cu))+2 6 
( > 
: - l 
2n - 1 
. 112) 
To satisfy (12), each term in the left-hand part of (12) should not exceed the 
right-hand part. Therefore, 
kmin : 
I 
- l Lnh(2a) It - 1 
2n-1/d ( ) ’ an-1 
~2-(1-o)qh(ln(l_oM 3. 
1 
. U-3) 
On the other hand, (12) is satisfied,, if each term at the left-hand side does not 
exceed one half of the right-hand part. Therefore, a sufficient condition on fl to 
b-3 a lower bound is given by 
The maximum value of fi which satisfies (13) or (14) is obtained for such value of 
cy that both functions in the braces are equal, since in both (13) and (14) one of 
ttiese functions increases and the other decreases with cy. But both (13) and (14) 
give the same equation for cy with the accuracy of terms of order O((ln n/n)). The 
equation has the following form: 
1-2h(2au) + (1 - ‘Y)h(7(1 l ,)) =o. 
Y - 
which gives 
cv = 0.1615, . (16) 
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c3 = 1 - h(2a) = 0.0920 
and E > 0 is arbitrarily small. 
(Here f(y) S&y) means, as 
(18) 
usual, that lim,-+=f 00/g(y) 2 1; f(y) -g(y) _ _ 
means that both f (y) B&y) and g(y) af (y).) 
The lower bound on f (n, 3) obtained in [l] is 
f (n, s) 3 2~464W-WN_ 
Thus our constant c3 gives a considerable improvement of the lower bound. 
4. The case of arbitrary k 
4.1. Description of the algorithm 
The algorithm for the general case of any k G [log n] is quite similar to that for 
k = 3. The major difference is that instead of one parameter 3 WC introduce a set 
of parameters { cu,), v = 2, . . . , k - 1. The parameter cw, determines whether a 
given v-tuple of columns is admissible., as defined in Section 2. We also require 
that 
Denote by Fp) and Tg) the family of k-independent columns and, respectively, 
the resource formed at the sth step of the algorithm. In the beginning we take 
Fp) = 8 and T&‘) = F2. Suppose now that after s steps of the algorithm we have a 
resource Tp) and a family Fp) = (A?), . . . , A?)} of columns having the following 
properties: 
(a) all v-tuples [A$‘, . . . , Aff’] [v = 2, . . . , 8: - 1, il, . . . , iv E (1, . . , , s}) are 
admissible; 
(b) all k-tuples [At), . . . , A!:)] (il, . . . , ik E { 1, . . . , s} j are k-independent. 
(The empty set of v-tuples or k-tuples is admissible by definition). At the 
(s + 1)th step of the algorithm, we form F$f+‘) = {Af+‘), . . . , A$‘)}, where 
#+‘)=A~), i=l,... , s and A:+;‘) E Tf) is chosen arbitrarily. Then we prepare 
the next resource Tf+‘) in the following way: 
(1) we discard all By) E T(“) such that at least one of the v-tuples 
]A (s+U il . . . . , 
A@+“, A?++,? Bf)] 
‘v-2 
is not admissible (v = 2, . . . , k - 1; 
. 
h, l l . , iv_* E {I, . . . , s}); 
(2) we discard all Bf” E T(‘) such that at least one of the k-tuples 
]A (s+l) 4 p*** P A$?I’), BP)] IS not admissible (il, . . . , ik_2 E { 1, . l . , s}). 
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Obviously, the set Fp+l) retains the properties (a) and (b) (with (S + 1) 
substituted for s). 
The algorithm terminates if Z’p”) = 0. 
4.2. Estimation of the size of the k-independent family 
Let us estimate the size of the k-independent family constructed by the 
algorithm described above. We assume that k is constant, n is even, and estimate 
the asymptotic growth of lF$l for n + 00. 
The number of columns discarded from the resource at the sth step of the 
algorithm is 
u(s) = ‘x1 uv(s) + uk(s), 
v=2 
m 
where u,(s) is the number of columns discarded because they form inadmissible 
Y-tuples and u&) is the number of columns discarded because they form 
non-k-independent k-tuples. Obviously, 
u,(s) s (3) c uu ,,..., &!r”), (21) 
m=l tq,...,U” 
where a19 . . . 9 a, E (0, I}, I$-‘) is a (Y - l)-tuple of columns 
[A t’, l l . , At),, At)] c I$) and u4,,___, ,(I :-“) is the number of columns from 
T’f-‘) such that they form inadmissible v-tuples with a given (V - I)-tuple I$-? 
Consider a column Br”) E Tp-? The column is not admissible with respect o 
a row (al,. . . , aV-P, av) if it contains less than [m,,n] digits of the type cu,, in 
those positions, where the (Y - 1).tuple L$-l) contains -rows (aI, . . . s a,+ 1 . 
Note that the total number of positions occupied by a, is in. Hence 
< ~a,_~nh(cu,la;_l:“r-(I-a,_l)nh(l-2P,n(l-~v_l))+l 
. 
re, by definition, cyl = 4, which agrees with the definition of T$?) 
Similarly 
(22) 
wl,,.*.&~-9, 
m=ii 
(2q) “I 
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columns from Tf-‘) 
(k - I)-tuple Lg-? 
such that they form non-k-independent k-tuples with a given 
The upper bound for u~~,...,&,$-~)) is given by 
Thus 
k s-l 
+2 k-2 ( ) 
. 2ri(l-~&_l)k(ln(l-c-l)) 
. 
Suppose that the algorithm terminates after Nk steps. Taking into account hat 
and 2v-2 c (v - l)! for Y 2 2 we obtain the following upper bound for the total 
number of discarded columns: 
u= i a(s)<~N;-‘.2 a;-~nk(cuyla;r-~)+(l--cu,-1)nh((l-2a;)~(l-cu,-1))43 
v=l v=2 
+ ~~-12n(l-~&-l)h(ln(l-~~-l))+2 
” (2 1 6 
Since 
N,++IT’O,= , 
the lower bound 6& as N satisfies the fmqaality: 
. 2~~_lnh(ny/~~-~)4(l-cu,-l)nh((l-20,)/2(n-l))43 
By the same reasoning as in the case k = 
fi satisfies (27): the necessary condition 
3 we obtain the following conditions that 
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It can be shown that the maximum value of & which satisfies (28) or (29) is 
achieved #or such values of a2, . . . , CY~-~ for which all the functions in the 
right-hand side of inequalities (28) (or, respectively, (29)) are equal. The 
equations for ly2, . . . , afk+ which follow under this condition from (28) and (29) 
coincide asymptotically with the accuracy of terms of order Q((ln n)/n). 
-(l-&-n 
)h( 
l-2& 
2 - 2&_, 
Y-l 
== l-(l-~k_l)h 
S 
y=2, l l l , k-1. (30) 
To find a lower bound on & we will derive from (30) a lower bound on &k-1. 
(Henceforth we imply that N!, , a k-l are roots of the system of Eqs. (30)). 
Denote 
&k-l 
/j(k) 
=2k_1’ 
Then by the use of inequality 
h(j k y) 3 1 - 4y2 log2 e, 
we obtain 
“y the use of inequality 
A(;fy)Gl-2y210g2e 
we have 
l- ar,_& -5 ( > -(l-a&1 )h( 1 - 2& >- ~ log2 e(cuyBI - 2cQ2 G-1 2-2&v-, H 2%,(I - G-1) 
), (33) and (35) 
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Thus, taking into account (19), we obtain: 
G-1 ova-- 
(Y - l)y’%YV._#. - &_I) > cu,-1 
2 log2 e(k - 1)2’ 
_T_JJ. 
This leads to the following inequality for cu, assuming cyl = 1: 
Hence, for Y = k - 1, by (31) and (38) we obtain: 
(39) 
Thus, by (33) and (39), /S(k) satisfies inequality 
The left-hand part of this inequality is a decreasing function of /?(? while the 
right-hand part increases with p (? Therefore the minimum value of #3@) is
obtained when (40) turns into equality. If /_I&? is the root of (40) (considered ES an 
equation for /S), then 
1 
ak-13 86 k) 2k-1 l 
Moreover, it is seen that the right-hand part of (40) is an increasing function of k 
(for a tied /3). Therefore, @$I decreases with the increase of k. Thus, for any k, 
1 
@k-l - 2- - qy’, p-1 6, (42) 
where p&“’ = limk_,rn b&k’ is the root of the equation obtained from (40) by setting 
k=oo: 
(1 - /Y”))* = (2 + *)* In 2 l #P). (43) 
flhis gives 86”) = 0.1002033. . _ . Since 1 - (I - &&&(I/(2 - 2ak_1)) a &k-l 2 
/36”‘/2”-‘, it follows from (29) that 
Note 
solving 
0.1422. 
~~ a fik a $,%[(k-l)@-‘I-’ > 2n/5(k-l)2-11 
. WI 
that a larger constant in the exponen be obtained for 
ion (40). For example, 
solution in Section 3 give 
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5. Complexity of the algorithm 
Let us estimate the complexity of the described algorithm. The total number 
Wk of operations (by an operation we mean a check of a v-tuple for admissibility 
of k-independence) is upperbounded by 
< 1 pal pwk -l)IiI$) < p+5.2-q, 
Since the number of columns in Fk is bounded by (44), we obtain 
w, 6 N~~-W - 2k+l)_ 
Thus the algorithm is polynomial in Nk for any tied k, though the degree of the 
polynomial grows rather fast with k. It should be mentioned that the complexity 
of the algorithm can be substantially reduced by successive construction of the 
families Fk. Indeed, we can use F k-1 as the initial resource for finding Fk (note 
that the optimal m, for F k-1 are slightly different from those for &). Then a rough 
estimation of the number of operations wklk-1 required to find a family Fk 
starting with Fk+ gives: 
Wk)k-l 
z N;+lia(k-2) 
9 
i.e., the degree of the polynomial grows linearly with k. 
Recently the construction of k-independent families has become of practical 
importance: the columns of Fk form the matrix of the so called s-exhaustive test 
for digital circuits, the rows of the matrix being the test patterns [4-71. l%Jo 
effective algorithm has been suggested up till now to generate tests of size close to 
theoretical bounds (1). Though the number of operations in the algorithm 
suggested is still too large for practical applications, the approach 
this paper seems to be promising and allows further improvements 
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