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ABSTRACT
OBSERVATION OF HIGH IRON CHARGE STATES
IN SOLAR ENERGETIC PARTICLE EVENTS
by
Zhangbo Guo
Univeristy of New Hampshire, December, 2012

The ionic charge states of Solar Energetic Particle (SEP) events provide direct
information about the source plasma and the acceleration environment. In this thesis, we
mainly build on charge state observation of SEP events during late 1997 to 2000 with
from Solar Energetic Particle Ionic Charge Analyzer (SEPICA) on board Advanced
Composition Explorer (ACE). We concentrate our effort on the high Qfc (>14) found in
the SEP events, and discuss the physical principles of how these elevated charge states
are produced. We statistically confirmed the energy dependent charge states found in
impulsive SEP events and showed impulsive SEPs are consistent with a normal coronal
source. The energy dependent charge states is consistent with stripping model of
impulsive events, where the charge states are built through stripping of electrons in the
dense lower corona. We found a trend between the charge states and enhancement of
heavy ions and 3He at lower SEP energies, but the trend is lost at higher energies, as
predicted by the stripping model. We further investigated the variation of mean charge
state in impulsive SEPs and found that the elevated mean Qpe in impulsive events are due
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to larger energy loss with stronger adiabatic deceleration. We also surveyed 89 SEP
events during the time, seeking high source temperature material accelerated to SEP
energies. We found that such events are very rare, and local acceleration of high
temperature material may occur in a rare configuration where a second shock plows
through the high temperature material of a preceding CME. Among the high Qfcevents,
we also observed impulsive events consistent with source temperature >2MK, even as
high as ~4MK based on a comparison with a model. A few events appear to be impulsive
material re-accelerated in interplanetary space. We found that the original charge states
o f their parent events are re-distributed to different extent, thus the high QFe in these
events, even at the lowest SEP energies, cannot be used as direct evidence of high source
temperature.

XII

Section 1: Introduction

Solar Energetic Particles (SEP) are high energy particles of solar origin. These particles
are accelerated to energies several orders of magnitude higher than the ambient solar
wind during physical processes associated with solar activity. They consist of electrons
of ~10 keV to -100 MeV and ions of -10 keV/nuc to -GeV/nuc, i.e., energies much
higher than the solar wind but lower than Galactic Cosmic Rays. Investigating the
characteristics of SEP events provides fundamental information on the condition o f their
source plasma environment at the Sun, physical processes of particle acceleration, and
the propagation in interplanetary space.

1.1 Historical Paradigms o f SEP Events
SEPs were first observed with ground instruments in the 1940s (Forbush, 1946) as an
enhancement in the flux registered by ionization chambers. From that moment onward, it
was believed that solar flares were the sole driving factor of SEP events. Later on, with
the detection of Coronal Mass Ejections, Kahler et al. (1978) found a high correlation
between CMEs and large SEP events. Along this line, SEP events have been grouped
into two categories: energetic particles associated with impulsive events are thought to be
accelerated locally at the solar flare site, and those associated with gradual events are
l

thought to be accelerated at shocks produced by the CMEs (see reviews by Reames, 1990,
1995, 1999; Kahler, 1992; Gosling, 1993). This paradigm differentiates between two
types of SEP events by distinct characteristic differences in composition, related solar
activity phenomena, and ionic charge states.

'

Flares

\

CME Shocks

\

Figure 1.1: Source region and propagation of particles for impulsive flares and shocks (Reames,
1999).

One o f the first clues that distinguish the two types is the time scale o f the associated
X-rays. Pallavicini et al. (1977) found that one group o f SEP events is associated with a short,
impulsive X-ray time profile, and another group o f events is associated with a long, gradual
X-ray time profile. The first type generally last for a few hours, while events o f the second type
can last for a few days. Sheeley et al. (1975) found that events with gradual X-rays are usually
associated with CMEs. In 1986, Cane et al. confirmed that the two types o f SEP events have
different abundance ratios between protons and electrons. In the review by Kahler (1992), the
two types o f X-ray events are connected with small impulsive flares and CMEs, respectively.

It

is worth noting that SEP events are hence both named after their X-ray association, as impulsive
events and gradual events.

However, there are many more differences between the two event types besides the
X-ray time profiles. One of the earliest clues stems from radio emissions. Wild et al.
(1963) found that type II and type III radio emissions associated with SEP events are
related to a different interaction with local plasma frequencies.

The slow frequency

drift in the type II burst indicates electron acceleration by shockwaves moving at
~1000km/s outward through a plasma of decreasing electron density, i.e., the solar
corona. The fast frequency drift of the type III radio burst is due to 10-100 keV electrons
streaming out of the corona at ~0.1c, produced by impulsive flares. Lin (1970) found that
the proton rich, large SEP events are usually associated with type II & IV radio bursts,
and the smaller, electron rich SEP events go along with type III radio bursts.

Another clear evidence of the two-type paradigm comes from the composition of the SEP
events. Gradual events are known to have a composition similar to that of the solar
corona (e.g., Meyer, 1985). However, the composition in impulsive SEP events is much
different. Hsieh and Simpson (1970) found that 3He was enhanced over 4He for a few
small SEP events. Balasubrahmanyan and Serlemitsos (1974) observed 3He/4He > 1 in
impulsive events, which is several orders of magnitude higher than the observed quiet
solar wind value of ~4 x 10^ (Geiss and Reeves, 1972). Heavy ions such as Fe, Mg and
Ne are also found to be enhanced by ~1 order of magnitude over that of the solar corona,
as first observed by Hurford et al. (1975). Such enhancements were confirmed later for
large samples of events, e.g., Mason et al. (1986), Mason, Mazur, & Hamilton (1994).
Sometimes impulsive events show unusual enhancement patterns that favor N and S
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(Mason et al. 2002), but most often the enhancement increases smoothly with particle
mass.

The ionic charge state of SEP events also follows a two-type pattern. Because the charge
state is quickly frozen-in during the acceleration process and the column density in
interplanetary space is very low, it had been common to deduce a source temperature
from the measured average charge states assuming ionization equilibrium. Again, the
gradual events show ionic charge states similar to that of the corona (e.g., Gloeckler et al.,
1976; Hovestadt et al., 1981). The Fe charge states in gradual events were found as ~11 15 even at up to 600 MeV/nuc (Leske et al., 1995; Mason et al., 1995).

However, the

charge states in the impulsive events were found to be much higher. Klecker et al. (1984)
and Luhn et al. (1987) have observed mean Fe charge states in impulsive events of up to
20 at ~1 MeV/nuc and that the ions of C to Si are fully stripped.

There are other differences between the two types of SEP events. For example, the active
regions that are associated with energetic particle observations from impulsive events are
found on the western hemisphere of the Sun, while energetic particles from gradual
evente may be related to the active regions that can be found at any longitude. This
difference is mainly due to the different sizes of the source region and the particle
transport.

4

Table 1 shows the characteristics of the two types of SEP events compared side by side,
as recognized in the late 1990s. At that time, SEP events were categorized into two
distinct types of events, which had different acceleration mechanisms. It is worth noting
that none of the proposed acceleration mechanisms can quantitatively explain all the
characteristics of the impulsive events, which will be discussed in more detail in the next
section.
Impulsive Events

Gradual Events

Xray

Impulsive

Gradual

Duration

-Hours

-Days

Accelerator

Flare

Shock

Longitudinal Cone

<30 deg,
on western hemisphere

<80 deg

Composition

Proton Rich

Electron Rich

Heavy Ion

Enhanced

Similar to Corona

3He/4He

>1, Up to 1000

0.0004

Fe/O

~1

-0.1

Higher

Similar to Corona

Up to 20

9-11

Qc,0,...Mg
Temperature

Fully Stripped
I

Fe

~106K

o
*

Charge State

Table 1.1: Two-type paradigm of SEP events, with distinct differences between the two.

However, in the last 15 years, with the launch of spacecraft, such as ACE, SOHO,
Ulysses, and RHESSI, instruments with much improved collecting power began to
provide more detailed data of SEP events. The results suggest that the picture of two
distinct types of events with very clear differences between each other is oversimplified.
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Mason et al. (1999) and Desai et al. (2001, 2004) have studied a number of gradual
events, which show 3He/4He ratios up to a 100-fold enhancement. Cane et al. (2003)
showed that large, gradual SEP events could be substantially enhanced in heavy ions, in
particular Fe. For impulsive events, Mason et al. (2004) have reported ultra-heavy ion
(78-220 amu) enhancements. Such an enhancement is even larger than the commonly
found Fe/O enhancement by a factor of at least 5, adding further complexity to explain
the heavy ion enhancements in impulsive events.

The findings on the charge states also changed the original picture. In some gradual
events, Oetliker et al., (1997) reported a substantial charge state increase of Fe at >10
MeV/nuc. Mobius et al. (1999) have reported a charge state increase at ~0.5 MeV/nuc.
Mazur et al. (1999) also reported variations in charge states of Si and Fe for the Oct/Nov
1992 and Nov 1997 events, with observations by ACE and SAMPEX. For impulsive
events, Mobius et al. (2003) reported an energy dependent charge state of Fe at energies
of <1 MeV/nuc. Klecker (2003) reported that the averaged Fe charge state over four
impulsive events at suprathermal energies is as low as -12. Therefore, with charge states
varying substantially with energy, they cannot be used directly as a probe of the source
plasma temperature. Thus, the argument that the high charge states observed in impulsive
events is direct evidence for a high temperature in the flare region no longer holds.

In summary, rather than indicating two distinct groups of SEP events, the large and often
energy dependent variations both in composition and charge-state point to a more
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complex picture. Populations of the two original event types appear combined at times,
and transport effects play a rather prominent role.

1.2 Role o f Ionic Charge States in the Acceleration Mechanism o f
Impulsive Events
Although the new paradigm features less distinct differences between gradual and
impulsive events, it is still generally agreed that there are two different acceleration
mechanisms for the energetic particles.

For the “gradual” type events, it is commonly accepted that the CME driven shock is the
acceleration mechanism. While shocks mostly accelerate particles out of the local plasma
with no strong differentiation between species, the shock parameters and propagation
conditions still result in variations of elemental abundances and ionic charge states
(Tylka, et al., 2005). Alternatively, such observed variations can also be ascribed to
varying contributions from different sources, i.e., coronal or solar wind plasma, and
remnant material of previous events at suprathermal energies, which could already be
enhanced in 3He and heavy ions. Because the Fe charge states are usually below 15, even
at the highest energies, one can infer that these particles are accelerated in, and
transported through, a low column density material, or else at higher energies they would
be stripped of additional electrons. These energetic particles are generally thought to be
accelerated by shocks above the altitude of 5 solar radii (Mason et al. 1984; Kahler et al.
1990).
7

The acceleration mechanism of impulsive flares, however, is still under debate. Because
all SEP events share the same solar origin, a successful theory of impulsive type
acceleration has to explain the observed strong elemental enhancement of 3He and
heavy/ultra-heavy ions by up to several orders in magnitude. Moreover, the theory also
has to explain the charge states observed in impulsive events: under the old paradigm, it
was “high” charge states up to over 20; under the new paradigm, it is energy dependent
charge states, which rise sharply at ~0.1-1 MeV/nuc and then reach as high as >20 for
iron.

For the enhancement of 3He and heavy ions, most theories adopt interaction with plasma
waves, which accelerate the particles in a resonant process. This idea was first suggested
by Fisk (1978), who used the resonance between electrostatic ion cyclotron waves and
ion gyro frequencies to preferentially accelerate particles with M/Q ~1.5, i.e., 3He2+. He
also tried to explain the enhancement of heavy ions by involving second harmonic
resonances. However, his model required a large enhancement of 4He over H in the
plasma to excite the specific waves. From then on, many of the models used some sort of
resonances to preferentially accelerate certain species and thus to enhance their
abundance ratios. Ibragimov & Kocharov (1977) employed ion acoustic waves to explain
the elemental abundance enhancement. However, their theory requires a very low ionic
charge state, equivalent to plasma temperatures o f less than 105K. This theory appears to
strongly disagree with the observations of charge states. Riyopoulos et al. (1991)
employed electrostatic two-ion hybrid waves to accelerate 3He. However, their theory
8

requires 4He/H enhancement as well. Temerin and Roth (1992) employed
electromagnetic ion cyclotron (EMIC) waves, which are excited by low energy electron
beams generated in the flaring plasma. Miller and Vinas (1993) used the same EMIC
waves to resonantly accelerate He, but proposed a non-resonant stochastic acceleration
for heavy elements. Their theory employs shear AlfVen waves that cascade energy to Ne,
Mg, all the way up to Fe. As Fe is the most abundant species in this regime, the waves
lose a substantial amount of their energy and thus would not effectively accelerate
particles of nuclear mass higher than Fe. Therefore, Fe, Mg and Ne are enhanced over O,
N or C, but there would be no explanation for the ultra-heavy ion enhancement. Zhang
(1995) suggests that 3He and heavy ions can be preferentially accelerated by a second
harmonic acceleration of Hydrogen ion cyclotron waves, which is more likely to be
excited in the corona. There are a few other theories that do not employ resonant heating
of plasma or resonant acceleration, e.g, Winglee (1989) has suggested that the ions are
heated by the ambipolar electric field, in which lighter ions are retarded relative to
heavier ones.

The ionic charge states, however, play an important role in all these theories. All of the
proposed models selectively accelerate particles according to their Q/M ratio, i.e., only
ions with a specific Q/M are preferentially accelerated. This requirement of all models
appears to be in contrast with the charge states found in these events. Under the old
paradigm, the impulsive events appeared to point to high charge states in the source. As
mentioned above, Luhn et al. (1987) showed that the Fe charge states reach as high as
~20 in impulsive events. This has been translated into a plasma temperature of 10 MK, if
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the charge state in impulsive events is a direct reflection of the source plasma at the flare
site. At this temperature, elements up to Si are fully stripped. Therefore, all ions from C
to Si would have the same Q/M=2, and cannot be preferentially accelerated relative to
one another.

However, the finding of energy dependent charge states with the new instrumentation
appears to suggest a resolution of the apparent incompatibility between a selective
acceleration according to Q/M and the earlier observation Q/M=2 for most of the sources.
Reames et al. (1994) had already suggested selective acceleration of heavy ions out o f a
3-5 106 K plasma, inferred from the observed abundance ratios and a subsequent increase
of the charge states to the observed levels. With the observation of an E-Q dependence in
some impulsive SEP events by Mobius et al. (2003), new models were developed, such
as Reames et al. (1999), Bargouty and Mewaldt (1999), Kocharov et al. (2000) and
Katarvykh et al. (2007). In these models, the ionization states are determined by stripping
during and after acceleration, and therefore after the presumed preferential acceleration
of 3He and heavy ions. Since low energy ions have a much lower velocity than coronal
electrons, their ionization states depend mainly on the local plasma temperature.
Therefore, the low energy charge states will reflect the plasma conditions at the
acceleration site, for which Q/M dependent preferential acceleration is possible, which
leads to enhancement of 3He (Fisk, 1978) and heavy ions (Miller et. al. 1993; Fisk 1978).
As the velocity of the accelerated ions approaches and then exceeds the thermal velocity
of the electrons, accelerated ions will be stripped of more electrons depending on their
kinetic energy. As a consequence, the charge states will increase with energy.

10

Kocharov et al. (2000) employ an equilibrium stripping model, assuming that the
particles stay in the coronal plasma long enough to reach equilibrium charge states.
Klecker (2006) compared the actual charge state observations of SOHO STOF and ACE
SEPICA with the model by Kocharov (2000). The comparison showed that the model is
consistent with the observations at the lowest energy, i.e., where stripping does not play
an important role and charge states reflect the source condition. However, at energies of
0.2-0.5 MeV/nuc, the observed charge states exceed those predicted by the equilibrium
model. Moreover, Kocharov’s model suggests that the charge states reach a plateau at
0.2-0.5 MeV/nuc due to depletion of electron shell, while the observed charge states
continue to increase.

To resolve these inconsistencies, Kartavykh et al. (2007) worked several modifications
into the model. First, they employed a non-equilibrium model, in which the charge states
vary with energy also at 0.2-0.5 MeV/nuc. However, the non-equilibrium model predicts
even lower charge states than the equilibrium model at these energies. They then
suggested that the particles undergo adiabatic deceleration during interplanetary transport,
which results in a decrease of particle energy on the way from the source to the observer.
As the charge states are frozen-in during transport, the in-situ charge state measurement
in a certain energy range would be a representation of the original charge states injected
at a higher energy after stripping. On the one hand, particles with higher energy tend to
be stripped of more electrons and thus show higher charge states. On the other hand, the
strength of adiabatic deceleration determines how far the particles are pushed towards
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lower energies. Therefore, a model that includes both processes predicts higher mean
charge states at a given energy for stronger adiabatic deceleration.

As a consequence of the energy dependent charge states, the high average charge state
observed in impulsive SEP events does not necessarily reflect a high temperature source.
It is rather the result of electron stripping in the lower corona. Extrapolating the charge
states to low energies, DiFabio et al. (2008) have concluded that all 33 impulsive events
in their sample are consistent with a source plasma temperature of 1-3 MK. On the other
hand, at solar wind energies, charge state distributions with a significant portion of
QFe>16

have frequently been observed (Galvin, et al., 1987; Lepri, et al., 2004). These

observations point to the frequent occurrence of a high temperature source plasma. High
QFe values are often observed in ICME related solar wind and are thought to be
connected with active regions on the Sun, which are the producers of SEP events.
Consequently, such high charge states that are found in the solar wind should at least
sometimes be accelerated to SEP energies. In this case, they should be observed over the
entire energy range of SEP events.

1.3 Thesis Outline
In this thesis, we will mainly build on observations of charge states on SEP events from
ACE SEPICA, along with charge state observations from SOHO STOF as well as
composition and fluxes from ACE ULEIS. We concentrate our effort on iron charge
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states. In particular, we are interested in the high QFe(>14) found in the SEP events, and
discuss the physical principles of how these elevated charge states are produced.

In Section 2 we describe the instruments that provided the observations used in this
thesis, followed by a presentation of important data analysis methods.

Section 3 is devoted to a statistical study of energy dependent charge states in impulsive
events, and how they relate to abundance enhancements. This study has been published
in DiFabio, Guo, Mobius et al. (2008). We will also discuss briefly how these results
relate to the following sections.

In Section 4 we will discuss the effects of adiabatic deceleration on the observed charge
states in the SEPICA survey energy range of 0.18-0.43 MeV/nuc. We will compare the
strength of adiabatic deceleration as deduced from diffusive transport parameters with
the observed effect on the charge states. The work in this study has been presented at the
Spring AGU conference in 2009, and is work in progress for another publication.

Section 5 will introduce analysis of high Qfc events that show Qfc>14 over the entire
energy range of SEPICA and STOF, which covers from the suprathermal energy range to
<0.5 MeV/nuc. In particular, we discuss how each source population is separated in
events with multiple source populations.

13

In Section 6 we discuss these high Qfc SEP events in the context of the acceleration
mechanisms they are associated with. We show the indication of the high Qpe in each
type of acceleration mechanism involved. The work in in these two sections has been
presented at the Fall AGU conference, 2010, and we are working on a publication o f it
that is close to submission. Part of the work related to Section 6 is also published in the
proceedings of the ICRC, 2011, volume 48.

Section 7 presents on conclusions and on summary of the work discussed in this thesis.
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Section II: Instrumentation and
Analysis Methods
To investigate the behavior of iron charge states in Solar Energetic Particle events and
other characteristics of these events, data from several different satellite instruments are
needed. The main instrument, which is used throughout the entire thesis, is the Solar
Energetic Particle Ionic Charge Analyzer (SEPICA, Mobius et al. 1998) on board the
Advanced Composition Explorer (ACE, Stone et al., 1998a). The instrument is used to
directly determine the ionic charge states of SEP particles. In this study, we mainly use
the iron charge states in the energy range -0.1 MeV/nuc to ~1 MeV/nuc, with other
species are included occasionally. Other instruments that also play an important role in
this thesis include the Ultra Low Energy Ion Spectrometer (ULEIS, Mason et al. 1998)
on board of ACE, and the Suprathermal Time-Of-Flight sensor (STOF) of the Charge,
Element and Isotope Analysis System (CELIAS, Hovestadt et al. 1995) experiment on
board the Solar and Heliospheric Observatory (SOHO). The ACE satellite was launched
in August 1997 into a halo orbit around the Lagrangian point LI between the Earth and
the Sun, and the SOHO satellite was launched in 1995 into a similar orbit.

In the following, we will introduce these instruments: SEPICA in more detail, and
ULEIS and STOF briefly. Data from other satellites/instruments are also used for
contextual information, but we do not introduce these facilities separately in this thesis.

2.1 ACE SEPICA instrument
The SEPICA instrument (Mobius et al., 1998) is the main instrument used throughout the
studies contained in this thesis. It measures the ionic charge states at SEP energies from a
few hundred keV/nuc to several MeV/nuc. This instrument has substantially improved
collection power and better resolution than previous instruments, e.g., the Ultra Low
Energy Z E Q (ULEZEQ) sensor on board of International Sun-Earth Explorers (ISEE-1
and -3) (Hovestadt et al., 1978). It has been designed with a high resolution fan and two
low resolution fans. The low-resolution fans have a large geometric factor to measure
charge states even at the low count rate of small SEP events and CIR events, including
the lower energy end of ACRs. The high-resolution fan has approximately the same
geometric factor as that of ULEZEQ. However, it has a much better resolution, resolving
individual charge states up to oxygen.

2.1.1 Functional Description o f SEPICA
In principle, SEPICA determines the species of the incoming particles, measures their
energy and their charge states. The smallest sensor unit (one half of a SEPICA fan) that
can perform such a task individually is shown schematically in Figure 2.1.1. For
simplification, it will be referred to as a “section” in the following.
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A sensor section consists of several functional parts, as can be seen in Figure 2.1.1. First,
the incoming energetic particles enter a multi-slit collimator. The collimator selects
particles so that their trajectories target a thin line on the anode plane of the proportional
counter, indicated by F ("focal line") in Figure 2.1.1. The particles then enter an
Electrostatic Analyzer (ESA). The ESA consists of a pair of electrode plates, with a
curved plate at ground potential, while the flat plate is supplied with a positive high
voltage up to 30 kV. It deflects incoming particles, with the deflection inversely
proportional to the energy per charge (E/Q) of the particle. This behavior is illustrated
with two sets of ion trajectories in Fig. 2.2.1: The full lines show un-deflected trajectories,
which are restricted by the collimator to reach a line denoted by F; the dashed lines show
how these particles would be deflected by the electric field. After passing through the
ESA and being deflected, the particle hits a multi-wire thin-window proportional counter.
The proportional counter records the particle’s position and hence deflection (y), and
measures the specific energy loss (AE) of the ion. This specific energy loss, which
depends on the energy per mass E/A and the nuclear charge Z of the particle, is key to
determine the particle species. The particles finally enter a Silicon Solid-state Detector
(SSD), where the residual energy (ERes) is measured. An anti-coincidence system covers
the rear side of each detector assembly to prevent recording of penetrating high-energy
particles. It consists of a Caesium Iodide scintillator whose light signals are recorded by
silicon photodiodes.
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Fig. 2.1.1: Schematic view of the SEPICA instrument sensor assembly (Mobius et al., 1998)

SEPICA determines the charge state (Q), energy (E) and the elemental species of the
incoming particles simultaneously, as is also illustrated in Fig. 2.1.1.

The elemental species can be determined using the information from a AE versus Eres
plot, as shown in Figure 2.1.2. In general, the specific energy loss (AE) of ions can be
approximated by the relation
AE = ft * Z02 * (E /A )a

(2 . 1.1)

where Zq is the effective nuclear charge of the incoming particle at a specific energy after
taking into account stripping/recombination processes in the proportional counter, E is
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the energy, and A is the atomic mass number, p and a are instrumental coefficients,
where a is approximately -1.

At energies above approximately 1 MeV/nuc, the particles are fully stripped in the
proportional counter, and the effective nuclear charge reaches its maximum, i.e., the
nuclear charge number (Zo=Z). Thus, different species with different nuclear charge
numbers have a different specific energy loss AE at any given energy, leading to separate
trails for each species on the AE vs Eres plot. Also, for the same species, AE is
approximately inversely proportional to energy per mass, and thus the trail above ~1
MeV/nuc has a slope of approximately -1, i.e., the energy loss falls with increasing
energy.

At energies below 1 MeV/nucleon, particles are not fully stripped in the proportional
counter. In this situation, the effective charge state Zo decreases with decreasing incident
particle energy. As a consequence, AE decreases with energy as well. In this energy
range, different elemental species would still be separated from each other due to
different Zo. However, with decreasing E, the difference between Zo of neighboring
species decreases, eventually leading to their trails becoming inseparable on the AE vs
Eres plot. This defines the lower energy limit of the instrument. Also, at this energy, the
slope of the trail on the AE vs Eres plot is >0, i.e., the specific energy loss increases with
increasing energy.
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The behavior of the curves discussed from above is illustrated in the left panel of Figure
2.1.2, where each elemental species has its unique trail on the AE vs Eres ploto The trails
increase with energy below 1 MeV/nuc, and decrease with energy above 1 MeV/nuc, as
previously discussed.
AE versus Er^

He
He
He+

0.1

10°
10 1

10 °

10’

Figure. 2.1.2: Calibration data for the Specific Energy loss (AE) versus residual energy (Er^) curves
for H, 3He, 4He, O, and Fe (left panel). After selection o f one element or isotope curve (here %e) the
charge states can be separated based on their deflection in the ESA (M6bius et al., 1998).

The atomic mass also plays a role in the determination of AE, as shown in equation 2.1.1.
Thus, even for the same elemental species with the same Zo, different isotopes differ in
AE for a given energy. For elements with lower atomic masses, e.g., He, the percentage
difference of A is larger between different isotopes compared with heavier elements.
This leads to separation of the trails for different isotopes and gives SEPICA the ability
to differentiate 3He from 4He, as can be seen on the left panel of Figure 2.1.2
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The sensor parameters in the equations discussed above were obtained through
calibration prior to launch. The same method for the determination of elements and
isotopes at higher energies (> 10 MeV/nucleon) is used in the Solar Isotope Spectrometer
(SIS) (Stone et al., 1998b) and the Cosmic Ray Isotope Spectrometer (CRIS) (Stone et al.,
1998c) on ACE.

The total energy of the incoming ions is calculated by combining the entire measured
(AE, Eres) energies and immeasurable energy losses in the sensor. The latter can be
deduced with the knowledge of the particle species and ground calibration.
E Total = AE + ERes + Ew in d o w 4" Epftd

(2.1.2)

Ewindow is the energy loss in the front and rear windows of the proportional counter, from
ground calibration,
(2.1.3)

E w indow — 0 .1 * A E

Ephd is the energy loss due to the pulse-height-defect in the SSD sensor, and is
determined from ground calibration data for different elemental species. All the ground
calibrations are done with radioactive sources and at particle accelerators.

The charge state of the particles is calculated by combining the total energy with the
energy per charge determination. The latter is derived from the deflection y of the ions in
the ESA voltage Uaen:
Q~

(2.1.4)

(Q/E) * Etotai

(2.1.5)

(Q/ E ) = Y * ( y / U d e f i )

where y is a sensor constant that depends on the size and geometry of the ESA.
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2.1.2 Performance parameters o f SEPICA
The SEPICA instrument consists of six individual sensor sections, all of which resemble
that described in Figure 2.1.1. Each pair of sensor sections is combined along both sides
of the high voltage deflection plate, as mirror image of each other. The pairs of sections
form the three “fans” of SEPICA. On each fan, the entrance collimator is serving both
sections. The ground plates of the two ESAs are mirror images of each other, while the
high voltage plate is shared between the two sections. The proportional counter is placed
behind the deflection plates, also serving two instrument sections. Two solid state
detectors, one for each section, are placed behind the proportional counter. The fans are
completed at the rear with one anti-coincidence assembly behind the solid-state detector
plane, again serving two sections. Each fan is built as a separate unit, and can be operated
independently. All three fans have the same field-of-view and are mounted such that their
center viewing direction points at an angle of 61.5° with respect to the spin axis. SEPICA
sweeps out an angle band of ± 41° by 360° centered on this direction. The instantaneous
field-of-view is 82° by 17°. No sunlight will enter the SEPICA sensor as the spin axis
remains within < 20° of the Sun.

In order to achieve high charge state resolution while maintaining high collection power
for the complete instrument, one of the fans, called the “high resolution fan”, uses a slit
width 1/3 that on the other two fans. Thus, the resolution of this fan is 3 times better than
that of the other two, and it achieves AQ/Q as low as 0.11 at IMeV/Q. Thus, it can
resolve individual charge states up to 8. The other “low resolution fans”, on the other
hand, have wider collimator slits, thus achieving a higher collecting power that adds up
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to a geometric factor of 0.2 cm sr. This is large enough to analyze events with low count
rates, i.e., small flare-related, impulsive events. The other parts of the three fans are
identical.

The instrument performance capabilities of SEPICA are listed in the following tables
Elements

Resolution

Energy Range

H to He

isotopic

H: 0.2 - 3 MeV
He: 0.3 - 6 MeV/nuc

H to 0

individual elements

0 : 0.2-15 MeV/nuc

O to Fe

groups

Fe: 0.1-5.4 MeV/nuc

Table 2.1.1: SEPICA species resolution.

Geometric Factor

Charge Resolution (AQ/Q)
E < 1 MeV/Q

E < 3 MeV/Q

High Res. Fan

0.03 cm2sr

0.11

0.32

Low Res. Fans

0.2 cm2sr

0.3

1

Table 2.1.2: SEPICA charge state resolution.

A detailed description may be found in the paper by Mobius et al. (1998).

2.1.3 Extension o f the SEPICA energy range for Iron
Based on actual flight data analysis, it was found that SEPICA is capable of resolving the
iron charge states at lower energies than for which it was originally designed for. This
energy range has later proved critical in the studies of impulsive SEP event
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characteristics, and is also used throughout this thesis. The following section will provide
essential information on how this extension in resolving Iron charge states at energies of
-0.08-0.13 MeV/nuc is achieved. The method as developed by DiFabio, Popecki and
Morris, et al, as presented in DiFabio et al, 2008.

As discussed in section 2.1.1, at energies <1 MeV/nuc, the incoming particles are not
fully stripped in the proportional counter, and the effective nuclear charge decreases with
energy. This leads to smaller differences in AE between neighboring species at lower
energies. Eventually, the trails of different elemental species will become inseparable,
which had been used as the original design criterion for the lower energy limit of the
instrument.

However, actual flight data from the Eres- AE plot reveal that the iron trail re-emerges
after blending with different elements, as can be seen in Figure 2.1.3. Fe can be clearly
distinguished at two places in the plot: between the Oxygen and Carbon trails and below
the Carbon trail. In particular, in impulsive SEP events, for which the typical Fe/O
elemental abundance ratio is -1, Fe becomes more dominant.

Thus, by extending the known iron trail from higher energies, we define specific “boxes”
(marked as #1 & #2) in theAE -Eres- plot. Box #1, where Fe appears separate again, lies
between the O and C trail. Here, the only interfering element is N. For box #2 that is
below the C trail, Fe is likely the only element. However, at these energies (<0.05
MeV/nuc), ions are subject to very large deflection, and a significant portion of the ions
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could be deflected beyond the edge of the solid state detector. Thus, we concentrate on
the iron charge state analysis in box #1. This box will be called the “combined Fe & N
box” for future reference.

104

UJ
T3

1000

Figure 2.1.3: SEPICA data o f 1998 DOY 271, plotted as energy loss vs residual energy. The two red
boxes indicate the regions where the iron trail reemerges after crossing over different elements.

The only interfering element in this box is nitrogen, whose estimated ionic charge along
with its nuclear charge is between that of carbon and oxygen. The nitrogen abundance is
typically -1/10th that of iron in the short, impulsive SEP events. Also, it naturally has a
substantially lower charge state than Fe, due to its much smaller atomic number. Thus,
the charge state contribution from nitrogen is usually well separated from that of iron,
making it possible to deduce a comparatively accurate estimate of the QFe in this
combined box.
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The event on 1998 DOY 270.375 - 271.5 is taken as an example to explain the necessary
steps to calculate the iron charge states. First, the total energy is calculated with the
corresponding Ephd of Fe, using an assumption that all particles in this area are Fe. A Q
distribution is deduced based on this assumption, as plotted in Figure 2.1.4 (a). As can be
seen in the figure, it resembles a double-hump distribution, with two prominent peaks,
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Figure 2.1.4: Charge distribution for the 1998 270.375-271.5 event, (a) is the combined Q
distribution in the combined Fe-N box; (b) is the Qn distribution for N at higher energies where N is
clearly separable; (c) is (b) directly over plotted on (a); (d) is the QFe distribution after subtracting the
Q n contribution. The Q n contribution in the combined Fe-N box is expected to be the distribution
shown in (b), multiplied by a normalization factor.
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one of which peaks at -7, and the other at -15. The peak at -7 contains noticeably less
counts than that at -15, and thus supports the assumption that it represents the N
population while the one at -15 represents the iron population.

We then estimate the N contribution quantitatively using the information from the clearly
separated N trail at higher energies, as shown in 2.1.4 (b). This Qn distribution is
corrected in the total energy calculation by applying the iron Ephd, to comply with the
assumption used for the combined box. This Qn distribution is shown together with the
complete Q distribution of the combined box in Figure 2.1.4 (c). As can be seen, the Q n
distribution has a similar shape as the suggested N peak in the combined box Q
distribution.

The total number of N counts in the combined box is estimated by extrapolating the N
flux spectra to the energy range of the combined box, based on the N flux at higher
energies with clear species separation. Since the spectra may not always be clean power
laws and sometimes roll over, we used the two lowest energy points that are available to
perform a power law extrapolation. A normalization factor is obtained as a result, which
is applied to the Qn distribution presented in Figure 2.1.4 (b), to obtain the expected N
contribution in the combined box. It should be noted that this is the best estimate with no
further information about the shape of the N spectra. It may result in over or under
estimation of the N contribution. Thus, the normalization factor is further optimized so
that after subtraction of the estimated N contribution the deviation from a zero baseline in
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the charge state range of N is minimized. The Qfc distribution as deduced by this method
is shown in 2.1.4 (d).

It should be noted too that the Fe and N combined box only contains part of the Fe ions
at this energy. Though it is a good sample for the charge state measurement, it cannot be
used directly for flux calculations. This is illustrated in Figure 2.1.5. The dashed red lines
represent particles of approximate equal total energy. The dotted blue lines define the
boundaries of the iron trail. For the remaining three energy channels, the SEPICA flux
can indeed be determined based on all counts on the iron trail between Emin and Emax for
those energy ranges. For the extended energy range, however, the appropriate region for
Fe is restricted to within the black solid lines due to instrumental reasons. As can be seen,
the Fe and N combined box covers only approximately half the area in the energy range.
Thus, when it comes to the flux calculation, we multiplied the observed counts from this
energy channel by a normalization factor of 2 to account for this incomplete coverage.
The error of this estimate is about ±0.5 according our experience.
- “ Equal E*

Iron Trail
LLI
T3

^ Fe & N mixed
s region

Figure 2.1.5: Illustration of the coverage of Fe ions in the extended SEPICA energy channel in AE
versus Essd space. The solid black lines indicate the area for which QFe is calculated. The box defined
by the dotted blue lines and the dashed red lines represents the actual region occupied by the iron trail
at this energy, which is not fully covered by the black box.
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2.2 ACE ULEIS instrument
The Ultra Low Energy Ion Spectrometer (Mason et al. 1998) on board ACE measures the
ion flux from ~45 keV/nuc to a few MeV/nuc. It has a larger geometric factor than
SEPICA, and thus provides several critical data sets that supplement the charge state
determination. Specifically for this thesis, it provides ion abundance ratios for the events
used throughout the thesis; utilizing its larger geometric factor, it also provides a more
accurate event start/stop time with its greater counting statistics for a given flux. ULEIS
1/velocity spectrograms (“swoosh plot”) that provide velocity dispersion information are
also used throughout the analyses of this thesis. The following is a brief introduction of
the physical principles and performance parameters of ULEIS.

The ULEIS instrument is a time-of-flight (TOF) mass spectrometer, as illustrated in
Figure 2.2.1. It identifies incoming ion mass (m) and energy (E). Starting from top of
Figure 2.2.1 and moving downwards, ULEIS consists of a sunshade and a sliding iris as
an entrance system; 3 sets of position/timing systems; and an array of 7 silicon
Solid-State Detectors (SSD).

The ULEIS telescope, avoiding to be directly exposed to solar Ultra-Violet radiation,
uses a sunshade and points at 60° relative to the spin axis o f the satellite. Since the spin
axis of ACE points directly at the Sun, ULEIS field of view scans a band of the sky that
is perpendicular to the ecliptic. The sunshade is also limits the field of view, thus
preventing particles hitting the entrance foil from outside the usable field of view of the
TOF instrument, and reducing the probability of saturation during larger events. Still, for
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Figure 2.2.1: Schematic view of ULEIS (Mason et al., 1998).

some events, the ULEIS front foil count rates could exceed 5*106 s"1. Therefore, a sliding
iris is used as a second mechanism to prevent instrument saturation. It automatically
reduces the entrance area depending on the count rate recorded on the first MCP. It has
four discrete settings, corresponding to 100%, 25%, 6%, and 1% of the full opening. This
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allows ULEIS to operate without saturation even during the most intense solar events.
The 6% and 1% openings are achieved by using holes on the sliding iris.

An entrance haip is put behind the cover system but in front of the Time-of-Flight sensor.
The entrance harp is set to ground potential, and in conjunction with the negative biased
entrance foil, it prevents solar wind electrons from entering the TOF sensor. The TOF
sensor itself consists of three sets of position/timing assemblies, with a structure identical
to each other. They measure two start times (start 1 & start 2) and one stop time, and also
the incoming angle 0 of the particle.

Each assembly consists of a thin foil, an acceleration harp, an electro-static mirror, and a
position sensing anode with a set of Micro-Channel Plates (MCPs). When an incident
particle hits the thin foil, secondary electrons are emitted and accelerated through the
electric acceleration harp. They are then reflected by an electrostatic mirror and are
recorded on a position-sensing anode behind a set of MCPs. The electron signal is
amplified by the MCPs so that the time and position of the incident particle can be
recorded by the instrument. The positions of the incident particle on the three consecutive
foils are then used to deduce the incoming angle 0 of the particle, to improve the
knowledge of the path length for the TOF measurement.

A particle is recorded if all three MCPs read a signal. The TOF is calculated as the
difference between the start and stop times. The particle velocity can then be calculated
as:

31

v =

L/cos{0)

(2.2.1)

where v is the velocity, L is the distance between the foils and the SSD detectors, 0 is the
incidental angle, and ttof is the time-of-flight. The kinetic energy of the particle after
penetrating the START-1 entrance foil is thus
E s ta r t! = ~ t n v 2

( 2 .2 .2 )

An array of 7 SSDs is at the rear end of the telescope, which record the residual energy
(Ere*)

of the particles. With the time-of-flight and the residual energy, the particle main

species can be determined. Then the energy loss in the foils and the front contact of the
solid-state detector, which is different from species to species, can be determined.
Therefore, the relationship between Eres and Estarti can be described as the following:
E res

=

E s ta r ti

—2 * AEp —AESSD

(2.2.3)

Where AEF is the energy loss in the START-2 and STOP foil, and A E ssd is the energy
loss in the front contact of the SSD. It should be noted that the electrons would be
accelerated through the acceleration harps, so the ions would lose energy going through
the two START assembly acceleration harps and gain energy going through the STOP
assembly acceleration harp, according to the ways these harps are assembled to the
telescope (as illustrated in Figure 2.2.1).

The exact particle mass is calculated by combining equations of 2.2.1 to 2.2.3:

_

2 * t t o f * (Er e s + 2 * ^ E F + A E s s D )

771 _

(L/cosO)2

(2-2-4)

With the species of the particle known,the total energy can be determined, as well:
E to ta l

~

E st a r t l

^^Fent

(2.2.5)
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where AEFent is the energy loss in the foil of the START-1 assembly. It should also be
noted that the thin foil on the START-1 assembly is dual Al-coated polyimide, and the
ones on the START-2 and STOP assembly are single Al-coated polyimide. The dual Al
coating prevents pinholes in the Al on one side of the foil from letting scattered light into
the telescope chamber, which is used only in the START-1 assembly, serving as the
entrance of the TOF sensor. Thus, the energy loss for the START-2 and STOP foils are
the same (AEf), while the energy loss for the START-1 foil is larger (AEFent)-

The performance parameters of ULEIS is listed in Table 2.2.1
Geometric factor

1 cm2 sr

Particle species measured

2 < Z < 28

Elemental energy range

0.3 - 2.0 MeV/n

Mass resolution

Am < 0.15 amu (Z = 6)
Am < 0.5 amu (Z = 26)

Event rate range, R

1/week<R< 105 s'1

Table 2.2.1: ULEIS performance parameters.

2.3 SOHO STOF instrument
The Suprathermal Time-Of-Flight sensor is part of the Charge, Element and Isotope
Analysis System (CELIAS, Hovestadt et al. 1995) on board the Solar and Heliospheric
Observatory (SOHO). It provides ion charge states at suprathermal energies. For our
analysis, it covers the lowest energy range where we can get a charge state measurement
for energetic particles. However, the small geometric factor limits its capability to
provide full coverage of iron charge states for all events analyzed here. Nonetheless, it is
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very useful as a complementary data source in addition to SEPICA, in particular when
the extension energy range of SEPICA is not analyzable.

SOHO STOF is also a time-of-flight sensor, like ULEIS. It consists of an Electrostatic
Analyzer (ESA), a Time-Of-Flight sensor (TOF) and an array of Silicon Solid-state
Detectors (SSD), as shown from the left to the right on the illustration in Figure 2.3.1.
With the addition of an ESA, to a sensor arrangement similar to ULEIS, STOF provides
the energy (E), mass (m) andcharge state (Q) of incoming particles.
E le c tro s ta tic A n a ly ze r
Carbon Foil
HSTOF

TO F-S ystem
Solid S ta le
Pixel D etector

HSTOF Section
STOF
Deflection
P la te s

f STOF

[ Section

E/Q

M/Q
STOF: M. Q, E

HSTOF: M. E

Figure 2.3.1: Schematic cross sectional view of STOF (Hovestadt et al. 1995).

An incoming particle first passes the ESA. The ESA is designed as a stack of curved
plates supplied with a certain voltage. The charged particles are deflected between the
plates so that only ions with a certain E/Q range can get through. The angular acceptance
between each pair of stacked plates is 0.5° and the energy resolution 10%. The sensor has
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a geometric factor of 0.1 cm sr. However, the instrument steps through a range of
voltages every 5 minutes and therefore selects particles with a specific E/Q range
between 20keV/charge and lOOOkeV/charge at any time. For this reason, it has a smaller
effective geometric factor than SEPICA, since SEPICA accepts particles of the entire
energy range simultaneously.

The ESA is followed by a TOF system, similar to that of ULEIS. After passing through
the ESA, the particle hits a carbon foil that produces secondary electrons. The secondary
electron signal is amplified by the MCPs and then recorded on a position sensitive anode
along with the start time. The stop signal is recorded in a similar way when the particle
hits the SSD at the rear end of the instrument. The travel path is corrected for the
incoming angle, which is deduced from position measurements at the carbon foil and the
SSDs.

The SSDs record the residual energy of the particles. As a part of the CELIAS instrument,
STOF shares the TOF and SSDs with the HSTOF instrument, which instead has stacks of
straight deflection plates. It is designed to obtain the mass and energy of particles with
500 keV/nuc in energy or above, similar to ULEIS.

The mass m and energy E of the incident particle are calculated in the same way as
introduced in 2.2 for ULEIS:
™

2 * tto /* Er es

—

t u /

'

— I C O

( L/cosd ) :

, _

2

-

. .

(2.3.1)

and
35

Etotal ~ Eres T" AEp

(2.3.2)

The charge state Q of the incoming particle is further calculated combining Etotai and E/Q
information from the ESA:

Q = - t0/t—•
x

(2.3.3)

E /Q

K

'

The performance parameters of STOF are listed in the following table:
Geometric factor

0.1 cm2 sr

Particle species measured

2 < Z < 28

Elemental energy range

0.02 -1 .0 MeV/charge

Efficiency

0.02-0.4

Energy resolution

0.1 FWMH

Charge resolution

AQ-0.3

Table 2.3.1: SOHO STOF performance parameters.

2.4 Maximum Likelihood Method
Many of the SEP events are of a single source population, e.g., normal coronal material
that is accelerated by a shock in interplanetary space or particles accelerated in an
impulsive flare and injected at the Sun. However, several of the SEP events consist of
multiple populations, which may be related to different acceleration processes and
plasma sources, but they have been accelerated to the same energy range and are
observed simultaneously. To distinguish different source populations that are observed
simultaneously, we have used two different fitting methods for the charge state
distribution of these events, based on the assumption that they should show different
charge state distributions. The maximum likelihood method is one of these fitting
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methods that we used to fit event when the only data available are from the low
resolution fan of SEPICA, making the different sources harder to distinguish. The
maximum likelihood method provides a statistically meaningful alternative to the more
straightforward least Chi-square fitting under these more challenging conditions. We
introduce this analysis method in more details in this section.

In short, the maximum likelihood method selects the “most-likely” set of parameters for
a model that was chosen to describe the data.
Suppose the instrument has recorded a charge state distribution with independent
countsOi, O2,..., On in n charge state bins:
D

o b s

=

{ O

v

@ 2 *

(2.4.1)

> D -n )

To reproduce this observed distribution we construct the model that is solely a function
of charge state as follows:
°

= /((? )

m

(2 .4.2)

with r = O i,r2, ...,rk) as free parameters which may describe height, peak location,
width, and other quantities of the distribution.

Assume that the observations are distributed about the model curve according to a
Poisson distribution. Then the probability that Oj is observed at qi is:
P

m

O

M

d

)

=

(2.4 .3)

Thus, the total probability that D0bs is represented by the model is:
P

=

m

P

(2.4.4)

i
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which is the likelihood function. The best set of parameters rbest maximizes the
probability that D0bs is represented by the model, i.e., the likelihood function reaches its
maximum.

Analytically, the optimization can be achieved by:

where we use ln(P) instead of P for simplification purposes. P is always larger than 0 and
the expression becomes a sum:
ln(P) = Z?(0 1 * ln(0M(Qi)) - 0„{qQd - ln(0,!))

(2.4.6)

Therefore, 2.4.5 reduces to:
d(0M(QO)

d(QM(Qj))

(2.4.7)

The solution of equation 2.4.7 results in rbest.

In fact, in contrast to many least-square problems, the likelihood function cannot be
maximized analytically. In practice, we adopted the Matlab program “fminsearchbnd”,
which searches for the minimum of a function within a given boundary. We use the
program to numerically search for the local minimum of -ln(P), rather than analytically
solving equation 2.4.7. We chose the boundary to be physically meaningful, e.g., Q>0
and counts>0. To validate the results, we also plotted k functions of -ln(Pj), where Pj is a
function of rj, with other variables of the functions fixed at rbest- In this way, we can see if
the minimum is stable, i.e., if it is bonded in a local “well”.
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With rbest, the statistical uncertainties for this method can be obtained analytically from
the Hessian Matrix:

"u= -a
-dpidpj
PT

(2.4.8)

and the uncertainty for each coefficient of the parameter set rbest(i) is

Si2= t y f 1

(2.4.9)
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Section 3: Energy Dependent Charge State
in Impulsive Solar Energetic Particle Events

In the low density environment of interplanetary space, the charge state of Solar
Energetic Particle events is “frozen in” during transport. Thus, the mean charge state was
considered to be a direct reflection of the temperature of the source plasma in the solar
corona, assuming ionization equilibrium is reached (e.g., Amaud and Rothenflug, 1985).
The impulsive SEP events were consistently found with higher charge state than that
observed in the ambient solar wind and gradual SEP events. For example, Luhn et al.
(1987) reported iron charge states in impulsive SEPs of up to 20. This was once believed
to reflect an ultra-high temperature at the flare site o f-10 MK or more.

However, after the ACE launch and with the resolution and collecting power of the
SEPICA instrument, more details of the charge states were revealed for the smaller
impulsive type SEP events. Mobius et al. (1999) first reported an observation of energy
dependent charge state in a case study on the 1997 DOY 311-314 event, which is a large
SEP event associated with several CME related shocks, but may have contributions from
impulsive flare acceleration The mean QFeduring this event rises from -9-11 at 0.18-0.25
MeV/nuc to over 14 at 0.36-0.45 MeV/nuc. A few years later, Mobius et al. (2003)
reported charge state increase with energy in six impulsive events at the same energy
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range. Motivated by this study, Klecker et al. (2006) sought for the charge states of four
of these events in the SOHO STOF energy range of 0.01-0.1 MeV/nuc, and extended the
same Q-E dependence even to lower energies. However, due to the much lower
collection power of SOHO STOF, all four events had to be combined to make a
statistically meaningful measurement.

SEPICA has a much larger effective geometric factor than STOF. Although it works at
higher energies where particle fluxes are expected to be smaller, its collection power
makes it possible to measure each event individually. The advantage of STOF, however,
is that it works in the energy range 0.01-0.1 MeV/nuc, which is lower than any of the
SEPICA energy channels.

A key to improving this observation is to obtain individual event average charge states at
-0.1 MeV/nuc or lower. In fact, DiFabio, Guo, Mobius et al. 2008 have introduced a
method that extends the SEPICA energy range down to ~ 0.08-0.13 MeV/nuc (also see
Section 2). The paper describes 32 impulsive events during 1998-2000, when SEPICA
was fully functional, and in 14 of these events the extended energy range could be
investigated. This Section of the thesis will discuss this study in detail.
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3.1 Event Selection o f Impulsive events
The time period used for this survey is from the ACE launch in August 1997 until the
end of 2000, when SEPICA was fully operational. There are intervals in between when
data were not available: e.g., DOY 13 - 57, 1998, and DOY 313, 1998, through DOY
166, 1999, when there were problems with the gas pressure control valve of the
proportional counter; and DOY 160-166, 188-197, and 235-257, 1998, when SEPICA
was shut off after resets of the Data Processing Unit.

SEP events are selected according to their temporal characteristics, using SEPICA and
ULEIS data. To further select impulsive energetic particle events among these SEP
events, the following criteria are applied. First, we required that all selected impulsive
events show <QFe> > 14 in the SEPICA survey energy range of 0.18 —0.43 MeV/nuc.
This is based on the observation that impulsive events show a high mean charge state in
this energy for SEPICA (Mobius et al. 2003, Popecki 2006, Klecker et al. 2007), while
typical CME related and interplanetary shock events show charge states <QFe> = 10-12
(Klecker 2007). Specifically, the two impulsive events selected in Popecki et al. (2006),
based on an independent selection criteria from Ho et al. (2001), show charge states of
-16 in this survey energy range. However, as reported by Mason et al. (1999) and Desai
et al. (2001), interplanetary shock related gradual events may contain remnant impulsive
material that is strongly enriched in Fe and 3He, and thus may also show charge states
similar to that of impulsive SEP events. Thus in a second step, all events that are
contained in the survey by Desai et al. (2001) and in the ACE shock list
(www-ssg.sr.unh.edu/mag/ace/ACElists/obs list.html')
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were

eliminated.

This

step

eliminated five events. Finally, we made use of two very important characteristics
observed in typical impulsive events to further constrain the selection of impulsive SEP
events. The first one is the injection of ions in a very short period of time at the Sim
(Mazur et al. 2000a, b), which typically results in clean velocity dispersion in the
dynamic spectra of the events taken with ACE ULEIS. However, as also pointed out in
Mazur et al. (2000a, b), the impulsive events may be interrupted or only seen for a short
time so that a number of events will be missed applying such a strict criterion of clean
velocity dispersion. The second feature is the substantial increase in Che with energy
(Mobius et al. 2003). A typical increase in Qpe from 0.08-0.13 MeV/nuc (extension
energy channel of SEPICA) to 0.36-0.54 MeV/nuc would be greater than 2.5 charge
states for impulsive events. A smaller increase of AQ = 1-2 has also been observed in
some interplanetary shock related gradual events and can be interpreted as the result of
rigidity dependent escape from the acceleration region (Klecker et al. 2001), but a larger
increase is not possible with this process. However again, since data from the extended
SEPICA energy channel may not be available for every event, applying such a criterion
may also eliminate legitimate impulsive events that are missing data from the extended
SEPICA energy channel. In short, either characteristic may be taken as a sufficient
condition to select the impulsive events. Therefore, we required that the qualifying
impulsive events satisfy at least one of the two criteria.

With the combination of these criteria, we compiled 32 impulsive events, with

<Qpe>

in

the survey energy range of 0.18-0.43 MeV/nuc listed in Table 3.1. The ULEIS 3He/4He
and Fe/O abundance ratios are also shown in the Table 3.1. For all these events, SEPICA
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charge state data could be obtained separately for three energy ranges: 0.18-0.25
MeV/nuc, 0.25-0.36 MeV/nuc, and 0.36-0.54 MeV/nuc. Obtaining the charge states in
the extended energy range (0.08-0.13 MeV/nuc) is more challenging. Due to poor
statistics or the lack of counts in the N track and/or the combined N-Fe range, charge
states could only be obtained for 14 of the events in Table 3.1 for this energy range
(marked with * at the Event No.).
Ev.

#
01
*02
03
04
05
06
07
08
*09
*10
*11
*12
*13
*14
*15
16
17
18
19
20
21
22
*23
*24
*25
*26
*27
28
29
30
31
*32

Year

Time Period

0.18-0.43
MeV/nuc

039
MeV/nuc
^ e^ H e a

0.24
Selection
MeV/nuc
Inj AQ > 2.5, p <
Fe/O
a
AQ
p

DOY
Qrt
o
0.002 4.15 0.356 s 1.5 0.543
136.00-137.00 16.92 0.68
0.01
149.75-151.00 17.35 0.69
0.05
0.003 0.47 0.025
3.7
0.029
225.13-227.50 17.24 0.86
0.12
0.008
1.02 0.087
5.8
0.008
227.50-228.37 16.66 1.02
0.13
0.018 0.65 0.065 s 0.9
0.643
229.08-229.25 16.71 2.41
0.12
0.058
1.09 0.196 s
229.25-230:30 16.29 0.76
0.10
0.010 0.86 0.053 m 1.3 0.423
5.09
0.359
0.942
230.30-231.00 17.51 1.07
1.81 0.187 s 0.3
249.50-251.50 18.29 0.79
0.19
0.012
1.93 0.132
2.7
0.069
252:02-253.99 17.53 0.61
0.22
0.007
1.30 0.047 s 4.2
0.001
269.50-270.38 15.35 0.51
0.03
0.002 0.50 0.012
5.1
0.000
270.38-271.50 16.51 0.51
0.11
0.003
1.25 0.023 m 2.7
0.001
180.03-181.54 16.62 0.81 0.028 0.004 0.39 0.026 s 4.5
0.012
181.54-182.99 16.93 0.58 0.025 0.002
1.51
0.046 s 4.6
0.000
0.34 0.014 m 4 3
184.90-186.25 14.9 0.61
0.05
0.003
0.002
0.32
201.97-202.93 16.53 0.61
0.011
1.55 0.069 m 3.7
0.004
207.00-207.90 17.58 1.06
0.87
0.072 0.65 0.059 s 4.8
0.029
0.58
0.037 0.91
0.080 s 4.6
219.83-220.50 16.04 0.86
0.005
6.25-7.00
15.54 1.56 43.56 7.349
1.48 0.179 s 3 3
0.363
17.13-18.50
17.9 2.18 15.69 1.725
1.31
0.225 s
0.004 0.88 0.115 s 5.8
18.75-19.20 18.88 1.49
0.06
0.079
60.00-61.75 15.24 1.54
0.62
0.038
1.06 0.088 m 3.1
0.373
93.00-94.00 17.61 0.77
0.15
0.012
1.02 0.057 s 4.2
0.023
122.17-122.99 15.52 0.57
0.08
0.006 2.00 0.080 m 4.8
0.001
144.80-145.90 15.54 0.48
0.08
0.003
1.09 0.024 m 5.8
0.000
145.90-146.99 16.74 0.54
0.24
0.006 2.05 0.048
3.9
0.000
156.54-156.95 16.04 0.57
0.28
0.010
1.21
0.036 s 4.0
0.001
175.80-177.00 14.58 0.50
0.02
0.002 0.53 0.012
6.0
0.000
194.09-194.50 16.29 0.86
0.02
0.004 0.32 0.015
2.9
0.096
222.00-222.75 15.24 2.28
0.09
0.476
0.008 0.46 0.031 s 0.2
225.75-226.09 17.65 0.61
0.06
0.005
1.40 0.067 s 2.7
0.018
235.00-236.99 16.72 0.89
0.39
1.09 0.070 m 1.7 0.466
0.020
272.00-273.99 15.09 0.54
0.07
0.004 0.56 0.014
5.6
0.000
TABLE 3.1: Impulsive events used in this study
* Events with Fe charge states measured in the lowest energy range (0.08-0.13 MeV/nue)

1998
1998
1998
1998
1998
1998
1998
1998
1998
1998
1998
1999
1999
1999
1999
1999
1999
2000
2000
2000
2000
2000
2000
2000
2000
2000
2000
2000
2000
2000
2000
2000
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About two thirds of the selected events show velocity dispersion. They are marked with
(s) for single injection or (m) for multiple injections (we have treated events with
multiple injections within a few hours as one event). We also listed the increase of QFe
from the lowest available energy channel to the highest, and marked all AQ>2.5 in bold
font. The increase in <QFe> is tested with a statistical student-t test, which tests if the AQ
is significantly different from 0. The result is also listed in Table 3.1, while events
satisfying the significance value as p<0.1 are marked bold. As can be seen in Table 3.1,
all of the (admittedly few) events, for which the charge state could be obtained also in the
lowest energy range and that exhibit a clean injection signature, show a strong increase
of more than 2.5 charge units and often much higher in charge state over the entire
energy range. It is worth noting that for a few events that show a clear injection, their
charge state increase cannot be solidified, due to the lack of counting statistics in the
lowest energy channel

We were able to determine <QFe> in the extension energy range of SEPICA for 14 of the
32 impulsive events (events with asterisk in Table 3.1). Table 3.2 shows the iron charge
state at this energy, along with <QFe> at 0.36-0.54 MeV/nuc, which is the highest energy
channel available. As can be seen, half of these events exhibit a low energy charge state
Qpei < 13.5 at the lowest energy. Assuming that here the charge states are close to the
thermal equilibrium state in the source plasma we have deduced the corresponding
plasma temperatures according to the tables by Amaud and Raymond (1992). The
logarithm of the temperature is shown along with its uncertainty in column 5. Under
these assumptions the inferred temperatures range from 1.3 to 3 MK. Klecker et al. (2006)
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performed a similar study by combining the charge state data from SEPICA with the data
from CELIAS/STOF on SOHO. The STOF data extend in energy down to 0.01
MeVnucleon1. At these energies, Klecker et al. (2006) observed charge states ranging
from 11 to 13. They concluded that their lowest points are consistent with a charge
distribution in a 1.2 - 1.8 MK plasma. In the lowest SEPICA energy range we also
obtained charge states of ~11-13 for 8 of the 14 events.
Event

Year

No.

*2
*9
*10
*11
*12
*13
*14
*15
*23
*24
*25
*26
*27
*32

1998
1998
1998
1998
1999
1999
1999
1999
2000
2000
2000
2000
2000
2000

0.08-0.13
MeV/nuc

036-0.54
MeV/nuc'

Q f« 1

Q f «4

15.2441.32
15.4640.87
12.51±0.69
15.5440.55
13.39±0.95
14.41±0.56
12.3740.75
14.58±0.79
13.11±1.01
12.22i0.44
14.2±0.55
13.91iO.79
10.8140.46
11±0.53

18.94±0.99
19.6140.8
17.640.63
18.25±0.58
17.8541.38
19.22±0.84
16.62±1.06
18.32±0.89
17.87i0.74
18.04i0.61
18.05i0.68
17.87i0.76
16.79i0.76
16.56iO.78

Inferred Quantities from Low Energy Q States
Log (Tpi)
6.44i0.32
6.48i0.24
6.24iO.04
6.49i0.18
6.29i0.06
6.35iO.04
6.23iO.05
6.37iO.09
6.27iO.06
6.22iO.03
6.34iO.04
6.32iO.06
6.12i0.03
6.14i0.04

Qo

Q n«

7.24i0.69
7.43i0.53
6.34i0.13
7.50i0.45
6.51i0.30
6.84i0.21
6.31i0.14
6.9040.45
6.45i0.28
6.29i0.08
6.76i0.20
6.65i0.29
6.0940.11
6.1240.06

8.18il.22
8.2840.99
8.0040.01
8.3140.72
8.0140.05
8.0640.04
7.9940.01
8.0740.17
8.0140.04
7.9940.01
8.0540.04
8.0340.05
7.9740.10
7.9840.01

QlWr
9.9840.43
9.9940.31
9.8840.04
9.9940.18
9.9240.05
9.9540.01
9.8740.08
9.9640.03
9.9140.05
9.8640.04
9.9540.01
9.9440.03
9.5940.19
9.6440.13

Table 3.2: Impulsive events from this study with low energy charge state information.

Table 3.2 also contains inferred charge states for O, Ne, and Mg according to the tables
by Amaud and Rothenflug (1985), which will be used later in the section.
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3.2 Energy Dependent Charge States in the Impulsive events
With the extension in energy down to 0.08-0.13 MeV/nuc, we are able to further
investigate the energy dependent charge states in impulsive events found in Mobius et al.
(1999,2003).

We start the investigation of this charge state behavior in impulsive events in a case
study of four events with the best counting statistics. Figure 3.1 shows the Fe charge
states as a function of energy for these four events. The error bars represent the
uncertainty of the charge state and the width of the energy channel. To be specific, the
uncertainty of charge state includes the statistical uncertainty, to which 3% instrumental
uncertainty is added quadratically. The three data points to the right of the dotted line
represent the original energy range investigated by Mobius et al. (2003), and the point on
the left represents the extended energy channel. At 0.13-0.18 MeV/nuc, the Fe trail
crosses over Mg, Ne, and O (see Section 2) and the separation of Fe becomes impossible
at this energy, thus resulting in the energy gap shown in the figure.

As can be seen, Fe charge states increase substantially with energy over the range 0.08 0.54 MeV/nuc for all four events. Event #11 shows the least increase in <QFe>, but the
AQ is still over 2.7 charge units. Event #24 shows the largest increase, with <Qfc> = ~12
at 0.08-0.13 MeV/nuc, to ~18 at 0.36-0.54 MeV/nuc. This event will be further discussed
in Section 5. In fact, it consists of two components, with one of them showing a flat <Qf(>
at all energies. The separation of the two populations results in an even larger increase in
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Figure 3.1: Fe charge states versus energy (both linear) for four different impulsive events with good
counting statistics. The error bars along the energy axis indicate the individual energy ranges and the
ones along the vertical axis show the statistical uncertainty of the mean charge states. The data point
to the left of the dashed line has been taken from the extended energy range.

<QFe> for the other component that does show the E(Q) dependence. For event #13 and
#24, the iron charge state at the extension energy is ~ 12-15; however they do not appear
to flatten yet. Thus, these events may show an even lower QFe at lower energies.

With the 32 impulsive events we gathered over the three years, it became possible to test
the statistical significance of the increase of Fe charge states with energy that was found
in the case studies of impulsive events. Using the same statistical test, we can also see
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whether our two selection criteria, i.e., velocity dispersion feature and charge state
increase AQ >2.5, produce samples with a similar Q-E behavior.

In light of this, we adopted all charge state data points available over the three “regular”
SEPICA energy channels for both types of selection criteria, and fitted them linearly with
energy. As mentioned above, these events show a source temperature variation from 1.3
to 3 MK. To eliminate this event-to-event variation in their source temperature, and to
separately investigate the increase in charge state over energy, we have subtracted the
event mean < Q eVent> found in the survey energy range 0.18-0.43 MeV/nuc from each data
point, and QFe(E) -

< Q event>

as a function of energy is shown in Figure 3.2. The left panel

contains all data points coming from events with a clear injection signature. The right
panel shows all data points coming from events that show AQ > 2.5.

y=- 3.1416 + 11.646X R=0.89887

y= - 3.1991 + 11.771X R=0.89931

N=64 p<10

N=78 p<10'6

C
<
0

£

J
LU

a

Events show injection signature
-10

0

0.1

0.2

0.3

0.4

0.5

0.6

Events with AQ>2.5
0.1

0.2

0.3

0.4

0.5

0.6

E (Mev/nuc)
Figure 3.2: Fe Q-states in the upper 3 energy bands, shifted by QMean for each event, as a function of
energy (both linear) along with linear fits and the fit parameters. All events with a clear injection signature
are shown on the left and all events with AQ > 2.5 over the 3 energy bands on the right.
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Although there is significant scatter in the increase of charge state with energy, both
samples show a highly statistically significant increase between 0.23 and 0.45 MeV/nuc.
The statistical student t-test returns values for p <10"6, leaving no doubt about the
increase in all events in the survey. We also note that the slope and offset in both linear
fits are rather close to each other, supporting the hypothesis that both event samples
undergo a similar physical process. This justifies our inclusion of the events, for which a
clean injection is not observed but show an increase in Q with energy, into the list of
impulsive events.

3.3 Dependence o f the Ion Abundance on the Charge States
The enhancement of heavy ions and 3He abundances has always been a prominent
feature for impulsive SEP events. Since most theories and models try to explain this
enhancement by invoking resonance at the ion cyclotron frequency, and the latter is
proportional to the Q/M, it appears useful to investigate the relationship between the
charge state of the ions and the enhancement of specific ion species. In fact, Mobius et al.
(2000) found a positive trend between the mean charge state of Fe and the abundances of
heavy ions in a survey of SEP events for the first year of the ACE mission. In this work,
we examine whether such a trend persists between the abundance ratios and charge states
with a survey that only involves impulsive events. In particular, the fact that the low
energy charge states appear to reflect the temperature in the source region (Klecker et al.
2006; Kartavykh et al. 2007) may point to a potential physical connection with
abundance enhancements. Furthermore, with the charge state depending on the ion
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energy, we may expect that such a trend, if it persists at some energies, is also dependent
on energy.
Energy range for Qft: 0.18-0.43 MeV/nuc
25

20

Y - MO ♦ M1 ‘ tog(X)
Value
Error
0.54
MO
17.85
M1
2.96
1.02
R
0.37
P
0.039

V alue
M0 17.38
M1 2.90

E rro r
0.34
0.87

MO
M1
R
P

0.016

Value
16.32
1.77
0.47
0.007

Sig m a
0.1 2
0.48

£
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1

1
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Figure 33: Fe charge states in the energy range 0.18-0.43 MeV/nuc (linear) as a function of heavy ion
abundance ratios at the center energy of 0.24 MeV/nuc from ACE ULEIS (logarithmic). Left panel: Ne/O,
center panel: Mg/O, right panel: Fe/O. A logarithmic fit has been applied to each data set whose fit lines
and parameters are included.

To explore these possibilities, we first tested the data for a trend between ion abundances
and mean Fe charge states. Figure 3.3 shows the Fe charge states for all 32 events in
Table 3.1, plotted as a function of different abundance ratios. The Fe charge states are the
event means at the survey energy range of 0.18-0.43 MeV/nuc. The abundance ratios are
the event means for Ne/O (left panel), Mg/O (center panel), and Fe/O (right panel) taken
at the energy of 0.24 MeV/nuc with ACE ULEIS. Each data point shows the mean
charge state and the abundance ratio for one impulsive event with the respective
uncertainties. The abundance ratios vary by up to almost one order of magnitude for
Fe/O, however the iron charge states are confined within 10 charge states from event to
event. Therefore, the abundance ratios are shown on a logarithmic scale while the charge
states are shown on a linear scale.
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We fitted the charge states with a logarithmic fit with the abundance ratios. Although the
correlation coefficient R reached only moderate values of ~0.4 for all three abundance
ratios, the statistical t-test returned p-values of 0.039, 0.016, and 0.007. In other words,
for all three cases, the probability is less than 5% that the observed positive trend is due
to coincidence. The error of the slope of the fit is within l-o as well. Therefore, a positive
trend between higher event mean charge state and the extent of ion abundance ratio
enhancement for all three heavy ion species is strongly suggested. On the other hand, no
significant trend was found with the 3He/4He ratio in a similar analysis, for which the
corresponding p-value is 0.35, as well as an error of 44% on the slope, which is within
2-os, but beyond l-o.

We then tested if this trend persists at all energies. In this test, we separated the charge
state data into the four energy channels that had been used before. We tested the
correlation for all 32 events at the three higher energy channels, and for 14 events at the
extension energy channel, since there are only 14 charge state data points available.

Figure 3.4 shows the Fe charge states (separately for the four energy ranges used in Fig.
3.1) as a function of the Fe/O abundance ratio at 0.24 MeV/nuc. The charge state data in
each panel represent one energy channel of SEPICA, respectively. The straight lines in
Figure 3.4 indicate the logarithmic least square fit regression curves between Qfc and
Fe/O abundance ratios. The fit parameters are shown in the upper left comer of each
panel. A noticeable trend of the Fe charge states with the Fe/O ratio appears to be visible
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Figure 3.4: Fe charge states on a linear scale in four different energy ranges as a function of Fe/O at 0.24
MeV/nuc on a logarithmic scale. Selection of impulsive events are from 1997-2000 presented in Table 3.1.
The lowest energy range contains only the 14 events in Table 3.2 while the other three energy ranges
contain all 32 events in Table 3.1. The lines obtained in a least square fit are also shown.

at varying degrees in all plots, except for the highest energy range (0.36-0.54 MeV/nuc).
Here the charge states do not show any dependence on the Fe/O ratio, and the scatter in
the data points is most prevalent. The Mg/O and Ne/O ratios (Figure 3.5 & 3.6) show
similar trends with QFe to Fe/O, but with some more scatter. A similar analysis for the
3He/4He ratios (Figure 3.7) does not show any trend, except for the lowest energy range
with only 14 events.
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Figure 3.5: Fe charge states on a linear scale in four different energy ranges as a function of Mg/O at
0.24 MeV/nuc on a logarithmic scale, plotted in the same way as Figure 3.4.

The same fit is performed to quantitatively evaluate the trends between the abundance
ratio for all species and QFe at all available energy channels. We get altogether 16
logarithmic fits, showing the correlations between the abundance ratios of 3He/4He, Ne/O,
Mg/O and Fe/O and <Qfc> in 4 different energy channels. The fitting parameters are
shown in Table 3.3 with the slopes, the correlation coefficients R, and the resulting
p-values from the statistical t-test. Again, for the lowest energy range the data points are
from the 14 events in Table 3.2, for which the analysis in the extended energy range is
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Figure 3.6: Fe charge states on a linear scale in four different energy ranges as a function of Ne/O at
0.24 MeV/nuc on a logarithmic scale, plotted in the same way as Figure 3.4.

possible. The remaining three energy ranges contain information from all events in Table
3.1. In each individual energy range a few data points had to be omitted due to lack of
statistics at the specific energy channel. The last column shows the number of data points
(events) included in the fit.
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Figure 3.7: Fe charge states on a linear scale in four different energy ranges as a function of 3He/4He
at 0.38 MeV/nuc on a logarithmic scale, plotted in the same way as Figure 3.4.

Figure 3.4, 3.5 and 3.6 shows the relationship between Qpe and abundance ratios of Fe/O,
Mg/O, and Ne/O, respectively. While all the slopes of the fit at the three lower energy
channels turn out to be positive, with errors of less than 2-a, they are all consistent with
zero at 0.36-0.54 MeV/nuc. This indicates a weakening of the trend towards higher
energy and its disappearance at 0.36-0.54 MeV/nuc, which is also supported by the
behavior of the correlation coefficients. The R values are generally moderate near 0.4 for
the three lower energy channels as well, while for the 0.36-0.54 MeV/nuc energy channel
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TABLE 3.3: Slopes, correlation coefficients (R) and p-values from a t-test for the logarithmic
abundance ratios versus Fe Q-states over four different energy ranges.
0.08-0.13

14

31

28

29
fits of

it becomes substantially lower (<0.2). The statistical student t-test results show a similar
trend. If we set 10% as a threshold for significance, i.e., accepting the trend as significant
only if the probability is less than 10% that the trend may have occurred by chance, both
the 0.18-0.25 and 0.25-0.36 MeV/nuc energy channels show p substantially 0 .1 .
Significances that are moderately above 0.1 are observed at the 0.08-0.13 MeV/nuc
energy channel, but with only 14 data points available, this result is inconclusive. On the
other hand, p reaches or exceeds 50% for all three species at the 0.36-0.54 energy
channel.

Figure 3.7 shows the relationship between QFe and 3He/4He abundances. In contrast to
the gradual disappearance of the trend with energy for the heavy elements, the positive
trend between the charge states and the 3He abundance enhancement is only observed in
the extension energy channel, and none of the other three. At the extension energy

channel, we observe a positive slope of 1.8, with error within 2-a, a moderate R value of
0.48, and a p-value just under 0.1. It should be noted, however, that the limited counting
statistics at this energy channel makes the result inconclusive as well.

In summary, we find a consistent trend between the heavy ion abundance ratios and the
Fe charge state except for the highest SEPICA energy range. We note that the statistical
significance of such trend at the lowest energy is limited due to the small number of
events. The iron charge states appear to show no trend with the 3He/4He ratio, except in
the extension energy channel.

3.4. Discussion
In this work, we compiled charge states for 32 impulsive events during a three year time
span when SEPICA was fully operational. We have successfully extended the lower
energy limit of the instrumental for iron to 0.08-0.13 MeV/nuc for 14 of these events.
With the new data available, we are able to extend previous studies by Mobius et al.
(2003) and Klecker et al. (2006) to systematically examine the iron charge state behavior
in impulsive SEP events.

3.4.1 Source Condition and Stripping Model for Impulsive SEP events
The impulsive events we investigated show that iron charge states increase with energy
throughout the entire SEPICA energy range. The observation of energy dependent charge
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states has been reported in earlier, more limited, case studies; with this survey, we are
able to statistically confirm this trend for iron. Our results show that there is no clear
indication for a leveling off even at 0.18 MeV/nuc, the lowest “regular” energy channel
of the SEPICA instrument.

This reportedly increasing charge state over the range of 0.1-0.5 MeV/nuc contradicts
earlier interpretations that the observed charge states directly reflect the conditions of the
source plasma, i.e., that an observation of Qfc > 20 represents a source plasma
temperature of 10MK. Since the argument that the charge state is “frozen-in” during
interplanetary transport still holds, the observation of energy dependent charge states
points to a model in which the particles gain/lose charge according to their energy before
escaping into interplanetary space. A model consistent with this observation was
presented by Kartavykh et al. (2006, 2007). The model starts with acceleration of
particles out of a source plasma with temperatures between 1.3 and 3 MK. The particles
are then stripped in the solar corona during acceleration to higher energies, which leads
to the observed increase of charge state with energy (see also Klecker et al. 2006). No
alternative to this explanation is known at present for the observed strong increase of
charge states with energy at E < 1 MeV/nuc. Therefore, the observational data strongly
support that ions in impulsive events are accelerated at low altitudes in the corona and
undergo stripping of electrons in the dense plasma of the lower corona. The inferred
11

1 “7

1

stripping requires values of N x T d ~ 10 -1 0 s cm' where N is the local density and
Td is the escape time scale within their environment (see Kartavykh et al. 2006). Thus,
acceleration time scales in the range of ~1 to 10 s would require densities in the range of
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107to 10u cm'3, i.e., altitudes of < 0.5 Rs above the photosphere. Kartavykh et al. (2008)
also pointed out that the time scales for recombination are substantially longer than those
for stripping. Thus, it is very unlikely that the observed energy dependence of charge
state is due to a recombination process, i.e., the acceleration of ions out of a high
temperature source region, followed by recombination and stripping during the traversal
of a low temperature plasma, which would lead to energy dependent charge states that
are lower than those of the source region.

Consistent with the model, the observation in the extension energy channel of SEPICA at
-0.08-0.13 MeV/nuc may be in accordance with the source plasma condition at the Sun,
where energy dependent stripping does not play an important role at this energy. Here,
the Fe charge states fall between -11 and -15, i.e., they are much lower than what has
been previously thought as typical for impulsive events. The observation could be
translated into a source plasma temperature of -1-3 MK. It should be pointed out that the
Fe charge state observations at 0.08-0.13 MeV/nuc may still only provide an upper limit
to the temperature. In cases when SOHO STOF observations at even lower energy are
available, the observed Fe charge state from STOF falls even below the value obtained at
the lowest SEPICA energy (Klecker et al. 2006).

Evidently, these temperatures are substantially lower than those inferred from abundance
measurements in impulsive events by Reames et al. (1994), i.e., 3-5 MK. It should be
pointed out that the results from the abundance ratios must first be translated into an
inferred charge state, and then into a source temperature, while the results presented here
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provide a direct measurement of the charge state. The low source temperatures for the
energetic ions may also be contrasted with observations of EUV jets in the inferred
source regions of 3He-rich events by Pick et al. (2006). Models for such jets observed in
solar flares place their temperature at 3-8 MK (Shimojo and Shibata, 2000). This is much
higher than the temperatures indicated by the observed Fe charge states. The obvious
substantial difference may point to a separation in space and/or time of the exact location
of the jets and the source region of the energetic particles. In fact, we have found later
that the high temperature source materials may be accelerated to SEP energies in a few
cases. This will be discussed in Section 5.

3.4.2 Implications on enhancement o f abundance ratios
In section 3.3.2, we have investigated whether there is a significant trend between the
observed Fe charge states and abundance ratios in the impulsive events. We also tried to
determine whether the trend is energy dependent as the iron charge state itself. We did
find a significant trend between the mean charge state in the events and abundance ratios
of heavy ions. However, the charge states appear to show no clear trend with the 3He/4He
ratio. The difference in the trends may be consistent with findings that the 3He/4He ratio
generally does not correlate well with the heavy ion abundances except for 3He/4He
ratios smaller than 0.1 (e.g. Dwyer et al. 2001). Our full sample contains several events
with extremely high 3He/4He ratios, which do not show a further increase in charge state
and thus tend to erase any trend.
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The trend between heavy ion abundance ratio and iron charge states does appear to
decrease with increasing energy. At least, this argument holds for the three energy ranges
with the full complement of events. While there is a significant trend with a rather low
probability of coincidence at energies from 0.18 to 0.36 MeV/nuc, such trend disappears
at the highest energy channel at 0.36-0.54 MeV/nuc. All known models explain
abundance enhancements by a preferential acceleration relying on different mass per
charge ratio at the injection source and/or during acceleration. The stripping model
connects the charge states at the lower end of SEP energies to the source. Thus, it would
suggest a trend between the abundance ratios and the charge states that are close to the
source condition. Our result is consistent with such an inference from the stripping model.
Unfortunately, the results at the lowest energy, which should show this behavior most
clearly, but where only 14 events can be used, are statistically inconclusive. Conversely,
the charge state at high energies is solely determined by stripping according to the actual
ion energy, and almost does not depend on the source conditions. This process leads to
fixed mass per charge ratios for any given energy and cannot produce event-to-event
variations in selective acceleration. This agrees with the observed disappearance of the
trend at the highest energies.

However, we have found a positive slope for all of the trends, indicating that the
abundance ratio enhancement becomes stronger with a higher event mean charge state.
This is counterintuitive to the expectation. A higher iron charge state indicates a higher
source temperature, which brings the ions closer to a fully stripped condition. All fully
stripped ions would have a common charge to mass ratio Q/M=0.5, and thus would not

be preferentially accelerated relative to each other, i.e., no enhancement in abundances
would be expected at this limit.

We also observed no trend between 3He/4He and iron charge states at energies above 0.1
MeV/nuc, while the trend observed below 0.1 MeV/nuc is limited by statistics. This
points to a different selective acceleration mechanism of 3He to that of heavy ions. On
the other hand, though inconclusive, a trend still may be present between Qpe and
3He/4He in the extension energy channel. Since Qpe at this energy is expected to be a
close representation of the source temperature, the observation of a trend may imply that
the He selective acceleration in impulsive events could depend on temperature, i.e., He
enhancement may increase with source temperature.

In order to discuss this behavior in more detail, it would be of value to obtain the charge
states of O, Ne and Mg, to test if their Q/M ratios are correlated with the corresponding
abundance ratios. However, with the instrumental limits for these elements being of the
same order in total energy as that for Fe, the corresponding limits in energy/nuc are
significantly higher for these lighter elements than for Fe. Thus, for O, Ne and Mg, the
SEPICA measurements are for energies where significant stripping has occurred, and
information on the source region is lost. Therefore, we use QFe at 0.08-0.13 MeV/nuc as
a reference to deduce the plasma temperature at the source location, and then to infer the
charge state at the source location for O, Ne and Mg. Assuming that thermal equilibrium
is reached at the acceleration site for all species, we deduced the temperature using tables
for equilibrium charge states by Amaud and Raymond (1992). The result is shown in the
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5* column of Table 3.2. We note that our inferred source temperatures should be treated
as upper limits, since the SOHO STOF instrument has observed even lower Fe charge
states for some of the events, as stated before. The inferred charge states of O, Ne and
Mg are listed in the last 3 columns of Table 3.2, using the same table from Amaud and
Raymond (1992). We note that there are more than one paper discussing the charge
state-temperature relationship, however, the reference used here(Amaud and Raymond
(1992)) agrees the more recent compilation by Mazzotta et al. (1998) to much better than
1%, and both groups have included the same set o f physical effects in their modeling.

It is obvious that the inferred charge states of Ne and Mg do not vary much for all 14
events. For Ne, all the ion charge states are at ~8, with Q/M=0.4 and for Mg all the
charge states are at ~10, with Q/M=0.42. This is due to the depletion of the L shell for
these atoms at the inferred temperature, and it would require a source environment with
much higher temperature to reach a higher equilibrium charge state. For O, however, the
equilibrium charge state already reached beyond 6, i.e., the electrons in the K shell are
being stripped in the source plasma. Thus, the inferred Oxygen charge state varies for
these events. The highest inferred value for Qo is 7.50, with Q/M=0.47. The lowest one
is 6.12, with Q/M=0.38. On the other hand, the observed values for Q fc go as high as
15.5, with Q/M=0.28, and as low as 11, with Q/M=0.2.
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Figure 3.8: Q/M ratios for O, Ne, Mg, and Fe as inferred from the Fe Q-states in the lowest energy range
assuming ionization equilibrium according to Amaud & Rothenflug (1985) and Amaud & Raymond (1992)
as a function of Fe Q-states. The Q/M ratios for Ne and O and the respective ratio for Ne over O are shown
in the left panel. The same information is shown for Mg in the center panel and for Fe in the right panel, all
ratios based on O.

These Q/M relationships are also obvious in Figure 3.8, where we plotted Q/M of each
species as a function of the inferred source plasma temperature between 1 and 3 MK.
Since all ion abundance ratios are shown relative to the abundance of Oxygen, we also
calculated the ratios between Q/M of Ne, Mg and Fe and Q/M of Oxygen, respectively.
As can be seen, Q/M of both Mg and Ne crossed that of O at approximately 1.8 and 2
MK respectively, where the ratios approach 1. Q/M of Fe is always substantially smaller
than that of O, and the ratio between their Q/M is approximately 0.5. If we look at the
trend of the Q/M ratios, the Q/M ratios between Mg and Ne to O is decreasing with
temperature, while the Q/M ratio between Fe and O increases with temperature.

Since Q/M is thought to be the main control parameter for preferential acceleration, these
results are puzzling. In impulsive events, the abundance of Fe is always strongly
enhanced over O. Even the recent findings of ultra-heavy ion abundance enhancement
(Mason et al. 2004) point into the same direction, i.e., that the abundance enhancement
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increases with M/Q. Our composition data also show that Ne and Mg are clearly
enhanced over O along with Fe, at least for the 14 impulsive events, for which QFe in the
extension energy range is available. On the other hand, the trend for
and

suggest that Mg/O and Ne/O enhancements should show the opposite trend

to that of Fe/O, as a function of the source plasma temperature.

To further discuss these results about the relationship between Q/M and abundance ratio
enhancements, we will take a brief look at the current models of selective acceleration.

Many models adopt a wave-particle resonance as the mechanism of selective acceleration.
Miller (1998), Miller et al. (1993a, b), and Miller and Vinas (1993) have developed a
model that involves electromagnetic ion cyclotron waves and shear Alfven waves in the
solar plasma, assuming a plasma temperature at 3 MK (Miller, 1998). The excited shear
Alfven waves are still a broad spectrum, which reaches up to the cyclotron frequencies of
the preferentially accelerated species of Ne, Mg, and Fe ions at charge states that
correspond to 3MK, assuming equilibrium is reached. Hence, these ion species can be
preferentially accelerated. On the other hand, C, N and O ions are in charge states whose
cyclotron frequencies are outside the resonance range, and thus they are not effectively
accelerated. The major argument is that, for C, N, and O, the Q/M at 3 MK is relatively
close to 0.5, while the Q/M value for Ne, Mg, and Fe is substantially lower. Among these
species, Fe has the lowest Q/M and hence the lowest ion cyclotron frequency. It lies
close to the waves with the highest growth rate and thus undergoes the strongest
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preferential acceleration of all the species. Mg and Ne would undergo a moderate
preferential acceleration, and thus are still enhanced over O. This argument implies that,
as the charge states of the heavy ions increase and Q/M approaches 0.5, their cyclotron
frequencies shift to regions with a lower growth rate. This would predict a negative trend
between the abundance ratio enhancement and Fe charge states. The model by Temerin
and Roth (1992) also predicts a negative trend between the abundance ratio enhancement
and charge states. They use electromagnetic ion cyclotron waves to describe the ion
enhancements. Their model suggests that ions with a Q/M near 0.5 will not be
preferentially heated, while ions with Q/M below 0.5 will be preferentially accelerated.
With their argument, the prediction is similar, that the ions with higher charge states
should show a smaller enhancement. Both models suggest the opposite trend to our
observations.

Models that invoke rigidity dependent preferential acceleration and escape from the
acceleration region, such as those discussed by Mobius et al. (1982) and by Ellison and
Ramaty (1984), appear to qualitatively agree with the results in this study. These models
propose enhancements that are dependent on the rigidity of the ions, which is
proportional to M/Q. The higher the rigidity of the ions the harder it is for them to escape
from magnetic constraint in the acceleration region. Thus, they are accelerated for a
longer time, which results in an enhancement for specific species. Since, M/Q of Fe
increases slower than that of O with temperature, a higher source temperature (higher QFe)
will result in more efficient preferential acceleration of Fe over 0. This appears indeed to
be consistent with the result of a positive trend between the Fe/O ratio and the iron
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charge state. However, as pointed out above, opposite to Fe, the M/Q ratios of Ne and
Mg over O increase with temperature. This would again predict that the abundance ratios
of Ne/O and Mg/O should decrease with increasing source temperature. In addition, the
rigidity dependent models predict significant enhancements of selected species only at
higher energies, because only at these energies the escape from the acceleration region
becomes possible. In our result, however, the trend between charge states and abundance
ratio enhancement actually disappears at higher energies

In summary, none of the selective acceleration models thus far seems to agree with the
observed trend between abundance ratios and charge states, particularly at low energies.
While these observations appear to be consistent in general with a mass per charge
dependent selection mechanism at low energies where the injection occurs, and
subsequent stripping, quantitative predictions of these disagree with the observed trends.
It appears that some additional feature would be required to explain our results.

As a

speculative example, it could be argued that the degree of Fe/O enhancement is related to
the coronal height of the acceleration event. Such a behavior might be caused by
gravitational settling, as, for example, discussed for Fe-rich events by Gloeckler et al.
(1975).

In that case, high Fe/O events would originate at lower coronal heights, and

would therefore also show more stripping that could yield trends of the type we see.
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Section 4: The Influence o f Adiabatic
Deceleration on QFe at SEPICA Energies

The energy dependent charge states observed in the impulsive events have been modeled
in the framework of a so-called charge-consistent acceleration model (Kocharov et al.
2000; Kartavykh et al. 2006). As discussed in the introduction and in the previous section,
energetic particles from impulsive events are accelerated in the low corona by solar flares.
Unlike energetic particles from gradual events, which are accelerated in interplanetary
space, those from impulsive events travel through the dense plasma of the solar corona,
and then undergo an electron stripping/recombination process. The effect on the charge
state is dependent on the particle energy, i.e., for the same plasma column density,
particles with higher energies are more effectively stripped of electrons. Thus, in
impulsive events, particle charge states are energy dependent. Kocharov et al. (2000)
have investigated this problem and theoretically modeled the relationship between iron
charge state and particle energy, assuming that the particles have reached equilibrium in
the stripping/recombination process in the lower corona of the flare site. However, based
on a larger sample of impulsive events that show variations in the energy dependence of
the observed charge states (Mobius et al. 2003), it seems too simplistic to assume that
every impulsive event particle reached the equilibrium charge states. In these events,
charge states are elevated by >3 charge states from -0.2 to -0.5 MeV/nuc, with QFe> 16
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for all events at 0.36-0.54 MeV/nuc. This is higher than what the equilibrium model
predicts in this energy range.

Based upon Kocharov’s work, Kartavykh et al. (2006) developed a more sophisticated
model. This model considers the acceleration, stripping and transport of the particles
from the origin of impulsive events at the Sun to their in-situ observation. Thus, the
model emphasizes three sets of parameters that directly constrain the observed charge
state at a given energy: the original temperature of the plasma out of which particles are
accelerated, which determines the “original” charge state of the particles; the column
density and the escape time of the particles from the solar corona where they are being
stripped, which determine how close the charge states can be to equilibrium; and the
adiabatic deceleration during the particle transport in interplanetary space, which will
affect the particles’ energy after the charge states are frozen-in.

DiFabio et al. (2008) systematically studied 32 impulsive events. Among others, they
confirmed that the charge states in impulsive events are dependent on energy, as is
described in Kartavykh’s model. This has been discussed in the previous section. This
section will discuss how adiabatic deceleration affects the energy of particles, and thus
the observed iron charge state as a function of energy of the SEPICA range.
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4.1 Constraints in Modeling the Energy Dependent Charge State in
Impulsive Events
Starting in the 1990s, Ostryakov et al. have been modeling the variation of ion charge
state during their transport in the dense plasma of solar corona (Ostryakov et al. 1999,
and references therein). They found that particles would undergo a combined
stripping/recombination process in such a plasma and could eventually reach equilibrium
charge states. Kocharov et al. (2000) modeled the equilibrium charge states of iron as a
function of energy in the solar corona for different plasma temperatures of the source
population, as shown in Figure 4.1. The original plasma temperature is the only variable
for equilibrium charge states at a given energy.
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Figure 4.1: Equilibrium charge states of iron as a function of particle energy at different source
plasma temperatures (Kocharov, et al. 2000).
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However, whether the particles will reach this equilibrium charge state depends very
much on how long the particles stay in the lower corona before they escape. This is
represented by To *n, in which To is the diffusion time and is proportional to the escape
time, and n is the electron number density (Ostryakov et al. 2000). In an intuitive way,
this could be understood as the column density of matter encountered by the particles
before they escape into interplanetary space. Thus, Kartavykh et al. (2006) developed a
more advanced model that uses To *n as a parameter that controls the Q-E dependence,
rather than simply assuming that equilibrium is reached. Figure 4.2 shows this simulation
for three different values of To *n in comparison to the equilibrium model, assuming a
source temperature of 2*106K.
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Figure 4.2: Non-equilibrium model in comparison with the equilibrium model (solid line) of the
charge state dependence on energy at a plasma temperature of 2MK for three different sets of TD*n
(5*10n s cm'3, dashed curve; 10 s cm ', dashed-dotted curve; 2*1012 s cm'3, dotted curve). The
observations from SEPICA on 1998 Sep 9 and 1999 Jul 20, including the extension energy range of
SEPICA, are also shown. (Kartavykh et al. 2006)
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As shown in Figure 4.2, the equilibrium model predicts charge states QFe=16 that are
constant over the SEPICA energy range. This is substantially different from the SEPICA
observations, where both events show a strong Q-E dependence, with charge states much
higher than 16 above 0.3 MeV/nuc. The non-equilibrium model indeed predicts a Q-E
dependence at the SEPICA energies, but similar to the equilibrium model, much lower
charge states than observed. In fact, the non-equilibrium model predicts even lower
charge states and a substantial increase only at higher energies than the equilibrium
model.

Apparently, the non-equilibrium model may still be too simplistic. It may have correctly
described the formation of ionic charge states in the vicinity o f the Sun. However, the
transport in interplanetary space of the particles is not taken into consideration at this
point. In interplanetary space, the charge states are usually considered ffozen-in.
However, the kinetic energy of particles may decrease due to adiabatic deceleration, and
therefore affect the Q-E dependence in a given energy range, e.g., the SEPICA energy
range.

Adiabatic deceleration was first proposed by Singer et al. (1962), who treated cosmic
rays as a “suprathermal gas”. The adiabatic deceleration works analogous to the adiabatic
cooling of a cosmic ray gas in the expansion of the “magnetized solar wind plasma”, due
to the reduction of the magnetic field with distance from the Sun. The cooling will
decrease the particles’ kinetic energy and is thus called a deceleration. For SEP events,
especially in the SEPICA energy range of -0.1-1 MeV/nuc, particles are slower and they
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have a smaller scattering mean free path. They spend a significant amount of time close
to the Sun, where adiabatic deceleration is strong, and thus they lose a substantial amount
of energy during the process (Kartavykh et al. 2005). Therefore, Kartavykh et al. (2005)
introduced this as another important process to be considered in the model, which leads
to a third parameter that controls the Q-E dependence. Due to adiabatic deceleration, the
model curves are moved towards lower energies. Model curves for a fixed temperature
and TD*n, but with varying amounts of adiabatic deceleration are shown in Figure 4.3.
The mean-free-path of diffusion parallel to the magnetic field indicates the strength of
the effect (details will be discussed in the next section). It should be noted that Kartavykh
et al. used radial mean-free-path in their annotation. The relation between radial
mean-free-path and parallel mean-free-path can be described as:
Ar = A||COS2 0

(4.1)

where 0 is the angle between the radial direction and the Archimedean (Parker) spiral
direction at 1 AU.
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Figure 4.3: Non-equilibrium model curves that include the effect of adiabatic deceleration.
Parameters are T=3.16MK, TD*n = 1012 s cm'3. The three model curves represent different strengths
of adiabatic deceleration, indicated by the length of the radial mean free path (0.5 AU, dashed curve;
0.2 AU, dashed-dotted curve; 0.1 AU, dotted curve) (Kartavykh et al. 2006).
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Kartavykh et al. (2005,2006) successfully fitted the above model for two of the events
studied by Mobius et al. (2003), the one on 1998 DOY 252-253 and the other on 1999
DOY 184-186. Figure 4.4 shows the model of the event on 1999 DOY 184-186. At the
time of this comparison, the method to analyze the data from the extended energy
channel of SEPICA was not yet developed. Thus, only the data points from the three
“regular” energy channels were used in the comparison. This event is consistent with a
starting plasma temperature of 1.58 MK, with the product of the coronal density and
diffusion time of 1012 s cm'3, and a radial mean free path of 0.1 AU during transport.
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Figure 4.4: Model fit in comparison with observations of the event on 1999 DOY 184-186. The
dashed line represents the Q-E injection spectrum in the vicinity of the Sun, and the solid line
represents the actual model curve after transport and adiabatic deceleration. (Kartavykh, et al. 2006)
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4.2 Adiabatic Deceleration and Related Variation o f Qfb(E) in the
SEPICA Energy Range
Altogether, three different physical processes, represented by three sets of parameters
control the formation of the charge states of an impulsive event. These include the initial
plasma temperature, which controls the “original” charge state at the flare site, the
coronal density times the diffusion time, which controls the strength of the “stripping”
effect in the solar corona, and the parallel mean-free-path in interplanetary space, which
controls the strength of adiabatic deceleration and the energy loss during interplanetary
transport.

However, in the regular energy range of SEPICA (0.18-0.43 MeV/nuc), it appears that
the main physical process that controls the Q(E) behavior is adiabatic deceleration. As
can be seen in Figure 4.1 and 4.2, at the energies where the charge state is sharply rising,
the model curves of all plasma temperatures are overlapping with each other, i.e., the
particle charge state can be independent of the initial plasma temperature when the
charge states show a strong energy dependence. As can be seen in Figure 4.2, a variation
in To*n mainly affects the model curve at energies of above 1MeV/nuc. Therefore, in the
SEPICA energy range, the strength of adiabatic deceleration becomes the dominating
control parameter of the Q-E relationship. The major visible effect of adiabatic
deceleration is a shift of the model curve towards lower energies because all particles
lose energy. Thus, the high charge states that are predicted at higher energies can now be
found in the SEPICA energy range, i.e., at ~0.1-0.5 MeV/nuc. In general, the stronger the
adiabatic deceleration, the farther the model curve moves towards lower energies. As is
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illustrated in Figure 4.5, a shift of the model Q(E) curve to lower energies translates into
an increase of Qmean in the SEPICA energy range. Therefore, we investigated the 32
impulsive events discussed in DiFabio et al. (2008), in search for a relationship between
their mean charge state and the strength of adiabatic deceleration.

SEPICA
Energy Range

Increase
in QiVfean

E
Figure 4.5: The effect of adiabatic deceleration in the particle energy can be translated into an
increase of Qmean in the SEPICA energy range.

The parallel mean-free path can be used as the key parameter to describe the strength of
adiabatic deceleration. In the focused transport model by Ruffolo (1995), the strength of
adiabatic deceleration is inversely related to the diffusion coefficient. Furthermore, the
diffusion coefficient is proportional to the mean-free-path of diffusion parallel to the
magnetic field, along which the particles are transported:
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D = i VA„

(4.2)

where v is the particle velocity and X|| is the parallel mean free path. The shorter the mean
free path, the more the particles are scattered. Thus, the particles are more efficiently
coupled to the expansion of the plasma, and more energy is lost in the adiabatic
expansion.

Kartavykh et al. (2005,2006) used a Monte Carlo method to solve the focused transport
equation in Ruffolo (1995) and get the mean-free-path. They fitted both the temporal and
anisotropy profile using the length of the radial mean free path as a fitting parameter and
further used the fitted value of A*to compare the non-equilibrium charge state model with
the observed charge states in two case studies, as shown in Figure 4.2 and 4.3. In this
study, we try to calculate the mean-free-path independently using the temporal profile of
the events only and compare it with the Qfc data of the 32 impulsive events in our survey.
Therefore, we adopted a simplified model by Reid (1964), which uses the so-called
Reid-Axford profile to describe the temporal evolution of the flux of an event with a
single short injection at t=0:
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where U is the particle flux as a function of time t; N is the original number of particles
injected into the event; S is the distance of the path from the original injection site, i.e.,
the Sun, which is calculated as the length of the Archimedean spiral with the event
average solar wind speed; q is the loss rate of the particles, which is independent of t and
considered constant over the event. With S calculated from the solar wind speed, we
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could fit U(t) with D, N and q as free parameters. Combined with equation 4.2, we could
calculate Xy from the fitted value of D.
Since the Reid-Axford profile is a simplified model, we further normalize our results to
compare with results by Kartavykh et al., using equation 4.1:
A,.=A||Cos20

(4.1)

0, which is the angle between the radial direction and the Archimedean spiral direction at
1 AU, can be calculated from the solar wind speed. Here, we use the event averaged solar
wind speed as an estimate.

It should also be noted that particles with higher charge states have smaller rigidity and
gyroradius, and thus generally have smaller spatial diffusion coefficients. Since the
particle influence according to the Reid-Axford profile is inversely proportional to the
diffusion coefficient, our transport model enhances the high charge state particles.
However, a preliminary calculation shows that such an effect will result in an increase in
the average charge state by less than one, and should therefore have a small effect on our
results.

We used ACE EPAM level 2 4He data to fit the temporal profile of all 32 events. We
chose the 0.389-1.28 MeV/nuc energy channel because it has a similar rigidity to that of
iron at the SEPICA energies. We could successfully fit the data for 18 of the 32
impulsive events. These events have good counting statistics and also show a clean
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single injection of He, which reflects the condition that the Reid-Axnord profile can be
applied. An example of the fit is shown in Figure 4.6
10.00
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Figure 4.6: Fit of the Reid-Axford profile with the corresponding A*for the impulsive event on 1998
DOY 136-137.

Although, the model by Reid just provides a rough estimate of the complex conditions in
the solar environment, we obtained similar results for the two events that were studied in
detail in Kartavykh et al. (2006). For the event 1998 DOY 252.01-253.99, Kartavykh’s
result is ^=0.3 AU, while we obtain the same ^=0.3 AU. For the event of 2000 DOY
122.25-122.99, Kartavykh’s result is >*=0.8 AU while our result is >*=0.85 AU.
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Using this result, we could test whether there is a trend between the observed charge
states and the strength of adiabatic deceleration. In Figure 4.7, the fitted value of A* is
compared with the corresponding event average QFe in the regular SEPICA energy range
of 0.18-0.43 MeV/nuc.
18 events with analyzable mean free path
20
R=0.5103 N=18p=0.0287
18
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Figure 4.7: Mean QFe plotted as a function of the fitted radial mean-free-path values. The blue dots
represent the 18 impulsive events; the red dots represent the results for two events reported in
Kartarvykh et al. (2006). A linear trend between QFeand A, is found, represented by the constraining
dotted red lines. The significance p of the fit is 0.0287.

We performed a linear fit with the values of the radial mean-free-path and the event
mean charge states. A trend between the two is found, showing that the mean charge
states in the impulsive event sample decrease for increasing mean free path values, i.e.,
the strength of adiabatic deceleration decreases. This trend is confirmed by the result of a
student-t test with p<5%. This result is consistent with the suggestion that the adiabatic
deceleration will cause an elevation in the mean charge state in the SEPICA energy range.
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Therefore, we conclude that the effect of adiabatic deceleration on the impulsive events
is most likely the main cause for the higher than expected Qfc and the observed
variations of the mean QFe in the SEPICA energy range.

We also expect to extend such a study to the more sophisticated treatment by Kartavykh
et al. (2007) in the future, with the acquirement of anisotropy observations with higher
time resolution and better statistics.
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Section 5: SEP Events with
High Iron Charge States

The observation of energy dependent charge state, especially at energies of <0.1
MeV/nuc has shown that the high average charge state observed in impulsive SEP events
does not necessarily reflect a high temperature source. However, at solar wind energies,
charge state distributions with a significant portion of QFe>16 have frequently been
observed (Galvin, et al. 1987; Lepri, et al. 2004). UV emissions of Fe1?+ in CME related
events is also reported from SOHO UVCS (Ciaravella et al. 2002). These observations
point to widespread presence of a high temperature source plasma. High QFe is often
observed in CME related solar wind and has been shown as connected with active
regions on the Sun, which are the producers of SEP events. Consequently, such high
charge states that are found in the solar wind should at least sometimes be accelerated to
SEP energies. In this case, they should be observed over the entire energy range of SEP
events, and not just at higher energies. However, so far no observations of SEP events
with high charge states have been reported that can be traced to a high temperature
source. Both impulsive and gradual events appear to originate from a normal coronal
source. Up to now, Fe charge state data at very low SEP energies, e.g., <0.1 Mev/nuc,
has been very sparse. Therefore, Klecker et al. (2009) have surveyed data of SOHO
STOF and ACE SWICS over the time period 2001-2004 for high Fe charge states in the
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solar wind and at suprathermal energies. Indeed, they did find occasional correlations of
highly charged Fe between solar wind and SEP events. However, their sample is rather
limited due to the relatively low sensitivity of the STOF sensor.

In this study, we present a systematic survey of iron charge states at the low energy end
of the SEP energy range with ACE SEPICA and STOF. We search for events with
Qfc> 14 even at this energy, and study the physical conditions under which these events
are observed. The survey is carried out over the entire 3-year time period from late 1997
to 2000, whenever the SEPICA instrument was fully functional.

5.1 Selection Criterion for High QFe
Using ACE SEPICA and SOHO STOF, we have carried out a survey of the iron charge
states to see whether highly charged source material is being accelerated to SEP energies.
Especially, we looked for events with high QFe values even at the lowest SEP energies.
We started from a full set of SEP events observed by SEPICA during its operational time
period from late October 1997 through 2000, using the list of 89 events in Popecki et al.
(2011) as our initial pool of events. These events are defined by intensity increases as
observed by SEPICA in its core energy range 0.22 —0.33 Mev/nuc. The study by
Popecki et al. (2011) concentrates on larger CME related events and evaluates how far
these events can be described with a single temperature source. Here, we use this list to
select events that show high charge states throughout the entire SEPICA energy range,
and even down to suprathermal energies if SOHO STOF data are available.
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QFe=14 appears to reflect a dividing line between iron charge states related to either
gradual events or impulsive events (Klecker, 2007). We used this value as a selection
criterion when searching for the high Qpe events and required that all qualifying events
show QFe at least within a l-o uncertainty of 14 (referred to as “the criterion” for
simplification purposes in the following) throughout SEPICA and STOF energy ranges.

„
Year Time Period
Ev. --------------------------#
DOY

1*

1997 311.17-314.00

2

1998 101.90-102.80

3

1998 124.25-125.09

4

1998 149.75-151.00

5

1998 158.25-160.50

6

1998 252.01-253.99

7*

2000 145.05-145.90

8

2000 167.00-167.75
2000

2 0 2 . 1- 204.0

SEPICA
0.18-0.54
Mev/n

0.086 0.13
Mev/n

0 .1 8 0.25
Mev/n

0 .2 5 0.36
Mev/n

15.56
±0.51
16.60
±0.70
14.14
±0.45
17.53
±0.67
15.39
±0.97
17.61
±0.61
17.85
±0.68
17.15
±0.77

14.71
±0.47
15.80
±1.05
15.24
±1.32
14.43
±0.67
15.46
±0.87
14.72
±0.53
14.77
±0.78

14.16
±0.63
15.70
±1.10
14.08
±0.48
17.06
±0.82
14.29
±1.74
16.48
±0.64
17.33
±0.85
16.53
±0.93

15.47
±0.88
15.52
±1.28
13.73
±0.50
16.80
±0.91
14.66
±1.96
18.36
±0.81
17.17
±0.72
17.36
±1.30

15.32
0.42

- . 0.53

±

14.20

15.78
74

15.63
0.74

±

0 .3 6 - STOF
0.54
10-100
Mev/n kev/n

16.99
±1.21
18.09
±1.08
14.80
±0.57
18.94
±0.99
16.33
±1.37
19.61
±0.80
18.82
±0.80
18.42
±1.45

13.8
±0.5
15.1
±1.1

18.54
0.71

12.7
± 0.8

-

13.5
±0.5
13.8
±1.8

16.66
14.54
15.87
16.34
20.27 14.7
±0.69
±0.76
±1.09
±1.11
±1.52
±0.5
Table 5.1: List of events with high Fe charge states (Qf<>14) throughout the SEPICA and STOF
energy range. Events with multiple charge state populations are marked with *, For the SEPICA
columns, only the charge state data from the high Qfccomponent are shown. For event 1, data from
the high-resolution fan of SEPICA were available and used here.
9*

2000 262.05-262.25

Table 5.1 lists all events in the survey that match our selection criteria. It shows the
integration time of each event along with their charge state data of SEPICA and STOF.
Three of the events are marked with an asterisk. They are events with multiple source
populations and, for the SEPICA columns, only the component with consistent Qpe>14
over the entire energy range used is shown for each event. It should be noted that we
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checked the start and stop time for all events and refined them if necessary, utilizing
ULEIS flux spectra, which features a larger geometric factor than SEPICA and thus
provides the detailed time history for smaller SEP events.

In the following, we present the detailed selection process for these high Qfc events, and
the analysis based on which we isolated the high Q fccomponent in the events with
multiple populations.

5.2 Selection o f High QFe Events with a single source population
To select events with high Qfcover the entire energy range of SEPICA and STOF, we
examined the charge state data of the 89 SEP events. SEPICA directly measures the
charge state of SEP events. It also has a large geometric factor that makes it sensitive to
small SEP events, which could not be studied for their ionic charge states before. Data
from SEPICA are used as our main source of the charge state in SEP events.

Because of the strong energy dependence of the charge states found in impulsive events,
the charge state may decrease towards even lower energies. To provide compelling
evidence for the observation of high QFe source material, we have extended our coverage
of charge states towards the extended SEPICA energy channel of 0.08-0.13 MeV/nuc, or
even lower into suprathermal energies with SOHO STOF. However, analyzing data for
the extended energy range of SEPICA is more challenging, and thus this extension is not
always possible. Due to poor counting statistics and instrument background for larger
SEP events, STOF data, which serve as the sole source of suprathermal charge states, are
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not always available. Therefore, we require that the high Qfc events must have data
available at either the SEPICA extended energy channel of 0.08-0.13 MeV/nuc (as used
by DiFabio et al. 2008) or the STOF energy range of 0.01-0.1 MeV/nuc, and the charge
state data must still satisfy the criterion. We also note that the SEPs may come from a
different flux tube than the locally observed solar wind population, and therefore, for
impulsive events, the solar wind charge states may be unrelated to the SEP charge states.
Thus, although the solar wind charge states will be discussed for many events in the next
section, it is not included as part of the selection process.

We started by compiling the data for all of the 89 SEP events from the regular SEPICA
energy channels (0.18-0.25 Mev/nuc, 0.25-0.36 Mev/nuc and 0.36-0.54 Mev/nuc), as
defined in DiFabio et al. (2008). 35 events out of 89 events satisfied the criterion for all
three regular channels. 11 of these events show multiple populations in the ULEIS
1/velocity spectrogram, and we leave these events with multiple components for section
3.2. The data for the lower energy ranges require a more sophisticated analysis and much
better counting statistics. Thus, only the 24 events that are left are further analyzed for
their Q fcin the extended energy range of SEPICA and SOHO STOF.

As mentioned above, we require a qualifying event to have data analyzable in either
SEPICA extended energy channel or SOHO STOF, and to meet the selection criterion
whenever data are available. For the SEPICA extended energy channel, we can obtain
QFe for 17 of the 24 events. 11 of these events do not meet the criterion and are therefore
eliminated. For 6 of the events, Qfccan be analyzed and meets criterion.

We then compiled the SOHO STOF data for both the 6 events that show QFe>14 in the
SEPICA extended energy channel, and the 7 events for which QFe cannot be analyzed.
STOF data are available for four of these events, three of which also have data
analyzable in the SEPICA extended energy channel. However, the event on 2000 DOY
202.1-204 (marked grey in Table 5.1) shows QFe substantially lower than 14 in the STOF
energy range. Although it does pass the criterion even in the extended energy range of
SEPICA, it is eliminated for not meeting the criterion in the STOF energy range.

In the end, for 18 out of the 24 events, data are available in either or both the extended
SEPICA energy range and the SOHO STOF energy range. Six of them show QFe to be at
least within 1-ctof 14 for all available energy channels. Thus they are selected as our
high QFe candidate events (event#2, 3,4, 5, 6, 8 in Table 5.1).

It is worth noting that DiFabio et al. (2008) investigated 33 impulsive events, 14 of
which with QFe determination in the extended energy channel. Six of these events show
QFe>14 at this energy in that study. However, only two of them are associated with a
single injection and are selected for our study (event #4, #6) at this point. The other four
show multiple injections and will be discussed in section 5.3.

5.3 Event selection based on QFe distributions with multiple source
populations
In the process of selecting SEP events with high QFe, we noticed some events that appear
to have multiple source populations, or show more than one peak in their charge state
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distributions. While in these events the mean values of QFe may not meet our selection
criteria, it is not a meaningful quantity for these events. One of the components may still
satisfy the criteria used above. Often, these multiple population events consist of three or
more injections of small impulsive events in short succession, making a reliable
separation attempt impossible. For example, in section 3.1 we mentioned that three
events investigated in DiFabio et al. (2008) that show Qf<>14 in the extended energy
range show multiple injections. In fact, two of them consist o f three different injections
each, and the components are essentially inseparable due to lack of counting statistics.

However, there are events with only two source populations, with at least one of them
being a larger event and thus having very good counting statistics. In such cases, the
double structure is clearly visible in the charge state distribution, thus making the
separation of the two populations possible. This includes the event on 2000 DOY 145
(DiFabio et al. 2008), for which also simultaneous STOF iron charge state data are
available. Altogether, we identified three analyzable events with multiple populations.
The high QFe component of these events satisfies the Qfc> 14 criterion, and thus they are
included in our list as event #1, #8, and #11.

For event #1, the high resolution fan of SEPICA was still available, which allows a
superior separation of neighboring charge state distributions. Therefore, we adopted a
straightforward separation method, based on a least chi-square fit with a double Gaussian.
For the other two events, only the low resolution fans are available. A more sophisticated
method, making use of maximum-likelihood fitting with prior knowledge of the
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distribution of one component has to be applied. In the following, we introduce these two
methods in detail.

Event #1 has been studied previously (Mobius et al. 1999; Mason et al. 1999) and is
already described as a multiple source population event. It is related to two consecutive
shocks (Mason et al. 1999), but there is no obvious gap in the SEPICA fluxes between
the two consecutive events. In their charge state study, Mdbius et al. (1999) reported a
high charge state “tail” in the Qfcdistribution that extends up to Q ~20. In this paper, we
re-analyze the data from this event and perform a more detailed study of the Qfc
distribution in an attempt to separate the two populations.

For this event, we assume that the charge state distribution of each individual population
can be represented by a single Gaussian distribution. Thus, we fit the observed
distribution with the linear combination of two Gaussians. The high-resolution fan (fan 1)
data are used. This particular SEPICA fan has a collimator with higher angular resolution
and thus provides a charge resolution AQ/Q = 10-15% (FWHM). With such a high
resolution, in principle, even single charge states can be separated from each other up to
Q ~ 8, if counting statistics permit. As a consequence, events with a more complex
charge state distribution should be resolved more easily. Due to a failure o f the gas
control valve for the proportional counter, this fan stopped working after January 1998,
i.e., very early in the ACE mission. Thus, this method can only be applied to event #1,
for which at all of the energy channels the charge state distribution can be well
approximated by two Gaussians.
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Figure 5.1 shows histograms of the charge state distributions in the four energy channels
for this event along with double Gaussian fits. The lowest energy channel is shown in the
upper left panel and the highest one in the lower right. The upper left panel shows the
iron charge state of the extended energy channel after subtracting the N contribution
according to DiFabio et al. (2008). The distributions at this energy consist of a major
“peak” at QFe = -10-13 and a “tail” that extends to beyond QFe = -16. Taking the major
peak as component #1 and the tail as #2, we fitted each distribution with a Gaussian
using a chi-square minimization technique. Assuming that each “component” has been
accelerated from one distinct source population, we required that the width of each
component remains reasonably constant at all four energy channels. Figure 5.1 includes
the result of this fit. The dotted lines represent the combined double-Gaussian function,
while the solid lines represent the two single Gaussian peaks for the two source
populations (1 & 2). The mean QFe of the major “peak” (#1) increases from -9 to ~13
over the four energy channels. For peak #2, however, QFe > 14 is consistently observed
in each SEPICA energy channel.

As a consistency check for the separation of the Fe charge state distribution into two
components, we tested whether the resulting ion populations represent the fluxes of
reasonable SEP event energy spectra. The fluxes are calculated directly from the integral
of the individual fit curves in Figure 5.1, which represent the counts recorded by the
instrument. For the extended energy range, the flux is normalized by a factor of 2 (see
section 2.1.2). The deduced fluxes for each component of the distribution are shown as a
function of energy per nucleon in Figure 5.2, along with power law fit lines. Both appear
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Figure 5.1: Charge state distributions of iron in the four SEPICA energy channels for the 1997, DOY
311-314 event. Solid lines represent the fitted distribution of the two separated populations. The peak
position represents the mean QFe of each component. Dotted lines indicate the sum of the two fitted
peaks, which resembles closely the observed distribution.

to agree reasonably well with a power law representation. The slopes of the power law
fits for the two components are different, further indicating that they probably come from
different sources.

For event #7 and #9, data are only available from the low-resolution fans. Thus the
identification of high Qfcevents becomes more challenging for these events. Therefore, a
more sophisticated method, i.e., maximum likelihood fitting, is used to separate the two
components. The method employs a presumed model to fit the data, and the “likelihood”
is calculated for different sets of free fitting parameters. The likelihood function is related
to the probability that the model represents the observed distribution. The best fit
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requires that the likelihood function reaches a maximum, hence the name of the method
(for more details of Maximum Likelihood Method, see section 2.4).
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Figure 5.2: Normalized differential flux spectra for the 2 separated source populations obtained for
the 1997 DOY 311-314 event. The blue points are for peak #1, and the red points are for peak #2
(High Qfc component). Power law fit lines to the fluxes are given for both populations.

The most critical part of the maximum likelihood method is to apply a physically
reasonable model that well represents the nature of the event, while also being
comparatively simple to limit the number of free parameters. Thus, we looked at
temporal evolution of the intensity and of the charge states of the two events more
carefully, to get a better understanding of the nature of these events. Figure 5.3 shows the
temporal evolution of the flux and charge states for Event #7 (2000 DOY 145.05-145.9).
This event has been studied as one event with multiple injections by DiFabio et al.
(2008), where the start and stop time are taken as DOY 144.8 and 145.9. In this study,
we further cut this time period into two events according to the flux history, and we focus
on the second event which shows high Qpe. As shown in Figure 5.3, the first/preceding
event starts at DOY 144.8. On DOY 145.05, a second intensity spike is observed,

coinciding in time with a 3He injection recorded by ULEIS. Therefore, we take the start
time of the second/high QFe event on DOY 145.05. However, at this time, the preceding
event is still continuing, and the high Qfcevent is strongly influenced by the preceding
event. It should be noted that, as an initial investigation of the event, SEPICA six hour
averages and STOF daily averages are used in the plot. The actual mean charge states of
the event can be found in Table 5.1.

Event #9 (2000 DOY 262.05-262.25) is the more complex of the two. Again, the
temporal evolution of flux and charge state is plotted in Figure 5.4. As can be seen from
the flux profile, a strong event associated with a shock started on DOY 260.8. The shock
arrived at the satellite on DOY 261.7, causing a spike in the flux.

Right after the shock spike, both SEPICA and SWICS observed strong charge state
increases, with the STOF daily average rising by more than 1 charge state from DOY 261
to 262. Another small flux increase is found starting at DOY 262.05. All these indicate
the start of another event with a different source population. Further investigation
revealed an electron injection on DOY 261.2, potentially indicating that a small
impulsive event may have occurred during the large preceding SEP event. Turbulence in
the magnetic field is also observed right after the shock arrival, which may have helped
accelerate particles locally at the shock. Both may have contributed to the stepwise
increase in QFe already observed in the SEPICA data toward the end of the large event.
At the time when the final charge state increase is observed after the fluxes have come
down by about a factor of 10 after the end of DOY 261, the shock related preceding

event is still rather strong, making it impossible to confidently recognize the exact start
time of the high QFe event. To get a cleaner sample of the second high QFe event, we
chose DOY 262.05 as its start time when the preceding event had substantially decreased
in flux. For the same reason, we restricted the stop time for the high QFe event at DOY
262.25, not to mix it with the following flux spike. We also defined the time period
between DOY 260.8 until the end of the shock related flux spike (DOY 261.58) as a
clean sample of the preceding event, which will be used later for the analysis.
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Figure 5.3: Temporal flux and charge state evolution of event #7. The purple and green lines are
intensities of O and Fe at 0.16-0.32 MeV/nuc recorded by ACE ULEIS. The red dashed line is the
ACE SWICS solar wind hourly average charge state. The blue dots are six hour average charge states
of SEPICA at 0.18-0.25 MeV/nuc. The blue triangles are daily average charge states of STOF at
0.01-0.1 MeV/nuc. Statistical uncertainties are shown for SEPICA and STOF.The green shaded area
is the high QFe event, which is influenced by a preceding event, represented by the red shaded area.
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Figure 5.4: Temporal flux and charge state evolution of event #9. Again, the green shaded area is the
high Qpe event, which is influenced by a preceding event, represented by the red shaded area.
The black dashed line represents the shock passing the satellite.

We conclude that the two events described above (event #7 and #9) are similar in the
sense that they contain a high Qpe population, but are contaminated by a continuing
preceding event. Therefore, we model the combined Qpe distribution of these events with
two components. We assume the QFe distribution of the potential high Q fcevent can be
represented by a Gaussian, while the contaminating QFe distribution resembles that of the
preceding event, which we determine before the fitting. The simulated distribution in our
maximum likelihood method is defined as follows, with Dnigh(Q) being the distribution
of the high Qpe event and Dprec(Q) the observed distribution of the preceding event:
Dcomb CQ)

= DHign(Q) + a * DprecC.Q')

DmghiQ) = A * E x p (Q~Q
2H
J h)2
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(5-1)

(5.2)

The model contains four free parameters (A, QHigh, o and a), which are determined in the
Maximum Likelihood Fit. A, QHigh and a are the defining characteristics of the Gaussian,
which represents the high Qpe population. A represents the height (in number of counts)
of the high Qfe peak, QHigh the peak location, i.e., the mean charge state, and o the width
of the Gaussian. The a*Dprec(Q) term represents the influence of the preceding event,
with the same shape of Q distribution of that event, and a a multiplier smaller than 1.
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Figure 5.5: Example for the results of the maximum likelihood fitting method for the 0.18-0.25
MeV/nuc energy channel for both events. Left: observed charge state distribution of the preceding
event. Middle: observed charge state distribution of the high QFe event (a white histogram), together
with the inferred influence of the preceding event (red histogram) and the fitted Gaussian distribution
of the high QFe component (blue histogram). Right: the fitted distributions are stacked (red and blue)
for comparison with the observed event distribution.

As an example for the results of this method, we show the charge state distribution of the
0.18-0.25 MeV/nuc energy channel for both events along with their preceding events in
Figure 5.5, including individual and combined components. We successfully fitted all
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four energy channels of the two events, and we were able to separate the high Qfc
components for both cases.

Similar to event #1, we determined the differential flux spectra, this time only for the
high QFe component, to assess whether they show a reasonable spectral behavior. We
found that the inferred fluxes for both events agree reasonably well with power-law
spectra, as shown in Figure 5.6.
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Figure 5.6: Differential flux spectra of the high QFe component of event #7 & #9 together with a
power law fit.

The separate high Q Fe populations of both events show (^<>14 in all SEPICA energy
channels. Thus both events satisfy the selection criterion used in section 3.1. The STOF
charge states are Qfc =13.8±0.5 for event #7 and 14.7±0.5 for event #9. We are not able
to separate the high Q Fe component in the STOF data because of the very limited
counting statistics. However, already the combined mean charge states, which must be
lower than the mean values of the separate high Q Fe components, meet our selection
criterion of Q Fe to be at least within 1-sigma uncertainty of 14. Therefore, these events
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are included as event #7 and #9 in Table 5.1, with the combined Qfc as their STOF QFe
values.

It should be noted that the complexity of the likelihood function is directly related to the
number of variables used in the presumed model, and the function would not converge
with too many free parameters. Thus this method requires simplifications in the
presumed model, e.g., that the “influence” of the preceding event in the combined
distribution retains the same shape of the preceding charge state distribution. To not be
bound by such constraints we use the more versatile chi-square fit method for event #1,
when an unconstrained fitting process is possible (except for the trivial condition Q f<>0).
We use the maximum likelihood method only when a chi-square fit cannot be applied, as
for event #7 & #9.
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Section 6: Indications o f High
Iron Charge States in SEP Events
In Section 5, we have identified a total of 9 SEP events that show a high iron charge state.
In this section, we categorize them by impulsive and gradual events, and further
investigate other characteristics of these events. We have compiled related results in
Table 6.1. Next in this section, we discuss implications for these high Qfc events based
on the information we found
U

#

Impulsive
Interplanetary
or
,
y
Space
^ . . dispersion
, ..
Gradual
r
acceleration
shock

.
3He^He
dependence

Fe/O

0.0012 ±
0.0003
0.0313 ±
0.0039
0.00082
±0.00014
0.0942
±0.0045
0.2196
±0.0263
0.2190
±0.0063
0.2027 ±
0.0073
0.0806 ±
0.0123
0.0344 ±
0.0056

0.72 ±
0.02
1.63 ±
0.20
0.68 ±
0.03
0.91 ±
0.08
0.94 ±
0.15
1.72 ±
0.10
1.42 ±
0.06
2.39 ±
0.18
0.51 ±
0.04

1*

G

2

I

3

G

4

I

5

G

6

I

single

yes

7*

I

multiple

yes

8

G

Shock

yes

9*

G

Shock

yes

yes

single
shock
single

yes
Compression
Region

Table 6.1: Characteristics of the high QFe events

100

6.1 Impulsive Events with High QFe at the Lowest SEP energies
Four of the 9 events show velocity dispersion in the ULEIS 1/velocity spectrogram,
indicating localized and short injections from a source location at the Sim. This is a
strong indicator of impulsive events. Events #2, #4 and #6 show a single injection,
indicating also a single source population for the event. Event #7 shows multiple
injections, but we have successfully separated its high Qfc component, and the event
listed in Table 5.1 represents only this one source population. All these events also show
abundance increases in 3He/4He and heavy ions, compared to normal coronal
composition. Therefore, they are categorized as impulsive. Event #4, #6 and #7, in fact,
are already identified as impulsive by DiFabio et al. (2008), and they show a clear Q-E
dependence.

To see whether these events are consistent with a high Qpe source, we compared the
charge state data with a model by Kartavykh et al. (2006). The model describes the Q-E
dependence based on three factors: the source charge state, the strength of stripping, and
energy loss during transport in interplanetary space. The source charge state is
represented by the source temperature, assuming charge equilibrium for all species
according to the plasma temperature. The strength of stripping in these events is
represented by To*n, where td represents the escape time and n is the density in the
corona. The energy loss in interplanetary space is described by X, i.e., the mean-free-path
in interplanetary space, which is inversely related to the rate the particles lose energy. We
plotted the charge state data from SEPICA and STOF as a function of energy in Figure
6.1, along with model curves for a source temperature of 2 MK. For simplification, we
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chose moderate values of iD*n=1012 s*cm'3 and X =0.5 AU for these model curves, and
we did not attempt a fit with three free parameters. Here, most important is the sensitivity
of the lowest energy charge states to the source temperature.
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Figure 6.1: Qfcof SEPICA and STOF for impulsive events #4, #6 and #7 as a function of energy,
compared with model curves T=2MK, TD*n=1012 s*cm'3 and k =0.5 AU.

Except for the lowest energies, where the charge states agree for all events, the
observations rise above the model curve. The comparison at the lowest energy indicates a
source temperature >2MK for these events. The stronger increase of Q at higher energies
may be an effect of adiabatic deceleration, which pushes the Q(E) curves to lower
energies. Adiabatic deceleration may be stronger than assumed in the model.

One event that had not been identified by DiFabio et al. (2008) as impulsive is event #2.
This event was not selected because it did not satisfy the condition of a strong Q-E
increase and showed no clear velocity dispersion. This event does show velocity
dispersion in the ULEIS 1/velocity spectrogram, but the satellite moved in and out of the
flux tube, causing drop-outs in the spectrogram (Chollet et al. 2008). Event #2 shows
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QFe=15.80±1.05 at the extended SEPICA energy. This charge state could be translated

into a source temperature of 3.8MK, using the table from Amaud and Raymond (1992).
Due to depletion of electron to a completed shell, effective stripping for particles with
such high temperature and charge state will only occur at higher energies, and the
stripping-related increase in charge state with energy may not be prominent in the
SEPICA energy range. In Figure 6.2, we compare the charge states in this event with the
equilibrium model of Kocharov et al. (2000), which assumes that the particles stayed in
the solar corona long enough to reach an equilibrium between stripping and
recombination, i.e., the maximum strength of stripping is reached.
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Figure 6.2: QFe of event #2 in all four SEPICA energy channels shown together with equilibrium
model curves by Kocharov et al. (2000).
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The observed charge state behavior resembles the shape of model curves with a source
temperature of ~1066K, consistent with the direct translation of 3.8 MK from Amaud’s
table, except that the charge state increase occurs at lower energies compared with the
model. This may be explained by adiabatic deceleration of SEP particles during their
transport in the interplanetary space, while the charge state is frozen in but the energy is
decreased (Kartavykh et al. 2006).

As the main result from this section, we find four impulsive SEP events that show
Q f(>14 even at the lowest SEP energies of <0.1 MeV/nuc. A comparison with models
shows that the high QFe in three of the events can be explained by a moderately high
temperature of >2MK together with adiabatic deceleration. We also found one impulsive
event that appears to be consistent with a source temperature of ~4 MK, a temperature
where effective stripping could only occur at the upper end of the SEPICA energy range.

6.2 High

Q.Fe gradual

events with re-accelerated impulsive material

The remaining five of the events in Table 5.1 and 6.1 are related to interplanetary
acceleration. Specifically, four of the events (#1, #3, #8, #9), are related to interplanetary
shocks, while event #5 is associated with a solar wind compression region that shows an
increase in solar wind speed of ~200km/s.

Four of these events (#1, #5, #8, #9) show enhancements in 3He/4He and heavy ions,
indicating re-acceleration of impulsive material in interplanetary space, as discussed in
Mason et al. (1999), Desai et al. (2001). As pointed out by Desai et al. (2001), remnant
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impulsive material can be re-accelerated in interplanetary space by shocks, as observed
in event #1, #8 and #9 in our study. These re-accelerated particles are associated with
shocks and CMEs as is typical for gradual events, while showing an elemental
composition similar to that of impulsive events. Event #5 shows continuous injection of
He during the event, similar to events found by Kocharov et al. (2008), where impulsive
material is re-accelerated by solar wind compression regions.

Since gradual events are usually accelerated in the high corona or in interplanetary space,
charge states are ffozen-in during the acceleration and retain the signature of their source.
On the other hand, the sources of these gradual events are impulsive material, and
impulsive events usually show a Q-E dependence due to stripping. For the remnant
impulsive material, it is conceivable though that the combination of adiabatic
deceleration, diffusion and reacceleration in interplanetary space could rearrange particle
energies so that an almost constant charge state distribution with energy results, thus
erasing the Q-E dependence in the original impulsive material. It should also be noted
that the reacceleration can be rigidity dependent, and thus result in re-distribution of
charge states as well. However, the reacceleration can also be a statistical process which
does not necessarily impact the charge state behavior with energy. Yet, along with
diffusion, the solar wind convects energetic particles radially outward, which may
deplete the particles before the energy dependence of the charge states is erased. If
convection is faster than the rearrangement, the re-accelerated population would retain a
Q(E) dependence to some extent.
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In light of these considerations, we tested the charge states in these four events to see if
they increase with energy. We found that the three events associated with shocks do
show a significant Q-E dependence, while the event associated with a compression
region shows a flat charge state behavior. The former are of the same type as those
discussed in Desai et al. (2001) while the latter is similar to those discussed in Kocharov
et al. (2008), as mentioned earlier in this section. Therefore, we tried to compare the
charge states of these specific “high QFe” events with other events involving
re-accelerated impulsive material to see if there are any similarities.

We examined Qfcfor the six events listed by Desai et al. (2001). SEPICA data were not
available for event 1 & 2 in their list. We renamed the remaining four events as A, B, C,
and D, to not confuse them with the high Qpe events discussed in this paper. The iron
charge state data for these events are shown in Table 6.2.
E v.Year
Time Period
0.086-0.130.18-0.25 0 .2 5 -0 .3 6 0.36-0.54
_ # ____________DOY_________Mev/n
Mev/n
Mev/n
Mev/n

A

2000

20.44-24.47

B

2000 114.27-115.75

C

2000 193.08-194.25

D

2000 285.23-287.79

11.59
±0.51
14.93
±0.60
16.47
±1.22
10.65
±0.26

11.93
±0.71
16.03
±1.03
17.36
±1.39
10.69
±0.36

16.73
±1.02
18.33
±1.29
18.53
±1.19
11.58
±0.41

y

P

5.86*
io -6
1.25*
3.40
10'3
5.14

2.06 0.24
3.03

2.57*
10'5

Table 6.2: Iron charge state at different SEPICA energy channels. They are tested if they show
AQ>2.5 from lowest available energy channel to the highest energy channel and wheher this increase
passes a t-test with p<0.1.

As can be seen from the mean charge states shown in Table 6.2, none o f these events is
fully consistent with a flat charge state behavior that one might expect for interplanetary
acceleration. Three out of the four events (A, B & D) show a clear charge state increase
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with energy, as supported by the results of a student-t test with p<0.1. In fact, both events
A & D appear to consist of a low QFe component and a high QFe component in the charge
state distribution. With only low resolution data available and very limited counting
statistics, we are not able to separate the different components for these events. However,
it seems that the low QFe components in these events show charge state that is constant
over energy, similar to what is typically observed in gradual events. Thus, if separated,
the high QFe component would show an even steeper/stronger Q(E) dependence. While
event C did not pass the t-test for a substantial increase of the charge state with energy, it
still shows an increase in excess of two charge states between 0.2 and 0.45 MeV/Nuc. If
the charge states in the extension energy channel were analyzable for this event, it might
pass the test for a significant Q-E dependence.

This is similar to the observations in the three shock associated re-acceleration type
events in our study, which appear to retain a Q-E dependence from the original impulsive
material, at least to some extent. It is worth noting on the other hand, that event B & C do
show QFe>14 in all three regular SEPICA energy channels. However, neither event has
sufficient counts to calculate the charge state in the extended channel. SOHO STOF data
are not available, either. Thus, these events did not make it into our high QFe event list. In
hindsight, event B was misclassified in DiFabio et al. (2008) as an impulsive event.
However, because this event clearly shows re-acceleration of remnant impulsive
energetic particles and retains the strong energy dependence of the charge states this does
not have any bearings on the conclusions in that study.
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To complete our comparison, we also examined the events listed in Kocharov et al.
(2008), which contain impulsive material that is re-accelerated by solar wind
compression regions. Unfortunately, since ACE SEPICA was only fully functional until
the end o f2000, there are charge state data only for one event (their event #1, 2000 DOY
33.5-36.5) listed in that study. For this event, the statistics are very limited, and all
particles SEPICA observed fall into the 0.18-0.25 MeV/nuc channel, with Qpe =
18.13±1.73. For SEPICA, (^<>18 is very high, and even higher charge states are very
unlikely within the SEPICA energy range (<0.54 MeV/nuc). Thus, this observation may
imply that the charge state in this event is flat with energy, which is similar to what has
been observed in event #5. However, due to the limitation in counting statistics for this
event, such a statement is inconclusive.

In conclusion, re-accelerated impulsive material may or may not retain the Q-E
dependence of the original impulsive event. The extent to which that occurs depends on
the time the material has spent in interplanetary space. For some events, the impulsive
material may be re-distributed very well, and as a consequence the charge state appears
evenly distributed over all energies. Such events will show a flat charge state at all
energies, but the elevated charge states in these events have no connection to the original
source material. Rather, it is a consequence of the re-distribution of high charge state
particles that resulted from effective stripping when they were accelerated at the Sun. If
the remnant impulsive material stayed in interplanetary space only for a short time,
related events will retain a visible Q-E dependence. However, the high QFe observed in
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these events may still be partially the result of stripping, and thus may not be used as
direct evidence for high temperature source material.

6,3 High QFe gradual event connected to a high temperature source
Out of the five gradual type high QFe events, we have found one event (#3) that can be
traced back directly to local acceleration of solar wind material. Figure 6.3 shows the
compilation of QFe with hourly data from SWICS as well as the event averages from
STOF at 0.01-0.1 MeV/nuc and SEPICA at 0.18-0.25 MeV/nuc, which is the lowest
energy data point available from SEPICA for this event.
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Figure 6.3: QFe of SWICS hourly data for 1998 DOY 124 and 125, along with the event average from
SEPICA at 0.18-0.25 MeV/nuc, and STOF at 0.01-0.1 MeV/nuc. The error bars along the time axis
represent the duration of the event.

The charge states obtained from all three instruments are consistently above 13.5 for both
SEPICA and STOF, and for most of the SWICS hourly averages. We also tested whether
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the charge states are dependent on energy. A chi-square statistical test with the STOF and
SEPICA data returns p=0.97, i.e., a probability >95% for the null-hypothesis, i.e., that
the charge states are very likely randomly distributed about the mean charge state. The
composition data of the event show that there is very little 3He enhancement, and Fe/O is
similar to typical coronal plasma. Thus, it is very unlikely that this event contains
re-accelerated impulsive material. Based on the flat Q-E behavior, we can exclude the
possibility that the particles of this event were accelerated in a dense plasma environment,
i.e., the lower corona.

The event occurred during a very complex time period, and was once studied by a few,
including Popecki et al. (2000), observing elevated QFe with concurrent high QFe solar
wind; and Farrugia et al. (2002), which described the multiple events in this time period
as “the great flow”. Two shocks are observed before the event on DOY 123.7 and 124.1,
respectively. The paper also noted an increase in charge state for both SEPICA and the
solar wind on 1998 DOY 124, and suggested that the event is caused by shock
acceleration. The event also shows a moderate enhancement of He+ (Kucharek et al.
2003, Guo et al. 2011) which stem from interstellar He+ pick-up ions. Their appearance
in energetic particles is a strong indicator for local acceleration in interplanetary space
(Kucharek et al. 2003).

Based on the combination of all this information, we conclude that the event is consistent
with shock acceleration in interplanetary space, and that the observed high QFe is most
likely accelerated locally out of the solar wind.

no

It is worth noting that, contrary to the rather frequent observation of high Qpe in the solar
wind, it appears to be rare that such material is locally accelerated to SEP energies. Event
#3 is the only case that we have found among 89 SEP events during a three year
observation period. This may in part be due to the fact that the bulk of the CME, which
contains the high temperature material, is usually found behind the CME driven shock
(e.g., Wimmer-Schweingruber et al. 1999). Thus, such material cannot be accelerated by
the shock of the same event, and a combination with a second shock may be required to
accelerate the particles from the preceding CME to SEP energies, as observed in our
event #2. Another reason for the scarcity of the acceleration of high temperature solar
wind material may be connected to a rigidity dependent acceleration at shocks, where it
may be less likely for lower rigidity particles (high Q/M, or high Q) to be accelerated to
SEP energies (Lee, 2005).

It should be noted, too, that during the analysis of the multiple source population event
#9, we also observed a simultaneous solar wind charge state increase, together with
turbulence in the magnetic field following the shock, which could accelerate these
particles. However, an impulsive electron injection is also found in this time period. The
observation of a Q-E dependence and 3He/heavy ion abundance ratio increases also point
to the involvement of impulsive material. Thus, we cannot conclude that the high QFe
observed in event #9 is solely from the acceleration of high temperature solar wind
material.

ill

Section 7: Conclusions
In this thesis, we investigated the charge states of iron for all SEP events in the energy
range ~0.1-0.5 MeV/nuc from late 1997 to 2000, whenever ACE SEPICA was fully
operational. We concentrated our efforts on events that show an elevated charge state, i.e,
QFe —14. Such high charge states are substantially higher than what is typical for regular
coronal source material of SEP events, and are results of different physical processes
involved in the acceleration and transport of SEP events. Therefore, using the charge
states as a tool, we investigated source conditions, charge state formation and transport in
SEP events.

In summary, we have shown:
•

In impulsive events with <QFf>>14 in the survey energy range of SEPICA (0.18-0.43
MeV/nuc), charge states are strongly energy dependent, consistent with energy
dependent stripping of electrons in the corona.

•

Adiabatic deceleration during transport of impulsive SEPs shifts high charge states to
lower SEP energies, with stronger adiabatic deceleration resulting in higher mean
charge states in impulsive events.

•

There are only very few events that show Qfc>14 at the lowest SEP energy range
available (<0.1 MeV/nuc), and thus with a deduced source temperature of >2MK.
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This likely indicates that unique conditions may be required to accelerate high
temperature source material to SEP energies.

The events that show an elevated charge state are mostly impulsive SEP events. We
compiled a list of 32 impulsive events, covering most of the identified impulsive events
during this time period, while excluding events that may be contaminated by previous or
concurrent gradual events. These events show mean QFe>14 in the SEPICA survey
energy range 0.18-0.43 MeV/nuc. However, at the lowest energy end of SEPs (<0.1
MeV/nuc), iron charge states in many of these impulsive events range from 10 to 13,
similar to those found in gradual events, CIRs, and the solar wind. On the other hand, we
statistically confirmed that QFe rises sharply with energy between 0.1 and 0.5 MeV/nuc,
going as high as -20 at -0.5 MeV/nuc. We also tested the relationship between iron
charge states at different energies and abundance enhancement of 3He and heavy ions.
We found a trend between QFe and heavy ion abundances at the lower two regular energy
channels (0.18-0.36 MeV/nuc) of SEPICA, and also in the extension energy channel
(0.08-0.13 MeV/nuc), although with very limited statistics. However, this trend
disappears at the highest energy channel (0.36-0.54 MeV/nuc). We also found that there
is no relation between QFe and 3He abundances in most of the energy channels/ranges,
except the extended energy channel.

These observations strongly indicate that the high charge states in impulsive events are
the result of further electron stripping when the ions have already reached elevated
energies. Thus SEPs from impulsive events may originate from regular coronal material
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at -1-2 MK, similar to gradual events, CIRs and solar wind. They must be accelerated in
the lower corona (<0.5 Rs above photosphere) to be stripped during their escape. In this
process, higher energy particles are stripped of more electrons, thus leading to the energy
dependence. This model also resolves the apparent inconsistency in impulsive events
between the high charge states, with a uniform Q/M ~2 for elements up to Mg, and the
enhancement of Ne, Mg over C and O, which requires Q/M dependent selective
acceleration.

In this scenario, the selective acceleration occurs out of the source material with much
lower charge states and thus different Q/M for each element, which is consistent with the
observation of a relation between QFe and the heavy ion abundance ratios at lower
energies that disappears at higher energies.

Contrary to heavy ions, the 3He enhancement appears to show no relation with QFe at all
energies above 0.1 MeV/nuc, which appears to indicate a different selective process for
the 3He enhancement. On the other hand, 3He/4He seems to show a positive trend with
QFe in the extension energy channel of SEPICA, whose charge states are closest to the
source temperature, although with very limited statistics. This could hint at a process for
3He enhancement that is controlled by temperature, but the available observations are
still inconclusive.

While the consistent trend of the heavy ion abundances with the iron charge states at the
low energies appears to support a Q/M dependent selective acceleration, the positive

trend contradicts the predictions of all known models. In addition, the charge states tend
to increase toward the fully stripped condition with increasing enhancement. Therefore,
the nature of the selective acceleration remains an open question.

It has been pointed out that adiabatic deceleration during the transport o f energetic
particles in interplanetary space, whose strength is inversely related to the particles’
mean-free-path, also affects the observed charge state of impulsive events. Using the
transport model by Reid (1964), which relates the mean-free-path to the temporal flux
profile of the event, we have estimated the average mean-free-path for 18 of the
impulsive events. We have found a negative trend between the length of mean-free-path
and mean QFe in the SEPICA survey energy range 0.18-0.43 MeV/nuc, i.e., events with
shorter mean-free-paths show higher mean QFe- It should be noted that our simplified
calculations show similar results for the two events used in the detailed case studies by
Kartavykh et al. (2007).

This result is consistent with the non-equilibrium charge stripping model of impulsive
events developed by Kartavykh et al. (2006), which constrains the charge states in
impulsive event by the source temperature, strength of stripping, and energy loss during
interplanetary transport. Adiabatic deceleration results in a decrease of particle energy,
thus pushing the more highly stripped/ionized particles from higher to lower energies.
Thus, stronger adiabatic deceleration results in the observation of a higher charge state at
the SEPICA survey energy, consistent with the observed negative trend. To extend such
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a study to the more sophisticated treatment by Kartavykh et al. (2007) in the future,
anisotropy observations with higher time resolution and better statistics will be needed.

Finally, we looked for SEP events with indications of high source temperature, i.e. that
show Qf<s>14 even at the lowest SEP energies (<0.1 MeV/nuc). Current observations
show that both impulsive and gradual SEP events are mostly consistent with a source
temperature of ~ 1-2 MK. However, QFe>14 are often found in the solar wind, associated
with ICMEs. We started from 89 SEP events during SEPICA operation, covering all
events with count rates >10 at the core energy range (0.22-0.33 MeV/nuc). We found
nine events with QFe>14 over the entire SEPICA and STOF energy range (to <0.1
MeV/nuc). Four of them are impulsive events that show velocity dispersion and
enhancement in heavy ions, and five are gradual events associated with interplanetary
acceleration.

The four impulsive high QFe events are consistent with a source temperature of >2MK,
and moderate adiabatic deceleration. It should be noted that the charge states in one of
these events cannot be statistically confirmed to increase with energy, which appears to
contradict the predictions of the stripping model. While there are indications for further
stripping at the highest energy, this event must stem from material with a temperature of
~3.8 MK (Qpe already at ~16). Because further depletion of electrons beyond the closed
shell at Q=16 is much harder, the charge state increase occurs only at ~0.5 MeV/nuc and
above.
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Four of the five gradual events show the signature of re-acceleration of impulsive
material. In three of the four high Qfcevents, we found some Q-E dependence, while the
fourth event shows a flat charge state behavior. Apparently, the Q-E dependence may be
(at least partially) erased by re-distribution in energy through a combination of adiabatic
deceleration and diffusion in interplanetary space, where charge states are frozen-in.
Some Q-E dependence may still remain if the particles are not re-distributed well enough.
However, re-distribution may bring particles with high Qpe from stripping even to the
lowest SEP energies. Therefore, such high Q fcevents do not provide direct evidence o f a
high temperature source.

Only one event during the entire three year time span indicates that high temperature
solar wind material is accelerated locally by a shock. The scarcity of locally accelerated
high temperature source material may point to unique conditions for the acceleration of
such material. The event we observed is the result of two consecutive shocks. The second
shock plowed through the remnant of a preceding large CME event, accelerating high
temperature material behind the first shock, which is associated with the preceding CME.
Also, rigidity dependent acceleration in shocks, which may preferentially accelerate
particles with low charge states, could contribute to the scarcity of such events.

Although we have found compelling evidence for some SEP events with a source
temperature of >2MK and a few even with >3MK, the scarcity of these events made it
impossible to statistically study the conditions how such highly ionized particles are
accelerated to SEP energies. SEPICA was only fully operational until the end of 2000,
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and the effective geometric factor of SOHO STOF is not sufficient for the more frequent
smaller impulsive events. The study of these rare high Qpe events can be further
improved with longer time coverage with instruments that have SEPICA’s geometric
factor and cover energies below 0.1 MeV/n.

To conclude, we have systematically investigated the iron charge states of SEP events at
energies below 1 MeV/nuc, which is critical for studying the physical mechanisms of
SEP events. We studied the source temperature, formation of charge state in acceleration,
and interplanetary transport of SEPs in this thesis, and have shown how these processes
are connected to the charge states.
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