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CLUTCHING AND GLUING IN TROPICAL AND LOGARITHMIC GEOMETRY
ALANA HUSZAR, STEFFEN MARCUS, AND MARTIN ULIRSCH
Abstract. The classical clutching and gluing maps between the moduli stacks of stable marked
algebraic curves are not logarithmic, i.e. they do not induce morphisms over the category of log-
arithmic schemes, since they factor through the boundary. Using insight from tropical geometry,
we enrich the category of logarithmic schemes to include so-called sub-logarithmic morphisms and
show that the clutching and gluing maps are naturally sub-logarithmic. Building on the recent
framework developed by Cavalieri, Chan, Wise, and the third author, we further develop a stack-
theoretic counterpart of these maps in the tropical world and show that the resulting maps naturally
commute with the process of tropicalization.
1. Introduction
1.1. Main Results. In [15], building on the classical work of Deligne and Mumford [8], Knudsen
has introduced the moduli stacks Mg,n of stable algebraic curves of genus g with n marked
points as well as a natural system of maps between these moduli spaces:
• the forgetful maps Mg,n+1 → Mg,n given by forgetting the (n + 1)-st marked point (and
possibly stabilizing the resulting n-marked curve);
• the clutching mapsMg1,n1+1×Mg2,n2+1 →Mg1+g2,n1+n2 given by identifying the (n1+ 1)-
st marked point of the first curve with the (n2 + 1)-st point of the second curve in a node;
and
• the (self-)gluing maps Mg−1,n+2 →Mg,n given by identifying the last two marked points
of an (n + 2)-marked curve in a node.
The clutching and gluing maps factor through the boundary ofMg,n and therefore they cannot
induce morphisms between the moduli stacksMlogg,n of stable logarithmic curves (of genus g with
nmarked points) in the sense of [12]. The reason is that the monoidal coordinates that are normal
to the boundary of Mlogg,n would have to be sent to an absorbing element ∞, where ∞ + p = ∞,
in the logarithmic structure ofMlogg,n which is not allowed in the usual framework of logarithmic
geometry (as developed in [13]). Some initial examples describing this phenomenon are provided
in Section 1.2 below.
In this note, we use insights coming from tropical geometry (see [1, Section 8]) to enrich the
usual logarithmic structures in the sense of [13] to so-called pointed logarithmic structures that
allow an absorbing element in the sheaf of monoidal coordinates. Using this language we may
define a natural stackMlogg,n of stable logarithmic curves over the category of pointed logarithmic
schemes that generalizes Mlogg,n and that is represented by the algebraic moduli stack Mg,n with
the pointed logarithmic structure coming from its boundary divisor. The stacks Mlogg,n admit
natural clutching and gluing maps in the category of pointed logarithmic algebraic stacks, an
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important instance of what we call sub-logarithmic morphisms (see Section 3.1), whose underlying
algebraic morphisms are the classical clutching and gluing maps defined in [15].
Let us now give a quick outline of the contents of this article: In Section 2 we prove an
equivalence between the category of pointed toric monoids and the category of extended rational
polyhedral cones, thereby providing a dictionary between the languages used in logarithmic
geometry and tropical geometry respectively. In Section 3 we introduce pointed logarithmic
structures and develop their basic geometric properties, expanding on [13]. In Section 4 we
introduce the moduli stacksMlogg,n as well as their natural clutching and gluing maps. In Section 5
we finally construct a generalization of the moduli stackMtropg,n of tropical curves, as introduced in
[7], to a stack over the category of extended rational polyhedral cones as well as tropical clutching
and gluing maps in this framework. Our main results, discussed in Section 4 and Section 5 can
be summarized as follows (see Theorem 4.5 and Theorem 5.11 for a formal statement).
Theorem 1.1. The classical clutching and gluing maps between products of moduli spaces of stable curves
induce sub-logarithmic morphisms and naturally commute with the process of tropicalization.
Since the i-th universal section of the universal family over Mlogg,n is itself an instance of a
clutching map, it is a straightforward corollary that the tropicalization of such a universal section
provides a universal section of the tropicalization of the family. We expect such tropical universal
sections will be necessary for the development of tropical analogues to the standard tautologial
classes on these moduli spaces.
In [7, Section 6] the authors chose to use a different route to realize clutching and gluing in
logarithmic geometry. The main difference in [7] is that clutching and gluing become correspon-
dences instead of the morphisms we study in this present paper. The approach using corre-
spondences gives rise to generalized clutching and gluing maps on the tropical side, as explained in
[1, Section 4 and 8].
1.2. Pointed logarithmic structures. The central constructions of Section 3 are formulated pre-
cisely to extend the category of logarithmic schemes by allowing new “sub-logarithmic" mor-
phisms given by logarithmic morphisms to a logarithmic stratum of the target. Such morphisms
are in general not logarithmic for the same reason that the inclusions of torus orbit closures of a
toric variety are not toric morphisms: locally they are not determined by a group homomorphism
of character lattices for the underlying dense tori. Our enriched category ameliorates the situ-
ation, using the dual theories of pointed toric monoids and extended rational polyhedral cones
(see Section 2) to identify the étale local combinatorial structure of sub-logarithmic morphisms.
As a first brief example, consider the inclusion of the origin 0 ∈ A1 = Spec(k[x]) in the affine
line with its toric logarithmic structure. Given the strict pullback logarithmic structure, the origin
as a logarithmic scheme takes the form of the standard logarithmic point 0 := (Speck,N ⊕ k∗).
This does admit a logarithmic map 0 ∈ A1 determined by N → N sending 1 7→ 1. However, en-
dowing 0 = (Speck, k∗) with its toric logarithmic structure (i.e. the trivial logarithmic structure)
does not allow for such an inclusion map in the category of logarithmic schemes: it would be
sub-logarithmic, determined by a map of pointed monoids N ∪ {∞}→ {0,∞} sending 1 7→∞.
In one dimension higher, the inclusion ι : A1 →֒ A2 of the affine line A1 as the axis y = 0 in
A
2 given by the dual of the homomorphism k[x, y] → k[t] sending x 7→ t and y 7→ 0 is not a
logarithmic morphism when we use the logarithmic structures induced by the toric boundaries
of A1 and A2 (namely, those associated to the inclusions N →֒ k[N] and N2 →֒ k[N2]). Indeed, such
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a logarithmic morphism would need to be induced by a commutative diagram
k[x, y] ∼= k[N2] k[N] ∼= k[t]
N
2
N
sending (0, 1) 7→ y 7→ 0, which does not occur for any monoid morphism N2 → N. The desired
morphism is instead sub-logarithmic, induced by the morphism of pointed monoids
N
2 ∪ {∞}→ N ∪ {∞}
sending (1, 0) 7→ 1 and (0, 1) 7→∞.
Finally, given a fine and saturated logarithmic scheme X that is logarithmically smooth over
k with MX defined in the Zariski topology on X, there is a natural stratification of X by locally
closed subsets (the logarithmic strata) that are in a one-to-one correspondence with the cones
in the (rational polyhedral) cone complex associated to X (see [20, Corollary 3.5]). With the
addition of sub-logarithmic morphisms, this stratification is lifted from the category of schemes
to the category of pointed logarithmic schemes, allowing for a richer theory of “logarithmically
stratified spaces" where the stratification can be combinatorially described using the local pointed
monoids of the logarithmic structure. We discuss this briefly in Section 3.4.
1.3. Acknowledgements. This project originated in conversations with Noah Giansiracusa and
Jeffery Giansiracusa, who we would like to cordially thank. The authors also profited from dis-
cussions with Dan Abramovich, Renzo Cavalieri, Melody Chan, Sam Payne, Dhruv Ranganathan,
and Jonathan Wise. We thank two anonymous referees for their close reading and insightful com-
ments which helped greatly improve this paper. Parts of this project have been completed while
the last two authors were visiting the Fields Institute for Research in Mathematical Sciences in
Toronto and the Max Planck Institute for Mathematics in the Sciences in Leipzig; we would like
to thank both institutions for their hospitality.
2. Pointed monoids and extended rational polyhedral cones
2.1. Monoids and rational polyhedral cones. A monoid P is a commutative semigroup with a
neutral element, usually written additively as (P,+, 0). A monoid is said to be integral if the
natural map P → Pgp into its Grothendieck group is injective. A monoid is fine if it is finitely
generated and integral. An integral monoid is saturated if, whenever we have n · p ∈ P for some
n > 0 and p ∈ Pgp, then p ∈ P. A fine and saturated monoid is toric if it is torsion-free. Denote
by Monfs the category of fine, saturated monoids and by Montoric the full subcategory of toric
monoids.
An ideal I of P is a subset such that p + I ⊆ I for all p ∈ P. An ideal p is called prime if,
whenever p + q ∈ p then either p ∈ p or q ∈ p, or, equivalently, if the complement P − p is a
submonoid. We write SpecP for the set of prime ideals of P. It carries a natural Zariski topology
generated by the basic open subsetsD(f) =
{
p ∈ SpecP
∣∣f /∈ p} for f ∈ P (see [14] and [22, Section
3] for details).
A (strictly convex) rational polyhedral cone (cone for short) is a pair (σ,N), consisting of a finitely
generated free abelian group N and a cone σ ⊆ NR := N ⊗ R, that is, a finite intersection of
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half-spaces σ = ∩iHi of the form
Hi :=
{
u ∈ NR
∣∣∣〈u,mi〉 ≥ 0} ,
where the mi are elements of the dual lattice M := Hom(N,Z), so that σ does not contain any
non-trivial linear subspaces. A morphism of rational polyhedral cones (σ,N) −→ (σ ′,N ′) is a
morphism ϕ ∈ Hom(N,N ′) of lattices whose canonical extention to the linear map of vector
spaces ϕR : NR −→ N ′R such that ϕR(σ) ⊆ σ ′. Abusing notation, we will denote (σ,N) simply
as σ. We denote the category of rational polyhedral cones by RPC.
The dual cone σ∨ of σ is given by
σ∨ =
{
v ∈MR
∣∣∣〈u, v〉 ≥ 0 for all u ∈ σ}.
It may also be described as a finite intersection of dual half-spaces built from the Hi above. A
face of a cone, i.e. an intersection τ = Hm ∩ σ, for some m ∈ σ∨, is written as τ  σ. The dual face
to τ is the face of σ∨ defined by σ∨ ∩ τ⊥, where
τ⊥ =
{
u ∈MR
∣∣∣〈u, v〉 = 0 for all v ∈ τ}.
We finish by recalling the following well-known Proposition 2.1.
Proposition 2.1. (i) There is a natural contravariant equivalence of categories
S : Montoric
∼
−→ RPC
P 7−→ σP = Hom(P,R≥0)
Sσ = σ
∨ ∩M←− [ (σ,N) .
(ii) Let P be a toric monoid and σ = σP the associated cone. Given a face τ of σ, we define pτ := Sσ− τ⊥.
The above equivalence induces a natural one-to-one correspondence{
faces of σ
} ∼
−→ SpecP
τ 7−→ pτ
such that τ ′  τ  σP if and only if pτ ′ specializes to pτ.
Proof. Part (i) is well-known and we leave the details of the proof to the avid reader (also see e.g.
[10, Section 1.2] or [22, Proposition 2.2]). Note, hereby, that the lattice associated to the monoid
σP is given by the dual Hom(Pgp,Z) of Pgp.
For Part (ii), note that pτ := Sσ − τ⊥ is a prime ideal of Sσ since it consists of the lattice points
of the complement of a face of σ∨. Given a prime ideal p of P, we define the associated face τp of
σP to be
τp = Cone(P − p)⊥ ∩ σP .
Let p be a prime ideal of P and τ = τp the associated face of σP. Since Sσ = σ∨ ∩M = P and σ is
a full dimensional cone inside NR, we have
pτ = (σ
∨ − τ⊥) ∩M
= P − (Cone(P − p)⊥ ∩ σ)⊥ ∩M
= P − (Cone(P − p) + σ⊥) ∩M
= P − (P − p) = p .
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Therefore we have pτp = p. The converse verification that τpτ = τ is left to the reader. Finally,
notice that τ ′ is a proper face of τ if and only if there is an element f ∈ Sσ such that f /∈ pτ ′ and
f ∈ pτ. This implies that pτ is in the closure of pτ ′ , i.e. that pτ ′ specializes to pτ. 
2.2. Pointed Monoids. A pointed monoid is a monoid P containing a non-zero absorbing element,
which is to say, an element∞P ∈ P satisfying
p+∞P =∞P
for every element p ∈ P. Such an absorbing element is unique when it exists. A morphism
f : P −→ Q between pointed monoids is a monoid homomorphism mapping the absorbing el-
ement of P to the absorbing element of Q. Denote by Mon∞ the category of pointed monoids.
Although Mon∞ is a subcategory of the category of monoids Mon, it is not a full subcategory:
for instance, the map {0,∞}→ {0,∞} taking both elements to 0 is a monoid homomorphism, but
not a morphism of pointed monoids. We refer the reader to [6] for further background on the
theory of pointed monoids.
There is a pointification functor
[.]∞ :Mon −→Mon∞
that takes a monoid P to P∞ := P⊔{∞P} and a morphism f : P −→ Q of monoids to the morphism
f∞ : P∞ −→ Q∞ defined by f∞|P = f, and f∞(∞P) = ∞Q. The category of pointed toric monoids,
which we denote Mon∞toric, is the full subcategory of Mon
∞ generated by the image of Montoric
via the above pointification functor [.]∞.
To set a clear notation, we will decorate all objects of Mon∞ with the superscript infinity, and
simply notate the underlying unpointed toric monoid of P∞ by P. Note that we may canonically
identify the sets HomMon(P,Q∞) and HomMon∞(P∞,Q∞) since morphisms of pointed monoids
must send absorbing elements to absorbing elements (this is not the case when the co-domain Q
is not already pointed). In particular, this identification is used implicitly in the definition of an
extended rational polyhedral cone (see Section 2.3)
For any ideal I ⊆ P there is a canonical minimal extension to an ideal I ⊆ P∞ given by
including ∞P ∈ I, and likewise in the other direction by removing the absorbing element. We
abuse notation by using the same notation I for both ideals. For each morphism f : P∞ −→ Q∞
of pointed monoids, the set f−1(∞Q) is a prime ideal of P∞.
In the case that f−1(∞Q) = {∞P} consists only of the absorbing element of P∞, the map f is
simply the image via the pointification functor of the restriction f|P : P −→ Q; we also call such a
morphism of pointed monoids toric.
Given any ideal I ⊆ P∞, the standard construction of a quotient monoid is given by the Rees
quotient [18]
P∞/I = (P∞ − I) ⊔ {∞}.
The Rees quotient comes with the surjection
[.] : P∞ → P∞/I∞,
which restricts to the identity on P∞ − I and takes I to ∞. We then see the Rees quotient has a
monoid structure given by
[p] + [q] = [p+ q].
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This construction works for ideals in both pointed and unpointed monoids, but always pro-
duces a pointed monoid as a quotient. The universal property of Rees quotients yields that any
morphism f : P∞ −→ Q∞ in Mon∞toric admits a unique factorization
P∞ P∞/f−1(∞Q) Q∞g h
where g is the quotient map and h−1(∞Q) consists only of the absorbing element of P∞/f−1(∞).
We now describe products and pushouts of pointed toric monoids. This is studied in general
for pointed monoids in [6, Section 1], where the smash product notation in place of the standard
notations for product and amalgamated sum. We will stick with the more standard notations as
no confusion should arise for our present needs.
The product
∏
i∈J P
∞
i of a family of pointed monoids {P
∞
i }i∈J in the category Mon
∞
toric is given
by first taking their product in the category of monoids, and then taking the Rees quotient by the
ideal
I =
{
(pi)i∈J
∣∣pi =∞ for some i ∈ J}.
In this way, the product of pointed monoids produces the pointification of their underlying
product:
∏
i∈J
P∞i =
(∏
i∈J
Pi
)
∞
.
Given two toric morphisms P∞ −→ Q∞ and P∞ −→ Q ′∞ then, it is straightforward to see that
their pushout
P∞ Q∞
Q ′∞ Q∞ ⊕P∞ Q
′∞
is given by the pointification of the underlying amalgamated sum. In other words, we have
Q∞ ⊕P∞ Q
′∞ =
(
Q⊕P Q
′
)
∞
.
More generally, we have the following lemma collecting some necessary facts from [6] which we
prove here for the sake of the reader.
Lemma 2.2. Let f : P∞ −→ Q∞ and g : P∞ −→ Q ′∞ be morphisms in Mon∞toric.
(1) The pushout of f and g, denoted Q∞ ⊕P∞ Q ′∞, exists in Mon∞toric.
(2) If Q ′∞ = P∞/I is a Rees quotient, then Q∞ ⊕P∞ P∞/I = Q∞/(f(I) +Q∞).
(3) If both Q∞ = P∞/J and Q ′∞ = P∞/I are Rees quotients, then P∞/J⊕P∞ P∞/I = P∞/I ∪ J.
Proof. We begin with (2) and note that (3) follows immediately from (2) since (f(I) + P∞/J) the
smallest ideal in P∞ containing both I and J is simply I ∪ J. Now, let (f(I) +Q∞) be the smallest
ideal inQ∞ containing the image of I and consider the Rees quotient h : Q∞ −→ Q∞/(f(I)+Q∞).
Since the preimage of ∞ through the composition h ◦ g is an ideal in P∞ that must contain I by
construction, the morphism g descends to a toric morphism gI : P∞/I −→ Q∞/(f(I)+Q∞) fitting
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into a commutative diagram
P∞ Q∞
P∞/I Q∞/(f(I) +Q∞).
g
f h
gI
(1)
Consider any pointed toric monoid M∞ fitting into a commutative diagram
P∞ Q∞
P∞/I M.
g
f a
b
(2)
By commutativity of this diagram, we must have an inclusion of ideals
(f(I) +Q∞) ⊆ a−1(∞M)
in Q∞. The unique factorization of a in Mon∞toric may then be expressed as a composition
Q∞ Q∞/(f(I) +Q∞) Q∞/a−1(∞M) M∞h
of two Rees quotients followed by a toric morphism. The composition of the second and third
map in this sequence gives our desired morphism Q∞/(f(I)+Q∞) −→M∞ fitting into the larger
commutative diagram combining Diagrams (1) and (2). Any other such map φ must factor first
through the map Q∞/(f(I) +Q∞) −→ Q∞/a−1(∞), and precompose with h to commute with a,
so our map is unique.
To prove (1), we have that f and g factor uniquely as
P∞ P∞/f−1(∞Q) Q∞
and
P∞ P∞/g−1(∞Q ′) Q ′∞
where the first morphisms are Rees quotients and the second are toric. Using (2) and (3) we can
construct a larger diagram
P∞ P∞/f−1(∞Q) Q∞
P∞/g−1(∞Q ′) P∞/f−1(∞Q) ∪ g−1(∞ ′Q) Q∞/(f(g−1(∞Q ′)) +Q))
Q ′∞ Q ′∞/(g(f−1(∞Q)) +Q ′))
where all the squares are pushouts and the bottom-right two morphisms are toric. Thus the final
desired pushout is the pushout of these final two toric morphisms, i.e. the pointification of the
pushout of the underlying morphisms in the category of toric monoids. 
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2.3. Extended rational polyhedral cones. Following [19] and [1, Section 2], a rational polyhedral
cone σ = HomMon(P,R≥0) has a canonical compactification given by
σ = HomMon(P,R∞≥0) = HomMon∞(P
∞,R∞≥0)
where R∞≥0 = R≥0 ∪ {∞} is the extended non-negative real half-line, a pointed monoid under
addition. We call σ the associated extended rational polyhedral cone (extended cone for short).
Given a face τ of σ, let Nτ denote the sublattice of N spanned by the points in τ ∩ N and set
N(τ) = N/Nτ. Letting [.] : N → N(τ) denote the quotient map, we define the cone quotient, σ/τ,
as [σ]. The faces of σ containing τ correspond to the faces of σ/τ via τ ′ 7→ [τ ′].
We denote by φτ : σ −→ σ/τ the corresponding quotient map of cones. Given any sequence of
intermediate faces τ  τ ′  σ the quotient map factors uniquely as a composition
φτ ′ : σ σ/τ σ/τ
′.
φτ
The extended boundary σ − σ is a union of locally closed subsets, the faces at infinity, deter-
mined uniquely by inclusions of faces τ ′  τ in σ (see e.g. [16, Section 3], [17, Proposition 3.4],
and [22, Section 3.4]). We phrase this observation, adapted to our situation, as follows.
Proposition 2.3. Let σ be a rational polyhedral cone and τ  σ one of its faces.
(i) Given a face τ of σ, we define iτ : σ/τ→ σ by associating to an element in σ/τ represented by v ∈ σ
the unique element iτ(v) ∈ σ = HomMon(Sσ,R∞≥0) such that
u 7−→ { 〈v, u〉 if u ∈ τ⊥ ∩ Sσ∞ else
for all u ∈ Sσ. The maps iτ are well-defined and induce a stratification
i :
⊔
τσ
σ/τ
∼
−→ σ
by locally closed subsets.
(ii) Given a face τ of σ, the closure of i(σ/τ) in σ is equal to the canonical compactification σ/τ of σ/τ.
In fact, we have a commutative diagram⊔
ττ ′σ σ/τ
′ σ/τ
⊔
τ ′σ σ/τ
′ σ
∼
⊆ iτ
∼
Proof. Part (i) follows immediately from [17, Proposition 3.4 (i)] by noticing that σ/τ is noth-
ing but the image of σ in HomMon(Sσ,R∞) under the natural inclusion HomMon(Sσ,R∞≥0) →֒
HomMon(Sσ,R∞). For part (ii) notice σ/τ consists of the strata σ/τ ′ of σ for which τ  τ ′. 
We refer to iτ(σ/τ) ⊆ σ as the maximal face at infinity of σ associated to τ  σ. A morphism
of extended cones is given by a continuous map of topological spaces, f : σ −→ σ ′ so that the
restriction map f := f|σ is a cone morphism into some maximal face at infinity of σ ′. The category
of extended rational polyhedral cones will be denoted by RPC∞.
A morphism f : σ −→ σ ′ of extended cones is completely determined by the data of a pair
(τ ′, f : σ −→ σ ′/τ ′) where τ ′ is a face of σ ′ and f is a morphism of cones: i(σ ′/τ ′) is the maximal
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face of σ ′ containing the image of f, the map f : σ −→ σ ′/τ ′ is the underlying map of cones
extending uniquely to f by continuity, and f is given by the composition
σ σ ′
σ ′/τ ′.
f
f iτ ′
The inclusion map iτ ′ identifying the extended cone σ ′/τ ′ with a subset of HomMon∞(S∞σ ′ ,R
∞
≥0)
is determined by sending an element u ∈ σ ′/τ ′ to the homomorphism
p 7−→ { 〈u, p〉 if p ∈ (τ ′⊥ ∩ σ ′∨) ∩ Sσ ′∞ else
and extending by continuity (see [17, Proposition 3.4] or [16, Section 3]). When f = (0, f : σ −→
σ ′) then f is the canonical extension of the morphism of cones f by continuity; we call such a
morphism of extended cones toric.
Given morphisms of extended cones f : σ1 −→ σ2 and g : σ2 −→ σ3, we now describe their
composition. The morphisms f and g are determined respectively by pairs (τ, f : σ1 → σ2/τ) and
(υ, g : σ2 → σ3/υ) with corresponding quotient maps for the cone quotients φτ : σ2 → σ2/τ and
φυ : σ3 → σ3/υ.
Lemma 2.4. Let σ −→ σ ′ be a morphism of cones and τ  σ. Then f factors through φτ : σ −→ σ/τ if
and only if f(τ) = 0. When such a factorization exists, it is unique.
Proof. This follows immediately from the properties of quotients of vector spaces. 
By Lemma 2.4, there exists a unique morphism of cones h : σ2/τ → σ3/ω fitting into the
commutative diagram
σ2 σ3/τ3
σ1 σ2/τ2 σ3/ω
g
φτ2
f h
if and only if ω is a face of σ3 containing both υ and g(τ). Continuity of g ensures that the
composition g ◦ f := (ω,h ◦ f : σ1 → σ3/ω) lands in the cone σ3/ω for ω the smallest face of σ3
containing both υ and g(τ). This is made precise in the following lemma.
Lemma 2.5. Let f = (0, σ −→ σ ′) be a toric morphism of extended cones and let σ/τ be the maximal
face of σ at infinity corresponding to τ  σ. Then f(σ/τ) ⊆ σ ′/ω where ω is the smallest face of σ ′
containing f(τ).
Proof. The image of σ/τ through f must land in some maximal face of σ ′ at infinity. Denote
this face at infinity by σ ′/ω and assume for contradiction that ω is not the smallest face of σ ′
containing f(τ). Then there is some intermediary face γ  σ ′ with γ ≺ ω and f(τ) a subcone of
γ. We then have that σ ′/γ is a maximal face of σ ′/ω at infinity, with f(τ) ⊂ γ but f(σ/τ) ⊂ σ ′/ω.
Let p ∈ τ be a vector in the maximal face of τ and consider the limit point p = lim
t→∞
tp. In the
topology of σ, we must have p ∈ σ/τ. Notice, however, that f(tp) ∈ γ for any t ∈ R≥0, but
f(p) ∈ σ ′/ω, contradicting the continuity of f. 
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2.4. Pointed monoids and extended cones. In this section we are going to show that (the oppo-
site of) the category of pointed toric monoids is equivalent to the category of extended rational
polyhedral cones.
Theorem 2.6. There is a natural contravariant equivalence of categories
S : Mon∞toric
∼
−→ RPC∞
P∞ 7−→ σP = HomMon(P,R∞≥0).
Proof. Consider the association
S : Mon∞,optoric −→ RPC∞
that takes a pointed monoid P∞ to the extended cone
S(P∞) = σP := HomMon∞(P∞,R∞≥0),
and a morphism f : P∞ −→ Q∞ to the morphism defined by pre-composition:
S(f) : σQ −→ σP
α 7−→ α ◦ f.
Pre-composition is functorial; thus we are left to check that these constructions indeed send a
morphism of pointed monoids to morphisms in RPC∞ respectively. A morphism f : P∞ −→ Q∞
factors uniquely as
P∞ Q∞
P∞/f−1(∞Q).
f
g h
Since S restricts classically to a contravariant equivalence between Montoric and RPC, it sends
toric morphisms to toric morphisms. By Proposition 2.1 (ii) we know f−1(∞Q) = pτ for τ =
Cone(P◦ − f−1(∞Q))⊥ ∩ σP, so the Theorem follows from the two following Lemmas. 
Lemma 2.7. Let τ 4 σP be a face and set r : P∞ −→ P∞/pτ to be the Rees quotient by pτ. Then S(r) = iτ,
i.e. S sends r to the canonical inclusion of the extended face at infinity σ/τ in σP.
Proof. By definition, S(r) results in the morphism
HomMon∞(P∞/pτ,R∞≥0) HomMon∞(P
∞
R
∞
≥0)
α α ◦ r.
S(r)
It is straightforward to see this is an injective morphism of monoids. We show that S(r) has
image σ/τ. Certainly, given any map
α : P∞/pτ −→ R∞≥0
this map must send elements of pτ to infinity, so the image of S(r) is contained in σ/τ. Indeed it
is onto: Let
c : P∞ −→ R∞≥0
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be given with c ∈ σ/τ. Then
c : u 7−→ {〈u, p〉 for p ∈ (σ∨ ∩ τ⊥) ∩ P∞ otherwise
by definition and the map P∞/pτ −→ R∞≥0 given by
[x] 7−→ {〈x, p〉 for p ∈ (σ∨ ∩ τ⊥) ∩ P∞ otherwise
is the preimage of c. 
Lemma 2.8. The functor S is full, faithful, and essentially surjective.
Proof. Essentially surjective is clear since given any extended cone σ we have S(S∞σ ) = σ.
Let P∞ and Q∞ be given. To show S is full, we will find a preimage in HomMon∞(P∞,Q∞) for
a choice h ∈ Hom(σQ, σP). By definition, the map h factors uniquely as
σQ σP
σP/τ
h
h iτ
for some face τ  σP, that is, h = (τ, h : σQ −→ σP/τ). By Lemma 2.7, we know that ιτ is
the image through Σ of the Rees quotient morphism r : P∞ −→ P∞/pτ, thus we may write this
diagram as
HomMon∞(Q∞,R∞≥0) HomMon∞(P
∞,R∞≥0)
HomMon∞(P∞/pτ,R∞≥0).
h
h iτ
The morphism h in this factorization is toric by definition and thus induces a morphism h∨ :
P∞/pτ −→ Q∞. Our desired preimage is the composition
P∞ Q∞
P∞/pτ.
r
h∨
To show faithful, let f, f ′ ∈ Hom(P∞,Q∞) with S(f) = S(f ′). They both admit unique factor-
izations
P∞ Q∞
P∞/pτ
f
r fτ
P∞ Q∞
P∞/pτ ′
f ′
r ′ f ′
τ ′
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for some faces τ and τ ′ of σP. Since S(f) = S(f ′), the images of these factorizations through S
both result in the same diagram
σQ σP
σP/τ = σP/τ ′
S(f)=S(f ′)
S(r)=S(r ′) iτ=iτ ′
Thus τ = τ ′, which forces fτ = f ′τ ′ . Since this functor is already faithful for toric morphisms, we
have f = f ′. 
3. Pointed logarithmic structures
Let X be a scheme. Following K. Kato (see [13, (1.1), (1.2)]), a pre-logarithmic structure on X
is a pair (MX, αX) consisting of a sheaf of monoids MX on the étale site of Xet together with a
morphism αX : MX −→ OX. A pre-logarithmic structure (MX, αX) on X is said to be a logarithmic
structure, if αX induces a natural isomorphism
α−1O∗X
∼
−→ O∗X .
In the following we are going to refer to the triple (X,MX, αX) simply as a logarithmic scheme and
denote it by X.
A sheaf of pointed monoids is a sheaf of monoids whose values lie in the category Mon∞. Note
that the structure sheaf OX of X is a sheaf of pointed monoids on X with absorbing element 0.
Definition 3.1. A logarithmic structure (MX, αX) on X is a pointed logarithmic structure if MX is a
sheaf of pointed monoids and αX is a morphism of sheaves of pointed monoids.
A triple (X,MX, αX) consisting of a scheme X together with a pointed logarithmic structure
(MX, αX) will be referred to as a pointed logarithmic scheme. Logarithmic schemes form a
category LSch (see [13]). A morphism f : X −→ Y of logarithmic schemes consists of a morphism
f : X −→ Y of the underlying schemes together with a morphism f♭ : f∗MY −→ MX of monoid
sheaves on X that makes the natural diagram
f∗MY
f♭
−−−−→ MX
f∗α ′
y yα
f∗OY
f♯
−−−−→ OX
commute. If f = idX we refer to f♭ as a morphism of logarithmic structures on X.
Definition 3.2. A morphism f : X −→ Y of pointed logarithmic schemes is a morphism of loga-
rithmic schemes such that f♭ : f∗MY −→MX is a morphism of sheaves of pointed monoids.
The category of pointed logarithmic schemes is a faithful subcategory of the category of loga-
rithmic schemes and will be denoted by LSch∞.
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3.1. Pointification. There is a natural pointification functor
[.]∞ : LSch −→ LSch∞
that sends a logarithmic scheme X to a pointed logarithmic scheme X∞ by applying the functor
[.]∞ from Section 2.2 on local sections; i.e. for an étale open U on X we haveM∞(U) = M(U)∞ =
M(U) ⊔ {∞} and α∞ is given by sending ∞ to 0 ∈ OX. To avoid confusion, hereafter we restrict
the use of this notation to identify pointed logarithmic schemes or stacks. We will note when an
underlying monoid is pointed if it is not clear from context.
We refer to a morphism f : X∞ −→ Y∞ of pointed logarithmic schemes as a sub-logarithmic
morphism. If f = g∞ for a morphism g : X −→ Y of the underlying unpointed logarithmic
schemes, i.e. if f♭(m) = ∞Y ∈ MY if and only if m = ∞X ∈ MX, we say that f is a purely
logarithmic morphism.
A pointed logarithmic scheme is said to be coherent (or fine, separated) if it is of the form X∞
for an (unpointed) logarithmic scheme X that is coherent (or fine, separated, respectively). Fix an
algebraically closed base field k. In the following the term pointed logarithmic scheme will refer to
a fine and saturated pointed logarithmic scheme that is locally of finite type over a base field k.
3.2. Geometry of sub-logarithmic morphisms. We say that a morphism f : X −→ Y of pointed
logarithmic schemes is a closed logarithmic immersion if the underlying morphism f : X −→ Y is a
closed immersion and f♭ is surjective.
Proposition 3.3. Let Y be a pointed logarithmic scheme and I ⊆ MY be an ideal sheaf. Then there is a
unique logarithmic scheme VY(I) together with a closed logarithmic immersion iI : VY(I) →֒ Y such that,
every sub-logarithmic morphism f : X −→ Y with f♭(I) =∞X uniquely factors as
X −−−−→ VY(I) iI−−−−→ Y
in LSch∞.
In analogy with Section 2.2 above we refer to the closed logarithmic subscheme VY(I) as the
Rees quotient subscheme of Y by the ideal sheaf I.
Proof of Proposition 3.3. Denote by J the ideal sheaf in OY that is generated by the non-unit ele-
ments in I. The underlying scheme of VY(I) is given as SpecOY/J or, in other words, as the closed
subscheme of Y defined by J. There is a unique factorization
X VY(I) Y
on the level of the underlying schemes. The closed subscheme is endowed with the pointed
logarithmic structure M/I that is given by the Rees quotients M(U)/I(U) on étale opens U of
Y. The universal property of the Rees quotient on local sections then yields the existence and
uniqueness of the factorization
X VY(I) Y
in LSch∞. 
Corollary 3.4. Let f : X −→ Y be a sub-logarithmic morphism. There is a unique factorization
X
f˜
−−−−→ VY(I) iI−−−−→ Y
where f˜ : X −→ VY(I) is a purely logarithmic morphism and iI : VY(I) →֒ Y is the Rees quotient subscheme
of Y by the ideal sheaf I = (f♭)−1(∞X) ⊆MX.
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Proof. The preimage I = (f♭)−1(∞Y) is an ideal sheaf in MX, thus the factorization coming from
Proposition 3.3 yields the claim. Notice that by construction the logarithmic structure on VY(I) is
given by identifying all elements in (f♭)−1(∞Y) with ∞VY(I) and therefore the morphism f˜ : X →
VY(I) is purely logarithmic. 
3.3. Fiber products. We now analyze fiber products in the category of fine and saturated pointed
logarithmic schemes.
Proposition 3.5. The category of fine and saturated pointed logarithmic schemes admits a fiber product.
Proof. In the case that we have morphism X → Z and Y → Z that are purely logarithmic (as
defined in the previous section), then the fiber product is given by X∞ ×Z∞ Y∞ = (X ×Z Y)∞
where X×ZY denotes the fiber product in the category of fine and saturated logarithmic schemes.
The concern is when f : X → Z and g : Y → Z are sub-logarithmic but not necessarily purely
logarithmic. In this case, Corollary 3.4 furnishes unique factorizations.
X
f˜
−−−−→ VZ(If) iIf−−−−→ Z
and
Y
g˜
−−−−→ VZ(Ig) iIg−−−−→ Z.
Denote by (If ∪ Ig) ⊂ MZ the ideal sheaf on Z generated by elements of If and Ig respectively.
Denote by Jf and Jg the corresponding ideals in OZ generated respectively by their non-unit
elements, and (Jf+ Jg) the sum of ideals. Note that (Jf+ Jg) is precisely the ideal sheaf generated
in OZ by (If ∪ Ig). Then the pushouts
MZ MZ/Ig
MZ/If MZ/(If ∪ Ig)
OZ OZ/Jg
OZ/Jf OZ/(Jf + Jg)
determine a Cartesian square
VZ(If ∪ Ig) VZ(Ig)
VZ(If) Z.
iIg
iIf
in the category of fine and saturated pointed logarithmic schemes. Taking the smallest ideal
sheafs generated by f♭(Ig) and g♭(If) (as in Lemma 2.2) in MX and MY respectively, we can
extend this to a diagram of Cartesian squares
VY(g
♭(If) +MY) Y
VX(f
♭(Ig) +MX) VZ(If ∪ Ig) VZ(Ig)
X VZ(If) Z.
g˜
iIg
f˜ iIf
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Since both f˜ and g˜ are purely logarithmic, the top-left two arrows in this diagram are as well.
Thus we may construct our desired fiber product X×Z Y by completing this to a large Cartesian
square consisting of four Cartesian squares. 
Example 3.6. Consider the family of affine curves pi : C = Speck[x, y, t]/(xy − t) −→ Speck[t]
with special fiber at t = 0 the nodal singularity given by the union of two axes. The logarithmic
structures determined by charts N2 → k[x, y, t]/(xy − t) and N → Speck[t] produce a family of
logarithmically smooth curves via the diagonal ∆ : N→ N2:
N
2 k[x, y, t]/(xy − t)
N k[t].
xnym
∆
tn
Restricting to the special fiber results in a node over the standard logarithmic point
pi0 : C0 −→ (Speck, k∗ ⊕ N)
with the characteristic monoid MC0 taking the form
Na⊕ Nb⊕ Nδ/(a+ b = δ)
where a, b are generators for N2 and δ = pi♭0(1). While pointing the logarithmic structures above
does not immediately alter the situation as these morphisms are all logarithmic, it does allows
us the option to pull back along the sub-logarithmic morphism
(Speck, k∗ ⊕ {0,∞})→ (Speck, k∗ ⊕ N∞)
which, at the level of monoids, is determined by the Rees quotient N∞ −→ {0,∞} sending 0 7→ 0
and n 7→ ∞ for n > 0. This results is a pointed affine logarithmic curve over the pointed
logarithmic point (Speck, k∗⊕ {0,∞}) carying what is, in a sense, an intrinsic pointed logarithmic
structure, i.e. the analogous Rees quotient caries through upstairs resulting in a characteristic
monoid on the pullback of C0 near the node where δ =∞C0 in MC0 .
3.4. Logarithmic stratifications. Let X be a fine and saturated logarithmic scheme that is loga-
rithmically smooth over k. Suppose moreover for simplicity that X has no self-intersection, i.e.
thatMX is defined in the Zariski topology on X. In this case there is natural stratification of X by
locally closed subsets that are in a one-to-one correspondence with the cones in the cone complex
associated to X (see [20, Corollary 3.5]).
Let us quickly recall the inductive construction of this stratification: Let X0 be the locus
X0 =
{
x ∈ X
∣∣MX,x ≃ O∗X,x} .
Then X0 is smooth and the connected components of X0 are the open strata of X of codimension
zero. For n ≥ 1 denote by Xn the locally closed subset of regular points of X− (X0 ∩ · · · ∩ Xn−1).
The irreducible components of Xn form the strata of X of codimension n.
Let E be a locally closed stratum of X and denote by E its closure in X. Let IE be the preimage
in MX of the vanishing ideal of E in OX. Then IE is an ideal sheaf in MX and E is naturally
isomorphic to the scheme underlying the Rees quotient subscheme VX(IE). This construction
naturally endows the closure E of a stratum with a logarithmic structure that makes the inclusion
E →֒ X into a morphism of pointed logarithmic schemes.
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In other words, we promote the natural stratification of X in the category of scheme to a
stratification of X in the category of pointed logarithmic schemes.
Remark 3.7. Let X = X(∆) be a toric variety associated to a rational polyhedral fan ∆ in NR =
N⊗ R, where N is the cocharacter lattice of the big torus T of X. There is a natural stratification
of X by the T -orbits of X that are in a natural one-to-one correspondence with the cones in ∆.
Write O(σ) for the locally closed T -orbit of X associated to a cone σ in ∆. Then the natural
immersion O(σ) →֒ X of the closure O(σ) is not toric, but rather subtoric (i.e. a composition of a
toric morphism, here the identity, with the closed immersion of a closed torus orbit).
4. Clutching and gluing in logarithmic geometry
Let S be a logarithmic scheme. In [12] F. Kato has defined a logarithmic curve over S as a
logarithmically smooth integral morphism X → S (later also assumed to be proper) such that
each geometric fiber is a reduced and connected curve with at worst nodal singularities (i.e. pre-
stable). In particular, in [12, Section 1] Kato gives a combinatorial characterization of the étale
local structure of such curves. We directly generalize F. Kato’s characterization to our setting
(using the notation from [7, Section 7.2]).
Definition 4.1. Let S be a pointed logarithmic scheme. A (pointed) logarithmic curve is a subloga-
rithmic morphism pi : X→ Swhose underlying morphism of schemes is proper and flat with each
fiber a reduced and connected curve with at worst nodal singularities (i.e. pre-stable), such that
every geometric point x of X has an étale neighborhood U that admits a strict étale morphism to
a logarithmic scheme V over S that is of one of the following three types:
(i) V = SpecOS[u], with MV = pi∗MS;
(ii) V = SpecOS[u], with MV = pi∗MS ⊕ Nv with pi♭(v) = u; or
(iii) V = SpecOS[x, y]/(xy − t) for some t ∈ OS, and
MV = pi
∗MS ⊕O
∗
Sα⊕O
∗
Sβ/(α+ β = δ)
for some δ ∈ MS and α 7→ x, β 7→ y, and δ 7→ t through their respective structure mor-
phisms.
The main difference from the situation in [12] is that in the situation of Part (iii) above we now
allow δ =∞. We denote byMlogg,n the category of stable logarithmic curves.
Remark 4.2. Rather than developing here a fully fledged theory of logarithmically smooth mor-
phisms in the category of pointed logarithmic schemes, we have restricted our present study
to the appropriate generalization of logarithmic curves (guided by their étale local structure in
the unpointed setting) given above in Definition 4.1. A complete treatment of logarithmically
smooth morphisms of pointed logarithmic schemes is warranted as we believe it will offer a
slightly richer theory. This remains for future work. As a quick aside in this direction, note
that logarithmic smoothness is a property of morphisms that is preserved under base change
along logarithmic maps. This should still be the case for base change of smooth purely logarith-
mic morphisms along sub-logarithmic morphisms as well. Example 3.6 carries out such a base
change of a logarithmically smooth family of affine curves.
As in the unpointed case,Mlogg,n forms a category fibered in groupoids over LSch
∞ whose fiber
over a pointed logarithmic scheme is the groupoid of stable logarithmic curves over S of genus
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g with n marked sections: the functor Mlogg,n −→ LSch∞ assigns to a family its base pointed
logarithmic scheme. Morphisms in this category are the usual commutative diagrams. As the
above definition is stable under strict base change, using the strict étale topology τstr.et. it is
straightforward to check thatMlogg,n forms a stack over (LSch
∞, τstr.et.).
While there are new objects inMlogg,n that do not appear in the unpointed case as a smoothing
parameter δ may now take the value ∞ in MX, the unique factorization of sub-logarithmic mor-
phisms keeps this well controlled and allows us to follow Kato’s original constructions closely.
Indeed, the following Proposition 4.3 is an immediate generalization of [12, Theorem 4.5]. In [12],
Kato proves that the category of unpointed stable logarithmic curves is representable by Mg,n
with the induced logarithmic structure from its boundary by first identifying the subcategory of
appropriate “basic" or minimal objects. This subcategory consists of canonical logarithmically
smooth curves with logarithmic structure on the base S induced as the étale local lift of a mor-
phism of monoids Nr → OS. In the present setting, we identify the minimal objects ofMlogg,n using
pointifications of the the same canonical logarithmic curves, their pointed logarithmic structures
induced now by (Nr)∞ → OS. This furnishes a subcategory of Mlogg,n that is again representable
byMg,n, but now with the pointification of the induced logarithmic structure from its boundary.
Proposition 4.3. The stack M
log
g,n over
(
LSch∞, τstr.et.
)
is representable by the algebraic stack Mg,n
with pointed logarithmic structure M := MMg,n given by the pointification of the standard divisorial
logarithmic structure induced from its boundary.
Proof. As absorbing elements must restrict to absorbing elements, we note that the restriction of
M to any family X −→ S in Mg,n results in the pointification of the canonical stable log. curve
in the sense of [12], and all such pointified canonical stable log. curves arise this way. Recall,
this is the logarithmic curve X −→ S with MS given by the étale local lift of a morphism of
monoids (Nr)∞ → OS where r is the maximum number of nodes of any fiber, and each choice δ
the corresponding generator of Nr for each node.
To extend the proof of [12, Theorem 4.5] to the pointed setting, it is enough to prove that pointi-
fied canonical stable log. curves satisfy the pull-back criterion for minimality (see [12, Proposi-
tion 2.3] where the word “basic" is used, or [11]) with respect to morphisms in LSch∞. To this
end, let f ′ : X ′ −→ S ′ be a family inMlogg,n and f : X −→ S a pointified canonical stable log. curve
with
X ′ X
S ′ S
f ′ f
a cartesian diagram of schemes. We must show there exist unique a : S ′ −→ S and b : X ′ −→ X
lifting this to a cartesian diagram
X ′ X
S ′ S
b
f ′ f
a
in the category of pointed logarithmic schemes. Following [12, Proposition 2.3], these maps are
uniquely determined étale locally by the image of the generators {ei} of Nr, each corresponding
to the i-th node with image giving the value δi in M ′S.
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Indeed, étale locally near a node X ′, the structure of a logarithmic curve determines the value
δi inM ′S. The logarithmic map a is determined by sending ei to δi for i = 1 . . . r. By Corollary 3.4,
a factors uniquely as
S ′ VS(I) S
a˜ iI
where a˜ is purely logarithmic and iI is a closed logarithmic immersion and
I = 〈ei|δi := a
♭(ei) =∞S ′〉 ≃ Nr−s
where s is the maximum number of δi taking the value ∞S ′ . These maps are determined at the
level of characteristics by the composition of a Rees quotient and a toric morphism:
(Nr)∞ −→ (Nr)∞/I −→M ′S.
The gluing argument of [12, Proposition 2.3] and Lemma 2.2 uniquely determine a commutative
diagram
X ′ VX(I
′) X
S ′ VS(I) S
b˜
f ′
iI ′
f
a˜
iI
(3)
with I ′ = (f♭(I) +M ′X) and the right square cartesian. The left square is cartesian by [12, Corol-
lary 1.16], completing the proof. 
Remark 4.4. The commutative Diagram 3 utilizes the unique factorization of a sub-logarithmic
morphism along the base to factorize the morphism of curves in a similar manner. The logarith-
mic stratum of X ′ −→ S ′ into which the family X −→ S maps is identified combinatorially by the
smoothing parameters δi taking the value ∞.
Theorem 4.5. The classical clutching and gluing maps induce natural sub-logarithmic clutching maps
M
log
g,n+1 ×M
log
g ′,n ′+1 −→Mlogg+g ′,n+n ′(
[C, s1, . . . , sn, ⋆], [C
′, s ′1, . . . , s
′
n ′ , •]
)
7−→ [C ⊔⋆∼• C ′, s1, . . . , sn, s ′1, . . . , s ′n ′]
and (self-)gluing maps
M
log
g−1,n+2 −→Mlogg,n[
C, s1, . . . , sn, ⋆, •
]
7−→ [C/⋆∼•, s1, . . . , sn] .
Étale locally around the new node ⋆ ∼ • the logarithmic structure (in the notation of Definition 4.1 (iii)
above) is given by
MV = pi
∗MS ⊕O
∗
Sα⊕O
∗
Sβ/(α+ β = δ)
where δ =∞S ∈MS.
Proof. The two formulas above define a functor between the fibered categories over LSch∞ whose
restriction to the category of small pointed logarithmic schemes (in the sense of [12]) are exactly
the classical clutching and gluing morphisms for the algebraic moduli stacks Mg,n. This obser-
vation, together with Proposition 4.3, implies the claim. 
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Remark 4.6. Let S =
(
Speck, k∗ ⊕ P◦
)
be a standard logarithmic point, where P◦ is a sharp
(unpointed) monoid. In [9, Theorem 4.4] we have seen that the groupoid Mlogg,n(S) is equivalent
to the groupoid of metrized curve complexes (in the sense of [5]) with edge lengths in P◦. If we
take S∞ =
(
Speck, k∗ ⊕ P∞
)
, this equivalence extends to an equivalence betweenMlogg,n(S
∞) and
the groupoid of metrized curve complexes with edge lengths in P∞. From this point of view, the
clutching map is given by connecting the two marked points ⋆ and • by an edge of length∞.
5. Clutching and gluing in tropical geometry
In order to find tropical analogues for the clutching and gluing maps, as originally introduced in
[15], it has been realized in [1, Section 8] that, instead of working with morphisms of generalized
cone complexes, one has to consider morphisms between their canonical compactifications. In
this section we apply the same principle to the tropical moduli stacks introduced in [7] and
construct tropical clutching and gluing maps that naturally commute with tropicalization.
Remark 5.1. We recall from Section 2.1 that while the data of a strictly convex rational polyhedral
cone (σ,N) includes the choice a lattice N giving rational structure, we will often abuse notation
below and simply write σ for the cone (σ,N) unless otherwise necessary to avoid confusion.
5.1. Extended cone stacks. A (rational polyhedral) cone complex Σ is a topological space |Σ| that
arises as a colimit of a diagram consisting of sharp cones and proper face morphisms such
that the induced maps σ → |Σ| (called the faces of Σ) are injective. We refer to the reader to
[7, Definition 2.1] for a more axiomatic definition of this notion. The category of cone complexes
will be denoted by RPCC; its morphisms are continuous maps Σ→ Σ ′ that restrict to morphisms
of cones on the faces of Σ.
The category RPCC naturally carries a Grothendieck topology, the so-called face topology, given
by face embeddings σ →֒ Σ. A morphism Σ → Σ ′ in RPCC is said to be strict if its restriction
to a face of Σ induces an isomorphism onto a face of Σ ′. Denote by Pstrict the class of strict
morphisms. The tuple
(
RPCC, τface,Pstrict
)
therefore defines a geometric context in the sense of
[7, Section 1] and we may define cone spaces and cone stacks as geometric spaces and geometric
stacks in this context respectively. Recall from [7, Section 1] that a geometric context is a tuple
consisting of a category, a Grothendieck topology, and a class of morphisms P fulfilling, in a
sense, the minimal set of axioms necessary to allow for the construction of geometric stacks. We
refer the reader to [7] for a thorough description of how this works in the case of cone stacks that
we employ below.
Given a cone complex Σ, we may define its canonical extension Σ by replacing every cone σ in
Σ by its canonical extension σ and gluing along the face incidences of Σ. Following [1, Section 2.4]
we call complexes formed in this way extended rational polyhedral cone complexes or just extended
cone complexes for short. We refer to the σ ∈ Σ as the extended cones of Σ. A morphism of extended
cone complexes (again, following [1, Section 2.4]) is a continuous map f : Σ→ Σ ′ such that for each
extended cone σ in Σ there is an extended cone σ ′ of Σ
′
such that f|σ induces a morphism of
extended cones σ→ σ ′. We denote by RPCC∞ the category of extended cone complexes.
For a cone σ ∈ Σ, we denote by Star(σ,Σ) the cone complex formed by taking the collection of
quotients δ/σ for all δ ∈ Σ containing σ as a face:
Star(σ,Σ) = {δ/σ|σ  δ ∈ Σ}.
Two cones δ/σ and δ ′/σ meet in a face τ/σ precisely when σ  τ  δ and σ  τ  δ ′.
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The stratifications
σ =
⊔
τσ
σ/τ
given in Proposition 2.3 glue among all the extended cones in Σ, resulting in an induced stratifi-
cation
Σ =
⊔
σ∈Σ
Star(σ,Σ)
by maximal extended cone complexes at infinity, each canonically isomorphic to Star(σ,Σ). We
denote by
Star(σ,Σ) =
⊔
σδ
Star(δ, Σ)
the canonical extension of such a maximal complex at infinity. The inclusion maps δ/σ −֒→ δ for
cones δ containing σ as a face glue together, inducing an inclusion
i(σ,Σ) : Star(σ,Σ) −֒→ Σ.
Recall that any morphism σ −→ σ ′ of cones induces a canonical extension σ −→ σ ′ by con-
tinuity (we called such maps of extended cones “toric" in Section 2.3). Thus every morphism
f : Σ → Σ ′ of cone complexes induces a canonical extension to a morphism Σ → Σ ′ of extended
cone complexes, so that the natural functor
[.]∞ : RPCC −→ RPCC∞
Σ 7−→ Σ
is faithful and essentially surjective. In a slight abuse of notation we denote the induced mor-
phism by the same name f : Σ −→ Σ ′ and call it a toroidal morphism of extended cone complexes.
As in the case of extended cones described in Section 2, we note the following important
feature of extended cone complexes: while the new extended category RPCC∞ does not intro-
duce new objects (since the compactifications of complexes are canonical), it does introduce new
morphisms. Indeed, a morphism f : Σ → Σ ′ of extended cone complexes may take its image
in some maximal extended cone complex at infinity Star(σ ′, Σ ′) ⊂ Σ
′
, avoiding the underlying
complex Σ ′ entirely. Toroidal morphisms are precisely the morphisms induced from underlying
morphisms of complexes, i.e., the morphisms whose image meets the underlying complex Σ ′.
We called such morphisms of extended cones toric in Section 2. A morphism of extended cone
complexes f : Σ −→ Σ ′ must factor uniquely as a toroidal morphism composed with the inclusion
i(γ ′,Σ ′) : Star(γ ′, Σ ′) −֒→ Σ ′ of the maximal extended cone complex at infinity where it takes its
image. Both γ ′ and the factorization are determined locally, i.e. cone by cone, by the unique
factorization of morphisms of extended cones.
Proposition 5.2. Given a morphism f : Σ→ Σ ′ of extended cone complexes, there is a unique factorization
f : Σ
f˜
−−−−→ Star(γ ′, Σ ′) i(γ ′,Σ ′)−−−−→ Σ ′
where γ ′ is a cone in Σ ′ and f˜ is a toroidal morphism of extended cone complexes.
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Proof. Restricting f : Σ → Σ ′ to any extended cone σ ∈ Σ determines a morphism of extended
cones f|σ : σ −→ σ ′ which uniquely factors as a toric morphism followed by an inclusion
σ σ ′
σ ′/τ ′.
f|σ
iτ ′
These factorizations glue to form the desired factorization of f. Uniqueness is ensured by the
requirement that f˜ be toroidal, expressed cone by cone by requiring that σ −→ σ ′/τ ′ above is
toric. 
Remark 5.3. Let f : Σ −→ Σ ′ be a morphism of extended cones and γ ′ ∈ Σ ′ the cone determined
by Proposition 5.2. Forgoing the hypothesis that f˜ is toroidal would allow for other factorizations
f : Σ
f˜
−−−−→ Star(δ ′, Σ ′) i(δ ′,Σ ′)−−−−→ Σ ′,
one for each face δ ′  γ ′. In particular there is always a trivial factorization
f : Σ
f˜
−−−−→ Star(0, Σ ′) i(0,Σ ′)−−−−→ Σ ′
where the second morphism is the identity.
Proposition 5.2 allows us to apply the same argument as in Proposition 3.5 to show that the
category of extended cone complexes admits fiber products. The face maps σ →֒ Σ for extended
cones σ of Σ induce a Grothendieck topology τface on RPCC∞. We say that morphism f : Σ→ Σ ′
is strict, if the restriction of f to every extended cone σ in Σ induces an isomorphism onto an
extended cone in Σ
′
.
Denote by Pstrict the class of strict morphisms. The tuple (RPCC∞, τstrict,Pstrict) defines a
geometric context in the sense of [7, Definition 1.1]. We may now define an extended cone stack as
a geometric stack in the context
(
RPCC∞, τface,Pstrict
)
.
Definition 5.4. An extended cone stack is a stack C over (RPCC∞, τface) that fulfills the following
axioms:
(i) The diagonal morphism ∆ : C → C × C is representable by a extended cone complexes.
(ii) There is an extended cone complex Σ as well as a (necessarily representable) morphism
Σ→ C that is strict and surjective.
Given a strict and surjective groupoid object (R⇒ U) in RPCC, the induced groupoid (R∞ ⇒
U∞) in RPCC∞ is again strict and surjective. Thus, there is a natural functor
[.]∞ : ConeStacks −→ ConeStacks∞
such that, whenever [U/R] ≃ C is a groupoid presentation of a cone stack C, we have a natural
equivalence [U∞/R∞].
Remark 5.5. In [7, Section 2] we first define the notion of a cone space, an analogues of an
algebraic space, and then require the diagonal of a cone stack to only be representable by cone
spaces (and not by cone complexes). We refrain from including this extra complication here, but
mention this technical fine print for the interested reader.
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5.2. The extended moduli stack Mtropg,n . In [7, Section 3] moduli stacksM
trop
g,n of tropical curves
are defined as cone stacks whose fiber over a sharp cone σ is the groupoid of stable tropical
curves of genus g with n marked legs and edge lengths in the dual monoid Sσ. We are now
going to extend this construction to tropical curves with edge lengths in pointed monoids.
Definition 5.6. Let σ be an extended cone. An extended tropical curve Γ over σ is a finite graph
G (possibly with legs) together with a non-negative vertex weight h : V(G) → Z≥0 and an edge
length function d : E(G)→ S∞σ − {0}.
Recall that the genus of Γ (and also of G) is defined to be the number
g(Γ) = g(G) = b1(G) +
∑
v∈V(G)
h(v)
and that Γ is said to be stable if for all vertices v ∈ V(G) the inequality 2h(v) − 2+ |v| > 0 holds.
The argument in [7, Proposition 2.3] immediately shows that there is a unique stackMtropg,n over
the site
(
RPCC∞, τface
)
(up to equivalence) whose fiber over an extended cone σ is the groupoid
of stable extended tropical curves Γ over σ of genus g with n marked legs.
Proposition 5.7. The moduli stackM
trop
g,n is an extended cone stack.
Proof. Fix a stable vertex-weighted finite graph G = (V, E, L, h,m) of genus g with n marked
points. The moduli functor UG whose fiber over an extended rational polyhedral cone σ is the
groupoid of pairs (Γ,φ) consisting of a tropical curves Γ in Mtropg,n (σ) as well as a weighted edge
contraction φ : G → G(Γ), where G(Γ) denotes the underlying weighted finite n-marked graph
of Γ .
Lemma 3.4 in [7] immediately generalizes to this situation and so UG is representable by the
extended rational polyhedral cone σG = R
E
≥0. The main point here is that, for every extended
cone σ, there is a one-to-one correspondence between the two sets UG(σ) and
Hom(σ, σG) = Hom
(
N
E, S∞σ
)
.
Given a homomorphism f : NE → S∞σ , we endow G with a generalized edge length given by
df(e) = f
(
[e]
)
for e ∈ E and the associated tropical curve in UG(σ) is given by contracting all the edges e for
which df(e) = 0.
As in [7, Lemma 3.5], the natural morphism
UG −→Mtropg,n
(Γ/σ,φ) 7−→ Γ/σ
representable by extended cone complexes, strict, and quasi-compact.
This implies that Ug,n =
⊔
GUG is a cone complex and that the natural morphism
Ug,n −→Mg,n
is representable, strict, and quasi-compact. Since it is clearly surjective, we have constructed a
representable strict and surjective atlas of the stackMtropg,n . Finally, an analogue of [7, Lemma 2.11]
holds in the context (RPCC∞, τface,Pstrict) and therefore the existence of a strict and surjective
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atlas Ug,n → Mtropg,n that is representable by extended cone complexes already implies that the
diagonal ofMtropg,n is representable by extended cone complexes. 
The proof of Proposition 5.7 in particular shows that Mtropg,n is naturally equivalent to the
canonical extension ofMtropg,n .
5.3. Clutching and gluing. In [7, Section 6] the authors have introduced a new incarnation of
the tropicalization map for the moduli space of curves as a smooth and surjective logarithmic
morphism
tropg,n : M
log
g,n −→Mtropg,n .
For this to make sense one has to use the theory of Artin fans (see [2–4, 21]) in order to lift the
moduli stackMtropg,n to a stack over the category of logarithmic schemes. Indeed in [7, Section 6],
an equivalence of two categories is demonstrated between the category of cone stacks and the
category of Artin fans, i.e. logarithmic algebraic stacks admitting a strict étale cover by a disjoint
union of quotients [A/T ] of affine toric varieties A by their dense torus. In a slight abuse of
notation, we denoted byMtropg,n both the cone stack described above and the associated Artin fan
which is representable by algebraic stack with a logarithmic structure.
Definition 5.8. Let S be a pointed logarithmic scheme. A family of extended tropical curves over S
is a collection Γq of tropical curves, indexed by the geometric points q of S, with edge lengths in
MS,q such that, whenever t is a geometric point of S that specializes to q, then the tropical curve
Γt is obtained from Γq by endowing the underlying graph Gq of Γq with the edge length
d : E(Gq) −→MS,q −→MS,t
and contracting all edges for which this edge length is zero.
Denote by Mtropg,n the fibered category over LSch
∞ whose fiber over pointed logarithmic
scheme S is the groupoid of families of stable tropical curves over S of genus g with n marked
legs.
Proposition 5.9. The fibered category M
trop
g,n is representable by an algebraic stack with a pointed loga-
rithmic structure that is logarithmically étale over k.
Proof. This is an immediate consequence of Proposition 5.7, since it shows thatMtropg,n is nothing
but the canonical extension ofMtropg,n for every geometric point of a pointed logarithmic scheme.
Then, since Mtropg,n is an algebraic stack with a logarithmic structure that is logarithmically étale
over k by [7, Theorem 3], the claim follows. 
Definition 5.10. Let S be a pointed logarithmic scheme whose underlying scheme is a point.
Given a logarithmic curve X over S, the dual tropical curve ΓX is the extended tropical curve
consisting of:
(i) one vertex v for each irreducible component Xv of X, with vertex weighted h(v) the genus
of the normalization of X;
(ii) a leg li incident to the vertex v for each marked point xi on Xv; and
(iii) for each node xe of X connecting two component Xv and Xv ′ with logarithmic equation
α + β = δe (see Definition 4.1 above) an edge e connecting the two vertices v, v ′ of length
d(e) = δe ∈MS.
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In particular, we have a natural strict, smooth, and surjective tropicalization morphism
tropg,n : M
log
g,n −→Mtropg,n
that is given by associating to a family of logarithmic curves over a pointed logarithmic scheme
S the family of dual tropical curves over S.
Theorem 5.11. There are natural clutching maps
M
trop
g,n+1 ×M
trop
g ′,n ′+1 −→Mtropg+g ′,n+n ′
and gluing maps
M
trop
g−1,n+2 −→Mtropg,n
(as morphisms of extended cone stacks) that make the induced diagrams (in the category of pointed loga-
rithmic stacks)
M
log
g,n+1 ×M
log
g ′,n ′+1
trop
−−−−→ Mtropg,n+1 ×Mtropg ′,n ′+1y y
M
log
g+g ′,n+n ′
trop
−−−−→ Mtropg+g ′,n+n ′
M
log
g−1,n+2
trop
−−−−→ Mtropg−1,n+2y y
M
log
g,n
trop
−−−−→ Mtropg,n
commute.
Proof. Define the clutching map
M
trop
g,n+1 ×M
trop
g ′,n ′ −→Mtropg+g ′,n+n ′
as the unique map whose restriction to an extended rational polyhedral cone σ is given by the
association (
[Γ, l1, . . . , ln, ⋆], [Γ
′, l ′1, . . . , l
′
n ′ , •]
)
7−→ [Γ ⊔⋆∼• Γ ′] .
The tropical curve Γ ⊔⋆∼• Γ ′ is defined by taking the amalgamated sum of the underlying graphs
of Γ and Γ ′ over the legs ⋆ and • and endowing the resulting graph with the generalized edge
length
d(e) =


dΓ (e) if e ∈ E(Γ)
dΓ ′(e) if e ∈ E(Γ ′)∞ if e = {⋆ ∼ •}
with values in S∞σ . From the explicit description of the pointed logarithmic structures in Theorem
4.5 we obtain that this map commutes with tropicalization.
A completely analogous construction also gives a (self)-gluing map
M
trop
g−1,n+2 −→Mtropg,n[
Γ, l1, . . . , ln, ⋆, •
]
7−→ [Γ/⋆∼•]
that naturally commutes with tropicalization, again by Theorem 4.5 above. 
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