This paper presents improvements to the plane-based technique for calibrating freehand 3D ultrasound systems. The improvements are designed to make it easier for inexperienced users to perform plane-based calibration and to know that they have got a reliable result. In particular, we enable the calibration to be performed using water at room temperature while producing a result that is valid for average soft tissue, and we show how it is possible to provide feedback on the reliability of the calibration using a metric based on the curvature of the calibration criterion function. We present comprehensive results showing that these innovations improve the precision of the calibration and offer useful feedback to the user.
Introduction
Freehand three-dimensional (3D) ultrasound [5] is a technique for acquiring ultrasonic data of a 3D volume by measuring the trajectory of the ultrasound probe using a position sensor. It has applications in clinical volume measurement, analysis of complex geometry, surgery planning and radiotherapy planning [7] . As the probe is swept across the volume, the sensor records the position and orientation of the probe with respect to an external world coordinate system. The recorded position, however, is the position of the sensor, rather than the scan plane, as shown in Figure 1 . We therefore need to determine the scales in the ultrasound images and the rigid-body transformation from the electrical centre of the position sensor to the corner of the ultrasound scan plane. This is done through a process called probe calibration [12] . Points in the B-scan are first transformed to the sensor's coordinate system by the parameters found by calibration, and then to the world space by the sensor's readings. It is crucial that probe calibration be as accurate as possible, as any errors will propagate through to subsequent stages of image analysis and measurement. The usual technique for 3D ultrasound calibration is to perform a series of scans of an object with known dimensions (a phantom) [13] . The simplest such object is a point fiducial formed by cross wires [4, 10] or a small spherical ball [1, 20] in a water bath. This point is scanned from different directions and segmented in each B-scan. For a given set of calibration parameters, each point in the B-scan can be mapped to the world coordinate system. Since the same point is being scanned, they should be all mapped to the same point in space. This sets up an over-determined system of constraints that can be solved using optimisation techniques. [2] , while sound travels at 1540 m/s in average soft tissue. For accurate calibration the water bath should be at 48 Celsius which gives a sound speed of 1540 m/s. This is difficult to maintain, and uncomfortable for the operator. If the calibration is performed in cold water without any adjustments, the temperature difference would cause an error of 3.7%. (2) There is currently no feedback to the user to indicate when the plane has been scanned from a sufficiently diverse set of positions and angles to produce a well constrained solution to the resulting non-linear equations. The residue error from the optimisation is not an accurate measure of calibration quality, since it is possible to perform an incorrect calibration with a low residue error. An extreme example would be to repeatedly scan the plane from the same position. In this case, the residue error would be low, but the user has no idea that the calibration is unreliable. As a result, some inexperienced users have recorded under-constrained motion sequences leading to incorrect calibrations. In this paper, we show how it is possible to provide feedback to the user on the reliability of the calibration.
Improving the Reliability of Single Wall Calibrations
In this section, we first present the modifications we have made to current single wall calibration systems used by Prager et al. [17] and Treece et al. [22] . We then performed and analyzed a number of calibrations in order to measure the reliability of a calibration using a metric based on the curvature of the criterion function. At the same time, these calibrations were used to compare with the results from Treece et al. [22] , in order to verify the effectiveness of the modifications we have made to the single wall calibration protocol.
Improvement to Single Wall Calibrations
We describe the two modifications we have made to improve current plane-based calibration systems. The first modification is to account for the difference between the speed of sound in water and soft tissue. The second is to determine the B-scan scales explicitly.
Speed of Sound
The speed of sound problem is fixed by allowing the calibration to be performed at room temperature, but requiring the user to provide a measurement of the water temperature. The ultrasound images can then be corrected using one of the well-known polynomial models for the speed of ultrasound in water as a function of temperature [2] .
Since sound travels slower in cold water than in average soft tissue, the image of the plane (dotted lines) appears further away than its actual position (solid lines), as shown in Figure 3 . Corrections can therefore be made by moving the image of the plane toward the face of the probe.
We used the same edge detection algorithm used by Prager et al. [17] . Vertical samples are taken within the user defined region in the ultrasound image. A likely edge point is where the derivative of the smoothed signal first exceeds some threshold. The edge could then be found by applying the RANSAC line detection algorithm to these likely edge points [6] . For a linear probe, the correction is a translation of each likely edge point toward the probe face; the axial coordinates v of the points are multiplied by the temperature correction factor t = In the scenario of a curvilinear probe, the plane appears as a curve rather than a line. We therefore first detect the probe shape automatically [21] . The probe centre is then the intersection of the left and right edges. We further assume that the probe face is part of a circular arc with radius R centred at the probe centre. We then move each point on the curve (shown as a dotted line in Figure 3 ) towards the probe face, in the direction of the probe centre, by the temperature correction factor. The shifted points will then lie on a straight line, and can be detected using the RANSAC line detection algorithm [6] . Since this correction is mathematically sophisticated and extra steps need to be followed by the user to detect the probe shape reliably, an approximated correction is possible for common abdominal curvilinear probes. Please refer to Appendix A for a detailed discussion.
Explicit Scale Estimation
We increase the robustness of the calibration process by reducing the number of parameters involved. We can establish the image scales at the start of the procedure using a separate protocol, and hence remove them from the optimisation. The result is that the non-linear optimisation only has to determine nine rather than eleven parameters, and this makes the system of equations easier to constrain.
The image scales are determined using the distance measurement tool that is available on most (if not all) clinical ultrasound machines. This tool provides the distance, in centimetres, between two points marked in the B-scan image. A simple graphical user interface has been implemented to enable the user to indicate the point positions and enter their separation. Since most ultrasound machines provide square pixels to a very good approximation, we have further simplified this procedure, with little loss of accuracy, by assuming that the horizontal and vertical image scales are the same. The scale is therefore estimated by
, where ∆u and ∆v the horizontal and vertical distances, in pixels, between the two marked points on the B-scan.
Quantification of Calibration Quality
In order to measure the calibration quality and provide feedback to the user, we performed calibrations using three probes on two different ultrasound machines. The first is the Diasus 1 5-10MHz linear-array probe. The analog radio-frequency (RF) ultrasound data, after receive focusing and time-gain compensation but before log-compression and envelope detection, was digitized using a Gage CompuScope 14100 PCI 14-bit analog to digital converter, 2 and transferred at 10 frames to RF data, the image scales could be set at our discretion and the B-scans were displayed at 0.01cm/pixel. We also performed calibrations with the Toshiba 3 model SSA-270A/HG 7.5MHZ linear probe, and the 3.75MHz curvilinear probe. The B-scan images were digitized using an inexpensive frame-grabber card and transferred to an 800MHz PC running Linux. Both probes were tracked using an AdapTrax 4 infrared LED target for the Polaris 5 optical tracking system. We performed calibrations including 30, 60, 90 and 120 images of the plane. Every calibration was repeated 10 times. For each repetition, the calibration consisting of 60 images was formed by capturing 30 images of the plane in addition to the 30 images from the previous calibration, and similarly for the calibrations with 90 and 120 frames. It is important for plane-based calibration that the plane is scanned in a non-degenerate sequence to constrain the plane in space [17, 22] . These calibrations all included the required motion sequences, namely: vertical movements, side to side rotations, front to back rotations, translation in the x direction, translation in the y direction and rotations about the z-axis, where x and y are the two axes in the plane phantom, aligned with the sides of the water tank, and z the corresponding axis perpendicularly out of the plane, as shown in Figure 4 . The probes and depth settings used in the experiments are listed in Table 1 . One focus at approximately half the depth setting was used in each calibration. The scales in the Diasus calibrations were set manually to 0.01cm/pixel, since this is the scale at which the RF data, after log-compression, envelope detection and band-pass filtration, were displayed. The distance measurement tool was utilized to estimate the scales in the Toshiba calibrations. Both the temperature and scale estimation is highly repeatable so that the same readings are obtained in every measurement. Hence there is no variation in the scales in each calibration. In all, a total of: 4 probes × 4 numbers of plane images × 10 repetitions = 160 calibrations were acquired. The quality of each calibration was assessed by measuring its precision and accuracy [22] . Precision is measured by the consistency of the locations of the four corners and the middle of the image when located in 3D space using the calibration parameters. For each of these points we measured its mean location in 3D space, and then computed the average magnitude of its deviation from this point. This measure was called mean 3D error by Treece et al. [22] . These five errors were then averaged. Figure 5 shows the averaged error as the number of scans is increased in our calibrations. The decreasing graphs show that more consistent calibrations were achieved at a higher number of scans.
The precision measurements indicate the variation in the image due to spatial calibration errors. This variation could be reduced further by averaging over a larger number of calibrations. Moreover, the repeatability of the calibrations is not an indication of accuracy, as the calibrations could be highly repeatable but biased.
We assess the accuracy of our calibrations by scanning a tissue mimicking phantom consisting of coplanar spheres with 2mm diameter [11] . These spheres lie on a grid with known dimensions (Appendix B), and they show up as dark circles in the B-scans. We scanned the phantom with the Diasus probe at 3cm and 6cm depth, using the three patterns in Figure 6 . In order to maximize the visibility of the spheres, six focal points were used in the middle region of the image. The images were recorded at approximately 7-15 frames per second. Although many foci were used during image acquisition, some of the spheres away from the focal points could not be The sequence of probe movement required during calibration to constrain the 11 calibration parameters (before scales estimation). The diagram is taken from Treece et al. [22] . seen clearly and segmented properly, and so they were not included in the accuracy assessment. The phantom was scanned freehand, but as slow as possible so that each sphere appears in a number of consecutive images. A typical recording consisted of approximately 400 scans down the 10cm length of the scanning window. The images of the spheres were then semi-automatically segmented, reconstructed in space using the parameters from our calibrations, and fitted to our predefined grid of spheres [22] . We measure the error as the 3D distances between the centres of the reconstructed spheres and their true location in world space. Figure 7 shows the orthographic projection of the sphere centres' distribution. The small grey circles are the actual positions and size of the spheres forming the predefined grid. In order to make the errors more visible, the small grey circles are magnified by a factor of four and shown as larger black circles. The crosses show the centre of each reconstructed sphere with the error magnified by a factor of four. The diagrams in the left column show the reconstruction errors for the Diasus probe at 3cm depth; the errors at 6cm depth are shown in the right column. Figure 8 shows the average error as a function of the number of scans. The graphs are relatively flat. This is most likely because the dominant errors are not caused by spatial calibration. Possible sources include the optical tracker, temporal misalignments, image capture and segmentation of the spheres. Nevertheless, from the low errors and the even distribution of located spheres in Figure 7 , we can deduce that our calibrations are unbiased.
In this paper, we will use precision as the measure for calibration quality. This is because precision is more sensitive to calibration errors than accuracy, since precision measures the variations caused by spatial calibration only, and not a combination of calibration and other sources of errors. We have also verified that this choice is viable by the low accuracy errors in each calibration, confirming that the calibrations are unbiased and accurate.
Curvature of the Criterion Function at the Solution
In each calibration we obtain a set of constraints involving nine variables, since the B-scan scales have been determined explicitly. These variables are solved using a non-linear optimisation algorithm, and we have ensured that the correct solution is obtained (Appendix C). We wish to measure how well the solution is constrained. As the nine parameters are similarly scaled, with distances in centimetres and angles in radians, we can get an indication of an under-constrained solution using the minimum curvature of the criterion function at the solution. If the minimum curvature is high then the solution is well-constrained. If the minimum curvature is low then one or more parameters will be under-constrained. We can thus spot poor solutions and advise the user to scan the plane from some more angles to introduce further constraints.
We wish to use the minimum curvature at the solution as a measure of the quality of the solution. We therefore measured the minimum curvature of our calibrations by computing the Hessian, the matrix consisting of all the second derivatives of the objective function. The eigenvalues and eigenvectors of the Hessian are evaluated to give the magnitudes and directions of greatest and least curvature. In all four probes, the eigenvector corresponding to the minimum eigenvalue for each calibration is found to be in the translation direction that defines the phantom in world space. This eigenvalue is expected to be lower than other eigenvalues, because this translation is typically an order of magnitude larger than the other calibration parameters. This means that the error in this direction is also expected to be an order of magnitude higher than other parameters. This does not bother us as the three parameters defining the phantom in world space are subsequently discarded, and do not judge how well a calibration is performed. We therefore use the second minimum eigenvalue, whose corresponding eigenvector is in the direction concerning a combination of the six parameters that define the transformation from the mobile part of the position sensor to the corner of the B-scan image. For brevity, we will use the word eigenvalue or minimum eigenvalue in this paper while we are in fact referring to the second minimum eigenvalue (minimum eigenvalue of interest). Figure 9 shows the graph of the second minimum eigenvalue (minimum eigenvalue of interest) of the Hessian at the calibration solution as the number of scans is increased. A clear linear relationship can be seen. This shows that the minimum curvature at the solution is related to the number of scans of the plane used in the calibration. We have shown that the error is related to the number of scans in the calibration in Figure 5 . Hence the number of scans is related to both error and eigenvalue. This enables us to plot the error against the eigenvalue, as shown in Figure 10 . This shows that we can use the size of the eigenvalue as an indicator for the quality of the solution, and therefore advise the user whether the calibration is well-constrained. 
Incomplete Scanning Patterns
We have shown in the previous section that we can use the eigenvalue to determine whether the solution is well-constrained, hence the reliability of the calibration. This assumes that the user has performed all the required scanning patterns in Figure 4 . Inexperienced users often neglect some of these motions inadvertently. We performed calibrations consisting of 30 images with one of the motions missing with the Diasus probe at 6cm depth to investigate whether incomplete calibrations do result in an under-constrained solution, reflected by a low eigenvalue.
The minimum eigenvalues for these incomplete calibrations are shown in Figure 11 . In the two cases where side to side and front to back rotations are missing, the under-constrained optimisation resulting from incomplete scanning patterns is reflected by a near zero minimum eigenvalue. For the case where vertical movements are missing, the minimum eigenvalue also dropped by more than a factor of two, indicating an insufficiently constrained solution. In the other three cases the eigenvalue did not drop as expected. This suggests that although these motions are absent, the solution is well-constrained. We verify this by performing a series of calibrations without these motions and show that they are just as precise as calibrations with all motions exercised.
We performed an additional 10 calibrations with minimal rotations and translations in the aforementioned directions, but still containing the remaining three types of motions. Figure 12 shows the graph of average error against the number of scans. The graph for good calibrations where all motions are exercised using the same probe ( Figure 5 ) is duplicated here for comparison.
From the figure it could be seen that the apparent paradoxical high eigenvalue for calibrations where rotations about the z-axis and translations in the xy-plane are missing is in fact correct. The average error is similar in magnitude from a low to a high number of scans. This means that these motions are not necessary to sufficiently constrain the optimisation for accurate calibration. This is because we have reduced the number of parameters to be optimized from eleven to nine, hence reducing the degrees of freedom which the calibration needs to constrain. This observation can be confirmed by simulating the calibration process mathematically. We have found that successful calibrations can be simulated excluding the aforementioned motions. 
Precision and Accuracy
We verify the effectiveness of the improvements we have made to single wall calibration by comparing our calibrations based on 120 images with the results from Treece et al. [22] , where the highest definition system using plane-based calibrations was reported. Figure 13 shows that the calibrations in this paper are more precise than those achieved by Treece et al. [22] . The error for the Diasus 3cm probe has been reduced by more than a half, and the error for the 6cm depth setting has been reduced by more than a third. Mean 3D error (cm) This Paper Figure 13 : Comparison of the errors due to spatial calibration alone achieved in this paper and in Treece et al. [22] . The errors shown are the mean 3D errors at the five corners.
The probe motion during calibration is restricted when the depth is set low at 3cm. This can result in a weakly constrained optimisation. By removing the scale factors from this optimisation we reduce the dimensionality of the search and greatly improve the precision of the result.
The higher errors in the calibrations performed by Treece et al. [22] are most likely caused by the variation in temperature during calibration. The hot 48 Celsius water will cool down rapidly in the standard room environment. By correcting the temperature differences, calibrations in cold water is possible. Figure 14 shows the comparison of our system accuracy with the results from Treece et al. [22] . It shows that our adjustments have improved the system accuracy slightly. Figure 14 : Comparison of the errors from distance measurements of the whole freehand 3D ultrasound system achieved in this paper and in Treece et al. [22] . The errors shown are the mean 3D distance errors between the centres of the segmented spheres and their real locations in space.
Conclusion
We have proposed some changes to the plane-based 3D ultrasound calibration protocol that increase its reliability and ease of use, while maintaining its state-of-the-art performance. The compensation for the temperature of the water and the simple technique for explicit entry of scale values are both easy to use. In particular, fewer degrees of freedom need to be constrained by spatial calibration, and so rotations about the z-axis and translations in the xy-plane are no longer needed to achieve a good calibration.
We have also produced a foolproof indicator of the calibration quality by calculating the eigenvalue of the Hessian at the solution of the criterion function. We have ensured that the global minimum is reached by the non-linear optimisation (Appendix C). Figure 10 shows the variation of the B-scan corners due to spatial calibration as a function of the minimum eigenvalue. The high accuracy of the calibrations shown in Figure 8 confirms that these calibrations are unbiased. Hence we may use the eigenvalue as an indicator for the calibration quality. Figure 11 further confirms that if a motion necessary for calibration is missing, which is a common scenario for inexperienced users, the incomplete calibration is indicated by a low eigenvalue. The eigenvalue criterion has been evaluated and shown to be effective on three different probes and at two different depth settings.
A The Curvilinear Probe
It is clear that the temperature correction routine is more sophisticated for the curvilinear probe than for the linear probe. This includes the detection of the probe shape and curvature in addition to the mathematical adjustments, which is an extra step for the user during calibration. We therefore investigate what is the expected error should we use the temperature correction routine for a linear probe to approximate the exact correction. Figure 15 (a) shows an exaggerated diagram when the plane is scanned in such a way that the plane appears as a horizontal line, or in fact a slight curve. The exact correction is shown with arrows pointing in the direction of the shift, the result is a horizontal straight line, shown as a dashed line in the diagram. This is the true position of the plane in space. The approximated correction is shown as arrows ending with a circle. It is clear from the diagram that the maximum error occurs at the middle of the image, where the point is over corrected. If this central point appeared at a depth d in the B-scan, and t represents the temperature correction factor, then the point is corrected to position td. For an exact correction, the point should be corrected to t(d − c) + c. The overcorrection is thus the difference (1 − t)c. The line detection algorithm is likely to estimate the line to be around the middle of the two extreme points as the best fit line (shown as a dashed line), and so the expected error e should be about half the overcorrection error, i.e. e ≈ The difference between the corrected planes when applying the correct and approximated correction routines to the displayed plane. The approximated correction is shown with arrows ending with a circle. It is assumed that a best fit line will be fitted to the non-linear corrected points. Both diagrams are exaggerated to show the correction error more clearly.
Figure 15 (b) shows an exaggerated diagram when the plane is scanned from an oblique direction. The difference between the two correction routines in this case is mainly a rotational error, rather than a distance error. The incorrectly corrected line will appear not as steep as the real position of the plane, while the distance at the centre will remain roughly at the same place as before. This error is difficult to quantize, as it is dependent on the depth, curvature and width of the probe, slant of the plane, and even the thresholds in the line segmentation algorithm. As an estimate of the expected error, we compute the error using the dimensions of our Toshiba curvilinear probe, as shown in Figure 16 . The plane is scanned at maximum gradient at 17cm depth. In this case, the error is 0.6
• , and in practise the error will be less than this value. Since this type of motion only occurs in approximately 20% of the calibration, its impact on the calibration error is limited.
We verify that using the simple temperature correction is a good approximation to the exact correction by performing an additional 10 calibrations with the Toshiba curvilinear 3.75MHz probe using the simple temperature correction routine, and compare this result with the previous calibrations with the same probe, but with the exact temperature correction routine applied. Since the probe shape no longer needs to be detected, it is therefore not necessary to have the sides of the probe visible within the images. This allows the B-scans to be displayed at a wide field of view, the more common setting for the curvilinear probe in clinical environments. The difference in settings for the two sets of calibrations is shown in Table 2 .
Correction
Cropped B-scan Refresh Rate Exact 388 × 380 36Hz Approximate 496 × 416 18Hz Table 2 : Setting differences for the Toshiba curvilinear 3.75MHz probe used for determining the effect of the different temperature correction routines. The depth is set at 6cm.
The repeatability of the curvilinear probe shape detection is shown in Table 3 , with the values in pixels. It is clear that the centre and radius of the probe are accurate to within 2 pixels (0.3mm). Figure 17 shows the mean 3D errors of the five corners for the curvilinear probe when the two temperature correction routine is applied. The similarity of the precisions showed in the two graphs shows that there is not a need for accurate temperature correction. Although the precision is slightly better when an approximation to the temperature correction routing is used, it is not statistically significant given the spread of errors in the five corners. The difference is also small when compared with the error achieved by Treece et al. [22] and in this paper as shown in Figure 5 . An exact temperature correction routine for common abdominal curvilinear probes is therefore not necessary to achieve high precision.
Centre

B Verification of the sphere distances
Although the location of each sphere was precisely manufactured, the phantom has shrunk over the years by losing water. This has caused the spheres to be closer than the manufactured dimensions, typically near the scanning window at the top away from the rigid walls. We first measured the distances between the spheres. This was done by capturing multiple ultrasound images in the direction of the coplanar spheres with the Diasus 5-10MHz probe with multiple foci down its depth. The horizontal and vertical distances between the spheres were measured using the distance measuring tool provided by the ultrasound machine in a single image. The measurements are shown in Table 4 . The vertical distances between spheres have shrunk by approximately 5%, while the horizontal distances remained roughly unchanged. We modelled the locations of the spheres to lie on a rectangular grid, with the measured vertical distance and the manufactured horizontal distance. We have kept the manufactured horizontal distance as we do not anticipate any shrinking or expanding in the horizontal direction as the phantom is surrounded by rigid walls on its sides. The very slight difference in the measured distances is within measurement error.
Probe Measured Distances
Original Distances Horizontal Vertical Horizontal Vertical Diasus 3cm 3.021 ± 0.0087 0.947 ± 0.012 3 ± 0.01 1 ± 0.01 Diasus 6cm 3.005 ± 0.0181 1.914 ± 0.013 3 ± 0.01 2 ± 0.01 Table 4 : The measured and original manufactured distances between two or three spheres, depending on the number of spheres that could be seen in each B-scan. All distances are in centimeters, displayed in the form mean ± standard deviation.
C Solution of the Criterion Function
We have utilized the non-linear Levenberg-Marquardt optimisation algorithm [14] to solve for the solution to the system of non-linear equations involving nine parameters. The calibration parameters are solved in three stages: the angles are first solved, then the distances, and then a final global optimisation to fine tune the solution [17] . As is the case for all optimisation algorithms, a starting point is necessary. This is chosen at random, but within a reasonable estimate of what the parameters can be. This means that the solution given by the optimisation algorithm is dependent on the starting point. Hence, we need to ensure that the optimisation converges to the global minimum, rather than any other local minimum. Based on trial runs of the optimisation, the convergence to a non global minimum occurs less than 50% of the time. We therefore repeat the optimisation 50 times at different starting points and accept the solution with the minimum error. This process takes less than a second on our 800MHz PC. The probability that the optimisation still converges to the incorrect minimum is 1 in 10 15 .
