I. INTRODUCTION M
AGNETIC BUBBLE device models have been based on numerical procedures [ 1 ] - [6] , and also on an analytical approach [7] - [9] . Only the numerical models are able to treat propagation pattern shape in sufficient detail to reduce significantly the amount of expelbent necessary for device design. However, the numerical models are unwieldy and suffer from shortcomings that have mediated against their widespread use. A major problem in bubble device modeling is the difficulty of representing an irregularly shaped pattern or noncircular bubble. Although viable treatments of propagation pattern and bubble shape have been developed in [SI and [6] , an excessive amount of computing time is required for an accurate prediction of bubble behavior in many devices of practical interest.
The treatment of arbitrary polygon-shaped propagation patterns is simplified in this work by the use of a domain model which represents a magnetized polygon shape by magnetic surface charge distributed along domain walls and external surfaces. Earlier work with domain models in [ 101 and [l 11 represented the magnetization more coarsely with fewer charged surfaces. Domains are used here because they offer a convenient geometry for defining a finite surface element polygon decomposition with an economical arrangement of charged surfaces. This domain model should be regarded as a mathematical entity rather than a faithful representation of A complete domain model would have to treat wall motion and divergence of the magnetization within each domain. The surface charge model described in Section I1 solves the magnetization problem by minimizing the energy of the charge configuration. When formulated in terms of energy minimization rather than field cancellation, the pattern magnetization is determined uniquely by the choice of charged surface elements, and the solution is somewhat tolerant of a nonuniform sparse distribution of these charged surfaces. Thus the number of unknowns needed to represent a magnetized polygon tends to be minimized, and many interacting polygons can be treated by employing an iterative method of solution for the unknown charge densities.
Section I11 describes the domain model and gives an algorithm which arranges domain walls to obtain flux closure within an arbitrary polygon. When this algorithm is implemented on a computer, domain walls are placed automatically, and the entire magnetization problem is formulated from a list of polygon vertex coordinates. Further discussion of domains and magnetization and charge models can be found in [ 121 .
The minimum objectives of this modeling effort are to represent pattern shape accurately, to analyze multiple polygon devices, to present the modeling results graphically, and to progress automatically from the polygon definition to the display of results. The achievement of these objectives requires considerable computing time. When a bubble is added to the analysis, the computation increases so much that the application of the model becomes limited to small area studies of simple devices. Although such studies can be accurate and useful, they usually do not provide a comprehensive view of the design. An alternative is to study only the propagation field produced by the Permalloy patterns, and this is the choice that is made here. Consequently, the scope of this work is similar to [2] . It is appropriate now to consider how a limited model which treats only the magnetization problem can be of value in the device design process. Bubble devices typically are designed by an empirical procedure that requires testing and observation of device performance in order to determine bubble behavior. Existing bubble device models are not sufficiently complete to replace empirical design totally, so in practice, modeling is used in a hybrid design procedure which continues to rely on device testing. Since testing provides accurate design information which corrects and supplements modeling predictions, a model need not U.S. Government work not protected by U.S. Copyright. provide a complete description of bubble behavior in order t o be useful in this design scenario. In particular, modeling can be applied in an incremental way to indicate the best design from among several seemingly reasonable alternatives.
An incremental design procedure can be based on a model ,of the magnetic field component which acts to oppose the bias. It was shown in [8] that many critical aspects of bubble behavior can be explained in terms of the bubble diameter. Often the design objective can be realized by increasing or decreasing the bubble diameter at a specific location. At a fixed bias, the diameter is determined by the potential well depth associated with the magnetized pattern, and this well has a field component and a magnetostatic component which have been treated in previous models. A bubble at an equilibrium position adds its field to the applied in-plane field to increase the pattern magnetization. Thus it is likely that a pattern size or shape change which allows the applied field to generate greater field well depth also will allow the bubble to interact more strongly and increase the magnetostatic well depth. In such cases, the alteration of a field well tends to reflect the effect on the total well, and the relative merits of a design variation can be estimated from a model of the field wells. Clearly, such a procedure leaves some margin for error, but high precision is not necessary. Given that the better designs will be subjected to careful testing, it is only necessary for a model to distinguish promising design characteristics, which lead the design iteration to a rapid convergence. This design procedure is effective, for example, to achieve maximum bubble stretching prior to replication, or to improve gap crossing ability.
The foregoing discussion relates primarily to the effect of field strength on the bubble, but magnetic pole phasing is also important. The field wells show approximate quasi-static bubble positions, and provide an accurate indication of the relative phase of the magnetic poles which attract bubbles. A display of field well positions as a function of applied field orientation shows timing relationships and also reveals the distance of closest approach between a bubble and its neighbors. Field plots also can be used to adjust the phase relationship among nearby magnetic poles in order to aid propagation or to inhibit stripout.
THE SURFACE CHARGE MODEL
A magnetized thin film polygon is treated here as a collection of surface charges.' The interior of the polygon is covered with a network of surfaces (domain walls like those of Fig. 3 ) positioned as described in Section 111. These surfaces together with the polygon sides are divided into a number of short alternative approximate method of representing a magnetized thin f i polygon would be to treat only magnetic charge on the film surfaces. In the absence of a bubble and a bias field, the charge density on upper and lower film surfaces would be equal, so there would be only one unknown for each volume element. Charge on polygon sides could be approximated by the correction technique that leads to (16). The z-direction asymmetry introduced by a bubble or a bias field also could be treated as a correction without requiring additional unknowns. This representation would incorporate the effect of nonzero Mz and, when used with the shape partitioning method of [ 5 ] , would reduce the number of unknowns by a factor of two compared to a continuum magnetization model. segments if the surface length exceeds a specified value. The magnetic charge density pi on each surface segment is treated as a constant, and the magnetostatic energy is expressed as i j
The energy coefficients are determined from the general relation
where Rij is the distance separating the surface elements dSi and dSj. The use of surfaces as charge sites simplifies the calculation of mutual charge interaction for arbitrary geometry, and detailed expressions for cij are given in the Appendix. The interaction of the in-plane field with the charged segments adds an energy where the magnetic potential of a charged segment is given as n r
Si
It is convenient to represent cij as the matrix C, and quantities referring to all the charged surfaces become vectors; e.g., pi and qi become p and cp. The total energy of the system is E , = i p . C p + c p -p .
Conservation of charge must be enforced by applying the constraint where li is the length of the surface having charge density pi. The solution is obtained by minimizing the energy E , = + p . C p + c p . p -h l * p (7) with respect to each component of p , where h is a Lagrange multiplier. This minimization can be performed by solving the simultaneous equations
The last term in (8) represents domain wall motion. This term is second degree in the charge densities, and thus contributes only to the nonlinear portion of the magnetization process. Charge forms spontaneously on domain walls in this model, and therefore the effect of wall motion on pattern magnetization is negligible, provided that the magnetization is linear. A further implication is that interior charged surface positions are not very critical in a linear magnetization model, and this fact provides some additional justification for the use of a coarse network of domain walls as charge sites, rather than a more regular grid of surfaces as in [5] . Domain wall motion is not considered here, and only the linear analysis is done, since magnetic bubble devices (except for the stretcher detector) are intended to operate linearly.
Formally, the linear solution to (8) is
where When the analysis includes more than one polygon, there will be a charge conservation constraint and Lagrange multiplier for each polygon. Matrix inversion and elimination methods for solving simultaneous equations are assumed to be impractical for this problem due to the large number of unknowns. An approximation method must be used to obtain pi and an appropriate technique is discussed at the end of this section. For magnetic bubble devices the linear analysis has a substantial computational advantage. If the problem is solved for px with a unit applied field Hx and for p,, with unit H,, applied, the solution for any applied field strength or orientation is obtained simply as a linear combination of px and p,, .
The magnetic bubble may be inserted into this model by including the bubble potential in the integrand of (4) . A plot of the energy ET from (5) as a function of bubble position would be very similar to the results in [I] and [3] .
The average magnetization of a thin film polygon can be related to the surface charge densities by invoking the relationship between magnetization and charge models, with the result that where A is the polygon area and x k , Y k are coordinates of the midpoint of the surface containing P k . A preliminary check on the accuracy of the surface charge model was made by calculating the average magnetization of a Permalloy bar studied experimentally by George and Archer [ 141 . The domain configuration and segmentation of the bar model are shown in Fig. 1 together with the experimental points (two bar samples) and the magnetization curves predicted by several models. The graph compares results from the surface charge model and a corrected version (to be discussed later) with the twodimensional continuum models of [l] and [2] . The low field magr;etization curve from [ l ] has been scaled to the bar size used for the other curves. The simple surface charge model gives nearly the same magnetization as the model of [2] , and calculations for other domain wall configurations (not shown here) produce a narrow clustering of magnetization values about the curve from [2] . Thus it appears that the simple surface charge model is essentially equivalent to the linear twodimensional continuum model when used to predict average magnetization.
The ellipsoid is known to be a reasonable approximation to the bar shape, and the position of the experimental points with respect to the ellipsoid magnetization curve lends credibility to the experimental data. In contrast, all of the models Previous authors have correctly neglected the effect of any z-direction field applied normal to the film: but the assertion that the z component of magnetization is zero is incorrect. In the z direction through the thickness of the film, the volume charge is either all positive or all negative, and it is clear that any uniform z distribution of volume charge could achieve a lower density and a lower energy by spreading onto the thin film surfaces. Midway through the thickness of the film, Mz is zero by symmetry, but the magnetization must tip toward the surface as the film surfaces are approached.
The omission of charge bearing area on the film surfaces is responsible for the low magnetization of the surface charge model, and all the two-dimensional models appear to suffer from the same omission. In order to avoid introducing more unknowns, the additional charge is taken into account by developing a correction to the simple model. This correction 2Recently, Matsutera and Hidaka [ 131 have discovered that a z-direction bias field which is very large compared to the in-plane field can have a significant effect on the pattern magnetization. In the correction to the surface charge model, a bias field effect can be treated approximately by including bias field potential terms in (12) and abandoning the assumption of z-direction charge symmetry.
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need not be very accurate since it will constitute only a minor portion of the total magnetization. The charge originally assumed to be on domain walls and polygon sides now is assumed to be partially dispersed onto the film surfaces where it lies uniformly distributed in narrow strips. The geometry is shown in Fig. 2 , where a polygon side is associated with a "C" cross section, and a domain wall has an ''I" section. For convenience, the charged strip on the film surface is described by width w in both cases, and the film thickness is t. A physically reasonable value will be chosen for w in order to limit the lateral charge spread.
Since the film thickness is relatively small, the total charge on any of the model surfaces is determined primarily by the parameters of the two-dimensional problem, and no great error is incurred if the z-direction charge distribution is treated independently. Consider a charge of density p~ located on a domain wall or polygon side. When the charge is allowed tQ spread onto the film surfaces in the strip configurations of Fig. 2 , the energy of the three charged surfaces in a "C" or '61" arrangement has the form E=allp: a22P2 +a33P; a l 2 P l P 2 ' a l 3 P l P 3 ' a23P2P3, 2 ( 1 2) where by symmetry, p3 = p z , a33 = a22, and a13 = a12. Charge spreading does not alter the total quantity of charge, which is given by
Substituting these relations into (1 2) gives t2 t 4w
The distribution of charge among the three surfaces is found by minimizing (14) with respect to p l . For minimum energy, Substitution in (14) gives According to (l), the self energy of a charged wall or polygon side is 3 cTTP'$, but the energy in (1 6) also is proportional to p'$. Thus, from a mathematical point of view, charge spreading is manifested as a reduction in the self energy coefficients in (1). This energy reduction allows greater magnetization, and it is incorporated in the surface charge model by replacing the quantities cTT in (1) with the coefficient of pf in (16) .
Note that all = cTT, and a12, a Z 2 , a23 must be calculated for each surface in the simple model. Interactions among charged surfaces are less affected by charge spreading than the self energy, so no effort is made to modify cii for i # j.
Since no mechanism has been included to limit the lateral spread of charge on the film surfaces, an appropriate value for w must be chosen, The credibility of the model tends to be reduced by the necessity of choosing a parameter arbitrarily, but the average polygon magnetization is only a weak function of w , and a logical choice is w = t for polygon sides and w = 2t for domain walls. Although there is no compelling reason to choose these specific valutx for w, larger values tend to be physically unreasonable, and smaller values result in less magnetization. In bubble devices down to 8-p period, the bar width will not be much less than 4 t ; thus, except for small areas near polygon vertices and domain wall intersections, there is no geometric difficulty with a lateral spread oft. In more general polygon sh.apes, domain walls can approach each other closely, but the overall accuracy of the model is not sufficient to justify fine adjustments for these cases. If the model is used for very narrow bars where the bar width is substantially less than 4t, the magnetization will be overestimated unless the energy correction in (14) is calculated on the basis of reduced charge spreading.
The curves in Fig, I show that a substantial increase in average magnetization is obtained from the correction to the surface charge model, and the agreement with the experimental data is very good. Calculations for other bar sizes have shown that the relative amount cf correction tends to increase when the pattern size or shape allows greater magnetization.
The surface charge model is intended to represent a magnetized thin film polygon by a relatively small number of charged surfaces, but it is desirable to be able to treat several interacting polygons and also polygons with many sides and complex shapes. It is not difficult to find examples of magnetic bubble devices where a reasonably complete analysis would require 400 or more unknowns. In order to consider such problems, it is necessary to use an efficient computational technique for producing the magnetostatic interaction matrix and for solving the simultaneous linear equations for p. An approximation that allows rapid calculation of the magnetostatic interactions is discussed in the Appendix, and a method of an approximate soluti-on for p is outlined here.
Several simple iterative techniques were tried for solving the uncorrected surface charge model, and the problem was found to be well-conditioned for a quick solution by such methods. However, the correction to the surface charge model reduces the magnitude of the diagonal matrix elements and renders the matrix poorly conditioned for rapid convergence of simple iterative procedures. The corrected model is used in all the calculations in order to increase the modeling accuracy, SO a more general method must be used for iterative equation solving. The conjugate direction method [I51 usually has a good rate of convergence, but monotonic convergence is not guaranteed, and for some polygons the iteration cannot be terminated early to obtain an approximate solution. A modified gradient descent technique has been found to be a more robust method of solution, and convergence difficulties are very infrequent. This iteration has the form P n + l =~n + a(gn -+ P(Cgn -( 1 7) where X1 = 1 . g n / l * 1 and h2 = 1 . Cg,,/l* E. The gradient vector g, is given by gn = CPn + CP.
(1 8)
The solution procedure begins with p o = 0, and on each iteration the parameters cy. and /3 are chosen to minimize either the energy or g . g . Conservation of charge is guaranteed by the choice of hl and h 2 . Experience with surface charge models of more than 400 unknowns has shown that the calculation can be brought to a point where IApl/lpl < 0.01 in 10 to 15 iterations, and a problem with 700 unknowns should be tractable.
THE MINIMUM DOMAIN MODEL
The simple domain configurations which have been observed in bar and T patterns and which were used in [IO] belong to a class of minimum domain models which can be constructed for polygons of any shape. In the absence of an applied field, any domain model that neglects coercivity must be configured to provide total internal flux closure; i.e., the normal component of magnetization must be continuous across domain walls and zero at polygon sides. Thus each domain wall must bisect the angle between the magnetization on either side of the wall, and the magnetization in each domain must be parallel to the external domain boundary (polygon side). These considerations require that each domain wall bisect an angle between two polygon sides, which may or may not be adjacent. In the general case the minimum number of domains needed for complete flux closure will be equal to the number of polygon sides. In some special shapes such as the T , two or more sides are colinear, and it is possible to devise a flux closure configuration with fewer domains. These subminimum arrangements are not stable with respect to shape perturbations and are not considered here.
Several minimum domain configurations are shown in Fig. 3 , and the major structural features can be obtained by inspection. The wall arrangement consists of one or more configurations of connected lines (tree structures), and there is at least one tree which forms a connection between two or more triangle domains. In trivial cases where the polygon is a triangle or any regular polygon, all the domains are triangles, and the connection among them can be regarded as a tree of zero dimensions. Each wall intersection is a convergence of three or more domain walls, and if more than three walls intersect at a point, the structure will be termed degenerate. A degenerate intersection can be regarded as two or more nondegenerate intersections joined by zero length walls. Although wall motion is not treated here, it is noteworthy that an applied field can reposition walls so that a degenerate intersection is split into nondegenerate constituents.
The central problem is to construct the minimum domain model for a general polygon. For this purpose it is helpful to regard the domain wall configuration as the projection on a base plane of the edges of a polyhedron whose faces all make the same angle with the base plane and whose intersection with the base plane coincides with the given polygon. Thus each domain is the projection of a polyhedron face, each wall is the projection of an intersection line of two faces, and each wall intersection is the projection of an intersection point of three or more faces.
For a nondegenerate connected wall structure, the minimum domain model can be traced by an orderly procedure. (Refer to Fig. 4 If the above procedure is to be used to construct the domain model, some means is needed to determine the correctness of each wall intersection. But there is no obvious necessary and sufficient correctness criterion that can be applied to individual intersections. It would appear that the correctness of the domain model can be inferred only when the complete structure satisfies the conditions necessary for flux closure. A simplistic approach might seek a minimum wall energy structure by an exhaustive search over all possible structures. Such a procedure would not be simple to implement and would be very inefficient and possibly lengthy.
For a general polygon, the minimum domain model should be generated by an orderly assembly technique that uses geometric and structural information. The inherent difficulty is that, with no correctness criterion applicable to each step of the construction, an error may not be detected until a considerable amount of erroneous structure has been generated. In order to avoid numerous structure revisions, a domain construction procedure has been devised which uses criteria that are intended to be sufficient but not necessary for the correctness of a wall intersection. The construction proceeds to locate those intersections which seem to be correct, and whenever correctness cannot be determined, a new start is made or the criteria for determining correctness are relaxed. In practice, the method to be described has worked for a great variety of polygons, including some rather elaborate shapes.
An example of domain model construction is given in Fig. 5 . The construction is started by locating a triangle domain. Triangle domains are identified by finding a correct intersection of the walls emanating from two adjacent vertices. The wall leading away from the interior triangle vertex is considered next. A correct intersection with a second wall will completely specify the boundary of a domain, so this domain is closed and need not be considered further. In the remainder of the polygon, two domains are considered to be adjacent if there are no intervening domains or if all the intervening domains have been closed. Each intersection defines a starting point for the next wall to be considered. When a wall cannot be terminated because no correct intersection can be found, an attempt is made to restart the construction with an incomplete wall which emanates from a previously determined intersection. If this fails, another triangle domain is located and the procedure begins anew. The strategy is to close as many domains as possible in order to reduce the chance of encountering intersections whose correctness cannot be determined. However, it is possible for the construction to reach a state where the triangle domains have been exhausted and no further progress can be made. In this case, the correctness criteria are relaxed temporarily to allow resumption of the construction. The domain construction algorithm and the correctness criteria are described below. The endpoint of a wall Wji is calculated as the intersection of the polyhedron faces Fi, Fi, F k , where Fk is one of the faces intervening between F j and Fi when the faces and domains are numbered according to either a clockwise or counterclockwise ordering convention. This intersection is considered correct if the intersection is above the base plane; and when Fk is not adjacent to either Fi or Fi, the intersection extends the wall forward, away from the region of existing structure; and of all the admissible intersections satisfying 1) and 2), the Fk intersection gives the minimum length for Wii ; and the Fk that satisfies 3) is adjacent to either Fi or 4 ; and when the intersected wall does not emanate from a vertex, its length also is minimum among all its admissible intersections.
If conditions 4) and 5 ) are not satisfied, the correctness of the intersection cannot be determined.
Triangle domains are found by examining triads of consecutive adjacent domains (Dj, Di, D k ) and applying the minimum length criterion to Wii. If among all admissible intersections the intersection (i,j, k ) produces the minimum length for Wii, then Di is a triangle domain. Since the construction algorithm does not permit the identification of a triangle domain to be deferred, the admissible intersections for Wii are further re-stricted to a likely set for which the intersection (i, j , n) lies on or between the extensions of the walls W f l -l , f l and W f l , f l + l .
When the construction procedure exhausts all triangle domains without completing the domain model, the construction will be in an indeterminate state where none of the incomplete walls can be terminated by using the minimum length criterion. The method for restarting the construction is, for each incomplete wall, to sort the admissible intersections according to increasing wall length and to apply criteria 4) and 5) to the Nth intersection in the list. Usually, with N = 2 a correct intersection can be found, but if not, N is incremented by one until a wall can be terminated. Thereafter, the procedure continues withN= 1.
A special case arises when the domain wall configuration is not totally connected, i.e., there is more than one tree.
(See Fig. 3(b) .) ,If each tree is attached to at least one triangle domain, the construction of each tree can be started. At least one tree will terminate abnormally at an intersection where the domains adjacent to Di and Di merge to form a single domain associated with colinear polygon sides. When this occurs, both Dj and Dj are closed and the domains adjacent to them are combined. If a tree exists which is not attached to a triangle domain, the construction will reach the indeterminate state, and the tree will be connected erroneously to another tree. There will be coincident wall segments and a wall of zero length where this connection occurs. Since zero length walls are produced also at degenerate intersections, a final editing step is included to remove all zero length walls and any unnecessary endpoints in pairs of coincident walls. The completed domain structure, in general, depends on the algorithm used to construct it. For some polygons, the minimum domain model is unique, but the example in Fig. 3 (c) shows that even a simple shape may have more than one minimum domain model.
IV. MAGNETIC FIELD CALCULATION
The influence of a set of magnetically charged surfaces upon a magnetic bubble can be expressed conveniently in terms of the magnetic field produced by the charge distribution. Although the charge is spread laterally from each polygon side or domain wall onto the film surfaces, the spreading distance in the model is significantly less than the average distance between the magnetic charge and the bubble material layer. Consequently, little error is incurred when the field from the charge spread on film surfaces is calculated as if that charge were concentrated on the associated domain walls and polygon sides. This field calculation is performed by using the equivalent charge densities determined in Section 11, since according to (13), these charge densities account for all of the charge in the spread distribution as if it were on a single surface of width t. Only H z , the field component normal to the film plane, is of interest since this field relates to the bubble diameter and the propagation velocity. The effective field pz which acts upon a bubble is the average of Hz over the thickness of the bubble material layer, and this is the field that is calculated.
For the purpose of device design it is valuable to be able to see the spatial field strength distribution over the device area of interest. Accordingly, a contour plot is made of pz within M=.544 M. a rectangular window. The field must be calculated at a large number of sampling points within this window, and at each point the field is a sum of contributions from all charged surfaces. The formulas and approximations which make this calculation feasible are given in the Appendix. directed in-plane fields. The effect of numerous in-plane field orientations is determined rapidly by application of (19). For each applied field orientation, a contour plot is made of using an interpolatory plotting procedure that fits smooth contours to the coarsely sampled field. The surface charge model represents a magnetized polygon by a sparse distribution of magnetic charge and relatively few unknowns, and there was some concern that the calculated field might be unduly sensitive to the number or location of charged surfaces. This question was addressed by calculating the average magnetization and magnetic field produced by two different domain models of the bar used for Fig. 1 . The results are shown in Fig. 6 , where the denser wall configuration is obtained by decreasing the segment size and by defining extra vertices which have angles nearly equal to 180". For a bar shape, the two models have virtually the same average magnetization and field contours. The dependence of average magnetization on the granularity of the finite element treatment noted in [2] is very slight in the surface charge model, provided that the length and position of the charged surfaces allow a reasonably complete coverage of both the positively and negatively charged regions of the polygon.
The above calculations were repeated for an elaborate shape shown in Fig. 7 . The coarse domain representation in Fig. 7(a) results in smooth field contours on the right side of the pattern where the linewidth is small, but the left side shows undulations in the contours caused by the concentration of charge on widely separated domain walls. Additional charged surfaces were introduced as shown in Fig. 7(b) , and the increased accuracy yields smoother contours and reveals an additional local field minimum. The accuracy could be further improved by using even more surfaces, but the significance of contour undulations usually is minimal, because field variations effectively would be reduced if the field were integrated over the volume of a bubble. When contour undulations occur, the error can be estimated from the amplitude of the fluctuation or the irregularity of the contour shape. For the purpose of device design, the error can be treated in several ways. A small error can be ignored, since the error is greatest in the interior of the polygon away from the field minima that define bubble positions. Even when there is considerable undulation, it may be sufficient to replace the uneven contours with smoother curves which attempt to define average contour positions. If the amount of error is unacceptable, extra vertices can be added to the polygon definition to give a more dense and uniform distribution of domain walls.
This section would not be complete without an example to illustrate the capability of the surface charge model. Since the model is able to represent a cluster of interacting polygons, a passive replicator similar to Nelson's design [ 161 was chosen as an example of a device with many polygons where the magnetic field is of interest over a large area. Fig. 8 shows the replicator design and the magnetic field within the plot window. The applied field is in the x direction, and this is approximately the field orientation that gives maximum pole strength at the edge of the chevron column.
The analysis of this seven-polygon device was done with 422 charged surfaces. The charge densities were computed to the prescribed accuracy in 16 iterations. The field was evaluated at 1922 points in the plot window, and the computation time was about 6 min on the Honeywell 68/DPS. For each in-plane field orientation an additional 3 min were required for interpolation and contour plotting.
A typical area of interest in a bubble device is less complex and can be analyzed with less computer time.
From Fig. 8 it is not clear exactly how or where the strip domain is supposed to be cut. The long hooked element produces the strongest field, and this element has been called a "cutter." But it is apparent that the strip will be repelled from the strong pole and will not be positioned in the region of maximum field from this element. The effectiveness of the "cutter" is further diminished by the fact that the strip will occupy a position under the element where the magnetostatic trapping increases the field threshold for cutting. If the hooked element serves only to hold the strip and not to cut it, then the strip must be cut by the field from the adjacent chevrons. In this case the cutting field will not be very strong, since the pole strength of a chevron is relatively weak compared to a long bar. There is ample reason to think that the design of Fig. 8 is not optimum, but improvements on this replicator will not be presented here.
V. CONCLUSION The development of bubble device modeling capability has lagged behind progress in bubble memory, but there remain a number o f opportunities for modeling to contribute to device design. Although revolutionary shape changes in conventional Permalloy propagation elements are not likely, the continued reduction of element size may necessitate design compromises and make design optimization more important. Efforts to make gapless propagation patterns could be aided greatly by modeling, but these patterns require a nonlinear model. The devices which could benefit most from improved modeling are bubble logic elements and memories containing logic. Such devices require a fresh approach to pattern design, and their operation is likely to be critically dependent on pattern shape. All of these applications require a model capable of treating general shapes and realistic device configurations.
The surface charge model has the required capability for representing Permalloy element shapes. This model represents a magnetized polygon by surface charge residing on polygon sides and domain walls. The charged surface assignment is made by a uniform algorithm which constructs a domain model for a general polygon by operating on the polygon vertex coordinates. The charged surface representation tends to minimize the number of unknowns so that many interacting polygons can be included in the analysis. Numerical difficulties are avoided by a largely analytical calculation of the charged surface interaction. The problem is formulated as a set of simultaneous linear equations, and an iterative method is used to solve approximately the large number of equations that arise from a problem with many polygons. The magnetization predicted by the surface charge model is made to compare favorably with experimental data by an approximate treatment of film surface charging that extends the two-dimensional analysis into the third dimension.
The combination of reasonable computing time, ease of representing arbitrary shapes, treatment of multiple patterns, and graphic results makes the modeling techniques of this paper especially well-suited to routine use as an aid for device design. A computer program [17] implementing these techniques has been used in conjunction with an experimental approach to study designs for bubble propagation and logic. Good correlation has been observed between features of the field plots and well-known device characteristics, and the field modeling has provided valuable insights into shape dependent aspects of bubble device design.
VI. APPENDIX FORMULAS AND APPROXIMATIONS

A. Charged Surface Interaction
The interaction energy coefficients represented by (2) are expressed in terms of the geometry of Fig. 9 The first two terms of (A2) can be expressed in terms of elementary functions, and it seems likely that the third term might also be represented in closed form. However, these formulas are lengthy, and it appears to be more efficient computationally to evaluate all of (A2) numerically. Good accuracy is obtained using five-point quadrature formulas appropriate for the weight functions (1 -u ) and u(1 -u).
When the charged surfaces are parallel and separated by a perpendicular distance s, the representation in Fig. 9 is not applicable, and a valid formula for cii can be derived in a way analogous to the procedure above. An easier method is to replace u2 with u2 t s2 in (A2) and carefully take the limit as 8 -+ 0. After integrating on u , the result is
where
energy of a charged surface which has length L and width t.
The energy coefficients cii are proportional to twice the self A straightforward evaluation gives
Since the complete magnetostatic interaction matrix [cij] may contain a large number of elements, each of which is determined by a lengthy formula, it is very desirable to be able to ignore matrix elements which are small and to work with a sparse matrix. An attempt was made to analyze a magnetized polygon by considering onIy interactions among surfaces relatively close to each other, but the error was unacceptable when some matrix elements were taken to be zero. Only a small error was generated, however, when the weaker interactions were represented by coarse approximations.
When the midpoints of two charged surfaces are separated by a distance somewhat greater than the average length of the surfaces, the interaction energy depends mainly on the separation of the surfaces and tends to be insensitive to their relative orientation. In this case it is sufficient to represent the interaction as if all the charge on each surface were concentrated in a line of length t at the surface midpoint. Thus the approximate matrix elements are where d is the distance between surface midpoints. These coefficients are evaluated rapidly by interpolating in a onedimensional table that gives the interaction as a function of d 2 . All of the weak interactions between surfaces in the same polygon are calculated from (A6), but when the surfaces are in different polygons, the interaction can be taken to be zero if the surfaces are widely separated. Since the domain model is segmented into relatively short surfaces, most pairs of surfaces are separated enough for the interaction to be either approximated or ignored. When there are several polygons, the interaction matrix is sparse.
B. Correction for Charging of Film ,Surfaces
The self energy coefficients all and aZ2 in (12) using formulas that a,ppIy specifically to the geornetxy of Fig.  10 A charged surface produces a z component of magnetic tield which is to be calculated a t a bubble position as shown in Fig.  1 1 . This field averaged over the hubhle height is given by The evaluation of (A10) is similar to the integration performed in (A4), and the result is H z = --47rh L x ' l n ( z -z ' t R ) t ( z -z ' ) l n ( x ' t R )
where R = dx" t y 2 t (z -2')'. After substituting the limits for z and z' in (A1 l), the indefinite integral in x' is represented as a two-dimensional table in x' and y. Interpolation in this table is fast enough to allow calculation of the field contributions from all nearby surfaces for each grid point in the plot window. Two discretely sampled gZ field maps are produced, one for x-direction and one for y-direction applied field. For other applied field orientations these maps are combined according to (1 9).
