Abstract. Euclidean systems include poly-and monochromatic wide-angle optics, acoustics, and also infinite discrete data sets. We use a recently defined Wigner operator and (quasiprobability) distribution function to set up and study the phase-space evolution of these models, subject to differential and difference equations, respectively. Infinite data sets and twodimensional monochromatic (Helmholtz) fields are thus shown by their Wigner function on a cylinder of (2π) direction and location; the Wigner function for polychromatic wavefields has R 3 'c-number' coordinates of (two-dimensional) wavenumber and position.
Introduction
This section reviews the Wigner operator and function that we introduced [1] to generalize the commonly used Wigner function on phase space. We examine the Newton equation as a starting point for embedding physical models into Lie algebras and present the organization of this paper.
Definition of the Wigner operator and Wigner function
Consider a Lie group G with N generators X n , n = 1, 2, . . . , N, in which its elements g [γ ] are parametrized in polar coordinates
with γ in a region R G ⊂ R N . The group identity is g[0] and we regard γ as a column vector. Polar parameter arguments will be indicated by brackets.
The Wigner operator W G (x), of a column vector x ∈ R N , is given [2] by
where R G dg[· · ·]γ is the Haar integral with respect to the invariant measure over G. A physical model is introduced by providing a Hilbert space H ⊂ L 2 (G) of wavefunctions φ, ψ, with inner product (φ, ψ) H . Here H is a homogeneous space for G under unitary right group action gψ(h) = ψ(hg), and where the real spectra of the selfadjoint generators X n is endowed with a physical intepretation. We thus build the following sesquilinear functional of φ, ψ ∈ H, which is also a function over x ∈ R N , . Most models will use homogeneous spaces which are coset spaces of the group, so ψ(hg) = ψ(g) is a function of fewer than the N coordinates (1.1) of the group. Equations (1.3) may be used to find the reduced form of the Wigner function in those cases.
Covariance
The Wigner operator and function are covariant: since the column vector of generators of G in ( This argument also holds true when the group of automorphisms of the Lie algebra of G is larger than G itself. Such are the cases of the Heisenberg-Weyl algebra under linear symplectic transformations, and the Euclidean algebra under SO(2,1) relativistic ones.
Irreducible representations and Wigner functions
When the function ψ over the homogeneous space H considered in (1.3a) is decomposed into unitary irreducible representations (unirreps) λ ∈ G (where G is the space of unirreps with Plancherel measure dµ(λ)), as ψ(h) = G dµ(λ)ψ λ (h), then the Wigner function will decompose accordingly. This is so because the Casimir operator commutes with all g[γ ] ∈ G, and will thus also commute with the Wigner operator (1.2). Finally, since the inner product over H in (1.3a) is zero unless both functions belong to the same unirrep λ, it holds that
Generally W G λ (φ, ψ|x) assumes an analytic and more manageable form because the group action indicated involves well known unirrep matrix elements given in terms of special functions.
Heisenberg-Weyl and SU(2) systems
In [2] it was shown that when G is the Heisenberg-Weyl group of quantum mechanics (QM), the above construction leads to the commonly known Wigner distribution function [1] 
usually written for φ = ψ. In [2] the three generators of the Heisenberg-Weyl group were used in the model of polychromatic paraxial optics. There, the reduced wavelength λ/2π ∈ R − {0} is the spectrum of the central generator (multiplication byλ). In the QM model, nature is constrained to the fixed irreducible representationh of the Heisenberg-Weyl group. In [3, 4] , we examined the group SU(2), whose representations provided the (2 + 1)-dimensional homogeneous spaces of finite data sets {ψ m } m=− in a finite waveguide model. The physical realization of this model is a multimodal optical waveguide which is capable of carrying only a finite number of modes (a finite oscillator), and whose wavefield is sampled at most at the same number of sensors across the guide.
In the two groups studied, the Wigner function (1.3) depends on three group parameters. Indeed, whereas the common QM Wigner function (1.4) is usually seen as a phase-space construction, our formulation of Wigner functions is endowed with c-number arguments equal in number to the parameters of the group.
Euclidean systems
The purpose of this paper is to build and examine the Wigner function (1.3) for several physical models for which the Euclidean group of rigid motions of the 2-plane serves as a dynamical symmetry group. These systems obey the free Newton equation. In this classical equation we replace time derivatives by a Lie bracket with a Hamiltonian evolution operator
The momentum operator is, by definition, the Lie bracket of H with the position operator Q, times −i, that is,
This is the first Hamilton equation, whose content is purely geometrical. Equation (1.9) thus becomes the second Hamilton equation,
which contains the dynamics of the system. Nothing has been said so far about the Lie bracket [Q, P ]. If we require that Q, P and H close into a Lie algebra (thus assuring that the system is integrable), the Jacobi identity implies that
Newton's free equation (1.9) is satisfied when [Q, P ] commutes with H . QM takes this to beh1 and leads to the familiar free-particle model with H ∼ 1 2 P 2 . Our choice here is to propose [Q, P ] to be a linear function of H , and the Lie algebra
This is the Euclidean algebra e 2 = iso(2) of the Lie group E 2 = ISO(2). We thus call the systems Euclidean. Note that the Wigner function on E 2 can also be used to describe systems whose Hamiltonian belongs to the enveloping algebra of E 2 .
Outline
It will serve the scope of this paper to start section 2 with a study of the 'trivial' Lie groups of a single generator. In this case the Wigner function (1.3) is a function of a single variable and the formalism reveals some basic features of our construction. Section 3 collects several elementary results on the three-parameter Euclidean group ISO(2) that will be needed in the rest of the paper. Two distinct Euclidean optical models are studied: the discrete model in section 4, and the related 2π wave and Helmholtz models in section 5. Discrete two-dimensional optics refers to homogeneous medium where a linear array of sensors samples a monochromatic field; in effect, the Lie algebra includes difference operators and the construction is applicable to general infinite, discrete data sets. 'Gaussian' beams in particular, are examined and plotted for both optical models. We plot the Wigner function of 2π -wavefields on the surface of a cylinder, which plays the role of the natural phase space for Euclidean systems. This allows us to recognize wide-waist or wide-angle Gaussian beams, as well as the interference phenomenon (Moiré pattern) for two such beams in Schrödinger-cat-like wavefields. Finally, section 6 offers some conclusions and directions of research for Wigner functions on other Lie groups.
Wigner function on one-parameter groups
We first examine the Wigner operator and Wigner function on one-parameter Lie groups: the group of translations T(1) of the real line R, and the group of rotations SO(2) of the circle S 1 . Although apparently trivial, this will evince some basic properties of Wigner functions on the groups whose semidirect product is the Euclidean group, E 2 = ISO(2).
One-dimensional translations
The Haar measure is simply dγ . The Wigner operator (2.2) on T(1) is
with x ∈ R. In the Hilbert space L 2 (R), the position realization is characterized by the single diagonal generator Q, i.e.
In this case, the Wigner function (2.3) is of a single variable,
In T(1) thus, we have simply W T(1) (ψ|x) = 2π|ψ(x)| 2 ; a real, positive function.
One-dimensional rotations
In the case of SO (2) 
The Wigner function (2.3) is thus given by
For x not integer, the integrand in (2.5) is multivalued on the circle; if the integral is taken over c − π < γ c + π, there will appear a phase factor e ic(m−x) . To have a real Wigner function for φ = ψ (below), we should integrate as
where sinc ρ = ρ −1 sin ρ is the sinus cardinalis function. We thus see that although the wavefunctions are defined over a discrete set, the Wigner function interpolates its values by the sinc-smoothing common in Fourier wave optics [5] . In figure 1 we show the Wigner function W SO(2) (ψ|x) of a simple 'signal' {ψ m } m∈Z . Note that there are small intervals (that do not include the integers) where the Wigner function is negative; that is why it is called a quasi probability distribution function. In this simple SO(2) case, the origin of negativity is simply the behaviour of the interpolating sinc function. At integer points sinc π(m − x) = δ m,x is a Kronecker delta. The only signal for which the SO(2) Wigner function is everywhere positive is ψ m = constant.
Functions on the circle
The only realization of SO(2) with the diagonal generator Q is (2.2), for functions ψ m on the integers. These are the Fourier series coefficients of functions on the circle. To represent (2.4) in a form involving square-integrable functions on the circle
where * is the convolution over S 1 . (Again we note that the exponential function in (2.8) is not periodic, i.e. single-valued, on
, the generator Q has the (non-diagonal) form −id/dθ , and generates proper rotations:
. By covariance (1.6), we see that
The Wigner function does not, therefore, distinguish between neither wavefunctions on the circle that are rotated by α, nor functions on the integers Z multiplied by phases e imα . We conclude that any dynamical process generated by a self-adjoint Hamiltonian h(Q) (such as ±Q itself for wave propagation in a one-dimensional medium) leaves the SO(2) Wigner function invariant.
On the other hand, there are dynamical processes, such as heat diffusion in a conducting ring, generated by the non-unitary operator exp(−τ Q 2 ), which do change the shape of the 
where ϑ 3 (·, ·) is the third Jacobi theta function [7] . These expression will be used below for Gaussians beams in optical wavefields.
The Euclidean algebra and group
In this section we review some useful properties of the two-dimensional Euclidean algebra e 2 and group E 2 , in order to fix notation and gather some formulae that will be necessary to find the Wigner function on the Euclidean group.
Realizations of the Euclidean algebra
On the Hilbert space of square-summable sequences 2 (Z), the Euclidean algebra (1.14) has a representation by self-adjoint difference operators with diagonal Q, given by
for any k > 0. Through the synthesis of Fourier series (cf section 2.3), we have the following self-adjoint (multiplier) realization on differentiable functions
These are two realizations of the unitary irreducible representation k of the Euclidean group, characterized by the value k 2 of the quadratic invariant operator P 2 + H 2 , which plays the role of the Casimir operator for E 2 . The Plancherel integral and measure over the harmonic conjugate unirrep space is ∞ 0 k dk . . .. The prototypical realization of the Euclidean algebra, acting on differentiable functions f (x) over the two-dimensional plane
and containing all unirreps, is given by the well known self-adjoint operators
The connection between the realizations (3.1)-(3.3) will be given below.
Group manifold in coset coordinates
Rigid motions of the plane can be parametrized by one rotation ρ ∈ S 1 and two orthogonal translations s = (s 1 , s 2 ) ∈ R 2 , that we conveniently treat as a two-dimensional row vector. We shall use the following presentation:
We call these coset coordinates and indicate function arguments of them by braces. The product of two Euclidean group elements in coset coordinates is simplest:
The unit element is e = g {0; 0}, associativity holds, and the inverse of g {ρ; s} is g −1 {ρ; s} = g {−ρ; −sR(−ρ)}. The Euclidean group is the semidirect product of two subgroups: the SO(2) subgroup of rotations, g {ρ; 0}, ρ ∈ S 1 , and the T 2 translation group g {0; s}, s = (s 1 , s 2 ) ∈ R 2 . Figure 2 shows the realization of the Euclidean group of motions of the plane in the coset decomposition (3.4), (3.5): given a standard frame, each group element maps it to a distinct frame with origin at s and rotated by the angle ρ. We can picture the three-dimensional manifold of g {ρ; s} as the set of all such rotated frames in 2-space. A right coset by the first of these groups is the (equivalence) set {g {ρ; s}} ρ∈S 1 of frames with the same origin s. The space of cosets is thus s ∈ R 2 , i.e. the set of origin points in the plane. In these coordinates, the invariant Haar integral is
(3.6)
Group manifold in polar coordinates
The group E 2 also has the following presentation in polar coordinates:
where we indicate polar coordinates by the brackets. From (3.4) and (3.7), we find that ξ 1 = The group element g {ρ; s} ∈ E 2 in the coset parameters ρ ∈ S 1 , s ∈ R 2 , is pictured as the standard frame at the origin (boldface), translated by s and rotated by ρ.
From (3.6) and (3.7) follows the invariant Haar measure and integral in polar coordinates,
This integral is needed to build the Wigner operator (1.2).
Wigner operator on E 2
Let us call (q, p, h) ∈ R 3 the real numbers that we make correspond to the generators Q, P and H of the Euclidean algebra. Then, the Wigner operator (1.2) is written in polar coordinates as follows
In this paper we find it more convenient to use coset coordinates. The Wigner operator (3.9) is re-expressed by rewriting the exponent in coset coordinates. Using radii and angles, defined by (p, h) = (r sin α, r cos α) = r[r, α] , the Wigner operator is
This operator can be applied to functions over the group, or over any homogeneous space under the group, and integrated with a second such function, to produce their mutual Wigner function (1.3).
Euclidean discrete optics
Euclidean optics contain at least two models: the realization (3.1) of the Euclidean algebra by difference operators on the Hilbert space 2 (Z) leads naturally to the discrete model of this section; the realizations (3.2) and (3.3) on L 2 (S 1 ) correspond to the 'continuous' wave optics model, including Helmholtz optics for a definite unirrep, that will be examined in the next section.
The discrete model
The operator Q is associated to the position variable of Euclidean systems that satisfy Newton's equationq = 0 in (1.10). The corresponding Lie-Newton equation involves the double commutator of operators, acting on 2 (Z) wavefunctions that are infinite column vectors ψ = {ψ m } m∈Z (where we omit the Z superscript). This equation in the discrete optics model is
This is satisfied identically by the generators (3.1), namely
where
Therefore the operators of the algebra are self-adjoint under the usual inner product (ψ, φ) 2 = m∈Z ψ * m φ m .
Notice very carefully that the discrete Lie-Newton equation (4.1) for any ψ m involves only its second -neighbour points ψ m±2 , and not at all the first-neighbour ones ψ m±1 . We conclude that the subvectors {ψ m } m even and {ψ m } m odd are two independent solutions for discrete homogeneous optical media. The quadratic invariant operator in the realization (3.1) is a fixed multiple by k ∈ R + of the unit operator in 2 (Z), 
Evolution of the discrete wavefield
Consider the evolution of wavefunctions under the operator exp(izH )ψ m (where z has units of 1/k = -λ so the exponent be dimensionless). We identify z with the translation parameter along an 'optical axis' which is perpendicular to the axis of positions in a two-dimensional physical medium. We compute
to find the propagator of discrete Euclidean optical systems,
Wavefield values and normal derivatives
Recall that at even and odd points m, the ψ m 's satisfy independent second-order wave equations. Note that since J −n (kz) = (−1) n J n (kz) = J n (−kz), the factor of ψ m+n in (4.6) with n even, is even under z-reflection, and odd for n odd. This symmetry corresponds to the evolution of initial values and of initial normal derivatives in a wave medium, respectively {ψ m } m even and {ψ m } m odd . Consider the initial Gaussian wavefunction in 2 (Z) given by The interpretation of initial values and normal derivatives on alternating even and odd points in discrete system appears novel; it is further supported by the following consideration: the z-derivative of the exponential series reproduces the series, acted upon by iH . At z = 0, the normal derivative of ψ is The dichotomy of alternating points reminds us of the 2N classical position and momentum variables of finite mechanical vibrating lattices of N masses [6] on one hand, and of the determination of Helmholtz wavefields by two functions: values and normal derivatives, on a (continuous) line, on the other hand. This dichotomy is preserved under translations of the plane, since g {0; s} commutes with exp(izH ) (see (3.4)-(3.7) ), but not under rotations of the plane g {ρ; 0}. These observations apply for other discrete systems governed by second-order differential-difference Newton equations.
Wigner matrix in discrete optics
In this E 2 model of discrete optics, the sensors read the field values ψ m . To find the analytic form of the Wigner function we need the action of E 2 on the basis {ψ Next, the radial integral is performed over s; its integrand has two Bessel functions: one J m−n (ks) and another from (4.11a). We recall the formula
to reduce the Wigner matrix elements to 
Since the maximum value of the sinc function is at sinc 0 = 1, when r > k there is no root and the Wigner function is zero. For 0 > r > k the sinc function in (4.13) provides one or more pairs of roots ±ρ 0 , since sinc 1 2 τ , τ > 0 has maxima at τ 5π, 7π, . . . , (2n + 1)π, . . . (n = 1, 2, 3, . . .) with values 1, 2/5π, 2/7π, . . . , 2/(2n + 1) π. If r/k < 2/(2n + 1)π, (4.13) will provide a couple of roots ρ 0 due to the nth maximum, and also a couple around all other τ max m , 1 < m < n, plus one root in the central positive lobe of the sinc function, i.e. the interval 0 < τ < 2π.
Since the angle ρ corresponds to the rotation angle of the standard frame in figure 2 , we see that its extension beyond the basic interval −π < ρ π of the circle S 1 presents features similar to the SO(2) case studied in section 2.2. The interpretation we follow here is that we can choose the double cover group of E 2 , denoted E (2) 2 and characterized by −2π < ρ < 2π, to accomodate for the main lobe of the sinc function with a single pair of roots of (4.13) for 0 < r < k at ±ρ 0 in that interval. Finally, when r/k = 1, the two symmetric roots ±ρ 0 coalesce to a double root at 0. The Wigner matrix elements on E (2) 2 are thus found in closed form:
When r approaches k from below, then ρ 0 ∼ √ 24(1 − r/k), and the Wigner function has the singularity
which is integrable in r and in k over k 0 r dr and ∞ 0 k dk. Indeed, below we shall integrate (4.12) over r first, so the Dirac δ will set r = k sinc 1 2 ρ with ρ in the same interval.
Marginal distribution of the Wigner function on the cylinder
The Wigner function (4.10)-(4.14) of this discrete wavefunction should be plotted in threedimensional space; as shown in figure 4 , it is zero outside the cylinder of axis (q, 0, 0) and radius k = p 2 + h 2 , which is determined by the unirrep label k = -λ −1 ∈ R + , the wavenumber of the field. The Wigner function oscillates strongly with the radius r, except for a stationary point q = m 0 /k at the centre of the wavefunction, and has an inverse-squareroot singularity at the surface of the cylinder. For the model at hand, this indicates that three dimensions is more than needed-and convenient-for plotting the Wigner function. In Ddimensional quantum mechanics (D 2), two common resorts are to slice or to project the Wigner functions onto lower-dimensional spaces; the latter are the marginal distributions. In [3, 4] we used the former for SU(2), having found that the largest values of the Wigner function are in a spherical shell between radii and + 1, with an absolute maximum at √ ( + 1); so we chose there to present the plots of the Wigner function on that spherical section. Now, the E (2) 2 group is the contraction c → 0 of SU(2) with = k/c → ∞ and angles θ = s/ becoming the translation parameter s. The result of this contraction is that the SU(2) Wigner function will concentrate on the boundary of the limit cylinder, producing the (r − k) −1/2 sigularity. (Further study of this and the Heisenberg-Weyl limits will be considered elsewhere.) To visualize the information contained in the Wigner function on (q, p, h), our strategy here will be to project it onto a marginal distribution on lower-dimensional subspace. We have found particularly attractive the radial projection of the plane (p, h) = r[r, α], i.e. integrating over r and using dr = dρ(k cos 1 2 
where (cf equation (2.6))
In figure 5 we show the marginal distribution (4.15) of the 'Gaussian' vector (4.7) as a function of q ∈ R and α ∈ S 1 . The function Z(µ) in (4.15b) is shown in figure 6 ; it has a role very similar to the sinc interpolant of the Wigner function on SO (2) . Note that it is even and R dµZ(µ) = π. The Z(µ) function is, however, broader than the sinc, less negative, and is very small-but not strictly zero-at the non-zero integers. The first seven zeros of the function Z(µ), for µ > 0 are:
1.1719, 1.6066, 2.0781, 2.5619, 3.0513, 3.5438, 4.0384.
They can be compared with the zeros of the function sinc 2πµ, which occur for integer and half-integer values of µ. Because of its sesquilinearity, the marginal distribution (4.15) of Schrödinger cat states φ + χ contains three terms:
The first two terms are the Wigner function of the constituent states of the cat, while the third, termed the smile of the cat state, bears their Moiré pattern, a highly oscillating region between the two due to their mutual inteference. In figure 7 we show the Wigner functions of cat states composed of two Gaussian wavefields. In figure 7 (a) the cat state is e groves ('teeth') along the axis of the cylinder, with the highest oscillations in α around the midpoint q = 0. In figure 7 (b) the cat state consists of two Gaussians with the same centre and waist, but differing by their angles: (e imα 1 + e −imα 2 )e −m 2 /2ω ; the smile now has its teeth across the cylinder axis, with highest oscillations in q, at the angle bisecting the two Gaussian beams.
Integration of the cylinder marginal distribution (4.15) over angles α ∈ S 1 produces a marginal distribution in position q alone. Further integrating the marginal distribution (4.15a) over k 0 r dr . . ., we obtain M(φ, χ|q) = R 2 dp dhW (φ, χ|q, p, h) = 8π indicating that the latter is not simply a restriction of the former. Finally, integrating (4.17) over
Euclidean covariance of the Wigner function
When discrete wavefields, such as those of figures 3, are subject to Euclidean transformations, their Wigner function will transform covariantly according to equation (1.6). Meta-phase space (q, p, h) will follow the adjoint representation (3.4)-(3.7) of E 2 . Rotations generated by Q will multiply the components of the state ψ m by phases e imβ ; they will rotate its Wigner function (4.14) by α → α + β around the q-axis, and similarly for the marginal distribution (4.15). On the other hand, movement of the q-line of sensors along the z-axis generated by H and given in (4.6), corresponds to
i.e. a linear slant in the q-h plane. Under P -evolution, the slant is in the q-p plane. These transformations map 1:1 the surface of each cylinder (p 2 + h 2 = constant) onto itself. The marginal distribution M(ψ|q, α) in (4.15), is geometrically covariant under rotations, but translations along z will smear the function in q, maximally in the α = 0 direction. In figures 5 and 7, it will broaden the Gaussian peaks of the Wigner marginal distribution; their waist will be now off the z = 0 line. 
Wigner function for Helmholtz and polychromatic wavefields
In this section we shall use the realization of the Euclidean group (3.2) on the circle in momentum space and (3.3) in the plane. The first corresponds to the Helmholtz model of 2π monochromatic optics of wavenumber k, and the latter to the continuum of wavenumbers k ∈ R + for colour wave optics. Although both of these closely related models have been subject to group-theoretical analysis as wave theories over N-dimensional Euclidean groups [8, 10] , the Wigner function is introduced here for the first time.
The Helmholtz model of Euclidean optics
The E 2 quadratic invariant operator (4.4) for functions in the unirrep k ∈ R + , is
As is well known, square-integrable solutions of the Helmholtz equation (5.1) and their L 2 (R 2 ) limit points, have a two-dimensional Fourier transform with support on the circle of radius k, namely m 0 in kr [6] ). Plane waves in the Helmholtz model, of direction θ 0 (eigenfunctions of P and H with eigenvalues k sin θ and k cos θ respectively), are δ(θ − θ 0 ) on the circle; in the discrete model they are vectors with components e imθ 0 . Indeed, through Fourier series, from (5.7) we find the Wigner function for the discrete optics model (4.10)-(4.14).
Marginal distribution on the cylinder
The projection (marginal distribution) of the Wigner function on the cylinder in the Helmholtz model is amenable to an analysis, parallel to that of the discrete optics model (in particular, the analysis we made following equation (4.13)). It is of a simpler form because it uses complex functions on the circle.
We integrate over the radius r in the (p, h)-plane to obtain the Wigner marginal distribution on the cylinder (q, α). It is M(φ, χ|q, α) = 4π and can be compared with (4.15). The form of the arguments is familiar from QM (cf (1.8) ).
Observe the extra factor (sinc 1 2 ρ) 2 , which is 1 at the centre of the interval and decreases to zero at the edges.
Rotation and translation of Helmholtz wavefields are geometric and phase transformations of the functions on the circle (5.5). Under Euclidean transformations, the Wigner function obeys covariance, as in section 4.5: the cylinder will rotate and slant. However, the dynamics of the discrete optics and Helmholtz models are different: in the former, the evolution Hamiltonian is the z-translation generator H ; in the latter, time evolution of a Helmholtz field multiplies the wavefunctions by the phase exp(ickt), where c is the speed of the wave in the medium. The Helmholtz Wigner function (5.7) and marginal distribution (5.8) are insensitive to such phases, so they will be constant in time.
In particular, corresponding to the Gaussian vectors (4.7), we have the Jacobi theta functions over the circle [7] , 
Polychromatic wave optics
Solutions to the two-dimensional wave equation include all wavenumbers k ∈ R + and the wavefunctions are generalized sums of solutions to Helmholtz equations with this range of k with measure k dk. They are polychromatic and can be written as (5.3), integrated over k, i.e. 
