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Abstract. Attributes selection is an important step prior to data mining to 
reduce de high dimensionally, that takes place in several areas, including 
agriculture, where spectroscopy has been studied as an alternative to current 
methods of soil analysis. The goal of this work was to apply attributes 
selection and data mining techniques to estimate soil attributes through near 
infrared spectroscopy – NIR data. The attribute selection was based on search 
and evaluation. To mining data the RNA, SVM and linear regression 
algorithms were used. The results R² 0.9 for sand and 0.88 for clay, indicating 
that spectroscopy can become an alternative for estimating these soil 
properties.   
Keywords: Regression Models, Search Method, Spectral Reflectance, Soil 
Data.  
Resumo. A seleção de atributos é uma etapa importante que antecede a 
mineração de dados visando reduzir a alta dimensionalidade de dados, a qual 
ocorre em diversas áreas, inclusive na agricultura, onde a espectroscopia é 
estudada como uma alternativa aos métodos atuais de análise do solo. O 
objetivo deste trabalho foi aplicar técnicas de seleção de atributos e 
mineração de dados para estimativa de atributos do solo por meio de dados 
de espectroscopia NIR. A seleção de atributos foi baseada em busca e 
avaliação. A mineração de dados utilizou os algoritmos RNA, SVM e 
regressão linear. Os resultados com R² de 0,9 para areia e 0,88 para argila, 
indicam que a espectroscopia pode ser viável na estimativa desses atributos.  
Palavras-chave: Modelos de Regressão, Método de Busca, Refletância 
Espectral, Dados de Solo.  
1. Introdução 
A seleção de atributos é uma etapa muito explorada na mineração de dados (MD), 
principalmente na tarefa de classificação [Guyon and Elisseeff, 2006]. Segundo 
Piramuthu (2004), as técnicas de seleção de atributos são empregadas antes da geração 
de modelos com o objetivo de selecionar apenas os atributos mais relevantes para a 
descrição do objeto de estudo. Sendo assim, a seleção de atributos, também conhecida 
  
com seleção de características, antecede a execução das tarefas de MD (Classificação, 
Regressão, Agrupamento, Detecção de anomalias, etc.) melhorando o desempenho das 
mesmas. Isso ocorre porque a redução de dimensionalidade é capaz de eliminar 
atributos irrelevantes que interfeririam negativamente no resultado, podendo levar a um 
modelo mais compreensível pelo fato de envolver um número menor de atributos [Tan 
et al., 2009]. A irrelevância de um atributo pode ser verificada quando o mesmo é 
redundante ou ainda com pouca influência sobre o atributo de interesse [Silva, 2013]. 
 O problema da alta dimensionalidade dos dados está presente em diversas áreas, 
inclusive na agricultura. O solo é um sistema heterogêneo cujos processos e 
mecanismos são complexos e difíceis de compreender plenamente. Muitas técnicas de 
análise do solo convencionais são usadas na tentativa de estabelecer a relação entre as 
propriedades físicas e químicas do solo e seus componentes individuais, muitas vezes 
desconsiderando sua complexidade e as interações entre os componentes. 
Historicamente a compreensão do sistema de solo, a avaliação da sua qualidade e 
função tem sido obtidas através da análise laboratorial que envolvem uso de reagentes 
químicos e de métodos destrutivos de amostras [Viscarra Rossel et al., 2006].   
 A possibilidade de determinar parâmetros do solo através da espectroscopia de 
infravermelho vem sendo estudada desde 1995 [Ben-Dor and Banin, 1995], como uma 
alternativa às metodologias correntes de análise, pois oferece vantagens como: 
operacionalidade, necessidade de pequena quantidade de amostra e minimização 
drástica do resíduo gerado. A espectroscopia de infravermelho possibilita a análise de 
um número maior de amostra a custo e tempo reduzidos, facilitando a amostragem de 
áreas experimentais heterogêneas de forma representativa.  
 Para Janik et al. (1998), as técnicas espectroscópicas são consideradas como 
possíveis alternativas para aumentar ou substituir os métodos laboratoriais 
convencionais de análise do solo. Segundo Viscarra Rossel (2006), a maioria destas 
técnicas são do tipo não destrutivas, permitindo a preservação das amostras utilizadas.  
 As técnicas de espectroscopia geram bases de dados de alta dimensionalidade, 
pois cada comprimento de onda é um atributo a ser analisado. Com isso, este trabalho 
teve por objetivo a utilização de técnicas de seleção de atributos e de mineração de 
dados, para análise e estimativa de atributos químicos e físicos do solo por meio de 
dados de espectroscopia no infravermelho próximo - NIR. 
2. Desenvolvimento 
O trabalho foi desenvolvido sob uma abordagem quantitativa, cujos resultados buscam a 
objetividade e são representados de maneira estatística. Foram utilizados como 
parâmetro de qualidade dos modelos, a quantidade de comprimentos de onda utilizada 
(quantidade de atributos), o coeficiente de Correlação (r), o coeficiente de determinação 
(R²), o erro médio absoluto (MAE), o erro absoluto relativo (RAE), a raiz do erro 
quadrado relativo (RRSE) e a raiz do erro quadrático médio (RMSE). 
 A base de dados utilizada dispõe de 111 amostras de solo contendo 865 
atributos, sendo que dez deles são dados de análise do solo em laboratório (Fósforo (P), 
Matéria Orgânica (MO), pH, Alumínio (Al), Potássio (K), Cálcio (Ca), Magnésio (Mg), 
Argila, Silte, Areia), e o restante corresponde aos dados de leitura em equipamento 
espectrofotômetro no comprimento do Infravermelho Próximo (790, 792, ..., 2496, 2498 
 nm). Maiores informações sobre os dados utilizados podem ser obtidas em Proença 
(2012).  
 Para realização das etapas de seleção de atributos e mineração de dados foi 
utilizado o software WEKA (Waikato Environment for Knowledge Analysis), que é uma 
ferramenta de descoberta de conhecimento em base de dados (KDD - Knowledge 
Discovery in Database), que contempla uma série de algoritmos de preparação de 
dados, de aprendizado de máquina e de validação de resultados [Hall et al, 2009].  
 Os algoritmos usados para seleção de atributos podem ser separados em duas 
atividades principais: busca (Search Method) do subconjunto de atributos e avaliação 
(Evaluator) dos subconjuntos de atributos encontrados [Liu, H. e Motoda, H., 1998]. 
Avaliar o subconjunto de atributos selecionados é medir quão bom um determinado 
atributo é segundo um critério de avaliação (informação, distância, dependência, 
consistência, precisão). Em outras palavras, como ele interage com o algoritmo de 
aprendizado. Essa interação pode ser subdividida, basicamente, em duas abordagens 
principais: filtro e wrapper. [Kohavi & John, 1997].  
A abordagem filtro (Figura 1) introduz um processo separado, o qual ocorre 
antes da aplicação do algoritmo de aprendizagem propriamente dito. A ideia é filtrar 
atributos irrelevantes, segundo algum critério antes do aprendizado ocorrer [Jonh, G. H., 
Kohavi, R., Pfeger, K., 1994]. Essa etapa do pré-processamento considera 
características gerais do conjunto de dados para selecionar alguns atributos e excluir 
outros, sendo assim métodos de filtro são independentes do algoritmo de aprendizado 
(Indutor) que simplesmente receberá como ponto de partida o conjunto de dados que foi 
construído utilizando somente o subconjunto de atributos “importantes” selecionados 
pelo Filtro. O objetivo é selecionar um subconjunto de atributos que preserva a 
informação pertinente no conjunto inteiro de atributos [Freitas A. A., 1998, p. 66]. 
 
Figura 1. Abordagem Filtro. Fonte: Freitas (1998). 
Os métodos wrapper, como mostrados na Figura 2, geram um subconjunto 
candidato de atributos selecionados do conjunto de treinamento, e utilizam a precisão 
resultante do classificador induzido para avaliar o subconjunto de atributos em questão. 
Esse processo é repetido para cada subconjunto de atributos até que o critério de parada 
determinado pelo usuário seja satisfeito. Esta abordagem avalia os atributos usando 
  
estimativas de precisão providas por algoritmos de aprendizado (Indutor) pré-
determinados [Freitas A. A., 1998, p. 66]. 
 
Figura 2. Abordagem Wrapper.  Fonte: Freitas (1998). 
No Quadro 1 pode-se verificar os avaliadores e métodos de busca que foram 
utilizados no software WEKA, separados pelas abordagens citadas anteriormente. 
Quadro 1. Algoritmos de seleção de atributos disponíveis no software WEKA 
utilizados no trabalho 
Abordagem Evaluator Search Method 
Filtro CSF Subset Evaluator 
Best First 
Genetic Search 
Wrapper Classifier Subset Evaluator 
Best First  
Genetic Search 
Para utilização do método wrapper (Classifier Subset Evaluator) há a 
necessidade de selecionar um classificador, que avalia os subconjuntos de atributos 
selecionados. Assim, selecionou-se o classificador M5Rules – M 4.0, também disponível 
no software WEKA. Foi utilizado para avaliação dos subconjuntos de atributos 
selecionados a opção Use Training Set e para a validação dos modelos encontrados, foi 
utilizada a opção Cross Validation, as quais são definidas no manual do software 
WEKA [Hall et al, 2009]: 
 Use Training Set: o teste é feito com o mesmo conjunto de dados de 
treinamento. 
 Cross Validation: O classificador é avaliado por validação cruzada, nesta opção 
o conjunto de testes é dividido em partes iguais e a predição é aplicada a cada 
parte separadamente. 
 Para a estimativa dos modelos de regressão foram aplicados os algoritmos de 
Redes Neurais Artificiais (RNA - Multilayer Perceptron), Regressão Linear (Linear 
 Regression) e Máquina de Vetores de Suporte (SVM - SMOReg). A análise de 
correlação dos dados foi feita considerando a possibilidade de vários atributos meta, 
buscando verificar o potencial de predição de variáveis físico-químicas do solo a partir 
de dados espectrais NIR. Assim, os dez atributos correspondentes a resultados de 
análise do solo em laboratório (P, MO, pH, Al, K, Ca, Mg, Argila, Silte, Areia) foram 
considerados como atributos meta, utilizados separadamente a cada execução, em 
conjunto com os atributos de predição (comprimentos de onda).  
 Realizou-se a análise da Correlação de Pearson (r) entre os atributos do solo com 
cada atributo de comprimento de onda estudado. Com isso, os atributos do solo que 
possuíssem correlação média com os comprimentos de onda maiores que 60% (0,6 <= r 
<= 1 e -0,6 >= r >= -1) seriam utilizados nas etapas de seleção de atributos e mineração 
de dados. 
3. Resultados e Discussão 
A Figura 3 apresenta o gráfico das correlações de Pearson (r) entre os atributos do solo e 
os  atributos de comprimentos de onda no infravermelho próximo. Pode-se verificar que 
os atributos areia e argila apresentam uma forte correlação com os comprimentos de 
onda analisados, enquanto os outros atributos do solo não possuem correlação 
significativa. 
Figura 3. Correlação entre os atributos do solo com cada comprimento de onda 
analisado. 
 Como pode ser verificado no Quadro 2, são obtidos valores médios de 
Correlação de Pearson (r) superiores a 60% somente pelos atributos areia e argila. 
Sendo assim, as etapas de seleção de atributos e mineração de dados foram 
realizadas apenas com esses atributos. 
Quadro 2. Valores médios de Correlação de Pearson (r) entre cada atributo do 
solo e os atributos de comprimentos de onda.   
Medida 
estatística 


































































































































Comprimentos de Onda 
Correlação de Pearson entre os comprimentos de onda e 












P MO pH Al K Ca Mg Argila Silte Areia 
r médio -0,145 0,29 -0,026 0,042 0,52 0,307 0,16 0,72 0,47 -0,71 
 No Quadro 3 pode-se observar o número de atributos de comprimentos de onda 
selecionados com o emprego das técnicas de seleção de atributos. Pode-se verificar que 
a técnica com abordagem wrapper (CSF Subset Evaluator) seleciona um número maior 
de comprimentos de onda do que a técnica com abordagem filtro (Classifier Subset 
Evaluator). 
Quadro 3. Número de atributos selecionados nas diferentes técnicas de 
seleção.   
Técnicas 
Número de comprimentos de 
onda selecionados 
Evaluator Search Method Areia Argila 
CSF Subset 
Evaluator 
Best First 3 5 
Genetic Search 156 151 
Classifier Subset 
Evaluator 
Best First 16 10 
Genetic Search 427 299 
3.1 Resultados após a seleção de atributos com o avaliador CSF Subset Eval 
Os resultados obtidos pela execução dos algoritmos aprendizado de máquina (RNA, 
Regressão Linear e SVM), após a seleção de atributos, são mostrados nos Quadros 4 e 
5, que correspondem aos métodos de busca Best First e Genetic Search 
respectivamente.  
 Verifica-se no Quadro 4 que houve um elevado coeficiente de correlação dos 
atributos areia e argila (atributos meta) com os respectivos comprimentos de onda 
selecionados no algoritmo CSF Subset Eval. Entretanto, os erros retornados dos 
modelos de regressão também são elevados, o que pode ocorrer pelo falto de poucos 
comprimentos de onda não conseguirem estimar corretamente os atributos meta.   
Quadro 4. Resultados para os atributos selecionados com o avaliador CSF 
Subset Evaluator e método de busca Best First. 
Técnicas Meta 
Medidas 
r R² MAE RMSE RAE(%)  RRSE(%) T(s) 
RNA 
Areia 
0,81 0,65 54,86 76,41 52,70 59,03 0,04 
RL 0,80 0,64 60,34 76,74 57,96 59,29 0 
SVM 0,80 0,64 58,39 79,75 56,08 61,61 0,02 
RNA 
Argila 
0,82 0,67 47,76 64,53 53,16 57,56 0,07 
RL 0,82 0,67 49,21 64,01 54,78 57,09 0 
SVM 0,82 0,67 48,37 65,27 53,84 58,22 0,02 
r = coeficiente de correlação, R² = coeficiente de determinação MAE = erro médio 
absoluto, RAE = o erro absoluto relativo, RRSE = raiz do erro quadrado relativo, 
 RMSE = raiz do erro quadrático médio T(s) = tempo (segundo) 
 Quando se utilizou o método de busca Genetic Search (Quadro 5), os valores de 
r e R² são significativamente melhores, em comparação com o método de busca Best 
First. Consequentemente, os valores de erro retornados da validação dos modelos de 
regressão são menores. Assim, verifica-se que o método de busca Genetic Search foi 
mais eficiente que o método de busca Best First, na escolha dos atributos relevantes 
para estimação dos atributos areia e argila. Com base nos resultados, nota-se que o 
método de busca Genetic Search juntamente com o avaliador CSF Subset Eval podem 
ser utilizados como alternativas para seleção de atributos de comprimento de onda mais 
relevantes na estimação de atributos do solo. 
 Quadro 5. Resultados para os atributos selecionados com o avaliador CSF 
Subset Evaluator e método de busca Genetic Search. 
Técnicas Meta 
Medidas  
r R² MAE RMSE RAE(%)  RRSE(%) T(s) 
RNA 
Areia 
0,93 0,86 29,25 46,66 28,09 36,05 30,04 
RL 0,85 0,72 51,26 66,93 49,24 51,71 0,26 
SVM 0,93 0,86 36,54 50,76 35,10 39,19 0,06 
RNA 
Argila 
0,94 0,88 24,80 37,22 27,61 33,20 24,93 
RL 0,88 0,77 41,86 53,72 46,60 47,91 0,23 
SVM 0,92 0,84 32,19 44,28 35,83 39,49 0,15 
r = coeficiente de correlação, R² = coeficiente de determinação MAE = erro médio 
absoluto, RAE = o erro absoluto relativo, RRSE = raiz do erro quadrado relativo, 
RMSE = raiz do erro quadrático médio T(s) = tempo (segundo) 
3.2 Resultados após a seleção de atributos com o avaliador Classifier Subset Eval 
Os Quadros 6 e 7 apresentam os resultados da execução dos algoritmos de mineração de 
dados, quando executados com os atributos de comprimento de onda selecionados pelo 
avaliador wrapper.     
Quadro 6. Resultados para os atributos selecionados com avaliador Classifier 
Subset Evaluator e método de busca Best First. 
Técnicas Meta 
Medidas  
r R² MAE RMSE RAE(%)  RRSE(%) T(s) 
RNA 
Areia 
0,92 0,84 33,20 52,55 31,89 41,38 0,33 
RL 0,84 0,70 53,83 69,11 51,71 53,40 0 
SVM 0,88 0,77 45,18 63,43 43,40 49,00 0,07 
RNA 
Argila 
0,89 0,79 38,15 53,25 42,47 47,50 0,19 
RL 0,87 0,75 41,15 53,64 45,83 47,84 0 
SVM 0,89 0,79 39,24 54,22 43,68 48,36 0,07 
r = coeficiente de correlação, R² = coeficiente de determinação MAE = erro médio 
  
absoluto, RAE = o erro absoluto relativo, RRSE = raiz do erro quadrado relativo, 
RMSE = raiz do erro quadrático médio T(s) = tempo (segundo) 
 Nota-se uma melhora significativa nos valores de r e R², e também uma 
diminuição nos valores de erro retornados dos algoritmos RNA e SVM. No entanto, 
para a RL os valores não apresentam diferença. Isso indica que a o número de atributos 
de comprimentos de onda selecionados não interferem no resultado da RL, a qual não é 
uma técnica adequada para a predição de atributos do solo, isso pelo fato da correlação 
dos mesmos com os comprimentos de onda não ocorrer de forma linear. 
 Pode-se verificar no Quadro 7, que o algoritmo SVM apresentou uma pequena 
melhora nos valores de r e R². Entretanto, o número de atributos selecionados pelo 
avaliador wrapper e o método Genetic Search é relativamente maior.  
Quadro 7. Resultados para os atributos selecionados com avaliador Classifier 
Subset Evaluator e método de busca Genetic Search. 
Técnicas Meta 
Medidas  
r R² MAE RMSE RAE(%)  RRSE(%) T(s) 
RNA 
Areia 
0,94 0,88 31,10 47,25 31,10 36,99 154,0  
RL 0,80 0,64 58,10 77,06 55,80 59,53 5,03 
SVM 0,95 0,90 30,91 41,06 29,69 31,72 0,13 
RNA 
Argila 
0,91 0,82 31,19 48,02 34,71 42,83 111,19 
RL 0,87 0,75 41,61 53,98 46,32 48,14 1,45 
SVM 0,94 0,88 29,84 40,84 33,21 36,42 0,06 
r = coeficiente de correlação, R² = coeficiente de determinação MAE = erro médio 
absoluto, RAE = o erro absoluto relativo, RRSE = raiz do erro quadrado relativo, 
RMSE = raiz do erro quadrático médio T(s) = tempo (segundo) 
 Nota-se uma melhora significativa nos valores de r e R², e também uma 
diminuição nos valores de erro retornados dos algoritmos RNA e SVM quando feita a 
seleção de atributos pelo método wrapper. No entanto, para a RL os valores não 
apresentam diferença. Isso indica que a o número de atributos de comprimentos de onda 
selecionados não interferem no resultado da RL, a qual não é uma técnica adequada 
para a predição de atributos do solo, isso pelo fato da correlação dos mesmos com os 
comprimentos de onda não ocorrer de forma linear. 
 Analisando o tempo de geração dos modelos nos Quadros 6 e 7, pode-se 
verificar que o custo computacional necessário para execução do algoritmo de RNA 
(154,0s para areia e 111,19s para argila) é maior que para o de SVM (0,13s para areia e 
0,06s para argila), conforme aumenta-se o número de atributos preditores 
(comprimentos de onda). 
3.2 Discussão com trabalhos correlatos 
A abordagens wrapper e filtro se mostraram eficientes na seleção de atributos para 
diminuição da dimensionalidade dos dados de espectroscopia NIR. Segundo Paes et al. 
(2013), os métodos wrapper normalmente possuem boa capacidade preditiva, pois 
avaliam cada subconjunto de atributos usando o algoritmo de classificação. No entanto, 
requerem várias execuções do algoritmo de classificação, o que eleva o custo 
 computacional em relação aos outros métodos. Para Hall (2000), algumas vantagens 
apresentadas pela abordagem filtro, são a sua rápida execução, a possibilidade de ser 
aplicado em qualquer tipo de conjunto de atributos e a redução de até 50% da 
quantidade de atributos. 
 O algoritmo de SVM se mostrou eficaz quando trabalhando com grande volume 
de atributos, utilizando o avaliador Classifier Subset Evaluator e o método de busca 
Genetic Search para a seleção de atributos, obtendo um R² de 0,9 para areia e 0,88 para 
argila. Segundo Braun et al, (2012), a SVM sofre menos com o chamado fenômeno de 
Hughes, que vem a ser uma das principais consequências do problema de estimação de 
parâmetros, frente ao número limitado de amostras e a consequente diminuição no valor 
da acurácia da classificação a partir de uma determinada dimensão dos dados. Teixeira 
(2014) utilizou SVM para predição de carbono por meio de espectroscopia NIR, 
conseguindo um coeficiente de correlação de 0,89, no qual conclui que a técnica de 
espectroscopia pode ser utilizada para predição de tal atributo do solo. 
 Neste trabalho também foi possível a obtenção de resultados satisfatórios 
utilizando como avaliador o método CSF Subset Evaluator, o método de busca Genetic 
Search e o algoritmo de aprendizado RNA. Foram obtidos valores de R² de 0,86 e 0,88 
para areia e argila, respectivamente. Proença (2012), que utilizou dados de 
espectroscopia vis-NIR e RNA para predição de argila, alcançou um coeficiente de 
determinação R² de 0,94, que foi melhor do que o deste trabalho. Já, em comparação aos 
resultados de Ben-Dor e Banim (1995) e Santos et al. (2010), que obtiveram valores de 
R² de 0,56 e 0,77, respectivamente, para estimar argila, esse trabalho apresentou um 
resultado melhor em termos de potencial de estimativa de valor do referido atributo 
meta.  
4. Conclusões 
A metodologia desenvolvida neste trabalho, utilizando métodos de seleção de atributos, 
técnicas de RNA e SVM para a predição de teores de areia e argila, levou a resultados 
satisfatórios, o que indica que a abordagem adotada sugere que o uso da espectroscopia 
tem grande potencial, trazendo importantes vantagens por ser uma técnica rápida e não 
poluente. No entanto, a SVM é mais indicada para geração de modelos de regressão, 
quando se tratando de bases de dados de alta dimensionalidade, pois o custo 
computacional necessário para utilização do algoritmo é menor. 
 Conclui-se que os avaliadores com abordagem wrapper e filtro, juntamente com 
o método de busca Genetic Search, possibilitaram a seleção de comprimentos de onda 
no NIR mais relevantes para a estimativa de areia e argila por meio da SVM e RNA, 
respectivamente. Ambas as abordagens possibilitaram a diminuição considerável da 
dimensionalidade dos dados, alcançando altos valores de r e R². Contudo, o número de 
atributos selecionados pelo método wrapper é relativamente maior, o que aumenta o 
custo computacional para execução do algoritmo, sendo a abordagem filtro mais 
indicada quando se necessita rapidez na etapa de seleção de atributos. Quando o custo 
computacional não é um fator impactante, o método wrapper é indicado pois permite a 
seleção de atributos com maior rigidez pelo fato de possuir um classificar embutido. 
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