Abstract. Linear Time Invariant (LTI) systems are ubiquitous in software systems and control applications. Unbounded-time reachability analysis that can cope with industrial-scale models with thousands of variables is needed. To tackle this general problem, we use abstract acceleration, a method for unboundedtime polyhedral reachability analysis for linear systems. Existing variants of the method are restricted to closed systems, i.e., dynamical models without inputs or non-determinism. In this paper, we present an extension of abstract acceleration to linear loops with inputs, which correspond to discrete-time LTI control systems, and further study the interaction with guard conditions. The new method relies on a relaxation of the solution of the linear dynamical equation that leads to a precise over-approximation of the set of reachable states, which are evaluated using support functions. In order to increase scalability, we use floating-point computations and ensure soundness by interval arithmetic. Our experiments show that performance increases by several orders of magnitude over alternative approaches in the literature. In turn, this tremendous gain allows us to improve on precision by computing more expensive abstractions. We outperform state-of-theart tools for unbounded-time analysis of LTI system with inputs in speed as well as in precision.
Introduction
Linear loops are an ubiquitous programming template. Linear loops iterate over continuous variables, which are updated with a linear transformation. Linear loops may be guarded, i.e., terminate if a given linear condition holds. Inputs from the environment can be modelled by means of non-deterministic choices within the loop. These features make linear loops expressive enough to capture the dynamics of many hybrid dynamical models. The usage of such models in safety-critical embedded systems makes linear loops a fundamental target for formal methods.
Many high-level requirements for embedded control systems can be modelled as safety properties: the problem is deciding reachability of certain "bad states", in which the system exhibits unsafe behaviour. Bad states may, in linear loops, be encompassed by guard assertions.
Reachability in linear programs, however, is a formidable challenge for automatic analysers: the problem is undecidable despite the restriction to linear transformations
Preliminaries
Abstract acceleration [21, 22] is a key technique for the verification of programs with loops. The state of the art for this technique has reached the level where we can perform abstract acceleration of general linear loops without inputs [29] , and of some subclasses of linear loops with inputs [35, 36] , to an acceptable degree of precision. We develop an abstract acceleration technique for general linear loops with bounded inputs, whilst improving the precision and ease of computation, in order to overcome the negative effects caused on the over-approximation by the presence of bounded non-determinism.
Model Syntax
We are interested in loops expressed in the form:
while(Gx ≤ h) x := Ax + Bu, where x ∈ R p are the state variables, ψ := Gx ≤ h is a linear constraint on the states (with G ∈ R r×p and h ∈ R r ), u ∈ R q is a non-deterministic input, and A ∈ R p×p and B ∈ R p×q are linear transformations characterising the dynamics of the system. In particular, the special instance where ψ = ⊤ (i.e., "while true") represents a timeunbounded loop with no guards, for which the discovery of a suitable invariant (when existing) is paramount. As evident at a semantical level (see next), this syntax can be interpreted as the dynamics of a discrete-time LTI model with inputs, under the presence of a guard set which, for ease of notation, we denote as G = {x | Gx ≤ h}.
Model Semantics
The traces of the model starting from an initial set X 0 ⊆ R p , with inputs restricted to − → . . ., where x 0 ∈ X 0 and ∀n ≥ 0, x n+1 = τ(x n , u n ), where τ(x n , u n ) = Ax n + Bu n | Gx n ≤ h ∧ u n ∈ U .
(1)
We extend the notation above to convex sets of initial conditions and inputs (X 0 and U), and write τ(X 0 , U) to denote the set of states {x | x 0 ∈ X 0 ∧ u ∈ U ∧ x = τ(x 0 , u)} reached from X 0 by τ in one step. We furthermore write τ n (X 0 , U) to denote the set of states reached from X 0 via τ in n steps (n-reach set), i.e. for n ≥ 1
Since the transformations A and B are linear and vector sums preserve convexity, the sets X n = τ n (X 0 , U) are also convex. We define the n-reach tubeX n =τ
as the union of the reachable sets over n iterations. Moreover,X = n≥0 τ n (X 0 , U) extends the previous notion over an unbounded time horizon.
Abstract Acceleration
Abstract Acceleration [22] is a method to over-approximate the reach tube of linear systems over any given time interval, including the infinite time horizon. [29] discusses this abstraction technique for systems without inputs, where an abstract matrix A n is synthesised to encompass the combined dynamics generating all reach sets up to the n th iteration. The abstract matrix A n over-approximates the set of matrices k∈[0,n] A k . The reach tubeτ n (X 0 ) (tailoring the notation above to a system without inputs) can then be over-approximated via the abstract matrix multiplication A n X 0 [29] . We will employ the notation A (rather than A ∞ ) to represent this notion over an infinite time horizon. In this paper we extend this approach to systems with inputs, so that
where A ⊕ B represents the Minkowski sum of two sets, namely {a + b | a ∈ A ∧ b ∈ B}, whereas the abstract matrix B n over-approximates the set of matrices k∈ [0,n] 
where I is a properly-sized identity matrix -this second approximation will be discussed in detail in Section 3.
Support Functions
There exist many abstract domains (namely, over-approximations) to encompass sets of states that are suitable for systems with linear dynamics, of which by far the most popular is that of convex polyhedra [9] . Rectangular abstractions are easy to process [37] , but the over-approximations may be too conservative, which results in an even larger problem in the presence of non-deterministic inputs.
Abstract acceleration requires two abstract domains: the first to abstract the model dynamics -the original approach for abstract acceleration [29] uses logahedra [27] and the second to represent spatial sets (convex polyhedra in [29] ). In [29] the estimation of the number of loop iterations (time steps) leverages abstractions of initial sets as hypercubes, which is a source of imprecision that our method will not exhibit.
In this work, we use support functions [18, 32] for the abstract domains. Support functions have proven to be one of the most successful abstractions for the representation of reachability sets for dynamical and hybrid linear systems. A general assertion Cx ≤ d (of which the guard Gx ≤ h is just an example) entails a set of states that is a convex polyhedron, where each row in C is a direction orthogonal to a face in the polyhedron, and the corresponding value in d is the distance of that face to the origin.
Support functions represent a set by defining the distance of its convex hull with respect to a number of given directions. More specifically, the distance from the origin to the hyperplane that is orthogonal to the given direction and that touches its convex hull at its farthest. Finitely sampled support functions are template polyhedra in which the directions are not fixed, which helps avoiding wrapping effects [20] . The larger the number of directions provided, the more precisely represented the set will be. In more detail, given a direction v ∈ R p , the support function of a non-empty set X ⊆ R p in the direction of v is defined as
where < x, v > is the dot product of the two vectors. Support functions do not exclusively apply to convex polyhedra, but in fact to any set X ⊆ R p represented by a general assertion θ(X). We will restrict ourselves to the use of convex polyhedra, in which case the support function definition translates to solving the linear program
Several properties of support functions allow us to reduce operational complexity. The most significant are [18] :
As can be seen by their structure, some of these properties reduce complexity to lowerorder polynomial or even to constant time, by exchanging matrix-matrix multiplications (O(p 3 )) into matrix-vector (O(p 2 )), or into scalar multiplications.
Abstract Acceleration with Inputs

Overview of the Algorithm
Our algorithm takes as input the set of initial states X 0 , the set of bounded inputs U, and the dynamics of a linear loop characterised by G, h, A, and B; and returns as output an over-approximationX ♯ of the reach tubeX (or corresponding quantities for the bounded-horizon case). We over-and under-approximate the number of loop iterations n that are required to first intersect and completely go beyond the guard set G, respectively, by means of the reach sets computed with the model dynamics: we denote these two quantities by n and n. In the following we employ the notations ⊓ for intersection of polyhedra, and ⊔ for the convex hull conv(X 1 ∪ X 2 ).
If n or n are unbounded, we compute the abstract matrices A and B (as defined shortly), and return the quantitŷ
as the resulting reach tube, where again G = {x | Gx ≤ h}. Otherwise, in the finite case, we compute the abstract matrices A n and A n−n and set
In this formula, the abstract matrices A n and B n are obtained as an over-approximation of sets of matrices, as described in Section 3.3.
Abstract Acceleration without Guards
With reference to (3), we now detail the abstract acceleration with inputs. Unfolding (2) we obtain
Let us now consider the following over-approximation for τ on sets:
Then the reach set (as said, we ignore the presence of the guard set G for the time being) can be computed as
What is left to do is to further simplify the sum k∈[0,n−1] A k BU. We can exploit the following simple results from linear algebra.
Lemma 1. If
It is evident that there are some restrictions on the nature of matrix A: since we need to calculate the inverse (I − A) −1 , A must not include the eigenvalue 1, i.e. 1 σ( A), where σ(A) is the spectrum (the set of all the eigenvalues) of matrix A. In order to overcome this problem, we introduce the eigen-decomposition of A = SJS −1 , and setting trivially I = SIS −1 , by the distributive and transitive property we obtain
While this does not directly eliminate the problem of the inverse for eigenvalues equal to 1, it allows us to set
In the case of Jordan blocks of size > 1, the entries in the k th upper diagonal of the block are filled with the value:
This result can be only directly applied under restricted conditions, for instance whenever ∀k > 0 : u k = u k−1 . In order to generalise it (in particular to non-constant inputs), we will over-approximate BU over the eigenspace by a spheral enclosure with centre u ′ c and radius U ′ b . To this end, we first rewrite
, by the maximum radius in the directions of the complex eigenvalues and non-singular Jordan blocks, as portrayed in Figure 1 :
Since the description of U ′ b is no longer polyhedral, we will also create a spherical over-approximation A b of A in the directions of the complex eigenvectors, in a similar way as we generated U
, where The matrix norm of a Jordan block is obtained by computing the maximum singular value of the block [31] .
Returning to our original equation for the n-reach set, we obtain
with U c = {u c }.
Shifting the attention from reach sets to tubes, we can now over-approximate the reach tube by abstract acceleration of the three summands in (10), as follows.
We will discuss in the next section how to compute the abstract matrices A n , B n and B n b , with focus in particular on A n .
Computation of Abstract Matrices
We define the abstract matrix A n as an over-approximation of the union of the powers of matrix
Next we explain how to compute such an abstract matrix.
Hence, this inclusion is also valid in the original state space. 
For simplicity, we first describe this computation for matrices A with real eigenvalues, whereas the extension to the complex case will be addressed in Section 3.5. Similar to [29] , we first have to compute the Jordan normal form of A. Let A = SJS −1 where J is the normal Jordan form of A, and S is made up by the corresponding eigenvectors. We can then easily compute A n = SJ n S −1 , where
The abstract matrix A n is computed as an abstraction over a vector m of non-constant entries of J n . The vector m is obtained by a transformation ϕ such that J n = ϕ(m). If J n is diagonal [29] , then m equals the vector of powers of eigenvalues (λ 
Since the transformation ϕ transforms the vector m into the shape of (11) of J n , it is called a matrix shape [29] . We then define the abstract matrix as
where the constraint Φm ≤ f is synthesised from intervals associated to the individual eigenvalues and to their combinations. More precisely, we compute polyhedral relations: for any pair of eigenvalues (or binomials) within J, we find an overapproximation of the convex hull containing the points ∪{m k | 1≤k≤n} ⊆ {m | Φm≤ f } with component-wise exponentiation m k . [29] . Note the scales (sloped dashed lines are parallel to the x=y line, and dashed red polytope hides two small sides yielding an octagon).
As an improvement over [29] , the rows in Φ and f are synthesised by discovering support functions in these sets. The freedom of directions provided by these support functions results in an improvement over the logahedral abstractions used in previous papers (see Figure 2 ).
An additional drawback of [29] is that calculating the exact Jordan form of any matrix is computationally expensive and hard to achieve for large-dimensional matrices. We will instead use numerical algorithms in order to get an approximation of the Jordan normal form and account for numerical errors. In particular, if we examine the nature of (5)- (6), we find out that the numerical operations are not iterative, therefore the errors do not accumulate with time. We use properties of eigenvalues to relax f by finding the maximum error in the calculations that can be determined by computing the norm δ max = | A − SJ est S −1 |. The constraints Φm < f are then computed by considering the ranges of eigenvalues λ s ± δ max (represented in Fig. 2 as the diameter of the blue dots). The outward relaxation of the support functions ( f ), which follows a principle similar to that introduced in [17] , reduces the tightness of the over-approximation, but ensures the soundness of the abstract matrix A n obtained. One can still use exact arithmetic with a noticeable improvement over previous work; however, for larger-scale systems the option of using floating point arithmetic, while taking into account errors and meticulously setting rounding modes, provides a 100-fold plus improvement that can make a difference towards rendering verification practically feasible.
The abstract matrices B n and B n b (see Theorem 1), are defined similarly but using a similar assertion for the eigenvalues based on the transformations described in (8).
Abstract Acceleration with Guards: Estimation of the number of Iterations
The most important task remaining is how to calculate the number of iterations dealing with the presence of the guard set G.
Given a convex polyhedral guard expressed as the assertion {x | Gx ≤ h}, we define G i as the i th row of G and h i as the corresponding element of h. We denote the normal vector to the i th face of the guard as g i = G T i . The distance of the guard to the origin is
Given a convex set X, we may now describe its position with respect to each face of the guard through the use of its support function alongside the normal vector of the hyperplane (for clarity, we assume the origin to be inside set X):
From the inequalities above we can determine up to which number of iterations n i the reach tube remains inside the corresponding hyperplane, and starting from which iteration n i the corresponding reach set goes beyond the guard:
In order for a reach set to be inside the guard it must therefore be inside all of its faces, and we can ensure it is fully outside of the guard set when it is fully beyond any of them. Thus, we have n = min{ n i }, and n = min{ n i }.
Computing the maximum n i such that (13) is satisfied is not easy, because the unknown n i occurs in the exponent of the equation. However, if g i was an eigenvector v j of A, we would have that A n i v j = λ n i j v j , which turns a p-dimensional problem into a 1-dimensional problem. Since it is unlikely that the guards will be aligned to the eigenvectors, we will use our support function properties to under-and over-approximate the number of iterations.
Let
where v j are vectors of S, and res( g i ) is the component of g i that lies outside the range of S. Notice that since S has an inverse, it is full rank and therefore res( g i ) = 0 and subsequently not relevant. It is also important to note, that except in some special cases, S is the matrix of generalised eigenvectors of A and therefore we are expressing our guard in the generalised eigenspace of A.
For simplicity we assume that all a i j v j are positive, extending the procedure for the general case through the development of the complex case in Section 5. Then let p j be the lowest common multiple of p s : s ∈ [1 r]
where λ j is the corresponding eigenvalue of v j . This way we can bound the first summand in (13) by
. Using the support function properties detailed in Section 2.4, we obtain for (13):
In order to solve for n we transfer the constant terms to one side, taking into account that
To separate the divergent element of the dynamics from the convergent one, let us define
which allows to finally formulate an iteration scheme for approximating n. Proof. This follows from the developments unfolded above. Notice that the sequence n i is monotonically increasing, before it oscillates around the answer. As such any local minimum represents a sound under-approximation of the number of loop iterations.
Proposition 1. An iterative under-approximation of the number of iterations n can be computed by starting with n i = 0 and iterating over
In the case of n i we must invert the eigenvectors and approximate from above, starting at a sufficiently large number (larger than the expected number of time steps until the guard is crossed, or as much as numerically representable -we use n i = 2 15 in our implementation), thus
where
If the initial n i is not large enough, we simply double the exponent until the left hand side yields a smaller number than the one chosen originally.
Abstract Matrices for Complex Eigenvalues
To deal with complex numbers in eigenvalues and eigenvectors, [29] employs the real Jordan form for conjugate eigenvalues λ = re iθ and λ * = re −iθ (θ ∈ [0, π]), so that λ 0 0 λ * is replaced by r cos θ − sin θ sin θ cos θ .
Although this equivalence will be of use once we evaluate the progression of the system, calculating powers under this notations is often more difficult than handling directly the original matrices with complex values. In Section 3.3, in the case of real eigenvalues we have abstracted the entries in the power matrix J . What is left to do is to evaluate the effect of complex numbers on support functions: to the best of the authors' knowledge, there is no definition in the literature for support functions on complex numbers. We will therefore extend the manipulations for the real case directly to the complex one.
Support Functions in Complex Spaces
A support function in a complex vector field is a transformation: 
Case Study
We have selected a known benchmark to illustrate the discussed procedure: the room temperature control problem [13] . The temperature (variable temp) of a room is controlled to a user-defined set point (set), which can be changed at any time through a heating (heat) element, and is affected by ambient temperature (amb) that is out of the control of the system. We formalise the description of such a system both via a linear loop and via hybrid dynamics. To begin with, observe that since such a system may be software controlled, we assume that part of the system is coded, and further assume that it is possible to discretise the physical environment for simulation. A pseudo-code fragment for the temperature control problem follows:
temp=5+read (35) In this model the variables are continuous and take values over the real line, whereas within the code they are represented as long double precision floating point values, with precision of ±10 −19 , moreover the error of the approximate Jordan form computation results in δ max < 10 −17 . Henceforth we focus on the latter description, as in the main text of this work. The eigen-decomposition of the dynamics is (the values are rounded to 3 decimal places): The discussed over-approximations of the reach-sets indicate that the temperature variable intersects the guard at iteration n = 32. Considering the pseudo-eigenvalue matrix (described in the extended version for the case of complex eigenvalues) along these iterations, we use Equation (12) to find that the corresponding complex pair remains within the following boundaries:
The reach tube is calculated by multiplying these abstract matrices with the initial sets of states and inputs, as described in Equation (3), by the following inequalities:
The negative values represent the lack of restriction in the code on the lower side and correspond to system cooling (negative heating). The set is displayed in Figure 3 , where for the sake of clarity we display only 8 directions of the 16 constraints. This results in a rather tight over-approximation that is not much looser than the convex hull of all reach sets obtained by [16] using the given directions. In Figure 3 , we can see the initial set in black colour, the collection of reach sets in white, the convex hull of all reach sets in dark blue (as computed by [16] ), and finally the abstractly accelerated set in light yellow (dashed lines). The outer lines represent the guards. type: s -stable loop, c -complex eigenvalues, g -loops with guard; dim: system dimension (variables); bounds: nb. of half-planes defining the polyhedral set; IProc is [28] ; Sti is [7] ; J+I is this work; improved: number of bounds newly detected by J+I over the existing tools (IProc, Sti) Table 1 . Experimental comparison of unbounded-time analysis tools with inputs
Implementation and Experimental Results
The algorithm has been implemented in C++ using the eigen-algebra package (v3.2), with double precision floating-point arithmetic, and has been tested on a 1.6 GHz core 2 duo computer.
Comparison with other unbounded-time approaches. In a first experiment we have benchmarked our implementation against the tools InterProc [28] and Sting [7] . We have tested these tools on different scenarios, including guarded/unguarded, stable/unstable and complex/real loops with inputs (details in number of bounds (and percentage) that were tighter (better) or looser (worse) than [29] ; J is [29] ; mpfr+ is this paper using 1024bit mantissas (e < 10 −152 ); mpfr uses a 256bit mantissa (e < 10 −44 ); ld uses a 64bit mantissa (e < 10 −11 ); here e is the accumulated error of the dynamical system; jcf: time taken to compute Jordan form Table 2 . Experimental comparison with previous work inexistence of tight polyhedral, inductive invariants) are unable to infer finite bounds at all. Table 2 shows the comparison of our implementation using different levels of precision (long double, 256 bit, and 1024 bit floating point precision) with the original abstract acceleration for linear loops without inputs (J) [29] (where inputs are fixed to constants). This shows that our implementation gives tighter over-approximations on most benchmarks (column 'improved'). Whilst on a limited number of instances the current implementation is less precise (Fig. 2 gives a hint why this is happening), the overall increased precision is owed to lifting the limitation on directions caused by the use of logahedral abstractions.
At the same time, our implementation is faster -even when used with 1024 bit floating point precision -than the original abstract acceleration (using rationals). The fact that many bounds have improved with the new approach, while speed has increased by several orders of magnitude, provides evidence of the advantages of the new approach.
The speed-up is due to the faster Jordan form computation, which takes between 2 and 65 seconds for [29] (using the ATLAS package), whereas our implementation requires at most one second. For the last two benchmarks, the polyhedral computations blow up in [29] , whereas our support function approach shows only moderately increasing runtimes. The increase of speed is owed to multiple factors, as detailed in Table 3 . The difference of using long double precision floating points vs arbitrary precision arithmetic is negligible as all results in the given examples match exactly to 9 decimal places. Note that, as explained above, soundness can be ensured by correct rounding in the floating point computations.
Comparison with bounded-time approaches. In a third experiment, we compare our method with the LGG algorithm [23] used by SpaceEx [16] . In order to set up a fair comparison we have provided the implementation of the native algorithm in [23] . We have run both methods on the convoyCar example [29] with inputs, which presents an unguarded, scalable, stable loop with complex dynamics, and focused on octahedral abstractions. For convex reach sets, the approximations computed by abstract acceleration are quite tight in comparison to those computed by the LGG algorithm. However, storing finite disjunctions of convex polyhedra, the LGG algorithm is able to generate non-convex reach tubes, which are arguably more proper in case of oscillating or spiralling dynamics. Still, in many applications abstract acceleration can provide a tight over-approximation of the convex hull of those non-convex reach sets. Table 4 shows the results of this comparison. For simplicity, we present only the projection of the bounds along the variables of interest. As expected, the LGG algorithm performs better in terms of tightness, but its runtime increases with the number of iterations. Our implementation of LGG using Convex Polyhedra with octagonal templates is slower than the abstractly accelerated version even for small time horizons (our implementation of LGG requires ∼ 4 ms for each iteration on a 6-dimensional problem with octagonal abstraction). This can be improved by the use of zonotopes, or by careful selection of the directions along the eigenvectors, but this comes at a cost on precision. Even when finding combinations that outperform our approach, this will only allow the time horizon of the LGG approach to be slightly extended before matching the analysis time from abstract acceleration, and the reachable states will still remain unknown beyond the extended time horizon.
The evident advantage of abstract acceleration is its speed over finite horizons without much precision loss, and of course the ability to prove properties for unboundedtime horizons.
Scalability. Finally, in terms of scalability, we have an expected O(n 3 ) complexity worst-case bound (from the matrix multiplications in equation 3). We have parameterised the number of cars in the convoyCar example [29] (also seen in Table 2 ), and experimented with up to 33 cars (each car after the first requires 3 variables, so that for example (33 − 1) × 3 = 96 variables), and have adjusted the initial states/inputs sets. We report an average of 10 runs for each configuration. These results demonstrate that our method scales to industrial-size problems. Table 4 . Comparison on convoyCar2 benchmark, between this work and the LGG algorithm [23] ing with closed systems. We have decisively shown the new approach to over-compete state-of-the-art tools for unbounded-time reachability analysis in both precision and scalability. The new approach is capable of handling general unbounded-time safety analysis for large scale open systems with reasonable precision and fast computation times. Conditionals inside loops and nested loops are out of the scope of this paper.
Work to be done is extending the approach to non-linear dynamics, which we believe can be explored via hybridisation techniques [1] , and to formalise the framework for general hybrid models with multiple guards and location-dependent dynamics, with the aim to accelerate transitions across guards rather than integrate individual accelerations on either side of the guards.
