Methods of representing and capturing design rationale have been studied in past years. Many meta-models, methods and techniques have been proposed. Are these software engineering methods sufficient to help designers make logical and appropriate design decisions? Studies have shown that people make biased decisions, software designers may also be subjected to such cognitive biases. In this paper, I give an overview of how cognitive biases and reasoning failures may lead to unsound design decisions. I conjecture that in order to improve the overall quality of software design, we as a community need to improve our understanding and teaching of software design reasoning.
INTRODUCTION
Software design was said to be a wicked problem by Rittel and Webber back in the 70's [25] . They suggested that there is no well-defined set of potential solutions. A solution is very much the results of what the designers devise. As such, the skills of a designer are very important and design is a handicraft that depends on this skill. The software industry has put much emphasis on the use of processes, methodologies and techniques to assure the quality of software design. Despite the common adoption of these software engineering processes and methodologies, it is still common to see sub-optimal and nonfunctioning software design. Why? It is because individual designers can still make bad design decisions.
The software engineering community has recognized that decision making is a key element in designing quality software. We have seen two waves of research activities on this subject. The first wave was in a period between the 70's and 90's. The research focus can be typified as argumentation-based design rationale. Notable methods proposed in this period were IBIS [19] , QOC [22] and DRL [21] . However, Shipman III and McCall [13] concluded that neither the argumentation nor the communication perspective of argumentation-based design rationale has been generally successful in practice. The second wave of design rationale research began from around 2003. The focus in this period can be typified as practice and knowledge management oriented. Notable works focus on the practice of software architecture design [4, 6] and the capturing of design decision [35] . Meta-models such as CORE [8] and SOAD [37] , tools such as SEURAT [7] , ADDSS, Archium, AREL, Knowledge Architect and PAKME were proposed (summarized in [30] ). Doubtless these methods would provide an orientation for a designer to justify his design decisions, but design decision making remains an internal thought process, and it relies on the ability of a person to reason. If the reasoning process fails or the basic information (i.e. we call premises) used for reasoning is untrue, then the resulting design decision is likely to be wrong. Using the research results of other disciplines such as cognitive psychology, I suggest that there are three fundamental causes of design reasoning failures:
• Cognitive Bias -a distortion of judgment in particular situations due to psychological effects and insufficient regards of probability [17] . For example, software designers select inappropriate design solutions because they are more familiar with these design solutions, despite that the solution is illsuited to solve the problem. A phenomenon we call "I have a hammer, and everything is a nail".
• Illogical Reasoning -a logical reasoning requires that the basic premises of a decision, in our case design concerns and requirements, should be factual and true; and the arguments and inferences to reach a design conclusion should be sound [15] . Quite often software designers make design decisions without regards for whether the premises are true or the conclusions are reasonable. Sometimes the design problems are ill-defined. When asked to justify his decisions, it is not uncommon to see designers make retrospective justifications.
• Low Quality Premises -in large software projects in which multiple designers make decisions, failures to represent the premises truly, i. unclear, that could cause a designer to make a decision based on faulty inputs.
Reasoning failures can lead to wrong or sub-optimal design decisions. Therefore it is important that we understand the fundamental causes of reasoning failures in order to find ways to improve the situation.
This paper intends to serve a few purposes. Firstly, it provides an overview of possible causes of design reasoning failures (Section 2). Secondly, it proposes to use a logic framework to support argumentation in design reasoning (Section 3). Thirdly, related work in this area is discussed and techniques are suggested to improve design reasoning (Section 4). This area of research is in its infancy as far as software engineering is concerned. We as a community should consider the challenges and the potentials that it may bring (Section 5).
DESIGN REASONING FAILURES
In spite of many successful and well designed software systems, there are also many less successful ones. Amongst these two sets, many of the development projects make use of software development processes, methodologies and quality reviews. So software design and implementation with the aid of software engineering processes and methodologies do not guarantee success. Their use is probably a necessary but insufficient condition to developing quality software.
This view is supported by having spent some years developing software and managing software teams. I notice that besides the appropriate use of processes and methodologies, often the right soft-skills of the designers seem to be a key success factor. The soft-skills are about how a good software designer is willing to gather as much relevant information as he can, listening to users and developers, weighing the relative merits of contradicting solutions, and so on. These soft-skills appear to help software designers succeed. In this section, we consider a soft-skill which is about design reasoning and cognitive biases.
Cognitive Biases
Cognitive bias was first introduced by Kahneman and Tversky [16] . The idea is that human judgments can be distorted by an intuitive bias when the representativeness heuristic is not used correctly. Let us consider an example, someone driving during peak hours blames that he is unlucky because he always stops before a red light, especially when he is in a hurry. If the driver considers the slow traffic movements and the probability of cars stopping before a red light in peak hours, this is hardly surprising. The driver uses subjective probability in his judgment. It shows that human tends to judge without regards to the likelihood of events. Therefore biased thinking generates systematic judgments errors.
This phenomenon is often encountered in software design and software projects. For instance, a programmer thinks that he can complete a program in X days. But programmers have a tendency to underestimate their efforts. It may be that programmers would like to demonstrate their competency by claiming that they can finish a task early. In fact, delayed completion seems to happen more often. One would think that after a few times, the estimations by a programmer would improve. From observations, I find that it generally takes some time before such cognitive bias is adjusted. Some software designers also suffer from cognitive biases. Claims such as the following are often encountered in design discussions:
• "I'll add more people to get the job done"
• "OOP and Java is the programming language of choice"
• "A centralized database approach is the best because it works for us last time"
These claims may be correct under some specific circumstances but often they are taken in at face value and lead to decisions without further evaluation. These claims may not be supported by any facts. Does the software designer know from past experience that adding more people to a project can help speed up a project? Which development phase is applicable to this claim? Is the technical environment a relevant issue to consider? Are there any facts or proofs to support this claim? If these claims are based on intuitions instead of facts, then the subjective view may bias the judgment. There are many kinds of cognitive biases that affect design decisions. Some examples can help illustrate them:
• Egocentric bias -I am always right and I will argue ideas that are not invented or suggested by me.
• Projection bias -a tendency to project that the outcomes will be alright.
• Consistency bias -a false impression of what a person was actually thinking about a past event.
• Last Experience Bias -what happened recently has a stronger influence on upcoming decisions.
• Anchoring -the first impression of a solution that comes to mind anchors, and it may be difficult to adjust or change even when there is evidence to show that the initial solution is inferior [10] .
The above list is not exhaustive, it is important that the software community recognizes such biases and their impacts on design.
Illogical Reasoning
Some designers make decisions based on personal preferences and habits. It has been suggested in [11, 12] that there are two distinct cognitive systems underlying reasoning: System 1 comprises a set of autonomous subsystems that react to situations automatically. They enable us to make quicker decisions with a lesser load on our cognitive reasoning. System 1 thinking can introduce beliefbiased decisions based on intuitions from past experiences; these decisions require little reflection.
System 2 is a logical system that employs abstract reasoning and hypothetical thinking, such a system requires longer decision time and it requires searching through memories. System 2 permits hypothetical and deductive thinking. Under this dual process theory, designers are said to use both systems. It seems that, however, designers rely heavily on prior beliefs and intuition rather than logical reasoning.
An explanation is offered by Simon [28] . In his bounded rationality theory, he suggests that there are limits upon the ability of human beings to adapt optimally to complex environments. This is due to the limitation in short-term memory for problem solving [27] . Thus problem solvers, in our case designers, cannot evaluate all the rational options to find an optimal solution, instead they settle with an acceptable solution.
LOGICAL DESIGN ARGUMENT
In the last section, we see issues that adversely influence the decision making. These issues are related to getting the basic facts correct or getting the arguments correct. In this section, we explore argumentation with a logic framework. I conjecture that such a logic framework helps to frame a mindset, and it facilitates systematic and explicit logical reasoning in design.
Basic Form of an Argument
The aim of logic is to develop a system of methods and principles that we may use as criteria to evaluate arguments [15] . An argument consists of one or more premises that claim to support a certain conclusion. Let us consider this example:
• The system shall disseminate information through the Internet (premise 1)
• Any users who has access to the Internet and a common browser shall be able to view the data provided by the system (premise 2)
• There shall be no other ways to access the system (premise 3)
• Therefore users will access the system through its web pages (conclusion)
The premises have dictated the conditions such that there are no other choices but to use standard web pages. The conclusion is a logical deduction from the given requirements. Assuming that these facts are true, there can be only one conclusion as there are no other possible access methods. For instance, if we delete premise 3, a condition is relaxed. The requirements in premise 1 and 2 only specify Internet access, but it does not specify whether any other access method is allowed. It is ambiguous about that, so a designer could choose to add a thick client implementation on top of web pages.
There are two kinds of arguments, deductive argument and inductive argument. A deductive argument is an argument in which the conclusion is claimed to be impossible to be false if the premises are true and the argument is valid. The conclusion necessarily follows from the premises.
An inductive argument is an argument in which it is claimed that the conclusion is improbable to be false if the premises are true and the argument is strong. The conclusion is not an absolute certainty but a probability. Inductive reasoning is about reaching a conclusion through generalization of known experiences. An example of inductive reasoning is:
• We have 10 model X disk arrays and none has failed in the last 2 years
• We will install another model X disk array
• This new disk array will probably not fail for the next 2 years
The general form of an argument, deductive or inductive, is shown in Figure 1 . It comprises of three parts: (a) premises which are statements to support the inference; (b) a logical argument based on the given premises; (c) a conclusion. A conclusion of a deductive argument can be sound or unsound, depending on the validity of the argument. On the other hand, a conclusion from an inductive argument can be cogent or uncogent, depending on the strength of the argument.
Figure 1. General Form of an Argument
In deductive reasoning, not all conclusions are sound. Conclusions can be unsound for a number of reasons, either because the arguments are invalid or the premises are false. Table  1 shows examples of valid and invalid deductive arguments 1 . If any of the premises used in the argument is false, then the conclusion will be unsound. For instance, if we define any programming language that works on the Internet is a web program then AJAX is one of them. However, in row four of Table 1 , it is false to claim that all web programs are user interfaces (U/I). AJAX is a web program but it is not concerned with displaying contents. Therefore it is not a U/I. In an inductive argument, an argument can be cogent if it is a strong argument. In other words, the probability that a conclusion will be right is higher. However, if the premises are false or the argument is weak, then the conclusion is uncogent. Table 2 shows different possible scenarios. Let us examine row 1 in Table 2 . A strong argument is the one that has little room for doubt, if the performance of an application is satisfactory on a certain machine, and the performance is characterized by certain data volume and usage; then we can infer that another application with similar characteristics will have satisfactory performance also.
The argument in row 1 (right column) of Table 2 is weak. Although it is true that technically SAP and Oracle can run on the UNIX operating system, and it may be true that this SAP application should run on UNIX, the choice of an operating platform for this SAP application requires many other considerations. Ignoring these considerations (or premises) in the argument weakens this argument. All past requirement specs were complete and flawless. Therefore our next requirement spec. will also be complete and flawless. [uncogent] All past requirement specs were complete and flawless. Therefore our programs will also be complete and flawless.
[uncogent]
Quality Premises
Reasoning depends on the quality of the premises. In software engineering, the basic premises are typically the requirements, quality attributes, characteristics of designed components, system environments and other design contexts (Figure 2 ). If this information is inadequate or inaccurate, the arguments and the conclusions designer reach would be doubtful.
Since the validity of the final design outcomes depends on the quality of the premises, we will need to establish some criteria to evaluate them. Adequacy and accuracy are two main criteria, but some other criteria are also important:
• Accuracy -designers should be prudent to ensure that the premise is true and accurate, and not a personal belief. For instance, a statement such as "functional programming is the best programming language" is a belief. To make it truthful, this statement must be substantiated.
• Adequacy -incomplete or missing premises can lead to invalid/uncogent conclusions. Consider this argument, "The software service is instantiated once and the process remains in the memory, so the performance will be good". There is a premise that is missing in this argument, and that is how many users would use this service simultaneously. Without such a premise, the conclusion is uncogent.
• Clarity -room for making assumptions about the premise. To avoid unclear premise, designers should explicate and anticipate any assumptions that may affect decision making. There are two suggestions to deal with clarity issues: (a) if an assumption may arise because of the lack of knowledge about something, then either elaborate or make a note where more information can be obtained; (b) if an assumption arises because there are unknowns, then state the risk of the unknown or suggest ways to clarify the unknowns.
• Relevance -designers should provide some context to explain a premise. • Fairness -the relative priority of all the premises in an argument can be important. An unfair evaluation of their relative priority can distort the judgment. Consider this example, "The corporate design principle dictates that we should always implement server-based programs; although your web page requires complex validation, it still needs to be programmed on the server-side". In this example, the relative priority of the server-side programming, a design principle, is implicitly higher than the requirement of web-page performance and usability. To obtain a suitable conclusion, stakeholders and designers must understand their relative priority, especially in tradeoff situations.
Figure 2. Arguments in Software Design Decision
The criteria for evaluating the quality of premises are critical to design reasoning. Software engineers and designers should learn and assimilate them into their daily practice. In the software industry, it is common to see requirements specifications and software designs that leave opportunities to be misinterpreted. A real-life system example that I encountered is a modifiability requirement in a system. The person who specified did not elaborate what a modifiable system means. There is little documentation on which parts of the system can be modified and under what circumstances software would need modification. The reviewers of the specifications did not ask for clarifications, neither did the software suppliers. Eventually the supplier designed the system which they thought was modifiable, but this did not match users' expectations. The system failed because of mismatched assumptions.
Inter-related Design Decisions
A software system is often built by many people. Communicating premises accurately between designers in this environment is a challenge. In a large system, many decisions are made and these decisions are often interrelated. One decision can impact on the other design decisions in a domino effect. This situation creates two issues:
Firstly, important information that is required for design reasoning may be overlooked by designers, i.e. "falling through the cracks". That means a designer does not find all the necessary premises for design reasoning.
Secondly, in a large design team where many decisions are made by many designers at different times and in different geographic locations, a decision which is relevant to another designer may not be communicated across. This would violate the adequacy criteria.
When decisions are interrelated, designers not only have to make good individual design decisions, they also have to ensure that these design decisions are compatible with others' decisions. The current industry practice of communicating decisions is inadequate. This issue is concerned with the adequacy criteria. A study conducted recently has shown the different scenarios of this issue [31] .
IMPROVING DESIGN REASONING PRACTICE
Previous research works into the capturing and representation of design rationale have contributed to software engineering practice. I conjecture that the understanding of design reasoning and how designers think [1] will advance the practice further. This understanding of how to think in design will allow us to adapt our working procedures more dynamically according to the design problem we face. In this section, I examine what we currently know about software design reasoning and then suggest some techniques that may help design reasoning.
Software Design Reasoning Research
There are some works on software design reasoning. The topics include design planning, problem structuring, design assumptions and design constraints.
Problem structuring. In a study of 25 software designers, Zannier et. al [36] have found that software design is about problem structuring. They have found that if a design problem is well-structured, designers tend to use a rational approach; if a problem is ill-structured, designers tend to use a naturalistic approach, i.e. situation assessment with an evaluation of a single option. This result is similar to what we found by observing two pairs of software designers. More time that is spent on problem structuring helps the effectiveness of design [29] . A possible explanation is the structuring of design problems provides some systems and disciplines to allow designers to arrange and focus on certain aspects of their reasoning thoughts in an orderly way.
A study has found that the strategy of planning may change from breadth-first to depth-first depending on the complexity of the problem. It argues that problem structuring is situation dependent [3] . In another study, Baker & Hoek have found that designers often consider two design subjects simultaneously and repeatedly return to high level subjects [2] .
Problem-Solution Co-evolution. We have found by observing professional software designers that formulating design problems are as important as providing solutions. Designers who investigate the problem space more thoroughly use an investigative approach to design. This appears to facilitate design reasoning. On the other hand, a solution-driven design approach tends to anchor on a preconceived idea without challenging why this idea is suitable, or why another option may be better [29] . Such anchoring would limit the exploration of the problem space and the solution space.
Critical Conversations. McCall [23] suggests that a process of ideation (i.e. generating design options) and evaluation (i.e. evaluating the pros and cons) in a feedback loop helps to create new ideas. He suggests that this reflection or feedback can occur in two forms: design discourse and actual implementation experience. In essence, the paper suggests that a reflection of design rationale from previous experience can help reasoning in the future. This is one way of acquiring procedural knowledge by reflecting on past designs.
Explicit Assumptions. In this study, Lago and Vliet [20] have found that tacit assumptions hamper software design evolution. Assumption is an important element in design reasoning, knowing the assumptions in requirements and design is essential. The paper has classified assumptions by technical assumptions, organizational assumptions and managerial assumptions. They suggest to clearly identify design features that may be affected by the assumptions, and define the dependencies between assumptions. The first suggestion challenges assumptions that affect software design. This idea can be framed by our design argument model (Figure 2 ). The latter suggestion is about assumptions that can influence multiple decisions in a interrelated decisions (see Section 3.3).
Properties of Design Constraints. Berg et. al defines design constraint as a limiting condition that a design concern imposes upon the outcomes [5] . In searching for a solution in an infinitely large solution space, design constraints would help to reduce this space by limiting solutions to those that satisfy the constraints. Design constraints can come from system requirements as well as the system environment. Constraints may conflict with each other, and when this happens some requirements may need to be compromised. Some constraints influence the entire design, e.g. a project deadline. Finally, constraints can morph as a design is developed, meaning that a design constraint can lead to other constraints further down the chain of designs.
Architecture analysis, synthesis and evaluation. In a survey of students, Heesch & Avgeriou [14] have found that in analyzing requirements, not all students analyze or prioritize important requirements when designing. When synthesizing solutions, students were not aware of the constraints impose on other decisions. During design, students checked that all requirements were covered by at least one solution, but they did not consider interrelated decisions. When evaluating an architecture design, students did not do tradeoff analysis and they appeared to be biased towards an initial vision of a design.
Design Reasoning Techniques
Let us for now assume that a designer is conscious of biases and tries to avoid them. This conscious reflection may motivate the practice of logical inferences and reasoning. This is one way to improve. Alternatively, perhaps some techniques and methods targeted at addressing specific biases may also help.
In a course at VU University Amsterdam, we have taught design reasoning techniques. Students are coached to use reasoning techniques in their projects. The notes we distribute to students [33] suggest a number of design reasoning techniques that may help them reason with their designs. Last year we noticed a substantial improvement in the general quality of project works. However, we are yet to obtain any proofs that the use of design reasoning techniques is a major contributing factor. Moreover, the design reasoning techniques are based on what we think the reasoning issues are, and on this basis we suggest ways to tackle those issues. Our understanding of the biases and their effects in software engineering is still insufficient. Without complete knowledge, we resort to a common software engineering approach -propose a method that appears to make sense and hope that it works. Below is a list of reasoning techniques. Not all of them are invented by us. Some of them have already been used in the software industry:
1. Reasoning and Inferences. First and foremost, a designer should be able to articulate and explain the premises, arguments and design conclusions. A designer should ensure that the basic premises used in the design arguments are valid and unbiased. Assumptions must be clearly spelled out. All relevant premises must be considered in the inference process. Tradeoffs, if applicable, must be evaluated in a decision. As design is a creative process, inductive arguments would be used regularly to identify design issues and solution options. Key design issues that arise from inductive arguments should be relevant and cogent, and they should be captured. Reasoning should help designers make sound and cogent decisions. However, to create a good design, one cannot treat it as a recipe and a step-by-step process. It is essential that designers remain creative, open-minded and careful.
Reasoning is a thought process. The results of such thought process can be demonstrated by documenting design rationale. One can imagine that capturing design rationale can be costly, but wrong decisions can be extremely costly also. Perhaps we should first try to make design decisions correctly by applying design reasoning. In the meantime, research and technology development shall continue to find ways to ease capturing design rationale.
Problem Structuring.
We suggest that software designers should approach design in two interacting phases: design planning and problem-solution co-evolution ( Figure 3 ). Firstly, designers should consider a high-level design plan. An overview of the requirements and key design issues should be identified. The software designer should identify major system goals, requirements and design issues. It has been found that early decisions on what design issues to tackle influence the way design activities are carried out [3, 29] .
Figure 3. Design Planning and Problem-Solution Co-evolution
Secondly, designers should consider the design issues and then their potential solutions. This is an iterative process of exploring the problem space and the solution space. Designers should also relate design issues to investigate how they influence each other. From a well-considered set of design issues, solution options can be devised. Again, there are no recipes on how this should be done, some designers take a breadth-first approach, some a depthfirst approach. It may be that the nature of the design problems and the knowledge of the designers dictate what is more useful and effective in practice [2, 3] .
3. Assumption Analysis. The validity and accuracy of a premise is based on whether there are assumptions behind the premise and if any hidden assumptions may inadvertently affect the design. It is therefore prudent to carry out an assumption analysis, questioning possible tacit assumptions that may have been made, consciously or unconsciously. A suggestion is for the stakeholders to explicate the assumptions of any key requirements and design. For instance, a modifiability requirement must state exactly in which parts of the software is required to be modified. This process may sometimes require on-going validation as there can be unforeseen parts of a design where assumptions need further elaboration.
Constraint Analysis.
Requirements, system environments, project environments and organizations all exert some constraints on the way a system may be designed and implemented. These constraints are often tacit and not explicitly discussed or documented. As noted earlier, constraints can morph and they may also have a blanketing effect on the entire design [5] . It is therefore prudent of a designer to note the constraints of a requirement and a design. This would serve to detect conflicts in design. Additionally, at a decision point, software designers may assess constraining requirements for tradeoff analysis.
Option Analysis.
In order to minimize the anchoring effect in which the first impression of a solution dictates the thought process, a software designer ought to grow a habit of exploring options in design. Additionally, a designer should also often consider the what-ifs scenarios, even relaxing some given constraints to evaluate if better design options are available. In an empirical student, we have found that designers who are prompted to state solutions options create a better design [34] .
Tradeoff Analysis.
A tradeoff exists when a design cannot satisfy all the requirements and constraints at a decision point. For instance, if the high cost of implementation conflicts with a highperformance requirement, then a tradeoff is required. Methodologies such as ATAM [18] suggests to evaluate the priorities and utility of quality requirements in making a tradeoff decision.
7. Risk Analysis. Risk can be treated as a kind of unknown with a probability that some adverse conditions can affect a design. Risks can be of technical nature, such as stability of a system platform, or of non-technical nature, such as the ability of a team to successfully adopt and use a new technology in the design [24, 32] . Unfortunately risks cannot be avoided during design time to assure certainty. Due to many project circumstances, decisions still have to be made based on some risk mitigation strategies. However, any risk, technical and non-technical, that affects a software design should be explicated and estimated. A checklist of some of the major risks in a software design can be prepared to remind software designers.
Learning to Reason
The study of design reasoning is about learning how to reason with design, especially under new situations. Generally speaking, the training we provide to computer science and software engineering students do not equip them properly to solve complex software design problem. For example, I need to train new graduates how to think design when they start working in my team. I find that, with training, the quality of design and their communication improves. It would be an idea to look into training students and practitioners on design reasoning as part of the software engineering training.
McCall [23] suggests that a feedback loop from design situation assessment and design discourse are critical to rethink design rationale. The ideation and evaluation in a feedback loop serves to improve creativity and reasoning. Similarly, Dngsøyr et. al [9] suggest a double-loop learning through technical analysis of important rationale to reflect on the experiences learned from software architecture design.
Schön [26] suggests to use reflection to improve practice. A practitioner may reflect on the tacit norms and appreciations that underlies a judgment, or on the strategies and theories implicit in a pattern of behavior. The practitioner may reflect on the feeling for a situation which has led him to adopt a particular course of action, on the way in which he has framed the problem he is trying to solve. Self reflection works at a meta-level, it is about the way we think as well as the problems we deal with. Unlike the other techniques that are directed at design, self reflection works on the mindset of designers. It serves to correct cognitive biases and reasoning failures because it invites designers to self-evaluate. This self-reflection may also help to imprint design reasoning as a habit so that design reasoning can gradually become an autonomous thinking process.
LOOKING TO THE FUTURE
In view of the existing design rationale methods for supporting software architecture design, the community has generally focused on modeling and representation. This is insufficient as software design problems are complex and the design environments change rapidly. A deeper understanding and learning is required for solving complex problems such as software design [1] .
There are three important challenges in the advancement of software design reasoning. Firstly, we need to have a deep understanding of software design reasoning in order to improve our techniques. For examples, we want to understand what designers think and how their design decisions are made; how do they evaluate their premises and projection of the consequences. Secondly, we need to consider what the software engineering community can devise to help improve the design reasoning process. Thirdly, how do we train designers and students to reason with software design? Do we need an apprenticeship system or do we develop textbook techniques and methods? In order to tackle these three challenges, I suggest some studies that can be carried out:
• Study common industry judgment biases. What are the biases and why do they occur? Can they be avoided, and how? Where in the software engineering process are the biases most prominent?
• Study design reasoning techniques and how they may improve design quality. For instances, the precision and completeness of requirements, detecting and explicating hidden assumptions.
• Evaluate design reasoning in terms of software architecture, software components and software programs.
CONCLUSION
Studies in cognitive psychology tell us that people have a tendency to make biased and illogical decisions. Some contributors to these biases are (a) intuitive reasoning (System 1) which demands a lower cognitive load; (b) limitation in shortterm memory; (c) tendency to ignore probability representativeness. Although there is no hard evidence to demonstrate that systematic biases occur in software design, nor do we have data to show whether this issue is indeed serious in the software industry, there are enough examples to demonstrate that biases do exist and they may be more common than we think.
Systematic use of logical argument in design reasoning could help to improve general design quality. There are two basic conditions. Firstly, designers need to know the logical argument process to make sound and cogent design decisions. Secondly, premises such as requirements and design context must fulfill the quality criteria, and the communication of the premises faithfully between designers must be adequate and accurate.
Our understanding of this subject is limited. Doubtless the research community will continue to propose models and techniques to fix this problem. More importantly, we need to conduct empirical studies and experiments to understand how to make better software design decisions. This knowledge will allow us to improve design education of students and practitioners.
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