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Introduction
We consider the initial-boundary value problem on a half-line for critical nonlinear dissipative equations of convective type: u t + N(u, u x ) + K(u) = 0, t > 0, x > 0, ∂ j−1 x u(0,t) = 0, t > 0, j = 1,...,M, u(x,0) = u 0 (x), x > 0.
(1.1)
The linear part of (1.1) is a differential operator K(u) = a n ∂ n x + a m ∂ m x , (1.2) where a n ,a m ∈ R, n, m are integers, m > n. Note that the operator K(u) has the 2 Critical dissipative equations symbol K(p) = a n p n + a m p m . (1.3) In this paper, we suppose that the dissipation condition is fulfilled:
Re K(p) > 0 for Rep = 0, p = 0. (1.4) We assume that the nonlinearity N(u, u x ) satisfies the estimate N(u, v) ≤ C|u| ρ |v| σ (1.5) with ρ,σ ≥ 0 and is of convective type such that +∞ 0 x n/2 N u,u x dx = 0 (1.6) and for any q ∈ C, N(vq) = q σ+ρ N(v).
(1.7)
The number of the boundary data M = m/2 (or M = (m + 1)/2 in the case of odd integer m and a m < 0 ) (see book [7] ). Equation (1.1) is a simple universal model, which appears as the first approximation in the description of the dispersive dissipative nonlinear waves (see [14] ). The global existence and large-time asymptotic behavior of solutions to the Cauchy problems for nonlinear local and nonlocal equations were studied in many works (see [1-6, 8, 9, 12, 13, 15] and literature cited therein).
In papers [10, 11] ,the large-time asymptotic behavior of solutions to the Korteweg-de Vries-Burgers-type equations on a half-line in the super critical case was found. A general theory of nonlinear nonlocal homogeneous equations on a half-line was developed in book [7] . In the present paper, we consider (1.1) in the case of operator K with nonhomogeneous symbol K(p). As a typical example, we take a polynomial K(p) = a n p n + a m p m . We are interested in the global existence and large-time behavior of solutions to the initial-boundary value problem (1.1) in the critical convective-type case,when the nonlinear term of equation has the same time decay rate as that of the linear terms and has zero moment. Also in this paper, we give some general approach to obtain global existence of solution of initial-boundary value problem in critical convective case. We elaborate general sufficient conditions to obtain asymptotic expansion of solution.
We denote the usual Lebesgue space as L p on R + by the norm φ L p =( R + |φ(x)| p dx) 1/p , and the weighted Lebesgue space as L p,a , a ≥ 0, with norm
Also we introduce the weighted Sobolev space
(1.9) By C(I;B) we denote the space of continuous functions from a time interval I to the Banach space B. We denote {x} = x/ x . We assume that the initial data u 0 ∈ L ∞ ∩ L 1,n/2+1 and satisfies condition
where ε > 0 is sufficiently small. We assume that the nonlinear term N(u, u x ) is of critical convective type from the point of view of the large-time asymptotic behavior, that is, the orders σ and ρ of the nonlinear term satisfy the following condition:
We denote
, a n r n k = −1, Rer k > 0.
(1.13)
Our purpose in this paper is to prove the following result.
Theorem 1.1. Assume that the conditions (1.10)-(1.11) are valid. Then there exists a unique solution
of the initial-boundary value problem (1.1). Furthermore, there exists a function V ∈ L ∞ such that the asymptotic formula
(1.17)
We organize the rest of our paper as follows. In Section 2, we give general theory of studying initial-boundary value problem in the case of critical convective type of nonlinearity. In Sections 3 and 4, we construct the Green function of the solution of the linear problem. We prove preliminary lemmas in Section 5. In Lemma 5.1, we obtain estimates of the Green operator in the Lebesgue spaces L r , 1 ≤ r ≤ ∞, and L 1,Q+1 . Then in Lemma 5.3, we estimate the Green operator in our basic norm
(1.18)
General approach
Suppose we can rewrite the initial-boundary value problem (1.1) as the following integral equation:
where Ᏻ is the Green operator of the corresponding linear problem. Here ᏺ(u) is some nonlinear operator such that for any q ∈ C,
In this section, we prove global-in-time existence of solutions to the problem (1.1). By the global solution of the problem (1.1), we always understand the solution u(t) of the corresponding integral equation (2.1), belonging to some complete metric space X of functions defined on [0,∞) × R + (the so-called mild solution). We fix a metric space Z of functions defined on R + . We suppose that there exists the asymptotic kernel G 0 (x,t) = t −α G 0 (xt −1/n ) ∈ X in spaces X, Z, such that
with some α > 0, n > 0, where f (φ) is the linear functional:
We also fix a metric space W of functions defined on R + , such that the norm of W is induced by the norm of X by the relation
5)
Elena I. Kaikina 5 Theorem 2.1. Assume that the initial data u 0 ∈ Z, and it is such that u 0 Z < ε. Let there exist function G 1 (x, y) (G 1 (x,0) = 0) such that for operator
the following estimates with γ > 0 exist:
Also, suppose that the nonlinearity ᏺ in (1.1) is a critical convective such that f (ᏺ(u)) = 0 for any u ∈ X,
Then there exists a unique global solution u ∈ C([0,∞);X) of the initial-boundary value problem (1.1). Furthermore, there exists a function V ∈ W such that the asymptotic formula
is valid for t → ∞ uniformly with respect to x ∈ R + , where V (ξ) is the solution of the integral equation
Proof. We prove the existence of the solution u(x,t) for the initial-boundary value problem (1.1) by the successive approximations u m (x,t), m = 1,2,..., defined as follows:
for all m ≥ 2, where
The integral equation associated with (1.1) is written as
We now prove by induction the following estimates for all m ≥ 1:
Therefore estimates (2.17) are valid for m = 1. We assume that estimates (2.17) are true with m replaced by m − 1. Due to (2.10), we have
) have the zero-mean value via (2.8) and (2.9), we get
It follows that
Thus by induction, we see that estimates (2.17) are valid for all m ≥ 1. In the same way by induction, we can prove that
for all m > 2. Therefore taking the limit m → ∞, we obtain a unique solution lim m→∞ u m (t, x) = u(t,x) ∈ X, satisfying the equation
23)
and estimates for t > 1,
We now compute the asymptotics of the solution. First, we show the existence of solutions to the integral equation
25)
Elena I. Kaikina 7 where V 0 (ξ) = θG 0 (ξ), where
We prove the existence of the solution V for integral equation (2.25) by the contraction mapping principle. We define the transformation (V ) by the formula
and C|θ| ≤ ρ and ρ > 0 sufficiently small. First we check that the mapping transforms the set W ρ into itself. By the property (2.34) using relation of the norms W and X, we
In the same manner, we estimate the difference, denoting that w(t,x) = t −α W(xt −1/n ) and using the relation of the norms W and X,
Therefore, is a contraction mapping in the closed set W ρ of a complete metric space X. Hence, there exists a unique solution V ∈ W ρ to the integral equation (2.25). We now prove that self-similar solutions V (ξ) give us the asymptotics of solutions to the problem 8 Critical dissipative equations
Since u(t) satisfies the integral equation (2.1),
we write for the difference
(2.34)
Note that in view of the relation of the norms X and W, we have
Then by the definition of the asymptotic kernel (see (2. 3)), we obtain
By virtue of condition (2.8), we get
and via condition (2.9), we find
(2.38) 
Linear problem
We consider the linear initial-boundary value problem corresponding to (1.1):
We define symbol of operator K as K(p) = a n p n + a m p m ,
where n, m are even integers, n ≤ m/2 + 1, a n = 0, a m = 0. We denote by φ j (ξ)
In this section, we follow the method of the book [7] to obtain the explicit formula for the solution of the linear problem (3.1) under the condition
with q > 2. We have that solution of problem (3.1) has the following form:
where G(x, y,t) = 1 2πi i∞ −i∞ e px H(p, y,t)dp,
We write function H in the form
(3.12)
Using the results of book [7] , we have
where σ k are symmetrical polynomials, such that σ 0 φ 2 ,...,φ N = 1,
(3.14)
Therefore from the Viett theorem, we obtain
Elena I. Kaikina 11 where by P N (p), we denote
We easily see that function H(p,φ 1 ,φ 2 ,...,φ N , y) is symmetrical with respect to variables φ j (ξ), such that, for example,
Since K(p) > 0 for all p = 0, p = 0 and the function H(p,φ 1 ,...,φ N , y) is analytic in the domain D and has the estimate
for |ξ| → ∞, ξ > 0 (see asymptotic formulas (4.2)), therefore by the Cauchy theorem and symmetrical properties of function H, we can change the contour of integration Γ to the imaginary axis (−i∞,i∞) to get
(since φ j (ξ) > 0 for all ξ = 0, and taking into account inequality (3.18), we see that the last integral in the above formula converges absolutely). Applying the identities
and using the theory of residues, we obtain Therefore taking into account symmetrical properties of function H after the change of variable p = φ l+N (ξ), we get
Therefore taking into account (3.15), (3.24), we obtain the following integral representation for Green function G(x, y,t) of problem (3.1):
i∞ −i∞ e px−K(p)t dp,
e px−K(p)t e −φj (K(p))y P N (p) P N φ j p − φ j dp, (3.26) where the function P N is defined in (3.16).
Asymptotics of the Green function
If K(p) = a n p n + a m p m , m > n, then there exist M 1 = m/2 different inverse functions φ j (ξ) = K −1 (−ξ), such that for ξ ∈ D (see book [7] ),
Moreover, the asymptotics
is true as ξ → ∞, with γ > 0. Now we consider case ξ → 0. We represent p n = 1 a n −ξ
+ O(p)
or p m−n = a n a m − 1 + −ξ a n p n + O(p) for |p| ≤ 1. Elena I. Kaikina 13 Hence we get the asymptotic representations for l = 1,...,Q = n/2, φ l (ξ) = β l ξ 1/n + O |ξ| 2/n , ξ −→ 0, (4.4) where β l are the roots of the equation a n z n + 1 = 0, such that Reβ l ξ 1/n > 0 for all Reξ > 0. For l = Q + 1,...,N, we have
where r j are the roots of the equation a n + a m z m−n = 0, such that Rer j > 0. We have (see (3.26))
Since for l = 0,...,N − 1, Re p = 0,
we have Therefore using (4.4)-(4.5), we get with Q = n/2 that Elena I. Kaikina 15 Note that for |p| > 1,
Making the change of variable p n t = z n , we obtain for Green function with
R(x, y,t) = 1 2πi
i −i e px−an p n t O p Q+1 1 + y Q+1 dp
We also note that for t > 0, w ≥ 0, k = 0, 1, r ≥ 1, Q = n/2,
In the same way, we can obtain asymptotic formula for the function G 1 , which was defined in the introduction,
(4.21)
Preliminaries
We introduce the operators
e zs−anz n z n/2 dz, D = i m a m i n a n We first collect some preliminary estimates of the Green operator G(t) in the norms φ L r and φ L 1,a , where a ∈ (0,Q + 1], r = 1, ∞. Everywhere below, the constants C > 0 depend only on the characteristics of the symbol K(p), that is, on the numbers n, m, a n , and a m .
Lemma 5.1. Suppose that the function φ ∈ L ∞ ∩ L 1,Q+1 . Then the estimates
Elena I. Kaikina 17 are valid for all t > 0, where
Proof. By symbol Ᏺ p→x , we denote inverse Fourier transformation. Note that the kernel F 1 (x,t) = Ᏺ p→x (e −K (p)t ) in representation (5.3) is a smooth function F 1 (x,t) ∈ C ∞ (R 1 ) and decays at infinity so that sup x∈R 1
for all k = 0,1,2 . Indeed, we have
for all p ∈ R, k = 0,1,2, we obtain
Therefore estimate (5.9) is true. By virtue of (5.9), we find
Therefore using the Young inequality from (5.9) and (5.13), we find
From (4.2), (4.4), and (4.5), we have N j=1 e −φj K(p) y P N (p)
where
We make the change of variable |p| n t = z to get
Also taking |p| m t = z, we find 
−i∞ e px−K(p)t dp = F 1 (x,0,t), (5.21) we rewrite function F 2 (x, y,t) in following form: 
So changing the contour of integration, we get ∂ k x F 3 (·, y,t)
|p| k e − Re K(p)t dp + |p|>1,p∈Ꮿ1
Therefore from (5.13) and (5.24), we get
Hence, it follows that +∞ 0 ∂ k x F 2 (·, y,t)φ(y)dy 
for all t > 0, where 1 ≤ r ≤ ∞. Since by virtue of the estimate (4.18), 
for any ω ∈ [0,Q + 1]. Thus the second estimate of the lemma follows. Lemma 5.1 is proved.
In the same way, we can prove the following.
are valid for all t > 0, where
We introduce the function space for k = 0,1, 
is valid for l = 0,1, provided that the right-hand side is finite.
Proof. By Lemma 5.2, we get
for all 0 ≤ t ≤ 1. We now consider t > 1. By virtue of Lemma 5.2 with ω = 0, we obtain for all t > 1. Hence the result of the lemma follows. In the same way, we can prove second estimate of this lemma. Lemma 5.3 is proved.
Proof of Theorem 1.1
The local existence of solutions for the initial-boundary value problem (1.1) can be obtained by the standard contraction mapping principle (for the proof see [7] ).
Theorem 6.1. Let the initial data u 0 ∈ L ∞ ∩ L 1,n/2+1 . Then for some T > 0, there exists a unique solution u(t,x) ∈ C([0,T);L ∞ ∩ L 1,n/2+1 ) ∩ C((0,T);W 1,0 ∞ ∩ W 1,n/2+1 1 ) of the problem (1.1).
By the local existence theorem (Theorem 6.1), it follows that the global solution (if it exists) is unique. So our main purpose in the proof of Theorem 1.1 is to show the globalin-time existence of solutions.
We use Theorem 2.1 to prove Theorem 1.1. Denote From Lemmas 5.1 and 5.2, we easily get the following estimates:
where γ = min((1/2)μ,1 − σ/m). From Lemma 5.3, we have that if Therefore from Theorem 2.1 with β = 1/n, α = (n + 2)/2n, and G 0 (s) = 1 2πi i Q i∞ −i∞ e zs−anz n z Q dz, D = i m a m i n a n 1 2(m − n) > 0, (6.8) we get the result of Theorem 1.1. This completes the proof of Theorem 1.1.
