Abstract-Minimum-variance hedging of a contingent claim in discrete time is suboptimal when the contingent claim is hedged for multiple periods and the objective is to maximize the expected utility of cumulative hedging errors. This is because the hedging errors are not independent. The difference between a minimum-variance hedge and the optimal multiperiod hedge is called the hedging demand and depends on the hedger's preferences, the characteristics of the contingent claim, the trading frequency and horizon, and most importantly the joint distribution of the contingent claim and the underlying security prices. Since modeling this joint distribution is empirically controversial, I examine nonparametrically the economic importance of hedging demands in the case of hedging Standard & Poor's 500 index options.
I. Introduction
M INIMUM-VARIANCE hedging, or so-called delta hedging, of a contingent claim in discrete time is suboptimal when the contingent claim is hedged for more than one period and the objective is to maximize the expected utility of cumulative hedging errors. This is because the hedging errors are not independent from one period to the next. The difference between a minimumvariance hedge and the optimal multiperiod hedge is called the hedging demand and depends on the hedger's preferences, the characteristics of the contingent claim, the trading frequency and horizon, and most importantly the joint distribution of the contingent claim and the underlying security prices. Since modeling this joint distribution is empirically controversial, I examine nonparametrically the economic importance of hedging demands in the case of hedging Standard & Poor's (S&P) 500 index options.
The source of the hedging demands is best understood through an example. Consider delta-hedging a written outof-the-money put option on a stock for two periods. If during the first period the stock price falls by a dollar, the stochastic part of the hedging error is negative. 1 At the same time, the put becomes closer to being at the money and its value becomes more sensitive to the underlying stock price. Since the put thus becomes harder to hedge in the second period, the expected utility of hedging it in the second period is relatively low. If, in contrast, the stock price rises by a dollar in the first period, the hedging error is approximately the same, but the put becomes further out of the money, its payoffs become less convex, and hence the put becomes easier to hedge in the second period. In this case, the expected utility of hedging the option in the second period is relatively high.
Compared to a delta hedge, the optimal two-period hedge generates a smaller first-period loss when the stock depreciates, to offset the lower second-period expected utility, and a greater first-period loss when it appreciates, to be offset by the higher second-period expected utility. This dynamic strategy uses realizations of the first-period hedging error to partially offset the across-state variation in the second-period expected utility of hedging. It is therefore optimal to overhedge, relative to the usual delta hedge, a written out-of-the-money put and, by the same logic, to underhedge a written in-the-money put.
Multiperiod hedging is just a multiperiod portfolio choice. The difference between a delta hedge and the optimal multiperiod hedge reflects Merton's (1969) hedging demands. Merton argues that in a multiperiod portfolio choice a risk-averse investor deviates from the myopic decision to hedge against changes in investment opportunities. For this intertemporal hedge to be effective, however, the returns on the securities the investor is trading must be contemporaneously correlated with the innovations to the investment opportunities. In the case of a hedging problem, the investment opportunities are characterized by the convexity of the contingent claim and the volatility of the underlying security. Because the convexity depends on the stock price and because changes in volatility are in many markets correlated with returns, hedging demands arise naturally in the contingent-claim hedging problem. 2 Besides the time-varying investment opportunities, two features of the hedging problem are crucial for hedging demands to arise: (i) the hedge is rebalanced in discrete time or, more precisely, at a lower frequency than the underlying security price changes (otherwise, perfect replication may be possible), and (ii) the hedger is risk-averse with respect to the hedging errors. The issue of hedging in discrete time arises naturally when transaction costs prohibit continuous trading. As a result, the theoretical literature on this topic is extensive. Boyle and Emanuel (1980) , Leland (1985) , Figlewski (1989) , Gilster (1990 Gilster ( , 1996 , Bensaid et al. (1992) , Boyle and Vorst (1992) , Edirisinghe, Naik, and Uppal (1993) , Henrotte (1993) , Toft (1996) , and Bertsimas, Kogan, and Lo (2000) , among others, examine time-based hedging strategies, in which rebalancing occurs at an exogenous frequency. Less popular are move-based hedging strategies, studied by Henrotte (1993) and Toft (1996) , in which rebalancing occurs when the price of the underlying security changes by an exogenous amount. Finally, Hodges and Neuberger (1989) and Clewlow and Hodges (1997) characterize optimally timed hedging strategies.
Risk aversion is a natural assumption for an individual investor as well as for a trader whose compensation rewards gains less than it punishes losses (perhaps through an increased threat of job loss). Risk aversion is a less natural assumption for institutions, however, because they are typically assumed to be risk-neutral and profit-maximizing. Nevertheless, to the extent that either regulations (such as VaR constraints and capital requirements) or compensation contracts (such as tracking error penalties) change the incentives of financial institutions to act in a way that is consistent with risk aversion, multiperiod hedging is also important for these institutions.
Like Hodges and Neuberger (1989) , Edirisinghe, Naik, and Uppal (1993) , and Clewlow and Hodges (1997) , I explicitly solve the dynamic program that characterizes the optimal trading strategy over the hedger's horizon. However, to emphasize the multiperiod aspect of the hedging problem, I simplify the problem in three important aspects. First, I do not explicitly incorporate transaction costs, although I assume that they exist and are sufficiently large to prohibit perfect replication. 3 In that sense, my approach is reduced-form. Second, like most of the literature, I focus on time-based strategies. The hedge is rebalanced only at exogenously specified times. Finally, I do not require that the hedge be self-financing, which means that the amount of wealth available for hedging does not depend on how successful the strategy has been in the past. This makes the problem path-independent.
If we knew the joint distribution of the contingent claim and the underlying security prices, we could solve for the multiperiod hedge and the associated hedging demand either analytically or numerically. Unfortunately, not only is this distribution unknown in practice, but there also exists a growing literature documenting that option prices do not behave according to no-arbitrage theory for commonly specified dynamics of the underlying security prices. See Dumas, Fleming, and Whaley (1998) , Buraschi and Jackwerth (2001) , Bakshi, Cao, and Chen (2000) , or Jackwerth and Rubinstein (2001) , for example.
The canonical example of such empirical irregularities is the apparent mispricing of out-of-the-money put options on the S&P 500 index. These options sell at prices far above those implied by the Black-Scholes (1973) model, or any other reasonable model for that matter. Numerous explanations have been put forth. First, qualitatively the mispricing is consistent with a model in which the index follows a jump-diffusion process with stochastic volatility. However, when Bakshi, Cao, and Chen (1997) infer the parameters of this model from the options data, they obtain estimates that are very different from estimates that use data on the underlying index. Alternatively, the mispricing could be caused by transaction-cost-related frictions, but Constantinides (1998) shows that transaction costs alone are not sufficient. Finally, the options may simply be mispriced to equate the insurance demand from portfolio managers to the inelastic supply from market makers. Although this is currently perhaps the most likely explanation, liquidity effects are difficult to formalize.
I do not take a stance on whether these empirical irregularities are inefficiencies or simply a sign that we have not yet found the right model. Regardless of why contingentclaim prices do not behave according to our theories, if we rely on a misspecified model to assess the importance of hedging demands, we may be ignoring relevant features of the data.
Therefore, I study the multiperiod hedging problem empirically. I use the conditional method of moments of Brandt (1999) to estimate nonparametrically the multiperiod hedge ratios, and thereby the hedging demands, from sample analogs of the hedger's first-order conditions (the Euler equations). The advantage of this approach is that my estimates are shaped by the data and hence incorporate any anomalies contained therein. This paper is not the first to estimate hedge ratios nonparametrically. In a single-period setting, the conditional method of moments relates to the neural-net approach of Hutchinson, Lo, and Poggio (1994) and resembles closely the nonparametric estimator of Bossaerts and Hillion (1997) . Ghysels et al. (1997) review the use of nonparametric techniques in option pricing and hedging. Unfortunately, all papers on this topic focus on delta hedges, which, as my results show, are suboptimal in a multiperiod setting.
My empirical results are striking. Consider someone with constant absolute risk aversion of 1 who needs to hedge a written five-point out-of-the-money S&P 500 index put option with two months to maturity for the duration of one month. If the hedge is rebalanced every five days, the data say that it is optimal to overhedge the put option by four shares per contract, or almost 20%, relative to a myopic (single-period) hedge. Even if the hedge is rebalanced every two days, the optimal hedge is short two shares per contract, or 10%, relative to a myopic hedge. Depending on whether the hedge is revised every five or two days, multiperiod hedging can yield welfare gains in excess of 15% or 3%, respectively.
My findings contribute to the recent empirical literature that documents the importance of hedging demands in an investor's long-horizon portfolio choice, including Brennan, Schwartz, and Lagnado (1997) , Balduzzi and Lynch (1999) , Brandt (1999) , Campbell and Viceira (1999) , and Barberis (2000) . 4 These papers focus on the effects of predictability of stock returns, especially by the dividend yield, on the portfolio choice. In this paper, I show that hedging demands also arise naturally in hedging problems.
The rest of this paper is organized as follows. Section II sets up the dynamic program which characterizes the multiperiod hedging problem. Section III illustrates the inferiority of delta hedging in the case of an underlying security with price dynamics that exhibit constant elasticity of variance and stochastic volatility. Section IV reviews the conditional method of moments. The empirical results for hedging S&P 500 index options are in section V. Finally, section VI summarizes the results and concludes with directions for future research.
II. Stylized Hedging Problem

A. Multiperiod Hedging
Consider hedging a portfolio of contingent claims for discrete periods, each of length ⌬t, by trading the underlying securities. Denote the value of the contingent claims by D, and the price of the underlying securities by S. Assume that no dynamic trading strategy exists that replicates the value of the contingent claims in periods. The objective of hedging is to maximize the expected utility of cumulative hedging error over the horizon of the hedge.
Holding the contingent claims and ␣ t units of the underlying securities for one trading period, from time t to t ϩ ⌬t, results in the hedging error
For tractability and without loss of generality, the hedging error ignores the costs of financing the hedge. Effectively, this sets the hedger's borrowing and lending rates to zero. Over the horizon of the hedge, from time t to t ϩ ⌬t, the strategy {␣ tϩl ⌬t } lϭ0 Ϫ1 results in the cumulative hedging error
An alternative to the cumulative hedging error is a discounted cumulative hedging error. The zero-interest-rate assumption above is consistent with a discount factor of 1.
In that case, a discounted cumulative hedging error reduces to the above cumulative hedging error. Assume the hedger has negative exponential utility:
where ␥ is the hedger's coefficient of absolute risk aversion. 5 There are several reasons for why negativeexponential utility is ideal for this hedging problem. First, it allows for both unlimited gains and losses. With other preferences, such as power utility, the hedging strategy must guarantee positive terminal wealth, which for certain derivative positions, such as a written call option, rules out a delta hedge ex ante because the loss from delta hedging can be unbounded. 6 Second, if the returns on the hedge are (approximately) normally distributed with an expected return equal to the risk-free rate, then the optimal singleperiod hedge with negative exponential utility is equal to the minimum-variance, or delta, hedge. Of course, the returns on derivative positions tend to be nonnormal due to the nonlinear payoffs, but, as I demonstrate in section III, the optimal single-period hedge with negative-exponential utility and the minimum-variance, or delta, hedge are similar. Finally, Clewlow and Hodges (1997) show (in their appendix A) that with negative-exponential utility the optimal hedge (single-and multiperiod) is independent of the hedger's wealth. 7 This means that the hedging strategy is independent of how well the hedger has fared in the past (making the problem path-independent) as well as in other enterprises.
The objective is to maximize the expected utility of the cumulative hedging errors (2). Unlike Hodges and Neuberger (1989) , Edirisinghe et al. (1993) , and Clewlow and Hodges (1997) , I do not impose a self-financing constraint. Self-financing requires that all intermediate revisions of the hedge be costless. Thus, the rebalancing decision depends on the past performance of the strategy. A self-financing constraint is useful for pricing a contingent claim in discrete time, where the objective is to find the net-present-value cost of a trading strategy that (approximately) replicates the contingent claim. However, enforcing the self-financing constraint in a risk management context is somewhat awkward, because a firm is unlikely to withhold funding from risk management and leave a derivatives position exposed just because the actual cost of a hedge exceeds the projected cost.
One way to capture the forward-looking nature of the multiperiod hedging problem is through a value function. Define V t to be the expected utility of the sequence of optimal hedges from time t to the end of the horizon at time t ϩ ( Ϫ 1) ⌬t. Then, the hedging problem at time t is 5 With absolute risk aversion ␥ the hedger accepts a normally distributed gamble with variance v only if its expected payoff exceeds ␥v/2. For example, suppose the S&P 500 index has an annualized risk premium and a volatility of 6% and 12%, respectively. A hedger with ␥ ϭ 1 would borrow to invest in stocks. 6 To illustrate this problem with power utility, consider hedging a written at-the-money call option on a stock with log-normally distributed stock price. Since over any finite time interval the stock price can become arbitrarily large, incurring an unbounded loss on the written call, the feasible hedging strategies involve a long position of at least one share of stock (a covered call). The delta-hedging strategy of being long one-half share, for example, is infeasible because it cannot guarantee positive wealth. 7 Clewlow and Hodges show further that with negative-exponential utility the value function of the hedging problem, and hence the hedger's expected utility, is also independent of wealth.
The second equality follows from ⌸ t, ϭ tϩ⌬t ϩ ⌸ tϩ⌬t,Ϫ1 and from the law of iterated expectations. Equation (4) illustrates that the multiperiod hedging problem is equivalent to a single-period problem with state-and timedependent utility exp{Ϫ␥ tϩ⌬t } Ṽ tϩ⌬t .
Unfortunately, the magnitude of V t is difficult to interpret. An equivalent, but more intuitive, way to express expected utility is through a certainty-equivalent measure c t defined by the following transformation of the value function:
The certainty equivalent c t is straightforward to interpret. It represents the dollar amount the hedger demands at time t in exchange for the sequence of random hedging errors from time t to time t ϩ ( Ϫ 1) ⌬t. Note that at the end of the horizon c ϭ 0.
B. First-Order Conditions
The hedge ␣ t and its certainty-equivalent expected utility c t depend on the prices of the underlying securities S t , on the characteristics of the contingent claims Y i,t , on the length ⌬t of one trading period, and on the hedger's horizon . Using the notation z i,t ϭ [S t , Y i,t ], the hedge and certainty equivalent are characterized by the first-order conditions
The first row of m i,tϩ⌬t corresponds to the first-order condition of the hedger's problem, with Ϫexp{Ϫ␥c( z i,tϩ⌬t , ⌬t, Ϫ 1)} in place of the value function Ṽ tϩ⌬t . The second row is the first-order condition of a least squares regression of exp{Ϫ␥ tϩ⌬t } Ṽ tϩ⌬t on Ϫexp{Ϫ␥c}, which is an equivalent way of defining the certainty equivalent in equation (5).
III. Numerical Example
A. Stock Price Dynamics
To illustrate the importance of multiperiod hedging, consider hedging a written European-style put option on a non-dividend-paying stock. The dynamics of the stock price S are
where dW is a standard Wiener process and ʦ [Ϫ1, 0]. 8 The terms and ϭ S Ͼ 0 are the instantaneous drift and volatility of returns dS/S, respectively. The parameter can be time-varying and stochastic. If it is, the dynamics of ln are
where dV is a Wiener process, independent of dW, Ն 0, and Ն 0. The dynamics of are relatively simple: ln tends to its mean ln at a speed and has constant volatility . Together, equations (8) and (9) make up a constantelasticity-of-variance model with stochastic volatility. If is constant, or ϭ ϭ 0, volatility is nonstochastic. Furthermore, the elasticity of variance, defined as the percentage change in the return variance for a one-percent change in the stock price, equals 2. Even with stochastic volatility, the parameter captures the deterministic relation between the stock price and volatility.
With nonstochastic volatility, the model nests three classic stock price dynamics. The case ϭ 0 is a geometric Brownian motion and corresponds to the assumptions of Black and Scholes (1973) . It implies that volatility is constant and that the variance of price changes is proportional to the squared stock price. The case ϭ Ϫ 1 2 is a square-root process like that used by Cox, Ingersoll, and Ross (1985a, 1985b) . It generates a variance of price changes that is proportional to the stock price. Finally, the case ϭ Ϫ1 is the absolute diffusion model of Cox and Ross (1976) . It implies that volatility is inversely proportional to the stock price and that the variance of price changes is constant.
I assume an initial stock price of 100 and an initial volatility of 25%. I calibrate the drift to equate the expected return on the stock, from time t to t ϩ ⌬t, to the risk-free rate of 0. 9 To examine how the relation between the stock price and volatility affects multiperiod hedging, I consider two elasticity-of-variance coefficients ϭ Ϫ1 or ϭ 0. To study the effect of volatility uncertainty, I compare the results for a geometric Brownian motion having non-stochastic volatility ( ϭ ϭ 0) with those for an otherwise identical stochastic volatility model ( ϭ ϭ 1). The later choice of parameters yields volatile and persistent volatility. The monthly standard deviation and first-order autocorrelation of volatility exceed 5% and 0.85, respectively.
B. Single-Period Hedge
I evaluate the single-period hedge and its certaintyequivalent expected utility for absolute risk aversion ␥ ϭ 1, a range of strike prices K, and a range of maturity dates M.
To solve the first-order conditions (6), subject to the initial condition c( z, ⌬t, 0) ϭ 0, I approximate the expectation with an average over 10,000 draws from the conditional (on S t ) distribution of S tϩ⌬t and D tϩ⌬t . Black and Scholes (1973) and Cox and Ross (1976) derive the put premium and stock price distribution for a geometric Brownian motion and an absolute diffusion, respectively. Beckers (1980) develops efficient approximations for all constant-elasticityof-variance models. These closed-form and approximate results are for nonstochastic volatility. For stochastic volatility, I use the procedure of Hull and White (1990) .
Panel A of Figure 1 graphs the single-period hedge for the absolute diffusion, geometric Brownian motion, and geometric Brownian motion with stochastic volatility models. Each plot shows the optimal stock position to hedge a written put option for five days, without intermediate rebalancing, as a function of the option's initial moneyness 1 Ϫ S/K, ranging from Ϫ0.25 to 0.2, and time to maturity M Ϫ t, ranging from one week to three months.
In absolute terms, the hedge ratio increases with moneyness. At one extreme, it is optimal to leave a far-out-of-themoney put unhedged, so ␣ Ӎ 0. At the other extreme, it is optimal to short one share of stock to hedge a far-in-themoney put, so ␣ Ӎ Ϫ1. As expected, the effect of moneyness on the hedge ratio diminished as time to maturity increases.
Panel B of the figure graphs the certainty-equivalent expected utility of single-period hedging. Each plot shows the dollar amount the hedger is willing to pay in exchange for the uncertain hedging error as a function of moneyness and time to maturity.
The first two plots in panel B are nearly identical and illustrate some noteworthy features of discrete-time hedging. First, expected utility decreases as the put becomes closer to being at the money, or as moneyness approaches zero. There is little uncertainty in hedging a far-in-or far-out-of-the-money option. In contrast, the certainty equivalent of hedging a short-dated at-the-money put exceeds 50 cents, which is more than 25% of the option's premium. This observation confirms the intuition that next period's expected utility of hedging depends on whether the contingent claim moves toward or away from being at the money. Second, the plots show that the expected utility of hedging an at-the-money put increases rapidly with time to maturity. The certainty equivalent of hedging an at-themoney put with two months to maturity is not even 10 cents, which is less than 3% of the option's premium. This result suggests that with nonstochastic volatility the above moneyness intuition applies primarily to short-dated options.
The put's convexity, or its gamma, explains this pattern in expected utility. Convexity measures the sensitivity of the optimal hedge ratio to changes in the stock price. Panel A suggests that this sensitivity is greatest for short-dated at-the-money options. From the hedger's perspective, convexity causes the discrete-time strategy to be imperfect. In fact, in the first two plots, convexity is the only source of hedging error. Therefore, the shape of the certaintyequivalent expected utility resembles that of a put option's convexity.
The third plot in panel B, the certainty equivalent of the geometric Brownian motion with stochastic volatility, looks very different. Stochastic volatility raises the overall uncertainty of the hedge. This is because random changes in volatility are a second source of hedging error, in addition to convexity. More importantly, the hedger's expected utility no longer increase as rapidly with time to maturity. This means that when volatility is stochastic, the multiperiod aspect of the hedging problem is important even for longdated options.
The option's sensitivity to changes in volatility, or its vega, explains this result. A change in volatility causes the discrete-time hedge to be imperfect. Long-dated options are more sensitive to a change in volatility than short-dated options. Furthermore, at-the-money options are more sensitive to a change in volatility than far-in-or far-out-of-themoney options. Therefore, as the time to maturity increases, and as convexity becomes a less important source of hedging errors, stochastic volatility becomes a more important source of hedging errors.
Throughout this paper, I loosely associate single-period hedging with delta hedging, although delta hedging actually refers to an instantaneous minimum-variance hedge that involves buying ‫ץ‬D t /‫ץ‬S t shares of stock. In the limit as ⌬t 3 0, the theoretical single-period and delta hedges are the same. The reason is that in continuous time the hedging errors are Gaussian, so that the problem of maximizing the expected negative-exponential utility turns into minimizing the instantaneous variance (given the zero-mean assumption). For a fixed ⌬t 0, however, the two hedge ratios may differ, for two reasons. First, the instantaneous minimumvariance hedge is not exactly the same as the discrete-time minimum-variance hedge. Second, the discrete-time hedging errors are not exactly Gaussian. Figure 2 illustrates the difference between the singleperiod hedge in figure 1 and the corresponding delta hedge for the geometric Brownian motion model. 10 Panel A plots the difference between the hedge ratios as a function of moneyness and time to maturity, and panel B shows the 10 The comparisons for the other two models are both very similar. percentage expected utility gain from single-period hedging, which is optimal by construction, versus delta hedging, which is only optimal in the continuous-time limit. 11
The differences between the two hedge ratios are small, both in magnitude (panel A) and in economic significance (panel B). The largest difference between the hedge ratios is 0.016 for a very short-dated out-of-the-money call option. Most of the differences are less than 0.005. The resulting 11 I focus on the percentage change in expected utility, not the certainty equivalent, because the latter can be zero. expected utility gains are all less than 1%, and in most cases less than 0.2%. I conclude that (at least in this example) the single-period and delta hedges are very similar and that my loose association of the two is not unwarranted.
C. Multiperiod Hedge
I evaluate the multiperiod hedge and its certainty equivalent recursively. First, I compute the single-period hedge and certainty equivalent for a grid of time-t ϩ ( Ϫ 1) ⌬t stock prices. As above, I use the conditional distribution of S tϩ ⌬t and D tϩ ⌬t to solve the hedger's first-order conditions, subject to the initial condition c( z, ⌬t, 0) ϭ 0. Then, for a fine grid of time-t ϩ ( Ϫ 2) ⌬t stock prices, I again solve the first-order conditions, subject this time to interpolated values of the single-period certainty equivalent, for the two-period hedge and certainty equivalent. Repeating this step Ϫ 1 times yields ␣( z, ⌬t, ) and c ( z, ⌬t, ) .
Panel A of figure 3 graphs the difference between the two-week and single-period hedges for the models assuming absolute diffusion, geometric Brownian motion, and geometric Brownian motion with stochastic volatility dynamics. Each plot shows the optimal incremental stock position, relative to the myopic strategy, to hedge a written put option for ten days with rebalancing after five days as a function of moneyness and time to maturity. Panel B graphs the percentage increase in expected utility from two-week hedging versus single-period hedging.
The first two plots in each panel show that multiperiod hedging is important, at least for short-dated options. Consider a five-point out-of-the-money put with four weeks to maturity. Depending on the stock price dynamics, the optimal two-week hedge in panel A is short 2 (or 1.5) shares of stock per contract (or per 100 options) relative to the myopic hedge. This amounts to overhedging the option by 15% or 10%, respectively. Likewise, consider a five-point in-the-money put with four weeks to maturity. The optimal two-week hedge is long 2 (or 2.5) shares per contract relative to the myopic hedge. This amounts to underhedging the option by approximately 2%. From panel B, two-week hedging of a five-point in-or out-of-the-money put with two weeks to maturity yields a 1.5%-2% increase in expected utility. However, if the option matures in four weeks, the two-week hedge only offers a 0.3%-0.5% welfare gain.
The plots also illustrate the role of the elasticity-ofvariance parameter . In the first plot of each panel, the absolute-diffusion case, the magnitude of the difference between the multiperiod and single-period hedges, as well as the percentage increase in expected utility, is nearly symmetric in moneyness. In contrast, in the second plot of panel A, the geometric-Brownian-motion case, the two strategies diverge more for in-than for out-of-the-money puts. Furthermore, the welfare gain in the second plot of panel B is asymmetric. Constant volatility-the fact that the variance of stock price changes is proportional to the squared stock price-offsets the effect of convexity for out-of-the-money puts, but reinforces its effect for in-themoney puts. This seemingly subtle difference between the two models is important. The five-point out-of-the-money put with four weeks to maturity is overhedged by 15% in the first case and by only 10% in the second case.
With nonstochastic volatility the importance of multiperiod hedging is confined to short-dated options. However, with stochastic volatility (shown in the third plot of each panel), multiperiod hedging is equally important for longdated options. Since the underlying dynamics of the stock price is a geometric Brownian motion, the effect of stochastic volatility is focused on in-the-money puts. For absolute diffusion, it is much more symmetric.
All of the above results are more pronounced in figure 4. Panel A graphs the difference between a four-week hedge and the single-period hedge. Each plot shows the optimal incremental stock position to hedge a written put option for one month with rebalancing every five days as a function of moneyness and time to maturity. Panel B graphs the percentage increase in expected utility from four-week hedging versus single-period hedging. The shapes of the incremental stock position and the welfare gain are the same as in figure  3 . However, the levels are more extreme. Most strikingly, the welfare gains from multiperiod hedging are more than twice as large and are clearly economically significant.
Furthermore, the direction and shape of the incremental stock positions and of the welfare gains in figures 3 and 4 are the same as those for single-period versus delta hedging in figure 2. This means that the difference between multiperiod and delta hedging is even more pronounced than the difference between multiperiod and single-period hedging in figures 3 and 4. Relative to myopic hedging, the incremental stock position of two-or four-week hedging is the sum of the differences in panel A of figure 2 and in panel A of figure 3 or 4, respectively. Likewise, the total welfare gain is the product of one plus the gains in panel B of figure 2 and in panel B of figure 3 or 4.
In summary, this section establishes two facts. First, multiperiod hedging is important in theory, at least when the hedge is rebalanced infrequently. Second, the difference between the multiperiod hedge and a single-period or delta hedge depends not only on the deterministic relationship between the stock price and its volatility, but also on the uncertainty of volatility. Therefore, the practical importance of multiperiod hedging can only be assessed empirically. Next, I develop an econometric approach to do so.
IV. Econometric Approach
A. Conditional Method of Moments
The conditional method of moments of Brandt (1999) delivers nonparametric estimates of the multiperiod hedge ratio and certainty equivalent. To estimate ␣( z, ⌬t, ) and c( z, ⌬t, ), I replace the conditional expectations in equation (6) with local sample averages and then solve for the ␣ and c that satisfy the sample analog of the first-order conditions. Intuitively, the conditional method of moments is consistent because local sample averages of m converge uniformly to the corresponding conditional expectations. Panel A graphs the difference between the two-week hedge and a myopic hedge for models assuming absolute diffusion, geometric Brownian motion, and geometric Brownian motion with stochastic volatility dynamics. Each plot shows the optimal incremental stock position, relative to the myopic single-period strategy, to hedge a written put option for ten days with rebalancing after five days, as a function of the option's moneyness 1 Ϫ S/K and weeks to maturity. Panel B graphs the percentage increase in expected utility from two-week hedging, relative to myopic hedging.
The data is a time series of underlying securities prices {S t } tϭ1 T . For every date t there are also N contingent claims with prices {D i,t } iϭ1 N and characteristics {Y i,t } iϭ1 N . To understand this notation, consider an index put option. S t is the index level, and D i,t is the price of a put on the index with M i Ϫ t time to maturity and exercise level K i . The maturity matched dividend yield of the index and risk-free rate are denoted q i,t and r i,t , respectively. Each period, the contingent claim is then characterized by the vector Panel A graphs the difference between the four-week hedge and a myopic hedge for models assuming absolute diffusion, geometric Brownian motion, and geometric Brownian motion with stochastic volatility dynamics. Each plot shows the optimal incremental stock position, relative to the myopic single-period strategy, to hedge a written put option for twenty days with rebalancing after every five days, as a function of the option's moneyness 1 Ϫ S/K and weeks to maturity. Panel B graphs the percentage increase in expected utility from four-week hedging, relative to myopic hedging.
Given the certainty equivalent c( z, ⌬t, Ϫ 1), these data yield a panel of observations on m i,tϩ⌬t (␣, c, ) for any ␣ and c. The conditional method-of-moments estimator of the -period hedge and certainty equivalent is then
where the weighting function is an L-variate standard normal density
and L is the dimension of
The parameters h T are the so-called bandwidths. Under fairly mild regularity conditions, the conditional method of moments is consistent and yields asymptotically normally distributed estimates. See Brandt (1999) for specifics. The estimator is less complicated than it looks. The conditional method of moments estimates of ␣( z, ⌬t, ) and c( z, ⌬t, ) are the ␣ and c that set to zero the -weighted sample average of m i,tϩ⌬t . The role of the weights and of the bandwidths h T is to emphasize observations with z i,t similar to z, relative to observations with z i,t different from z.
To appreciate the importance of the bandwidths, imagine the weights are governed by an indicator function. The estimator then uses an observation m i,tϩ⌬t only if z i,t falls into the region z Ϯ h T . If the observation does not meet this criterion, the estimator omits it. Then, the -weighted average corresponds to an average of m i,tϩ⌬t constructed only from observations with z i,t similar to z. Increasing h T results in the estimator using more but increasingly dissimilar observations. This lowers the variance but raises the potential bias of the estimator. In contrast, decreasing h T results in the estimator using fewer but increasingly similar observations. This raises the variance but lowers the potential bias.
With the weighting function (11), the conditional method of moments uses all data. Rather than select observations, the weights emphasize observations with z i,t similar to z, relative to observations with z i,t different from z. The bandwidths h T control how responsive the weighting scheme is to differences between z i,t and z. Thus, the bandwidths determine the tradeoff between the variance and the bias of the estimator, just as for the indicator function. In Brandt (1999) , I discuss in more detail the optimal bandwidth choice.
B. Dimension Reduction
The conditional method of moments estimates converge at a rate of ͌ NTh T L , instead of the usual rate of ͌ NT for parametric estimators. Thus, the asymptotics of the estimator deteriorate exponentially as L, the dimension of z, increases. This feature of nonparametric estimators is called the curse of dimensionality. 12, 13 Consider again an index put option. The hedge ratio and certainty equivalent depend on the index level S t , the time to maturity M i Ϫ t, the exercise level K i , and the maturitymatched dividend yield q i,t and risk-free rate r i,t . Therefore, the dimension of z is K ϭ 5. Unfortunately, simulation experiments suggest that for K Ͼ 3 the conditional method of moments is unreliable, even if the estimates are based on several thousand observations.
In a similar context, Aït-Sahalia and Lo (1998) suggest reducing the dimension of the problem. One way to accomplish this is to assume that the put premium, hedge ratio, and certainty equivalent are only functions of moneyness 1 Ϫ F/K (where F denotes the maturity-matched futures price e (rϪq)(MϪt) S), the time to maturity M Ϫ t, and the risk-free rate r. This reduces the dimension of z from five to a more manageable three variables.
Unfortunately, reducing the dimension of z is somewhat suspect in view of my motivation for a nonparametric approach in the introduction. Merton (1973) shows that if the distribution of index returns depends on the index level, the option price is not necessarily a function of moneyness. Since the relation between the index level and its volatility affects the difference between the multiperiod and singleperiod hedges, the empirical results may therefore be sensitive to the dimension reduction. As a result, I will need to scrutinize my empirical results carefully for biases due to the dimension reduction.
C. Local Parameterization
The estimator implicitly assumes that the functions ␣( z, ⌬t, ) and c( z, ⌬t, ) are constant in the neighborhood of z. Depending on the characteristics of the contingent claim and on the sample size, this assumption is more or less violated. One way to relax it and, at the same time, improve on the small-sample properties of the estimator is to locally parameterize the hedge ratio and certainty equivalent as functions g ␣ ( z, ) and g c ( z, ), respectively. The local parametric version of the conditional method of moments is almost identical to the estimator (10). The functions g evaluated at z and the that sets to zero the -weighted average of m i,tϩ⌬t V ‫]ץ/‪g‬ץ[‬ are consistent estimates of ␣( z, ⌬t, ) and c( z, ⌬t, ).
Locally parameterizing the hedge ratio and certainty equivalent has two advantages. First, the functional form of g helps estimate ␣( z, ⌬t, ) and c( z, ⌬t, ) in sparse regions of the data, such as its tails. Fan (1993) illustrates this effect in the context of a nonparametric regression. He shows that the bias of a locally linear estimator does not depend on the unconditional distribution of the regressors, whereas that of a locally constant estimator does. Second, the choice of g can incorporate useful theoretical information about the shape of the hedge ratio and certainty equivalent. For example, Bossaerts and Hillion (1997) report that a nonparametric regression of stock returns on call option returns yields a worse out-of-sample hedge than does locally fitting the Black-Scholes (1973) formula to the data.
The extent to which locally parameterizing the hedge ratio and certainty equivalent helps the estimator depends on a clever choice of g. In the case of hedging an index put option, the following parameterizations are sensible:
where
Finally, ⌽ and are the cumulative and probability density functions of the standard normal density, respectively.
This choice of g arises from Black and Scholes (1973) and Boyle and Emanuel (1980) . If the index follows a geometric Brownian motion, g ␣ with a ϭ 1 and b ϭ corresponds to the delta hedge. Thus, as long as the BlackScholes assumptions are reasonable in the neighborhood of z, g ␣ in equation (12) captures the local shape of the hedge ratio. 14 Using a leading constant a, instead of a 1, allows the hedge to extend outside the internal [Ϫ1, 0].
The expression for g c is only slightly more complicated. From a second-order expansion of the hedger's singleperiod expected utility around zero (the expected delta hedging error), the value function is proportional to 1 ϩ ␥ 2 var( ⌬t )/ 2. Boyle and Emanuel (1980) prove that under the Black-Scholes assumptions the variance of delta hedging errors is proportional to the 2 term in equation 12. Hence, the two terms in the argument of the logarithm captures the local shape of expected utility. The remainder inverts this expression to a certainty equivalent.
D. Performance under Ideal Conditions
Before applying the conditional method of moments to data on S&P 500 index options, I verify that the approach recovers the true single-and multiperiod hedge ratios under ideal conditions without data imperfections (e.g., sampling issues or market microstructure effects) and model misspecification. 15 In particular, I apply the estimator to data generated by each of the three examples in section III. To facilitate comparison to my empirical results, I choose the sample size and the sample design, meaning the distribution of the conditioning variables z i,t , to be the same as in the data (described in section V.A.).
The results from this experiment are encouraging. The conditional method of moments recovers the single-period hedge ratio (in figure 1) within an error of at most Ϯ0.009, and the differences between the single-period and the twoand four-week hedge ratios (in figures 3 and 4) within errors of at most Ϯ0.005 and Ϯ0.008, respectively. Furthermore, the estimated welfare gains from multiperiod hedging are virtually identical to the theoretical gains.
The reason for this stellar performance is twofold. First, the data set contains more than 15,000 observations. Second, the local parameterizations of the hedge ratio and certainty equivalent are globally correct for the geometric Brownian motion model and serve as a very good approximation for the absolute diffusion model. Therefore, there is no reason for the conditional method of moments to be any less accurate than the "exact" solution, which, as I described in section III, is based on Monte Carlo integration with 10,000 draws. Consistent with this argument, the largest errors occur for the stochastic volatility model, for which the local parameterization is less appropriate.
I interpret the results from this experiment as an upper bound on the performance of the conditional method of moments under less than ideal conditions. The best way to judge the actual performance of the approach in the data is through a resampling scheme that maintains the data and model imperfections. I further pursue this idea at the beginning of section V.D., where I construct bootstrapped standard errors for the estimator.
V. Empirical Results
A. Data
The raw data are daily closing prices of European-style put and call options on the S&P 500 index for January 1990 through December 1994. These options on the so-called SPX index are heavily traded at the Chicago Board Options Exchange (CBOE). In fact, they are the most liquid Europeanstyle options traded anywhere. The median daily volume in my sample period is 29,524 put and 22,956 call contracts.
For each day and each option I interpolate a risk-free rate with maturity matching that of the option from the term structure of Eurodollar deposit rates. Eurodollar deposit rates are the interest rates international financial institutions charge each other for dollar-denominated borrowing and lending. The interest-rate data are obtained from Datastream.
To limit the biases from using potentially nonsynchronous closing price quotes, I remove options with daily volume of less than 10 contracts. For the same reason, I also eliminate options with an implicit Black-Scholes volatility of less than 5% or more than 75%. Finally, to reduce the effect of price discreteness, I remove options that trade at less than -dollar price increments. In-the-money options are notoriously illiquid. 16 As a result, data on them can be unreliable. Like Aït-Sahalia and Lo (1998), I use put-call parity to infer the premia of illiquid in-the-money options from data on liquid at-and out-ofthe-money options. Specifically, for each day t and maturity date M I use the at-the-money put P t,M atm and call C t,M atm to compute the corresponding implied futures price:
where K is the exercise level of both options and r t,M is the risk-free rate from time t to M. Given this futures price, I then use all liquid out-of-the-money calls C t,M otm with maturity M to infer the premia of the illiquid in-the-money puts P t,M itm with the same strike price:
This two-step procedure collapses all reliable data on atand out-of-the-money options into data on in-, at-, and out-of-the-money puts. Since the call data are redundant, I discard them.
I examine the multiperiod hedging problem for a twoand five-day rebalancing frequency. From the raw data of 115,826 pairs of put and call option quotes, I construct 29,239 time-t and time-(t ϩ 2 260
) observations of the put premium, corresponding option characteristics, and dividend-adjusted index levels. 17 This makes up the two-day rebalancing data. In addition, I construct from the raw data 18,912 time-t and time-(t ϩ ) observations of the put premium, corresponding option characteristics, and dividend-adjusted index levels. These are the five-day rebalancing data. Table 1 describes both data sets.
B. Single-Period Hedge
To estimate the single-period hedge ratio ␣( z, ⌬t, 1) and its certainty equivalent c( z, ⌬t, 1), I apply the estimator (10), with weighting function (11), local parameterization (12), and cross-validated bandwidths, subject to the terminal condition c( z, ⌬t, 0) ϭ 0, to two-and five-day changes in the put premium and dividend-adjusted index level. The estimates are conditional on the three-dimensional z ϭ
Panel A of figure 5 graphs the conditional method of moments estimates of the single-period hedge for absolute risk aversion ␥ ϭ 1 and a two-or five-day rebalancing frequency. Each plot shows the optimal stock position to hedge a written put option for two or five days without intermediate rebalancing as a function of the option's moneyness, ranging from Ϫ0.25 to 0.1, and time to maturity, ranging from two weeks to three months. The estimates are conditional on a 5.11% risk-free rate, which is the mean in my sample.
The estimated single-period hedge looks much like figure 1. Except for short-dated out-of-the-money options, of which there are only a few observations in my sample, the This table describes the two-and five-day rebalancing data, constructed from daily quotes of European-style options on the S&P 500 index, from January 1990 through December 1994. The variables are the put premium, change in put premium, moneyness, change in moneyness, days to maturity, and percentage at-the-money implied volatility. The two-day rebalancing data contain 29,239 pairs of time-t and time-(t ϩ hedge ratio is confined to the interval [Ϫ1, 0]. The only noticeable difference between the two plots in panel A is that for all maturities the hedge is less responsive to moneyness with a two-day rebalancing frequency than with a five-day rebalancing frequency.
Panel B of the figure graphs the estimated certainty equivalent expected utility of single-period hedging. Each plot shows the dollar amount the hedger is willing to pay in exchange for the uncertain hedging errors as a function of moneyness and time to maturity.
The estimated certainty equivalent of hedging an at-themoney put for five days nearly doubles the corresponding theoretical values in figure 1, although the assumed volatility in the examples exceeds that in the data. This is to be expected, as any imperfections in the data materialize as discrete-time hedging errors. Surprisingly, the certainty equivalent of hedging a far out-of-the-money put for two or five days is positive. For instance, the certainty equivalents of hedging a 20-point out-of-the-money put with two months to maturity are $0.04 for a two-and $0.12 for a five-day rebalancing frequency. This result cannot be attributed to data imperfections. Instead, it demonstrates that writing out-of-the-money puts has been a profitable strategy throughout my sample period. The hedger demands a payment to give up the opportunity to hedge a written out-ofthe-money put.
In both plots, the hedger's expected utility decreases as the option becomes closer to being at the money. This moneyness pattern is more pronounced for a five-than for a two-day rebalancing frequency. For instance, with a five-day rebalancing frequency the certainty equivalents of hedging a put with four weeks to maturity that is 10 points in-the-money, at-themoney, or 10 points out-of-the-money are Ϫ$0.62, Ϫ$1.04, and $0.01, respectively. With a two-day rebalancing frequency, the corresponding certainty equivalents are Ϫ$0.12, Ϫ$0.23, and $0.01. This result only confirms that the importance of convexity and of stochastic volatility increases when the hedge is rebalanced less frequently. More strikingly, unlike in the first two plots in panel B of figure 1, the moneyness pattern persists as time to maturity increases. With a five-day rebalancing frequency the certainty equivalents of hedging a put with two months to maturity that is 10 points in-the-money, at-the-money, or 10 points out-of-the-money are Ϫ$0.54, Ϫ$0.79, and $0.03, respectively. For a put with three months to maturity, the corresponding certainty equivalents are Ϫ$0.30, Ϫ$0.65, and $0.04. In fact, for a two-day rebalancing frequency, the certainty equivalent becomes more responsive to moneyness as the option's time to maturity increases. The certainty equivalents for the two-month put are Ϫ$0.10, Ϫ$0.19, and Ϫ$0.01. For the four-month put, they are Ϫ$0.18, Ϫ$0.28, and Ϫ$0.06. As the third plot in panel B of figure 1 illustrates, this result is consistent with index dynamics that exhibit stochastic volatility.
Analogously to figure 2 for the numerical examples, in figure 6 I compare single-period hedging with BlackScholes delta hedging, where I evaluate the delta hedge at the smoothed implicit Black-Scholes volatility of each option. 18 Panel A plots the difference between the hedge ratios as a function of moneyness and time to maturity, and panel B shows the percentage expected utility gain from singleperiod hedging versus delta hedging.
The difference between single-period and delta hedging is more pronounced than in the numerical examples, both in magnitude (panel A) and economic significance (panel B). The difference between the hedge ratios can be as large as 1.9 and 2.8 shares per contract for two-and five-day hedging, respectively. Furthermore, it is not very sensitive to the time to maturity of the option, which is again consistent with stochastic volatility. Finally, the expected utility gain from single-period hedging is much larger, on the order of 1%-2%, and actually increases with the time to maturity of the option.
18 I smooth the implied volatilities using a nonparametric regression. 
C. Multiperiod Hedge
I estimate the multiperiod hedge recursively. First, I estimate the single-period hedge and certainty equivalent for every observation. As above, I apply the estimator (10), with weighting function (11), local parameterization (12), and cross-validated bandwidths, subject to the terminal condition c( z, ⌬t, 0) ϭ 0, to two-and five-day changes in the put premium and the dividend-adjusted index level. Then, I estimate the two-period hedge and certainty equivalent for every observation by applying the same estimator to the same data, except this time subject to the above estimated single-period certainty equivalents. Repeating this step Ϫ 1 times yields estimates of ␣( z, ⌬t, ) and c ( z, ⌬t, ) .
Panel A of figure 7 graphs the difference between the estimated two-week and single-period hedges for absolute risk aversion ␥ ϭ 1 and a two-or five-day rebalancing frequency. Each plot shows the optimal incremental stock position, relative to the myopic strategy, to hedge a written put option for ten days with rebalancing after every two or five days as a function of moneyness and time to maturity. Panel B graphs the corresponding estimates of the percentage increase in expected utility from two-week hedging.
Panel A confirms that multiperiod hedging is important. Consider a five-point out-of-the-money put with four weeks to maturity. Depending on whether the two-week hedge is revised every two or five days, it is short 1.8 or 2.2 shares of stock per contract, relative to the myopic hedge, respectively. In both cases, this amounts to overhedging the put by 12%. Moreover, for a 10-point out-of-the-money put with four weeks to maturity the two-week hedge is short 1.2 or 2.1 shares per contract. Since the single-period hedge of a 10-point out-of-the-money put is by itself only short 5 or 6 shares per contract, this corresponds to overhedging the put by 24% or 33%, respectively.
Because of stochastic volatility, the importance of multiperiod hedging is not confined to short-dated options but extends to long-dated options as well. Depending on FIGURE 7.-TWO-WEEK VERSUS SINGLE-PERIOD HEDGING Panel A graphs conditional method of moments estimates of the difference between the two-week hedge and a single-period hedge for absolute risk aversion ␥ ϭ 1 and a two-or five-day rebalancing frequency. Each plot shows the optimal incremental stock position, relative to the myopic single-period strategy, to hedge a written S&P 500 index put option for ten days with rebalancing after every two or five days as a function of the option's moneyness 1 Ϫ F/K and weeks to maturity. Panel B graphs estimates of the percentage increase in expected utility from two-week hedging, relative to myopic hedging.
whether the rebalancing frequency is two or five days, the two-week hedge of a 5-point out-of-the-money put with three months to maturity is still short 1.4 or 1.8 shares per contract, relative to a myopic hedge. In both cases, this amounts to overhedging the put by 6%. 19 Panel B shows that multiperiod hedging can generate substantial welfare gains. With five-day rebalancing the greatest increase in expected utility exceeds 4% for shortdated puts and 2% for long-dated puts. As expected, with two-day rebalancing the welfare gains are less impressive. Notice the difference in vertical scales of the two plots.
The importance of multiperiod hedging depends on the level of absolute risk aversion. This is apparent in table 2. Panel A reports estimates of the difference between the two-week and single-period hedges for absolute risk aversion of 0.5, 1, and 1.5, moneyness of Ϫ0.20, Ϫ0.15, Ϫ0.10, and Ϫ0.05, and time to maturity of four, eight, and twelve weeks. Panel B shows the corresponding estimates of the percent increase in expected utility from multiperiod hedging. At one extreme, with ␥ ϭ 0.5, the two-week hedge of an out-of-the-money put deviates from a single-period hedge by less than 1 share per contract and generates virtually no welfare gains. At the other extreme, with ␥ ϭ 1.5, it is short as much as 4.6 shares per contract and can yield welfare gains in excess of 45%.
Four-week hedging is even more important. Panel A of figure 8 graphs the difference between the estimated fourweek and single-period hedges. Each plot shows the optimal incremental stock position to hedge a written put option for one month with rebalancing after every two or five days as a function of moneyness and time to maturity. Panel B graphs the corresponding estimates of the percentage increase in expected utility from four-week hedging. Table 3 summarizes the results for different levels of absolute risk aversion.
The effect of multiperiod hedging is more pronounced in figure 8 and table 3 than in figure 7 and table 2. Depending on whether the hedge is rebalanced every two or five days, the four-week hedge of a 10-point out-of-the-money put with six weeks to maturity is short 4.6 or 2.1 shares per contract, respectively, relative to the single-period hedge. If the put has three months to maturity, the four-week hedge is short 3.6 or 2.4 shares per contract. With a five-day rebalancing frequency the increase in expected utility can exceed 20%. Even with a two-day rebalancing frequency it can be as much as 4.5%.
In summary, the data confirm that multiperiod hedging is important. Depending on the hedger's level of risk aversion, the multiperiod hedge ratio deviates substantially from the myopic single-period hedge ratio. Furthermore, multiperiod hedging yields significant welfare gains. Finally, the differences between multiperiod and single-period hedging, both Panel A shows estimates of the difference between the optimal two-week hedge and a myopic hedge of a written European-style put option on the S&P 500 index, for absolute risk aversion ranging from 0.5 to 1.5. Both hedges are rebalanced every two or five days, so that the two-week hedge represents a five-or two-period strategy, respectively. Panel B shows estimates of the percentage increase in expected utility from two-week hedging. All estimates are constructed by recursively applying the estimator (10), with weighting function (11), local parameterization (12), cross-validated bandwidths, and estimates of the appropriate certainty-equivalent expected utilities of two-or five-day changes in the put premium and the dividend adjusted index level. The estimates are conditional on the option's moneyness, ranging from Ϫ0.20 to Ϫ0.05; its time to maturity, ranging from four to twelve weeks; and a risk-free rate of 5.11%. in terms of the hedge ratios and in terms of the welfare gain, point in the same direction as the differences between single-period and Black-Scholes delta hedging. Therefore, the evidence in favor of multiperiod hedging is even stronger relative to Black-Scholes delta hedging.
D. Robustness
Bootstrapped Standard Errors: To gauge the accuracy of my estimates, I conduct the following bootstrap simulations. First, I use theoretical sensitivities of the put premia to the observed five-day changes in the dividend-adjusted index level, squared changes in the dividend-adjusted index level, changes in the interest rate, and changes in the time to maturity, to construct theoretical five-day changes in the put premia. The sensitivities are derived from the Black-Scholes formula and are evaluated at the options' implied volatilities. The difference between the observed and theoretical changes in the put premia are approximately independent and identically distributed residuals. Then, I construct 5,000 new data sets of 18,912 observations each by independently resampling, with replacement, the changes in the theoretical put premia (along with their associated z and changes in the dividend-adjusted index level) and the residuals. Panels A and B of figure 9 describe the distribution across the 5,000 resampled data sets of the conditional method of moments estimates of the single-period hedge ratio for a written put option with four weeks to maturity and of the corresponding certainty-equivalent expected utility. 20 Panel C summarizes the distribution of the estimates of the differences between a two-week hedge with rebalancing after five days and a myopic hedge. Finally, Panel D describes distribution of the estimates of the percentage increase in expected utility from two-week hedging. The solid line in each plot represents the average estimates. The dashed lines 20 To conserve space, I focus on four weeks to maturity, but different times to maturity yield similar results.
FIGURE 8.-FOUR-WEEK VERSUS SINGLE-PERIOD HEDGING
Panel A graphs conditional method of moments estimates of the difference between the four-week hedge and a single-period hedge for absolute risk aversion ␥ ϭ 1 and a two-or five-day rebalancing frequency. Each plot shows the optimal incremental stock position, relative to the myopic single-period strategy, to hedge a written S&P 500 index put option for twenty days with rebalancing after every two or five days as a function of the option's moneyness 1 Ϫ F/K and weeks to maturity. Panel B graphs estimates of the percentage increase in expected utility from four-week hedging, relative to myopic hedging. mark the tenth and ninetieth percentiles of the estimates, respectively.
The estimates of the single-period hedge are remarkably accurate. This is not only because of the large sample size, but also because for the bootstrapped data the local parameterization is globally correct. Unfortunately, estimates of the certainty-equivalent expected utility of single-period hedging are less precise. This, in turn, results in noisy estimates of the two-week hedge and associated welfare gain. Nevertheless, the bootstrap simulations suggest that all of the economically significant conclusions in sections V.B. and V.C. are also statistically significant.
Bandwidth Choice:
The results for both single-and multiperiod hedging are insensitive to the bandwidths choice. Increasing or decreasing the bandwidths by 25% does not substantially change the conditional-method-ofmoments estimates. For sure, it does not qualitatively affect any of my conclusions. I attribute this feature of the estimator to both the large number of observations and the local parameterization. Estimates from smaller subsets of the data, as well as locally constant estimates, are more sensitive to the bandwidth parameters. Glancing at the plots, it is obvious that local parameterization matters. In panel A, the local parametric estimates of the single-period hedge differ substantially from the locally constant estimates. While the local parametric estimates look like theoretical hedge ratios, the locally constant estimates are almost linear. This linearity comes at a cost. In panel B, the certainty equivalents of the local parametric hedge are on average half those of the locally constant Panel A shows estimates of the difference between the optimal four-week hedge and a myopic hedge of a written European-style put option on the S&P 500 index, for absolute risk aversion ranging from 0.5 to 1.5. Both hedges are rebalanced every two or five days, so that the four-week hedge represents a ten-or four-period strategy, respectively. Panel B shows estimates of the percentage increase in expected utility from four-week hedging. All estimates are constructed by recursively applying the estimator (10), with weighting function (11), local parameterization (12), cross-validated bandwidths, and estimates of the appropriate certainty-equivalent expected utilities of two-or five-day changes in the put premium and the dividend-adjusted index level. The estimates are conditional on the option's moneyness, ranging from Ϫ0.20 to Ϫ0.05, its time to maturity, ranging from four to twelve weeks, and a risk-free rate of 5.11%.
Dimension Reduction and Local
hedge. 21 The inferiority of the locally constant hedge, in turn, generates substantially greater differences between the two-week hedge and the single-period hedge, in panel C, and greater percentage welfare gains from two-week hedging, in panel D. Therefore, it appears that even if the local parameterization biases the results in sections V.B. and V.C., it only makes the evidence in favor of multiperiod hedging appear weaker than it really is.
The evidence on the role of dimension reduction is less conclusive. The two sets of locally constant estimates differ, but mostly for in-the-money puts. In particular, for in-themoney puts the certainty equivalents of the locally constant estimates with z ϭ [K Ϫ F, M Ϫ t, r] exceed those of the local parametric estimates. This suggests that using moneyness to reduce the dimension of the hedging problem is inappropriate for those options. However, as above, if it is inappropriate, it only biases my results toward finding that multiperiod hedging is unimportant. In fact, this may explain why my estimates fails to detect substantial differences between the single-and multiperiod hedges of in-themoney puts.
VI. Conclusion
This paper illustrates, both through examples and empirically, that delta-hedging a contingent claim in discrete time is suboptimal when the contingent claim is hedged for more than one period and the objective is to maximize the expected utility of cumulative hedging errors. Multiperiod hedging is important for two reasons. First, the optimal hedge ratio deviates substantially from single-period and delta hedge ratios. Second, multiperiod hedging yields significant welfare gains. Of course, the quantitative details depend on the hedger's risk aversion.
To appreciate the importance of multiperiod hedging, consider hedging a written 5-point out-of-the-money S&P 
-BOOTSTRAPPED DISTRIBUTION OF THE CONDITIONAL-METHOD-OF-MOMENTS ESTIMATES
This figure summarizes the distribution across 5,000 resampled data sets of conditional method of moments estimates of the single-period hedge and the two-week hedge of a written S&P 500 index put option with four weeks to maturity for absolute risk aversion ␥ ϭ 1 and a five-day rebalancing frequency. The solid line in each plot represents the average estimates. The dashed lines mark the tenth and ninetieth percentiles of the estimates. Panels A and B describe estimates of the single-period hedge and the corresponding certainty-equivalent expected utility of single-period hedging as a function of the option's moneyness 1 Ϫ F/K, respectively. Panel C summarizes estimates of the difference between the optimal two-week hedge with rebalancing after five days and a single-period hedge. Panel D describes estimates of the corresponding percentage increases in expected utility from two-week hedging, relative to myopic hedging. 500 index put option with two months to maturity for the duration of one month. With an absolute risk aversion of 1 and a five-day rebalancing frequency, it is optimal to overhedge the put by 4 shares per contract, or almost 20%, relative to a myopic hedge. Even if the hedge is rebalanced every two days, the optimal hedge is short 2 shares per contract, or 10%, relative to a myopic hedge. Depending on whether the hedge is revised every five or two days, multiperiod hedging can yield welfare gains in excess of 15% or 3%, respectively.
The strengths of my empirical approach are that it is model-free and that it can be applied to any portfolio of contingent claims, regardless of how difficult it is to value, and to any hedge instruments. The conditional method of moments developed in Brandt (1999) , and further extended in this paper, can therefore be used to examine multiperiod hedging of less stylized contingent claims.
The literature on discrete-time hedging revolves around transaction costs, which is natural, because without transaction costs there is no reason not to rebalance a hedge almost continuously. The purpose of this paper is to illustrate expected-utility motives for deviating from a delta hedge without explicitly considering the effect of transaction costs. Thus, a logical extension is to endogenize the rebalancing frequency through transaction costs.
