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On Hamiltonian systems integrable in elliptic functions
that describe waves over underwater banks and ridges
Yu.V.Brezhnev, A.V.Tsvetkova
Abstract. We discuss the 4-dimensional Hamiltonian systems
that describe waves over underwater banks and ridges. The
systems are exactly integrable in terms of elliptic functions and
of solutions to nontrivial transcendental equations involving the
elliptic integrals (Weierstrass’ ζ-function).
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Introduction
In this paper, we discuss the problem of integration of the following Hamiltonian system with
two degrees of freedom:
p˙ = −Hx, x˙ = Hp, H = |p|C(x), (1)
where C(x) is a positive smooth function.
We show that such systems are integrable in elliptic functions for functions D(x) of a certain
form; we shall write them out further below. The problem of integration is interesting not only
as an independent problem, but also from the standpoint of applications. In particular, such
Hamiltonian systems arise in the study of rapidly varying solutions of the two-dimensional wave
equation. For example, in the case of long linear gravity surface waves in an infinite basin with
varying bottom given by D(x) > 0, the function C(x) =
√
gD(x) (g is the free-fall acceleration),
and the corresponding equation has the form [1, 2]
∂2u
∂t2
− 〈∇, C2(x)∇〉u = 0, C2(x) = gD(x), x ∈ R2. (2)
The initial (or some other additional) conditions for system (1) are generated by the conditions
for equation (2). We consider the initial conditions for system (1) corresponding to the Cauchy
problem for (2) with localized initial conditions
u|t=t◦ = V
(
x− x◦
l
)
,
∂u
∂t
∣∣∣∣
t◦
= 0, (3)
where V (y) is a smooth function decreasing rapidly enough as |y| → ∞, the parameter l char-
acterizes the source size, and x◦ is a point in whose neighborhood the initial perturbation is
localized. Such conditions for (2) give the following Cauchy problem [3, 4, 5] for system (1):
p|t◦ = n(ψ) =
(
cosψ
sinψ
)
, ψ ∈ [0, 2π], x|t◦ = x◦ ∈ R2. (4)
The Hamiltonian system we consider makes it possible to describe the water waves.
2By X(ψ, t), P (ψ, t) we denote the solutions of problem (1), (4). At each moment of time t,
the ends of these trajectories determine the following smooth closed curves
Γt = {x = X(ψ, t), p = P (ψ, t), ψ ∈ S1}
in the 4-D phase space R4xp, which are called wave fronts in the phase space. According to
[3, 4, 5], at each t, the asymptotic solution of problem (2), (3) is determined by Γt and turns out
to be localized in a neighborhood of the curves γt = {x = X(ψ, t), ψ ∈ S1}—the projections of
Γt on R
4
xp—which are called fronts in the configuration (physical) space. In contrast to Γt, the
curves γt may be non-smooth and have the self-intersection points. Under t = 0, the set γt is
the point x◦.
As mentioned above, we here we will show that, in the cases where the bottom is shaped as
an underwater bank, i.e., the depth of the water layer is determined by the function
D(̺, ϕ) = D(̺) ≡ b+ ̺
2
a+ ̺2
, a > b > 0 are constants, ̺ is the polar radius, (5)
and in the case where the underwater ridge-shape is determined by the function
D(x1, x2) =
x21 + b
x21 + a
, a > b > 0 are constants . (6)
The above-written Hamiltonian system is integrable in elliptic functions. The exact analytic
solutions obtained in these cases are given in sect. 1. These formulas can be used to construct
an asymptotic solution of problem (2), (3) and asymptotic solutions of stationary equations with
localized right-hand sides, for example, the Helmholtz equation [6]
−ω2v − ε2〈∇, C2(x)∇〉v = 1
ε
V
(
x− x0
ε
)
, ω = const, x ∈ R2.
The corresponding formulas will be given in the expanded version of the work. In sect. 2, we
describe an algorithm for constructing fronts, which makes it possible to visualize them and
facilitates dealing with the obtained expressions. In sect. 3, we outline the proofs.
1. Exact analytic solutions
Since the function determining the bottom shape is symmetric in both cases under study, we
can without loss of generality assume that x◦ =
(
−ξ
0
)
, where ξ > 0.
Let us consider the situation where the function describing the depth of the water layer has the
form (5), i.e., determines the underwater bank. We assume that the free-fall acceleration g = 1.
Then, in the polar (̺, ϕ)-coordinates {x1 = ̺ cosϕ, x2 = ̺ sinϕ}, the Hamiltonian becomes
H (̺, ϕ;u, v) =
√
u2 +
v2
̺2
·
√
̺2 + b
̺2 + a
, (7)
where u := p̺, v := pϕ are the momenta corresponding to the system (̺, ϕ). The initial conditions
(4) in these coordinates become
u|t◦ = − cosψ, v|t◦ = −ξ sinψ, ̺|t◦ = ξ, ϕ|t◦ = π. (8)
3Theorem 1. The solution of the Hamiltonian system with Hamiltonian (7) and initial con-
ditions (8) is given by the expressions

̺ =
√
℘(p) + δ − a,
ϕ = π ±
{
1 + 2 b
ζ(κ)
℘′(κ)
}
h · (p− p◦)± b h
℘′(κ)
ln
σ(p− κ)σ(p◦ + κ)
σ(p+ κ)σ(p◦ − κ) ,
u = −1
2
√
ξ2 + b
ξ2 + a
℘′(p)
℘(p) + δ − a+ b
1√
℘(p) + δ − a, v = −ξ sinψ ,
(9)
where the variables p, p◦ and κ are solutions of the following transcendental equations
℘(p◦) = ξ
2 − δ + a, ℘(κ) = 1
3
(a+ b− h), t− t◦ = δ · (p− p◦)− ζ(p) + ζ(p◦). (10)
The expressions for the constants δ, α, and β in terms of the parameters of the problem have the
form
δ =
1
3
(h+ 2 a− b), α = 4
3
(
h2 − 2 (a− 2 b) h+ a2 − a b+ b2
)
,
β =
4
27
(
h− a+ 2 b
)(
2 h2 − 4 (a− 2 b)h+ (2 a− b)(a+ b)
)
,
(11)
where
h2 = h = ξ2
ξ2 + a
ξ2 + b
sin2 ψ . (12)
Here, as always in the sequel, the notation ℘(z) = ℘(z;α, β), ζ(z) = ζ(z;α, β), σ(z) = σ(z;α, β)
is used for the Weierstrass elliptic functions [7].
Remark 1. Note that p◦,p, and κ need not be real. They lie on the edges of the parallelo-
gram (0, ω, ω+ω′, ω′), where ω is the pure real period of the Weierstrass ℘-function and ω is the
pure imaginary one. In this case, p lies on the same edge of the parallelogram as p◦. We also
note that equations (10) have infinitely many roots. For definiteness, we assume that the roots
are taken from the first positive branch. In sect. 2, we describe an algorithm for constructing
fronts, which illustrates these formulas.
In the case where the function determining the depth of the water layer has the form (6) and
describes the underwater ridge, the solutions are given by the following theorem.
Theorem 2. The solution of the Hamiltonian system (1) with Hamiltonian
H (x, y;u, v) =
√
p2x1 + p
2
x2
√
(x21 + b)/(x
2
1 + a)
and initial conditions (4) has the form

x1 = −
√
℘(p;α, β) + δ − a, x2 =
√
1− h−1t+
√
h− 1 (b − a) · (p− p◦),
px1 =
1
2
γ√
h− 1
℘′
(
p(t)
)
℘
(
p(t)
)
+ δ − a+ b
−2
√
℘
(
p(t)
)
+ δ − a, px2 = γ.
(13)
The variables p and p◦ are solutions of the transcendental equations
1
h
t = δ · (p− p◦)− ζ(p;α, β) + ζ(p◦;α, β), p◦ = ℘−1(ξ2 − δ + a;α, β). (14)
4The expressions for the constants δ, α, and β in terms of the parameters of the problem have the
form
δ =
1
3
(
(b − a) h+ 3 a− 2 b
)
, α =
4
3
(
(b − a)2h2 − (b − a) b h+ b2
)
,
β =
4
27
(
(b− a) h+ b
)(
(b− a) h− 2 b
)(
2 (b− a) h− b
)
,
(15)
where
h2 = h =
ξ2 + b
(ξ2 + b)− (ξ2 + a) sin2 ψ , γ = sinψ. (16)
2. Visualizing the fronts. An algorithm
Here we describe an algorithm for constructing, in particular, the fronts γt by using the
software package Wolfram Mathematica. This algorithm makes it easy to visualize the
formulas obtained in the preceding section and illustrate the application of these formulas. On
the other hand, the problem of visualizing fronts is also interesting from the standpoint of
applications, because, as mentioned above, the asymptotic solution of problem (2), (3) is localized
in a neighborhood of the front [3, 4, 5].
- 0.5 0.5 1.0
- 1.0
- 0.5
0.5
1.0
Figure 1. The graph of y = ℘(x)− ξ2 + δ − a under ψ = 9
10
π
Algorithm
Step-1: We fix the following parameters of the problem: the constants a = 100, b = 1
determining the bottom shape and the constant ξ = 0.5 characterizing the source position.
Step-2: For each fixed ψ ∈ [0, π], there exist infinitely many roots of the equation
℘(p◦) = ξ
2 − δ + a. (17)
As p◦1(ψ) and p◦2(ψ) we take, respectively, the first and second positive roots (see Fig. 1). In
the figure, the red point corresponds to p◦1 and the blue point, to p◦2. We determine κ(ψ) by
the formula (10), where we again take the first positive root.
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Figure 2. The graph of the front at t = 100
Remark 2. As already mentioned, the roots of (17) need not be real. We must seek the
complex roots in one of the forms ip◦, p◦ + ω
′, and ip◦ + ω, where ω is the pure real period of
the Weierstrass ℘ and ω′ is its pure imaginary period, p◦ is real; as p◦1 and p◦2 we must again
take the first two positive roots.
Step-3: We fix a moment of time t. Let pi(ψ, t) (i = 1, 2) be the first positive root of the
equation t = δ · [p − p◦i(ψ)) − ζ(p) + ζ(p◦i(ψ)]. If p◦i is not real, then we seek pi in the same
manner as p◦i.
Step-4: For each fixed t, we plot the curves in polar coordinates ̺, ϕ, using formulas (9). In
the case ψ ∈ [0, π
2
]
, we take p◦1 and p1 as parameters, and in the case ψ ∈
[
π
2
, π
]
, we take p◦2
and p2.
Step-5: By symmetry, we reflect the obtained graph about the horizontal axis. Figure 2 shows
the front at t = 100; the dashed curve in this figure corresponds to ψ ∈ [0, π
2
]
and the solid
curve, to ψ ∈ [π
2
, π
]
.
3. Proof of theorem 1 in a nutshell
Solving the Hamiltonian system (1) with Hamiltonian (7) and initial conditions (8), we get
v = γ (= const) ,
(
u2 +
γ2
̺2
)
̺2 + b
̺2 + a
=
γ2
h2
(= const).
Making use of the integral H (̺, ϕ;u, v) = γ/h, we obtain the following autonomous dynamics
for the variable ̺
̺ ˙̺ =
√
(̺2 + b) [̺2(̺2 + a)− (̺2 + b)h2]
(̺2 + a)
.
Making the change z = ̺2 + a and applying the shift s = z − δ to reduce the integral to the
canonical Weierstrass form
̺2+a−δ∫
∞
(s+ δ) ds√
4 s3 − α s− β = t,
we derive an expression for ̺ in system (9). Using the obtained result and the integral H = γ/h,
we obtain the formula for u. Substituting the obtained expression into the Hamiltonian system,
6one obtains the equation
ϕ˙ = h
(
1 +
b
℘(p) + δ − a
)
1
℘(p) + δ
.
Its integration leads to the logarithmic elliptic integral that can be easily evaluated [7]. Simpli-
fying the obtained expression, we arrive at the solutions (9).
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