The so-called independent component (IC) model states that the observed p-vector X is generated via X = ΛZ + µ, where µ is a p-vector, Λ is a full-rank matrix, and the centered random vector Z has independent marginals. We consider the problem of testing the null hypothesis H 0 : µ = µ 0 , where µ 0 is a fixed p-vector, on the basis of i.i.d. observations X 1 , . . . , X n generated by the symmetric version of the IC model above (for which all ICs have a symmetric distribution about the origin). In the spirit of Hallin & Paindaveine (2002), we develop nonparametric (signed-rank) tests, which are valid without any moment assumption and are, for adequately chosen scores, locally and asymptotically optimal (in the Le Cam sense) at given densities. Our tests are measurable with respect to the marginal signed ranks computed in the collection of null residualsΛ −1 (X i − µ 0 ), whereΛ is a suitable estimate of Λ. Provided that the latter is affine-equivariant, the proposed tests, unlike the standard marginal signed-rank tests developed in Puri & Sen (1971) or any of their obvious generalizations, are affine-invariant. Local powers and asymptotic relative efficiencies (AREs) with respect to Hotelling's T 2 test are derived. Quite remarkably, the Gaussian-score version of our tests uniformly dominates Hotelling's T 2 test in terms of AREs. Finite-sample efficiencies and robustness properties are investigated through a Monte-Carlo study.
Introduction
Let X 1 , . . . , X n be a sample of p-variate random vectors generated by the location-scatter model X i = ΛZ i + µ, i = 1, . . . , n,
where the p-vector µ is the location center, the full-rank p×p matrix Λ is called the mixing matrix, and the Z i 's are standardized p-variate random vectors. We consider the multivariate one-sample location problem, that is, we wish to test H 0 : µ = µ 0 versus H 1 : µ = µ 0 , for some fixed p-vector µ 0 . Of course, different standardizations of the Z i 's lead to different location-scatter models, hence to different definitions of µ and Λ.
A schematic presentation of a hierarchy of models for the one-sample location model is illustrated in Figure 1 . The parametric, semiparametric, and nonparametric models given there are , r = 1, . . . , p. This is a semiparametric model with symmetry center µ and mixing matrix Λ (again, in the multinormal submodel, Σ is the covariance matrix). This model is used in the so-called independent component analysis (ICA) , where the problem is to estimate the mixing matrix Λ.
• The symmetric nonparametric model: Z i has a distribution symmetric around the origin (−Z i D = Z i ). In this model, neither Λ nor Σ are uniquely defined anymore, but µ is the symmetry center.
Note that, in the semiparametric/nonparametric models above, no assumptions on the existence of moments are required.
The Maxwell-Hershell Theorem (see, e.g., Bilodeau & Brenner (1999) , page 51) states that the only spherical distributions with independent marginals are the multinormal ones, which shows that the elliptic model and IC models yield "disjoint" extensions of the multinormal model. In practical data analysis, it is important to discriminate between these two models, because the tests one should go for usually depend on the underlying distribution (see the list of tests below and their relations to the various models).
Forgetting about the possibility to resort to a preliminary test in order to determine the nature of the underlying distribution (such a test usually does not require an estimate of the location center, and can therefore be conducted before performing inference about location), the natural question is: which of these two extensions (the elliptic model and the IC models) of the multinormal model is most likely to hold in practice?
We think that the answer is in favour of IC models, and the reason for this is twofold. First of all, ellipticity is a very stringent symmetry assumption that is rarely met in real data sets, and which can often be ruled out by means of visual detection only. Secondly, IC models provide a broader extension of the multinormal model. Indeed, the elliptic model only involves a single density (namely the radial one, i.e., that of Z i ), which for instance implies that all marginals share the same kurtosis, while IC models are characterized by p densities (those of the independent components), which allows for heterokurticity across marginals.
At first sight, one might consider that restricting to symmetric independent components is too heavy a limitation. In the one-sample location case symmetry assumptions are used to fix the location center in a natural way (all the standard location functionals then give the same value). In a matched pairs design, where the variable to be analysed is obtained as a difference of the observed values of the response variable under the two treatments, the regular symmetry assumption −Z i D = Z i seems often natural (in the symmet-ric IC model, this symmetry assumption holds since −Z i D = Z i if and only if −Z ir D = Z ir , r = 1, . . . , p). It should also be pointed out that (i) all nonparametric tests for the multivariate one-sample location problem require some symmetry assumption and (ii) our symmetry assumption is much weaker than ellipticity. The following list of multivariate parametric and nonparametric location tests illustrates the latter claim and partially reviews the literature on the topic:
• Hotelling's T 2 test: it is well-known that Hotelling's T 2 test is asymptotically equivalent to the Gaussian likelihood ratio test-hence is asymptotically optimal-in the multinormal model. This affine-invariant test actually remains valid under any distribution with finite second-order moments in all four models above. However, its power is poor away from the multinormal (particularly so under heavy tails), and it is also sensitive to outlying observations.
• Signed-rank scores tests by Hallin and Paindaveine: Hallin & Paindaveine (2002) developed optimal signed-rank scores tests for the elliptic model. The so-called standardized spatial signs (or Randles' interdirections; see Randles (1989) for the corresponding sign test) together with the ranks of Mahalanobis distances of the data points from the null value µ 0 of the location center were used in the test construction. The tests are affine-invariant, robust, and highly efficient with suitable choices of the score functions. If the so-called van der Waerden scores are used, the asymptotic relative efficiencies of the test with respect to Hotelling's T 2 test are uniformly larger than one in the elliptic model. Later Oja & Paindaveine (2005) showed that interdirections together with so called lift-interdirections allow for building hyperplane-based versions of the Hallin-Paindaveine tests.
• Signed-rank scores tests by Puri and Sen: one can use (and combine) the tests based on marginal signed-rank scores in the widest symmetric nonparametric model. For the description of this approach, see Puri & Sen (1971) . Unfortunately, the tests are not affine-invariant, and the efficiency may be poor for dependent margins. Invariant tests are obtained if the data points are first transformed to invariant coordinates; see Chakraborty & Chaudhuri (1999) and Nordhausen et al. (2006) .
• Spatial sign and signed-rank tests: tests based on spatial signs and signed ranks (for a review, see Möttönen & Oja, 1995) can also be used in any of the above models and are often more efficient than their counterparts based on marginal signed ranks. The tests are not affine-invariant either. Affineinvariance is achieved if the data is first transformed using any scatter matrix estimate. The spatial sign test is strictly distribution-free in the elliptic model if the data are transformed with Tyler's (Tyler, 1987) scatter matrix; see Randles (2000) for this sign test.
• Sign and signed-rank test by Hettmansperger et al.: these tests are affineinvariant and are based on multivariate Oja signs and ranks. The tests can be used in any of the above models, and are asymptotically equivalent to spatial sign and signed-rank tests in spherical case; see Hettmansperger et al. (1994) and Hettmansperger et al. (1997) . However, at the elliptic model, efficiency of these affine-invariant tests (and efficiency of the spatial sign and signed-rank tests) may be poor when compared with the optimal tests by Hallin and Paindaveine.
Note that the largest model with a strictly distribution-free test is the elliptic model with Randles' sign tests. All tests listed above are, however, asymptotically and conditionally distribution-free in the largest symmetric nonparametric model (possibly under some moment assumptions).
In this paper we introduce, in the spirit of Hallin & Paindaveine (2002) , optimal signed-rank tests in the symmetric IC model. The proposed tests do not require any moment assumption, and can be made locally and asymptotically optimal (in the Le Cam sense) at prespecified densities. The first step in the test construction is to find an estimate for the mixing matrix Λ. The problem of estimating Λ in an IC model is well-known in the engineering community as the so-called independent component analysis (ICA), and several estimation methods have been proposed in the literature (see for example Hyvärinen et al., 2001) . Our tests can be based on any method that provides a root-n consistent estimateΛ which is not affected by permuting the observations or by reflecting them individually about the null center µ 0 . The method we recommend in this paper is based on the use of two different scatter matrices . Finally, marginal signed-rank tests (with optimal scores) are applied to the residualsΛ −1 (X i − µ 0 ), i = 1, . . . , n.
We end this introduction by insisting on two further nice properties of the proposed tests.
First of all, our tests, beyond achieving (local and asymptotic,à la Le Cam) optimality at prespecified densities, usually exhibit high powers under a broad class of densities. In particular, we will show that their Gaussian-score version uniformly dominates Hotelling's T 2 test in terms of asymptotic relative efficiencies (AREs), which shows that Hotelling's T 2 test is Pitman nonadmissible, not only in the elliptic model (see Hallin & Paindaveine (2002) ), but also in our much broader IC models.
Secondly, if they are based on an affine-equivariant estimatorΛ of the mixing matrix, the proposed tests are affine-invariant. This is in sharp contrast with the standard Puri and Sen tests. Most importantly, note that simply basing the Puri and Sen tests on standardized observations (that is, onΣ −1/2 (X i −µ 0 ), i = 1, . . . , n, whereΣ is an affine-equivariant scatter matrix estimate) would not make them affine-invariant. More complex transformations are needed to yield invariant coordinate systems for the Puri and Sen tests. Whereas our IC methodology (related to independence, rather than uncorrelatedness) succeeds directly in building an affine-invariant coordinate system on which affine-invariant (marginal) signed-rank tests can be defined.
The outline of the paper is as follows. Section 2 defines more carefully the IC models under consideration, describes the invariance properties of the null hypothesis to be tested, and explains why signed-rank tests are natural in that context. In Section 3, we introduce the proposed tests and study their asymptotic null behavior. In Section 4, we explain how to choose score functions to achieve Le Cam optimality at prespecified densities, derive the local powers of our tests under contiguous alternatives, and compute their AREs with respect to Hotelling's T 2 test. Section 5 discusses the practical implementation of our tests and presents a simulation that investigates their finite-sample efficiencies and robustness properties. Finally, the appendix collects proofs of technical results.
2 IC Models, invariance, and signed ranks
IC models and identifiability
Let µ be a p-vector and Λ belong to the collection M p of invertible p × p matrices. Let further g belong to the collection F of densities of absolutely continuous p-vectors Z = (Z 1 , . . . , Z p ) ′ whose marginals are (i) mutually independent, (ii) symmetric about the origin (i.e., −Z r D = Z r for all r), and (iii) standardized so that Med[Z 2 r ] = χ 2 1,.5 for all r = 1, . . . , p. Any g ∈ F of course decomposes into z = (z 1 , . . . , z p ) ′ → g(z) =: p r=1 g r (z r ), which defines the notation g r , r = 1, . . . , p.
Denote then by P n µ,Λ,g , g ∈ F , the hypothesis under which the p-variate observations X 1 , . . . , X n are generated by the model
where
where e r denotes the rth vector of the canonical basis of R p and g r is the common pdf of e
In the IC model above, the location parameter µ is well-defined-as the center of symmetry of the common distribution of the observations. In sharp contrast with this, the parameters Λ and g are not identifiable: letting P be any p × p permutation matrix, D be any p × p diagonal with positive entries, and S be any p × p diagonal matrix with diagonal entries in {−1, 1}, one can write
whereZ i still has independent components. That is, one can permute the ICs, modify their scales, or change their signs without affecting the IC model (note however that, in our own IC model, scales are fixed; see (iii) above).
These identifiability issues are well-known in independent component analysis (ICA), where it was proven (see, e.g., Theis (2004) for a simple proof) that these three sources of non-identifiability are the only ones, provided that not more than one IC is Gaussian, an assumption that is therefore made throughout in the ICA literature. In our problem however, we should also deal with distributions where there are more than one Gaussian IC. In particular, we do not want to rule out the multinormal case, for which all ICs are Gaussian! Quite fortunately, the resulting lack of identifiability will not affect the behavior of our tests (we discuss this further in Section 5).
Invariance and signed ranks
As announced in the introduction, we consider the problem of testing H 0 : µ = µ 0 against H 1 : µ = µ 0 , where µ 0 is some fixed p-vector. Clearly, the mixing matrix Λ and the noise density g are nuisance parameters. In this paper, we intend to eliminate this nuisance by means of invariance arguments. This section describes the corresponding groups of transformations and their maximal invariants.
Define the (null) residual associated with observation X i and value Λ of the mixing matrix as Z i (Λ) := Λ −1 (X i −µ 0 ). The signed ranks of these residuals are the quantities
Restricting to signed-rank tests (i.e., tests that are measurable with respect to the signed ranks of the residuals) is justified by standard invariance arguments, which, in IC models, take the following form. Denote by H the collection of
′ , where the functions h r , r = 1, . . . , p are continuous, odd, and monotone increasing functions that fix (χ 2 1;.5 ) 1/2 and +∞. For each Λ ∈ M p , consider then the group of componentwise monotone increasing transformations (of (R p ) n )
It is easy to check that the corresponding maximal invariant is the collection of signed ranks (S i (Λ), R i (Λ)), i = 1, . . . , n.
Now, the null submodel with fixed value Λ of the mixing matrix-that is, the family P
The invariance principle therefore suggests that we restrict to tests that are measurable with respect to the corresponding maximal invariants, i.e., that we restrict to signedrank tests. Since, moreover, P n µ 0 ,Λ is generated by G Λ for each Λ, signed-rank tests are strictly distribution-free with respect to the noise density g (actually, since Λ is to be estimated, only asymptotic invariance-hence, also asymptotic distribution-freeness-will be achieved).
In the discussion above, distribution-freeness is with respect to g ∈ F . Note that distribution-freeness with respect to Λ will also follow from invariance arguments; the relevant group of transformations, in this case, is the group G aff := {g A , A ∈ M k } of affine transformations fixing the null location value µ 0 , where
The proposed tests
As explained above, the invariance principle suggests that the decision to reject or not the null hypothesis H 0 : µ = µ 0 should be based on a signedrank statistic. In this section, we define the proposed signed-rank tests and investigate their asymptotic behavior under the null. Let K r : (0, 1) → R, r = 1, . . . , p be score functions and consider the corresponding p-variate score function K defined by u = (u 1 , . . . , u p )
2+δ du < ∞ for some δ > 0, and (iii) can be expressed as the difference of two monotone increasing functions. These assumptions are required for Hájek's classical projection result for linear signedrank statistics; see, e.g., Puri & Sen (1985) , Chapter 3 (actually, Hájek's result requires square-integrability rather than the reinforcement of square integrability in (ii); the latter however will be needed when dealing with the unspecification of Λ; see the proof of Lemma 3.3 below).
The (K-score version of the) test statistic we propose is then
throughout, ⊙ denotes the Hadamard (i.e., entrywise) product and U stands for a random variable that is uniformly distributed over (0, 1).
The asymptotic behavior of Q K (Λ) can be investigated quite easily by using the representation result in Lemma 3.1 below. In order to state this result, we introduce the following notation. Let G + be the function defined by
Lemma 3.1 implies that under the null-hence also under sequences of contiguous local alternatives (see Section 4.2 for the form of those local alternatives)-
, where g is the "true" underlying noise density. Now, it is very easy to derive the asymptotic null distribution of T K;g (Λ), since the latter, unlike T K (Λ), is a sum of i.i.d. terms.
asymptotically multinormal with mean zero and covariance matrix Γ K .
It readily follows from Lemma 3.2 that Q K (Λ), under ∪ g∈F {P n µ 0 ,Λ,g }, is asymptotically chi-square with p degrees of freedom. The resulting test therefore consists in rejecting the null at asymptotic level
Of course, as already mentioned, Λ in practice is unspecified and should be replaced with some suitable estimateΛ. The choice of this estimate is discussed in Section 5, but we will throughout assume thatΛ is (i) root-n consistent, (ii) invariant under permutations of the observations, and (iii) invariant under individual reflections of the observations about µ 0 (i.e.,Λ(
The following result establishes that this replacement has no effect on the asymptotic null behavior of the test (see the appendix for a proof).
The following theorem, which is the main result of this section, is then a direct corollary of Lemmas 3.2 and 3.3.
The behavior of our tests under local alternatives will be studied in Section 4.
It is easy to check that the proposed tests are affine-invariant, provided that they are based on an affine-equivariant estimatorΛ, which is the case for the estimators we propose in Section 5.1 below. As announced, our tests-unlike standard parametric tests (such as Hotelling's T 2 test)-also are asymptotically invariant with respect to the group G Λ of continuous monotone increasing transformations defined in Section 2.2 (this asymptotic invariance property readily follows from Lemma 3.3 and the strict invariance of the signed-rank random variable Q K (Λ) under the group G Λ ).
Let us finish this section with some important particular cases of the proposed test statisticsQ K . To this end, writeŜ i andR i for the empirical signed ranks S i (Λ) and R i (Λ). Then (i) sign test statistics are obtained with constant score functions (K r (u) = 1 for all r, say). The resulting test statistic iŝ
(ii) Wilcoxon-type test statistics, associated with linear score functions (K r (u) = u for all r, say), take the form
(iii) Gaussian (or van der Waerden) scores are obtained with
, where Φ is the cdf of the standard normal distribution. The corresponding test statistic iŝ
As we show in Section 4.1 below, this van der Waerden test is optimal in the Le Cam sense (more precisely, locally and asymptotically maximin) at the multinormal submodel.
Optimality, local powers, and AREs
In this section, we exploit Le Cam's theory of asymptotic experiments in order to define optimal (in the Le Cam sense) versions of our tests under correctly specified noise densities. We also study the behavior of our tests under sequences of local alternatives and compare their asymptotic performances with those of Hotelling's T 2 test in terms of asymptotic relative efficiencies (AREs).
Local asymptotic normality and optimal signed-rank tests
The main technical result here is the locally and asymptotically normal (LAN) structure of the IC model with respect to µ, for fixed values of Λ and g. Such LAN property requires more stringent assumptions on the noise density g. Define accordingly F LAN as the collection of noise densities g ∈ F that (i) are absolutely continuous and (ii) have finite Fisher information for location, i.e.,
where, denoting by g ′ r the a.e.-derivative of g r , we let
′ . We then have the following LAN result, which is an immediate corollary of the more general result established in .
Proposition 4.1 For any Λ ∈ M p and g ∈ F LAN , the family of probability distributions P n Λ,g := {P n µ,Λ,g , µ ∈ R p } is LAN. More precisely, for any p-vector µ and any bounded sequence of p-vectors (τ n ), we have that (i) under P n µ,Λ,g , log dP
as n → ∞, where the central sequence ∆ (n) µ,Λ,g and the information matrix Γ µ,Λ,g are given by
. . , I gp )Λ −1 , respectively, and
, is asymptotically multinormal with mean zero and covariance matrix Γ µ,Λ,g .
Fix now some noise density f ∈ F LAN . Le Cam's theory of asymptotic experiments (see, e.g., Chapter 11 of Le Cam (1986) ) implies that an f -optimal (actually, locally and asymptotically maximin at f ) test for H 0 : µ = µ 0 versus H 1 : µ = µ 0 , under fixed Λ ∈ M k , consists, at asymptotic level α, in rejecting the null as soon as
Letting K f be the p-variate score function defined by K r := ϕ fr • F −1 +r , r = 1, . . . , p (with the same notation as in Section 3), one straightforwardly
, which, by Lemmas 3.1 and 3.3 (provided that the score function K f satisfies the assumptions of Section 3), is asymptotically equivalent toQ K f under P n µ 0 ,Λ,f . Therefore, denoting by F opt LAN the collection of densities f ∈ F LAN for which the K fr 's (i) are continuous, (ii) satisfy
2+δ du < ∞ for some δ > 0, and (iii) can be expressed as the difference of two monotone increasing functions, we have established the following result.
Theorem 4.1 For any f ∈ F opt LAN , the test φ K f that rejects the null as soon aŝ (ii) is locally and asymptotically maximin, at asymptotic level α, for
This justifies the claim (see the end of the previous section) stating that the van der Waerden version of the proposed signed-rank tests is optimal at the multinormal model. More generally, Theorem 4.1 indicates how to achieve optimality at a fixed (sufficiently smooth) noise density f .
Local powers and asymptotic relative efficiencies
Local powers of our signed-rank tests φ K under local alternatives of the form P n µ 0 +n −1/2 τ,Λ,g , g ∈ F LAN can be straightforwardly computed from the following result (the proof is given in the appendix).
Theorem 4.2 Fix g ∈ F LAN and define I K,g := diag (I K 1 ,g 1 , . . . , I Kp,gp ), with
, where χ 2 ℓ (c) stands for the noncentral chi-square distribution with ℓ degrees of freedom and noncentrality parameter c.
This also allows for computing asymptotic relative efficiencies (AREs) with respect to our benchmark competitor, namely Hotelling's T 2 test. In the following result (see the appendix for a proof), we determine these AREs at any g belonging to the collection F 2 LAN of noise densities in F LAN that further admit finite second-order moments. The latter moment assumption is required by Hotelling's T 2 test; we want to stress however that our signed-rank tests φ K remain valid without such moment assumption, so that, when the underlying density does not admit a finite variance, the ARE of any φ K with respect to Hotelling's T 2 test actually can be considered as being infinite.
LAN . Then the asymptotic relative efficiency of φ K with respect to Hotelling's T 2 test, when testing H 0 : µ = µ 0 against H 1 (τ ) : µ = µ 0 + n −1/2 τ , under mixing matrix Λ ∈ M p and noise density g, is given by
For p = 1, φ K (resp., T 2 ) boils down to the standard univariate location signed-rank test φ univ K based on the score function K (resp., to the one-sample Student test St), and the ARE in (6) reduces to the well-known result
which does not depend on the shift τ , nor on Λ. For p ≥ 2, however, the ARE in (6) depends on τ and Λ.
which shows that ARE Λ,τ ;g [φ K , T 2 ] can be seen as a weighted mean of the corresponding univariate AREs (those of the univariate signed-rank tests with respect to Student's). The weights depend on the shift τ through the "standardized" shift Λ This explains that it is sufficient to give numerical values for these univariate AREs. Such values are provided in Table 1 , for various score functions (sign, Wilcoxon, and van der Waerden scores, as well as scores achieving optimality under several t distributions) and various underlying densities (t, Gaussian, and power-exponential densities with lighter-than-normal tails). Powerexponential densities refer to densities of the form g η (r) = c η exp(−a η r 2η ), where c η is a normalization constant, η > 0 determines the tail weight, and a η > 0 standardizes g η in the same way as the marginal densities in F (see Section 2.1).
All numerical values for the van der Waerden signed-rank test φ vdW in Table 1 are larger than one, except in the normal case, where it is equal to one. This is an empirical illustration of the Chernoff and Savage (1958) Table 1 AREs of various univariate signed-rank tests (with sign, Wilcoxon, and van der Waerden scores, as well as scores achieving optimality under t 12 , t 6 , and t 3 distributions) with respect to Student's test, under Student (with 3, 6, and 12 degrees of freedom), Gaussian, and power-exponential densities (with parameter η = 2, 3, 5).
vdW , St] ≥ 1 for all g (and that equality holds iff g is Gaussian). It then readily follows from (8) that our p-variate van der Waerden signed-rank test (based on (5)), in the IC model under consideration, uniformly dominates Hotelling's T 2 test in terms of AREs-and that the multinormal case is the only one for which both tests compete equally. Consequently, Hotelling's T 2 test is Pitman non-admissible, not only in the elliptic model (see Hallin & Paindaveine (2002) ), but also in the much broader IC model considered in this paper.
Eventually, coming back to the general expressions of our AREs in (6) and (8), it is clear (in view of (7)) that, in order to maximize the local powers/AREs above with respect to the score function K, one should maximize the crossinformation quantities I Kr,gr , r = 1, . . . , p. By using the Cauchy-Schwarz inequality, we see that I Kr,gr is maximal at K r = ϕ gr • G −1 +r . This confirms the rule for determining optimal score functions that was derived in Section 4.1.
Practical implementation and simulations
In this section, we first focus on the main issue for the practical implementation of our tests, namely the estimation of the mixing matrix Λ. Several approaches are possible, but the approach presented in Oja et al. (2006) is chosen here. Then finite-sample efficiencies and robustness properties of our tests are investigated through Monte-Carlo studies.
All computations have been done using the statistical software package R 2.6.0 (R Development Core Team, 2007) . Note that the proposed method for esti-mating Λ is implemented in the R-package ICS (Nordhausen et al., 2007a) , whereas the tests proposed in this paper are implemented in the R-package ICSNP (Nordhausen et al., 2007b) .
Throughout this section, we let µ 0 = 0 in order to make formulas simpler. This is of course without any loss of generality, since a test for the null hypothesis H 0 : µ = µ 0 can always be obtained by performing a test for H 0 : µ = 0 within the residual sample X 1 − µ 0 , . . . , X n − µ 0 .
Estimation of Λ
An interesting way to obtain a root-n consistent estimate of Λ is to use two different root-n consistent scatter matrix estimates as proposed by Oja et al. (2006) . Let X be a p-variate random vector and denote its cdf by F X . A scatter matrix functional S (with respect to the null value of the location center, namely the origin) is a p × p matrix-valued functional such that S(F X ) is positive definite, symmetric, and affine-equivariant in the sense that
Examples of scatter matrices are the covariance matrix
the scatter matrix based on fourth-order moments
and Tyler's scatter matrix S Tyl defined implicitly by
see Tyler (1987) . As we now show, it is easy to estimate the mixing matrix Λ by using a couple of different scatter matrices (S 1 , S 2 ).
Note that what is needed in our tests is an estimateΛ that is root-n consistent for Λ under the null. Accordingly, assume that the observations X 1 , . . . , X n are generated by the null IC model
where Z i = (Z i1 , . . . , Z ip ) ′ , i = 1, . . . , n are i.i.d. with pdf g ∈ F , that is, assume that the model is P
Since Λ is not identifiable in P n 0 (see Section 2.1), estimation of Λ is an illposed problem. We therefore restrict to a submodel by using a couple of scatter matrices (S 1 , S 2 ) as follows: define the model P n 0 (S 1 , S 2 ) as the collection of probability distributions associated with n-tuples X 1 , . . . , X n generated by
where Ω = (Ω ij ) is diagonal with Ω 11 > Ω 22 > . . . > Ω pp (> 0).
In the model P n 0 (S 1 , S 2 ), the affine-equivariance of S 1 and S 2 implies that
(where X stands for a p-variate random vector with the same distribution as X i , i = 1, . . . , n), that is, Λ −1 and Ω −1 list the eigenvectors and eigenvalues of (S 2 (F X )) −1 S 1 (F X ), respectively. Replacing S 1 (F X ) and S 2 (F X ) with their natural estimatesŜ 1 andŜ 2 in (12) yields estimatesΛ andΩ. Clearly, ifŜ 1 andŜ 2 are root-n consistent, thenΛ is root-n consistent as well.
This shows that, in the restricted model P n 0 (S 1 , S 2 ), the mixing matrix Λ is identifiable and can further be estimated easily by using a couple of scatter matrices (S 1 , S 2 ). Now, how severe is this restriction of the original model P n 0 ?
Note that, for any scatter matrix S, S(F Z ) is a diagonal matrix, since F Z has symmetric (about zero) independent marginals (see, e.g., Tyler et al. (2007) , Theorem 6.6). We thus merely assume that the ICs are first standardized in terms of their "S 1 -scales" and then ordered according to their "(S 1 , S 2 )-kurtoses" (the standard scale and kurtosis measures if one chooses S 1 = S cov and S 2 = S kurt ). These rescaling (with a concept of scale that is different from the median-based one in Section 2.1) and reordering do not affect our signedrank tests, since the latter are based on statistics that are invariant under heterogeneous rescaling and reordering of the ICs.
Still, P n 0 (S 1 , S 2 ) is a non-trivial restriction of P n 0 , and the reason for this is twofold.
First root-n consistency of our estimateΛ requires root-n consistency ofŜ 1 and S 2 , which usually imposes further conditions on F Z . These conditions may be weak or strong, depending on the choice of (S 1 , S 2 ). For instance, if S 1 = S cov and S 2 = S kurt , root-n consistency (hence, also the asymptotic validity of the resulting signed-rank tests) requires finite eighth-order moments! However, no moment conditions are required if one chooses, e.g., S 1 = S Tyl and S 2 = S Düm , with Dümbgen's scatter matrix S Düm defined implicitly by
whereX( D = X) is independent of X; see Dümbgen (1998) (see Theorem 3.2 of Tyler (1987) and Corollary 4.1 of Dümbgen (1998) for the root-n consistency of S Tyl and S Düm , respectively). Note however that, strictly speaking, the resultingΛ may not be used in the proposed signed-rank tests, since the latter require an estimate that is-when testing H 0 : µ = 0 against H 0 : µ = 0-invariant under individual sign changes of the observations (see our assumption onΛ in Section 3). Therefore, we recommend using S 1 = S Tyl along with the one-step normal-score signed-rank scatter matrix
where Ψ p denotes the distribution function of a chi-square random variable with p degrees of freedom. The resulting estimate avoids any moment condition and satisfies our assumption onΛ.
Second, P n 0 (S 1 , S 2 ) imposes that the "(S 1 , S 2 )-kurtoses" of the ICs are pairwise different, so that the ordering of the ICs is well-defined. This is a more severe assumption, as it rules out cases for which two (or more) ICs would be identically distributed. Consider the case for which exactly k(≥ 2) ICs are equally distributed and the distributions of the remaining p − k ICs are pairwise different. Then the estimatorΛ above allows for recovering the p − k ICs with different distributions, but estimates the remaining k ones up to some random rotation. Note however that if those k ICs are Gaussian, the components ofΛ −1 X-conditional on this random rotation-converge in distribution to Z (since (possibly rotated) uncorrelated Gaussian variables with a common scale are independent), so that the asymptotic null distribution of our test statistics is still χ 2 p (now also unconditionally, since this asymptotic distribution does not depend on the value of the random rotation). Hence, our tests remain valid in cases for which the only equally distributed ICs are Gaussian, which includes the important multinormal case.
We conclude that the estimatorΛ above is a root-n consistent estimator under very mild assumptions on the underlying distribution (provided that S 1 and S 2 are chosen to avoid any moment assumption). If however one thinks that ruling out equally distributed non-Gaussian ICs is too much of a restriction, then he/she can still use a root-n consistent estimator of Λ that does not require this assumption. We chose to stick to the estimatorΛ above since other estimators of Λ are usually based on the optimization of some objective function, and can only be computed via some computationally intensive iterative scheme; see, e.g., Hyvärinen et al. (2001) .
Finite-sample results
We conducted a simulation study in order to evaluate the finite-sample performances of the proposed tests.
Focusing on the trivariate case (p = 3), we started by generating i.i.d. random
. . , n (we used n = 50 and n = 200) with centered marginals that are standardized so that Med[Z 2 1r ] = 1. We considered four settings with the following marginal distributions for Z 11 , Z 12 , and Z 13 :
Setting I: t 9 , Gaussian, and power-exponential (see Section 4.2) with η = 2 distributions Setting II: t 3 , t 6 , and Gaussian distributions Setting III: t 1 , t 6 , and Gaussian distributions Setting IV: three Gaussian distributions (the multinormal case).
Samples were then obtained from the IC models
with mixing matrix Λ = I 3 (this is without loss of generality, since all tests involved in this study are affine-invariant) and location values µ = 0 (null case; recall that in this section, we want to test H 0 : µ = 0) and µ = n −1/2 τ ℓ e r , ℓ = 1, 2, 3, 4, r = 1, 2, 3, (cases in the alternative), where e r stands for the rth vector of the canonical basis of R 3 and where τ 1 = 2.147, τ 2 = 3.145, τ 3 = 3.966, and τ 4 = 4.895 were chosen so that the asymptotic power of Hotelling's T 2 test, in Setting IV, is equal to .2, .4, .6, and .8, respectively.
First, we study the sensitivity of our tests with respect to the choice of the estimatorΛ. To this end, we consider three estimators belonging to the class of estimators introduced in Section 5.1:
(1) The estimatorΛ 1 is based on S 1 = S cov in (9) and S 2 = S kurt in (10). As already mentioned, root-n consistency ofΛ 1 -hence, also the asymptotic validity of our tests-requires finite moments of order eight.
(2) The estimateΛ 2 is based on S 1 = S Tyl in (11) and S 2 = S Düm in (13), hence avoids any moment condition, but does not fulfill our assumption onΛ (see Section 5.1).
(3) Finally, the estimateΛ 3 , based on S 1 = S Tyl and S 2 = S rank in (14), avoids any moment condition and satisfies our assumption onΛ. The finite-sample version of S rank is
Tyl is the sample version of Tyler's functional S Tyl and R i stands the rank of (S
Figure 2 reports the rejection proportions, based on 5, 000 replications in Setting I, of the various versions-associated withΛ i , i = 1, 2, 3-of the Wilcoxon signed-rank tests based onQ W in (4). For the sake of comparison, we also implemented the Wilcoxon "test" based on Q W = Q W (Λ), where the true value of the mixing matrix Λ = I 3 is used. Those rejection proportions suggest that the behavior of the signed-rank Wilcoxon test (and this of course extends to the other proposed signed-rank tests) does not depend much on the choice of the scatter matrices S 1 and S 2 on whichΛ is based. However, it is crucial that the estimatorΛ that is used is root-n consistent, which, in Setting I, is the case ofΛ i , i = 1, 2, 3. Second, we intend to compare, in Settings I to IV, several versions of the proposed signed-rank tests with Hotelling's T 2 test. We consider the following signed-rank tests: the sign test based onQ S in (3), the Wilcoxon test based onQ W in (4), and the van der Waerden test based onQ vdW in (5). In each setting, we also included the corresponding optimal signed-rank test (based on Q K f in Section 4.1); we denote byQ I opt ,Q II opt , andQ III opt the statistics of these setting-dependent tests (the optimal test in Setting IV is the van der Waerden test based onQ vdW ). Of course, these optimal tests use the unspecified underlying density, which is unrealistic, but this is done in order to check how much is gained, in each setting, by using optimal scores. Since the properties of the proposed tests are not very sensitive to the choice ofΛ, each signed-rank test was based on the estimatorΛ 3 (only the latter satisfies our assumption onΛ in all settings).
Figures 3 to 6 report rejection proportions (and asymptotic powers) of the above tests in Setting I to IV, respectively. We should stress that preliminary simulations showed that, under the null in Setting I, the van der Waerden test and the test based onQ I opt , when based on their asymptotic chi-square critical values, are conservative and significantly biased at small sample size n = 50. In order to remedy this, we rather used (for these tests and at sample size n = 50 only, but in all settings in which they are used-since one cannot pretend to know the underlying distribution) critical values based on the estimation of the (distribution-free) quantile of the test statistic under µ = 0 and under known value Λ = I 3 of the mixing parameter. These estimations, just as the asymptotic chi-square quantile, are consistent approximations of the corresponding exact quantiles under the null, and were obtained, for the van der Waerden test and the test based onQ = 6.859, respectively. These bias-corrected critical values both are smaller than the asymptotic chi-square one χ 2 3;.95 = 7.815, so that the resulting tests are uniformly less conservative than the original ones. In all other cases (i.e., for all other tests at n = 50, and for all tests at n = 200), the asymptotic chi-square critical value χ 2 3;.95 was used.
A glance at the rejection proportions under the null in Figures 3 to 6 shows that all tests appear to satisfy the 5% probability level constraint. In particular, for n = 50, the bias-corrected versions of the tests based onQ vdW and onQ I opt are reasonably unbiased, whereas the asymptotic χ 2 3 approximation seems to work fine in all other cases. Note that Hotelling's T 2 test satisfies the 5% probability level constraint in Setting III, which was unexpected since one of the marginals (the t 1 distributed one) has infinite second-order moments whereas in all other settings Hotelling's T 2 seems slightly biased.
As for the power properties, the proposed signed-rank tests behave uniformly well in all settings, unlike Hotelling's test, which, for instance, basically never detects the shift in the t 1 component of Setting III (still, it should be noticed that, in the same setting, Hotelling's test works pretty well if the shift is another component; we will explain this unexpected behavior of Hotelling's test in Section 5.3 below). In Setting II (see Figure 4 ), Hotelling's test com- petes reasonably with our tests for small sample sizes, when the shift occurs in a heavy-tailed component. For larger sample sizes, however, our tests outperform Hotelling's and, except forQ S , behave essentially as Hotelling's test when the shift occurs in the Gaussian component (this is totally in line with the ARE values in Table 1 ). Eventually, note that when a light-tailed component is present as in Setting I (see Figure 3) , our tests perform as expected. Furthermore our tests also work well in the multinormal model (Figure 6 ), although the estimate for Λ is there only a random rotation (see the comments at the end of Section 5.1). Therefore in all cases, for moderate to large sample sizes, our optimal tests are as least as good as Hotelling's test in all settings. and asymptotic powers, in Setting IV, of Hotelling's T 2 test and of theΛ 3 -based versions of the sign, Wilcoxon, and van der Waerden (which is optimal in Setting IV) signed-rank tests. The shift occurs in the first coordinate only.
Robustness evaluation
Section 5.2 showed that the proposed signed-rank tests exhibit excellent finitesample performances in IC models, both in terms of level and power. In this section, we investigate the robustness properties of our tests (in the bivariate case) by studying their power functions under contamination, and by comparing the results to Hotelling's.
Starting with bivariate i.i.d. random vectors
. . , n (we used n = 50 in this section) with centered t 3 and Gaussian marginals in the first and second components, respectively (still standardized so that Med[Z 2 1r ] = 1), we generated bivariate observations according to
where Λ = I 2 (still without any loss of generality) and where τ = 3.301 is so that the asymptotic power of Hotelling test (at asymptotic level α = .05) is .5. For any fixed δ ∈ R 2 , denote then by X (n) (δ) the sample obtained by replacing the first observation X 1 with X 1 + δ.
Clearly, the value of a test statistic computed on X (n) (δ)-hence, also the power of the corresponding test-depends on δ. For any test φ rejecting H 0 : µ = 0 at asymptotic level α whenever Q > χ 2 2;1−α , we define the power function of φ as δ → power(δ, Q) := P [Q(X (n) (δ)) > χ 2 2,1−α ]. Of course, this function can be estimated by generating a large number of independent samples X (n) (δ) and by computing rejection frequencies. Figure 7 presents the estimated power functions (based on 1000 replications), over δ = (±5i, ±5j) ′ , with i, j = 0, . . . , 10, of Hotelling's T 2 test and of three versions of the van der Waerden signed-rank tests based on (5): the first one uses the true value Λ = I 2 of the mixing matrix, whereas the second one (resp., the third one) is based onΛ 1 (resp., onΛ 3 ), whereΛ i , i = 1, 3 are as in Section 5.2. To be in line with what we did there, all van der Waerden tests were based on an estimation (under the null) of the exact (at n = 50) distribution-free 95%-quantile associated with the known-Λ van der Waerden test statistic. In this bivariate case, this estimated quantile, based on 10, 000 independent values of the latter statistic, took the value 5.354 (< 5.991 = χ 2 2;.95 ).
Quite unexpectedly, for δ 2 = 0, the power of Hotelling's test does not suffer under the value of δ 1 . It is even so that compared with the non-contaminated case δ = 0, for which the power functional of Hotelling has the value .516, the functional shows higher power for |δ 1 | < 10 and 0 < δ 2 ≤ 10. However, if Fig. 7 . Estimates of the power functions power(δ, T 2 ), power(δ, Q vdW (Λ)), power(δ, Q vdW (Λ 1 )) and power(δ, Q vdW (Λ 3 )). The sample size is = 50 and the estimation is based on 1000 replications. |δ 2 | is large the power drops quickly and especially when there is no or little contamination in δ 1 . The power can then drop even below the size value of .05, e.g. at δ = (0, −20)
′ it is only .012.
The puzzling robustness of Hotelling's test with respect to an outlying observation in the first variate can be explained as follows. Let X (n) = (X 1 X 2 · · · X n ) be a sample of p-variate observations and partition it into
where the X i1 's are univariate and the X i2 's are (p − 1)-random vectors. Partitioning accordingly the sample averageX (n) = 1 n n i=1 X i and sample covari-
, respectively, it can be shown that
2 )) is the statistic of Hotelling's test for the null hypothesis that the common location centre of the p-variate sample X (n) (resp., the (p − 1)-variate sample X (n)
2 ) is the zero vector; see Rencher (1993) .
, which does not depend on the sample X (n) 1 at all. Under the assumption (as in the setting above) that the X i2 's are i.i.d. with mean τ / √ n and covariance matrix Σ 22 , this yields, as n → ∞,
where L → denotes convergence in law. This is to be compared with the asymptotic χ Hence, one can say that an outlier in one variate (i) destroys all information about that variate and (ii) biases the result for the "remaining" data. This also explains the unexpected behavior of Hotelling's test in Setting III of Section 5.2: the t 1 -distributed variate can be seen as a completely contaminated variate which therefore basically contains no information; still, Hotelling's test can detect shifts in the remaining variates. Figure 7 shows that the test based on Q vdW (Λ) proves much more robust than Hotelling's and is hardly affected by the value of δ 1 . Note that if the contamination δ 2 is negative (resp., positive), the power of this test slightly goes down (resp., up) as δ 1 goes through the Z i1 data cloud. This slight decrease (resp., increase) of the power function can be explained by the fact that, for any negative (resp., positive) value of δ 2 , the contaminated observation-with the scale used in our setting-immediately gets the smallest (resp., largest) rank assigned. The range of the power of Q vdW (Λ) in Figure 7 goes from .263 to .576. Although the power of the tests based on an estimatorΛ is more sensitive to δ 1 , the power functions for both estimates resemble the power functional of the case when Λ is known. This is surprising since the estimateΛ 1 is much less robust than the estimateΛ 3 and one would expect this would be reflected in the robustness of the test. Even more surprising, the range of Q vdW (Λ 1 ) (from .237 to .580) is smaller than the range of Q vdW (Λ 3 ) (from .193 to .582).
A Proofs of Lemmas 3.1, 3.2, and 3.3
In this section, we will write, T K;r (Λ) (resp., T K;g;r (Λ)) for the rth component of T K (Λ) (resp., of T K;g (Λ)), r = 1, . . . , p.
Proof of Lemma 3.1. Fix Λ ∈ M p , g ∈ F , and r ∈ {1, . . . , p}. Then, under P n µ 0 ,Λ,g , the vector of signs (S 1r (Λ), . . . , S nr (Λ)) collects i.i.d. random variables with P
ii) the vector of ranks (R 1r (Λ), . . . , R nr (Λ)) is uniformly distributed over the set of all permutations of {1, 2, . . . , n}, and (iii) the vector of signs is independent of the vector of ranks. Consequently, Hájek's classical projection result for signed rank linear statistics (see, e.g., Puri and Sen 1985, Chapter 3) yields that E[(T K;r (Λ)− T K;g;r (Λ)) 2 ] = E[(n
2 ] is o(1) under P n µ 0 ,Λ,g , as n → ∞, which establishes the result.
Incidently, note that this also shows that E[(K r (R 1r (Λ)/(n + 1)) − K r (G r+ (|Z 1r (Λ)|))
is o(1) as n → ∞, under P n µ 0 ,Λ,g .
Proof of Lemma 3.2. Fix Λ ∈ M p and g ∈ F . For any r = 1, . . . , p, the CLT shows that T K;g;r (Λ) is, under P n µ 0 ,Λ,g , asymptotically normal with mean zero and variance E[(K r (U)) 2 ]. Therefore, the mutual independence (still under P n µ 0 ,Λ,g ) of T K;g;r (Λ), r = 1, . . . , p entails that T K;g (Λ) is asymptotically multinormal with mean zero and covariance matrix Γ K in (2). The result then follows from Lemma 3.1.
It remains to prove Lemma 3.3. We will do so by showing that, for any Λ ∈ M p , g ∈ F , and r ∈ {1, . . . , p}, E[(T K;r (Λ) − T K;r (Λ)) 2 ] = o(1) (A.1)
as n → ∞, under P n µ 0 ,Λ,g . In the rest of this section, we therefore fix such Λ, g, and r. All expectations and stochastic convergences will then be under P n µ 0 ,Λ,g , and we will write Z ir , S ir , and R ir for Z ir (Λ), S ir (Λ), and R ir (Λ), respectively. Finally, we will denote the empirical counterparts of these quantities (based onΛ) byẐ ir ,Ŝ ir , andR ir .
We will need the following preliminary result. (ii) Applying Lemma 2 in page 555 of Peters & Randles (1990) , with α = (vec Λ) and g(X, α) = |e − G r+ (|Z 1r |) is o(1) as n → ∞ (note that Conditions (a)-(b) of that lemma are fulfilled: (a) is our root-n consistency assumption onΛ, whereas (b) can be checked exactly along the same lines as in Peters & Randles (1990) , once it is noticed that ||e
Now, the continuity of K r entails that
is o P (1) as n → ∞. To prove that this convergence also holds in quadratic mean (which is precisely Part (ii) of the lemma), it is sufficient to show that (A.2) is uniformly integrable. The second term in (A.2) is of course uniformly integrable since the integrable random variable K r (G r+ (|Z 1r |)) does not depend on n. As for the first term in (A.2), recall that
as n → ∞ (see the remark after the proof of Lemma 3.1), which implies that
) is uniformly integrable. Finally, the latter uniform integrability and the invariance ofΛ under permutations of the observations in turn imply that K r (R 1r n+1 ) is uniformly integrable. We conclude that (A.2) is indeed uniformly integrable, and the result follows. 2 < ε/2 for large n. We conclude that |Ŝ 1r − S 1r | ≤ Y 1r converges to zero in probability, which establishes the result (since |Ŝ 1r − S 1r | is bounded).
Proof of Lemma 3.3. We have to prove (A.1). Since the proof of Lemma 3.1 establishes that E[(T K;r (Λ) − T K;g;r (Λ)) 2 ] = o(1) as n → ∞, it is sufficient to show that E[(T K;r (Λ) − T K;g;r (Λ)) 2 ] = o(1)
as n → ∞. To do so, write T K;r (Λ) − T K;g;r (Λ) = H 1 + H 2 , with H 1 := n −1/2 n i=1Ŝ ir (K r (R ir /(n + 1)) − K r (G r+ (|Z ir |))) and H 2 := n −1/2 n i=1 (Ŝ ir −S ir ) K r (G r+ (|Z ir |)). Then, by using the invariance ofΛ under individual reflections of the observations about µ 0 , we obtain
and, by using Holder's inequality,
where U is uniformly distributed over (0, 1) and where δ > 0 is the real number involved in the assumption (ii) on the score K r (see the beginning of Section 3). By applying Lemma A.1(ii)-(iii), we then conclude that E[(T K;r (Λ) − T K;g;r (Λ)) 2 ] ≤ 2(E[(H 1 ) 2 ] + E[(H 2 ) 2 ]) is o(1) as n → ∞.
