In this paper, we study the dynamical behaviors of coupled nonlinear systems with delay coupling by the multiple scales method and the homotopy analysis method. Firstly, we analyze the distribution of the eigenvalues of its linearized characteristic equations, and obtain the critical value for the occurrence of double Hopf bifurcation, which is caused by time delay and strength of coupling. Second, we obtain the normal form equations by the multiple scales method, and study the dynamical behaviors around the 3:5 weakly resonant double Hopf bifurcation point by analyzing the normal form equations. Finally, using the homotopy analysis method, we obtain analytical approximate solutions of the system with parameter values located in different regions. The periodic solution obtained by the homotopy analysis method is compared with the periodic solution obtained by the Runge-Kutta method, we found that the Runge-Kutta method does not get unstable periodic solutions, but the homotopy analysis method can be. So the homotopy analysis method is a powerful tool for studying coupled nonlinear systems with delay coupling.
Introduction
Due to the practical needs of engineering applications, more and more researchers are devoted to the study of nonlinear dynamics systems, especially coupled nonlinear systems 1, 2 and time-delay nonlinear systems. 3, 4 In this paper, we study the coupled nonlinear systems with delay coupling, which is a relatively complicated issue.
In 1994, Be´lair and Campbell 5 studied that a first-order differential system with two time delays can present double Hopf bifurcation. Then, Xu and Chung 6 declared that a time delay and feedback gain also can make double Hopf bifurcation to occur. In 2003, normal form theory was used to study non-resonance double Hopf bifurcation for a kind of differential equation with delay by Buono and Be´lair. 7 Szalai and Ste´pa´n 8 presented a closed-form calculation for the analysis of the period-doubling bifurcation in the time-periodic delay-differential equation model of interrupted machining processes such as milling where the nonlinearity is essentially nonsymmetric. He et al. 9 investigated the issue of impulsive stabilization and Hopf bifurcation of a new three-dimensional chaotic system. Ma et al. 10 applied geometric method to study double Hopf bifurcation for van der Pol-Duffing oscillator with parametric delay feedback control. In recent years, more and more scholars have begun to pay close attention to the complex dynamic behaviors of coupling systems with time delay. For example, Yan and Chu 11 studied a delayed Lotka-Volterra predator-prey system, and got the linear stability of equilibrium point and the character of the Hopf bifurcation solutions. Barr on and Sen 2 discussed the synchronization of four coupled van der Pol oscillators. Song et al. 12 and Zhang et al. 13 respectively studied multiple Hopf bifurcations of three coupled van der Pol oscillators with delay. Wang and Xu 14 successfully applied MMS to study double Hopf bifurcation with 1:3 resonance of coupled van der Pol oscillators with delay. That means, multiple scales method (MSM) also applies to nonlinear systems with time-delay coupling. Based on the normal form method and center manifold theorem, Li et al. 15 studied the double Hopf bifurcation of a kind of coupled systems with time delay, and introduced the bifurcation diagram by numerical simulation. Ge and Xu 16 studied the weakly resonance double Hopf bifurcation for a class of delay differential equations with four dimensions. Wang and Chen 17 applied MSM to study the weakly resonance and non-resonance double Hopf bifurcation for a kind of seven coupled van der Pol systems with time delay. Amer et al. 18 study the nonlinear vibrations of a parametric excited Duffing oscillator with time-delay feedback by the MSM.
At present, the methods of studying the nonlinear system include harmonic balance method, 19 homotopy analysis method (HAM), 20 perturbation incremental method, 21 MSM, 22 and so on. In 1992, the HAM was first put forward by Liao. 23 Different from other analytical approximation method, the HAM not only overcomes the limitation of traditional methods relying on small parameter perturbation but also provides us with an additional way to conveniently adjust and control the convergence region and rate of solution series. Recently, the HAM has been widely applied for coupled nonlinear systems and time-delay nonlinear systems. For instance, You and Xu 24 applied HAM to study periodic solutions of delayed differential equations that describe timedelayed position feedback on the Duffing system. It is found that the current technique leads to higher accurate prediction on the local dynamics of time-delayed systems near a Hopf bifurcation than the energy analysis method. Li 25 applied HAM to solve the coupled KdV equations. Kheiri and Jabbari 26 combined HAM with Pade´approximation method to study a kind of two-dimensional coupled Burgers' equations. Tasbozan et al. 27 obtained approximate analytical solutions of fractional coupled modifed Korteweg de Vries (mKdV) equation by HAM. Jafarian et al. 28 adopted HAM to solve coupled Ramani equations, and got satisfying approximate analytical solutions. Eigoli and Khodabakhsh 29 studied the limit cycle of the van der Pol oscillator with delayed amplitude limiting by HAM. Bel and Reartes 30 considered a special type of second-order delay differential equations. Cobiaga and Reartes 31, 32 applied HAM to search periodic orbits in delay differential equations. Nave et al. 33 improved HAM to study the pressure driven flame in porous media. Rajeev 34 discussed the mathematical model of Stefan problem with fractional order derivatives and obtained an approximate solution of the problem by the HAM. Mahendra and Patel 35 discussed one-dimensional nonlinear partial differential equation for finger-imbibition phenomenon arising in a double-phase flow through a heterogeneous porous medium during secondary oil recovery process, and solved the equation with appropriate initial and boundary conditions by the HAM. Singh et al. 36 applied the HAM to obtain approximate analytical solutions of the (1 þ 1) dimensional nonlinear Boussinesq equation having a fractional time derivative. By taking proper values of the auxiliary and homotopy parameters, its numerical values of the state variables are computed and presented graphically for different particular cases. Fei et al. 37 analyzed a sinusoidal excited piecewise linear-nonlinear oscillator, and proposed an approximate solution for the oscillator by using the HAM and matching method. The validity criteria for the application of the semi-analytic asymptotic methods are exploited, 38 comparison between the solutions obtained by the two asymptotic techniques, that is, the fractional homotopy analysis transform method and the optimal HAM is performed to select the most accurate technique for the stated problem.
In this paper, attention is paid to a system of two coupled nonlinear systems with delay coupling, as follows:
where, x 0 > 0 is the natural frequency, a < 0 is coupling intensities, s is time delay, b is the damping coefficient, and c is nonlinear coefficient.
The constitute of the article is as follows: In The critical value for the occurrence of double Hopf bifurcation section, we analyze the distribution of the eigenvalues of its linearized characteristic equations, and get the critical value for the occurrence of double Hopf bifurcation by the Hopf bifurcation theorem, which is caused by time delay and strength of coupling. In section 3, we obtain the normal form equations by the MSM and analyzed it.
At the same time, the dynamic behavior around 3:5 weak resonance double Hopf bifurcation point is studied. In application of HAM section, we obtain analytical approximate solutions of the system with parameter values located in different regions using the HAM. In numerical simulation section, via numerical simulation, the periodic solutions obtained by HAM are compared with those of Runge-Kutta method, we find that the HAM is more suitable for this system.
The critical value for the occurrence of double Hopf bifurcation
In this section, the critical value ða c ; s c Þ where double Hopf bifurcation occurs is obtained by studying the distribution of the eigenvalues of the associated linearizing characteristic equation.
According to the definition of double Hopf bifurcation and the bifurcation analysis of a four-neuron delayed system, the following conclusions hold.
Conclusion 1:
If there occurs double Hopf bifurcation of system (1), it must meet
; then the system (1) can be represented as: 
Then the system (1) can be further represented as
Hence, the characteristic equation of linear part of the system is as follows:
where E is a unit matrix. That means
Simplifying it, we can get
As we know, if there occurs double Hopf bifurcation of system (1), then it means that equation (7) has two and only two purely imaginary eigenvalues. Since x 0 2 > 0, k ¼ 0 is not a solution of equation (7), that is, equation (7) has no zero root. Assume that the pure imaginary numbers k ¼ AEi x, x > 0 are pair solutions of equation (7), and substitute them into equation (7) . Based on e ih ¼ cosh þ isinh, separate real and imaginary parts, then we can obtain
According to sin 2 2 xs þ cos 2 2 xs ¼ 1; we can get
Let w ¼ x 2 > 0; and substitute it into equation (9), we can gain
Considering
we can come to a conclusion: When a 2 > b 2 , equation (10) has two and only two nonnegative roots, as follows
Accordingly, equation (7) has two and only two purely imaginary eigenvalues
where,
Hence, a conclusion can be drawn that if there occurs double Hopf bifurcation of system (1), it must meet
where k 1 and k 2 are relatively prime positive integers, and k 1 < k 2 . Accordingly,
Substituting them into equations (11) and (12), we can gain
It is clear that when x 0 and b are selected, based on the above formula, a can be expressed as a function of
Substituting a ¼ aðk 1 : k 2 Þ into equations (12) and (13), we can accordingly get
Substituting them into equation (8), we can gain
Based on the Hopf bifurcation theorem, a sufficient condition of double Hopf bifurcation of system (equation (1)
is, when equations (15) and (16) are equal. According to this conclusion, we can get the suitable numerical value of k 1 : k 2 , and then determine whether the system has the double Hopf bifurcation with
there exists a double Hopf bifurcation with k 1 : k 2 resonance of system (1), and the bifurcation point is
where
And further, we can obtain
Differentiating k with respect to s in equation (7), these can be obtained
and
Then sign Re dkðsÞ ds
Further, when s À ¼ s þ , it yields
Based on Conclusion 2, we can obtain some double Hopf bifurcation points of system (1), as shown in Figure 1 .
MSM and normal form equations
In this section, we obtain the normal form equations by the MSM and analyzed it. At the same time, the dynamic behaviors around 3:5 weak resonance double Hopf bifurcation point is studied.
Based on conclusion 2, it is known that when
there exists a double Hopf bifurcation with 3:5 weak resonance of system (1), and the bifurcation point is
with
For the convenience of calculation, set c ¼ 1. According to MSM, the solution of equation (2) can be expressed as below: where
While the bifurcation parameters are ordered as
The delay term in equation (2) 
where By substituting equations (30) - (32) into equation (2), Taylor expanding the new formula as well and equating separately coefficients of the same powers of e, the following perturbative equations are obtained:
Equation (33) has the following general solution:
where A j ¼ A j ðT 2 Þ; j ¼ 1; 2 are complex constants with respect to T 2 . Substituting equations (36) into equations (34) and (35), and eliminating the secular terms e, we can obtain the equations including A 1 ¼ D 2 A 1 and A 2 ¼ D 2 A 2 :
where the complex coefficients C l ; C ijk are expressed as follow: For expressing the complex amplitude equations in real form, a mixed form representation of the complex amplitudes is introduced:
Substituting equation (39) into equation (37) and separating the real and imaginary parts, the normal form equations are drawn:
we can obtain all possible equilibrium points of equation (40): In region I, there is only a trivial equilibrium point E 0 ¼ ð0; 0Þ, which is stable. That means the vibration of system (1) is restricted by parameters a and s, so region I is usually called as an amplitude death region.
With ða; sÞ changing into region II, the trivial equilibrium point E 0 ¼ ð0; 0Þ loses its stability and a stable equilibrium point E 1 ¼ ðr 11 ; 0Þ appears. Correspondingly, there is a stable periodic solution with a frequency close to x þ %1:29099.
When ða; sÞ enters into region III, the unstable equilibrium point E 0 ¼ ð0; 0Þ and the stable equilibrium point E 1 ¼ ðr 11 ; 0Þ still exist, and an unstable equilibrium point E 2 ¼ ð0; r 21 Þ appears. Correspondingly, there exists a stable periodic solution with a frequency close to x þ and an unstable periodic solution.
In region IV, an unstable nontrivial equilibrium point E 3 ¼ ð r 12 ; r 22 Þ appears together with two stable equilibrium points E 1 ¼ ðr 11 ; 0Þ and E 2 ¼ ð0; r 21 Þ. Correspondingly, system (1) admits two coexisting periodic oscillations and an unstable quasiperiodic motion.
With ða; sÞ changing into region V, the equilibrium point E 3 ¼ ðr 12 ; r 22 Þ disappears and there exist three equilibrium points, E 0 ¼ ð0; 0Þ, E 1 ¼ ðr 11 ; 0Þ and E 2 ¼ ð0; r 21 Þ. In contrast with the situation in region III, the equilibrium point E 1 ¼ ðr 11 ; 0Þ is unstable and E 2 ¼ ð0; r 21 Þ is stable. Correspondingly, there exists a stable periodic solution with a frequency close to x À and an unstable periodic solution.
When ða; sÞ enters into region VI, the equilibrium point E 1 ¼ ðr 11 ; 0Þ disappears and there exists an unstable equilibrium point E 0 ¼ ð0; 0Þ and a stable equilibrium point E 2 ¼ ð0; r 21 Þ. Correspondingly, there is a stable periodic solution with a frequency close to x À %0:774597.
To demonstrate the above theoretical results, we choose six groups of parameter values ða; sÞ for system (1) with x 0 ¼ 1, b ¼ 0, and the results are given in Figure 4 . It is obvious that numerical simulations are well consistent with the theoretical results. 
Application of HAM
Assuming system (1) satisfies the initial condition: 
with the property
where For q ¼ 0, the solution of equations (52) and (53) Hence, as q changes from 0 to 1, Uðh; qÞ and Vðh; qÞ, respectively vary from the initial guess u 0 ðhÞ and v 0 ðhÞ to the unknown uðhÞ and vðhÞ. Likewise, WðqÞ varies from the initial guess frequency x 0 to the physical frequency x.
According to Taylor series expansion, we obtain Note that the zero-order deformation equations have auxiliary parameters. Assuming h is so properly chosen that power series equation (56) converge at q ¼ 1, the series solutions of equation (56) can be expressed as
For the sake of simplicity, we define the vectors 
and the initial conditions 
Based on equation (68), a mÀ1 ; b mÀ1 ; c mÀ1 and x mÀ1 can be obtained, for each m ! 1:
Þ can be expressed as
Further, by solving equation (60), it yields
According to equation (68) Therefore, through the iteration step by step, the nth-order homotopy analytical approximation can be obtained, as expressed in terms of the summation series 
Numerical simulation
According to the MSM and normal form equations section, parameters ða; sÞ plane around the 3:5 weakly resonant double Hopf bifurcation point ða c ; s c Þ can be divided into six distinct dynamical regions, and when ða ; sÞ is located in different regions, the system (1) presents different dynamic behaviors. Now, HAM is used to obtain analytical approximate solutions of system (1) with ða; sÞ located in each region. Since region I is an amplitude death region, it is not necessary to use HAM to approximate its exact solution. Consider that when ða; sÞ is located in region II or VI, system (1), respectively has a stable periodic solution, but the frequency is different, so we put these two regions together to study. So is for regions III and V. For region IV, system (1) admits two coexisting periodic oscillations and an unstable quasiperiodic motion. Because the base functions of HAM in this paper are periodic functions, we just can obtain the two stable periodic analytical approximate solutions. As for the quasiperiodic analytical approximate solution, it will be the follow-up research.
The periodic solution by HAM with (a,s) located in regions II or VI
We use the Mathematica software to the study of the subject when ða; sÞ is located in regions IIand VI. For the region II, letting
We can get the initial value from equation (68) It means that system (1) has one periodic solution, as is in accord with the theoretical analysis in MSM and normal form equations section.
Let h ¼ À0:5, the fifth-order approximation can be obtained: The phase portrait curves of the fifth-order HAM approximation are shown in Figure 5 , compared with that of fourth-order Runge-Kutta method. We found that the approximate solution agrees with the numerical solution.
When ða; sÞ is located in region VI, let
According to equation ( It means that system (1) has one periodic solution, as is in accord with the theoretical analysis in MSM and normal form equations section.
Let h ¼ À1:5, the fifth-order approximation can be obtained: The phase portrait curves of the fifth-order HAM approximation are shown in Figure 6 , compared with that of fourth-order Runge-Kutta method. By observing Figure 6 , it is clear that the fifth-order HAM approximation of x 1 ðtÞ is much matched to that of fourth-order Runge-Kutta method, and the same conclusion is for x 2 ðtÞ. It means that system (1) has two periodic solutions, as is in accord with the theoretical analysis in MSM and normal form equations section.
Select equation (79a) as the initial guess, and let h ¼ À0:2, then the fifth-order approximation can be obtained: (80b) Figure 6 . Comparison of the phase portrait curves of the fifth-order HAM approximation with that of fourth-order Runge-Kutta method for
᭺᭺᭺᭺᭺᭺Fifth-order HAM approximation, ----fourth-order Runge-Kutta method.
Select equation (79b) as the initial guess, and let h ¼ À1:9, then the fifth-order approximation can be obtained: The phase portrait curves of the fifth-order HAM approximation are shown in Figure 7 , compared with that of fourth-order Runge-Kutta method. Figure 7 shows that the Runge-Kutta method cannot get the unstable periodic solution, the HAM can get a stable periodic solution, but also can be unstable periodic solution. As discussed in Ebenezer et al. 39 the multistep HAM allows us with great freedom to choose the convergence-control parameter É . Although it is plausible to optimize the HAM in other ways, the use of the convergence-control parameter É is the most accessible way to achieve faster convergent homotopy-series solutions. The present manuscript proposes the use of the convergence-control parameter É to refine the accuracy of solution series.
Similarly, let's consider the condition that ða; sÞ is located in region V. Set Figure 7 . Comparison of the phase portrait curves of the fifth-order HAM approximation with that of fourth-order Runge-Kutta method for
We can get two sets of the initial value from equation (60), as follows It means that system (1) has two periodic solutions, as is in accord with the theoretical analysis in MSM and normal form equations section.
Choose equation (87a) as the initial guess, and let h ¼ À0:85, then the fifth-order approximation can be obtained: The phase portrait curves of the fifth-order HAM approximation are shown in Figure 9 , compared with that of fourth-order Runge-Kutta method. We found that the approximate solution agrees with the numerical solution.
We obtain the periodic solution by HAM with (a,s) located in regions II, III, IV, V, and VI. Figures 5 to 9 show that the HAM can obtain stable periodic solutions and unstable periodic solutions, but the Runge-Kutta method does not get unstable periodic solutions, so the HAM is suitable for coupled nonlinear systems with delay coupling.
Conclusions
Recently, more and more researchers are devoted to the study of nonlinear dynamical systems, especially timedelay nonlinear systems 40 and coupled nonlinear systems. 41, 42 In this paper, we study the double Hopf bifurcation of coupled nonlinear systems with delayed coupling. Firstly, we obtain the critical value a c ; s c ð Þ where double Hopf bifurcation occurs. Secondly, we get the normal form equations of 3:5 weakly resonant double Hopf bifurcation by the MSM. By analyzing the bifurcation equations, the dynamical behaviors of the original system are studied. It is shown that the system with x 0 ¼ 1; b ¼ 0 has a unique zero solution when a; s ð Þ is located in region I; it has a stable periodic solution when a; s ð Þ is located in region II or VI; it has a stable periodic solution and an unstable periodic solution when a; s ð Þ is located in region III or V; it has two stable periodic solutions and an unstable quasiperiodic solution when a; s ð Þ is located in region IV. Finally, we apply the HAM to study the periodic solutions of region II to VI, and compare them with Runge-Kutta method. The results show that the HAM can obtain stable periodic solutions and unstable periodic solutions, but the Runge-Kutta method does not get unstable periodic solutions. Hence, the HAM is suitable for the system, and is a more powerful tool for the research coupled nonlinear systems with delay coupling. Due to the limit of length and energy, this article does not get the quasiperiodic analytical approximate solution in region IV, and it will be the follow-up research. The method used in this paper is only suitable for weakly resonant double Hopf bifurcation. How to obtain the strong resonant double Hopf bifurcation and use the Akbari-Ganji method 43 is our next research task.
