The nonlinear complementarity problem has been used to study and formulate various equilibrium problems including the traffic equilibrium problem, the spatial equilibrium problem and the Nash equilibrium problem. To solve the nonlinear complementarity problem, various iterative methods such as projection methods, linearized methods and Newton method have been proposed and their convergence results have been established. In this paper, we propose globally convergent methods based on differentiable optimization formulation of the problem. The methods are applications of a recently proposed method for solving variational inequality problems, but they take full advantage of the special structure of nonlinear complementarity problem. We establish global convergence of the proposed methods, which is a refinement of the results obtained for variational inequality counterparts. Some computational experience indicates that the proposed methods are practically efficient.
Introduction
We consider the nonlinear complementarity problem, which is to find a vector x E Rn such that 
. , Fn(x))Y is a given continuously differentiable mapping from
Rn into itself and T denotes transposition. This problem has been used to formulate and study various equilibrium problems including the traffic equilibrium problem, the spatial economic equilibrium problem and Nash equilibrium problem [1, 6, 13, 15, 18] .
To solve the nonlinear complementarity problem (1), various iterative algorithms, such as fixed point algorithms, projection methods, nonlinear Jacobi method, successive overrelaxation methods and Newton method, have been proposed [8, 10, 16] . Many of these methods are generalizations of classical methods for systems of nonlinear equations and their convergence results have been studied extensively [10, 16] .
Assuming the monotonicity of mapping F, Fukushima [7] has recently proposed a differentiable optimization formulation for variational inequality problem and proposed a decent algorithm to solve variational inequality problem. Based on this optimization formulation, Taji et al. [17] proposed a modification of Newton method for solving the variational inequality problem, and proved that, under the strong monotonicity assumption, the method is globally and quadratically convergent.
In this paper we apply the methods of Fukushima [7] and Taji et al. [17] to the nonlinear complementarity problem. We show that those methods can take full advant.age of the special structure of problem (1) , thereby yielding new algorithms for solving strongly monotone complementarity problems. We establish global convergence of t.he proposed methods, which is a refinement of the results obtained for the variational inequality count.erparts in several respects. In this paper we show that the compactness assumption made in [7] can be removed for the strongly monotone complementarity problem. Moreover, some computational results shows that the proposed met.hods are practically efficient for solving monotone complementarity problems, though the convergence of the proposed methods is theoretically proved only under the strong monotonicity assumption.
Equivalent optimization problem
In this section, we introduce a merit function for the nonlinear complementarity problem (1) and present some of its properties. 
This function is a special case of the function originally introduced by Fukushima [7] for variational inequality problem. Though, some of its properties can be derived from the results of [7] , we give here simple and direct proofs for these properties, which utilize the special struct ute of problem (1) . For convenience, we define Using the function (2) , an equivalent optimization problem is obtained for nonlinear corn plementarity problem (1) .
Proposition 1 Let the function f :
Rn --t R be defined by (2 
Therefore, f (x) ::::: 0 for all x ;::: o. Therefore, x is a solution of (1) .
On the other hand, suppose that x solves (1). Then either F{Xi) = 0 or Xi == 0 holds for all i. If F(Xi) = 0, then from (3) we have Also if Xi = 0, then we have 
2{j -
The unique optimal solution to this problem is X' = 0, at which the function value is 21{j > 0.
It can be shown that the function 1 is continuously differentiable whenever so is the mapping F.
Proposition 2 If the mapping F is continuously differentiable, then so is the function f
defined by (2) , and the gradient of 1 is given by
Proof. We first note that, if a function B : Rn -t R is continuously differentiable and
, then 0 is continuously differentiable and the gradient of 0 is given
Hence, from (3) we have
,
holds, we have from (7) V' f;(x)
Therefore, we have from (8)
o Proposition 1 says that finding a global optimal solution to (5) amounts to solving the complementarity problem (1). However, in general, optimization algorithms may only find a stationary point of the problem. Thus it is desirable to clarify conditions under which any stationary point of problem (5) actually solves problem (1) . The next proposition answers for this question. Proof. Suppose that x satisfies (9) . Then from (6) we have (10) It is easy to see that
< O. (11 ) Since x satisfies (9), it follows from (10) and (11) that
However, since V' F(x) is positive definite, we have x = M(x). Therefore, it follows from Lemma 1 that x is a solution to (1). 0 We say that the mapping F is strongly monotone on R~ with modulus JL > 0, if Proof. Let {xk} be a sequence such that xk 2' : 0 and 11 xk 11---+ 00. Taking a subsequence if necessary, we may suppose that there exists a set I C {I, 2, ... , n} such that x7 ---+ +00 for i E I and {x7} is bounded for i ~ I. From {xk}, we define another sequence {yk} such that yf = 0 if i E I and yf = xf if i rf. I. From (12) and the definition of yk, we have ( 13) iEI iEI By Cauchy's inequality we have
'El 'El 'El It then follows from (13) and (14) 
In this section, we propose two globally convergent methods for solving (5) . One is based on the methods of Fukushima [7] and the other the method of Taji et al. [17] , which were originally proposed for variational inequality problems. Throughout this section, we suppose that the mapping F is strongly monotone on R~ with modulus 11 > o.
Descent method
The first method uses the vector Proof. From (10) and (11), we have 2 , where 0 < (3 < 1 and a > O. Note that, in the descent method originally proposed by Fukushima [7] for variational inequality problems, the line search only examines step sizes shorter than unity. Here, we propose the algorithm that allows longer step sizes at each iteration.
Algorithm 1:
Choose XO 2: 0, a > 1, (3.::: (0,1), a> 0 and a positive diagonal matrix D; (1) by Lemma 1. Since strong monotonicity of F ensures that problem (1) has a unique solution, we can conclude that the entire sequence converges to the unique solution of (1).
0
Remark 2 In Fukushima [7] , global convergence theorem assumes not only the strong monotonicity of mapping F but the compactness of the constraint set, which is not the case for nonlinear complementarity problems. Theorem 3.1 above establishes global convergence under strong monotonicity of the mapping F onl.y.
Modification of Newton method
The second method is a modification of Newton method, which incorporates a line search strategy. The original Newton method for solving the nonlinear complementarity problem (1) generates a sequence {Xk} such that XO 2: 0 and Xk+l is determined as Xk+l := x, where x is a solution to the following linearized complementarity problem:
It is shown [16] that, under suitable assumptions, the sequence generated by (18) quadratically converges to a solution x' of the problem (1) • Proof. For simplicity of presentation, we omit the superscript k in xk and d
Since x is a solution to (18) and M (x) 2: 0, the first term of (19) is nonpositive. From (11),
we have
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Then it follows from the second term of (19) that 
The last half of the proposition then follows immediately.
0
Using this result, we can construct a modified Newton method for solving the nonlinear complementarity problem (1).
Algorithm 2:
Choose xO 2' : 0, j3 E (0,1), a E (0, ~), and a positive diagonal matrix D; k:= 0 while convergence criterion is not satisfied do find xk such that
When the mapping F is strongly monotone, we can establish the global convergence of Algorithm 2.
Theorem 2 Suppose that the mapping F is continuously differentiable and strongly monotone with modulus J.L. If the matrix D is chosen such that
for any starting point XO 2:: 0, the sequence {xk} generated by Algorithm 2 converges to the solution of (1) .
Proof. By Lemma 3 and the Armijo line search rule, the sequence {f( xk)} is nonincreasing. It then follows from Proposition 4 that the sequence {xk} is bounded, and hence it contains at least one accumulation point. As shown in the proof of [17, Theorem 4.1], any accumulation point of {Xk} is a solution of (1). Since strong monotonicity of F ensures that problem (1) has a unique solution, we can conclude that the entire sequence converges to the unique solution of (1).
0
We can also show that the rate of convergence of Algorithm 2 is quadratic if F E: C 2 and the strict complementarity condition holds at the unique solution x* of (1). 
respectively, where I* = {i I x; = O} and 1* = {i I x; > O}.
Proof. The strict complementarity and the continuity of F ensure that there is a neighborhood B of x* such that
holds for all x E B. Hence, we have from (3)
26, '
Therefore, by differentiating (24a) and (24b) directly, we have (21a), (21b) and (22a), (22b). 
Now suppose k ~ max(}(l, K2)' For simplicity of presentation, we omit superscript kin xk and xk. For each i E 1*, we have
where the first equality follows from (21a) and (24a), the second equality and the first inequality follow from (26a), the second inequality follows from (25a) and the last equality follows from (26a).
On the other hand, since by the mean value theorem we have
for some ~ in line segment of x and x, we have
(28)
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Globally Convergent Methods for NCP
Then for each i E t*, we have
where the first equality follows from (21b) and (22b), and the second equality follows from (26b). Hence, we have from (28) and (29)
When V'2 F is Lipschitz continuous and is bounded on some neighborhood of x*, it is not difficult to show that V'2 fi and V' Fi are also Lipschitz continuous. Moreover, for i E Y* we
holds on some neighborhood of x*.
Therefore, it follows from (27) and (30) that
where A is a matrix such that
where El is the I x I identity matrix. Clearly A is positive semi-definite. Moreover, since V' F( x*) is positive definite by assumption, the matrix V'r* Fr-(x*) is also positive definite. Therefore, (31) is strictly positive provided that x is sufficiently close to x*. 0 Remark 3 Taji et al. [17] have obtained a globally convergent Newton method for variational inequality problems. In their method, to obtain quadratic convergence, the following line search procedure is used:
Let 0 < (3 < 1, 0 < I < 1 and (J E (0,1);
Note that this line search procedure, which is similar to the one used by Marcotte and Dussault [14] , first checks if the unit step size is acceptable. On the other hand: Algorithm 2 employs Armijo rule in a more direct manner.
Computational results I
In the following two sections, we report some numerical results for Algorithms 1 and 2 discussed in the previous section. In this section, we present the results for a strongly monotone problem. All computer programs were coded in FORTRAN and the runs in this section were made in double precision on a personal computer called Fujitsu FMR-70.
Throughout the computational experiments, the parameters used in the algorithms were set as il = 2, (3 = 0.5, I = 0.5 and (J = 0.0001. The positive diagonal matrix D was chosen to be the identity matrix multiplied by a positive parameter 8 > O. Therefore the merit function (2) can be written simply as
• =1
The search direction of Algorithms 1 can also be written as
The convergence criterion was
5 for all i = 1,2, ... , n.
For comparison purposes, we also tested two popular methods for solving the nonlinear complementarity problem, the projection method [4] and Newton method without line search [12] . The projection method generates a sequence {xk} such that XO > 0 and X H1 is determined from xk by (33) for all k. Note that this method may be considered a fixed step-size variant of Algorithm The mappings used in this section are of the form The results for this problem are shown in Table 1 .
In general, the projection method is guaranteed to converge, only if the parameter b is chosen sufficiently large. In fact, Table 1 shows that when {j is large, the projection met.hod is always convergent, but as {j becomes small, the behavior of the method found to be unstable and eventually it fails to converge. Table 1 also shows that Algorithm 1 is always convergent even if {j is chosen small, since the line search determines an adequate step size at each iteration. In Algorithm 1, the number of iterations is almost constant. This is because we may choose a larger step size when the magnitude of vector d k is small, i.e. b is large. Algorithm 1 spends more CPU times per iteration than the projection method, because the former algorithm requires overheads of evaluating the merit function f. But, when b becomes large, Algorithm 1 tends to spend less CPU time than the projection method, because the number of iterations of Algorithm 1 increases mildly.
Comparison of Algorithm 2 and Newton method
Next we have compared Algorithm 2 and the pure Newton method (18) without line search. For each of the problem sizes n = 30,50 and 90, we randomly generated five test problems. The parameters p and {j were set as p = 1 and {j = 1. The starting point was chosen to be x = O. In solving the linearized subproblem at each iteration of Algorithm 2 and Newton method, we used Lemke's complementarity pivoting method [13] coded by Fukushima [11] . All parameters and starting points are set to the default values used in [11] . The results are given in Table 2 . All numbers shown in Table 2 are averages of the results for five problems for each case and #Lemke is the total number of pivotings in Lemke's method. Table 2 shows that the number of iterations of Newton method is consistently larger than that of Algorithm 2 as far as the test problems used in the experiments are concerned. Therefore, since it is time consuming to solve a linear sub problem at each iterat.ion, Algorithm 2 required less CPU time than the pure Newton method in spit.e of the overheads in line search. Finally we note that, the pure Newton method (18) is not guaranteed to be globally convergent, although it actually converged for all test problems reported in Table   2 .
Comparison of Algorithms 1 and 2
Finally we have compared Algorithms 1 and 2. For each of the problem sizes n = 30,.50 and 90, we randomly generated five test problems. To see how these algorithms behave for various degrees of asymmetry of the mapping F, we have tested several va.lues of p between 0.1 and 2.0. The starting point was chosen to be x = O. The results are given in Table 3 . All numbers shown in Table 3 are averages of the results for five test problems for each case. Table 3 shows that when the mapping F is close to symmetry, Algorithm 1 converges very fast, and when the mapping becomes asymmetric, the number of iterations and CPU time of Algorithm 1 increase rapidly. On the other hand, in Algorithm 2, while the total number of pivotings of Lemke's method increases in proportion to problem size n, the number of iterations stays constant even when the problem size and the degree of asymmetry of Fare varied. Hence, when the degree of asymmetry of F is relatively small, that is, when p is smaller than 1.0 in our test problems, Algorithm 1 requires less CPU time than Algorithm 2.
Note that, since the mapping F used in our computational experience is sparse, complexity of each iteration in Algorithm 1 is small. On the other hand, the code [11] of Lemke's method used in Algorithm 2 to solve a linear subproblem does not make use of sparsity.
Moreover, since Lemke's method is restrictive in the choice of initial points, at each iteration we must restart from a priori fixed initial point even when the iterate becomes close to a solution. Therefore, it may require a significant amount of CPU time at each iteration for large problems. (In Table 3 , LEMKE is the total CPU time to solve subproblems by Lemke's method.) If a method that can make use of sparsity and can start from arbitrary point is available to solve a linear subproblem, CPU time of Algorithm 2 may decrease. (For the latter respect, the path-following method of van der Laan and Talman [19] might be useful.) The projected Gauss-Seidel method [3, pp. 397] for solving linear complementarity problem is one of such methods. In Table 4 , results of Algorithm 2 using the projected Gauss-Seidel method in place of Lemke's method are given. Table 4 shows that, if the mapping F is almost symmetric, Algorithm 2 converges very fast. But Algorithm 2 fails to converge when the degree of asymmetry increased, because the projected Gauss-Seidel method failed to solve linear subproblems. Figure  1 also indicates that Algorithm 1 is linearly convergent though it has not been proved theoretically.
Computational results 11
In this section, we present the results of applying Algorithms 1 and 2 to some examples which arise from an optimization problem, a spatial price equilibrium problem, a noncooperative game and a traffic assignment problem. The algorithms were implemented in FORTRAN on a SUN-4 workstation. The parameters in the algorithms were set in the same manner as in Section 4. The positive diagonal matrix D was also chosen to be the identity matrix multiplied by {j > 0, and hence the merit function (32) was used. The convergence criterion was I min(xi, Fi(X))1 :::; CC for all i = 1,2, ... , n, where CC is a parameter used to change accuracy of algorithms. In solving the linearized subproblem of Algorithm 2, we used Lemke's complementarity pivoting algorithm coded by Fukushima [11] . The results are shown in Tables 5 '" 11. Some mappings used in the experiments were only monotone but not strongly monotone. Others were not even monotone, though they could be considered almost monotone. Thus all the problems do not satisfy the convergence conditions of our algorithms. However, for the most case both Algorithms 1 and 2 converged and produced satisfactory solutions. Example 1 This is the following 4-variable complementarity problem from Josephy [12] , whose mapping is given by
The results are shown in Table 5 . Since the mapping is co-positive but not monotone, Algorithm 2 failed when the initial points (0, ... ,0) and (10, ... , 10) were chosen, because the linearized subproblem at (0, ... ,0) has no solution and the search direction at (10, ... ,10) is not a descent direction, respectively. On the other hand, Algorithm 1 converged for those initial points. Example 2 This is a 10-variable complementarity problem arising from the Nash-Cournot production problem appeared in Harker [9] . In this example, the Jacobian \;' F(x) of the mapping is a P-matrix for any x > 0, but the mapping F is not monotone. Table 6 shows that both Algorithms 1 and 2 converged to the solution quickly. which is formulated as an 11-variable complementarity problem. Since the objective function is convex, the mapping is monotone, but not strongly monotone on R~. Table 7 shows that Algorithms 1 and 2 converged for both initial points (0, ... ,0) and (10, ... ,10). Table 8 . In this example, Algorithm 1 failed to find a descent direction because the mapping is not strongly monotone. But Algorithm 2 converged in 4 iterations for both initial points. Table 9 . The mapping is monotone but not strongly monotone. Algorithm 1 converged slowly and eventually failed to find a descent direction as the iterate become very close to a solution. On the other hand, Algorithm 2 converged in several iterations for both initial points. Example 6 This example is a spatial price equilibrium problem from Tobin [18] which is formulated as a 42-variable complementarity problem. The mapping is not monotone but is close to be monotone. The results are shown in Table 10 . In this example, Algorithms 1 and 2 converged for all initial points chosen in our experiment. Note that the mapping of Example 6 is similar to the form (34) used in the experiments of Section 4, and hence, the mapping is sparse. For the example, Algorithm 1 converged mush faster than Algorithm 2. Example 7 This example is a traffic assignment problem. This is a 40-variable complementarity problem which is Example 6.2 in Aashtiani [1] . The results are shown in Table  11 . The mapping is monotone but not strongly monotone. For this example, Algorithm 1 converged slowly and could not attain the strict convergence criterion CC= 10-5 . On the other hand, Algorithm 2 failed because the linear subproblem became unsolvable after 2 or 3 iterations. with a sufficiently large positive number R, and apply the methods of Fukushima [7] or Taji et al. [17] directly. Then the subproblem becomes a linear variational inequality problem with a bound constraint, which is in general more difficult to solve than a linear complementarity problem of the proposed algorithms.
Since 
