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Abstract
In this paper, we present a general construction of 3-transposition groups as
automorphism groups of vertex operator algebras. Applying to the moonshine ver-
tex operator algebra, we establish the Conway-Miyamoto correspondences between
Fischer 3-transposition groups Fi23 and Fi22 and c = 25/28 and c = 11/12 Virasoro
vectors of subalgebras of the moonshine vertex operator algebra.
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1 Introduction
The discovery of sporadic finite simple groups is one of the most mysterious steps in the
classification of finite simple groups. The origin of these sporadic groups is still missing
so far. The most natural way to view a group is to realize it as the automorphism group
of some canonical objects. Like the Tits building of a finite simple group of Lie type,
some sporadic finite simple groups can be realized as automorphism groups of certain
structures. For instance, the binary Golay code is the natural object for the Mathieu
groups; the Leech lattice is the one for the Conway groups; and the moonshine vertex
operator algebra is the one for the Monster [FLM88]. There is no doubt that the Golay
code and the Leech lattice are the canonical objects for the Mathieu groups and the
Conway groups. Many important properties about the Mathieu groups and the Conway
groups (such as the orders) can be determined directly by analyzing the corresponding
objects, and we expect a similar story for the Monster. In its relation to the solution of
the moonshine conjecture by Borcherds [B86], the moonshine VOA would be the most
canonical object for the Monster. However, it is not easy to handle the moonshine VOA
directly since it is infinite dimensional and has a very complicated, but beautiful, structure.
The purpose of this paper is to establish non-trivial interconnections between the Fischer
3-transposition groups and certain vertex operator subalgebras of the moonshine vertex
operator algebra and to ensure that vertex operator algebras are really canonical and
natural objects for some of sporadic groups in the Monster family.
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Conway [C85] reconstructed a slightly modified version of the original Griess algebra
[G98a] of dimension 1 + 196883 and described a 2A-involution of the Monster in terms
of the adjoint action of an idempotent called the transposition axis. Namely, given a
2A-involution t of the Monster M, the CM(t)-invariants of the Griess algebra forms a
two dimensional subalgebra spanned by two mutually orthogonal idempotents and the
involution t can be reconstructed by the eigenspace decomposition of the shorter CM(t)-
invariant idempotent. The Conway’s modified Griess algebra is naturally realized as the
weight two subspace of the moonshine VOA V ♮ [FLM88]. Miyamoto [Mi96] showed that
the Conway’s axis corresponds to a c = 1/2 Virasoro vector, called an Ising vector, of V ♮
and he defined to each Ising vector an involution of V ♮ based on the fusion rules of the
Virasoro VOA, which may be viewed as a converse of the Conway’s axis in a sense, and it
turns out that there exists a one-to-one correspondence between the 2A-elements of the
Monster and the Ising vectors of the moonshine VOA (cf. [C85, Mi96, Ma01, H10]).
For a non-negative integer n, let
cn = 1− 6
(n+ 2)(n+ 3)
be the central charge of the unitary series of the Virasoro algebra. If a VOA V contains
a simple c = cn Virasoro vector e, then the linear map τe = (−1)4(n+2)(n+3)o(e) is well-
defined, where o(e) = e(1) is the zero-mode of e, and gives rise to an automorphism of
V called the Miyamoto involution associated to e (cf. [Mi96]). The case c1 = 1/2 in V
♮
produces a 2A-element of Conway’s axis. Similarly, one can define another Miyamoto
involution σe on a certain sub VOA of V using a similar method. (See Theorem 2.4 for
detail.) When τe is trivial and σe is well-defined on the whole space V , such a Virasoro
vector e is called of σ-type on V .
One can use Virasoro vectors other than Ising vectors to define 2A-elements of the
Monster. For example, it is shown in [Ma01] that the Miyamoto involutions associated
to c = c2 Virasoro vectors of the moonshine VOA also produce 2A-involutions of the
Monster. However, based on Conway’s observation on axial vectors, the nature of the 2A-
involutions of the Monster is canonically attached to the Ising vectors of the moonshine
VOA. Motivated by works of Conway [C85] and Miyamoto [Mi96], we introduce the notion
of the Conway-Miyamoto correspondence as follows. Let V be a VOA, G a subgroup of
Aut(V ) and I a conjugacy class of involutions of G. We define the Conway-Miyamoto
correspondence between involutions I of G and c = cn Virasoro vectors of V by the
following conditions:
(1) For each t ∈ I, there exists a unique c = cn Virasoro vector in V CG(t).
(2) If the unique Virasoro vector et is not of σ-type on V , then τet = t on V .
(3) If et is of σ-type on V , then σet = t on V .
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The unique c = cn Virasoro vector et of V
CG(t) is called the axial vector associated to
t ∈ I. Note that the condition (1) is imposed independently of the condition (2). Namely,
the axial vector et is uniquely determined by the action of the centralizer CG(t) and its
central charge. Since σget = gσetg
−1 if et is of σ-type on V and τget = gτetg
−1 otherwise
for g ∈ G, the type of Miyamoto involutions of the axial vectors is uniquely chosen by
the class I. We say the Conway-Miyamoto correspondence is bijective if for each t ∈ I
the axial vector et is the unique c = cn Virasoro vector producing t via the Miyamoto
involution of specified type.
The most prominent example of Conway-Miyamoto correspondences is given by the
2A-involutions of the Monster and the Ising vectors of the moonshine VOA. The Conway-
Miyamoto correspondence between the 2A-elements of the Baby Monster and c = c2
Virasoro vectors of σ-type of the Baby Monster VOA is established in [HLY12a] and that
between the 2C-elements of the largest Fischer 3-transposition group and the c = c4 Vira-
soro vectors of σ-type of the Fischer VOA in [HLY12b]. Both of the Baby Monster VOA
and the Fischer VOA are commutant subalgebras of the moonshine VOA and these corre-
spondences are derived from the Monster. Once a Conway-Miyamoto correspondence has
been established, we can internally describe the corresponding automorphism group based
on the VOA structure and study the group as an intrinsic symmetry of the correspond-
ing VOA. In [LM06, LYY07, LYY05, S07], subalgebras generated by two Ising vectors
of the moonshine VOA are studied and these subalgebras are used to study McKay’s E8
observation of the Monster. Similarly, McKay’s E7 and E6 observations are studied using
the Baby Monster VOA and the Fischer VOA based on the Conway-Miyamoto corre-
spondences in [HLY12a, HLY12b]. The other successful examples of Conway-Miyamoto
correspondences are provided by VOAs related to Matsuo algebras and associated 3-
transposition groups [Ma05, HRS15, LY14, R15], where the structures of Fischer spaces
are directly encoded into Matsuo algebras which appear as Griess algebras of VOAs. For
those VOAs related to (indecomposable) Matsuo algebras it is shown in [Ma05] that the
Conway-Miyamoto correspondences are always bijective. As examples, there exist bijec-
tive Conway-Miyamoto correspondences between transvections (2E-elements in [ATLAS])
of O+10(2) and Ising vectors of V
+√
2E8
(cf. [G98a, Ma05, LSY07]), and between reflections
of Ω−8 (3).2 and c = c3 Virasoro vectors of σ-type of V
〈µ〉
K12
(cf. [LY14]), where K12 is the
Coxeter-Todd lattice of rank 12.
In this paper, we will establish the Conway-Miyamoto correspondences for the sec-
ond and the third largest Fischer 3-transposition groups. According to the classification
of center-free 3-transposition groups in [As97, CH95, Fi71], there are three Fischer 3-
transposition groups Fi24, Fi23 and Fi22. Fi24 is the largest one and the remaining two
groups are inductively obtained as the centralizers of a Fischer transposition. We will
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show that Fischer transpositions of Fi23 and Fi22 correspond to c = c5 and c = c6 Vira-
soro vectors of certain sub VOAs of the moonshine VOA.
To this end, we will consider dihedral subalgebras and their commutant subalgebras in
a general VOAs satisfying mild conditions. A subalgebra generated by two Ising vectors
is called a dihedral subalgebra. Griess algebras of dihedral subalgebras of OZ-type are
classified in [S07] and it turns out that all of them are realizable inside the moonshine
VOA (cf. [LM06, LYY07, LYY05]). We will make use of the dihedral subalgebras of 2A,
3A and 6A-types, which are simply called the 2A, 3A and 6A-algebras, respectively. In
[HLY12b], the W3-algebra at c = 4/5 is used to define the Fischer VOA as the commutant
sub VOA of the moonshine VOA. The W3-algebra at c = 4/5 is a subalgebra of the 3A-
algebra and in this paper we will consider the commutant sub VOA of the 3A-algebra.
We will show in Corollary 3.7 in a general fashion that there exists a natural action of
a 3-transposition group on the commutant of the 3A-algebra. Our construction of 3-
transposition groups is not covered by the method developed in [Ma05]. Although we will
consider a commutant subalgebra, it is worthy to mention that our 3-transposition group
is indeed a subgroup of the automorphism group of the whole VOA. As an application, we
will obtain a realization of Fi23 as an automorphism group of the moonshine VOA. Our
construction naturally reflects a subgroup structure of the Monster. Inside the Monster,
Fi24 is not a subgroup but its extension 3.Fi24 is a subgroup, therefore in [HLY12b] we
have to use σ-involutions which are defined locally on the commutant subalgebra to realize
Fi24. In this article, we will consider a series of subalgebras called the (2A,3A)-generated
subalgebras and consider their commutant subalgebras inductively. Our argument works
in a general setting and is compatible with inductive structures of 3-transposition groups;
thereby applying to the moonshine VOA, we will obtain a series of sub VOAs affording
the actions of the Fischer 3-transposition groups. Finally, we will establish the Conway-
Miyamoto correspondences for Fi23 and Fi22 using our construction. In principle, we
can continue our argument to the next case Fi21 ∼= PSU6(2) where transpositions of Fi21
are described by c = c7 Virasoro vectors. However, by a technical reason, we cannot
determine the Griess algebra and its invariant subalgebra of the centralizer (cf. Remark
5.16). The Griess algebra corresponding to Fi21 is rather small and the Conway-Miyamoto
correspondence seems to terminate at Fi22 in this series.
The organization of this article is as follows. In Section 2, we recall some basic
properties about Virasoro VOAs [FZ92, W93] and the dihedral algebras constructed in
[LYY07, LYY05]. In Section 3, we give a construction of 3-transposition groups using
the 3A-algebra. We first fix a pair of Ising vectors a, b ∈ V such that a and b generate a
3A-algebra in V and then consider the set of Ising vectors Ia,b of V such that 〈a, x〉 and
〈b, x〉 are isomorphic to the 2A-algebra for all x ∈ Ia,b. We will show that the Miyamoto
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involutions associated to Ising vectors of I generate a 3-transposition group in Aut(V ).
In Section 4, we will determine all possible structures of the sub VOA generated by a,
b, x, y for any x, y ∈ Ia,b and then introduce the (2A,3A)-generated subalgebras X [i] for
i ≥ 0. The commutant subalgebras of X [i] are used to study inductive 3-transposition
subgroups. In Section 5, we will apply our results to the moonshine VOA and Fischer
3-transposition groups Fi23 and Fi22. The Conway-Miyamoto correspondence between
the 2A-involutions of Fi23 and c = c5 Virasoro vectors of ComV ♮X
[0] and that between
the 2A-involutions of Fi22 and c = c6 Virasoro vectors of σ-type of ComV ♮X
[1] will be
established. In the appendix, we will give explicit constructions of the VOAs mentioned
in Section 4.
The authors used computer algebra systems Risa/Asir for the calculations in Griess
algebras and GAP 4.7.4 for Linux for the character calculations of finite groups.
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Notation and terminology. In this paper, vertex operator algebras (VOAs) are de-
fined over the complex number field C. A VOA V is called of OZ-type if it has the
L(0)-grading V = ⊕n≥0Vn such that V0 = C1 and V1 = 0. In this case, V is equipped
with a unique invariant bilinear form such that (1|1) = 1. A real form VR of V is called
compact if the associated bilinear form is positive definite. We will mainly consider a VOA
of OZ-type having a compact real form. For a subset A of V , the subalgebra generated by
A is denoted by 〈A〉. For a ∈ Vn we define wt(a) = n. We write Y (a, z) =
∑
n∈Z a(n)z
−n−1
for a ∈ V and define its zero-mode by o(a) := a(wt(a)−1) if a is homogeneous and extend
linearly. The weight two subspace V2 carries a structure of a commutative algebra defined
by the product o(a)b = a(1)b for a, b ∈ V2. This algebra is called the Griess algebra of V .
A Virasoro vector is a ∈ V2 such that a(1)a = 2a. The subalgebra 〈a〉 is isomorphic to a
Virasoro VOA with central charge 2(a|a). If two Virasoro vectors a and b are orthogonal,
we will denote their sum by a ∔ b. We denote by L(c, h) the irreducible highest weight
module over the Virasoro algebra with central charge c and highest weight h. A simple
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c = ce Virasoro vector e ∈ V is is a Virasoro vector such that 〈e〉 ∼= L(ce, 0). If e is taken
from a compact real form of V then e is always simple. A Virasoro vector ω is called
the conformal vector of V if each graded subspace Vn agrees with KerV (o(ω) − n) and
satisfies ω(0)a = a(−2)1 for all a ∈ V . The half of the conformal vector gives the unit of
the Griess algebra and hence uniquely determined. We write ω(n+1) = L(n) for n ∈ Z.
A Virasoro vector e of V is called characteristic if it is fixed by Aut(V ). Clearly the
conformal vector is characteristic in V . A sub VOA (W, e) of V is a pair of a subalgebra
W of V together with a Virasoro vector e in W such that e is the conformal vector of W .
We often omit e and simply denote by W . The commutant subalgebra of (W, e) in V is
defined by ComVW := KerV e(0) (cf. [FZ92]). A sub VOA W of V is called full if V and
W shares the same conformal vector. For a subgroup G of Aut(V ), we denote the set of
G-invariants by V G.
2 The dihedral subalgebras
First we recall some basic properties about Virasoro VOAs [FZ92, W93] and the dihedral
algebras constructed in [LYY07, LYY05].
2.1 Virasoro vertex operator algebras
Let
cn := 1− 6
(n+ 2)(n+ 3)
, n = 1, 2, 3, . . . ,
h
(n)
r,s :=
{r(n+ 3)− s(n + 2)}2 − 1
4(n+ 2)(n+ 3)
, 1 ≤ r ≤ n+ 1, 1 ≤ s ≤ n + 2.
(2.1)
It is shown in [W93] that L(cn, 0) is rational and L(cn, h
(n)
r,s ), 1 ≤ s ≤ r ≤ n+1, are all the
irreducible L(cn, 0)-modules (see also [DMZ94]). This is the so-called unitary series of the
Virasoro VOAs. Note that h
(n)
r,s = h
(n)
n+2−r,n+3−s. The fusion rules among L(cn, 0)-modules
are computed in [W93] and given by
L
(
cn, h
(n)
r1,s1
)
⊠L
(
cn, h
(n)
r2,s2
)
=
∑
1≤i≤M
1≤j≤N
L(cn, h
(n)
|r1−r2|+2i−1,|s1−s2|+2j−1), (2.2)
where M = min{r1, r2, n+2−r1, n+2−r2} and N = min{s1, s2, n+3−s1, n+3−s2}.
Definition 2.1. A Virasoro vector e with central charge c is called simple if 〈e〉 ∼= L(c, 0).
A simple c = 1/2 Virasoro vector is called an Ising vector.
The fusion rules among L(cm, 0)-modules have a canonical Z2-symmetry which gives
rise to an involutive automorphism of a VOA.
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Theorem 2.2 ([Mi96]). Let V be a VOA and e ∈ V a simple Virasoro vector with central
charge cn. Denote by Ve[h
(n)
r,s ] the sum of irreducible 〈e〉 ∼= L(cn, 0)-submodules isomorphic
to L(cn, h
(n)
r,s ), 1 ≤ s ≤ r ≤ n+ 1. Then the linear map
τe := (−1)4(n+2)(n+3)o(e) =

(−1)
r+1 on Ve[h
(n)
r,s ] if n is even,
(−1)s+1 on Ve[h(n)r,s ] if n is odd,
defines an automorphism of V .
The automorphism τe is called the Miyamoto involution associated to e.
Definition 2.3. Let e be a simple c = cn Virasoro vector of V . Set
Pn :=

{h
(n)
1,s | 1 ≤ s ≤ n+ 2} if n is even,
{h(n)r,1 | 1 ≤ r ≤ n + 1} if n is odd.
It follows from the fusion rules in (2.3) that the subspace
Ve[Pn] =
⊕
h∈Pn
Ve[h]
forms a subalgebra of V . We say that e is of σ-type on V if V = Ve[Pn].
Theorem 2.4 ([Mi96]). The linear map
σe :=

(−1)
s+1 on Ve[h
(n)
1,s ] if n is even,
(−1)r+1 on Ve[h(n)r,1 ] if n is odd,
defines an element of Aut(Ve[Pn]).
The automorphism σe is called the Miyamoto involution of σ-type or simply the σ-
involution. Suppose e is an Ising vector, i.e., simple c = 1/2 Virasoro vector. Then we
have
τe =
{
1 on Ve[0]⊕ Ve[1/2],
−1 on Ve[1/16].
(2.3)
If e is of σ-type on V , the linear map σe is defined by
σe :=
{
1 on Ve[0],
−1 on Ve[1/2].
(2.4)
Alternatively, one can define σe = (−1)2o(e). By the definition of Miyamoto involutions
we have the following conjugation.
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Proposition 2.5. Let e be a simple c = cn Virasoro vector of V . For g ∈ Aut(V ) we
have τge = gτeg
−1. If e is of σ-type on V , then σge = gσeg−1.
For an Ising vector e and v ∈ V2, one has v + τev ∈ V 〈τe〉 and hence σe(v + τev) is a
well-defined element in V2. Then the following holds (cf. Eq. (2.2) of [S07]):
e(1)v = 8(e | v)e+ 5
32
v +
3
32
τev − 1
8
σe(v + τev). (2.5)
If τev = v then we also have the following.
σev = v + 32(e | v)e− 4e(1)v. (2.6)
These relations will be used in Section 3.
In [LYY07, LYY05] subalgebras generated by two Ising vectors are constructed using
the E8-lattice and such subalgebras are classified in [S07] at the level of Griess algebras.
Theorem 2.6 ([S07]). Let V be a VOA of OZ-type with compact real form VR and let
e and f be distinct Ising vectors of VR. Then the Griess algebra of the subalgebra 〈e, f〉
is isomorphic to one of the eight algebras called 2A, 3A, 4A, 5A, 6A, 4B, 2B and 3C-
type constructed in [LYY07, LYY05]. The inner product and the dimension of the Griess
algebra are as follows1.
Type 1A 2A 3A 4A 5A 6A 4B 2B 3C
210(e | f) 28 25 13 8 6 5 4 0 4
dim〈e, f〉2 1 3 4 5 6 8 5 2 3
# of Ising vectors 1 3 3 4 5 7 4 2 3
We call 〈e, f〉 the dihedral subalgebra and we denote the dihedral subalgebra of type
nX by UnX. As a by-product of the classification of dihedral subalgebras, the following
6-transposition property was established in [S07].
Theorem 2.7 ([S07]). Let V be a VOA of OZ-type with compact real form VR and let e
and f be distinct Ising vectors of VR. Then
(1) If 〈e, f〉 is 2A or 2B-type then |τeτf | divides 2.
(2) If 〈e, f〉 is 3A or 3C-type then |τeτf | = 3.
(3) If 〈e, f〉 is 4A or 4B-type then |τeτf | = 2 or 4.
(4) If 〈e, f〉 is 5A-type then |τeτf | = 5.
(5) If 〈e, f〉 is 6A-type then |τeτf | = 3 or 6.
(6) τef = f if and only if 〈e, f〉 is either 2A or 2B-type.
(7) τef = τfe if and only if 〈e, f〉 is either 3A or 3C-type.
In particular, the order of τeτf is bounded by 6.
1Here we include the case e = f which is called the 1A-type.
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The next lemma also follows from the classification of the dihedral algebras.
Lemma 2.8. Let a1, a2, b1, b2 be Ising vectors and set U1 = 〈a1, b1〉 and U2 = 〈a2, b2〉. If
U1 is a proper subalgebra of U2 then the types of (U1, U2) are either (2A, 4B), (2A, 6A),
(2B, 4A) or (3A, 6A).
In the rest of this section, we will summarize some properties of the dihedral subal-
gebras of 2A, 3A and 6A-types which will be used in the later sections. See [LYY05] for
details.
2.2 2A-algebra
It follows from Theorem 2.6 that 〈a, b〉 is of 2A-type if and only if (a | b) = 2−5. Let
U2A = 〈a, b〉 be the 2A-algebra. Then a and b are of σ-type on 〈a, b〉 and satisfies σab = σba.
Set a ◦ b := σab = σba. It follows from (2.6) that
a ◦ b = a+ b− 4a(1)b. (2.7)
Theorem 2.9. Let U2A = 〈a, b〉 be the 2A-algebra.
(1) There are exactly three Ising vectors in of U2A, namely, a, b and a ◦ b.
(2) The Griess algebra of U2A is 3-dimensional spanned by these three Ising vectors.
(3) (a | b) = (a | a ◦ b) = (b | a ◦ b) = 2−5.
(4) Aut(U2A) = 〈σa, σb〉 ∼= S3.
(5) Suppose U2A = 〈a, b〉 is a subalgebra of a VOA V . Then τa◦b = τaτb = τbτa on V .
We will call the set of Ising vectors {a, b, a ◦ b} of 〈a, b〉 a 2A-triple. The subalgebra
generated by three Ising vectors of σ-type was classified in [Ma05] and the following “No
2A-tetrahedron lemma” holds (cf. Proposition 1 of [Ma05]2).
Lemma 2.10. Let a, b, c be Ising vectors such that (a | b) = (a | c) = (b | c) = 2−5 and
c /∈ 〈a, b〉. Then we have (a ◦ b | c) = (a | b ◦ c) = (b | a ◦ c) = 0.
2.3 3A-algebra
It follows from Theorem 2.6 that 〈a, b〉 is of 3A-type if and only if (a | b) = 13 · 2−10. Let
U3A = 〈a, b〉 be the 3A-algebra. Then τab = τba holds. Set c = τab and define
u = ua,b =
26
135
(
2a+ 2b+ c− 16a(1)b
)
. (2.8)
Then u is a c = 4/5 Virasoro vector in U3A.
2Proposition 3.3.8 of arXiv:math/0311400.
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Theorem 2.11. Let U3A = 〈a, b〉 be the 3A-algebra.
(1) There are exactly three Ising vectors in U3A, namely, a, b and c.
(2) Aut(U3A) = 〈τa, τb〉 ∼= S3.
(3) The Griess algebra of U3A is 4-dimensional and spanned by u, a, b and c.
(4) The c = 4/5 Virasoro vector u is characteristic in U3A.
(5) The multiplications and inner products of the Griess algebra are as follows.
a(1)b = −135
210
u+
1
23
a+
1
23
b+
1
24
c, a(1)u =
5
24
u+
4
32
a− 2
32
b− 2
32
c,
(a | b) = (a | c) = (b | c) = 13
210
, (a | u) = (b | u) = (c | u) = 1
24
.
(6) There is a unique characteristic c = 6/7 Virasoro vector in 〈a, b〉, which is given by
v = − 5
14
u+
16
21
(a+ b+ c).
Moreover, u and v are mutually orthogonal and u+ v is the conformal vector of 〈a, b〉.
We call the set of Ising vectors in U3A a 3A-triple. We will need the following relations
later.
Lemma 2.12. In the 3A-algebra, the following holds.
σau = − 1
22
u+
2
32
a+
8
32
(b+ c), σa(b+ c) =
135
27
u− 3
24
a+
1
22
(b+ c).
2.4 6A-algebra
It follows from Theorem 2.6 that 〈a, b〉 is of 6A-type if and only if (a | b) = 5 · 2−10. Let
U6A = 〈a, b〉 be the 6A-algebra. There are 7 Ising vectors in the 6A-algebra. Namely, a,
b, τab, τba, τaτba, τbτab and
x = a ◦ τbτab = b ◦ τaτba = τba ◦ τab. (2.9)
The Ising vector x is of σ-type and defines a σ-involution on 〈a, b〉. Inside the 6A-algebra,
there are two 3A-subalgebras and the 3-sets {a, τba, τaτba} and {b, τab, τbτab} form the
3A-triples with the same characteristic c = 4/5 Virasoro vector ua,τba = ub,τab. The
automorphism τaτb acts as a 3-cycle on each of the 3A-triples and has order 3 on 〈a, b〉.
Theorem 2.13. Let U6A = 〈a, b〉 be the 6A-algebra.
(1) The set of Ising vectors of U6A is given by {x, a, b, τab, τba, τaτba, τbτab}.
(2) x is the unique characteristic σ-type Ising vector in U6A and σx is central in Aut(U6A).
(3) {x, a, τbτab}, {x, b, τaτba} and {x, τba, τab} form 2A-triples in 〈a, b〉.
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(4) 〈a, τba, τaτba〉 and 〈b, τab, τbτab〉 are isomorphic to the 3A-algebra with the same char-
acteristic c = 4/5 Virasoro vector u = ua,τba = ub,τab.
(5) The Griess algebra of U6A is 8-dimensional with a basis {u, x, a, b, τab, τba, τaτba, τbτab}.
(6) Aut(U6A) = 〈τaσx, τb〉 is isomorphic to the dihedral group of order 12.
(7) Set ρ = τaτbσx and e
i = ρia. Then {a, b, τab, τba, τaτba, τbτab} = {ei | 0 ≤ i ≤ 5} and
the multiplications and inner products of the Griess algebra are as follows.
u(1)x = 0, u(1)e
i = −135
210
u+
4
32
ei − 2
32
(ei+2 + ei+4), (u | x) = 0, (u | ei) = 1
24
,
x(1)e
i =
1
4
x+ ei − ei+3, e0(1)e1 =
45
210
u+
1
25
(x+ e0 + e1 − e2 − e3 − e4 − e5) ,
(x | ei) = 1
25
, (ei | ei+1) = 5
210
, (ei | ei+2) = 13
210
, (ei | ei+3) = 1
25
.
(8) The commutant of 〈a, τba〉 in 〈a, b〉 is generated by a c = 25/28 Virasoro vector
f = −15
56
u+
1
2
x− 2
21
(a+ τba+ τaτba) +
2
3
(b+ τab+ τbτab).
Therefore, 〈a, b〉 has a unitary Virasoro frame isomorphic to L(4/5, 0)⊗L(6/7, 0)⊗L(25/28, 0).
The characteristic Ising vector x is called central since σx is central in the automor-
phism group of the 6A-algebra. We collect some technical relations needed in the later
arguments.
Lemma 2.14. Let 〈a, b〉 be the 6A-algebra and let u be the characteristic c = 4/5 Virasoro
vector and x the central Ising vector. Then one has
a(1)(τba)(1)x = − 45
210
u+
1
27
(7x+ 11a+ b+ 5τba− 7τbτab+ 3τaτba− τab) ,
σa(b+ τab) = −45
27
ua,b − 1
22
x+
1
24
a+
1
22
τbτab+ b+ τab+
1
22
(τba+ τaτba).
Remark 2.15. In some situation, it is useful to display the relations above using another
labeling. We rename the Ising vectors so that a and b generate a 3A-algebra and x is the
central Ising vector in a 6A-algebra. Let c = τab = τba. Then {a, b, c} forms a 3A-triple
and {a ◦ x, b ◦ x, c ◦ x} gives another 3A-triple. Lemma 2.14 can be rewritten as follows.
a(1)b(1)x = − 45
210
ua,b +
1
27
(7x+ 11a+ 5b+ 3c− 7a ◦ x− b ◦ x+ c ◦ x) ,
σa(b ◦ x+ c ◦ x) = −45
27
u− 1
22
x+
1
24
a+
1
22
a ◦ x+ 1
22
(b+ c) + b ◦ x+ c ◦ x.
(2.10)
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3 3-transposition property
Suppose that V has a grading V =
⊕
n≥0 Vn with V0 = C1 and V1 = 0. We also assume
that V has a compact real form VR and all Ising vectors are taken from it.
Lemma 3.1. Let e be an Ising vector and v ∈ V2. Then τev ∈ 〈e, v〉. If v ∈ V 〈τe〉, then
σev ∈ 〈e, v〉.
Proof: We have the eigenspace decomposition
V2 = Ce⊕ (V2)e[0]⊕ (V2)e[1/2]⊕ (V2)e[1/16].
Decompose v = λe + v0 + v1/2 + v1/16 with λ ∈ C and vh ∈ (V2)e[h]. Then we have
16e(1)v = 32λe+ 8v1/2 + v1/16 and 256e(1)e(1)v = 1024λe+ 64v1/2 + v1/16.
It follows that all of v0, v1/2, v1/16 are in Span{v, e, e(1)v, e(1)e(1)v}. Therefore, τev =
v − 2v1/16 ∈ 〈e, v〉. If v ∈ V 〈τe〉 then it follows from (2.6) that σev ∈ 〈e, v〉.
Lemma 3.2. Let a, b, x be Ising vectors of VR such that τab = τba and 〈a, x〉 ∼= 〈b, x〉 ∼=
U2A. Then 〈a, b〉 ∼= U3A, 〈a, b, x〉 ∼= U6A and x is the central Ising vector of 〈a, b, x〉.
Proof: Since a, b ∈ V 〈τx〉, x is of σ-type on 〈a, b, x〉 and one has τa◦x = τaτx. We will
show that 〈a ◦ x, b〉 = 〈a, b, x〉. By Lemma 3.1, 〈a ◦ x, b〉 ⊂ 〈a, b, x〉. Since τxb = b, we
have τa◦xb = τaτxb = τab. By our assumption, we have τab = τba. Then τa◦xb = τaτxb =
τab = τba and a = τbτa◦xb ∈ 〈a ◦ x, b〉 by Lemma 3.1. Since a ◦ (a ◦ x) = x, we also have
x = a+a◦x−4a(1)(a◦x) ∈ 〈a◦x, b〉. Therefore, a, b, x ∈ 〈a◦x, b〉 and 〈a, b, x〉 = 〈a◦x, b〉.
By (7) of Theorem 2.7, the assumption τab = τba implies 〈a, b〉 is isomorphic to either U3A
or U3C. Since 〈a, b〉 ⊂ 〈a ◦ x, b〉, the possible types of 〈a, b〉 and 〈a ◦ x, b〉 are only U3A
and U6A, respectively, by Lemma 2.8. As is of σ-type on 〈a, b, x〉 ∼= U6A, x is the unique
central Ising vector in 〈a, b, x〉. This completes the proof.
Lemma 3.3. Let a, b, x be Ising vectors of VR and such that 〈a, x〉 ∼= 〈b, x〉 ∼= U2A and
〈a, b〉 ∼= U6A. Let z be the central Ising vector of 〈a, b〉. Then τx = τz on VR.
Proof: Suppose τx 6= τz on VR. Let a′ = τbτab. Then a, a′ and z = a◦a′ form a 2A-triple
by (3) of Theorem 2.13. By Proposition 2.5 and (5) of Theorem 2.9, we have
τz = τaτa′ = τaττbτab = (τaτb)
3.
Since 〈a, x〉 and 〈b, x〉 are of 2A-type, we have [τx, τa] = [τx, τb] = 1. Then τx commutes
with τz = (τaτb)
3 and τa′ = τaτz. Therefore, G = 〈τa, τa′ , τx〉 ⊂ Aut(VR) is an abelian
subgroup. The order of τaτb is either 3 or 6 on VR. Since
(τa◦xτb)3 = (τxτaτb)3 = τ 3x(τaτb)
3 = τxτz 6= 1,
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the order of τa◦xτb is 6 by the 6-transposition property and we have 〈a ◦ x, b〉 ∼= U6A
by Theorem 2.7. It follows from (3) of Theorem 2.13 that a ◦ x and τbτa◦xb generates a
2A-subalgebra in 〈a ◦ x, b〉. On the other hand, by (5) of Theorem 2.9 we have τbτa◦xb =
τbτaτxb = τbτab = a
′. Therefore (a ◦ x | a′) = (a ◦ x | τbτa◦xb) = 2−5. Since a and b
are fixed by τx, z = a ◦ a′ is also fixed by τx. Clearly a and a′ are fixed by 〈τa, τa′〉
and hence a, a′, z ∈ V G
R
. Similarly, x is fixed by 〈τa, τb〉 so that x is fixed by τa and
τa′ = ττbτab = τbτaτbτaτb. Therefore, all of a, a
′, z and x belong to V G
R
and of σ-type on
it. We have (a′ | x) = (τbτab | x) = (b | τaτbx) = (b | x) = 2−5 and (z | x) = (a ◦ a′ | x) =
(σa′a | x) = (a | σa′x) = (a | σxa′) = (σxa | a′) = (a ◦ x | a′) = 2−5. Therefore, we have
(a | a′) = (a | z) = (a | x) = (a′ | z) = (a′ | x) = (z | x) = 2−5. Namely, a, a′, x and z form a
2A-tetrahedron in V G
R
which contradicts Lemma 2.10. Thus τx = τz.
Lemma 3.4. Let a, b, x, y be Ising vectors of V such that 〈a, x〉 ∼= 〈b, x〉 ∼= 〈a, y〉 ∼= 〈b, y〉 ∼=
U2A and 〈x, y〉 ∼= U6A. Then τa = τb.
Proof: Let z be the central Ising vector of 〈x, y〉. Applying Lemma 3.3 to x, y, a, we
obtain τa = τz, and applying Lemma 3.3 to x, y, b, we obtain τb = τz. Thus τa = τb.
Let E be the set of Ising vectors of VR. Suppose there is a pair a, b ∈ E such that
〈a, b〉 ∼= U3A. Then we set
Ia,b := {x ∈ E | 〈a, x〉 ∼= 〈b, x〉 ∼= U2A}. (3.1)
We will show that a 3-transposition group arises from Ia,b.
Theorem 3.5. Let a, b ∈ VR be Ising vectors such that 〈a, b〉 ∼= U3A. Define Ia,b as in
(3.1). Then for any x, y ∈ Ia,b, 〈x, y〉 ∼= U1A, U2A, U2B or U3A. Moreover, if 〈x, y〉 ∼= U2B,
then 〈a ◦ x, y〉 ∼= U2A.
Proof: Let x, y ∈ Ia,b. We eliminate the possibility of the type of 〈x, y〉 other than 1A,
2A, 2B and 3A. By our choice, τx and τy are commutative with τa and τb.
(i) Case 6A: Since τaτb is non-trivial on 〈a, b〉 ∼= U3A, it is also non-trivial on V . If
〈x, y〉 ∼= U6A, then τa = τb by Lemma 3.4 and we have a contradiction.
(ii) Case 5A: Suppose 〈x, y〉 ∼= U5A. Then τxτy has an order 5. Since τa is non-trivial,
τaτxτy = τa◦xτy has order 10 and we have a contradiction by the 6-transposition property
in Theorem 2.7.
(iii) Cases 4A and 4B: Suppose 〈x, y〉 ∼= U4A or U4B. Then τxτy has order 2 or 4 by
Theorem 2.7. By (5) of Theorem 2.9, we have
τa◦xτb◦y = τaτxτbτy = τaτbτxτy.
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If τxτy has order 4, then τa◦xτb◦y has order 12, which contradicts the 6-transposition
property in Theorem 2.7. If τxτy has order 2, then τa◦xτb◦y has order 6 and the sub VOA
generated by a ◦ x and b ◦ y is isomorphic to the 6A-algebra. Since τa◦xτb◦y has order 3
on 〈a ◦ x, b ◦ y〉, (τa◦xτb◦y)3 = τxτy acts trivially on 〈a ◦ x, b ◦ y〉. Thus τxτy fixes both a ◦ x
and b ◦ y. Since τy fixes b ◦ y, so does τx and hence τb◦y fixes x. Then τy fixes x since
τb◦y = τyτb and τb fixes x. This contradicts (6) of Theorem 2.7. Hence, 〈x, y〉 cannot be
the 4A nor the 4B-algebra.
(iv) Case 3C: That 〈x, y〉 ∼= U3C is impossible by Lemma 3.2 since 〈x, y〉 ⊂ 〈a, x, y〉 ∼= U6A.
Thus, 〈x, y〉 is isomorphic to one of U1A, U2A, U2B or U3A. Finally, suppose 〈x, y〉 ∼=
U2B. Then x(1)y = 0 and (x | y) = 0. It follows from a ◦ x = a+ x− 4a(1)x that
(a ◦ x | y) = (a | y) + (x | y)− 4(a(1)x | y) = (a | y)− 4(a | x(1)y) = 2−5 − 4(a | 0) = 2−5
and hence 〈a ◦ x, y〉 is isomorphic to U2A. This completes the proof.
Remark 3.6. Note that 〈a, b, x, y〉 = 〈a, b, a ◦ x, y〉. Therefore, when we consider the the
subalgebra 〈a, b, x, y〉, we obtain the same subalgebra in the 2A-case and in the 2B-case
in Theorem 3.5.
As a corollary, we have
Corollary 3.7. For x, y ∈ Ia,b, one has |τxτy| ≤ 3. Therefore, G = 〈τx | x ∈ Ia,b〉 forms
a 3-transposition subgroup in the stabilizer {g ∈ Aut(VR) | ga = a, gb = b} of 〈a, b〉.
4 The subalgebra 〈a, b, x, y〉
Let V be an OZ-type VOA with a compact real form VR, and let E be the set of Ising
vectors in VR. Suppose we have a pair a, b ∈ E such that (a | b) = 13 · 2−10 and consider
the subset Ia,b defined as in (3.1). Let x and y be distinct Ising vectors in Ia,b. In this
section, we will study the subalgebra 〈a, b, x, y〉.
Lemma 4.1. Let a, x, y be Ising vectors such that (a | x) = (a | y) = 2−5.
(1) If 〈x, y〉 is the 2A-algebra then (a | x(1)y) = 2−6.
(2) If 〈x, y〉 is the 3A-algebra then (a | x(1)y) = 5 · 2−9.
Proof: (1): Suppose 〈x, y〉 is the 2A-algebra. Then x(1)y = 1
4
(x+ y−x◦ y). By Lemma
2.10, one has (a | x ◦ y) = 0. Therefore
(a | x(1)y) = 1
4
(a | x+ y − x ◦ y) = 1
4
· 2 · 2−5 = 2−6.
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(2): Suppose 〈x, y〉 is the 3A-algebra. Then 〈a, x, y〉 is the 6A-algebra with the central
Ising vector a by Lemma 3.2. By (5) of Theorem 2.11, we have
(a | x(1)y) = −135
210
(a | ux,y) + 1
24
(a | 2x+ 2y + τxy) = 1
24
(2 + 2 + 1) · 2−5 = 5 · 2−9.
Thus we have the lemma.
Lemma 4.2. Let a, b, x, y be Ising vectors such that (a | b) = 13 · 2−10 and (a | x) =
(a | y) = (b | x) = (b | y) = 2−5. Then
(x | a(1)b(1)y) = 2−7
(
7(x | y)− 7(x | a ◦ y)− (x | b ◦ y) + (x | τab ◦ y) + 19 · 2−5
)
.
Proof: It follows from Lemma 3.2 that 〈a, b, y〉 is the 6A-algebra with the central Ising
vector y. The equality then follows from Lemma 2.14. (See also Eq. (2.10).)
Proposition 4.3. Let a, b, x, y be Ising vectors such that 〈a, b〉 is the 3A-algebra and
(a | x) = (a | y) = (b | x) = (b | y) = 2−5.
(1) If 〈x, y〉 is the 2A-algebra then (a ◦ x | b ◦ y) = 5 · 2−10.
(2) If 〈x, y〉 is the 3A-algebra then (a ◦ x | b ◦ y) = 13 · 2−10.
Proof: By definition, we have a ◦ x = a + x − 4a(1)x and b ◦ y = b + y − 4b(1)y. So by
Lemma 4.1, one has
(a ◦ x | b ◦ y) = (a+ x− 4a(1)x | b+ y − 4b(1)y)
= (a | b)︸ ︷︷ ︸
=13·2−10
+ (a | y)︸ ︷︷ ︸
=2−5
−4 (a(1)b | y)︸ ︷︷ ︸
=5·2−9
+ (x | b)︸ ︷︷ ︸
=2−5
+(x | y)− 4(x(1)y | b)
− 4 (x | a(1)b)︸ ︷︷ ︸
=5·2−9
−4(a | x(1)y) + 16(x | a(1)b(1)y)
= (x | y)− 4(a | x(1)y)− 4(b | x(1)y) + 16(x | a(1)b(1)y)− 3 · 2−10.
(1): If 〈x, y〉 is the 2A-algebra, then (x | y) = 2−5 and (a | x(1)y) = (b | x(1)y) = 2−6 by
Lemma 4.1. Therefore
(a ◦ x | b ◦ y) = 16(x | a(1)b(1)y)− 99 · 2−10.
In this case, (x | a ◦ y) = 0 by Lemma 2.10 and τa acts trivially on 〈x, y〉. Thus τa(b ◦ y) =
τab ◦ τay = τab ◦ y and (x | τab ◦ y) = (x | τa(b ◦ y)) = (τax | b ◦ y) = (x | b ◦ y). Then by
Lemma 4.2, one has
(x | a(1)b(1)y) = 2−7
(
7 · 2−5 + 19 · 2−5) = 13 · 2−11.
Therefore,
(a ◦ x | b ◦ y) = 16 · 13 · 2−11 − 99 · 2−10 = 5 · 2−10.
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(2): If 〈x, y〉 is the 3A-algebra then (x | y) = 13 · 2−10 and (a | x(1)y) = (b | x(1)y) = 5 · 2−9
by Lemma 4.1. Therefore
(a ◦ x | b ◦ y) = 16(x | a(1)b(1)y)− 35 · 2−9.
In this case, 〈x, a ◦ y〉, 〈x, b ◦ y〉 and 〈x, τab ◦ y〉 are all isomorphic to the 6A-algebra by
Lemma 3.2. Thus (x | a ◦ y) = (x | b ◦ y) = (x | τab ◦ y) = 5 · 2−10. Then by Lemma 4.2,
one has
(x | a(1)b(1)y) = 2−7
(
7 · 13 · 2−10 − 7 · 5 · 2−10 + 19 · 2−5) = 83 · 2−14.
Therefore,
(a ◦ x | b ◦ y) = 16 · 83 · 2−14 − 35 · 2−9 = 13 · 2−10.
This completes the proof.
The following lemma is a slight modification of Lemma 3 of [Ma05] and is useful in
determining the conformal vector of a sub VOA.
Lemma 4.4. Let VR be a compact VOA of OZ-type and let A be a set of Virasoro vectors
of VR such that the linear span of A forms a subalgebra of the Griess algebra. Then the
subalgebra 〈A〉 generated by A has a conformal vector and forms a sub VOA of VR. The
conformal vector η of 〈A〉 belongs to the linear span of A and uniquely determined by the
condition (η | a) = (a | a) for all a ∈ A.
Proof: First, we prove that 〈A〉 has the conformal vector inside RA, the linear span of
A. Let ω be the conformal vector of VR and let B be the orthogonal complement of RA in
(VR)2. Let ω = η + ξ be the orthogonal decomposition with respect to (VR)2 = RA ⊥ B.
For any a ∈ A, one has
(a(1)B |RA) = (B | a(1)RA) ⊂ (B |RA) = 0.
Therefore (RA)(1)B ⊂ B. Then
2η = ω(1)η = (η + ξ)(1)η = η(1)η + η(1)ξ
and we obtain η(1)ξ = 2η − η(1)η ∈ B ∩ RA = 0. Thus η(1)η = 2η and η(1)ξ = 0. This
implies ξ(1)ξ = (ω − η)(1)ξ = 2ξ and hence η and ξ are Virasoro vectors of VR by Lemma
5.1 of [Mi96]. Since a Virasoro vector η satisfies η(0)η = η(−2)1, we have
ξ(0)η = (ω − η)(0)η = ω(0)η − η(0)η = η(−2)1− η(−2)1 = 0
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and thus η and ξ are mutually orthogonal by Theorem 5.1 of [FZ92]. We will show
that η is the conformal vector of 〈A〉. For this, it suffices to show that η(1)a = 2a and
η(0)a = a(−2)1 for a ∈ A since η(0) is a derivation on VR. Let a ∈ A. Then
2a = ω(1)a = (η + ξ)(1)a = η(1)a+ ξ(1)a
and we have ξ(1)a = 2a− η(1)a ∈ B ∩ RA = 0. Therefore η(1)a = 2a and ξ(1)a = 0. Next
we will prove η(0)a = a(−2)1. Since ξ(2)a ∈ (VR)1 = 0, we have
(ξ(0)a | ξ(0)a) = (a | ξ(2)ξ(0)a) = (a | [ξ(2), ξ(0)]a) = (a | 2ξ(1)a) = 0
and ξ(0)a = 0 by the positive definiteness of VR. Then η(0)a = (ω−ξ)(0)a = ω(0)a−ξ(0)a =
ω(0)a = a(−2)1. Therefore, η is the conformal vector of 〈A〉.
Finally, we will show that η ∈ RA is uniquely determined by the condition (η | a) =
(a | a) for all a ∈ A. Since η(1)a = a(1)a = 2a, one has
2(a | a) = (η(1)a | a) = (η | a(1)a) = 2(η | a)
and the conformal vector η ∈ RA satisfies the condition. Let a1, . . . , an ∈ A be a linear
basis of RA and write η = c1a1 + · · · cnan with c1, . . . , cn ∈ R. Then the Gram matrix[
(ai | aj)
]
1≤i,j≤n is non-singular and the condition (η | ai) = (ai | ai) uniquely determines
the coefficients ci ∈ R. Therefore, the conformal vector of 〈A〉 is determined by the
condition η ∈ RA and (η | a) = (a | a) for all a ∈ A.
Remark 4.5. From the proof of Lemma 4.4, one sees that 〈A〉 ⊂ ComVR〈ξ〉 = KerVR ξ(0)
(cf. Theorem 5.1 of [FZ92]). It is shown in Proposition 4 of [Ma05] that RA = 〈A〉∩ (VR)2
if RA = (VR)2 ∩KerV ξ(1).
4.1 The case 〈x, y〉 ∼= U2A
In this subsection, we determine the Griess algebra of 〈a, b, x, y〉 when 〈x, y〉 is the 2A-
algebra.
Theorem 4.6. Let a, b, x, y be Ising vectors such that 〈a, b〉 is isomorphic to the 3A-
algebra, 〈x, y〉 is isomorphic to the 2A-algebra and (a | x) = (a | y) = (b | x) = (b | y) = 2−5.
Then the Griess subalgebra of 〈a, b, x, y〉 generated by a, b, x, y is 13-dimensional with a
basis
A = {u = ua,b, a, b, c = τab, a ◦ x, b ◦ x, c ◦ x, a ◦ y, b ◦ y, c ◦ y, x, y, z = x ◦ y}.
The conformal vector of 〈a, b, x, y〉 is
η =
1
6
u+
16
27
(a+ b+ c+ a ◦ x+ b ◦ x+ c ◦ x+ a ◦ y + b ◦ y + c ◦ y) + 4
9
(x+ y + z)
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and has 52/15. The VOA 〈a, b, x, y〉 has a full sub VOA isomorphic to
L(c3, 0)⊗L(c4, 0)⊗L(c5, 0)⊗L(c6, 0) = L(4/5, 0)⊗L(6/7, 0)⊗L(25/28, 0)⊗L(11/12, 0).
Proof: Set c = τab = τba and z = x ◦ y. We have seen in Lemma 3.2 that both 〈a, b ◦x〉
and 〈a, b ◦ y〉 are isomorphic to the 6A-algebra and
〈a, b ◦ x〉2 = Span{ua,b, x, a, b, c, a ◦ x, b ◦ x, c ◦ x},
〈a, b ◦ y〉2 = Span{ua,b, y, a, b, c, a ◦ y, b ◦ y, c ◦ y}.
We have ua,b = ua◦x,b◦x in 〈a, b ◦ x〉 and ua,b = ua◦y,b◦y in 〈a, b ◦ y〉. Therefore
u = ua,b = ua◦x,b◦x = ua◦y,b◦y.
It follows from Lemma 2.10 that (a | x◦ y) = (x | a◦ y) = (y | a◦x) = 0 so that σa(x◦ y) =
x ◦ y and
(a ◦ x) ◦ (a ◦ y) = (σax) ◦ (σay) = σa(x ◦ y) = x ◦ y.
Therefore, the 3-set {a◦x, a◦y, x◦y} forms a 2A-triple. Similarly, the 3-sets {b◦x, b◦y, x◦y}
and {c ◦ x, c ◦ y, x ◦ y} also form 2A-triples. By (1) of Proposition 4.3, the Griess algebra
of the subalgebra 〈a ◦ x, b ◦ y〉 is isomorphic to the 6A-algebra with a basis
a ◦ x, b ◦ y, τa◦x(b ◦ y) = c ◦ y, τb◦y(a ◦ x) = c ◦ x, τc◦x(b ◦ y) = a ◦ y,
τc◦y(a ◦ x) = b ◦ x, (a ◦ x) ◦ (a ◦ y) = x ◦ y = z, ua◦x,b◦x = ua◦y,b◦y = ua,b.
Therefore, the linear span of A forms a subalgebra in the Griess algebra. The determinant
of the Gram matrix of A is 325 · 115/281 · 5 so that this matrix is non-singular. Thus A is
a basis of the Griess subalgebra generated by a, b, x and y.
One can directly verify that the vector η satisfies (η | t) = (t | t) for all t ∈ A. There-
fore, η is the conformal vector of 〈a, b, x, y〉 by Lemma 4.4. The central charge of η is
2(η | η) = 52/15. We know that the subalgebra 〈a, b, x〉 is isomorphic to the 6A-algebra
and has a Virasoro frame L(4/5, 0)⊗L(6/7, 0)⊗L(25/28, 0) (see (8) of Theorem 2.13). By a
direct computation, one finds that the commutant subalgebra of 〈a, b, x〉 in 〈a, b, x, y〉 is
generated by the following c = 11/12 Virasoro vector:
f = − 5
24
u− 2
27
(a+b+c+a◦x+b◦x+c◦x)+16
27
(a◦y+b◦y+c◦y)− 1
18
x+
4
9
(y+z). (4.1)
Therefore, 〈a, b, x, y〉 has a unitary Virasoro frame isomorphic to
L(c3, 0)⊗L(c4, 0)⊗L(c5, 0)⊗L(c6, 0) = L(4/5, 0)⊗L(6/7, 0)⊗L(25/28, 0)⊗L(11/12, 0).
This completes the proof.
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4.2 The case 〈x, y〉 ∼= U3A
Suppose 〈a, b〉 and 〈x, y〉 are the 3A-algebras and (a | x) = (a | y) = (b | x) = (b | y) = 2−5.
Let c = τab = τba and z = τxy = τyx. We also recall from (2.8) that ua,b and ux,y denote the
characteristic c = 4/5 Virasoro vectors in the 3A-algebras 〈a, b〉 and 〈x, y〉, respectively.
Since all of 〈a, b, x〉, 〈a, b, y〉, 〈a, b, z〉, 〈a, x, y〉, 〈b, x, y〉 and 〈c, x, y〉 are isomorphic to the
6A-algebra by Lemma 3.2 and U6A has the unique characteristic c = 4/5 Virasoro vector,
we have
ua,b = ua◦x,b◦x = ua◦y,b◦y = ua◦z,b◦z, ux,y = ua◦x,a◦y = ub◦x,b◦y = uc◦x,c◦y. (4.2)
Consider the subalgebra generated by a◦x, a◦y and b◦x. Since τa◦x = τaτx, τa◦y = τaτy
and τb◦x = τbτx by (5) of Theorem 2.11, we have τa◦xτa◦y = τxτy and τa◦xτb◦x = τaτb and
obtain the following conjugacy.
a ◦ x τxτy−−−→ a ◦ y τxτy−−−→ a ◦ z
τaτb
−→ τaτb
−→ τaτb
−→
b ◦ x τxτy−−−→ b ◦ y τxτy−−−→ b ◦ z
τaτb
−→ τaτb
−→ τaτb
−→
c ◦ x τxτy−−−→ c ◦ y τxτy−−−→ c ◦ z
(4.3)
Set H = 〈τa◦x, τa◦y, τb◦x〉. Then H ∼= 32:2 acts transitively on the the set of 9 Ising Ising
vectors in (4.3). By (2) of Proposition 4.3, we see that (a ◦ x | b ◦ y) = 13 · 2−10 and hence
〈a◦x, b◦y〉 is also a 3A-algebra. We have τa◦x(b◦y) = τab◦τxy = c◦z and {a◦y, b◦x, c◦z}
forms the 3A-triple of 〈a ◦ y, b ◦ x〉. Similarly, by using the conjugacy relations we can
verify that each pair of Ising vectors in (4.3) generate a 3A-algebra and we obtain the
following four H-orbits of 3A-triples:
L1 = {{a ◦ x, b ◦ x, c ◦ x}, {a ◦ y, b ◦ y, c ◦ y}, {a ◦ z, b ◦ z, c ◦ z}},
L2 = {{a ◦ x, a ◦ y, a ◦ z}, {b ◦ x, b ◦ y, b ◦ z}, {c ◦ x, c ◦ y, c ◦ z}},
L3 = {{a ◦ x, b ◦ y, c ◦ z}, {a ◦ y, b ◦ z, c ◦ x}, {a ◦ z, b ◦ x, c ◦ y}},
L4 = {{a ◦ x, b ◦ z, c ◦ y}, {a ◦ y, b ◦ x, c ◦ z}, {a ◦ z, b ◦ y, c ◦ x}}.
(4.4)
The configuration of 9 points given by Ising vectors in (4.3) together with the lines given
by 3-sets forming 3A-triples is isomorphic to the affine plane of order 3 and each H-orbit
Li in (4.4) is the set of parallel lines. By (4.2), all 3A-triples in L1 define the same
characteristic c = 4/5 Virasoro vector. The sub VOA generated by such 9 Ising vectors
is determined in [LSu].
Lemma 4.7 (Lemma 4.22 and Proposition 4.24 of [LSu]). For 1 ≤ i ≤ 4, all 3A-triples
in Li define the same characteristic c = 4/5 Virasoro vector ui. Moreover, the c = 4/5
Virasoro vectors ui, 1 ≤ i ≤ 4, are mutually orthogonal.
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As a consequence, we have
ua◦x,b◦y = ua◦y,b◦z = ua◦z,b◦x, and ua◦x,b◦z = ua◦y,b◦x = ua◦z,b◦y. (4.5)
It follows from the relations above that the linear span of the Ising vectors in (4.3) together
with the c = 4/5 Virasoro vectors u1 = ua,b, u
2 = ux,y, u
3 = ua◦x,b◦y and u4 = ua◦x,b◦z
forms a subalgebra in the Griess algebra. The products and inner products of this Griess
subalgebra is described by using the 3A-algebras along with the incidence structure of the
affine plane of order 3. More precisely, the subalgebra generated by Ising vectors in (4.3)
is described as follows.
Theorem 4.8 (Lemma 3.8 of [HLY12b] and Theorem 4.25 of [LSu]). The sub VOA
generated by 9 Ising vectors in (4.3) is isomorphic the ternary code VOA MC constructed
in [KMY00]. It is actually generated by 3 Ising vectors a◦x, a◦y and b◦x and its Griess
algebra is 12-dimensional spanned by 9 Ising vectors in (4.3) and 4 mutually orthogonal
c = 4/5 Virasoro vectors ua,b, ux,y, ua◦x,b◦y and ua◦x,b◦z with one linear relation
ua,b + ux,y + ua◦x,b◦y + ua◦x,b◦z
=
32
45
(a ◦ x+ b ◦ x++c ◦ x+ a ◦ y + b ◦ y + c ◦ y + a ◦ z + b ◦ z + c ◦ z).
Moreover, ω = ua,b+ ux,y + ua◦x,b◦y + ua◦x,b◦z gives the conformal vector of the subalgebra.
Set
A = {ua,b, ux,y, ua◦x,b◦y, ua◦x,b◦z, a, b, c = τab, x, y, z = τxy,
a ◦ x, a ◦ y, a ◦ z, b ◦ x, b ◦ y, c ◦ z, c ◦ x, c ◦ y, c ◦ z}. (4.6)
In the rest of this subsection, we will prove that the linear span of A forms a subalgebra
in the Griess algebra. By Lemma 3.2, the following subalgebras are isomorphic to the
Griess algebra of the 6A-algebra:
〈a, b, x〉2 = Span{ua,b, x, a, b, c, a ◦ x, b ◦ x, c ◦ x},
〈a, b, y〉2 = Span{ua,b, y, a, b, c, a ◦ y, b ◦ y, c ◦ y},
〈a, b, z〉2 = Span{ua,b, z, a, b, c, a ◦ z, b ◦ z, c ◦ z},
〈a, x, y〉2 = Span{ux,y, a, x, y, z, a ◦ x, a ◦ y, a ◦ z},
〈b, x, y〉2 = Span{ux,y, b, x, y, z, b ◦ x, b ◦ y, b ◦ z},
〈c, x, y〉2 = Span{ux,y, c, x, y, z, c ◦ x, c ◦ y, c ◦ z}.
(4.7)
Therefore, it is enough to show that the products of a, b, c, x, y, z and ua◦x,b◦y, ua◦x,b◦z lie in
the linear span of A and determine the inner products among them. Set G = 〈τa, τb, τx, τy〉.
Then the sets of 3A-triples L1 and L2 in (4.4) are G-stable, whereas L3 and L4 are H-
stable but not G-stable. We have the following conjugacy.
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Lemma 4.9. For e ∈ {a, b, c, x, y, z}, we have τeua◦x,b◦y = ua◦x,b◦z.
Proof: Let e ∈ {a, b, c, x, y, z}. Then we have τeL3 = L4 and the conjugacy τeua◦x,b◦y =
ua◦x,b◦z of the characteristic c = 4/5 Virasoro vectors follows from that of the correspond-
ing 3A-triples.
Lemma 4.10. Let e ∈ {x, y, z, a, b, c}. Then
(e | ua◦x,b◦y) = (e | ua◦x,b◦z) = 1
80
.
Proof: Recall that
ua◦x,b◦y =
26
135
(
2a ◦ x+ 2b ◦ y + c ◦ z − 16(a ◦ x)(1)(b ◦ y)
)
.
First we have(
a | (a ◦ x)(1)(b ◦ y)
)
=
(
a(1)(a ◦ x) | b ◦ y
)
=
1
4
(a+ a ◦ x− x | b ◦ y)
=
1
4
(
5
210
+
13
210
− 5
210
)
=
13
212
.
Hence,
(a | ua◦x,b◦y) = 2
6
135
(
2 · 1
25
+ 2 · 5
210
+
5
210
− 16 · 13
212
)
=
1
80
.
The other cases can be proved similarly.
Let us compute e(1)u for e ∈ {a, b, c, x, y, z} and u ∈ {ua◦x,b◦y, ua◦x,b◦z}. Recall that
a ◦ x = 2−2(a + x − a(1)x) in (2.7). For simplicity, we regard a ◦ x as a bilinear product
and define a ◦ (x+ y + z) = a ◦ x+ a ◦ y + a ◦ z.
Lemma 4.11. Let u = ua◦x,b◦y or ua◦x,b◦z. Then we have
σe(u+ τeu) = −1
2
ua,b − ux,y + 4
15
e− 8
45
e ◦ (x+ y + z)
− 16
45
(a+ b+ c) +
8
15
(x+ y + z) +
32
45
(a+ b+ c) ◦ (x+ y + z)
if e ∈ {a, b, c}, and
σe(u+ τeu) = −ua,b − 1
2
ux,y +
4
15
e− 8
15
(a+ b+ c) ◦ e
+
8
15
(a + b+ c)− 16
45
(x+ y + z) +
32
45
(a+ b+ c) ◦ (x+ y + z)
if e ∈ {x, y, z}.
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Proof: We only compute the case e = x. The case e = a is similar. By (2.8), we have
ua◦x,b◦y =
26
135
(
2a ◦ x+ 2b ◦ y + c ◦ z − 16(a ◦ x)(1)(b ◦ y)
)
,
ua◦x,b◦z =
26
135
(
2a ◦ x+ 2b ◦ z + c ◦ y − 16(a ◦ x)(1)(b ◦ z)
)
.
Since σx(a ◦ x) = a and u+ τxu = ua◦x,b◦y + ua◦x,b◦z, we have
σx(u+ τxu) = σx(ua◦x,b◦y + ua◦x,b◦z)
=
26
135
σx
(
4a ◦ x+ 2b ◦ y + 2b ◦ z + c ◦ y + c ◦ z − 16(a ◦ x)(1)(b ◦ y + b ◦ z)
)
=
26
135
(
4a+ 2σx(b ◦ y + b ◦ z) + σx(c ◦ y + c ◦ z)− 16a(1)σx(b ◦ y + b ◦ z)
)
.
(4.8)
By Lemma 2.14 (cf. Eq. (2.10)), we have
σx(b ◦ y + b ◦ z) = −45
27
ux,y − 1
22
b+
1
24
x+
1
22
b ◦ x+ 1
22
(y + z) + b ◦ y + b ◦ z,
σx(c ◦ y + c ◦ z) = −45
27
ux,y − 1
22
c+
1
24
x+
1
22
c ◦ x+ 1
22
(y + z) + c ◦ y + c ◦ z.
(4.9)
By using the Griess algebras of 〈a, b ◦ y〉 and 〈a, b ◦ z〉 (cf. (7) of Theorem 2.13), we have
a(1) σx(b ◦ y + b ◦ z)
= a(1)
(
−45
27
ux,y − 1
22
b+
1
24
x+
1
22
b ◦ x+ 1
22
(y + z) + b ◦ y + b ◦ z
)
= −45
27
a(1)ux,y − 1
22
(
−135
210
ua,b +
1
24
(2a+ 2b+ c)
)
+
1
24
· 1
4
(a + x− a ◦ x)
+
1
22
(
45
210
ua,b +
1
25
(x+ a+ b ◦ x− b− c− a ◦ x− c ◦ x)
)
+
1
22
(
1
4
(a+ y − a ◦ y) + 1
4
(a+ z − a ◦ z)
)
+
45
210
ua,b +
1
25
(y + a + b ◦ y − b− c− a ◦ y − c ◦ y)
+
45
210
ua,b +
1
25
(z + a+ b ◦ z − b− c− a ◦ z − c ◦ z) .
(4.10)
Note that a(1)ux,y = 0 in the 6A-algebra 〈a, x, y〉 and thus by plugging (4.9) and (4.10)
into (4.8), we have
σx(u+ τxu) =
8
15
(a + b+ c)− 4
45
x− 16
45
(y + z) +
8
45
(a ◦ x+ b ◦ x+ c ◦ x)
+
32
45
(a ◦ y + b ◦ y + c ◦ y + a ◦ z + b ◦ z + c ◦ z)− ua,b − 1
2
ux,y
as desired.
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Lemma 4.12. Let u = ua◦x,b◦y or ua◦x,b◦z. Then we have
e(1)u =
1
16
ua,b +
1
8
ux,y +
5
32
u+
3
32
τeu+
1
15
e+
1
15
e ◦ (x+ y + z)
+
2
45
(a+ b+ c)− 1
15
(x+ y + z)− 4
45
(a+ b+ c) ◦ (x+ y + z)
if e ∈ {a, b, c}, and
e(1)u =
1
8
ua,b +
1
16
ux,y +
5
32
u+
3
32
τeu+
1
15
e+
1
15
(a+ b+ c) ◦ e
− 1
15
(a + b+ c) +
2
45
(x+ y + z)− 4
45
(a+ b+ c) ◦ (x+ y + z)
if e ∈ {x, y, z}.
Proof: Again we only compute the case e = x. By (2.5), we have
x(1)u = 8(x | u)x+ 5
32
u+
3
32
τxu− 1
8
σx(u+ τxu).
Then the lemma immediately follows from Lemmas 4.10 and 4.11.
Recall the set A of Virasoro vectors in (4.6). By Lemma 4.12 and H-invariance of
ua◦x,b◦y and ua◦x,b◦z, the products e(1)u for e ∈ {a, b, c, x, y, z} and u ∈ {ua◦x,b◦y, ua◦x,b◦z}
are completely determined by linear combinations of the Virasoro vectors in A. Therefore,
the linear span of A forms a subalgebra of the Griess algebra of 〈a, b, x, y〉.
Next we determine the conformal vector of 〈a, b, x, y〉.
Proposition 4.13. Set
η =
17
22
(ua,b + ux,y) +
10
11
(ua◦x,b◦y + ua◦x,b◦z) +
16
33
(a+ b+ c + x+ y + z).
Then (η | t) = (t | t) for all t ∈ A and therefore η is the conformal vector of 〈a, b, x, y〉 of
central charge 228/55.
Proof: Since ua,b, ux,y, ua◦x,b◦y, ua◦x,b◦z are mutually orthogonal by Lemma 4.7, it is
straightforward to verify (η | t) = (t | t) for all t ∈ A by using the 6A-algebras given in
(4.7) and Lemma 4.10. By Lemma 4.4, η is the conformal vector of 〈a, b, x, y〉. The central
charge is given by
2(η|η) = 17
22
(η | ua,b + ux,y) + 10
11
(η | ua◦x,b◦y + ua◦x,b◦z) + 16
33
(η | a+ b+ c+ x+ y + z)
= 2 ·
(
17
22
· 2
5
· 2 + 10
11
· 2
5
· 2 + 16
33
· 1
4
· 6
)
=
228
55
as claimed.
Summarizing everything, the structure of the Griess algebra of 〈a, b, x, y〉 is described
as follows.
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Theorem 4.14. Let a, b, x, y be Ising vectors of VR such that 〈a, b〉 and 〈x, y〉 are
isomorphic to the 3A-algebra and (a | x) = (a | y) = (b | x) = (b | y) = 2−5. Then the
Griess subalgebra of 〈a, b, x, y〉 generated by a, b, x and y is 18-dimensional spanned by
A = {ua,b, ux,y, ua◦x,b◦y, ua◦x,b◦z, a, b, c = τab, x, y, z = τxy,
a ◦ x, a ◦ y, a ◦ z, b ◦ x, b ◦ y, c ◦ z, c ◦ x, c ◦ y, c ◦ z}
with one linear relation
ua,b+ux,y+ua◦x,b◦y+ua◦x,b◦z =
32
45
(a◦x+a◦y+a◦ z+ b◦x+ b◦y+ c◦ z, c◦x, c◦y, c◦ z).
The conformal vector of 〈a, b, x, y〉 is
η =
17
22
(ua,b + ux,y) +
10
11
(ua◦x,b◦y + ua◦x,b◦z) +
16
33
(a+ b+ c+ x+ y + z)
and has central charge 228/55. The VOA 〈a, b, x, y〉 has a full sub VOA isomorphic to
L(c3, 0)⊗L(c3, 0)⊗L(c3, 0)⊗L(c3, 0)⊗L(c8, 0) = L(4/5, 0)⊗ 4⊗L(52/55, 0).
Proof: We have already shown that the Griess subalgebra generated by a, b, x, y is
linearly spanned by A. We also know the linear relation in Theorem 4.8. It is straight-
forward to verify that the determinant of the Gram matrix of A \ {ua◦x,b◦z} is equal to
352 · 11 · 136/2138 · 53. Therefore, the linear span of A is 18-dimensional. The conformal
vector of 〈a, b, x, y〉 is given in Proposition 4.13.
The subalgebra 〈a ◦ x, a ◦ y, b ◦ x〉 is isomorphic to the ternary code VOA and has the
Virasoro frame ua,b+ux,y+ua◦x,b◦y+ua◦x,b◦z. That is, 〈a◦x, a◦y, b◦x〉 is a Z3⊕Z3-graded
simple current extension of L(4/5, 0)⊗ 4. Then the element
ξ = η − (ua,b + ux,y + ua◦x,b◦y + ua◦x,b◦z)
=
5
22
(ua,b + ux,y) +
1
11
(ua◦x,b◦y + ua◦x,b◦z) +
16
33
(a+ b+ c+ x+ y + z)
(4.11)
is a Virasoro vector orthogonal to ua,b + ux,y + ua◦x,b◦y + ua◦x,b◦z. The central charge of ξ
is 228/55− 4 · 4/5 = 52/55 = c8. Therefore, 〈a, b, x, y〉 has the full sub VOA
〈a ◦ x, a ◦ y, b ◦ x, ξ〉 ∼= 〈a ◦ x, a ◦ y, b ◦ x〉⊗〈ξ〉
which contains a unitary Virasoro frame L(4/5, 0)⊗ 4⊗L(52/55, 0).
4.3 The (2A,3A)-generated subalgebras
Let a, b be Ising vectors of VR such that (a | b) = 13 · 2−10 and let Ia,b be defined as in
(3.1). We will choose xi ∈ Ia,b and define subalgebras X [i] = 〈X [i−1], xi〉 inductively as
follows.
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Definition 4.15. Set X [0] = 〈a, b〉. Suppose we have chosen x1, . . . , xi ∈ Ia,b and defined
X [i] := 〈a, b, x1, . . . , xi〉 for some i ≥ 0. (4.12)
Then choose xi+1 ∈ Ia,b such that xi+1 6∈ X [i] and (xi+1 | xj) = 2−5 for all 1 ≤ j ≤ i. The
algebra X [i+1] is defined by
X [i+1] := 〈X [i], xi+1〉 = 〈a, b, x1, . . . , xi, xi+1〉.
We will show that the structure of the Griess algebra of X [n] does not depend on the
choices of xi, 1 ≤ i ≤ n, and is uniquely determined up to isomorphism. First, we observe
from [Ma05] that the Griess algebra of 〈x1, . . . , xn〉 is uniquely determined by our choice.
Proposition 4.16 ([Ma05]). Suppose x1, · · · , xn are Ising vectors such that (xi | xj) = 2−5
and xk 6∈ 〈x1, . . . , xk−1〉 for any 1 ≤ i < j ≤ n and 1 < k ≤ n. Then the Griess algebra of
〈x1, . . . , xn〉 has a unique structure with a basis {xi, xj ◦ xk | 1 ≤ i ≤ n, 1 ≤ j < k ≤ n}.
Proof: Let i, j, k be distinct. By Lemma 2.10, we have (xi ◦xj |xk) = 0 and 〈xi ◦xj , xk〉
is the 2B-algebra. Therefore xk(1) (x
i ◦ xj) = 0 and σxk fixes xi ◦ xj . Then by conjugating
{xi, xj , xi ◦ xj} by σxk we see that {xi ◦ xj, xi ◦ xk, xj ◦ xk} forms a 2A-triple. Moreover,
if l is distinct from i, j and k, then
(xi ◦ xj | xk ◦ xl) = (xi + xj − 4xi(1)xj ∣∣ xk ◦ xl) = −4(xi ∣∣∣ xj(1)(xk ◦ xl)) = 0.
Therefore, 〈xi ◦ xj , xk ◦ xl〉 is a 2B-algebra. Hence, the Griess subalgebra generated by
xi, 1 ≤ i ≤ n, is uniquely determined and linearly spanned by Ising vectors xi, 1 ≤ i ≤ n
and xj ◦ xk, 1 ≤ j < k ≤ n. Such Ising vectors can be realized inside V +√
2An
and known
to be linearly independent (cf. [DLMN98, LSY07, Ma01]). This completes the proof.
Remark 4.17. The Griess algebra of 〈x1, . . . , xn〉 coincides with that of MAn in [LSY07]
(cf. Proposition A.3). Set x˜1 = x1 and x˜i = xi ◦ xi−1 for 2 ≤ i ≤ n. It is clear that
〈x1, . . . , xn〉 = 〈x˜1, . . . , x˜n〉. We have (x˜i | x˜j) = 0 if |i− j| > 1 and (x˜k | x˜k+1) = 2−5
for 1 ≤ k < n. Then the associated involutions σx˜1 , . . . , σx˜n acting on the subalgebra
〈x˜1, . . . , x˜n〉 satisfy the Coxeter relation of type An and hence 〈σx˜1, . . . , σx˜n〉 is isomorphic
to the symmetric group Sn+1. If we identify this group as a permutation group of the
(n+ 1)-set {0, 1, 2, . . . , n}, then the involutions σxi and σxj◦xk = σxjσxkσxj correspond to
the transpositions (0 i) and (j k), respectively.
Theorem 4.18. With reference to the above, the Griess algebra generated by Ising vectors
a, b, x1, . . . , xn is uniquely determined and has the following basis:
u = ua,b, a, b, c = τab, x
i, a ◦ xi, b ◦ xi, c ◦ xi, xj ◦ xk, 1 ≤ i ≤ n, 1 ≤ j < k ≤ n.
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The conformal vector of X [n] = 〈a, b, x1, . . . , xn〉 is given by
ωn =
3(3− n)
2(n+ 7)
u+
16
3(n+ 7)
(
a+ b+ c+
n∑
i=1
(a ◦ xi + b ◦ xi + c ◦ xi)
)
+
4
n + 7
(
n∑
i=1
xi +
∑
1≤j<k≤n
xj ◦ xk
) (4.13)
and its central charge is equal to (n+2)(5n+29)/5(n+7). The commutant ComX[n]X
[n−1]
has the c = cn+4 conformal vector
fn = ωn − ωn−1. (4.14)
Therefore, X [n] has a unitary Virasoro frame L(c3, 0)⊗L(c4, 0)⊗· · ·⊗L(cn+4, 0).
Proof: Set c = τab = τba and
A = {ua,b, a, b, c, xi, a ◦ xi, b ◦ xi, c ◦ xi, xj ◦ xk | 1 ≤ i ≤ n, 1 ≤ j < k ≤ n}. (4.15)
It follows from Lemma 3.2 and (1) of Proposition 4.3 that both 〈a, b◦xi〉 and 〈a◦xi, b◦xj〉
are isomorphic to the 6A-algebra. Therefore, we have the following subalgebras in the
Griess algebra:
〈a, b〉2 = Span{ua,b, a, b, c},
〈a, a ◦ xi〉2 = 〈a, xi〉2 = Span{a, a ◦ xi, xi},
〈a, b ◦ xi〉2 = Span{ua,b, xi, a, b, c, a ◦ xi, b ◦ xi, c ◦ xi},
〈a ◦ xi, b ◦ xi〉2 = σxi〈a, b〉2 = Span{ua,b, a ◦ xi, b ◦ xi, c ◦ xi},
〈a ◦ xi, b ◦ xj〉2 = Span{ua,b, xi ◦ xj , a ◦ xi, b ◦ xi, c ◦ xi, a ◦ xj , b ◦ xj , c ◦ xj}.
In particular, the following orthogonality relation holds.
(ua,b | xi) = (ua,b | xi ◦ xj) = 0.
Applying Proposition 4.16 to the subalgebra 〈a, x1, . . . , xn〉, we also have the following
orthogonality.
(a | xj ◦ xk) = (a ◦ xi | xj) = (xi | xj ◦ xk) = (a ◦ xi | xj ◦ xk) = 0.
On X [n], all τxi and τxi◦xj are trivial and we have τe◦xi = τe for e ∈ {a, b, c} by (5) of
Theorem 2.9. Then 〈τa, τb〉 ∼= S3 acts faithfully on each of the 3-sets {a◦xi, b◦xi, c◦xi}, 1 ≤
i ≤ n. The group generated by σxi , 1 ≤ i ≤ n, is isomorphic to Sn+1 and this group acts
transitively on the set of Ising vectors {xi, xj ◦xk | 1 ≤ i ≤ n, 1 ≤ j < k ≤ n} (cf. Remark
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4.17). Set G = 〈τa, τb, σx1 , . . . , σxn〉 ⊂ Aut(X [n]). Then A is G-invariant and the products
and inner products of vectors in A are uniquely determined in the linear span of A.
Therefore, the linear span of A forms a subalgebra in the Griess algebra. That A is
linearly independent will be shown in Appendix A.3 using an explicit construction.
Next we prove that ωn is the conformal vector of X [n]. It is clear that ωn is fixed by
G. By using G-invariance, one can directly verify that ωn satisfies (ωn | t) = (t | t) for all
t ∈ A. Therefore, ωn is the conformal vector of X [n] by Lemma 4.4. The central charge
of ωn is 2(ωn|ωn) = (n+ 2)(5n+ 29)/5(n+ 7). Since X [n−1] is a subalgebra of X [n], both
ωn−1 and fn = ωn − ωn−1 are mutually orthogonal Virasoro vectors of X [n] and fn is the
conformal vector of ComX[n]X
[n−1] by Theorem 5.1 of [FZ92]. The central charge of fn is
2(ωn |ωn)− 2(ωn−1 |ωn−1) = n
2 + 13n+ 36
(n+ 6)(n+ 7)
= cn+4.
Set
va,b = − 5
14
ua,b +
16
21
(a + b+ c). (4.16)
Then va,b is a c = c4 = 6/7 Virasoro vector and the conformal vector ω
0 of X [0] = 〈a, b〉
is an orthogonal sum ω0 = ua,b ∔ va,b by (6) of Theorem 2.11. Therefore, we have the
following orthogonal decompositions:
ωn = ω0 ∔ f 1 ∔ · · ·∔ fn = ua,b ∔ va,b ∔ f 1 ∔ · · ·∔ fn. (4.17)
This shows X [n] has a full sub VOA isomorphic to L(c3, 0)⊗L(c4, 0)⊗· · ·⊗L(cn+4, 0).
This completes the proof.
Set D[0] = {τx ∈ Aut(V ) | x ∈ Ia,b} and inductively we define
D[i] := {τy ∈ D[i−1] | τyτxi = τxiτy} (4.18)
It is clear that 〈D[i]〉 is a subgroup of the centralizer of 〈τa, τb, τx1 , · · · , τxn〉 in Aut(V ).
For inductive arguments in the next section, we will consider the action of 〈D[i]〉 restricted
to a smaller subalgebra.
Lemma 4.19. Each involution in D[n] acts trivially on X [n].
Proof: We prove this by induction on n. By definition, both 〈a, x〉 and 〈b, x〉 are 2A-
algebras for each x ∈ D[0] = Ia,b, and it follows that τx fixes both a and b. Thus D[0] acts
trivially on X [0] = 〈a, b〉. Suppose each involution of D[i] acts on X [i] = 〈a, b, x1, · · · , xi〉
trivially. Let τy ∈ D[i+1]. Then τy ∈ D[i] and τy acts trivially on X [i]. Since τy and τxi+1
commute, it follows from Theorem 2.6 that 〈y, xi+1〉 is a dihedral algebra of type 1A, 2A
or 2B. In each case τy fixes x
i+1. Therefore, τy acts trivially on X
[i+1] = 〈X [i], xi+1〉.
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By this lemma, we have a group homomorphism by restriction.
ϕ[i] : 〈D[i]〉 −→ Aut(ComVX [i])
g 7−→ g|ComV X[i]
(4.19)
Set G[i] := Imϕ[i] ⊂ Aut(ComVX [i]). It follows from Corollary 3.7 that
(
G[i], ϕ[i](D[i])
)
is a 3-transposition group. Since X [n−1] ⊂ X [n] implies ComVX [n−1] ⊃ ComVX [n], we
obtain the following inductive structure:
X [0] ⊂ X [1] ⊂ X [2] ⊂ X [3] ⊂ · · ·    
ComVX
[0] ⊃ ComVX [1] ⊃ ComVX [2] ⊃ ComVX [3] ⊃ · · ·
	 	 	 	
G[0] G[1] G[2] G[3] · · ·
։ ։ ։ ։
〈D[0]〉 ⊃ 〈D[1]〉 ⊃ 〈D[2]〉 ⊃ 〈D[3]〉 ⊃ · · ·
(4.20)
Note that ϕ[n−1](τxn) ∈ G[n−1] is an external automorphism of ComVX [n−1] in the sense
that xn 6∈ ComVX [n−1]. By Theorem 5.2 of [FZ92] and (4.17) we have
ComVX
[n] = ComV 〈ua,b, va,b, f 1, . . . , fn〉.
Since the decomposition in (4.17) is orthogonal, we have fn ∈ ComVX [n−1]. We prove
that ϕ[n−1](τxn) can be described as an internal automorphism defined by fn.
Theorem 4.20. Let X [n] = 〈a, b, x1, . . . , xn〉 be the subalgebra of a VOA V defined by
(4.12) and let ωn = ua,b ∔ va,b ∔ f
1 ∔ · · · ∔ fn be the orthogonal decomposition of the
conformal vector of X [n] as in (4.17).
(1) If n is odd, then τfn = τx1τx2 · · · τxn in Aut(V ) and τfn = ϕ[n−1](τxn) as an automor-
phism of ComVX
[n−1].
(2) If n > 0 is even, then τfn = τfn−1 = τx1τx2 · · · τxn−1 in Aut(V ) and ϕ[n−1](τfn) is
trivial in Aut(ComVX
[n−1]). In this case, fn is of σ-type on ComVX [n−1] and satisfies
σfn = ϕ
[n−1](τxn) as an automorphism of ComVX [n−1].
Proof: By direct computations, we have the following relations in X [n].
a(1)ua,b =
2
3
a+
5
24
ua,b − 7
24
va,b, a(1)va,b =
4
3
a− 5
24
ua,b +
7
24
va,b,
x1(1)va,b =
5
7
x1 +
3
14
va,b − 2
7
f 1, x1(1)f
1 =
9
7
x1 − 3
14
va,b +
2
7
f 1,
(xi ◦ xi+1)(1)f i = i+ 5
i+ 7
xi ◦ xi+1 + i+ 6
4(i+ 7)
f i − i+ 8
4(i+ 7)
f i+1,
(xi ◦ xi+1)(1)f i+1 = i+ 9
i+ 7
xi ◦ xi+1 − i+ 6
4(i+ 7)
f i +
i+ 8
4(i+ 7)
f i+1,
(4.21)
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where 1 ≤ i ≤ n − 1. By these relations, it follows from Proposition 4.2 of [LY16] that
the subalgebras 〈a, ua,b, va,b〉, 〈x1, va,b, f 1〉 and 〈xi ◦xi+1, f i, f i+1〉 are uniquely determined
and isomorphic to A(1/2, c13), A(1/2, c
1
4) and A(1/2, c
1
i+4) in (loc. cit.), respectively. Then by
Theorem 4.6 of [LY16], we have the following relations in Aut(V ).
τua,b = τva,b , τva,bτf1 = τx1 , τf iτf i+1 =
{
τxi◦xi+1 = τxiτxi+1 if i is even,
1 if i is odd.
It is also shown in Remark 2.12 of [HLY12b] that τua,b = τva,b is trivial on V . Therefore,
τf1 = τx1 and by induction we have
τfn =
{
τx1τx2 · · · τxn if n is odd,
τx1τx2 · · · τxn−1 if n > 0 is even.
It is clear that τxi are trivial on the commutant ComVX
[n−1] for 1 ≤ i ≤ n − 1 since
x1, . . . , xn−1 ∈ X [n−1]. Thus as an automorphism of ComVX [n−1] we have
τfn =
{
ϕ[n−1](τx1 · · · τxn) = ϕ[n−1](τxn) if n is odd,
ϕ[n−1](τx1 · · · τxn−1) = 1 if n > 0 is even.
If n > 0 is even, it is shown in Theorem 4.8 of [LY16] that fn is of σ-type on the commutant
ComV 〈fn−1〉 and both σfn and τxn−1◦xn define the same automorphism on ComV 〈fn−1〉.
Since ComVX
[n−1] ⊂ ComV 〈fn−1〉, we have
σfn = ϕ
[n−1](τxn−1◦xn) = ϕ
[n−1](τxn−1τxn) = ϕ
[n−1](τxn)
as an automorphism of ComVX
[n−1]. This completes the proof.
5 Conway-Miyamoto correspondence
In this section, we apply our theorems to the moonshine vertex operator algebra and
establish the Conway-Miyamoto correspondence for the Fischer 3-transposition groups.
Throughout this section, we identify the Monster simple group M with the automor-
phism group of the moonshine VOA V ♮ (cf. [FLM88]). The moonshine VOA V ♮ can be
defined over the real numbers and has a compact real form V ♮
R
as in [FLM88, Mi04]. It is
shown in Proposition 5.2 of [HLY12a] that all Ising vectors in V ♮ are contained in the com-
pact real form V ♮
R
. Therefore, V ♮ has a canonical real form defined as the real subalgebra
generated by Ising vectors, which indeed coincides with V ♮
R
. In the following discussion,
we will consider subalgebras generated by Ising vectors of V ♮ so that all subalgebras have
compact real forms.
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Definition 5.1. Let V be a VOA and G a subgroup of Aut(V ). Let I be a conjugacy class
of involutions of G. We define the Conway-Miyamoto correspondence between involutions
I of G and c = cn Virasoro vectors of V by means of the following conditions:
(1) For each t ∈ I, there exists a unique c = cn Virasoro vector et ∈ V CG(t).
(2) If the unique Virasoro vector et is not of σ-type on V , then τet = t on V .
(3) If et is of σ-type on V then σet = t on V .
The unique c = cn Virasoro vector et of V
CG(t) is called the axial vector associated to t.
We say that the Conway-Miyamoto correspondence between G and V is bijective if the
axial vector et is the unique c = cn Virasoro vector a of V satisfying τa = t (or σa = t in
the case et is of σ-type on V ).
Here are known examples of Conway-Miyamoto correspondences.
Theorem 5.2 ([ATLAS, FLM88, C85, Mi96, Ma01, H10, HLY12a, HLY12b]).
There are Conway-Miyamoto correspondences between the following groups and VOAs.
(1) 2A-elements of the Monster and Ising vectors of V ♮. The correspondence is bijective.
(2) 2A-elements of the Baby Monster and c = c2 Virasoro vectors of σ-type of VB
♮ =
ComV ♮〈e〉, where e is an Ising vector of V ♮. The correspondence is bijective.
(3) 2C-elements of the largest Fischer 3-transposition group and c = c4 Virasoro vectors of
σ-type of VF ♮ = ComV ♮〈ua,b〉, where a, b are Ising vectors of V ♮ such that (a | b) = 13·2−10.
By the bijective correspondence in (1) of Theorem 5.2 and Proposition 2.5, we have
Corollary 5.3. Let e1, . . . , ek be Ising vectors of V ♮. Then the centralizer CM(τe1, · · · , τek)
coincides with the pointwise stabilizer of 〈e1, . . . , ek〉 in M.
Now we fix a pair of Ising vectors a, b in V ♮ such that 〈a, b〉 is isomorphic to the
3A-algebra. Such a pair corresponds to a pair of 2A-involutions τa and τb such that τaτb
is a 3A-element by (1) of Theorem 5.2, and is known to be unique up to conjugation by
M (cf. [ATLAS]).
Let EV ♮ be the set of Ising vectors of V
♮ and Ia,b = {x ∈ EV ♮ | (a | x) = (b | x) = 2−5}
as before. For n = 0, 1, 2, we consider the subalgebra X [n] = 〈a, b, x1, · · · , xn〉 of V ♮
defined as in Sec. 4.3 and study the automorphism group G[n] = 〈ϕ[i](D[i])〉 of ComV ♮X [n]
defined as in (4.18) and (4.19).
Proposition 5.4. Let a, b, x1, x2 ∈ V ♮ be as above.
(1) 〈D[0]〉 = CM(τa, τb) ∼= Fi23 in Aut(V ♮) and G[0] ∼= Fi23 in Aut(ComV ♮X [0]). Moreover,
for any τy ∈ D[0], ϕ[0](τy) defines a 2A-element of Fi23 on Aut(ComV ♮X [0]).
(2) 〈D[1]〉 = CM(τa, τb, τx1) ∼= 2.Fi22 in Aut(V ♮) and G[1] ∼= Fi22 in Aut(ComV ♮X [1]).
Moreover, for any τy ∈ D[1], ϕ[1](τy) defines a 2A-element of Fi22 on Aut(ComV ♮X [1]).
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(3) 〈D[2]〉 = CM(τa, τb, τx1, τx2) ∼= 22.PSU6(2) and G[2] ∼= PSU6(2) in Aut(ComV ♮X [2]).
Moreover, for any τy ∈ D[2], ϕ[2](τy) defines a 2A-element of PSU6(2) on Aut(ComV ♮X [2]).
Proof: First, we observe that 〈D[n]〉 is a normal subgroup of CM(τa, τb, τx1 , . . . , τxn) by
Proposition 2.5.
(1): Since 〈D[0]〉 is a normal subgroup of CM(τa, τb) and CM(τa, τb) ∼= Fi23 is a simple group
by [ATLAS], we have 〈D[0]〉 = CM(τa, τb) ∼= Fi23. By definition, G[0] is a homomorphic
image of 〈D[0]〉 and we have G[0] ∼= Fi23 in Aut(ComV ♮X [0]). By Corollary 3.7, D[0] is the
set of 3-transpositions, and only the 2A-involutions satisfy the 3-transposition property
in Fi23 (cf. [ATLAS, I76]). Therefore, each involution in D
[0] defines a 2A-element of Fi23.
(2): By (1) and Corollary 5.3 we have CM(τa, τb, τx1) ∼= CFi23(2A) ∼= 2.Fi22. Since
〈D[1]〉 is normal in CM(τa, τb, τx1), we have 〈D[1]〉 = CM(τa, τb, τx1) ∼= 2.Fi22 in Aut(V ♮)
where the center is generated by τx1 . Then G
[1] ∼= Fi22 since the center τx1 acts triv-
ially on Aut(ComV ♮X
[1]) by Lemma 4.19. Again it follows from Corollary 3.7 that
〈ϕ[1](D[1])〉 is the set of 3-transpositions in G[1] ∼= Fi22 and only 2A-involutions satisfy
the 3-transposition property in Fi22 (cf. [ATLAS, I76]). Therefore ϕ
[1](τy) defines a 2A-
element of Fi22 on ComV ♮X
[1] for any τy ∈ D[1].
(3): By (2) and Corollary 5.3, we have 〈D[2]〉 = CM(τa, τb, τx1 , τx2) ∼= 22.PSU6(2). Since
the center 〈τx1 , τx2〉 acts trivially on ComV ♮X [2], we have G[2] ∼= PSU6(2) in Aut(ComV ♮X [2]).
Since only 2A-involutions satisfy the 3-transposition property in PSU6(2), ϕ
[2](τy) is a 2A-
element for any τy ∈ D[2]. This completes the proof.
Lemma 5.5. Let ω0, ω1 and ω2 be the conformal vectors of the subalgebras X [0] = 〈a, b〉,
X [1] = 〈a, b, x1〉 and X [2] = 〈a, b, x1, x2〉 of V ♮, respectively, and let f 1 = ω1 − ω0 and
f 2 = ω2−ω1 be the conformal vectors of ComX[1]X [0] and ComX[2]X [1], respectively. Then
f 1 is fixed by CG[0](ϕ
[0](τx1)) and f
2 is fixed by CG[1](ϕ
[1](τx2)).
Proof: It follows from Proposition 5.4 that CG[0](ϕ
[0](τx1)) = ϕ
[0](CM(τa, τb, τx1)) and
CG[1](ϕ
[1](τx2)) = ϕ
[1](CM(τa, τb, τx1, τx2)). Then CM(τa, τb, τx1) fixes f
1 = ω0 − ω1 ∈
〈a, b, x1〉 and CM(τa, τb, τx1, τx2) fixes f 2 = ω1 − ω2 ∈ 〈a, b, x1, x2〉 by Corollary 5.3. Thus
the claim follows.
5.1 Transpositions of Fi23 and c = 25/28 Virasoro vectors
Let a, b be Ising vectors of V ♮ such that 〈a, b〉 is the 3A-algebra. In this subsection, we
consider X [0] = 〈a, b〉 ⊂ V ♮ and its commutant subalgebra ComV ♮〈a, b〉. Let
D[0] = {τx ∈ Aut(V ♮) | x ∈ Ia,b}, G[0] = 〈ϕ[0](D[0])〉 ⊂ Aut(ComV ♮〈a, b〉)
be defined as in (4.18) and (4.19). We have shown in Proposition 5.4 that G[0] ∼= Fi23.
In the following, we will identify Fi23 with G
[0] ⊂ Aut(ComV ♮〈a, b〉). Let x1 ∈ D[0]
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and X [1] = 〈a, b, x1〉. Let f 1 be the conformal vector of ComX[1]X [0]. Then it follows
from Theorem 4.20 and Proposition 5.4 that τf1 = ϕ
[0](τx1) defines a 2A-element of Fi23.
Moreover, it is shown in Lemma 5.5 that f 1 is fixed by the centralizer CFi23(τf1). We will
show that f 1 is the unique CFi23(τf1)-invariant c = c5 Virasoro vector of ComV ♮〈a, b〉.
Recall that the 3A-algebra U3A = 〈a, b〉 has 6 irreducible representations U(h) which
are distinguished by the top weights h ∈ {0, 1/7, 5/7, 2/5, 19/35, 4/35} (cf. [SY03, LLY03]).
We denote by IrrU3A the set of equivalent classes of irreducible U3A-modules. For U(h) ∈
IrrU3A, we set
U(h)c := Hom〈a,b〉(U(h), V
♮).
Then we have the isotypical decomposition
V ♮ =
⊕
U(h)∈ Irr 〈a,b〉
U(h)⊗U(h)c. (5.1)
The commutant ComV ♮〈a, b〉 acts naturally on U(h)c and one can consider (5.1) as the
decomposition as a 〈a, b〉⊗ComV ♮〈a, b〉-module. We denote the top levels of U(h) and
U(h)c by Top U(h) and Top U(h)c, respectively. The top weight and the dimension of
the top level of U(h)c are obtained in [HLY12b].
Lemma 5.6. The top levels of U(h)c are irreducible as G[0] ∼= Fi23-modules and their
characters are as in the following table.
U(h) U(0) U(5/7) U(19/35) U(2/5) U(1/7) U(4/35)
dimTop U(h) 1 3 3 1 1 2
Top weight of U(h)c 0 9/7 51/35 8/5 13/7 66/35
dimTop U(h)c 1 782 3588 5083 25806 60996
Fi23-character χ1 χ2 χ3 χ4 χ5 χ7
Here χi denotes the irreducible characters of Fi23 labeled as in [ATLAS, page 178]. By
abuse of notations, we also use χi to denote the irreducible module affording the character
χi. Then we have the decomposition (ComV ♮〈a, b〉)2 = χ1 + χ6 (= 1 + 30888) as a Fi23-
module.
The centralizer CFi23(τf1) is isomorphic to 2.Fi22 by Proposition 5.4 and we have the
following decomposition (cf. [ATLAS]).
Proposition 5.7. Consider the action of the centralizer CG[0](ϕ
[0](τx1)) ∼= 2.Fi22 on the
Griess algebra of ComV ♮〈a, b〉 and the top levels TopU(h)c of U(h)c in (5.1). As 2.Fi22-
33
modules, we have the following decompositions.
(ComV ♮〈a, b〉)2 = 1 + 1 + 429 + 3080 + 13650 + 13728,
χ1 χ1 χ3 χ7 χ9 χ73
Top U(5/7)c = 1 + 429 + 352,
χ1 χ3 χ66
Top U(19/35)c = 78 + 1430 + 2080,
χ2 χ5 χ68
Top U(2/5)c = 3003 + 2080,
χ6 χ67
Top U(1/7)c = 1001 + 10725 + 352 + 13728,
χ4 χ8 χ66 χ74
Top U(4/35)c = 1430 + 30030 + 2080 + 27456,
χ5 χ10 χ67 χ75
where χi are the irreducible characters of Fi22 and 2.Fi22 labeled as in [ATLAS, pages
156–157].
By Lemma 5.5 and Proposition 5.7, the Griess algebra of the CFi23(τf1)-invariants
of ComV ♮〈a, b〉 is 2-dimensional spanned by the c = 782/35 conformal vector and the
c = 25/28 Virasoro vector f 1 ∈ ComX[1]X [0]. Therefore, f 1 is the axial vector of the
2A-element τf1 of Fi23 and we have established the Conway-Miyamoto correspondence for
Fi23.
Theorem 5.8. Let EV ♮ be the set of Ising vectors of V
♮ and let a, b ∈ EV ♮ be a pair such
that (a | b) = 13 · 2−10. Then there exists a Conway-Miyamoto correspondence between
2A-elements of Fi23 and c = 25/28 Virasoro vectors of ComV ♮〈a, b〉. More precisely, set
Ia,b = {x ∈ EV ♮ | (a | x) = (b | x) = 2−5}. Then the following hold.
(1) CM(τa, τb) = 〈τx | x ∈ Ia,b〉 ∼= Fi23 acts faithfully on ComV ♮〈a, b〉.
(2) There is a one to one correspondence between Ia,b and 2A-involutions of Fi23 via the
Miyamoto involution x 7−→ τx|Com
V ♮
〈a,b〉.
(3) Given a 2A-involution t of Fi23, there exists a unique CFi23(t)-invariant c = 25/28
Virasoro vector f of ComV ♮〈a, b〉 such that τf = t. Moreover, τf on V ♮ defines a 2A-
involution of M.
For the inductive argument from G[0] = Fi23 to G
[1] = Fi22, we determine the decom-
position of the Griess algebra of ComV ♮X
[1] as a Fi22-module.
Lemma 5.9. Consider the subalgebras X [0] = 〈a, b〉 ⊂ X [1] = 〈a, b, x1〉 ⊂ V ♮ as above
and let f 1 be the conformal vector of ComX[1]X
[0]. Then the zero-mode o(f 1) acts on the
Griess algebra of V ♮ semisimply with possible eigenvalues
0, 2,
9
7
,
3
4
,
5
14
,
1
28
,
3
28
,
15
28
,
5
32
,
3
224
,
15
224
,
99
224
,
143
224
.
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More precisely, o(f 1) acts semisimply on the Griess algebra of ComV ♮〈a, b〉 and the top
levels TopU(h)c with possible eigenvalues as follows.
(ComV ♮〈a, b〉)2 : 0, 3/4, 5/32, TopU(5/7)c : 9/7, 1/28, 15/224,
TopU(2/5)c : 0, 5/32, TopU(1/7)c : 5/14, 3/28, 143/224, 3/224,
TopU(19/35)c : 5/14, 3/28, 3/224, TopU(4/35)c : 15/28, 1/28, 99/224, 15/224.
Proof: Since the axial vector f 1 is fixed by CFi23(τf1) by Theorem 5.8, its zero-mode
o(f 1) acts as a scalar on each CFi23(τf1)-irreducible component. By (5.1), we have the
following decomposition of the Griess algebra of V ♮.
V ♮2 = 〈a, b〉2 ⊕ (ComV ♮〈a, b〉)2 ⊕
⊕
U(h)∈Irr 〈a,b〉
h>0
Top U(h)⊗Top U(h)c. (5.2)
The 6A-algebra 〈a, b ◦ x1〉 = 〈a, b, x1〉 contains a rational full sub VOA 〈a, b, f 1〉 =
〈a, b〉⊗〈f 1〉 by (8) of Theorem 2.13. As explained in the beginning of this section, all Ising
vectors of V ♮ are contained in the compact real form V ♮
R
of V ♮ so that V ♮ is semisimple as
a 〈a, b, x1〉-module. The classification of irreducible modules over the 6A-algebra is not
completed so far but we can determine their possible structures as 〈a, b〉⊗〈f 1〉-modules
by the fusion rules of U3A-modules (cf. [SY03]) and L(25/28, 0)-modules. An irreducible
U6A-module is isomorphic to one of the following as a U3A⊗L(25/28, 0)-module.
[0, 0]⊕ [1/7, 34/7]⊕ [5/7, 9/7], [0, 5/32]⊕ [1/7, 675/224]⊕ [5/7⊗[99/224],
[1/7, 3/224]⊕ [0, 165/32]⊕ [5/7, 323/224], [19/35, 3/224]⊕ [2/5, 165/32]⊕ [4/35, 323/224],
[1/7, 5/14]⊕ [0, 15/2]⊕ [5/7, 39/14], [19/35, 5/14]⊕ [2/5, 15/2]⊕ [4/35, 39/14],
[2/5, 0]⊕ [19/35, 34/7]⊕ [4/35, 9/7], [4/35, 15/224]⊕ [2/5, 57/32]⊕ [19/35, 143/224],
[4/35, 1/28]⊕ [2/5, 3/4]⊕ [19/35, 45/28], [1/7, 3/28]⊕ [0, 13/4]⊕ [5/7, 15/28],
[0, 3/4]⊕ [5/7, 1/28]⊕ [1/7, 45/28], [1/7, 143/224]⊕ [5/7, 15/224]⊕ [0, 57/32],
[19/35, 3/28]⊕ [4/35, 15/28]⊕ [2/5, 13/4], [2/5, 5/32]⊕ [4/35, 99/224]⊕ [19/35, 675/224],
(5.3)
where [h, k] denotes U(h)⊗L(25/28, k)⊕mk with some multiplicities mk, which are expected
to be 1 in all cases. By considering the decomposition in (5.2) together with the possible
shapes in (5.3), we obtain the list of possible eigenvalues of o(f 1) as in the assertion.
Remark 5.10. The Griess algebras of dihedral subalgebras are classified in [S07] (cf. The-
orem 2.6) but the uniqueness of the VOA structure of the 6A-algebra has not been estab-
lished so far. However, the pair of Ising vectors of V ♮ generating a 6A-algebra is unique
up to conjugation by M (cf. (1) of Theorem 5.2 and [ATLAS]), and therefore inside V ♮ the
structure of a 6A-subalgebra is uniquely determined (cf. [LYY05, LM06]). Indeed, one can
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determine the multiplicities mk by using the so-called Wk-algebras Wk(2(k − 1)/(k + 2))
related to parafermion algebras (cf. [DLY09, LYY05]). Namely, U6A is a simple current
extension of W2(1/2)⊗W3(4/5)⊗W6(5/4) where we know W2(1/2) ∼= L(1/2, 0) and W3(4/5) ∼=
L(4/5, 0) ⊕ L(4/5, 3). The fusion rules of W6(5/4)-modules is isomorphic to that of the
level 2 affine VOA of type A
(1)
5 (cf. [DW16]) and it is possible to determine the precise
multiplicities mk above by using fusion rules and the vacuum characters of irreducible
W6(5/4)-modules as in Appendix B.3 of [LYY05]. However, at this moment we only need
possible eigenvalues of o(f 1) and we do not include them in this paper.
In order to determine the o(f 1)-spectrum of the Griess algebra of V ♮, we need traces
trV ♮2
o(f)i for 1 ≤ i ≤ 5, which can be computed by the Matsuo-Norton trace formulae in
[Ma01].
Lemma 5.11 ([Ma01]). The traces of o(f 1)i, 1 ≤ i ≤ 5, on the Griess algebra are as
follows.
trV ♮2
o(f 1) =
410175
28 ,
trV ♮2
o(f 1)2 =
2411375
784 ,
trV ♮2
o(f 1)3 =
27230625
21952 ,
trV ♮2
o(f 1)4 =
793401325
1229312 ,
trV ♮2
o(f 1)5 =
15221783625
39337984 .
By Lemma 5.11 and possible eigenvalues in Lemma 5.9, we can determine the o(f 1)-
spectrum compatible with the decompositions in Proposition 5.7. The result is as follows.
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Proposition 5.12. The zero-mode o(f 1) acts on the decomposition in (5.2) as follows.
(ComV ♮〈a, b〉)2 = 1 + 1 + 429 + 3080 + 13650 + 13728
o(f 1) : 2 0 3/4 0 0 5/32
τf1 : 1 1 1 1 1 −1
Top U(5/7)c = 1 + 429 + 352
o(f 1) : 9/7 1/28 15/224
τf1 : 1 1 −1
Top U(19/35)c = 78 + 1430 + 2080
o(f 1) : 5/14 3/28 3/224
τf1 : 1 1 −1
Top U(2/5)c = 3003 + 2080
o(f 1) : 0 5/32
τf1 : 1 −1
Top U(1/7)c = 1001 + 10725 + 352 + 13728
o(f 1) : 5/14 3/28 143/224 3/224
τf1 : 1 1 −1 −1
Top U(4/35)c = 1430 + 30030 + 2080 + 27456
o(f 1) : 15/28 1/28 99/224 15/224
τf1 : 1 1 −1 −1
Proof: Since τf1 is the central element in CFi23(τf1)
∼= 2.Fi22, it acts as 1 on the irre-
ducible 2.Fi22-components corresponding to the characters χi with 1 ≤ i ≤ 10 and as −1
on those to χi with i ≥ 66 (cf. [ATLAS]). If τf1 is trivial then the possible eigenvalues of
o(f 1) are 0, 2, 9/7, 3/4, 5/14, 1/28, 3/28, 15/28 and if τf1 is non-trivial then the possible
eigenvalues are 5/32, 3/224, 15/224, 99/224, 143/224 by Lemma 5.9. This information
together with Lemma 5.9 leads to the unique assignment of eigenvalues compatible with
the set of traces in Lemma 5.11 and we obtain the eigenspace decompositions as in the
assertion.
5.2 Transpositions of Fi22 and c = 11/12 Virasoro vectors
Let X [0] = 〈a, b〉 ⊂ X [1] = 〈a, b, x1〉 ⊂ X [2] = 〈a, b, x1, x2〉 ⊂ V ♮ be the subalgebras of
V ♮ defined as in (4.12), and let f 1 and f 2 be the conformal vectors of ComX[1]X
[0] and
ComX[2]X
[1], respectively. Let
D[1] = {τy ∈ D[0] | τyτx1 = τx1τy}, G[1] = 〈ϕ[1](D[1])〉 ⊂ Aut(ComV ♮〈a, b, x1〉)
be defined as in (4.18) and (4.19). We have shown in Proposition 5.4 that G[1] ∼= Fi22. In
the following we will identify Fi22 with G
[1]. Since 〈a, b, f 1〉 ∼= 〈a, b〉⊗〈f 1〉 is a full subalge-
bra of X [1] = 〈a, b, x1〉, the commutant ComV ♮〈a, b, x1〉 coincides with the 0-eigenspace of
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o(f 1) in ComV ♮〈a, b〉. Therefore, by Proposition 5.12, we have the following decomposition
of the Griess algebra of ComV ♮〈a, b, x1〉 as a Fi22-module.
Proposition 5.13. As a G[1] ≃ Fi22-module, the Griess algebra of ComV ♮〈a, b, x1〉 de-
composes as follows.
(ComV ♮〈a, b, x1〉)2 = 1 + 3080 + 13650,
χ1 χ7 χ9
where χ1, χ7 and χ9 are irreducible characters of Fi22 labeled as in [ATLAS, page 156].
It is shown in Proposition 5.4 that ϕ[1](τx2) defines a 2A-element of Fi22 and its cen-
tralizer is CFi22(ϕ
[1](τx2)) ∼= 2.PSU6(2). We have the following decompositions.
Lemma 5.14. As a CFi22(ϕ
[1](τx2)) ∼= 2.PSU6(2)-module, we have
3080 = 1 + 252 + 440 + 1155 + 1232,
χ7 µ1 µ4 µ6 µ11 µ51
13650 = 252 + 1155 + 1155 + 4928 + 6160,
χ9 µ4 µ12 µ13 µ20 µ57
where χi are the irreducible characters of Fi22 as in the previous proposition, and µi are
the irreducible characters of PSU6(2) and 2.PSU6(2) labeled as in [ATLAS, page 116].
It follows from Lemma 5.5, Proposition 5.13 and Lemma 5.14 that the Griess alge-
bra of the CFi22(ϕ
[1](τx2))-invariants of ComV ♮〈a, b, x1〉 is 2-dimensional spanned by the
c = 429/20 conformal vector and the c = 11/12 Virasoro vector f 2 in ComX[2]X
[1]. It
also follows from (2) of Theorem 4.20 that f 2 is of σ-type and satisfies σf2 = ϕ
[1](τx2) on
ComV ♮〈a, b, x1〉. Therefore, we have obtained the Conway-Miyamoto correspondence be-
tween 2A-involutions of Fi22 and c = 11/12 Virasoro vectors of σ-type of ComV ♮〈a, b, x1〉.
Theorem 5.15. Let EV ♮ be the set of Ising vectors of V
♮ and let a, b ∈ EV ♮ be a pair such
that (a | b) = 13 · 2−10. Set Ia,b = {x ∈ EV ♮ | (a | x) = (b | x) = 2−5} and take x1 ∈ Ia,b.
Then there exists a Conway-Miyamoto correspondence between 2A-elements of Fi22 and
c = 11/12 Virasoro vectors of σ-type of ComV ♮〈a, b, x1〉. More precisely, the following
hold.
(1) Set D[1] = {τy | y ∈ Ia,b, τx1τy = τyτx1}. Then 〈D[1]〉 = CM(τa, τb, τx1) ∼= 2.Fi22 acts
on ComV ♮〈a, b, x1〉 with the kernel 〈τx1〉.
(2) Let ϕ[1] : 〈D[1]〉 → Aut(ComV ♮〈a, b, x1〉) be the homomorphism given in (1) and G[1]
the image of ϕ[1]. Then G[1] ∼= Fi22 and ϕ[1](D[1])) is the set of 2A-involutions of Fi22.
(3) Given a 2A-involution t of Fi22, there exists a unique CFi22(t)-invariant c = 11/12
Virasoro vector f of σ-type of ComV ♮〈a, b, x1〉 such that σf = t.
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Remark 5.16. In principle, we can continue to consider the next case X [2] ⊂ X [3] =
〈a, b, x1, x2, x3〉 and study ComV ♮X [2] as a G[2] ∼= PSU6(2)-module. Let f 3 be the c =
c7 = 14/15 Virasoro vector of ComX[3]X
[2]. We know that τf3 = ϕ
[2](τx3) defines a 2A-
element of PSU2(6) on ComV ♮X
[2] by (1) of Theorem 4.20 and Proposition 5.4. In order
to verify the Conway-Miyamoto correspondence for Fi21 = PSU6(2), we have to compute
the CFi21(τf3)-invariants of the Griess algebra of ComV ♮X
[2]. However, the Griess algebra
of ComV ♮X
[1] splits into many pieces as in Lemma 5.14 and its 0-eigenspace of o(f 2)
is technically difficult to determine so that we cannot obtain the decomposition of the
Griess algebra of ComV ♮X
[2] at this moment. It is likely that the CFi21(τf3)-invariants
of the Griess algebra of of ComV ♮X
[2] has a dimension more than 2, and the Conway-
Miyamoto correspondence for Fi21 seems to fail. However, even the CFi21(τf3)-invariants
is larger, we still have a chance that it contains a unique c = c7 Virasoro vector.
Appendix A Explicit constructions
We will give explicit constructions of the subalgebras discussed in Section 4.
A.1 Compact real form of a lattice VOA
Let L be an even positive definite lattice. Let VL be the associated lattice VOA defined
over C and VL,R the one defined over R (cf. [FLM88]). Let θ be a lift of the (−1)-isometry
of L on VL,R and VL,R = V
+
L,R⊕ V −L,R the eigenspace decomposition such that θ acts by ±1
on V ±L,R. Then the invariant bilinear form on VL,R is positive definite on V
+
L,R and negative
definite on V −L,R. Therefore, the real subspace
(VL)R := V
+
L,R ⊕
√−1V −L,R (A.1)
forms a compact real subalgebra of VL. In the following We will use the compact form
(VL)R in (A.1) of VL.
Remark A.1. In the construction of a lattice vertex operator algebra VL one needs to
implement a 2-cocycle ε ∈ Z2(L, {±1}) such that ε(a, b)ε(b, a) = (−1)(a|b) for a, b ∈ L. If
L is of rank one or doubly even, then we can take ε to be trivial.
A.2 Virasoro vectors associated to root systems
We recall the construction of certain Virasoro vectors from [DLMN98]. Let R be a root
lattice and Φ(R) its root system. Fix a system of simple roots and let Φ+(R) and Φ−(R)
be the set of positive and negative roots, respectively. We use
√
2R to denote the Z-
submodule
√
2⊗ZR of R⊗ZR which forms a doubly even lattice. By [DLMN98], the
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conformal vector ωR of the lattice VOA V√2R is given by
ωR =
1
4h
∑
α∈Φ(R)
α(−1)
2
1,
where h is the Coxeter number of R. For α ∈ √2R with (α|α) = 4 we set
w±(α) :=
1
16
α(−1)
2
1± 1
4
(eα + e−α). (A.2)
Then w±(α) are Ising vectors (cf. [DMZ94]). The following is straight forward.
Lemma A.2. Let α, β ∈ √2R be squared norm 4 vectors. Then
(
wε(α)
∣∣wε′(β)) =


2−2 if α = ±β and ε = ε′,
0 if (α|β) = 0 or α = ±β with ε = −ε′,
2−5 if (α|β) = ±2,
where w±(α) and w±(β) are defined as in (A.2). Moreover, we have
wε(α)(1)w
ǫ′(β) =
1
4
(
wε(α) + wε
′
(β)− w−εε′(α− β)
)
if (α|β) = ±2.
We also define
sR :=
4
(h+ 2)
∑
α∈√2Φ+(R)
w−(α),
tR := ωR − sR = 2
h+ 2
ωR +
1
h + 2
∑
α∈√2Φ(R)
eα.
(A.3)
Then it is shown in [DLMN98] that sR and tR are mutually orthogonal Virasoro vectors.
The central charge of tR is 2n/(n+3) if R is of type An, 1 if R is of type Dn, and 6/7, 7/10
and 1/2 if R is of type E6, E7 and E8, respectively. By Lemma A.2, the linear span of
w−(α) with α ∈ √2Φ(R) forms a subalgebra of the Griess algebra of V +√
2R
. Indeed, this
is the Griess algebra of the sub VOA generated by the Ising vectors w−(α), α ∈ √2Φ(R).
The Virasoro vector sR provides its conformal vector and by the orthogonality we have
the following (cf. Proposition 5.1 and Lemma 5.7 of [LSY07]).
Proposition A.3 ([LSY07]). 〈w−(α) |α ∈ √2Φ(R)〉 = ComV +√
2R
〈tR〉.
The sub VOA 〈w−(α) |α ∈ √2Φ(R)〉 is denoted by MR and its automorphism group
is determined in [LSY07].
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Remark A.4. If R = E8, then
tE8 =
1
16
ωE8 +
1
32
∑
α∈√2Φ(E8)
eα (A.4)
is an Ising vector. We say that tE8 is the standard Ising vector of V
+√
2E8
. Recall that the
dual lattice (
√
2E8)
∗ =
1√
2
E8. For x ∈ (
√
2E8)
∗, define a Z-linear map
(x| · ) : √2E8 −→ Z2
y 7−→ (x|y) mod 2.
Clearly the map
ϕ : (
√
2E8)
∗ −→ HomZ(
√
2E8,Z2)
x 7−→ (x| · )
is a group homomorphism and Kerϕ =
√
2E8. The map (x| · ) thus induces an automor-
phism ϕx of V√2E8 given by
ϕx(u⊗ eα) = (−1)(x|α)u⊗ eα for u ∈M(1) and α ∈
√
2E8. (A.5)
In this case,
ϕx tE8 =
1
16
ωE8 +
1
32
∑
α∈√2Φ(E8)
(−1)(x|α)eα
is also an Ising vector. Since ϕx commutes θ (the lift of the −1 isometry), the Ising
vector ϕxtE8 is contained in V
+√
2E8
. The Ising vectors in V +√
2E8
have been classified in
[G98a, LSY07, LS07]. There are 240 + 256 = 496 Ising vectors and they can be divided
into two different types:
A1-type: w
±(α), α ∈ √2E8, (α|α) = 4 (|Φ(E8)| = 240 Ising vectors),
E8-type: ϕx tE8 for some x ∈
1√
2
E8 (2
8 = 256 Ising vectors).
Remark A.5. Let α1, . . . , αn be the simple roots of a root lattice of type An, that is,
(αi|αi) = 2, (αi|αj) = −1 if |i− j| = 1 and (αi|αj) = 0 otherwise. Then
SpanZ{α1, . . . , αk} ∼= Ak
for any 1 ≤ k ≤ n and we have a sequence of sublattices
A1 ⊂ A2 ⊂ · · · ⊂ An.
For 1 ≤ k ≤ n, denote sk = sAk . We also set
η1 = s1 and ηk = sk − sk−1 (A.6)
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for 2 ≤ k ≤ n. It is shown in [DLMN98] (see also [GKO86]) that ηk is a simple Virasoro
vector of central charge
ck = 1− 6
(k + 2)(k + 3)
, 1 ≤ k ≤ n.
Moreover, we have the following orthogonal decomposition of the conformal vector of
V√2An.
ωAn = η
1 ∔ η2 ∔ · · ·∔ ηn ∔ tAn. (A.7)
A.3 Construction of X [n]
Let n ≥ 1 and ǫ1, . . . ǫn+5 an orthogonal basis of Rn such that (ǫi|ǫj) = 2δi,j . Set
K [k] = Zǫ1 ⊕ Zǫ2 ⊕ · · · ⊕ Zǫk, 1 ≤ k ≤ n+ 5.
Then K [k] ∼= A⊕k1 . Set γ = 12(ǫ1 + ǫ2 + ǫ3 + ǫ4) and L = K [n+5] ⊔ (K [n+5] + γ). Then
L ∼= D4 ⊕A⊕(n+5)1 . We consider lattice VOAs
VK [1] ⊂ VK [2] ⊂ · · · ⊂ VK [n+5] ⊂ VL.
Note that VK [n+5] is the full sub VOA of VL. We denote the conformal vector of VL by ωL.
Remark A.6. Since (α|β) ∈ 2Z for any α, β ∈ K [n+5], we can define VK [n+5] with a
trivial 2-cocycle in Z2(K [n+5], {±1}). In the construction of VL, we choose a 2-cocycle in
Z2(L, {±1}) such that its restriction on K [n+5] is trivial. This is possible since we can
form VL = VK [n+5] ⊕ VK [n+5]+γ as a Z2-graded simple current extension of VK [n+5].
For 1 ≤ k ≤ n+ 5, we set
Hk = ǫ1(−1)21 + ǫ2(−1)21 + · · ·+ ǫk(−1)21,
Ek = eǫ1 + eǫ2 + · · ·+ eǫk ,
F k = e−ǫ1 + e−ǫ2 + · · ·+ e−ǫk .
(A.8)
Then Hk, Ek, F k form an sl2-triple in the weight one subspace of VK [k] and generate a
sub VOA isomorphic to level k affine VOA L
sˆl2
(k, 0) associated to sˆl2. Let
Ωk =
1
4(k + 2)
(
Hk(−1)H
k + 2Ek(−1)F
k + 2F k(−1)E
k
)
(A.9)
be the Sugawara element. Then Ωk is the conformal vector of L
sˆl2
(k, 0) (cf. [FZ92]).
Consider the sublattice
M [k] = {α ∈ K [k+1] | (α | ǫ1 + · · ·+ ǫn+5) = 0}, (A.10)
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Then M [k] ∼=
√
2Ak and we can define the Virasoro vectors
sk =
4
k + 3
∑
1≤i<j≤k+1
w−(ǫi − ǫj), η1 = w−(ǫ1 − ǫ2), ηk = sk − sk−1 (A.11)
for 2 ≤ k ≤ n+ 4 as in (A.3) and (A.6). It is shown in [GKO86, LY04] that the Virasoro
vectors ηk can be written as
ηk = Ωk +
1
4
ǫk+1(−1)
2
1− Ωk+1.
Therefore, we have the following orthogonal decompositions.
ωL = s
n+4 ∔ Ωn+5 = η1 ∔ η2 ∔ · · ·∔ ηn+4 ∔ Ωn+5. (A.12)
As a consequence, we have the following full sub VOA of VL.
L(c1, 0)⊗L(c2, 0)⊗· · ·⊗L(cn+4, 0)⊗Lsˆl2(n+ 5, 0). (A.13)
We note that all ηk, 1 ≤ k ≤ n+ 4, and Ωn+5 are defined inside the compact form V +L,R.
Lemma A.7. The weight one subspace of ComVL〈η1, η2,Ωn+5〉 is trivial.
Proof: It suffices to show KerVLη
1
(1) ∩ KerVLη2(1) ∩ KerVLΩn+5(1) ∩ (VL)1 = 0. Since
VL = VK [n+5] ⊕ VK [n+5]+γ, we have a decomposition (VL)1 = (VK [n+5])1 ⊕ (VK [n+5]+γ)1. The
weight one subspace of VK [n+5] is 3(n + 5)-dimensional spanned by ǫi(−1)1 and e
±ǫi for
1 ≤ i ≤ n+ 5. By a direct computation one has
Ωn+5(1)ǫi(−1)1 =
2
n+ 7
ǫi(−1)1+
1
n+ 7
Hn+5,
Ωn+5(1)e
ǫi =
2
n+ 7
eǫi +
1
n + 7
En+5,
Ωn+5(1)e
−ǫi =
2
n+ 7
e−ǫi +
1
n + 7
F n+5.
Therefore, the characteristic polynomial of Ωn+5(1) on (VK [n+5])1 is
(x− 1)3
(
x− 2
n+ 7
)3n+12
and hence KerVLΩ
n+5
(1)∩ (VK [n+5])1 = 0. The weight one subspace of VK [n+5]+γ is spanned
by the vectors eα with α = 1
2
(±ǫ1 ± ǫ2 ± ǫ3 ± ǫ4). Set γ1 = 12(ǫ1 + ǫ2 − ǫ3 − ǫ4), γ2 =
1
2
(ǫ1 − ǫ2 − ǫ3 + ǫ4), γ3 = 12(ǫ1 − ǫ2 + ǫ3 − ǫ4) and e˜(γi) = eγi + e−γi for 1 ≤ i ≤ 3. Then
by a direct computation one has
KerVLΩ
n+5
(1) ∩ (VK [n+5]+γ)1 = Span{ e˜(γ1)− e˜(γ2), e˜(γ2)− e˜(γ3) },
KerVLη
1
(1) ∩KerVLΩn+5(1) ∩ (VK [n+5]+γ)1 = Span{ 2e˜(γ1)− e˜(γ2)− e˜(γ3) },
η2(1) (2e˜(γ1)− e˜(γ2)− e˜(γ3)) =
3
5
(2e˜(γ1)− e˜(γ2)− e˜(γ3)) .
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Therefore, KerVLη
1
(1) ∩KerVLη2(1) ∩KerVLΩn+5(1) ∩ (VK [n+5]+γ)1 = 0 and thus the weight
one subspace of ComVL〈η1, η2,Ωn+5〉 is trivial.
Corollary A.8. The subalgebra ComV +
L,R
〈η1, η2,Ωn+5〉 is a compact VOA of OZ-type.
We will realize the (2A,3A)-generated subalgebra X [n] = 〈a, b, x1, . . . , xn〉 in Section
4.3 as a subalgebra of ComV +L,R
〈η1, η2,Ωn+5〉. Set
q :=
3∑
k=1
(2γ + ǫk − ǫ4 − 4ǫ5)(−1)
(
eγ−ǫk−ǫ4 − e−γ+ǫk+ǫ4)
− 4
3∑
k=1
(
eγ−ǫk−ǫ5 + e−γ+ǫk+ǫ5
)
+ 12
(
eγ−ǫ4−ǫ5 + e−γ+ǫ4+ǫ5
) ∈ V +L,R.
(A.14)
The following is shown in [SY03].
Lemma A.9 ([SY03]). The vector q is a highest weight vectors for η1, η2, η3, η4, Ωn+5
and w−(ǫ4−ǫ5) with highest weights 0, 0, 2/3, 4/3, 0 and 1/16, respectively. In particular,
q ∈ ComV +L,R〈η
1, η2,Ωn+5〉.
We set
a := w−(ǫ4 − ǫ5), b := −1
2
a+
15
64
η3 +
21
32
η4 +
√
3
27
q, c := τab. (A.15)
Then it is shown in [SY03] that a and b are Ising vectors in VL such that 〈a, b〉 is isomorphic
to the 3A-algebra with the characteristic Virasoro frame η3 ∔ η4. For 1 ≤ i ≤ n, we set
xi := w−(ǫ5 − ǫi+5). (A.16)
Using Lemma A.2 we can verify the following.
Lemma A.10. (a | xi) = (b | xi) = (xj | xk) = 2−5 for 1 ≤ i ≤ n and 1 ≤ j < k ≤ n.
Lemma A.11. 〈a, b, x1, . . . , xn〉 is a subalgebra of ComV +L,R〈η
1, η2,Ωn+5〉.
Proof: It follows from Proposition A.3 and Eq. (A.12) that a = w−(ǫ4 − ǫ5) and xi =
w−(ǫ5 − ǫi+5), 1 ≤ i ≤ n, belong to the commutant of 〈Ωn+5〉. It also follows from
Proposition A.3 that s2 = η1∔η2 is the conformal vector of 〈w−(ǫ1− ǫ2), w−(ǫ2− ǫ3)〉. By
Lemma A.2, a and xi, 1 ≤ i ≤ n, are orthogonal to both of w−(ǫ1 − ǫ2) and w−(ǫ2 − ǫ3).
Therefore 〈a, x1, . . . , xn〉 ⊂ ComV +L,R〈η
1, η2,Ωn+5〉. That b ∈ ComV +L,R〈η
1, η2,Ωn+5〉 follows
from Lemma A.9. Hence, 〈a, b, x1, . . . , xn〉 is a subalgebra of ComV +
L,R
〈η1, η2,Ωn+5〉.
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Remark A.12. The Ising vectors in (A.15) and (A.16) are defined inside V +L,R so that
〈a, b, x1, . . . , xn〉 has a compact real form as a subalgebra of ComV +L,R〈η
1, η2,Ωn+5〉 which is
of OZ-type by Corollary A.8. Since 〈a, b〉 is the 3A-type and all 〈a, xi〉, 〈b, xi〉 and 〈xj , xk〉
are the 2A-type by Lemma A.10, we have obtained a realization of the (2A,3A)-generated
subalgebra X [n] = 〈a, b, x1, . . . , xn〉 discussed in Section 4.3 inside V +L,R.
Proposition A.13. 〈a, b, x1, . . . , xn〉 has the Virasoro frame η3 ∔ η4 ∔ · · · ∔ ηn+4. In
particular, 〈a, b, x1, . . . , xn〉 is a full subalgebra of ComV +L,R〈η
1, η2,Ωn+5〉.
Proof: Since 〈a, b〉 is isomorphic to the 3A-algebra with Virasoro frame η3∔η4, we have
a + b+ c =
15
32
η3 +
21
16
η4.
By (A.11) we have
a+ b+ c =
15
32
η3 +
21
16
η4 =
15
32
(s3 − s2) + 21
16
(s4 − s3)
= −15
32
s2 +
3
16
∑
1≤i<j≤4
w−(ǫi − ǫj) + 3
4
∑
1≤i≤4
w−(ǫi − ǫ5).
(A.17)
It is clear from expressions that s2 and w−(ǫi − ǫj) are orthogonal to w−(ǫ5 − ǫk+5) for
1 ≤ i < j ≤ 4 and 1 ≤ k ≤ n, whereas (w−(ǫi − ǫ5) |w−(ǫ5 − ǫk+5)) = 2−5 and one has
w−(ǫi − ǫ5) ◦ w−(ǫ5 − ǫk+5) = w−(ǫi − ǫk+5) by Lemma A.2. Therefore we have
(a+ b+ c) ◦ xk = −15
32
s2 +
3
16
∑
1≤i<j≤4
w−(ǫi − ǫj) + 3
4
∑
1≤i≤4
w−(ǫi − ǫk+5). (A.18)
So we have
a+ b+ c+
n∑
k=1
(a+ b+ c) ◦ xk
= −15(n+ 1)
32
s2 − 3(n+ 1)
16
∑
1≤i<j≤4
w−(ǫi − ǫj) + 3
4
∑
1≤i≤4
5≤k≤n+5
w−(ǫi − ǫk).
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Now we consider the conformal vector ωn of 〈a, b, x1, . . . , xn〉 in (4.13).
ωn =
3(3− n)
2(n+ 7)
η3 +
16
3(n+ 7)
(
a+ b+ c+
n∑
i=1
(a+ b+ c) ◦ xi
)
+
4
n+ 7
(
n∑
i=1
xi +
∑
1≤j<k≤n
xj ◦ xk
)
=
3(3− n)
2(n+ 7)
(
2
3
∑
1≤i≤4
w−(ǫi − ǫj)− s2
)
+
16
3(n + 7)

−15(n+ 1)
32
s2 +
3(n + 1)
16
∑
1≤i<j≤4
w−(ǫi − ǫj) + 3
4
∑
1≤i≤4
5≤k≤n+5
w−(ǫi − ǫk)


+
4
n + 7
(
n∑
i=1
w−(ǫ5 − ǫi+5) +
∑
1≤j<k≤n
w−(ǫj+5 − ǫk+5)
)
= −s2 + 4
n+ 7
∑
1≤i<j≤n+5
w−(ǫi − ǫj) = sn+4 − s2.
Thus, we have
ωn = sn+4 − s2 = (s3 − s2) + (s4 − s3) + · · ·+ (sn+5 − sn+4) = η3 ∔ η4 ∔ · · ·∔ ηn+4.
Since ωk is the conformal vector of a subalgebra 〈a, b, x1, . . . , xk〉 of 〈a, b, x1, . . . , xn〉 for
1 ≤ k ≤ n, the Virasoro vector ηk+4 = ωk − ωk−1 belongs to 〈a, b, x1, . . . , xn〉. Therefore,
〈a, b, x1, . . . , xn〉 has a Virasoro frame ωn = η3 ∔ η4 ∔ · · ·∔ ηn.
Denote Y [0] = 〈a, b〉 ⊂ V +L,R and Y [k] = 〈a, b, x1, . . . , xk〉 ⊂ V +L,R for 1 ≤ k ≤ n.
Then Y [k] provides a realization of X [k] defined in (4.12). Using the Virasoro frame
η3 ∔ η4 ∔ · · ·∔ ηn+4 we can prove that the commutant ComY [n]Y [n−1] is generated by the
c = cn+4 Virasoro vector η
n+4 = ωn − ωn−1 which is denoted by fn in Theorem 4.18.
Consider the full subalgebra of VL displayed in (A.13). The irreducible decomposition
with respect to this subalgebra is known as the GKO construction. By Eq. (2.20) of
[GKO86] (see also Lemma 3.1 of [LLY03]), we have the following decompositions:
VK [n+5] =
⊕
1≤ik≤k+1
ik≡1mod 2
L(c1, h
(1)
i1,i2
)⊗ · · ·⊗L(cn+4, h(n+4)in+4,in+5)⊗Lsˆl2(n + 5, in+5 − 1),
VK [n+5]+γ =
⊕
1≤jk≤k+1
jk≡1+δk mod 2
L(c1, h
(1)
j1,j2
)⊗· · ·⊗L(cn+4, h(n+4)jn+4,jn+5)⊗Lsˆl2(n+ 5, jn+5 − 1),
(A.19)
where δ1 = 1, δ2 = 0, δ3 = 1 and δk = 0 for 4 ≤ k ≤ n+ 5. By the decompositions above,
we see that the commutant of 〈η1, η2, . . . , ηn+3,Ωn+5〉 in VL,R is exactly 〈ηn+4〉. Therefore,
ComY [n]Y
[n−1] is generated by the c = cn+4 Virasoro vector ηn+4 = ωn − ωn−1.
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Conjecture A.14. The subalgebra X [n] = 〈a, b, x1, . . . , xn〉 defined in (4.12) is unique
up to isomorphism and coincides with the subalgebra ComV +L,R
〈η1, η2,Ωn+5〉 of V +L,R. In
particular, ComX[n]X
[n−1] is generated by the c = cn+4 Virasoro vector fn in Theorem
4.18.
Finally, we prove that the Virasoro vectors in (4.15) is linearly independent. By (A.16)
and (A.17), we know that the following vectors are linearly independent in VK [n+5].
ua,b = η
3, xi = w−(ǫ5 − ǫi+5), a = w−(ǫ4 − ǫ5), a ◦ xi = w−(ǫ4 − ǫi+5),
a+ b+ c, (a + b+ c) ◦ xi, xj ◦ xk = w−(ǫj+5 − ǫk+5), 1 ≤ i ≤ n, 1 ≤ j < k ≤ n.
On the other hand, by (A.14) and (A.15) we have
q =
26√
3
(b− c)=
3∑
k=1
(2γ + ǫk − ǫ4 − 4ǫ5)(−1)
(
eγ−ǫk−ǫ4 − e−γ+ǫk+ǫ4)
− 4
3∑
k=1
(
eγ−ǫk−ǫ5 + e−γ+ǫk+ǫ5
)
+ 12
(
eγ−ǫ4−ǫ5 + e−γ+ǫ4+ǫ5
)
.
Since σxi acts on VL by a reflection associated to ǫ5 − ǫi+5, we have
26√
3
(b− c) ◦ xi=
3∑
k=1
(2γ + ǫk − ǫ4 − 4ǫi+5)(−1)
(
eγ−ǫk−ǫ4 − e−γ+ǫk+ǫ4)
− 4
3∑
k=1
(
eγ−ǫk−ǫi+5 + e−γ+ǫk+ǫi+5
)
+ 12
(
eγ−ǫ4−ǫi+5 + e−γ+ǫ4+ǫi+5
)
.
From the expressions above, we see that b − c and (b − c) ◦ xi, 1 ≤ i ≤ n, are linearly
independent in VK [n+5]+γ. Thus, all the Virasoro vectors in (4.15) are linearly independent.
A.4 Construction of 〈a, b, x, y〉 with 〈x, y〉 ∼= U3A
In this subsection, we will construct explicitly four Ising vectors a, b, x, y in the VOA V +Λ
associated to the Leech lattice Λ such that 〈a, b〉 ∼= 〈x, y〉 ∼= U3A and 〈a, x〉 ∼= 〈b, x〉 ∼=
〈a, y〉 ∼= 〈b, y〉 ∼= U2A. Therefore, the Griess algebra discussed in Section 4.2 does exist.
For explicit calculations, we will use the notion of hexacode balance (or MOG) to denote
the codewords of the Golay code G and the vectors in the Leech lattice Λ [CS99, G98b].
Namely, we arrange the set Ω = {1, 2, . . . , 24} into a 4×6 array such that the six columns
forms a sextet. Recall that the Conway group Co0 is the orthogonal group O(Λ) of Λ and
contains 4 conjugacy classes of involutions (see [CS99]). If i is an involution with trace 8
on Λ, then the (−1)-eigenlattice is isomorphic to √2E8.
Consider the following 4 involutions in O(Λ).
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ia = ib =
ix = iy =
The automorphisms above should be viewed as permutations on 24 coordinates and they
act on the Leech lattice Λ from the left.
Note that
g = iaib = h = ixiy =
where a composition of above permutations is executed from right to left.
We have 〈ia, ib〉 ∼= 〈ix, iy〉 ∼= S3. Note that ix and iy commute with 〈ia, ib〉. Thus, we
also have 〈ia, ib, ix〉 ∼= 〈ia, ib, iy〉 ∼= Dih12, a dihedral group of order 12.
Notation A.15. Let A, B, X , Y be the (−1)-eigenlattices of ia, ib, ix and iy, respectively.
Then A ∼= B ∼= X ∼= Y ∼=
√
2E8. Moreover, A+B ∼= X+Y ∼= DIH6(14) and A+B+X ∼=
A+B + Y ∼= DIH12(16) by the analysis in [GL11].
Notation A.16 (cf. Remark A.4). For any
√
2E8-sublattice M , let
tM =
1
16
ωM +
1
32
∑
α∈M
(α|α)=4
eα
be the standard Ising vector in V +M .
Since A and B are doubly even, it is possible to choose a 2-cocycle ε ∈ Z2(Λ, {±1})
such that ε is trivial on A and B (see [LY14, Notation 5.38]). Let a := tA and b := tB be
the standard Ising vector in V +A and V
+
B , respectively.
Lemma A.17. Let M , N , E be
√
2E8-sublattices of the Leech lattice. Suppose M +N ∼=
DIH6(14) and M + E ∼= N + E ∼= DIH4(12). Then there exists an Ising vector e ∈ V +E
such that (tM | e) = (tN | e) = 2−5.
48
Proof: Let iL be the SSD involution associated to a
√
2E8-sublattice L. Since iEiN has
order 2 and trace 8, the (−1)-eigenlattice of iEiN is isometric to
√
2E8. LetN
′ be the (−1)-
eigenlattice of iEiN . Then 〈iM , iN iE〉 ∼= Dih12 and henceM+N ′ ∼= M+N+E ∼= DIH12(16)
as defined in [GL11]. Let e′ be an Ising vector of E8-type in V +N ′ (see Remark A.4 for
definition). Then 〈tM , e′〉 ∼= U6A since τtM τe′ has order 6.
Let e˜ be the central Ising vector in 〈tM , e′〉 ∼= U6A (cf. Eq. (2.9)). Then e˜ ∈ V +E . Let
t˜N = e
′ ◦ tN . Then t˜N ∈ V +N and
(tM | e˜) = (t˜N | e˜) = 1
32
and (tM | t˜N) = 13
210
. (A.20)
By the classification of Ising vectors in [LSY07] and [LS07] (cf. Remark A.4), t˜N = ϕx(tN )
for some x ∈ N∗. Moreover, by Proposition 3.4 of [GL12b], there exists an α ∈ M such
that ϕα|V +N = ϕx. Hence, we have
ϕα(tM) = tM and ϕα(t˜N ) = ϕαϕx(tN) = tN .
Now let e = ϕα(e˜). Then we have
(tM | e) = (tN | e) = 1
32
by Equation (A.20).
Finally, by Lemma A.17, there exist Ising vectors x ∈ V +X and y ∈ V +Y such that
〈a, x〉 ∼= 〈b, x〉 ∼= 〈a, y〉 ∼= 〈b, y〉 ∼= U2A. Since X+Y ∼= DIH6(14), we have (x | y) = 13 ·2−10
or 5 · 2−10. By Theorem 3.5, the case (x | y) = 5 · 2−10 is impossible. Hence we have
(x | y) = 13 · 2−10 and 〈x, y〉 ∼= U3A as desired.
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