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SUR L’ALGE´BRISATION DES TISSUS,
LE THE´ORE`ME DE BOL EN TOUTE DIMENSION > 2
par
Jean-Marie Tre´preau
Re´sume´. — Nous montrons que, si n ≥ 3 et d ≥ 2n, tout d-tissu de codimension
un pre`s d’un point de Cn, qui posse`de (2d − 3n + 1) relations abe´liennes dont les
1-jets sont line´airement inde´pendants, est isomorphe a` un tissu alge´brique. C’est en
particulier le cas des tissus de rang maximal avec n ≥ 3 et d ≥ 2n. Le cas n = 3 est
duˆ a` Bol [4]. Le cas ge´ne´ral re´sout un proble`me pose´ par Chern et Griffiths [6]–[7].
We prove that, if n ≥ 3 and d ≥ 2n, a d-web in Cn is isomorphic to an algebraic
d-web, if it has (2d− 3n+ 1) abelian relations, the 1-jets of which are linearly inde-
pendant. The case n = 3 is a theorem of Bol [4]. The general case solves a problem
which was first considered by Chern and Giffith [6]–[7].
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1. Introduction
1.1. Tissus ; tissus de rang maximal. — Pour fixer les ide´es et les notations,
nous nous plac¸ons d’emble´e dans la cate´gorie analytique complexe. Notre e´tude est
locale au voisinage de 0 dans Cn, avec n ≥ 2. On notera Cn0 un tel voisinage, qu’on
pourra re´duire autant qu’on veut. On note (x0, . . . , xn−1) les coordonne´es d’un point
de Cn. Cette convention inhabituelle sera commode dans certains calculs.
On se donne un entier d ≥ 1 et un d-tissu T (1) au voisinage de 0 dans Cn, i.e. une
famille de d feuilletages de codimension un, en position ge´ne´rale. On note
uα(x), α = 1, . . . , d,
des fonctions de de´finition des feuilletages : les feuilles du α -ie`me feuilletage sont
les hypersurfaces de niveau {uα(x) = cste} de la fonction uα(x). L’hypothe`se de
position ge´ne´rale signifie que toute famille d’au plus n e´le´ments extraite de la famille
de diffe´rentielles du1(0), . . . , dud(0) est libre.
Une relation abe´lienne du tissu T est un d-uplet z(x) = (z1(x), . . . , zd(x)) de fonc-
tions analytiques pre`s de 0 tel que
(1)
d∑
α=1
zα(x) duα(x) = 0
et que, pour tout α, la fonction zα(x) soit constante le long des feuilles du α -ie`me
feuilletage, autrement dit :
(2) dzα(x) ∧ duα(x) = 0, α = 1, . . . , d.
Ces relations forment un espace vectoriel dont la dimension est appele´e le rang du
tissu. Bol dans le cas n = 2, puis Chern dans le cas ge´ne´ral, ont montre´ que le rang
d’un tissu T est au plus e´gal au nombre entier
(3) π(n, d) =
+∞∑
q=1
(d− q(n− 1)− 1)+.
(Si m ∈ Z, on note (m)+ = max (0,m).) Nous rappelons une de´monstration de cette
ine´galite´ dans le §2.2. Un tissu de rang π(n, d) est dit de rang maximal.
1.2. Le proble`me de l’alge´brisation. — La ge´ome´trie alge´brique donne des ex-
emples de tissus, en particulier de tissus de rang maximal. C’est, avec le proble`me
inverse, l’un des the`mes majeurs de l’e´cole de Blaschke entre 1927 et 1938, voir [3].
Le proble`me inverse est de savoir si tous les tissus de rang maximal viennent de la
ge´ome´trie alge´brique, a` diffe´omorphisme local pre`s.
Soit C une courbe alge´brique de degre´ d dans l’espace projectif complexe Pn, non-
de´ge´ne´re´e, c’est-a`-dire qui n’est pas contenue dans un hyperplan de Pn. Soit x0 un
point de l’espace Pˇn des hyperplans de Pn. On suppose que l’hyperplan x0 coupe
la courbe C en d points distincts pα(x0), ce qui est ve´rifie´ pour x0 ge´ne´rique. Tout
(1)On ne conside`re ici que des tissus de codimension un. Nous espe´rons aborder le cas des tissus de
codimension supe´rieure dans un prochain travail.
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hyperplan x voisin de x0 coupe aussi la courbe C en d points distincts pα(x). Par
dualite´ projective, les points pα(x) de´finissent d hyperplans de Pˇ
n passant par x.
Parce que la courbe est non-de´ge´ne´re´e, ces hyperplans sont les feuilles d’un d-tissu au
voisinage de x0.
Les tissus obtenus de cette manie`re sont dits alge´briques. Un tissu est alge´brisable
s’il est isomorphe a` un tissu alge´brique par un diffe´omorphime analytique local.
A` ce point, le the´ore`me d’addition d’Abel est fondamental. Avec les notations
pre´ce´dentes, si ω est une 1-forme holomorphe sur C et p0 un point donne´ de C, la
somme
d∑
α=1
∫ pα(x)
p0
ω
ne de´pend pas de l’hyperplan x voisin de x0. On peut en fait de´montrer que l’espace des
1-formes holomorphes sur la courbe est isomorphe a` l’espace des relations abe´liennes
du tissu associe´. En particulier, le rang de ce tissu est e´gal a` la dimension de l’espace
des 1-formes holomorphes sur C, autrement dit au genre arithme´tique de C.
Le nombre π(n, d) de´fini par (3) est aussi la borne de Castelnuovo pour le genre
arithme´tique d’une courbe non-de´ge´ne´re´e de degre´ d dans Pn. Une courbe non-
de´ge´ne´re´e de genre π(n, d) est dite extre´male. On peut ainsi associer un tissu de rang
maximal a` toute courbe extre´male.
Il y a une importante diffe´rence, qui re´apparaˆıtra, entre le cas n = 2 et le cas
n ≥ 3. Le genre arithme´tique d’une courbe plane de degre´ d est toujours e´gal a`
π(2, d) = (d − 1)(d − 2)/2 ; le tissu associe´ est donc de rang maximal. Si n ≥ 3, la
situation est toute diffe´rente. Les courbes extre´males sont l’exception.
1.3. E´nonce´ du re´sultat principal. — C’est le suivant :
The´ore`me 1.1. — Si n ≥ 3 et d ≥ 2n, tout d-tissu de rang maximal au voisinage
d’un point de Cn est alge´brisable.
On de´montre en fait un re´sultat plus fort, voir le The´ore`me 2.4. D’autre part et
modulo des variations mineures, la de´monstration s’applique aussi aux tissus re´els de
classe C∞ au voisinage d’un point de Rn.
Pour n = 3, l’e´nonce´ pre´ce´dent est un the´ore`me de Bol publie´ en 1933, voir [4].
Le cas d = 2n est classique pour tout n ; on en reparlera. En 1978, Chern et Griffiths
ont publie´ une de´monstration du re´sultat ge´ne´ral, mais elle comportait une erreur
qu’ils n’ont pas pu corriger, voir [6], [7]. A` notre connaissance, notre re´sultat est donc
nouveau quel que soit n ≥ 4 et d ≥ (2n+ 1).
Pour moduler cette affirmation, il faut dire que la nouveaute´, dans la de´monstration,
se re´duit a` peu de choses. La strate´gie ge´ne´rale de la de´monstration, qu’on appellera
la « me´thode standard », est celle-la` meˆme que Bol a introduite pour n = 3 et que
Chern et Griffiths ont ensuite adapte´e a` la dimension quelconque. Dans le cadre
de cette me´thode, le point crucial consiste a` montrer qu’une certaine fonction φ
de (n + 1) variables, construite a` partir des relations abe´liennes d’un tissu de rang
maximal et a` valeur dans un certain espace Pm, prend ses valeurs sur une surface
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de Pm. La de´monstration de Bol est indirecte et repose sur une analogie entre les
e´quations que ve´rifient les fonctions de de´finition d’un tissu de rang maximal et
la « ge´ome´trie de Weyl ». Chern et Griffiths poursuivent cette ide´e et cherchent a`
montrer que ces e´quations de´finissent une « ge´ome´trie des chemins ». Notre apport
consiste en la remarque qu’il s’agit, dans les deux cas, de calculs a` l’ordre deux et
que donc, si la me´thode standard peut mener au re´sultat escompte´, ce qu’on sait eˆtre
vrai au moins si n = 3, un calcul direct doit permettre de montrer que l’application
φ est de rang 2 et d’e´chapper a` des conside´rations ge´ome´triques plus subtiles. C’est
en effet le cas. Il n’est pas exclu, mais nous ne l’avons pas ve´rifie´, que des calculs
analogues permettent de terminer la de´monstration inacheve´e de Chern et Griffiths
en en conservant la ligne ge´ne´rale. Quoi qu’il en soit, la de´monstration directe est
plus courte et plus e´le´mentaire.
1.4. Le the´ore`me d’Abel inverse. — On appelle tissu line´aire un tissu dont
les feuilletages sont des feuilletages en (morceaux d’) hyperplans. Un tissu est
line´arisable s’il est localement diffe´omorphe a` un tissu line´aire. Par construction, les
tissus alge´briques sont line´aires. Les tissus alge´brisables sont donc line´arisables.
Le « the´ore`me d’Abel inverse» est un re´sultat fondamental de la the´orie. Il s’e´nonce
ainsi : tout tissu line´aire qui posse`de une relation abe´lienne z(x) = (z1(x), . . . , zd(x)),
dont aucune composante zα(x) n’est identiquement nulle, est alge´brisable. Le cas
n = 2 est duˆ a` Blaschke et Howe et le cas ge´ne´ral fait l’objet de la premie`re partie de
l’article [4] de Bol ; voir aussi Griffiths [8] pour des versions encore plus ge´ne´rales de ce
the´ore`me, en particulier pour des tissus de codimension plus grande. Pour de´montrer
le The´ore`me 1.1, il suffit donc de montrer que, sous les hypothe`ses de l’e´nonce´, le
tissu est line´arisable.
1.5. Ce qui se passe si n = 2 ou si (n + 1) ≤ d ≤ (2n − 1). — Rappelons-le
brie`vement. Quel que soit n ≥ 2, un d-tissu est line´arisable si 1 ≤ d ≤ n ; il suffit de
prendre ses fonctions de de´finition comme partie d’un syste`me de coordonne´es. Un
(n+ 1) -tissu n’est pas line´arisable en ge´ne´ral, mais un (n+ 1) -tissu qui posse`de une
relation abe´lienne non triviale (noter que π(n, n + 1) = 1) est line´arisable. En effet,
e´tant donne´ une relation (1)–(2), on peut, pour tout α, e´crire zα(x) = fα(uα(x)) et
introduire une primitive gα de fα nulle en uα(0). On a alors la relation :
n+1∑
α=1
gα(uα(x)) = 0.
On peut prendre les fonctions gα(uα(x)) comme fonctions de de´finition des feuil-
letages. En changeant de notation, on a donc la relation
∑n+1
α=1 uα(x) = 0. Il suffit
maintenant de prendre u1(x), . . . , un(x) comme nouvelles coordonne´es x0, . . . , xn−1.
Dans ce syste`me de coordonne´es, le dernier feuilletage est de´fini par la fonction line´aire
(x0 + · · ·+ xn−1).
Du point de vue de l’alge´brisation des seuls tissus de rang maximal (on pourrait
envisager des hypothe`ses plus faibles que d’eˆtre de rang maximal), le cas n = 2 des
tissus plans est tre`s particulier. La situation est actuellement la suivante. On a dit que
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tout 4-tissu plan de rang maximal est alge´brisable. Bol a donne´ le premier exemple
d’un d-tissu plan de rang maximal non alge´brisable, avec d = 5. D’autres exemples
ont e´te´ de´couverts re´cemment, pour des valeurs de d comprises entre 5 et 10 ; voir [9]
et sa bibliographie. Mis a` part ces re´sultats partiels, la question de l’alge´brisation des
tissus plans de rang maximal est ouverte.
On suppose maintenant n ≥ 3 et (n+2) ≤ d ≤ (2n−1). Conside´rons la famille des
d-tissus T de la forme suivante. D’une part, ils contiennent le (n+ 1) -tissu T0 de´fini
par les fonctions coordonne´es u1(x) = x0, . . . , un(x) = xn−1 et la fonction
un+1(x) = x0 + · · ·+ xn−1.
D’autre part, leurs autres fonctions de de´finition sont de la forme
uα(x) = Uα 0(x0) + · · ·+ Uαn−1(xn−1), α = n+ 2, . . . , d,
en respectant seulement les conditions sur les dUαµ(0) qui assurent que les feuilletages
sont en position ge´ne´rale. Quand on les diffe´rentie, les de´finitions pre´ce´dentes devi-
ennent (d − n) = π(n, d) relations abe´liennes inde´pendantes : les tissus de la famille
sont de rang maximal par construction.
Si un diffe´omorphisme local φ line´arise un tissu T de la famille, il transforme en
particulier le (n + 1) -tissu line´aire T0 en un tissu line´aire φ(T0). Le tissu T0 est de
rang maximal = 1. D’apre`s le the´ore`me d’Abel inverse, le tissu φ(T0) est associe´
a` une courbe alge´brique de degre´ (n + 1) dans Pn. On ve´rifie d’autre part que les
transormations qui conservent le tissu T0 sont affines.
On obtient ainsi que les tissus line´arisables de la famille ne de´pendent que d’un
nombre fini de parame`tres. Un tissu de la famille n’est donc pas line´arisable en ge´ne´ral.
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2. La borne de Chern et une version pre´cise´e du The´ore`me 1.1
2.1. Rang d’un syste`me de puissances de formes line´aires. — On a besoin de
quelques re´sultats pre´liminaires sur le rang du syste`me des puissances d’ordre donne´
d’une famille de formes line´aires. On suppose n ≥ 2 et d ≥ 1. Soit
l1(x), . . . , ld(x),
des formes line´aires en position ge´ne´rale, i.e. telles que toute famille extraite de car-
dinal ≤ n soit libre. Posons :
(4) rq = dim (C l1(x)
q + · · ·+ C ld(x)
q), q ≥ 0.
Lemme 2.1. — Pour tout n ≥ 2 et pour tout q ≥ 0, on a les ine´galite´s
(5) rq+1 ≥ min(d, rq + (n− 1)), rq ≥ min(d, q(n− 1) + 1).
De´monstration. — Si p ∈ N, notons L(p) l’espace engendre´ par l1(x)
p, . . . , ld(x)
p.
On a bien suˆr r0 = 1 ; on a r1 = min(d, n) car les formes sont en position ge´ne´rale.
Soit maintenant q ≥ 1. On fait les hypothe`ses de re´currence :
rq ≥ min(d, rq−1 + (n− 1)), rp ≥ min(d, p(n− 1) + 1) si p = 0, . . . , q.
On note r = rq . On peut supposer que L(q) est engendre´ par l1(x)
q , . . . , lr(x)
q .
Soit X =
∑n−1
k=0 ak∂/∂xk un vecteur non nul tel que :
X · lr+α = 0, α = 1, . . . , s := min(d− r, n− 1).
L’hypothe`se de position ge´ne´rale permet de supposer en outre
X · lα 6= 0, α = 1, . . . , r.
Le vecteur X induit une application line´aire
X : L(q + 1)→ L(q).
Elle est surjective car
(X · lq+1α )(x) = (q + 1)(X · lα)lα(x)
q
avec X · lα 6= 0 si α est compris entre 1 et r. Ceci montre de´ja` qu’on a rq+1 ≥ rq.
On peut appliquer ce re´sultat pre´liminaire aux formes lr+1(x), . . . , lr+s(x) : l’espace
engendre´ par leurs puissances (q+1)-ie`mes est de dimension ≥ min(s, q(n−1)+1) = s.
Comme le noyau de l’application X contient lr+1(x)
q+1, . . . , lr+s(x)
q+1, il est de
dimension ≥ s. On obtient
rq+1 ≥ r + s ≥ r +min(d− r, n− 1) ≥ min(d, rq + (n− 1))
et, par hypothe`se de re´currence, rq+1 ≥ min(d, (q + 1)(n− 1) + 1).
Si n = 2, on a ainsi rq ≥ min(d, q+ 1). Comme l’espace des polynoˆmes homoge`nes
de degre´ q en deux variables est de dimension (q + 1), on en de´duit :
Corollaire 2.2. — Si n = 2, on a l’e´galite´ rq = min(d, q + 1) pour tout q ≥ 0.
La discussion est plus subtile si n ≥ 3. On la comple`tera dans le §2.5 en rappelant
un lemme classique de Castelnuovo.
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2.2. Relations abe´liennes de valuation donne´e. — Revenons a` nos tissus. On
suppose n ≥ 2 et d ≥ (n + 1). On conside`re un d-tissu T pre`s de 0 ∈ Cn, de´fini par
des fonctions uα(x). On e´crit
uα(x) = uα(0) + lα(x) +O(2), α = 1, . . . , d,
ou` lα(x) est une forme line´aire. On note encore rq le rang du syste`me l1(x)
q , . . . , ld(x)
q .
Soit E(q) l’espace des relations abe´liennes
z(x) = (z1(x), . . . , zd(x))
dont la valuation(2) est ≥ q. On de´finit ainsi une suite de´croissante d’espaces ; E(0)
est l’espace de toutes les relations abe´liennes du tissu. Soit z(x) ∈ E(q). On e´crit
zα(x) = aαuα(x)
q +O(q + 1), α = 1, . . . , d.
En prenant la partie principale de l’e´quation
∑d
α=1 zα(x) duα(x) = 0, on obtient :
d∑
α=1
aαlα(x)
q+1 = 0.
On peut aussi voir la relation ci-dessus comme une e´quation line´aire en (a1, . . . , ad).
Il est clair que l’espace de ses solutions est de dimension (d− rq+1). On en de´duit :
(6) dimE(q)− dimE(q + 1) ≤ d− rq+1,
(7) dimE(0) ≤
+∞∑
q=1
(d− rq).
D’apre`s le Lemme 2.1, on a (d−rq) ≤ (d−q(n−1)−1)
+. On retrouve ainsi l’ine´galite´
de Chern : le rang ρ d’un tissu est au plus e´gal au nombre π(n, d) de´fini par (3). Le
lemme donne aussi :
(8) ρ = π(n, d) ⇒ ( ∀q ≥ 0, rq = min(d, q(n− 1) + 1) ) .
En ge´ne´ral, l’ine´galite´ (7) est stricte.
Si les fonctions de de´finition uα(x) sont line´aires (le tissu est alors compose´ de fais-
ceaux d’hyperplans paralle`les), les composantes homoge`nes d’une relation abe´lienne
du tissu sont des relations abe´liennes. On a donc :
Le rang ρ d’un tissu de´fini par des formes line´aires l1(x), . . . , ld(x) est donne´ par
la formule ρ =
∑+∞
q=1 (d − rq). Le rang d’un tissu est au plus e´gal au rang du tissu
dont les e´le´ments sont les faisceaux d’hyperplans paralle`les aux hyperplans tangents
aux feuilles du tissu initial issues d’un point donne´.
(2)Si f est analytique au voisinage de 0, on note f = O(q) et on dit que f est de valuation ≥ q si les
coefficients des termes de degre´ < q dans le de´veloppement de f en se´rie entie`re sont nuls.
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Comme on a dit, la borne de Chern π(n, d) est atteinte par les tissus associe´s aux
courbes extre´males de Pn. On a toutefois les exemples tre`s simples suivants de d-tissu
de rang maximal π(n, d). Posons :
l(t, x) =
n−1∑
µ=0
tµ xµ.
On remarque que l(t, x)q est un polynoˆme en t de degre´ ≤ q(n− 1). Il en re´sulte que,
si θ1, . . . , θd sont des nombres complexes deux a` deux distincts et que l’on choisit
l1(x) = l(θ1, x), . . . , ld(x) = l(θd, x),
le rang rq du syste`me l1(x)
q , . . . , ld(x)
q est ≤ (q(n−1)+1) donc = min(d, q(n−1)+1).
Le tissu de´fini par les formes line´aires l1(x), . . . , ld(x) est donc de rang π(n, d). Le
Lemme 2.6 ci-dessous montre que la re´ciproque est vraie : si d ≥ (2n+ 1), un d-tissu
de´fini par des formes line´aires et de rang maximal est de la forme pre´ce´dente, a` une
transformation line´aire de Cn pre`s.
2.3. Un raffinement du The´ore`me 1.1. — On suppose d ≥ 2n. Il re´sulte de
la discussion pre´ce´dente que la dimension des espaces E(0)/E(1) et E(1)/E(2) est
majore´e par (d − n) et (d − 2(n− 1)− 1), respectivement. La dimension de l’espace
E(0)/E(2) est donc majore´e par (2d − 3n + 1). D’apre`s (8), on a l’e´galite´ dans les
trois cas si le tissu est de rang maximal.
De´finition 2.3. — Un d-tissu pre`s d’un point de Cn est de rang maximal en valu-
ation ≤ 1 s’il posse`de un syste`me de (2d− 3n+1) relations abe´liennes dont les 1-jets
sont line´airement inde´pendants.
La condition sur les 1-jets est e´videmment ouverte. La discussion qui pre´ce`de
l’e´nonce´ montre aussi qu’un tissu de rang maximal en valuation ≤ 1 a, en tout point
voisin de 0, (d−n) relations abe´liennes dont les 0 -jets sont line´airement inde´pendants
et (d − 2n+ 1) relations abe´liennes de valuation 1, dont les 1-jets sont line´airement
inde´pendants. On de´montrera :
The´ore`me 2.4. — Si n ≥ 3 et d ≥ 2n, un d-tissu de rang maximal en valuation ≤ 1
au voisinage d’un point de Cn est alge´brisable.
Le The´ore`me 1.1 est un cas particulier. L’ide´e de ce raffinement n’est pas nouvelle.
Dans le cas n = 3, il est mentionne´ dans les comple´ments au §35 de [3], avec une
formulation diffe´rente.
2.4. Courbes rationnelles normales. — On se donne un entier m ≥ 2. Les
coordonne´es homoge`nes d’un point de Pm sont note´es (x0, . . . , xm). On appelle points
de base de Pm les (m+1) points dont toutes les coordonne´es sont nulles, sauf une. Une
famille de points de Pm est en position ge´ne´rale si toute famille extraite de cardinal
≤ (m+ 1) est projectivement libre.
On appelle courbe rationnelle normale de degre´ m dans Pm toute courbe qui admet
une parame´trisation de la forme :
x(t) = (P0(t), . . . , Pm(t)),
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ou` P0, . . . , Pm forment une base de l’espace des polynoˆmes de degre´ ≤ m en une
variable. Par la me´thode de Gauss, on voit qu’une courbe rationnelle normale est
projectivement e´quivalente a` la courbe Cm donne´e par :
x(t) = (1, t, . . . , tm−1, tm).
Toute famille de points d’une courbe rationnelle normale est en position ge´ne´rale. Il
suffit de le ve´rifier pour une famille de (m+1) points de Cm, autrement dit de ve´rifier
que que si t0, . . . , tm ∈ C sont deux a` deux distincts, la relation
∑m
j=0 ajx(tj) = 0
n’est ve´rifie´e que si tous ses coefficients sont nuls, ce qui est facile. On a en fait la
proprie´te´ un peu plus forte suivante, dont on laisse la de´monstration au lecteur :
Un sous-espace Pd de dimension d ≤ (m−1) coupe une courbe rationnelle normale
de Pm en au plus (d+ 1) points, compte tenu des multiplicite´s.
On a aussi :
Par (m + 3) points de Pm en position ge´ne´rale, il passe une et une seule courbe
rationnelle normale.
On peut supposer que la famille de (m+3) points est constitue´e des (m+1) points de
base et de deux autres points, repre´sente´s par x′ = (x′0, . . . , x
′
m) et x
′′ = (x′′0 , . . . , x
′′
m).
Les parame´trages des courbes rationnelles normales qui passent par les points de
base en temps fini sont donne´s par :
x(t) = (
m∏
j=0
(t− θj))(
k0
t− θ0
, . . . ,
km
t− θm
).
Un automorphisme de P1 permet encore de supposer que la courbe passe par les points
repre´sente´s par x′ et x′′ pour t =∞ et t = 0 respectivement et que θ0 6= 0 est donne´.
On obtient les conditions :
kj = k
′x′j , kj/θj = k
′′x′′j , j = 0, . . . ,m,
avec deux nouveaux parame`tres k′ et k′′ non nuls. Par homoge´ne´ite´, on peut sup-
poser k′ = 1. Le premier syste`me d’e´quations de´termine alors k0, . . . , km. L’e´quation
k0/θ0 = k
′′ de´termine k′′ et les autres de´terminent uniquement θ1, . . . , θm.
2.5. Le lemme de Castelnuovo. — L’importance de ce lemme pour notre sujet a
d’abord e´te´ reconnue par Chern et Griffiths [6]. Nous en rappelons une de´monstration,
inspire´e de [6]. Nous continuons avec les notations du paragraphe pre´ce´dent.
Soit Om+1(2) l’espace vectoriel de dimension (m+ 1)(m+ 2)/2 des polynoˆmes de
la forme :
Q(x) =
∑
0≤i≤j≤m
aij xixj .
A` toute famille Γ de points de Pm, on associe le sous-espace V (Γ) des polynoˆmes
Q ∈ Om+1(2) qui s’annulent en tous les points de Γ.
On dit que la famille Γ impose r conditions inde´pendantes aux quadriques qui la
contiennent si V (Γ) est de codimension r dans Om+1(2).
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Lemme 2.5. — Si d ≤ (2m + 1), d points en position ge´ne´rale dans Pm imposent
d conditions inde´pendantes aux quadriques qui les contiennent.
De´monstration. — Soit p1, . . . , pd ∈ P
m en position ge´ne´rale. On obtient d conditions
sur les coefficients d’un polynoˆme Q ∈ V (Γ) en e´crivant qu’il s’annule aux points
p1, . . . , pd. Ces conditions sont line´airement inde´pendantes. En effet, si i0 ∈ {1, . . . , d}
et compte tenu de l’hypothe`se de position ge´ne´rale, il existe une re´union de deux
hyperplans (une quadrique !) qui contient les pi, i 6= i0, mais pas pi0 .
Si C est une courbe rationnelle normale, parame´tre´e par un polynoˆme x(t) de degre´
m, Q(x(t)) est un polynoˆme de degre´≤ 2m pour tout Q ∈ Om+1(2). On en de´duit que
la codimension de V (C) est ≤ (2m+1) donc = (2m+1) d’apre`s le lemme pre´ce´dent.
La re´ciproque fait l’objet du lemme suivant :
Lemme 2.6 (Castelnuovo). — Soit d ≥ (2m+3). Si d points en position ge´ne´rale
dans Pm imposent (2m+1) conditions inde´pendantes aux quadriques qui les contien-
nent, ils appartiennent a` une meˆme courbe rationnelle normale de degre´ m.
De´monstration. — On peut supposer que la famille de points conside´re´e Γ contient
les points de base. D’autre part, les hypothe`ses de l’e´nonce´ impliquent que Γ n’est
pas contenu dans la re´union de deux hyperplans.
Tout Q ∈ V (Γ) est une combinaison line´aire de monoˆmes de la forme xixj avec
i < j et s’e´crit, de manie`re unique,
Q(x) = xmL(x
′) +R(x′),
ou` x′ = (x0, . . . , xm−1), L(x
′) est une forme line´aire et R(x′) appartient a` l’espace de
dimension m(m− 1)/2 engendre´ par les monoˆmes xixj , avec i < j et i 6= m, j 6= m.
Si R(x′) est le polynoˆme nul, on obtient Q(x) = xmL(x
′) et Q doit eˆtre nul puisque Γ
n’est pas contenu dans la re´union de deux hyperplans. L’application qui associe R(x′)
a` Q(x) ∈ V (Γ) est donc injective. Elle est aussi surjective puisque, par hypothe`se,
V (Γ) est de dimension (m+ 1)(m+ 2)/2− (2m+ 1) = m(m− 1)/2.
Il existe donc une base de V (Γ) compose´e d’e´le´ments de la forme :
xmLij(x
′) + xixj , 0 ≤ i < j ≤ m− 1.
On en extrait les e´le´ments suivants :
Qj(x) = xmLj(x
′) + x0xj , j = 1, . . . ,m− 1.
Pour tout j et k, j 6= k, le polynoˆme
Lk(x
′)Qj(x)− Lj(x
′)Qk(x) = x0(Lk(x
′)xj − Lj(x
′)xk)
s’annule sur Γ. Le polynoˆme Lk(x
′)xj − Lj(x
′)xk ∈ Om+1(2) s’annule aux points de
Γ, sauf peut-eˆtre aux m points de base de l’hyperplan d’e´quation {x0 = 0}. Il s’annule
aussi aux (m − 2) points de base du sous-espace d’e´quation {x0 = xj = xk = 0}. Ce
polynoˆme s’annule donc au moins en (d − 2) ≥ (2m + 1) des points de Γ. Compte
tenu du lemme pre´ce´dent et de l’hypothe`se, il s’annule sur Γ :
Lk(x
′)xj − Lj(x
′)xk ∈ V (Γ), j, k = 1, . . . ,m− 1.
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En particulier, le coefficient de xj dans Lk(x
′) est nul si j 6= k et j 6= 0. Les Lj(x
′)
sont donc de la forme suivante :
Lj(x
′) = ajxj + bjx0, j = 1, . . . ,m− 1.
Soit C l’ensemble alge´brique, qui contient Γ, de´fini par les e´quations :
(ajxm + x0)xj + bjxmx0 = 0, j = 1, . . . ,m− 1,
(ak − aj)xjxk + (bkxj − bjxk)x0 = 0, j, k = 1, . . . ,m− 1.
Si aj ou bj e´tait nul, ajxmxj + bjxmx0 + x0xj ∈ V (Γ) serait un produit de formes
line´aires, ce qui est impossible. Si l’on avait j 6= k et aj = ak, (bkxj − bjxk)x0 ∈ V (Γ)
serait un produit de formes line´aires, ce qui est impossible. On a donc aj 6= 0 et bj 6= 0
pour tout j et aj 6= ak pour tout j 6= k. On en de´duit en particulier que les points
de C tels que x0 = 0 sont des points de base. On parame`tre les points de C tels que
x0 6= 0 en posant x0 = 1, xm = t et en re´solvant le premier syste`me d’e´quations. On
obtient :
x(t) = (1,−
b1t
1 + a1t
, . . . ,−
bm−1t
1 + am−1t
, t).
C’est une parame´risation homoge`ne d’une courbe rationnelle normale de degre´ m qui
passe aussi par les points de base. On conclut que cette courbe co¨ıncide avec C. Le
lemme est de´montre´.
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3. Rang maximal : conditions diffe´rentielles d’ordre un, d’ordre deux
3.1. Introduction. — Les fonctions de de´finition d’un tissu de rang maximal en
valuation ≤ 1 ve´rifient un syste`me ge´ne´ral d’e´quations diffe´rentielles du premier et du
second ordre si n ≥ 3 et d ≥ (2n+1). Ce n’est pas le cas si n = 2. Il peut eˆtre utile de
pre´ciser que ces conditions, a` elles seules, ne semblent pas impliquer la line´arisabilite´.
Pour de´montrer le the´ore`me principal, outre ces conditions, nous utiliserons a` nouveau
l’existence de relations abe´liennes en nombre suffisant. La pre´sentation ci-dessous est
le´ge`rement diffe´rente de celle de [4] et de celle de [6].
On note On(2) l’espace des polynoˆmes g de la forme
(9) g(ξ) =
∑
0≤µ≤ν≤n−1
gµν ξµξν .
Au polynoˆme (9), on associe les ope´rateurs (3)
g(∇v)(x) =
∑
0≤µ≤ν≤n−1
gµν ∂xµv(x) ∂xνv(x),
g(∂)v(x) =
∑
0≤µ≤ν≤n−1
gµν ∂
2
xµxν
v(x).
On suppose n ≥ 2 et d ≥ (2n+1). On conside`re un d-tissu pre`s de 0 ∈ Cn, de rang
maximal en valuation ≤ 1, de´fini par des fonctions u1(x), . . . , ud(x).
On fixe un point x voisin de 0. On e´crit :
uα(x+ y) = uα(x) + lα(y) +Qα(y) +O(3), α = 1, . . . , d,
ou` lα(y) =
∑n−1
µ=0 yµ ∂xµuα(x) et Qα(y) est un polynoˆme homoge`ne de degre´ 2, dont
les coefficients de´pendent bien suˆr de x. Soit z = (z1, . . . , zd) une relation abe´lienne
du tissu, avec
zα(x+ y) = aα + bαlα(y) +O(2), α = 1, . . . , d.
Le calcul modulo O(2) de la relation
∑d
α=1 zα duα = 0 donne
(10)
d∑
α=1
aαlα(y) = 0,
d∑
α=1
aαQα(y) +
1
2
d∑
α=1
bαlα(y)
2 = 0.
On conside`re maintenant (10) comme un syste`me d’e´quations en a = (a1, . . . , ad) et
en b = (b1, . . . , bd).
3.2. Conditions du premier ordre. — On a :
Lemme 3.1. — Si n ≥ 2 et d ≥ (2n + 1) et si le tissu T est de rang maximal en
valuation ≤ 1, il existe une base de 1-formes ω0(x), . . . , ωn−1(x) telle que les fonctions
(3)On note ∂xµ au lieu de ∂/∂xµ et ∂
2
xµxν
au lieu de ∂2/∂xµ∂xν .
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de de´finition u1(x), . . . , ud(x) de T ve´rifient
(11) duα(x) = kα(x)
n−1∑
µ=0
θα(x)
µ ωµ(x)
pour des fonctions kα(x) et θα(x) convenables.
On dira d’une telle base de 1-formes qu’elle est adapte´e au tissu T .
De´monstration. — L’e´nonce´ est invariant par diffe´omorphisme local. Pour obtenir
l’existence d’une base de 1-formes re´gulie`res, il est commode de supposer que
u1(x), . . . , un(x) sont les fonctions coordonne´es.
Comme on l’a vu dans le §2.2, si le tissu est de rang maximal en valuation ≤ 1,
il a (d − 2n + 1) relation abe´liennes de valuation 1 au point x, dont les 1-jets sont
line´airement inde´pendants. En particulier, l’espace des solutions de la forme (0, b) de
(10) est de dimension (d− 2n+ 1). Comme
lα(y)
2 =
n−1∑
µ,ν=0
yµyν ∂xµuα(x) ∂xνuα(x), α = 1, . . . , d,
cela revient a` dire que la matrice de dimension d× n(n− 1)/2, dont les entre´es sont
les nombres (∂xµuα(x) ∂xνuα(x)), est de rang (2n − 1), ou encore que l’espace des
polynoˆmes g ∈ On(2) tels que
g(∇uα)(x) = 0, α = 1, . . . , d,
est de codimension (2n− 1).
Cette proprie´te´ se traduit aussi de la fac¸on suivante : les d ≥ (2(n− 1) + 3) points
de Pn−1 en position ge´ne´rale repe´sente´s par les vecteurs
∇uα(x) = (∂x0uα(x), . . . , ∂xn−1uα(x)),
imposent (2(n− 1)+1) conditions inde´pendantes aux quadriques qui les contiennent.
D’apre`s le lemme de Castelnuovo, ils appartiennent a` une courbe rationnelle normale
de degre´ (n− 1).
La construction qu’on a de´crite dans le §1.4 montre que la courbe rationnelle nor-
male qui passe par les points de base de Pn−1, qui sont repre´sente´s par hypothe`se par
les vecteurs ∇u1(x), . . . ,∇un(x), et les deux autres points repre´sente´s par ∇un+1(x)
et ∇un+2(x), admet une repre´sentation parame´trique homoge`ne de la forme
x(t) = (p1(x, t), . . . , pn(x, t)),
ou` les pj(x, t) sont des polynoˆmes de degre´≤ (n−1) en t dont les coefficients de´pendent
re´gulie`rement de x. On peut aussi e´crire :
x(t) =
n−1∑
µ=0
(aµ0(x), . . . , aµ(n−1)(x)) t
µ.
La base des 1-formes ωµ(x) =
∑n−1
λ=0 aµλ(x) dxλ est adapte´e au tissu T .
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3.3. Conditions du second ordre. — On continue la discussion. Le tissu T a
aussi (d − n) relations abe´liennes dont les 0 -jets au point x sont inde´pendants. Ceci
entraˆıne en particulier que, pour toute solution a ∈ Cd de la premie`re e´quation de
(10), il existe une solution b ∈ Cd de la deuxie`me. Donc :
d∑
α=1
aαlα(y) = 0 ⇒
d∑
α=1
aαQα(y) ∈
(
C l1(y)
2 + · · ·+ C ld(y)
2
)
pour tout a ∈ Cd. C’est une condition sur les Qα(y), non triviale si l1(y)
2, . . . , ld(y)
2
n’engendrent pas l’espace des polynoˆmes homoge`nes de degre´ 2.
Pour l’expliciter, prenons l1(y), . . . , ln(y) comme nouvelle base de l’espace des
formes line´aires. Soit :
yµ =
n∑
j=1
aµj lj(y), µ = 0, . . . , n− 1,
les formules de passage. Si α ∈ {1, . . . , d}, on a
lα(y) =
n∑
j=1
(
n−1∑
µ=0
aµj∂xµuα(x)
)
lj(y).
On en de´duit :
Qα(y)−
n∑
j=1
(
n−1∑
µ=0
aµj∂xµuα(x)
)
Qj(y) ∈ (C l1(y)
2 + · · ·+ ld(y)
2).
Soit g ∈ On(2) un polynoˆme tel que :
g(∇uα′)(x) = 0, α
′ = 1, . . . , d.
On remarque que :
g(∂y)l
2
α′(0) =
∑
0≤µ≤ν≤n−1
gµν (∂
2
yµyν
l2α′)(0) = 2g(∇uα′)(x) = 0,
puisque lα′(0) = 0, pour tout α
′ ∈ {1, . . . , d}. On a donc g(∂y)Q(0) = 0 pour tout
Q(y) ∈ (C l1(y)
2 + · · ·+ ld(y)
2). On en de´duit :
g(∂y)Qα(0) =
n∑
j=1
(
n−1∑
µ=0
aµj∂xµuα(x)
)
g(∂y)Qj(0).
D’autre part :
g(∂y)Qα(0) = g(∂)uα(x), α = 1, . . . , d.
En posant mµ =
∑n
j=1 aµj g(∂y)Qj(0), on obtient ainsi, au point fixe´ x :
g(∂)uα(x) =
n−1∑
µ=0
mµ∂xµuα(x) α = 1, . . . , d.
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On traduit maintenant ce re´sultat dans une base de 1-formes adapte´e au tissu. On
introduit la notation :
(12) φ(x) =
n−1∑
µ=0
(φ)µ(x)ωµ(x)
pour la de´composition d’une 1-forme φ(x) dans la base ω0(x), . . . , ωn−1(x).
Lemme 3.2. — Soit n ≥ 2 et d ≥ (2n + 1). Soit T un tissu de rang maximal en
valuation ≤ 1 et ω0(x), . . . , ωn−1(x) une base de 1-formes adapte´e au tissu. Avec les
notations du Lemme 3.1, on a :
Pour tout µ ∈ {0, . . . , n − 2}, il existe des fonctions mµ0(x), . . . ,mµ(n−1)(x) telles
que :
(13) (d(kαθα))µ(x) − (dkα)µ+1(x) = kα(x)
n−1∑
λ=0
mµλ(x)θα(x)
λ, α = 1, . . . , d.
Si de plus n > 2, il existe des fonctions nµ0(x), . . . , nµn(x) telles que :
(14) θα(x)(dθα)µ(x) − (dθα)µ+1(x) =
n∑
λ=0
nµλ(x)θα(x)
λ, α = 1, . . . , d.
Remarque 3.3. — On peut montrer que la condition (14) est une condition
ne´cessaire de line´arisabilite´, pour un tissu de la forme (11), meˆme si n = 2. Elle n’est
pas ve´rifie´e en ge´ne´ral par un tissu plan de rang maximal, mais c’est une condition
ne´cessaire (d’apre`s ce qu’on vient de dire) et suffisante (compte tenu de la suite de la
de´monstration) pour qu’un tissu plan de rang maximal soit alge´brisable.
De´monstration. — On passe de la base canonique a` la base adapte´e par des formules
du type
dxλ =
n−1∑
λ′=0
bλλ′(x)ωλ′ (x), λ = 0, . . . , n− 1.
Pour alle´ger les e´critures, notons u(x) l’une quelconque des fonctions uα(x) et :
du(x) =
n−1∑
µ=0
k(x)θ(x)µ ωµ(x).
On a aussi du(x) =
∑n−1
λ=0 ∂xλu(x) dxλ, donc :
k(x)θ(x)µ =
n−1∑
λ=0
bλµ(x)∂xλu(x).
Soit µ, µ′, ν, ν′ quatre entiers compris entre 0 et (n− 1) tels que µ+ ν = µ′ + ν′. De
toute e´vidence, k(x)θ(x)µ k(x)θ(x)ν = k(x)θ(x)µ
′
k(x)θ(x)ν
′
. On a donc :
n−1∑
λ,λ′=0
(bλµ(x)bλ′ν(x) − bλµ′(x)bλ′ν′(x)) ∂xλu(x) ∂xλ′u(x) = 0.
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Cette relation est ve´rifie´e pour tout u ∈ {u1, . . . , ud}. Compte tenu de la discussion
qui pre´ce`de l’e´nonce´, il existe donc des scalaires mλ(x) tels que
(15)
n−1∑
λ,λ′=0
(bλµ(x)bλ′ν(x) − bλµ′(x)bλ′ν′(x)) ∂
2
xλxλ′
u(x) =
n−1∑
λ=0
mλ(x) ∂xλu(x),
pour tout u ∈ {u1, . . . , ud}. Insistons : les mλ(x) de´pendent de µ, ν, µ
′ et ν′, mais pas
du choix de u !
On a d’autre part :
(d(kθν))µ(x) =
n−1∑
λ=0
bλµ(x) ∂xλ(kθ
ν)(x) =
n−1∑
λ,λ′=0
bλµ(x) ∂xλ(bλ′ν∂xλ′u)(x)
=
n−1∑
λ,λ′=0
bλµ(x) ∂xλbλ′ν(x) ∂xλ′u(x) +
n−1∑
λ,λ′=0
bλµ(x) bλ′ν(x) ∂
2
xλxλ′
u(x).
Compte tenu de (15) et du fait que ∂xλu(x) = k(x)θ(x)
λ, on peut e´crire
(16) d(kθν))µ(x)− (d(kθ
ν′ ))µ′(x) =
n−1∑
λ=0
Mλ(x)k(x)θ(x)
λ ,
avec
Mλ(x) = mλ(x) +
n−1∑
λ′=0
(bλ′µ(x) ∂xλ′bλν(x)− bλ′µ′(x) ∂xλ′bλν′(x)).
On choisit d’abord ν = 1, ν′ = 0 et µ′ = µ+ 1 dans (16), ce qui donne :
(d(kθ))µ(x)− (dk)µ+1(x) =
n−1∑
λ=0
mµλ(x)k(x)θ(x)
λ .
C’est la premie`re partie de l’e´nonce´. Supposons n ≥ 3. On peut alors choisir ν = 2,
ν′ = 1 et µ′ = µ+ 1 dans (16), ce qui donne :
(d(kθ2))µ(x) − (d(kθ))µ+1(x) =
n−1∑
λ=0
pµλ(x)k(x)θ(x)
λ .
On a d’autre part les identite´s :
(d(kθ2))µ(x) = θ(x)(d(kθ))µ(x) + k(x)θ(x)(dθ)µ(x),
(d(kθ))µ+1(x) = θ(x)(dk)µ+1(x) + k(x)(dθ)µ+1(x).
Par soustraction membre a` membre et compte tenu des formules obtenues juste au-
paravant, on obtient :
n−1∑
λ=0
pµλ(x)θ(x)
λ = θ(x)
n−1∑
λ=0
mµλ(x)θ(x)
λ + (θ(x)(dθ)µ(x) − (dθ)µ+1(x)) .
C’est la deuxie`me partie de l’e´nonce´.
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4. De´but de la de´monstration : la me´thode standard
4.1. Introduction. — La fin de l’article est consacre´e a` la de´monstration du
The´ore`me 2.4. Nous suivons le plan ge´ne´ral de Bol [4], dont nous allons rappeler les
grandes lignes. On pourra consulter [6] pour une pre´sentation plus de´taille´e de cette
me´thode standard et de son arrie`re-plan ge´ome´trique.
La me´thode repose sur des ide´es ante´rieures de Blaschke. E´tant donne´ un d-tissu
de rang maximal π(n, d) := (m + 1), on en choisit une base de relations abe´liennes
et on lui associe la famille de d applications pα : C
n
0 → P
m, de´finie par les colonnes
de la matrice dont les lignes sont les (m + 1) e´le´ments de la base. Comme pα(x)
ne de´pend que de uα(x), les points p1(x), . . . , pd(x) de´crivent des courbes dans P
m.
Ces courbes sont des invariants projectifs du tissu : a` homographie pre`s, elles ne
de´pendent du choix, ni des coordonne´es, ni des fonctions de de´finition du tissu, ni
de la base de relations abe´liennes. Dans [1], Blaschke utilise cette ide´e pour prouver
qu’un 4-tissu plan de rang maximal est alge´brisable. En fait, ce re´sultat est e´quivalent
a` un re´sultat ante´rieur de Lie sur les surfaces de double translation, et Blaschke dit
prendre pour mode`de la de´monstration qu’a donne´e Poincare´ du the´ore`me de Lie dans
[10]. Cette premie`re ide´e suffit pour de´montrer que les (2n)-tissus de rang maximal
sont alge´brisables.
Si d ≥ (2n+ 1), la deuxie`me ide´e essentielle consiste a` montrer que, pour x ∈ Cn0
fixe´, les points p1(x), . . . , pd(x) appartiennent a` une courbe rationnelle normale C(x)
d’un sous-espace de Pm, une proprie´te´ qui est ve´rifie´e par les tissus qui proviennent
d’une courbe alge´brique extre´male, et a` e´tudier cette famille de courbes. Cette ide´e ap-
paraˆıt de´ja` dans [2], dans une situation plus simple. Il faut alors, pour mener l’analyse
a` son but, montrer que les courbes C(x) de´crivent une surface alge´brique de Pm. C’est
a` ce point que nous nous e´cartons de [4], [3] et [6]. Nous n’utilisons pas l’analogie re-
marque´e par Bol entre les conditons dife´rentielles du §3 et l’e´quation des ge´ode´siques
dans certaines ge´ome´tries semi-riemanniennes. Nous faisons une de´monstration di-
recte.
4.2. L’application de Poincare´. — On suppose n ≥ 2 et d ≥ 2n. On conside`re
un d-tissu T en 0 ∈ Cn, de rang maximal en valuation ≤ 1, de´fini par des fonctions
u1(x), . . . , ud(x). On note :
(17) l := 2d− 3n+ 1, m := 2d− 3n.
L’hypothe`se nous permet de choisir l relations abe´liennes
zi(x) = (zi 1(x), . . . , zi d(x)), i = 1, . . . l,
dont les 1-jets sont line´airement inde´pendants. Avec un peu d’abus, on note z′i,α(x)
les fonctions de´finies par
dzi α(x) = z
′
i α(x) duα(x).
La me´thode de Poincare´ consiste d’abord a` introduitre les vecteurs
(18) Zα(x) = (z1α(x), . . . , zl α(x)) ∈ C
l, α = 1, . . . , d.
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Par de´finition d’une relation abe´lienne, on a :
(19)
d∑
α=1
Zα(x) duα(x) = 0
et :
dZα(x) = Z
′
α(x) duα(x), α = 1, . . . , d,
ou` :
Z ′α(x) = (z
′
1α(x), . . . , z
′
l α(x)).
Introduisons les matrices :
M(x) :=


z1 1(x) . . . z1 d(x)
. . . . . . . . .
. . . . . . . . .
zl 1(x) . . . zl d(x)

 , M ′(x) :=


z′1 1(x) . . . z
′
1 d(x)
. . . . . . . . .
. . . . . . . . .
z′l 1(x) . . . z
′
l d(x)

 .
Les l lignes de M(x) repe´sentent les relations abe´liennes de la base qu’on a choisie et
ses d colonnes repre´sentent les vecteurs Z1(x), . . . , Zd(x).
Lemme 4.1. — Pour tout x voisin de 0, les proprie´te´s suivantes sont ve´rifie´es :
1) les vecteurs Z1(x), . . . , Zd(x) engendrent un sous-espace de dimension (d − n)
et sont en position ge´ne´rale dans ce sous-espace ;
2) toute famille a` (d − 2n + 1) e´le´ments extraite du syste`me Z ′1(x), . . . , Z
′
d(x),
engendre, ensemble avec les vecteurs Z1(x), . . . , Zd(x), l’espace C
l.
De´monstration. — On peut supposer x = 0 et un automorphisme de Cl permet de
choisir la base de relations abe´liennes. On en construit une avec (d − n) relations
dont les 0 -jets sont line´airement inde´pendants d’une part, (d − 2n+ 1) relations de
valuation 1 a` l’origine et dont les 1-jets sont line´airement inde´pendants de l’autre.
Notons encore
lα(x) =
n−1∑
µ=0
xµ ∂xµuα(0).
Avec le choix qu’on a fait, les matrices M(0) et M ′(0) sont respectivement de la
forme :
M(0) =
(
A
O
)
, M ′(0) =
(
⋆
B
)
,
ou` O est une matrice nulle, A une matrice de dimension (d−n)× d et B une matrice
de dimension (d − 2n+ 1) × d. Les lignes (ai 1 · · · ai d) de A et les lignes (bi 1 · · · bi d)
de B repre´sentent respectivement des bases de solutions des e´quations
d∑
α=1
aαlα(x) = 0,
d∑
α=1
bαlα(x)
2 = 0.
La premie`re assertion du lemme peut s’e´noncer ainsi : toutes les matrices de dimension
(d−n)×(d−n) extraites de A sont inversibles. Si ce n’e´tait pas le cas, il existerait une
combinaison line´aire non triviale des lignes de la matrice A avec au plus n coefficients
non nuls, c’est-a`-dire une relation de de´pendance entre n parmi les d formes lα(x).
C’est impossible, puisque les lα(x) sont en position ge´ne´rale.
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La deuxie`me assertion du lemme peut s’e´noncer ainsi : toutes les matrices de di-
mension (d− 2n+1)× (d− 2n+1) extraites de B sont inversibles. Si ce n’e´tait pas le
cas, il existerait une combinaison line´aire non triviale des lignes de la matrice B avec
au plus (2n − 1) coefficients non nuls, c’est-a`-dire une relation de de´pendance entre
(2n− 1) parmi les carre´s lα(x)
2. Le Lemme 2.1 montre que c’est impossible.
On note Cd−n(x) le sous-espace de Cl engendre´ par Z1(x), . . . , Zd(x). Soit
π : Cl\{0} → Pm
la projection canonique. (Rappelons que l = m+1.) Le Lemme pre´ce´dent montre que
les applications Zα : C
n
0 → C
l(x) induisent des applications
(20) pα : C
n
0 → P
m, α = 1, . . . , d,
et que les points p1(x), . . . , pd(x) engendrent un sous-espace P
d−n−1(x) de dimension
(d− n− 1). L’application induite
(21) P : Cn0 → G(d− n− 1,m), P (x) = P
d−n−1(x),
a` valeur dans la grassmannienne des (d − n − 1)-plans de Pm, est « l’application de
Poincare´ » associe´e au tissu.
Lemme 4.2. — L’application de Poincare´ (21) est une immersion. Pour tout x, x′ ∈
Cn0 tels que x 6= x
′,
(22) Pn−2(x, x′) := Pd−n−1(x) ∩ Pd−n−1(x′)
est un sous-espace de dimension (n− 2) de l’espace Pm.
De´monstration. — Soit t 7→ x(t) un arc analytique avec x(0) = x, x′(0) 6= 0. On a :
dt(Zα ◦ x)(0) = 〈duα(x), x
′(0)〉Z ′α(x), α = 1, . . . , d.
Le coefficient 〈duα(x), x
′(0)〉 est nul pour au plus (n − 1) valeurs de α (position
ge´ne´rale). Le Lemme 4.1 montre que les vecteurs dt(Zα ◦x)(0) et Zα(x), α = 1, . . . , d,
engendrent ensemble Cl. En particulier, l’application t 7→ Pd−n−1(x(t)) n’est pas
stationnaire en t = 0 : c’est la premie`re partie de l’e´nonce´.
Pour la deuxie`me partie, on note que, puisque l’espace engendre´ par les vecteurs
(Zα◦x)(0) et celui engendre´ par les vecteurs dt(Zα◦x)(0) sont transverses, les espaces
Cd−n(x(t)) et Cd−n(x(t′)) sont transverses pour tout t, t′ petits avec t 6= t′. Leur
intersection est de dimension 2(d − n) − (2d − 3n+ 1) = (n − 1). C’est la deuxie`me
partie de l’e´nonce´.
4.3. d = 2n ; le cas de Lie, Poincare´, Blaschke. — Rappelons que le fait qu’un
4-tissu plan de rang maximal est alge´brisable est une autre formulation d’un the´ore`me
difficile de Lie. La de´monstration qui suit, reprise de [1], montre la puissance de la
me´thode standard, sous la forme initiale due a` Poincare´, en liaison avec le the´ore`me
d’Abel inverse.
Si d = 2n, alorsm = n et la grassmannienne des (d−n−1)-plans de Pn est l’espace
projectif Pˇn des hyperplans de Pn. L’application de Poincare´
C
n
0 → Pˇ
n, x 7→ Pn−1(x),
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est une immersion, donc un diffe´omorphisme local. On transporte le tissu T dans Pˇn
graˆce a` ce diffe´omorphisme. Dans un syste`me affine de coordonne´es de Pˇn au voisinage
de Pn−1(0), le tissu est line´aire. En effet, si α est compris entre 1 et d, la feuille du α -
ie`me feuilletage qui passe par un point x0 est de´finie par l’e´quation {pα(x) = pα(x0)}.
Son image sous l’action du diffe´omorphisme qu’on vient d’introduire est localement
l’ensemble des hyperplans de Pn qui passent par le point pα(x0). Par dualite´ projective,
c’est un hyperplan.
4.4. Les courbes rationnelles normales C(x). — On suppose maintenant n ≥ 2
et d ≥ (2n + 1). Suivant le Lemme 3.1, on introduit une base adapte´e de 1-formes
ω0(x), . . . , ωn−1(x). On e´crit :
(23) duα(x) = kα(x)
n−1∑
µ=0
θα(x)
µ ωµ(x), α = 1, . . . , d.
On a donc
∑d
α=1 Zα(x) duα(x) =
∑n−1
µ=0
(∑d
α=1 Zα(x)kα(x)θα(x)
µ
)
ωµ(x) et la rela-
tion (19) devient :
(24)
d∑
α=1
Zα(x)kα(x)θα(x)
µ = 0, µ = 0, . . . , n− 1.
On introduit les polynoˆmes en t ∈ C :
P (x, t) =
d∏
β=1
(t− θβ(x)), Pα(x, t) =
∏
β 6=α
(t− θβ(x)),
et la fonction Z⋆ : C
n
0 × C→ C
m+1 de´finie par :
(25) Z⋆(x, t) =
d∑
α=1
Pα(x, t)kα(x)Zα(x).
C’est un parame´trage homoge`ne d’une courbe rationnelle qui passe par les points
p1(x), . . . , pd(x) aux temps θ1(x), . . . , θd(x), respectivement.
Lemme 4.3. — Les points p1(x), . . . , pd(x) appartiennent a` une courbe rationnelle
normale de degre´ (d− n− 1) dans l’espace Pd−n−1(x) qu’ils engendrent.
De´monstration. — On n’e´crit pas la variable x, qui est fixe´e. On montre d’abord que
le polynoˆme Z⋆(t), qui est par de´finition de degre´ ≤ (d − 1), est en fait de degre´
≤ (d− n− 1).
De´finissons les nombres σk et σk(α) par :
d∏
β=1
(t− θβ) =
d∑
k=0
σkt
k, et
∏
β 6=α
(t− θβ) =
d−1∑
k=0
σk(α)t
k, α = 1, . . . , d.
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En e´crivant P (t) = (t− θα)Pα(t), on obtient les identite´s σk+1 = σk(α)− θασk+1(α),
dont on tire :
σk(α) =
d−k−1∑
l=0
θlα σk+l+1, k = 0, . . . , d− 1.
On peut alors calculer :
Z⋆(t) =
d−1∑
k=0
(
d∑
α=1
σk(α)kα Zα
)
tk =
d−1∑
k=0
(
d−k−1∑
l=0
σk+l+1(
d∑
α=1
θlαkαZα)
)
tk.
Dans le membre de droite, le coefficient de tk est nul d’apre`s (24) si l ≤ (n− 1) pour
tout l ≤ (d− k − 1). Le polynoˆme Z⋆(t) est donc bien de degre´ ≤ (d− n− 1).
Dans un syste`me de coordonne´es de Cd−n(x), on a Z⋆(t) = (Q1(t), . . . , Qd−n(t)),
avec des polynoˆmes Q1(t), . . . , Qd−n(t) de degre´s ≤ (d − n − 1). Comme les points
Z1, . . . , Zd engendrent C
d−n(x), il est clair que ces polynoˆmes forment une base de
l’espace des polynoˆmes de degre´ ≤ (d− n− 1). Le lemme est de´montre´.
Pour x ∈ Cn0 , on note C(x) la courbe de´finie par le lemme pre´ce´dent. Si x 6= x
′,
les points de l’intersection C(x) ∩ C(x′) appartiennent a` l’espace Pn−2(x, x′) et les
rappels du §2.4 montrent qu’on a :
Lemme 4.4. — Pour tout x, x′ ∈ Cn0 tels que x 6= x
′, les courbes C(x) et C(x′) se
rencontrent en au plus (n− 1) points, compte tenu des multiplicite´s.
On peut affirmer que C(x) et C(x′) se coupent en exactement (n− 1) points dans
le cas suivant : uα(x) = uα(x
′) pour exactement (n − 1) valeurs de l’indice α. Les
courbes ont alors les points correspondants pα(x) = pα(x
′) en commun. On montrera
plus bas que deux courbes C(x) distinctes se coupent toujours en exactement (n− 1)
points, compte tenu des multiplicite´s.
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5. Suite de la de´monstration : les courbes C(x) engendrent une surface
5.1. E´nonce´ du lemme principal. — C’est le suivant :
Lemme 5.1. — On suppose n ≥ 3 et d ≥ (2n+ 1). L’application
(26) p : Cn0 × P
1 → Pm,
induite par (25) est de rang 2 en tout (x, t) ∈ Cn0 × P
1.
L’e´nonce´ est vrai si n = 2, a` condition de supposer que la deuxie`me proprie´te´ du
Lemme 3.2 est ve´rifie´e, ce qui dans ce cas n’est pas implique´ par les autres hypothe`ses.
L’image de l’espace tangent a` Cn0 × C en un point (x, t) par l’application de´rive´e
de p est la projection, par la de´rive´e de la projection canonique π : Cm+1\{0} → Pm,
du sous-espace de Cm+1 engendre´ par les vecteurs :
Z⋆(x, t), ∂tZ⋆(x, t), ∂x0Z⋆(x, t), . . . , ∂xn−1Z⋆(x, t).
Il s’agit de montrer que cet espace est de dimension 3. Introduisons la 1-forme suiv-
ante :
(27) Ω(x, t) :=
n−1∑
µ=0
tµ ωµ(x), (x, t) ∈ C
n
0 × C.
Le re´sultat cherche´ est alors une conse´quence imme´diate du suivant.
Lemme 5.2. — On suppose n ≥ 3 et d ≥ (2n + 1). Il existe un vecteur F (x, t) et
des 1-formes Γ(x, t) et ∆(x, t) telles que(4) :
(28) dZ⋆(x, t) = Ω(x, t)F (x, t) + Γ(x, t)Z⋆(x, t) + ∆(x, t) ∂tZ⋆(x, t).
De plus les vecteurs F (x, t), Z⋆(x, t) et ∂tZ⋆(x, t) sont line´airement inde´pendants.
Ce lemme montre que si s 7→ x(s) est un arc tel que x(0) = x, l’arc s 7→ p(x(s), t)
est transverse a` la courbe C(x) au point p(x, t) si et seulement si x′(0) n’appartient
pas au noyau de la forme line´aire Ω(x, t).
5.2. De´but de la de´monstration du Lemme 5.2. — On n’e´crit plus les variables
(x, t). Plutoˆt qu’avec Z⋆, on travaille avec la fonction suivante :
Z =
d∑
α=1
kα Zα
t− θα
.
Rappelons que la formule dZ =
∑n−1
µ=0(dZ)µ ωµ de´finit les fonctions (dZ)µ. On a :
dZ =
d∑
α=1
kα Z
′
α
t− θα
duα +
d∑
α=1
Zα d
(
kα
t− θα
)
(4)La notation dZ⋆(x, t) renvoie a` la diffe´rentielle de Z(x, t) en x. Il en ira de meˆme dans la suite.
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Compte tenu de la forme (23) des duα, on a donc :
(29) (dZ)ν =
d∑
α=1
k2αθ
ν
α Z
′
α
t− θα
+
d∑
α=1
Zα
(
d
(
kα
t− θα
))
ν
, ν = 0, . . . , n− 1.
En diffe´rentiant la relation
∑d
α=1 Zαkα = 0, voir (24), on obtient la relation
d∑
α=1
Z ′αkα duα +
d∑
α=1
Zα dkα = 0,
qu’on de´compose dans la base adapte´e :
(30)
d∑
α=1
Z ′αk
2
αθ
µ
α = −
d∑
α=1
Zα (dkα)µ, µ = 0, . . . , n− 1.
On peut s’e´tonner qu’on utilise une seule des relations (24) : les autres sont en fait
couvertes par le Lemme 3.2, de meˆme d’ailleurs que celles qu’on obtiendrait en e´crivant
que le second membre de (23) est une forme ferme´e.
5.3. Un calcul. — La cle´ du calcul est le lemme suivant :
Lemme 5.3. — Il existe des fonctions fµ(x, t) et gµ(x, t) telles que :
(31) t(dZ)µ − (dZ)µ+1 = fµ Z + gµ ∂tZ, µ = 0, . . . , n− 2.
De´monstration. — Dans ce qui suit, l’entier µ ∈ {0, . . . , n− 2} est fixe´. Notons :
Iµ := t(dZ)µ − (dZ)µ+1.
Les formules (29) donnent :
Iµ =
d∑
α=1
k2αθ
µ
α Z
′
α +
d∑
α=1
Zα
(
t
(
d
(
kα
t− θα
))
µ
−
(
d
(
kα
t− θα
))
µ+1
)
.
Les formules (30) permettent d’e´liminer les Z ′α. On obtient ainsi : :
Iµ =
d∑
α=1
ZαKµα,
ou` (rappelons que les diffe´rentielles concernent les x, pas les t) :
Kµα = −(dkα)µ + t
(
d
(
kα
t− θα
))
µ
−
(
d
(
kα
t− θα
))
µ+1
=
(
d
(
kαθα
t− θα
))
µ
−
(
d
(
kα
t− θα
))
µ+1
=
(d(kαθα))µ − (dkα)µ+1
t− θα
+
kα(θα(dθα)µ − (dθα)µ+1
(t− θα)2
= Lµα +Mµα.
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C’est (enfin) le moment de rappeler les formules suivantes du Lemme 3.2 :
(d(kαθα))µ − (dkα)µ+1 =
n−1∑
λ=0
mµλkαθ
λ
α,
θα(dθα)µ − (dθα)µ+1 =
n∑
λ=0
nµλθ
λ
α.
On a donc :
Lµα =
n−1∑
λ=0
mµλkαθ
λ
α
t− θα
=
n−1∑
λ=0
mµλkαt
λ
t− θα
−
n−1∑
λ=1
λ−1∑
λ′=0
mµλkαt
λ−λ′θλ
′
α .
De la meˆme manie`re, on e´crit :
Mµα =
n∑
λ=0
nµλkαθ
λ
α
(t− θα)2
=
n∑
λ=0
nµλkαt
λ
(t− θα)2
−
n∑
λ=1
λ−1∑
λ′=0
nµλkαt
λ−λ′θλ
′
α
t− θα
=
n∑
λ=0
nµλkαt
λ
(t− θα)2
−
n∑
λ=1
λnµλkαt
λ
t− θα
+
n∑
λ=2
λ−1∑
λ′=1
λ′−1∑
λ′′=0
nµλkαt
λ−λ′′θλ
′′
α .
On a donc, compte tenu de (24) :
d∑
α=1
Lµα Zα =
(
n−1∑
λ=0
mµλt
λ
)
Z,
d∑
α=1
Mµα Zα = −
(
n∑
λ=0
nµλt
λ
)
∂tZ −
(
n∑
λ=1
λnµλt
λ
)
Z,
ce qui termine la de´monstration du lemme.
5.4. Fin de la de´monstration du Lemme 5.2. — On a montre´ :
(dZ)µ = t(dZ)µ−1 − fµ−1 Z − gµ−1 ∂tZ, µ = 1, . . . , n− 1.
On en de´duit
(dZ)µ = t
µ(dZ)0 − Z
µ−1∑
λ=0
tλfµ−λ−1 − ∂tZ
µ−1∑
λ=0
tλgµ−λ−1, µ = 1, . . . , n− 1,
et une de´composition de la forme :
dZ(x, t) = Ω(x, t)F ′(x, t) + Γ′(x, t)Z(x, t) + ∆′(x, t) ∂tZ(x, t).
Comme Z⋆ = PZ, on en de´duit (28) avec
F (x, t) = P (x, t)(dZ)0(x).
Il reste a` montrer que F (x, t) n’appartient a` l’espace engendre´ par Z(x, t) et ∂tZ(x, t).
On a en fait le re´sultat plus fort suivant : F (x, t) n’appartient pas a` l’espace Cd−n(x)
engendre´ par Z1(x), . . . , Zd(x).
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On a :
(dZ)0(x, t) =
d∑
α=1
kα(x)
2 Z ′α(x)
t− θα(x)
+
d∑
α=1
Zα(x)
(
d
(
kα(x)
t− θα(x)
))
0
.
Comme le second terme de la somme appartient a` Cd−n(x), il suffit de montrer que
X(x, t) =
d∑
α=1
Pα(x, t)kα(x)
2 Z ′α(x)
n’appartient pas a` Cd−n(x). On e´crit, avec les notations introduites pour de´montrer
le Lemme 4.3 :
X(x, t) =
d∑
α=1
d−1∑
k=0
σk(α)t
kkα(x)
2 Z ′α(x)
=
d∑
α=1
d−1∑
k=0
d−k−1∑
l=0
θlα σk+l+1t
k kα(x)
2 Z ′α(x).
En diffe´rentiant les relations (24), on obtient que, si µ ∈ {0, . . . , n− 1},
d∑
α=1
Z ′α(x)kα(x)θα(x)
µ duα(x) ∈ C
d−n(x).
En e´crivant ceci dans la base adapte´e, on obtient la meˆme proprie´te´ pour les sommes :
d∑
α=1
Z ′α(x)kα(x)
2θα(x)
µ duα(x), µ = 0, . . . , 2n− 2.
On en de´duit que X(x, t) est la somme d’un e´le´ment de Cd−n(x) et d’un polynoˆme
en t de degre´ ≤ d − 2n. Le Lemme 4.1 nous dit par ailleurs que les classes modulo
C
d−n(x) des vecteurs Z ′1(x), . . . , Z
′
d(x) engendrent un espace de dimension (d−2n+1).
Ceci implique que la classe de X(x, t) modulo Cd−n(x) ne s’annule pas. Le lemme est
de´montre´.
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6. Fin de la de´monstration
6.1. Introduction. — Arme´s du Lemme 5.2, nous nous retrouvons en terrain
connu. Les articles de´ja` cite´s [4], [3] et [7] fournissent plusieurs manie`res d’achever la
line´arisation du tissu T .
Dans leur livre [3], Blaschke et Bol indiquent une voie que nous allons suivre.
Re´sumons-la brie`vement.
On sait maintenant que les courbes C(x) sont porte´es par une surface S0 ⊂ P
m. On
de´duira d’abord, du fait que S0 contient beaucoup de courbes rationnelles normales,
que S0 est contenu dans une surface alge´brique S de P
n. On montrera ensuite que
la famille des courbes C(x) est contenue dans une famille alge´brique C, de dimension
n, de courbes alge´briques porte´es par S. Compte tenu des proprie´te´s d’intersection
des courbes C(x) et par continuite´, on obtiendra que, par toute famille ge´ne´rique de
n points de S, il passe une et une seule courbe de la famille C. Nous serons alors en
mesure d’appliquer un the´ore`me classique d’Enriques et de conclure que le syste`me
C est un syste`me line´aire. Autrement dit, il est parame´tre´ par l’espace projectif Pn,
de telle fac¸on que l’ensemble de ses e´le´ments qui passent par un point donne´ de S
est parame´tre´ par un hyperplan de Pn. On se retrouvera ainsi dans une situation ou`
l’argument utilise´ dans le cas d = 2n pourra s’appliquer : le diffe´omorphisme local
Cn0 → P
n qui envoie x sur le parame`tre de la courbe C(x) line´arise le tissu. Compte
tenu du the´ore`me d’Abel inverse, le tissu T est alge´brisable.
Remarque 6.1. — La de´monstration initiale de Bol [4] n’utilise pas le the´ore`me
d’Enriques, mais des projections successives bien choisies, jusqu’a` se ramener a` la
situation qu’on rencontre dans le cas d = 2n. L’hypothe`se que le tissu est de rang
maximal, et pas seulement de rang maximal en valuation ≤ 1, est alors importante,
au moins si l’on suit la de´monstration de Bol pas a` pas. Il n’est pas exclu que cette
me´thode plus e´le´mentaire puisse eˆtre adapte´e au cas ge´ne´ral.
6.2. Le point sur la situation. — Il est peut eˆtre utile de rappeler ou` nous en
sommes dans la de´monstration. On suppose toujours d ≥ (2n+ 1) et n ≥ 3(5).
On conside`re un d-tissu T au voisinage de 0 ∈ Cn, qui posse`dem+1 = (2d−3n+1)
relations abe´liennes dont les 1-jets sont line´airement inde´pendants.
On a associe´ au tissu T une famille d’applications :
pα : C
n
0 → P
m, α = 1, . . . , d.
L’image de chacune d’elles est une courbe dans Pm. La feuille Fα(x⋆) du α−ie`me
feuilletage qui passe par un point x⋆ est donne´e par
Fα(x⋆) = {x ∈ C
n
0 , pα(x) = pα(x⋆)}, α = 1, . . . , d.
(5)Le cas n = 2 est permis a` condition de faire l’hypothe`se supple´mentaire que la conclusion du
Lemme 3.2 est ve´rifie´e. Rappelons aussi que Cn0 de´signe un voisinage de 0 dans C
n, qu’on peut
restreindre autant qu’on veut.
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On sait que, pour tout x, les points p1(x), . . . , pd(x) engendrent un sous-espace
Pd−n−1(x) de dimension (d − n − 1) et qu’ils sont en position ge´ne´rale dans ce
sous-espace. De plus, l’application de Poincare´ ainsi de´finie
P
d−n−1 : Cn0 → G(d− n− 1, n)
est une immersion. Pour tout couple de points distincts x, x′ ∈ Cn0 , les sous-espaces
Pd−n−1(x) et Pd−n−1(x′) se coupent (transversalement) suivant un sous-espace
P
n−2(x, x′) de dimension (n− 2).
On sait que, pour tout x, les points p1(x), . . . , pd(x) appartiennent a` une courbe
rationnelle normale C(x) de Pd−n−1(x), uniquement de´termine´e. Enfin, d’apre`s le
Lemme 5.1, il existe une application de rang constant 2 :
p : Cn0 × P
1 → Pm,
telle que, pour tout x ∈ Cn0 , t 7→ p(x, t) est un isomorphisme de P
1 sur C(x).
D’apre`s le the´ore`me du rang, l’image de p est une sous-varie´te´ lisse de Pm, non
ferme´e. On note cette surface S0.
6.3. Proprie´te´s d’intersection des courbes C(x). — On a :
Lemme 6.2. — Pour tout couple de points distincts x, x′ ∈ Cn0 , les courbes C(x) et
C(x′) se coupent en exactement (n− 1) points, compte tenu des multiplicite´s.
De´monstration. — On a vu que C(x) et C(x′) se coupent en au plus (n− 1) points.
(Rappelons que c’est une conse´quence du fait que Pd−n−1(x) et Pd−n−1(x′) sont trans-
verses d’intersection Pn−2(x, x′) et que toute famille de points d’une courbe rationnelle
normale est en position ge´ne´rale dans l’espace qu’elle engendre.) Pour t ∈ C voisin de
0, soit x(t) ∈ Cn0 le point de´fini par u1(x(t)) = 0, . . . , un−1(x(t)) = 0 et un(x(t)) = t.
La courbe C(x(t)) contient les points p1(0), . . . , pn−1(0), qui sont en position ge´ne´rale
dans Pm, donc distincts. Ainsi, pour tout t 6= 0 petit, C(x(t)) coupe C(0) en exacte-
ment (n − 1) points. Compte tenu du fait que les courbes C(x) sont contenues dans
une surface, le nombre de points d’intersection de deux courbes distinctes C(x) et
C(x′) est constant quand x′ varie un peu. D’ou` le lemme.
6.4. La surface S0 est contenue dans une surface alge´brique S. — En effet,
donnons-nous un point de S0 et un voisinage S1 de ce point dans S0, contenu dans
le domaine d’une carte affine de Pm. On se rame`ne ainsi au cas ou` 0 ∈ S1 ⊂ C
m. Il
suffit de montrer que S1 est contenu dans une surface alge´brique de C
m.
Au voisinage de 0, S1 est de´fini par un syste`mes d’e´quations, soit fρ(x) = 0 avec
ρ = 1, . . . , r. Conside´rons l’espace X des polynoˆmes x : C→ Cm de degre´≤ (d−n−1)
et nuls en 0 ∈ C. Un e´le´ment de X est donne´ par la famille convenablement ordonne´e
de ses coefficients, soit a = (a1, . . . , aN). On note xa le polynoˆme donne´ par a ∈ C
N .
Si ρ ∈ {1, . . . , r}, quand on de´veloppe fρ(xa(t)) en se´rie entie`re de t, les coeffi-
cients de la se´rie obtenue sont des polynoˆmes en a. L’ensemble X ′ des x ∈ X qui
envoie un voisinage de 0 ∈ C dans S1 est donc un ensemble alge´brique. Il contient
des parame´trisations convenables des courbes C(x) qui passent par 0. L’image de
l’application (a, t) 7→ xa(t) est une surface alge´brique de C
m, qui contient S0.
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6.5. Le syste`me C0 des courbes C(x) est contenu dans un syste`me
alge´brique de dimension n. — On peut munir l’ensemble R des courbes
rationnelles normales de degre´ (d − n − 1) dans Pm d’une structure naturelle de
varie´te´ analytique lisse. Comme tous les courbes C ∈ R sont e´quivalentes, il suffit de
de´finir la structure analytique au voisinage d’une courbe, par exemple la courbe C0
parame´te´e par :
x(t) = (1, t, . . . , td−n−1, 0, . . . , 0).
On peut alors introduire une famille suffisante d’hyperplansHk transverses a` la courbe
C0 et parame´trer les courbes voisines de C0 par leurs intersections avec ces hyper-
plans... Les de´tails sont laisse´s au lecteur.
Il re´sulte du fait que l’application de Poncare´ Pd−n−1 : Cn0 → G(d− n− 1,m) est
une immersion que l’application x 7→ C(x) de´finit une immersion :
(32) C : Cn0 → R.
On note C0 son image.
La the´orie des varie´te´s de Chow montre que la varie´te´ R est une varie´te´ quasi-
projective. Autrement dit, il existe une sous-varie´te´ (ferme´e) R′ d’un espace projectif,
telle que R soit isomorphe a` un ouvert de Zariski dense de R′. On identifie provisoire-
ment R a` son image dans R′. Plus pre´cise´ment, il existe aussi une sous-varie´te´W de
R′ × Pm, de dimension
dimW = dimR+ 1,
qu’on munit des projections canoniques
̟ : W → R′, π : W → Pm,
et qui a la proprie´te´ suivante. Pour tout ξ ∈ R′, son image re´ciproque ̟−1(ξ) est
une courbe de W . De plus, si ξ ∈ R, la projection π induit un isomorphisme de
cette courbe sur son image dans Pm et cette image est la courbe rationnelle normale
repre´sente´e par ξ.
Lemme 6.3. — La famille C0 des courbes C(x), x ∈ C
n
0 , est contenue dans une
sous-varie´te´ alge´brique irre´ductible C de R′, de dimension n.
De´monstration. — Suivant [3], on conside`re l’intersection C de toutes les sous-varie´te´s
alge´briques de R′ qui contiennent C0. C’est une varie´te´ irre´ductible qui contient C0 et
qui est donc de dimension ≥ n. Il s’agit de montrer qu’elle est de dimension n.
Si ξ ∈ R′, on note aussi ξ la courbe π(̟−1(ξ)). L’ensemble des ξ ∈ C qui sont
contenus dans S est une sous-varie´te´ de C qui contient C0. C’est donc C.
Pour tout x ∈ Cn0 , l’ensemble des ξ ∈ C qui coupe C(x) en (n − 1) points est un
ouvert de Zariski d’une sous varie´te´ qui contient C0, donc un ouvert de Zariski de C.
De meˆme, si ξ est un e´le´ment de C qui coupe toutes les C(x) en (n − 1) points,
l’ensemble des ξ′ ∈ C qui coupent ξ en (n− 1) points est un ouvert de Zariski d’une
sous-varie´te´ de C qui contient C0, donc un ouvert de Zariski de C.
Finalement, si la dimension de C e´tait ≥ (n+1), deux e´le´ments ge´ne´riques de C se
couperaient en au moins n points, ce qui contredit ce qu’on vient de montrer.
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Au cours de la de´monstration, on a presque ve´rifie´ que la famille C a les proprie´te´s
suivantes :
Lemme 6.4. — Les e´le´ments de la famille alge´brique C sont des courbes contenues
dans la surface S. Deux courbes ge´ne´riques de la famille se coupent en (n− 1) points
et, par toute famille ge´ne´rique de n points de S, il passe une et une seule courbe de
la famille C.
De´monstration. — Il reste a` de´montrer la deuxie`me partie de l’e´nonce´. Il re´sulte du
fait que la varie´te´ C est de dimension n que, par n points ge´ne´riques de S, il passe au
moins une courbe de C. Comme deux courbes ge´ne´riques se coupent en (n−1) points,
il en passe une seule.
6.6. Conclusion. — Pour conclure, il suffit d’appliquer le re´sultat suivant :
The´ore`me 6.5 (Enriques). — Soit S une surface alge´brique et C un syste`me
alge´brique de courbes sur S, de dimension n. Si la courbe ge´ne´rique de C est
irre´ductible et si, par une famille ge´ne´rique de n points de S, il passe une et une
seule courbe de C, le syste`me C est un syste`me line´aire.
C’est en fait un e´nonce´ de ge´ome´trie birationnelle et l’e´nonce´, tel qu’il est formule´
est incorrect. Le syste`me line´aire final peut ne co¨ıncider avec le syste`me initial que
modulo un ensemble de dimension < n.
Quoi qu’il en soit, l’e´nonce´ signifie qu’on peut choisir C = Pn comme espace des
parame`tres et que, pour tout point ge´ne´rique s ∈ S, l’ensemble des ξ ∈ C tels que s
appartient a` la courbe ξ est un hyperplan de l’espace projectif C, identifie´ a` Pn.
Comme on a dit dans l’introduction a` cette section, en associant a` tout x ∈ Cn0
l’e´le´ment de Pn qui correspond a` la courbe C(x) dans l’identification C = Pn, on
obtient un diffe´omorphisme local Cn0 → P
n qui line´arise le tissu.
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