Abstract. We present an application of machine learning and statistics to the problem of distinguishing between defective and non-defective industrial workpieces, where the defect takes the form of a long and thin crack on the surface of the piece. From the images of pieces a number of features are extracted by using the Hough transform and the Correlated Hough transform. Two datasets are considered, one containing only features related to the Hough transform and the other containing also features related to the Correlated Hough transform.
Introduction
We present an application of machine learning and statistics to a problem of Automated Visual Inspection (AVI) that consists of automatically inspecting the integrity of metallic industrial workpieces. The aim is to classify each piece as defective or non-defective depending on whether it contains or not surface defects, visible only under UV light. The surface defect is a crack that is visible under UV light as a bright, thin and roughly rectilinear shape.
In order to recognize cracks, a set of visual primitives has been selected for characterizing the images of pieces. In this way, each image is described by a set of numerical attributes and machine learning can be applied in order to find a classifier for new images.
In particular, we use the Hough transform (HT) that has been proposed in the literature of image analysis for detecting straight lines [9] . The HT transforms the image space into another two-dimensional space (called Hough space) where each local maximum point corresponds to a straight edge in the image space. Moreover, another transformation is used, the Correlated Hough transform (CHT), which has the specific aim of detecting shapes that are bright, rectilinear and thin [3] . The CHT transforms an image from the Hough space to the Correlated Hough space where each local maximum point represents a pair of close, straight edges in the image.
In order to test the effectiveness of these different primitives in classification, we have considered two different datasets, one containing features from the Hough and the Correlated Hough space, and another containing features from the Hough space only.
On the two datasets, we have compared the effectiveness of six different learning algorithms: an attribute-value learner, C4.5, a backpropagation neural network, NeuralWorks Predict, a k-nearest neighbour algorithm and three statistical techniques, linear, logistic and quadratic discriminant.
The paper is divided as follows: the next section introduces the specific application. Section 3 discusses the adopted visual primitives. Section 4 discusses the results of experiments, providing a comparative analysis among the different algorithms. Section 5 presents a discussion of the time complexity of the approach and of its applicability in domains with more examples and tighter time constraints. Section 6 presents related works and a comparison with results obtained in the StatLog project on image datasets. Finally, the last section provides our conclusions.
Defect Detection
The application goal is visual integrity inspection of metallic industrial workpieces and in particular the location of surface and subsurface defects in ferromagnetic materials.
This goal cannot be reached by normal, visible-light inspection but is usually accomplished by adopting a "Magnetic-Particle Inspection" technique (MPI) [10] . First, the piece is magnetised and dipped in a water suspension of fluorescent ferromagnetic particles; then, it is exposed under ultraviolet light and examined by a human inspector. When surface or subsurface defects are present, they produce a leakage field that attracts and concentrates the ferromagnetic particles. The human eye can then easily perceive defects, since ultraviolet light greatly enhances fluorescence. Off-the-shelf CCD cameras and frame grabbers are used in order to acquire the images. image, while figures 2 and 3 show two cracks in detail, more and less evident respectively. 
Classification by Visual Primitives
The defect shape was known a-priori by means of a qualitative model provided by human inspectors. They defined it as a "thin, roughly rectilinear and very bright shape".
On the basis of this rather generic model, we elicited a set of measurable visual properties that are associated with certain aspects of the qualitative model: 5 • bright shape → high local gradient of luminosity around the edges;
• rectilinear → with two main edges approximately straight;
• thin → with an upper-bounded distance between the two main edges.
Once the visual properties are elicited, a set of quantitative image operators able to reflect them must be defined. Usually, the approach consists of defining a redundant set of image operators, or features, each being somehow related to one or more visual properties, that will be later selected in a machine learning phase. The choice of the initial feature set is critical since the information lost at this step cannot be recovered later.
To this aim, we defined and compared two different feature sets, motivated by opposite rationales: in the first set, we included a specialized primitive called Correlated Hough transform (CHT [3] ), which has been proposed for detection of objects corresponding exactly to our model; in the second set, we used only image operators of general use. The two feature sets reflect a different control of the visual aspects of the problem, the first one calling for the insight on image operators typical of a computer vision specialist, while the second requires just the use of well-known image operators.
Both feature sets include the Hough transform (HT), whose essential characteristics will now be described. The HT has been proposed in the computer vision literature to detect straight lines [9] . It consists of a space transformation from the image space to a 2-coordinate parameter space: "collinear" points forming a straight line segment in the image space are collected into a single point of the parameter space, where the point's first co-ordinate, ϑ, is the slope of the straight line and the second co-ordinate, ρ, is its distance from the origin. Each point in the Hough space has a value which is exactly the number of collinear points in the straight line segment; thus, the longer the line segment, the higher is the point's value in the Hough space. Furthermore, in this work we adopted a refined version of the Hough transform, 6 called gradient-weighted Hough transform (GWHT, [9] ) in which each collinear point is weighted by its luminosity gradient. Therefore, peaks in the Hough space (i.e. points with high values) correspond to the existence of straight, bright lines in the image space, or, in other words, the problem of detecting lines in the image space is simplified into the task of detecting peaks in the Hough space.
In the inspected images, a crack has two edges with similar gradient magnitude, the same direction but opposite orientation; since the crack is thin, the distance between the two edges is upper-bounded. Therefore, two peaks must be detected in the Hough space, with similar values and their ρ, ϑ parameters mutually constrained. In alternative to the separate detection of these two peaks, it is possible to exploit the Correlated Hough transform. The CHT performs a post-processing of the GWHT Hough space by correlating the area where the first peak is detected with the one where the second peak should be located: if it is actually present, the resulting correlation value is very high and can be easily detected. The CHT has been proven robust to non-ideality and noise, since the detection after correlation is more reliable than the detection of the two separate peaks in the Hough space. However, the CHT itself is not sufficient for detecting cracks which differ strongly from their ideal aspect, and therefore many other features were also considered.
The dataset based on the CHT (called CH dataset) contains the following features:
1. CH (Correlated_Hough_Peak): this is the maximum value in the Correlated Hough space; its ρ, ϑ co-ordinates (where ϑ ∈[0, π]), which correspond to the parameters of a straight line in the image located on the crack, in the case that a crack is present.
H1 (First_Hough_Peak):
this is the value in the point of the Hough space with the same coordinates ρ, ϑ as the correlated Hough peak, where the first peak is formed if a crack is present.
3. H2 (Second_Hough_Peak): the peak in the Hough space between π and 2π at the ideal point where the second straight edge should be found. 4 . H22 (Second_Hough_Average): this feature is CH divided by H1; it measures by how much the correlation operation increases the evidence of the crack with respect to the uncorrelated Hough space.
5.
Thickness: the mutual distance between H1 and H2. It represents the object thickness. 6 . Number_of_Points: the number of voting points accumulated in H1, which estimates the edge length. Operationally, we acquire images with relevant views of the mechanical piece and for each image we compute the CHT. Then, we detect the CHT maximum (the CH feature) and record a case with CH and the other associated feature values. We then detect all the points of the correlated Hough space whose value is greater than or equal to an assigned percentage of the 5. Delta_rho: the |ρ' -ρ| value, and 6. Delta_theta: the |ϑ' -ϑ -π | value. Delta_rho and Delta_theta express the distance between the two peaks along the ρ and ϑ directions, respectively. In the case of a same real crack, Delta_theta should be close to 0 and Delta_rho upper bounded. Delta_rho and Delta_theta are related to Distance by the following formula :
7. Delta_product: the product delta_rho * delta_theta. It correlates the Delta_rho and Delta_theta values, expecting small values for the product in the case of a same real crack.
Average_Image_Gradient:
The average luminosity gradient of the image.
Since there is not an explicit correlation operation between H1 and H2, we also added some basic arithmetic functions of the H1 and H2 values:
9. Product: the product H1 * H2: should be high in the case of a real crack (about the square of each of the two values).
10.
Ratio: the ratio H1 / H2: should be close to 1 in the case of a real crack.
11.
Sum: the sum H1 + H2: should be high in the case of a real crack (about double each of the two values).
12.
Difference: the difference H1 -H2: should be close to 0 in the case of a real crack.
These arithmetic functions are simply combinations of other features and as such may be considered redundant; yet they have been explicitly included in this feature set since they are related with the model and may improve the classifiers' performance should the classifier not explore linear or quadratic combinations or ratios of the feature values.
Operationally, we acquire images with relevant views of the mechanical piece and for each image we compute the Hough space with the GWHT. Then, we detect the H1 and H2 maxima and record them in a case with the other associated feature values. We then repeat the process for all the points of the Hough space in the range [0, π] and [π, 2π] whose value is greater or equal to an assigned percentage of H1 and H2, respectively, and record a case for each couple;
this is done in order to catch multiple cracks that can be present in a single image. After acquiring the cases, we pre-classify each of them into the two categories of Defect or
NoDefect by checking manually if the straight-line segments corresponding with H1 and H2
were located on a same real crack. For the H1 H2 dataset, the runtime required to extract all the cases from an image of 768 x 576 pixels was about 3.1 s on a 500 MHz Pentium III PC.
Experiments
We have experimented and compared three different machine learning techniques: attributevalue learning, backpropagation neural networks and instance-based learning. Moreover, due to the numeric nature of all the attributes, we have also used statistical techniques in order to compare their performance with that of machine learning tools.
For attribute-value learning we have used C4.5 [14] which is able to learn both decision trees and rules. For backpropagation neural networks, we have used a commercial system, [11] , that implement respectively the linear discriminant, the logistic discriminant and the quadratic discriminant.
In the following, we first give a brief description of each algorithm and then we present the results of experiments.
Discrim
Discrim finds a linear discriminant, i.e., a hyperplane in the p-dimensional space of the attributes. Given the values of the attributes of a new pattern, its class is found by looking at the position of the corresponding point with respect to the hyperplane.
The hyperplane equation is found on the assumption of normal probability distribution: the attribute vectors for the examples of class A i are independent and follow a certain probability distribution with probability density function (pdf) f i . A new point with attribute vector x is then assigned to that class whose probability density function f i (x) is greatest. This is a maximum likelihood method. The distributions are assumed normal (or Gaussian) with different means but the same covariance matrix. The probability density function of the normal distribution is
where µ is a p-dimensional vector denoting the theoretical mean for class i and Σ, the theoretical covariance matrix, is a p × p matrix that is necessarily positive definite. In this case the boundary separating the two classes, defined by the equality of the pdfs, can be shown to be a hyperplane that passes through the mid-point of the two means. 
where µ i is the population mean for class A i . When using this formula for classification the exact distribution is usually not known and the parameters must be estimated from the available sample. With two classes, if the sample means are substituted for µ i and the pooled sample covariance matrix for Σ, then Fisher's linear discriminant [8] is obtained. The covariance matrix for a dataset with n i examples from class A i is
where X is the n i × p matrix of attribute values and x is the p-dimensional row vector of attribute means. The pooled covariance matrix S is
where the summation is over all the classes and (n-q) is chosen to make the pooled covariance matrix unbiased.
Quadisc
Quadisc performs a quadratic discrimination. Quadratic discrimination is mostly similar to linear discrimination, with the difference that the surface separating the two regions is quadratic. This means that the discriminating function will contain not only the attributes but also their squares and the products of two attributes. With respect to the case of probability maximization seen for Discrim, if we remove the assumption that the normal distributions have the same covariance matrix S, we obtain a quadratic surface, for example an ellipsoid or a hyperboloid. 13 The simplest quadratic discrimination function for a class is defined as the logarithm of the corresponding probability density function and is given by equation 5 in the case of differing prior probabilities. The suffix i is used to indicate class A i .
In this equation π i stands for the prior probability of class A i . As before, the means and covariance matrix are substituted by their sample counterparts obtained from the training set.
In the same way, π i is substituted by the sample proportion of class A i examples. For classification, the discriminant is calculated for each class and the one giving the highest value is chosen.
The most frequent problem with quadratic discriminants arises when some attribute has zero variance in one class, for then the covariance matrix cannot be inverted. One way to avoid this problem is to add a small positive constant term to the diagonal terms in the covariance matrix (this corresponds to adding random noise to the attributes).
Logdisc
Logdisc performs a logistic discrimination. As linear discriminants, a logistic discriminant consists of a hyperplane separating the classes in the best possible way, but the criterion used to find the hyperplane is different. The method adopted in this procedure is to maximize a conditional probability. In theory, when the attributes have a normal distribution with equal covariances and are independent from each other, linear and logistic discriminants are equivalent. Different results are obtained when these hypotheses are not satisfied.
The method described here is partially parametric, as the actual pdfs for the classes are not modelled, but rather, the ratio between them. In particular the logarithms of the ratios of the probability density functions for the classes are modelled as linear functions of the attributes.
Thus, for two classes,
where α and the p-dimensional vector β are the parameters of the adopted model and must be estimated. The case of normal distribution is a special case in which these parameters are functions of the prior probabilities, the class means and the common covariance matrix. 
Given independent samples for the two classes, the parameters are estimated by maximizing the probability:
Iterative methods have been proposed in order to estimate the parameters, for example in [2] and [4] . Since in practice there is often little difference between the logistic and linear discriminants, the latter are taken as a starting point for the former.
k-nearest neighbour
In instance based learning, training examples are used directly for classifying unseen examples, no explicit description of the target concept is built. In order to classify an unseen example, the distance of the unseen example from each training example is computed (according to a chosen distance function) in order to determine the class of the instance. In the k-nearest neighbour algorithm, the unseen example is assigned the most common class value in the set of k-nearest training examples.
In our experiments we have chosen k=1 in order to compare our results with those of the Statlog project (therefore in the following we will refer to nearest-neighbour as NN).
Moreover, a standard Euclidean distance was used where the square of each attribute difference is divided by the standard deviation of the attribute in the training set, in order to take into account the different scales of the various attributes:
The implementation of NN which was used for the experiments is the IB1 algorithm from the Weka library of machine learning software.
NeuralWorks Predict
Predict by NeuralWorks is a system for training multi-layer neural nets. Predict uses an adaptive gradient learning rule which is a form of back-propagation. Predict does not start from a fixed network architecture but uses a constructive method for determining a suitable number of hidden nodes. This constructive method is referred to as "Cascade Learning" [5] and is loosely characterized by the fact that hidden nodes are added either one or a few at a time. New hidden nodes have connections from both the input buffer and the previously established hidden nodes. Construction is stopped when performance on an independent test set shows no further improvement.
C4.5
C4.5 [14] is a system for learning rules and decision trees. Its peculiarity arei the heuristics it adopts in order to select the test to perform at each step. These heuristics are based on the notion of entropy from information theory which represents the amount of "dis-uniformity" of examples in the training set with respect to the class attributes: at each step the test chosen is that which makes the resulting subsets as uniform as possible with respect to the class attribute, thus ultimately selecting subsets containing examples from only one, or a small number, of classes.
Results
All systems have been tested on the CH and H1 H2 datasets employing 10-fold cross validation. Both datasets contain 317 cases of which 67 belong to the Defect class and 250
to the NonDefect class. The spread of attribute values is larger for the Defect class.
NN and Predict were run on a 500MHz Pentium III PC while the other algorithms were run on a Sun Sparcstation 10. The runtime for learning each classification algorithm was between a few hundredths to a few tenths of a second, while the classification time for each piece was in the order of milliseconds. Therefore these times are negligible with respect to the feature computation time in the overall inspection process. The industrial process we considered allows for a maximum inspection time of 20 s, thus fulfilling the inspection time constraint. Table 1 shows the average accuracies of the classification algorithms for both datasets. Table 2 shows the total number of false negative and false positive errors summed over the ten folds. False negatives are defective pieces that are classified as non-defective and false positives are non-defective pieces that are classified as defective. It is important to distinguish between these two types of errors because the damage that derives from a false negative is much higher than that deriving from a false positive. Therefore, we should prefer an algorithm that minimizes the number of false negatives.
In order to evaluate if the accuracy differences between algorithms are significant, we have computed a 10-fold cross-validated paired t test for every pair of algorithms (see [1] for an overview of statistical tests for the comparison of machine learning algorithms).
This test is computed as follows. Given two algorithms A and B, let p A (i) (and respectively p B (10) where n is the number of folds (10) 
In the null hypothesis, i.e. that A and B have the same accuracy, this statistic has a t distribution with n-1 (9) degrees of freedom. If we consider a probability of 90%, then the null hypothesis can be rejected if Table 3 shows the values of the statistic for the CH dataset, while table 4 shows the values of the statistic for the H1 H2 dataset. The value of the statistic for algorithms A and B can be found at the crossing of line A with column B. The numbers in bold are those that provide a probability of 90% or more of rejecting the null hypothesis.
From these tables it can be seen that, for the CH dataset, the accuracy ranking of algorithms is: C4.5 (rules and trees), NN, Predict, Logdisc, Quadisc and Discrim. However, the accuracy difference is significant only between C4.5 and all the other algorithms and between NN and Quadisc.
On the H1 H2 dataset, the ranking of algorithms is: C4.5 (rules and trees), Logdisc, Predict, Discrim, NN and Quadisc. The accuracy difference is significant only between the best performing algorithms, C4.5 and Logdisc, and all the others apart from Predict.
When comparing the algorithm in terms of accuracy, we can conclude that, for both datasets, the best overall accuracy has been obtained by C4.5 both for the case of trees and rules. The comparison of machine learning and statistical techniques in terms of accuracy shows that C4.5 performs better than statistical techniques for the CH dataset, while on the H1
H2 dataset Logdisc and C4.5 are equivalent. As can be seen, the CH feature is very important because it leads to more accurate classifiers for all systems with the exclusion of Logdisc and Discrim. As regards the number of false negatives, C4.5 yields the lowest number of them for the CH dataset, while for the H1 H2 dataset the lowest number is given by Predict.
As regards the computation time, it was not necessary to perform a detailed comparison of the various algorithms because the learning and classification times of all algorithms were negligible if compared to the time required to compute the features.
20
These results show that machine learning tools can be preferred over k-nearest neighbour and statistical classifiers for the application considered.
Time complexity analysis
The approach presented can also be applied to more difficult industrial inspection problems requiring a larger number of examples in the training set, or to problems with tighter constraints on inspection time. In order to solve these problems, we must first distinguish between two main time costs: an off-line cost, which is the time spent once for all to generate the classifier, and an on-line cost, which is the time needed for classifying each produced piece.
The off-line cost includes two main terms: the time required to pre-classify the training set and that required to train the classifier from the training set. In the absence of an automated inspection process, teams of human experts manually verify a sample of the whole production.
In order to automate the inspection process, for each piece it is necessary to compute the features and to store their values together with the expert's classification value. The time required to compute the features is negligible with respect to human classification time.
As regards the time to train the classifier, it is negligible with respect to the time to preclassify the training set. This can be inferred from the fact that it was negligible in our case, where we had 317 examples, and from the fact that the time complexity of all classifiers is linear with respect to the number of examples in the training set except for NN for which it is constant.
On-line costs also include two main terms: the time required to compute the visual features'
values for each piece, and the time required to run the classifier. In our application, the first term was largely the most relevant since computing the features takes between 3.1 and 3.5 s. Another important issue is the possibility of changes in the nature of defects. Over time, in fact, it may happen that the type of defects changes because of variations in the production system. To this purpose, the performance of the classifier must be monitored by manually classifying a sample of the pieces produced. When the classification errors overcome an assigned threshold, the classifier must be updated. Of all the learning algorithms, only NN is an incremental algorithm where the new classifier can be obtained from the old one, while for the others the learning process must be repeated. However, as shown above, the learning time for a few hundred examples is in the order of a few hundredths of a second, and therefore relearning does not pose any real kind of limitation to the detection system.
Related works and comparison with the Statlog Project
Machine learning has been widely exploited for object classification in computer vision.
Learning is often essential for defining an effective classifier in the case of unstructured objects or shapes, which are difficult to model in terms of geometric, topologic or other metric features. Examples of the use of learning in computer vision are, for instance, recognition of hand gestures, landscape inspection, medical images analysis, and appearance-based recognition [1, 6, 13, 12] . However, the most comprehensive work concerning the use of learning for object classification in computer vision is the StatLog project [11] . StatLog includes several classification algorithms, covering machine learning, neural and statistical techniques. The algorithms are compared against several different classification tasks, or datasets, nine of which consists of classifying images (Dig44, KL, Vehicle, Letter, Chrom, SatIm, Segm, Cut20, Cut50). As reported in the StatLog results in [11] , the ranking of classifiers in terms of error rates varies with the image classification task. As stated in the analysis of results still in [11] , some of these tasks mainly address classification of pixel areas, while others address classification of derived features computed from the pixel values. These tasks are very different in nature, and this may be a major reason for the different ranking of classifiers' error rates.
The NN classifier achieves on average the best error rate. However, one pitfall of the NN method is the fact that it assigns all the variables the same relevance, and this may be the reason for the few exceptions (Vehicle and Segm); in these cases, many other algorithms outperform NN, including C4.5.
Quadisc achieves on average the best error rates for those image datasets considered as object recognition tasks (Dig44, KL, Vehicle, Letter, Chrom), while it performs badly on average on the image datasets considered as segmentation tasks (SatIm, Segm, Cut20, Cut50).
The machine learning algorithm C4.5 tends to demonstrate good performance on the segmentation tasks (Segm, Cut20, Cut50) and in particular, it largely outperforms Quadisc on the Cuts dataset. On the other datasets, C4.5 ranks on average positions.
The application we considered in this paper can hardly be considered as solely object recognition or solely segmentation: it can be considered object recognition since it uses object-level features like the Hough transform, while at the same time it can be regarded as segmentation since objects are not segmented in advance. In this application, C4.5 achieves the best error rates for both feature sets, while NN has an uneven behaviour, ranking in the second position for the CH dataset and second last for the H1 H2 dataset. This relative ranking is the same as that of the StatLog's Vehicle and Segm datasets, but not of the StatLog's image datasets on average. Instead, Quadisc assesses significantly worse performance, similar to that of the other classifiers for the CH feature set and drastically lower for the H1 H2 one. This result is in good accordance with those from the StatLog segmentation datasets.
Conclusion
We have presented an application of machine learning and statistics to the problem of recognizing surface cracks on metallic pieces. In order to learn from the images of the pieces,
we have identified a set of visual features for characterizing each image that has been expressly designed for the recognition of straight lines and rectilinear shapes.
In order to test the effectiveness of these various features on classification, we have considered two different sets, one containing features from the Hough and the Correlated Hough space, and another one containing features from the Hough space only.
Various machine learning and statistical techniques have been applied to the problem. As regards machine learning, we have employed an attribute value learner, C4.5, a neural network trainer, NeuralWorks Predict and a k-nearest neighbour algorithm. As regards statistical techniques, we have employed linear, logistic and quadratic discriminants.
The results of the experiments show that, of the two feature sets, the one containing the CHT leads to more accurate classifiers for all learning methods apart from Logdisc and Discrim, thus confirming the usefulness of highly specialized operators for Computer Vision.
Among all systems, C4.5 had the best accuracy, significantly higher than that of the other systems on the CH dataset, while on the H1 H2 dataset it was significantly higher only with 24 respect to Discrim, Quadisc and NN. As regards the computation time, the learning times of all algorithms were comparable and they were negligible if compared to the time required to compute the features.
The accuracy results differ from those obtained in the Statlog project, where NN was the best classifier for images. This can be due to the fact that NN treats (normalized) variables with equal weight, while in the datasets considered the relevance of the various variables differs. Another major result of our experiments is the evidence that an attribute-value machine learning tool like C4.5, designed for treating both numeric and non-numeric attributes, can perform better than statistical classifiers even on purely numeric datasets such as those we have addressed in this paper.
The approach presented can also be applied to other object recognition domains. In the case that the object to be recognised has a linear shape, then the same visual primitives and learning algorithms discussed in the paper can be applied. In the case that the shape differs, then different visual primitives must be used, and the learning algorithms re-tested in order to re-identify the one with the best accuracy.
