We rigorously determine the exact freezing threshold, r f k , for k-colourings of a random graph. We prove that for random graphs with density above r f k , almost every colouring is such that a linear number of variables are frozen, meaning that their colours cannot be changed by a sequence of alterations whereby we change the colours of o(n) vertices at a time, always obtaining another proper colouring. When the density is below r f k , then almost every colouring has at most o(n) frozen variables. This confirms hypotheses made using the non-rigorous cavity method.
INTRODUCTION
Over the past decade, some groundbreaking hypotheses arising from statistical physics have driven much of the progress on random constraint satisfaction problems (CSP's). In particular, a common geometric interpretation of the 1-Step Replica Symmetry Breaking hypothesis (1RSB) (see, eg., [33] ) Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. says that, at a certain constraint density called the clustering threshold, w.h.p.
1 the solution space shatters into an exponential number of clusters of solutions, where each cluster is well-connected and any two clusters are well-separated. Furthermore, at a higher density called the freezing threshold, there are a linear number of frozen variables in almost every cluster; i.e. variables that are fixed throughout the cluster.
These hypotheses have impacted the study of random CSP's in the theoretical computer science community in (at least) two ways: First, an understanding of these hypotheses has led to substantial new results, eg. [13, 31, 10, 44, 23, 38, 14, 15, 22, 1, 27] . Second, much work has gone towards rigorously proving aspects of these hypotheses, eg. [2, 17, 38, 4, 25, 16, 47] . The main contribution of this paper is of the latter type.
In this paper, we rigorously prove hypotheses concerning frozen variables for k-COL; i.e. k-colourability of Gn,M . This is one of the two most widely studied random CSP's, the other being k-SAT. We establish the exact location of the freezing threshold, for k sufficiently large. The asymptotic (in k) value of this threshold follows from [13] (see Section 3 below). The precise value had previously been estimated non-rigorously using the cavity method [46, 43] . We also determine the number of frozen variables, up to a o(n) term.
Our main tool is the planted model which Achlioptas and Coja-Oghlan [13] proved could be used to analyze certain random CSP's (see also [38] ). Our approach should apply to determine the freezing threshold of most random CSP's for which we can use the planted model, eg. NAE-SAT and hypergraph 2-colourability. We chose to begin with k-COL, because it is the most well-studied such CSP. Unfortunately, we cannot use the planted model for random k-SAT and so we cannot determine the freezing threshold for that model. However, we believe that we can use the technique from this paper to prove that, at higher densities, random k-SAT exhibits freezing; this has been established in [8, 17] for a weaker notion of freezing (see Section 3 below).
To prove our theorem, we strip the random graph down to what we call a Kempe core, and prove that almost all of the vertices in the Kempe core are frozen, while almost all of the vertices outside the Kempe core are not frozen.
The Algorithmic Barrier: It has long been observed that most random CSP's appear to be very difficult to solve for a wide range of constraint densities. This was first observed for k-SAT in [12, 34] . For many CSP's, there appears to be what [13] calls an "algorithmic barrier" substantially lower than the density at which they are w.h.p. unsatisfiable. For example: Random instances of k-SAT are known to pass from being w.h.p. satisfiable to w.h.p. unsatisfiable at constraint density 2 k ln 2 + O(k) [7] , but no algorithm has been proven to w.h.p. find a satisfying solution for problems of density higher than O(
) [13] . The random graph Gn,M is known to pass from being w.h.p. k-colourable to w.h.p. not k-colourable at edge-density k ln k+O k (1) [6] , but no algorithm has been proven to w.h.p. find a k-colouring of a random graph with edge-density higher than 1 2 k ln k(1 + o k (1)) [3, 24] . On the other hand, greedy algorithms succeed, (w.h.p. or with probability bounded away from zero) on CSP's with densities below these points [13, 3, 24] . So below these (asymptotic in k) barriers, finding a solution tends to be relatively easy, and above the barriers it appears to be much more difficult, perhaps even algorithmically intractible.
These barriers are asymptotically (in k) equal to the hypothesized location of the clustering threshold, and this was given rigorous grounding in [13] . Thus, the clustering of the solution space appears to explain the algorithmic barriers. So understanding this clustering is crucial to making further algorithmic progress, or perhaps more importantly, to understanding why exactly random CSP's are so difficult. Moreover, to gain a thorough understanding of random CSP's near the satisfiability threshold, or to precisely determine the satisfiability threshold for, eg. random k-COL or k-SAT, it seems clear that we must understand clustering.
In [45, 46, 28] it is argued that the algorithmic difficulties are not brought on by the clustering threshold, but rather by the freezing threshold. In other words, the clusters do not pose significant difficulties until they have frozen variables. For example, a simple algorithm is proven to work well on 3-COL [5] at densities above the hypothesized clustering threshold (but below the hypothesized freezing theshold). While the clustering threshold is hypothesized to be strictly less than the freezing threshold, their ratio tends to one as k grows. In particular, the freezing threshold is also asymptotic to the observed algorithmic barrier.
The Cavity Method: We close this section by noting that the cavity method has been used to predict many thresholds and other important results concerning random CSP's, including satisfiability thresholds (see eg. [33] for many examples). The quest to "rigorize" applications of the cavity method has been one of the most important trends in the study of random structures over the past decade. Very roughly speaking, the cavity method focuses on analyzing the distance-d neighbourhood of a randomly selected vertex for arbitrarily large, but constant, d, making use of the fact that this neighbourhood is w.h.p. a tree. It then hypothesizes the manner in which the remainder of the graph should affect the analysis; this is typically the point which is very difficult to do rigorously as it concerns the long-range dependencies between vertices in the graph. In this paper, we effectively show that as far as freezing is concerned, the effect of the long-range dependencies is negligible; the freezing threshold is exactly what the tree-analysis predicts. It is hoped that our techniques will lead to other results along this line.
CLUSTERS AND FROZEN VARIABLES
We study Gn,M , the random graph with n vertices and M edges, where each such graph is equally likely. We are interested in the range M = rn where r is constant. This model was introduced by Erdős and Rényi in two seminal papers [20, 21] . In these papers, they posed several natural questions about random graphs. All but one have since been answered; the remaining question is: What is the chromatic number of Gn,M=rn for r > 1 2 ? It is widely believed that for each k ≥ 3, there is a constant φ k such that for r < φ k , Gn,M=rn is w.h.p. k-colourable while for r > φ k , Gn,M=rn is w.h.p. not k-colourable. The determination of φ k is one of the most important open problems, and indeed the oldest open problem, in random graph theory. Thus far, we do not even know whether φ k exists. Achlioptas and Friedgut [18] proved something close -a function φ k (n). Achlioptas and Naor [6] 
The 1-RSB analysis was applied to k-COL in eg. [41, 30, 43, 46] . Amongst other things, these papers non-rigorously determine a clustering threshold, r k ln k, at which the associated Gibbs distribution on partitions into an exponential number of pure states. A common geometric interpretation of this phenomenon [38, 43, 45, 29, 30] poses that the k-colourings group into clusters in the following sense:
Let Ω k (G) denote the set of k-colourings of a graph G. It is believed that at some density r ≈ 1 2 k ln k, i.e. roughly half the k-colourability threshold, w.h.p. all but a vanishing proportion of Ω k (G) can be partitioned into exponentially many sets S1, ..., Sx such that one can move within Si by changing the colours of only o(n) vertices at a time, but to move from Si to Si requires changing a linear number of vertices. More formally: Definition 2.1. An -path of k-colourings of a graph G is a sequence σ0, σ1, ..., σt of k-colourings of G, where for each 0 ≤ i ≤ t − 1, σi and σi+1 differ on at most vertices. We say that two k-colourings σ, σ are -connected if they can be joined by an -path σ = σ0, ...., σt = σ for some t ≥ 0.
We emphasize that there is no restriction on the length of the path. So two -connected colourings might differ on arbitrarily many vertices, and we may require an arbitrarily long -path to join them. Definition 2.2. We define an (a, b)-cluster to be a subset of colourings S ⊆ Ω k (G), such that:
(a) no pair of colourings σ ∈ Si, σ / ∈ Si is a-connected; and (b) every pair of colourings σ, σ ∈ Si is b-connected.
Condition (a) says that clusters are well-separated. Condition (b) says that clusters are well-connected.
If a = b + 1 then (a, b)-clusters exist trivially in every graph. Remarkably, it appears that in Gn,M=cn we have (a, b)-clusters when a is much greater than b: a = Θ(n), b = o(n). Hypothesis A: For r sufficiently large: There exists a constant α > 0 and a function β(n) = o(n) such that w.h.p. all but a vanishing proportion of Ω k (Gn,M=rn) can be partitioned into an exponential (in n) number of (αn, β(n))-clusters.
clusters Si have a linear number of frozen vertices v, with the property that for all σ, σ ∈ Si we have σ(v) = σ (v). This does not happen for r < r f k
We note that further details are also hypothesized; eg. the set of clusters changes significantly after the condensation threshold [29] . It is easy to see that the clusters must have exponential size (eg. from the fact that w.h.p. there are a linear number of degree zero vertices).
We emphasize that the actual hypotheses studied in the physics literature are in terms of pure states of certain Gibbs distributions on the colourings, and are not equivalent to Hypotheses A and B; these are merely common interpretations of the original hypotheses in terms of the geometry of the solution space. In fact, recent evidence indicates that, for some CSP's, there are values of r greater than the clustering threshold for which the clusters are not as well-separated as Hypothesis A posits. Nevertheless, Hypothesis A appears to hold by the time r reaches r f k . Our main theorem proves Hypothesis B, and determines the freezing threshold r f k exactly. However, Hypothesis A is not known to hold for k-COL, nor for any other random CSP model other than k-XOR-SAT. So we restate Hypothesis B in a manner that does not involve clusters.
Definition 2.3. Given a k-colouring σ of a graph G, we say that a vertex v is -frozen with respect to σ if for every -
In other words, it is not possible to change the colour of v by changing at most vertices at a time. Observation: If Hypothesis A holds, then for every β(n) < ≤ αn, the frozen vertices in the cluster containing σ are exactly the vertices that are -frozen with respect to σ.
In particular, every vertex that is αn-frozen according to Definition 2.3, is also frozen in the sense of Hypothesis B, assuming Hypothesis A.
We define
For any r > r f k we let x k (r) denote the largest positive solution to r =
Our main theorem is that, for k sufficiently large, r f k is the precise threshold for colourings to w.h.p. have a linear number of -frozen vertices, where is linear in n:
Theorem 2.4. There exists a constant integer k0 such that for all k ≥ k0, and for any ω(n) tending to ∞ arbitrarily slowly with n: Let σ be a uniformly random k-colouring of Gn,M=rn.
(a) For any r > r f k , there exists a constant 0 < α < 1 for which:
(i) w.h.p. there are
n + o(n) vertices that are αn-frozen with respect to σ.
(ii) w.h.p. there are (1
)n + o(n) vertices that are not ω(n)-frozen with respect to σ.
In other words: for r > r f k , a linear number of variables are αn-frozen, while for r < r f k , all but at most o(n) variables are not even ω(n)-frozen for any ω(n) growing arbitarily slowly with n. Furthermore, for r > r f k we specify the specific number of αn-frozen vertices, up to an additive o(n) term. All but at most o(n) of the other vertices are not even ω(n)-frozen.
In fact, we prove something stronger. In Section 5, we define a subset of the vertices which we call the Kempe core; r f k is the threshold for the appearance of a Kempe core. We will prove that w.h.p. all but o(n) vertices of the Kempe core are frozen and at most o(n) vertices outside of the Kempe core are frozen. Thus, given a uniform k-colouring σ of Gn,M=rn, we w.h.p. specify precisely which vertices are frozen w.r.t. σ up to an error of o(n) vertices.
We do not know the value of k0; it comes from Theorem 4.3 below, and its value is estimated in [2] to perhaps be roughly 20. Our theorem likely holds for k ≥ 9 (see below). One would like to strengthen Theorem 2.4 by (i) replacing k ≥ k0 with k ≥ 9, and (ii) replacing o(n) with zero in part (b). In both cases, the bottleneck is the limitations of Theorem 4.3. Both these improvements are likely to be true, although to replace o(n) by zero in (b), we would have to name a specific ω(n); ω(n) = O(log n) might suffice.
Hypothesized values for r f k are provided in [46, 43] for 3 ≤ k ≤ 10, using the cavity method to determine an expression for r f k and using population dynamics to estimate the value of that expression. They first determine an expression for the freezing threshold on the "tree factor graph", which is hypothesized to be equal to the freezing threshold on Gn,M so long as it is below the condensation threshold. For 3 ≤ k ≤ 8 the freezing threshold appears to be greater than the condensation threshold, and so is hypothesized to be less than the threshold arising from the tree factor graph. Their expression for the threshold on the tree factor graph is equivalent to ours 3 , but is more unwieldy. So for k ≥ 9 our r f k agrees with the hypothesized value of the freezing threshold; eg. for k = 9, 10 we have r f k = 17.829..., 20.753... 4 Thus r f k is likely to be the precise freezing threshold for k ≥ 9, but it is only proven to be correct for k ≥ k0. It is likely to be true that Theorem 4.3 can be applied at all densities below the hypothesized condensation threshold, and so would imply that r f k is indeed the freezing threshold for k ≥ 9; but this is not proven.
Asymptotically, we have:
which agrees with the asymptotics provided in (44) of [46] and (78) of [43] . To be clear: We do not prove that clusters exist above r f k , and so we do not know that vertices are frozen in the sense of Hypothesis B, only that they are frozen as in Definition 2.3. But our results imply that for any r ≥ r 
Reconstruction
In the context of graph colourings, the reconstruction problem is as follows: Consider a tree T of height h, eg. a Dregular tree or a Galton-Watson tree, and consider a uniformly random k-colouring of T . Expose the colours of the leaves at distance h from the root, and consider the conditional distribution that they impose on the colour of the root. We say that the colouring is reconstructable if, with probability bounded away from zero as h grows, the distribution of the colour of the root is bounded away from the uniform distribution. There has been extensive focus on the reconstruction threshold, the average degree at which the colouring is w.h.p. reconstructable (see eg. [44, 23, 40, 38] ). The reconstruction threshold for k-colourings of d-regular trees is bounded between k(ln k + ln ln k + 1 − ln 2 + o(1)) [40] and k(ln k + ln ln k + 1 + o(1)) [44] .
In the graphical model, introduced in [23] , one chooses a Galton-Watson tree T , and the colours of the leaves as follows: Choose a random G from G n,p=d/n and choose a uniformly random k-colouring σ of G. Pick a random vertex v, and expose the distance h neighbourhood of v; call that tree T . Now fix the colour σ(u) for each leaf u at distance h from the root, and consider a uniformly random k-colouring of T conditional on each leaf u having colour σ(u). [38] applies a theorem from [23] to show that, for k-COL and some other CSP models, the reconstruction threshold for the graphical model is equal to that for the Galton-Watson tree model.
The hypothesized location of the clustering threshold (see eg. [29] ) is derived from a non-rigorous determination [32] of the reconstruction threshold for Galton-Watson trees, after halving since the average degree of Gn,M=rn is 2c.
Here, we consider a stronger form of reconstruction. [43] defines the naive reconstruction threshold to be the maximum d such that: Let T be a Galton-Watson random tree of height h where each vertex has d expected children, and take a uniformly random k-colouring of T . Uncolour all vertices except for the leaves at distance h from the root. The probability that the remaining colours force exactly one choice for the colour of the root tends to zero as h → ∞. As with reconstruction, we can also consider choosing the tree and colours as in the graphical model.
The above upper bound on the reconstruction threshold was obtained by computing an upper bound on the naive reconstruction threshold. Note that, after doubling, that bound is asymptotic to the freezing threshold of Gn,M -see (1) below. [43] hypothesizes that the naive reconstruction threshold is equal to the freezing threshold (after doubling), for a variety of CSP's. [38] also remarks that it is natural to conjecture these thresholds to be equal. Our proof of Theorem 2.4 easily implies that they are indeed equal for k-colourability, with k sufficiently high: Theorem 2.5. In both the Galton-Watson tree model for k ≥ 3, and the graphical model for k ≥ k0, the naive reconstruction threshold is at expected degree d = 2r f k .
In other words, for a uniform colouring of Gn,M=rn: The probability that the colour of v is forced by the colours of the vertices of distance h from v stays bounded away from zero as h → ∞, iff the probability that v is Θ(n)-frozen is bounded away from zero. Intuitively, this should be expected. We give the proof in Section 7. [39, 43] describe a connection between freezing and minimal rearrangements. Given a vertex v in a colouring σ, let σ be a colouring where σ(v) = σ (v) such that the number of vertices on which σ, σ differ is minimum; the set of vertices on which these colourings differ is called a minimal rearrangement for v. [43] shows non-rigorously that w.h.p. the average over all vertices v of the size of a minimal rearrangement jumps from O(1) to Θ(n) at the freezing threshold. A simple corollary of our work shows:
Minimal Rearrangements
We give the short proof in Section 7.
RELATED WORK
1-RSB analysis for k-colourings of Gn,M was first done in [41] (see also [30] ). The freezing threshold was studied in great depth in [46, 43, 45] . These studies were non-rigorous, but mathematically sophisticated. [46] was the first paper to argue that freezing may be the cause of the algorithmic barrier.
Achlioptas and Ricci-Tersenghi [8] were the first to rigorously prove any form of freezing in a random CSP. They studied random k-SAT and showed that for k ≥ 8, for a wide range of edge-densities below the satisfiability threshold and for every satisfying assignment σ, the vast majority of variables are 1-frozen w.r.t σ. Equivalently, such vertices are frozen in the connected components of the graph whose vertices are the satisfying assignments, and where a pair of assignments is adjacent if they have Hamming distance 1. These components are 1-connected by definition, but they are not w.h.p. Θ(n)-separated and hence do not satisfy Hypothesis A. However, it is plausible that they are in some sense close to being the clusters of Hypothesis A. [8] proves the existence of the frozen variables by stripping down to an appropriate core, which inspired us to do the same here. One difference between their approach and ours is that the definition of their core implies that its vertices are 1-frozen, whereas much of the work in this paper is devoted to proving that the vertices of our core are Θ(n)-frozen.
[2] proves the existence of what they call rigid variables in various random CSP's, including k-COL. The definition of rigid is equivalent to taking = Θ(n) in Definition 2.3, but requiring t = 1. That is, a vertex v is rigid w.r.t. a k-colouring σ if every σ with σ (v) = σ(v) must differ from σ on Θ(n) vertices. Achlioptas and Coja-Oghlan [2] prove that for r < ( [2] provides the asymptotic, in k, location of the freezing threhold. It also provides the asymptotic location of the freezing threshold for NAE-SAT and hypergraph 2-colouring. [17, 2, 38] establish the existence of what they call clusterregions for various CSP's; these are proven to be w.h.p. Θ(n)-separated but are not shown to be w.h.p. well-connected. For k-COL, [2] proves that for r > ( 1 2 + )k ln k the solution space w.h.p. shatters into an exponential number of Θ(n)-separated cluster-regions, each containing an exponential number of colourings. While these cluster-regions do not satisfy Hypothesis A, the well-connected property of clusters does not seem to be crucial to the difficulties that they pose for algorithms. So [2] was a very big step towards explaining why 1 2 k ln k appears to be, asymptotically, an algorithmic barrier.
The clusters of k-XOR-SAT are very well-understood, independently by [4, 25] (see also [19] ). We know the clustering threshold, which in this case is equal to the freezing threshold, and have a very good description of the clusters and the frozen variables. The picture is much simpler here; for example, the same variables are frozen in every cluster. The simple linear algebraic characterization of the solution space was very helpful.
THE PLANTED MODEL
Definition 4.1. The uniform model Un,M is a random pair (G, σ) where G is taken from the Gn,M=rn model and σ is a uniformly random k-colouring of G.
Until a few years ago, the biggest hurdle to theorems such as Theorem 2.4 has been that there is no representation of the uniform model that lends itself to analysis. This hurdle, along with the corresponding hurdles for random k-SAT, and a few other random CSP's, was overcome by Achlioptas and Coja-Oghlan [2] who proved that, under certain conditions, one can work instead with the much simpler planted model. We will use the Gn,p version: Definition 4.2. The planted model Pn,p is a random pair (G, σ) chosen as follows: Take a uniformly random partition σ of {1, ..., n} into k parts A1, ..., A k . Each pair of vertices in two different parts is joined with an edge with probability p, where the edge-choices are independent.
The following is a derivation of a key tool from [2] . Theorem 4.3. [2] For every k at least a particular constant k0 and every r < 0.9k ln k, there is a function f (n) = o(n) such that: Let E be any property of pairs (G, σ) where
For any c > c k we let y k (c) denote the largest solution to c = ky (1−e −y ) k−1 . Note that c k = 2k k−1 r k . We define:
We say that v is an -frozen variable of (G, σ) if v isfrozen with respect to σ. So, roughly speaking, our goal is to prove that c k is the threshold for P n,p=c/n to have a linear number of αn-frozen variables, and that the failure probability is 1 − e −f (n) where f (n) comes from Theorem 4.3.
KEMPE CORES
Definition 5.1. Given a k-colouring σ of a graph G, with colour classes A1, ..., A k , a Kempe chain is a component of the subgraph induced by two colour classes.
Suppose C is a non-empty Kempe chain on colour classes Ai, Aj. Then exchanging the colours i, j on the vertices of C will result in a new k-colouring of G. Note that a single vertex of colour i will constitute a Kempe chain if it has no neighbours of colour j, for some j = i. Kempe chains were introduced by Kempe [26] in his work on the Four Colour Problem.
It is clear that a vertex that is in a Kempe chain of size at most is not -frozen. This inspires us to remove all "small" Kempe chains from our graph, in order to look for frozen vertices. A bit of thought will make it clear that w.h.p. most vertices in Kempe chains of size at most in the remaining graph are not -frozen either. This follows from branching properties of the random graph: if C is a small Kempe chain in the remaining graph, w.h.p. the small Kempe chains that were removed from the original graph each have at most one edge to C. Furthermore none of those chains adjacent to C are adjacent to each other. Thus we can flip the vertices on any subset of those chains without them interfering with each other, thus enabling C to be flipped. This inspires us to remove small Kempe chains iteratively.
Of course, we need to specify what we mean by "small". It turns out that w.h.p. there will be no Kempe chains of size between O(log n) and Θ(n); i.e. every Kempe chain will either be small or giant. But to be specific, and to strenghten "w.h.p." enough to apply Theorem 4.3, we will take small to mean: of size at most g(n) for some g(n) = o(n) and g(n) >> log n to be specified later. Thus, we apply the following procedure:
Kempe-Strip Input: a graph G and a k-colouring σ = A1, ..., A k of G. While there are any Kempe chains of size at most g(n)
Remove the vertices of one such Kempe chain from G. Note that, as with most core stripping procedures, the output does not depend on the order in which we choose to remove Kempe chains. In the planted model, w.h.p. the output of Kempe-Strip will be the same for every log n g(n)
n. By definition, every vertex in the Kempe core cannot have its colour changed by changing the vertices of a small Kempe chain. We prove the stronger property that almost every vertex in the Kempe core cannot have its colour changed by changing a small subset of vertices which may involve more than two colours.
To gain some intuition as to why this could be the case, note first that almost every very small subgraph, i.e. of size O(1), is a tree. A bit of thought will show that if we can change the colours of a tree to obtain another colouring, then that tree contains a subtree which is a Kempe chain. Thus, (most) changes of O(1) vertices can be simulated by a sequence of Kempe-chain switches. Of course, we still need to deal with the possibility of changing a non-constant but sublinear sized set of vertices which do not induce a tree and may involve more than two colours. That is the source of much of the difficulty.
We determine the size of the Kempe core, up to a o(n) term, as follows.
Lemma 5.3. For k ≥ 3, and any f (n) = o(n):
(a) If c < c k then with probability at least 1 − e −f (n) , the Kempe core of P n,p=c/n has size o(n).
(b) If c > c k then with probability at least 1 − e −f (n) , the Kempe core of P n,p=c/n has size kλ k (c)n + o(n).
Remark: In fact, for c < c k , w.h.p. the Kempe core of P n,p=c/n has size 0. But this statement fails with probability 1/poly(n).
The Kempe core can be viewed as a variation of the wellstudied k-core [42] , which is obtained by iteratively removing vertices of degree less than k. Note that for the Kempe core, we will remove all vertices of degree less than k − 1, as they will be Kempe chains of size one. In addition, we remove many other small subgraphs. At first, we were quite intimidated at the prospect of extending the (k − 1)-core analysis to the stripping of these more general subgraphs. But we noticed that if viewed from a different angle, the Kempe core has a very natural description:
Observation 5.4. In the planted model, w.h.p. KempeStrip is equivalent to iteratively removing all small components from the bipartite random graph induced by each pair of parts Aa, A b .
The reason for this is that the small Kempe-chains are precisely those small components. So we can implement Kempe-Strip by an iterative process where each iteration proceeds as follows: For each 1 ≤ a, b ≤ k we remove all vertices outside of the giant component in the bipartite subgraph induced by what remains of Aa, A b . This is very fortuitous, and it enabled our analysis of the Kempe core.
In [35] , we defined a very natural, and much simpler problem of this nature, and analyzed its core. Our primary motivation was to develop a technique to apply to the analysis of the Kempe core. The details of how to adapt that proof to this setting will appear in the full version of this paper.
This implies that the Kempe core w.h.p. has the following property:
Property 5.5. The subgraph of the Kempe core induced by each pair of colour classes is connected.
In [36] , Achlioptas and this author asked whether the kcolourability threshold was the same as the threshold for a subgraph with that property to appear. The results of this paper answer that question negatively, for large k. Indeed, the Kempe core has this property and it appears at roughly half the k-colourability threshold.
Having established the Kempe core threshold, we next prove that it has the properties that we require for our main theorem.
There exist constants T, Z such that with probability at least 1 − e −f (n) , all but n of the vertices outside of the (possibly empty) Kempe core of P n,p=c/n are either (i) not T -frozen, or (ii) within distance Z of a cycle with length less than Z.
The proof of this lemma argues that for all but n of the vertices v removed during the stripping process, if v is not as in (ii) then the sequence of Kempe-chains that led to the removal of v form a tree-like structure. This structure allows the Kempe-chains to be switched without interfering with each other, thus allowing v to be changed. Furthermore, each of those Kempe-chains has size at most T and so v is not T -frozen.
It is straightforward to show that w.h.p. Gn,M has o(n) vertices as in Lemma 5.6(ii). So by allowing to be arbitrarily small, we obtain Theorem 2.4 parts (a.ii) and (b). It only remains to prove part (a.i); i.e to prove that almost all of the Kempe core is αn-frozen.
Recall from Section 3 that a vertex is said to be rigid if to change its colour in one step, we need to change the colours of Θ(n) other vertices. Conceptually, it seems much easier to show that a vertex is rigid than to show that it is Θ(n)-frozen. Proving rigidity requires understanding the structure of the symmetric difference between two colourings. Proving frozeness requires understanding sequences of colourings, which can become very complicated.
One of the properties which made this proof feasible is that (most of) the set of frozen variables is, in fact, internally rigid, as described in the next lemma, which is the key lemma of this paper.
Lemma 5.7. For k ≥ 3, c > c k , and any f (n) = o(n), there exists constant α = α(c, k) > 0 such that with probability at least 1 − e −f (n) , the Kempe core K of P n,p=c/n has the following property: For all but o(n) vertices v ∈ K, any k-colouring of K which differs from σ on v must differ from σ on at least 2αn vertices of K.
The o(n) term depends on f (n). This internal rigidity is enough to imply that almost all vertices of the Kempe core are frozen:
Corollary 5.8. For k ≥ 3, c > c k , and any f (n) = o(n), there exists constant α = α(c, k) > 0 such that with probability at least 1 − e −f (n) : all but o(n) vertices of the Kempe core K of P n,p=c/n are αn-frozen.
Proof
Lemma 5.7 says we have Θ ⊆ K with size |K| − o(n) such that every v ∈ Θ has the property that any k-colouring of K which differs from σ on v must differ from σ on at least 2αn vertices of K, and thus on at least 2αn − o(n) > αn vertices of Θ. The proof now follows by taking any sequence of k-colourings of G, σ = σ0, σ1, ..., σt, and considering the first step at which a vertex of Θ changes. 2
Remark: [2] proves that for r > ( + )k ln k, w.h.p. the vertices in a certain core are internally rigid with respect to that core. So the argument for Corollary 5.8 also implies that their rigid variables are frozen.
Recall that we have planted a k-colouring σ = A1, ..., A k . To prove Lemma 5.7, we need to focus on sets of vertices that can be changed to obtain a new colouring: Definition 5.9. A ∆-set is the symmetric difference of σ and some other k-colouring of the Kempe core, K. Specifically, given such a colouring σ , the set of vertices u ∈ K with σ(u) = σ (u) is a ∆-set, which we sometimes denote by σ∆σ .
We would like to show that there are no ∆-sets of size smaller than Θ(n). Unfortunately, this is not true -we can have small ∆-sets which induce subgraphs with exactly one cycle; we call these cyclic ∆-sets. In expectation, the total number of vertices on cyclic ∆-sets is O(1).
By examining the graph theoretic structure of a ∆-set, we can prove that w.h.p. all other ∆-sets have size Θ(n). At first glance, this would appear to prove our key lemma. However, this property only holds with probability 1− 1 poly(n) which is not enough to apply Theorem 4.3 and transfer the result from the planted model to the uniform model. So instead we have to prove:
Let D be the union of all ∆-sets of size less than 2αn. With probability at least 1 − e −f (n) , |D| = o(n). To prove that w.h.p. all non-cyclic ∆-sets have size at least 2αn, we can use an approach that has been used in [37, 11, 4] to prove similar results: We would like to prove that the 2-core of every non-cyclic ∆-set has high edge-density. If we could do so, then a very short and common argument based on subgraph densities in Gn,M would prove that every such subgraph must have linear size. It would follow that the 2-core of the ∆-set must have linear size, and hence so must the ∆-set. Unfortunately, that is not the case. ∆-sets that are not sufficiently dense can arise from long paths of degree 2 vertices. The proliferation of such paths is determined by two branching factors. We bound these branching factors by analyzing the Kempe core, and show that they are both less than one. This allows us to apply a first moment argument to show that w.h.p. the 2-core of a non-cyclic ∆-set must have size Θ(n).
In order to adapt this approach to bound |D|, we must complicate things in two ways. (1) we need to extend our analysis to the unions of ∆-sets. (2) we cannot restrict our attention to the 2-cores of the ∆-sets. The second complication turned out to be the most difficult.
Further details of this argument, along with the proofs of the lemmas above, will appear in the full version of this paper.
2-PATHS IN ∆-SETS
Recall that in the planted model, we begin with a partition of the vertices into colour classes A1, ..., A k . Definition 6.1. We let Ki ⊂ Ai be the set of vertices in Ai that are in the Kempe core. We let Ki,j denote the bipartite subgraph of the Kempe core induced by Ki, Kj.
Recall from Property 5.5 that each Ki,j is connected.
As described above, a key part of our analysis is to bound the proliferation of long paths of degree 2 vertices in the 2-core of a ∆-set. We prove that such paths are of two types: Definition 6.2. A 2-path in a ∆-set σ∆σ is a path u0, ..., ux in the 2-core of σ∆σ such that (a) x ≥ 1; (b) each ui has degree 2 in the 2-core of σ∆σ ; (c) either Type A: every ui is in the 2-core of K σ(u i ),σ (u i ) ; or Type B: every ui is not in the 2-core of K σ(u i ),σ (u i ) and, for 0 ≤ i ≤ x − 1, ui+1 is its unique neighbour on the path to the 2-core of K σ(u i ),σ (u i ) .
A key basic property of ∆-sets is:
Proposition 6.3. Let u be any vertex in a ∆-set σ∆σ . Then every neighbour of u in K σ(u),σ (u) is also in σ∆σ .
Proof
Every neighbour w of u in K σ(u),σ (u) has σ(w) = σ (u). Since σ is a proper colouring, we cannot have σ (w) = σ (u). Therefore σ (w) = σ(w).
2
Each vertex u ∈ σ∆σ has at least one neighbour in K σ(u),σ (u) (since each Ki,j is connected) and so, by Proposition 6.3, has at least one other neighbour w ∈ σ∆σ with σ(w) = σ (u).
Type B 2-paths the most delicate to deal with. Given a vertex u that is not in the 2-core of K σ(u),σ (u) , we wish to bound the expected number of neighbours w of u which could act as the next vertex in a Type B 2-path. If we have exposed u, σ(u), σ (u) then this determines w as it must be the unique neighbour of u on the path from u to the 2-core of K σ(u),σ (u) . We have also determined σ(w) = σ (u). We have k − 1 choices for σ (w). We want to bound the probability that w is not in the 2-core of K σ(w),σ (w) . By analysing the Kempe core, we show that the proportion of non-2-core vertices in each Ki,j is strictly less than
With some work, this implies that the probability w is not in the 2-core of K σ(w),σ (w) is less than
. Multiplying by the k − 1 choices for σ (w) yields a branching factor of less than 1, as required. This is delicate, because w cannot always be treated as just a uniform member of K σ(w) , and the Kempe core is tricky to deal with.
For Type A 2-paths, we prove that there is a pair of colours a, b such that every ui satisfies {σ(ui), σ (ui)} = {a, b}. It follows that the Type A 2-path is a path of degree 2 vertices in the 2-core of K a,b . We prove that the 2-core of K a,b is uniform with respect to its degree sequence, and so we can expose it using the configuration model [9] . The branching factor then is twice the number of degree 2 vertices, divided by the total degree, which we show to be less than 1. This portion of the analysis is very much like the corresponding part of [4] .
Further details, including how to use this to prove Lemma 5.7, will appear in the full version of this paper.
NAIVE RECONSTRUCTION
Here we note how the results of this paper easily imply Theorem 2.5 and Corollary 2.6.
Proof of Theorem 2.5: The naive reconstruction problem on the Galton-Watson tree model (see section 2.1) is easily seen to be equivalent to: Choose a random (G, σ) from P n,p=c/n , pick a random vertex v, and expose the distance h neighbourhood of v; call that tree T . Now fix the colour σ(u) for each leaf u of T at distance h from v. Does the probability that the colours on these leaves determine the colour of v tend to zero as h → ∞?
If c > c k , then it is easy to see that the answer is No. With probability bounded away from zero, v will be frozen w.r.t. σ. Thus, changing the colour of v requires changing Θ(n) other vertices. We can assume that those vertices induce a connected subgraph, as otherwise we could change one component at a time. W.h.p. |T | = o(n), and so least one of those vertices must be of distance h from v. Therefore, with probability bounded away from zero, the colours of the leaves determine the colour of v. Noting that the expected number of children of each vertex is k−1 k c + o(1), it follows that the naive reconstruction threshold for k-colourings of Galton-Watson trees is at most k−1 k c k = 2r f k . For c < c k , the proof of Lemma 5.6 implies that for every > 0, there exist I, s such that with probability at least 1 − , v can be removed by the deletion of a sequence of at most I Kempe-trees, each of size at most s. (To be specific, each set of at most s vertices will form a Kempe-tree in what remains at the time that they are deleted.) Thus, the colour of v can be changed by changing only the colours of those Kempe-trees. We can assume that the union of these Kempe-trees is connected, as otherwise the deletion of some would have no effect on whether others may be deleted. By taking h > Is, none of those Kempe-trees contain any vertices at distance at least h from v. Thus, the colour of v can be changed without changing the colours of any of the leaves in T at distance h from v. Therefore, for every > 0, the probability that those leaves force the colour of v is less than for sufficiently large h. Therefore, the naive reconstruction threshold for k-colourings of Galton-Watson trees is at least As in the previous proof, for r < r f k , for any > 0 there exists I, s = O(1) so that for all but n choices of v, the colour of v can be changed by changing at most Is other vertices; i.e. the minimal size rearrangement for v has size O(1). Taking arbitrarily small yields part (a). 2
FUTURE WORK
As mentioned above, we expect that we can apply these techniques to determine the freezing threshold for other random CSP models for which one can use the planted model, eg. NAE-SAT and hypergraph 2-colouring. We also expect that we can prove that all but o(n) of the k-SAT variables shown to be 1-frozen in [8] are in fact Θ(n)-frozen. This is ongoing work with R. Restrepo.
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