Animal migration optimization (AMO) searches optimization solutions by migration process and updating process. In this paper, a novel migration process has been proposed to improve the exploration and exploitation ability of the animal migration optimization. Twenty-three typical benchmark test functions are applied to verify the effects of these improvements. The results show that the improved algorithm has faster convergence speed and higher convergence precision than the original animal migration optimization and other some intelligent optimization algorithms such as particle swarm optimization (PSO), cuckoo search (CS), firefly algorithm (FA), bat-inspired algorithm (BA) and artificial bee colony (ABC).
Introduction
In recent years, many research have been inspired by animal behavior phenomena for developing optimization techniques, such as firefly algorithm (FA) [1] in 2008, cuckoo search (CS) [2] in 2009, bat algorithm (BA) [2] in 2010, artificial bee colony (ABC) [3] in 2007, monkey algorithm (MA) [4] in 2008, frog-leaping algorithm (SFLA) [5] , [6] in 2003. FA mimics flashes of fireflies attract mating partners or potential prey to find optima. CS simulates cuckoos choose a nest where the host bird just laid its own eggs and the first hatched cuckoo evicts the host eggs by blindly propelling the eggs out of the nest. BA simulates the behavior of bats' echolocation to find food or avoid obstacles by frequency and loudness. And ABC simulates natural bee colony foraging process to search and optimize the objectives by mutual cooperation. Because of its advantages of global, parallel efficiency, robustness and universality, these bio-inspired algorithms have been widely used in constrained optimization and engineering optimization [7] , [8] , [9] , scientific computing, automatic control and other fields [10] , [11] , [12] , [13] , [14] .
Animal migration behavior is found throughout the animal kingdom, the behavior stems from the change of natural environment, such as the change of feed, breeding, and climate, and then adaptive survival migration behavior. Animal migration usually has certain laws and routes, for instance, when an area is fall of temperature or lack of food, the animals will move to an area with mild climate and abundant food, this is a universal phenomenon exists in nature. The same birds, mammals, fish, reptiles, amphibians, insects and crustaceans all migrate, for example, the reindeer move southward to the taiga to escape from blizzard in winter, and move northward to tundra with rich food in spring. The wildebeest and zebra in Africa move to an area with rich aquatic plants when the rainy season comes, and return back to the usual habitats when the rainy season ends. The white whale, small stripe grain whale and other cetaceans often migrate by following the big fish as their food. The seal, fur seal and other sea mammal animals often climb back to a definite reproduction destination or an ice block to reproduce. In summary, animals like in food rich, water abundant, climatic conditions suitable area for survival, with time goes on, food and water reduce, climate change, living conditions change, the area can no longer provide the needs of the animals to survive, animal population will migrate to a new food and water rich, climatic conditions suitable area. Because of the long difficult journeys, individual animals will leave the migration of population in the process of animal population migration, and also some new individuals will join the migration of population in the process of animal population marching.
Related Work
Biogeography-based optimization is a recently proposed evolutionary algorithm, inspired by the migration behavior of island species [15] . Cuckoo search algorithm is inspired by the obligate brood parasitic behavior of some cuckoo species in combination with the Lévy flight behavior of some birds and fruit flies [16] , and applied to classification problem [17] , constrained global optimization [18] , and various modification version cuckoo algorithm. Bat Algorithm (BA) is a novel meta-heuristic optimization algorithm based on the echolocation behavior of micro-bats, which was proposed by Xin-she Yang in 2010 [2] . This algorithm is applied to different area. Pei-wei Tsai etc. proposed an improved EBA to solve numerical optimization problems [19] ; A multi-objective bat algorithm (MOBA) is proposed by Yang [20] , which is first validated against a subset of test functions, and applied to solve multi-objective design problems such as welded beam design. In 2012, BA to solve the Brushless DC wheel motor problem [21] .
Animal migration optimization (AMO) algorithm is a novel bio-inspired optimization algorithm by simulating animal migration behavior that proposed by X. Li and J. Zhang in 2013 [22] , and applied to clustering analysis [23] . AMO simulates the widespread migration phenomenon in the animal kingdom, through the change of position, replacement of individual, and finding the optimal solution gradually. AMO has obtained good experimental results on many optimization problems.
These algorithms have been applied to various research areas and have gained a lot of success [24] , [25] , [26] , [27] , [28] . However, up to new, there is no algorithm that performs well in all the fields. Some algorithms perform much better for some particular problems, while worse for other problems. Until now, how to design a new heuristic algorithm for optimization problem is still open problem [29] .
This paper presents a modified animal migration optimization (MAMO) algorithm. We proposed MAMO algorithm to improve the performance of AMO, this method guarantees the MAMO rapid convergence. By means of selecting the better solution space around the current solution, it will improve search ability and accelerate convergence speed, and it has obtained the global optima.
Animal Migration Optimization Algorithm (AMO)
Animal migration algorithm can be divided into animal migration process and animal updating process. In the migration process the algorithm simulates how the groups of animals move from current position to a new position. During this process, each individual should obey three main rules: (1) move in the same direction as its neighbors;
(2) remain close to its neighbors; (3) avoid collisions with its neighbors. During the population updating process, the algorithm simulates how animals update by the probabilistic method.
Animal Migration Process

Fig. 1 The concept of the neighborhood of an animal
During the animal migration process, an animal should obey three rules: (1) avoid collisions with your neighbors; (2) move in the same direction as your neighbors; and (3) remain close to your neighbors. In order to define concept of the local neighborhood of an individual, we use a topological ring, as has been illustrated in Fig. 1 . For the sake of simplicity, we set the length of the neighborhood to be five for each dimension of the individual. Note that in our algorithm, the neighborhood topology is static and is defined on the set of indices of vectors. If the index of animal is i then its neighborhood consists of animal having indices 2 1
, , , , if the index of animal is 1, the neighborhood consists of animal having indices 1, NP NP  , 1, 2, 3, etc. Once the neighborhood topology has been constructed, we select one neighbor randomly and update the position of the individual according to this neighbor, as can be seen in Formula (1):
is the current position of the neighborhood,  is produced by using a random number generator controlled by a Gaussian distribution.
, iG X is the current position of i th individual, and ,1 iG X  is the new position of i th individual.
Population Updating Process
During the population updating process, the algorithm simulates how some animals leave the group and some join in the new population. Individuals will be replaced by some new animals with a probability Pa. The probability is used according to the quality of the fitness. We sort fitness in descending order, so the probability of the individual with best fitness is 1/NP, the individual with worst fitness, by contrast, the probability is 1, and this process can be shown in Algorithm 1.
For
End For 7. End For Algorithm 1. Population updating process 12 , [1,.. ., ] r r NP  are randomly chosen integers, and 12 r r i  . After producing the new solution ,1 iG X  , it will be evaluated and compared with the , iG X , we choose the individual with a better objective fitness, as can be seen in Formula (2):
To verify the performance of AMO, 23 benchmark functions were tested. The results show that the proposed algorithm clearly outperforms other evolution algorithms.
The Modified Animal Migration Process
In nature, animals to survive, all animals migrate toward the place with enough food. In this paper, the place is namely living area, and migrating animals have a leader. The proposed modified AMO algorithm established a living area by the leader animal (the individuals with best fitness value) and animals migrate from current locations migrate into this new living area to simulate animal migration process. At first, there are NP animals live in living area, as shown in Fig. 2 (a) , movement, eating, drinking, reproduction and so on, some individuals move randomly, and its' position update, then we calculate the best position of animals by fitness function and record it. But the amount of food or water gradually diminished as the time wore on, as shown in Fig. 2 (b) , some animals migrate from the current areas which have no food and water to a new area with abundant food and water, as shown in Fig. 2 (c) . In Fig. 2 , the green parts represent the living areas with abundant food and water, animals can live in these areas, and the yellow parts represent the areas that lack of food or water, animals can no longer live in these areas, they must migrate to a new living area (the green parts in Fig. 2 (c) ). We shrink the living area after a period of time, as shown in Fig. 2 (a) and (c)), and then animals migrate to the new living area ceaselessly. Because the animals living area is smaller to smaller (by Formula (3) and (4)), after each iteration, the individuals get closer and closer to the best individual, so we can accelerate the convergence velocity and precision of the algorithm to some extent. where best X is the leader animal, low and up are the lower and upper bound of the living area, R is living area radius,  is shrinkage coefficient,
low , up and R are all 1 D  row vector. In general, the original value of R depends on the size of the search space. As iterations goes on, a big value of R improves the exploration ability of the algorithm and, a small value of R improves the exploitation ability of the algorithm.
The Modified Animal Migration Optimization Algorithm (MAMO)
The basic framework of the MAMO algorithm including: (1) animals live in living area;
(2) as time goes on, food and water rations are reduced, hence, animals migrate to food rich, water sufficient, climate conditions suitable area; (3) individuals of animal population update; (4) animals live in new living area. So in modified animal migration optimization, mainly includes: living process, migration process, populations updating process.
Initializing the Population
During the initialization process, The algorithm begins by initializing a set of NP animal positions 1 2 3 , , ,..., NP X X X X ,each animal position i X is a D -dimensional vector containing parameter values to be optimized, such values are randomly and uniformly distributed between the pre-specified lower initial parameter bound j a and the upper initial parameter bound j b . So the j th component of the i th vector as Formula (5):
is a uniformly distribution random number between 0 and 1.
Animals Migration
During the migration process, because animals hunting, foraging or drinking in the living area, some parts of the living area are lack of food or water or climate condition change, some animals migrate from the current living area to the new area which has abundant food and water or climate condition suitable for living. We assume that there is only one living areas, animals out of the new living area would be generated randomly in the new living area, as depicted in Section 3.
Animals Live Area
During the living process, algorithm simulates individuals' positions randomly change in living area. Following the biological model, animals hunting, foraging or drinking in habitat, their positions randomly change, an individual move to a new position according to the current position of its neighborhoods, such behavioral rule is move randomly in living area and implemented considering by Formula (1) in Section 2.1.
Population Updating
During the population updating process, algorithm simulates some individuals get lost, some animals are preyed by their enemies or some animals leave the group and some join in the group from other groups or some new animals are born. In MAMO, we assume that the number of available animals is fixed, and every animal will be replaced by Pa, as shown in Section 2.2. Specific implementation steps of the modified animals migration optimization algorithm can be shown as follows: 
6.
Animals migrate into the new living area 7.
For
End For 12.
For i=1 to NP do 13.
Evaluate the offspring
Select randomly 12 r r i 
21.
If rand > Pa then 22 . 3
The mean and standard deviation results of 25 independent runs for each algorithm have been summarized in Tables 2, 3 and 4.
Experimental Setup
All of the algorithms were programmed in MATLAB R2008a, numerical experiment was set up on AMD Athlon(tm)II *4 640 processor and 2GB memory.
Parameters Setting
We initialize D -dimensional row vector (6) where  is shrinkage coefficient, iter is the number of iteration.
Comparison of MAMO with PSO, CS, FA, BA, ABS, and AMO
To demonstrate that the MAMO algorithm's performance, we compared MAMO with FA [1] , CS [2] , BA [3] , ABC [4] , AMO [22] , PSO [28] , respectively using the best, worst, mean and standard deviation value to compare their performance. The setting values of algorithm control parameters of the mentioned algorithms are given below. FA: according to [ 
 
, the population size is 50, because of this algorithm has two phases.
ABC: according to [4] , limt 5D
 , the population size is 50, because of this algorithm has two phases.
AMO: according to [22] , the population size is 50, because of this algorithm has two phases.
PSO: according to [28] , weight factor  linear decrease from 0.9 to 0.4, 12 1.49445 cc  . The population size is 100.
Unimodal High-dimensional Functions Test Results and Analysis.
In the experiments, the mean results of 25 independent runs for 07 01 f f  are listed in Table 2 .
Functions 07 01 f f  are minimum problems, the convergence rate of search algorithm is more important for unimodal function than the final results. The best value, the worst value, mean value and the standard deviation value (Std) are recorded in Table 2 to 4. Generally, we use the index Std measure the performance of the algorithm. MAMO is 0.0023 which is better than other algorithms. Fig.3 (a-g) shows that the fitness function curve evolution of each algorithm for 01 f to 07 f . These figures show that MAMO has faster convergence rate and the higher optimizing precision in solving multidimensional unimodal functions. Fig.4 (a-g) shows that the graphical analysis results of the ANOVA tests. As can be seen in Fig. 4 , when solving function 01 f to 07 f , most of the algorithms can obtain the stable optimal value after 25 iteration except PSO algorithm.
Multimodal High-dimensional Functions Test Results and Analysis.
For multimodal functions f 08 -f 13 , in contrast to unimodal, have many local minima/maxima which are, in general, more difficult to optimize. The final results are more important because of this function can reflect the algorithm's ability to escape from local optima and obtain the global optimum. We have tested the experiments on f 08 -f 13 where the number of local minima increases exponentially as long as the dimension of the function increases. Table 3 summarizes the best value, the worst value, mean value and the standard deviation value results of 25 independent runs for the selected functions. Generally, we use the index StdDev measure the performance of the algorithm. Multimodal Low-dimensional Functions Test Results and Analysis. For multimodal low-dimensional functions f 14 -f 23 , they have only a few local minima and the dimension of the function is also small, so we use lower iterations to compare MAMO with other algorithms. In the experiment, the mean results of 25 independent runs are summarized in Table 4 . Generally, we use the index StdDev measure the performance of the algorithm. . 8 . ANOVA tests for f 14--f 23
Evaluation of Living Area Radius
The performance and results of the proposed algorithms are greatly affected by the size of living area, a big value of R can provide a big solution space, which could enhance the diversity of individuals, and a small value of R can fast gather the individuals around the best individual. We adopted different shrinking coefficient  to change the living area radius after each iteration, as shown in Formula (3) and (4) in Formula (6) . To study the extent of R impacts on the proposed algorithm, we selected one unimodal high-dimensional function and one multimodal high-dimensional function separately, set different  to evaluate the proposed algorithm. Fig. 9 (a) f must exist between 0.90 and 0.93. The results suggest that a proper  can greatly improve the algorithm convergence velocity and convergence precision, and an improper  may lead the MAMO fall into local optimum. The evaluation experiment show that a big value of R improves the exploration ability of the algorithm and a small value of R improves the exploitation ability of the algorithm.
(a) (b) Fig. 9 . Fitness function curve evolution for 01 f and 11 f with different 
Conclusions
In this paper, to improve the deficiencies of the AMO algorithm, we modified the algorithm by using a new migration method. By 23 benchmark test functions, include unimodal high-dimensional, multimodal high-dimensional and multimodal Lowdimensional functions, we provide some comparisons of MAMO with PSO, CS, FA, BA, ABS, AMO and an experimental results show that MAMO algorithm has strong global searching ability and local optimization ability, MAMO has improved the convergence speed and convergence precision of AMO, therefore, it is very effective to solve complex functions optimization problems. At last, how to define a proper and unified radius of living area need to be considered in subsequent work.
