Range-based pedestrian recognition is instrumental towards the development of autonomous driving and driving assistance systems. This work introduces encoding methods for pedestrian recognition, based on statistical shape analysis of 3D LIDAR data. The proposed approach has two variants, based on the encoding of local shape descriptors either in a spatially agnostic or spatially sensitive fashion. The latter method derives more detailed cues, by enriching the 'gross' information reflected by overall statistics of local shape descriptors, with 'fine-grained' information reflected by statistics associated with spatial clusters.
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Introduction
Range data are essential for pedestrian recognition, bringing the opportunity to identify higher level patterns, beyond image gradients. Despite this fact, the interest on range-based pedestrian recognition has only recently been considerable, since robust depth inference from monocular optical cameras is a Considering the sparsity of LIDAR-generated point clouds, which limits the descriptive capability of local shape information, related research could be directed towards encoding methods for the statistical analysis of local shapes, in 15 order to identify patterns beyond the local scale. In addition, the employed encoding methods should cope with problems associated with pedestrian recognition, such as partial occlusion, bad clustering, as well as non-standard shapes and poses. The bag-of-visual-words (BoVW) framework appears as a suitable encoding candidate, having been successfully applied for 3D shape analysis in 20 various settings [1] , [2] .
This work introduces encoding methods for pedestrian recognition, based on statistical shape analysis of 3D LIDAR data. The proposed approach has two variants based on the encoding of local shape descriptors either in a spatially agnostic or spatially sensitive fashion. The latter method derives more is that it is tailored to human body, which could hardly allow generalization to non-standard shapes, as is the cases with pedestrians carrying an object (e.g. a bag, an umbrella etc).
There are also hybrid pedestrian recognition methods, based on both image 3 and LIDAR data. Premebida et al. [7] showed that the two modalities are 60 complementary. Similar conclusions where derived in the work of Gonzalez et al. [8] . These works where based on image-based feature vectors combining standard image descriptors such as HOG [9] and LBP [10] , with depth maps generated from LIDAR data. 
The angular variations of n and n i are computed as follows: Apart from FPFH, we will also investigate the use of Spin Images (SI) [12] , which are among the most popular local 3D shape descriptors and have been Finally, we will investigate the use of Signatures of Histograms of OrienTations (SHOT). SHOT employs a local reference frame and a 3D descriptor which represents both the histograms of normal angles and their spatial distributions.
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The latter is a hybrid structure between signatures and histograms, aiming at a more favorable balance between descriptive power and robustness. In [13] , the authors have shown that SHOT outperforms point signatures and SI.
Encoding
The Bag-of-Visual-Words (BoVW) framework provides a tool for deriving 115 global statistics from local shape descriptors and has already been successfully employed for 3D shape analysis [1] , [2] . Fisher encoding employs a codebook 5 formed by Gaussian Mixture Models (GMMs) instead of k -means [16] . The mean of a Gaussian fit is subtracted from all observations and the resulting differences comprise the Fisher vector, which has been shown to provide a gen-120 eralized, enhanced version of a variant of k -means-based BoVW: the vector of locally aggregated descriptors. As demonstrated by Jegou et al. [16] , Fisher vector tends to reflect information which is distinctive for each sample. Moreover, Fisher encoding requires much more compact codebooks and has been associated with enhanced recognition accuracy.
125
Given a training set of N local shape descriptors
is the probability density on R D provided by
where K is the number of Gaussian components used, θ is the vector of model
, including the prior probability values π k ∈ R + (which sum to one), the means µ k ∈ R D , and the positive definite covariance matrices Σ k ∈ R D×D of each Gaussian component. The covariance matrices are assumed to be diagonal, so that the GMM is fully specified by (2D+1)K scalar parameters. Soft data-to-cluster assignments extend the binary assignments to k -means in basic BoVW and can be defined as
Fisher encoding captures the average first and second order differences between the local descriptors and the GMM centroids. For the k-th GMM, where k = 1, ..., K, the following vectors are defined
In u k and v k , the approximate location of the descriptors in each region is encoded, relatively to the mean and the variance, respectively. The division by √ 2π k can be interpreted as a BoVW inverse document frequency term: the weights of frequent descriptors are reduced [16] .
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The Fisher encoding of the set of local feature vectors is then given by the concatenation of u k and v k for all K components, giving an encoding of size
Proposed recognition approach
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This section presents our approach for pedestrian recognition based on local shape geometry, with two methods employing either spatially agnostic or spatially Fisher sensitive encoding. The spatially agnostic method serves also as an introductory step to formulate the more sophisticated spatially sensitive method. 
Spatially sensitive encoding of local shape geometry
Although SAFE is capable of correctly recognizing standard pedestrian queries, as well as most non-standard shapes and poses, it has its limitations attributed Following the formalism introduced in subsection 3.2, SSFE employs local shape descriptors augmented by spatial coordinates:
.., N and x ik , x il , x im are the three spatial coordinates associated with point i). In the first layer of clustering, k-means is applied on all augmented local shape descriptorsx i (i = 1, ..., N ), resulting in no spatial clusters. For each resulting spatial cluster sc, we derive the mean histogramx sc . These mean per- 
Experimental evaluation
This section presents the experimental evaluation of the proposed recognition 
Datasets and experimental setup
The experimental evaluation of the proposed recognition approach has been 205 performed on datasets of either artificial or real LIDAR data. We also used Blensor to create a second artificial dataset, which will be referred as DS2 and comprises a set of challenging pedestrian samples, including cases of occlusion, bad clustering, non-standard poses and non-standard shapes.
All details associated with DS2 are provided in Table 1 , whereas Fig. 4 All datasets used in the experiments (DS1, DS2, DS3) are available in:
https://vc.ee.duth.gr/cviu18-db. 
Results
The results presented include quantitative comparisons for various distances on the artificial dataset DS1, quantitative comparisons on the large scale dataset DS3, qualitative comparisons on challenging queries from DS2, as well as discussion on parameter adjustment and time costs. method obtains the highest mean AUC, for both high and low resolution. It could be noticed that, unlike DS1, FPFH outperforms SI and SHOT. This is a result of the higher sensitivity of SI and SHOT on radius (see comments to follow on parameterization), which affects their performance when using a uniform radius on a dataset of samples acquired from mixed distances, as is the 280 case with DS3.
Quantitative comparisons on artificial dataset
Qualitative comparisons on challenging cases
Another set of experiments is performed to qualitatively investigate the robustness of each method against four types of challenging queries, suffering from partial occlusion, bad clustering, non-standard poses and non-standard shapes. 
Sensitivity on parameter adjustment
Another set of experiments has been performed on the large scale DS3 325 dataset to assess the sensitivity of the proposed methods on parameter adjustment. The three parameters affecting recognition accuracy are the radius of the local shape descriptor, the number of GMMs used by both SAFE and SSFE for Fisher encoding, as well as the number of spatial clusters used by SSFE. The FPFH radius which results in the highest mean AUC is 0.15 for both high and 330 low resolution, with a difference of less than 2% when radius is altered by up to 10%. SI and SHOT are more sensitive to radius, with a difference of 4% and 6%
in AUC, for similar radius variations. The optimal number for GMMs has been found to be 9 for high resolution and 4 for low-resolution, both for SAFE and SSFE, with a difference of less than 2% when this parameter is altered by 10% 335 for high resolution. The difference in AUC for low resolution is approximately 5% when the same parameter is altered by 25%. The optimal number of spatial clusters in the case of SSFE, has been found to be 5 for high resolution and 3 for low resolution. The difference in AUC is less than 2%, when this parameter is altered by 10% for high resolution. The difference in AUC for low resolution
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is approximately 5% when the same parameter is altered by 33%. It should also be noted that in the case of the experiments in DS3, the distance of each input, although known, is not used for optimally setting the radius, which is uniformly set to one value 5 . With respect to k-NN, k has been set to 5, whereas k=3 and k=7 resulted in less than 0.5% difference in AUC. Finally, in order to verify the 345 robustness of our evaluation approach against the pedestrian/non-pedestrian sample ratio, we also performed experiments on a testing set derived from DS3, with a ratio equal to that of the original STC. The resulting AUC differs less than 0.5%, which is negligible compared to the differences in AUC measured throughout this work. -both SAFE and SSFE obtain high recognition accuracy on the artificial dataset (DS1), for most descriptor/classifier/distance/resolution configurations.
SSFE is more accurate than SAFE in most such configurations. The highest AUC is obtained by SSFE, using SI and SVM (Table 2) ,
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-both SAFE and SSFE obtain high recognition accuracy on high and low resolution versions of a dataset of real LIDAR data, consisting of approximately 40K samples (DS3). SSFE is more accurate than SAFE in most configurations.
The highest AUC is obtained by SSFE, using FPFH and SVM (Table 3) ,
-with respect to the local shape descriptor, SI is more accurate on DS1 395 (Table 2) , whereas FPFH is more accurate in DS3 (Table 3) . This is a result of the higher sensitivity of SI in radius, which affects its performance when using a uniform radius on a dataset of samples acquired from mixed distances, as is the case with DS3,
-with respect to the classifier, SVM outperforms k-NN for most descrip- calulation. It could be noted that the proposed method requires conventional CPU whereas CNN-based methods require GPU-based parallelizations.
-overall, SSFE appears as a more accurate encoding method than SAFE without inducing significant extra time cost.
The proposed LIDAR-based pedestrian recognition approach could poten- 
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In the future, spatially sensitive encoding could be applied on features derived with deep learning methods. Overall, SSFE provides a promising direction for pedestrian recognition.
High resolution
Low resolution 
