Consider a classical Hamiltonian in ¡ dimensions consisting of a kinetic energy term plus a potential. If the associated Hamilton-Jacobi equation admits an orthogonal separation of variables, then it is possible to generate algorithmically a canonical basis
Introduction
The quest for integrable systems has a long history. Basically, the question is, given a classical Hamiltonian 
where
, [1] . There is no known comprehensive solution to this problem. However, if the associated Hamilton-Jacobi equation
is additively separable in the orthogonal variables then a complete integral of the equation can be constructed by quadratures and one can find a basis of X Ỳ 9 ( a functionally independent solutions to equation (1) . Indeed there is an explicit canonical change of coordinates from the variables G H # 
see [1] . Numerous examples have been found through this approach, but important problems remain. Many of the known interesting dynamical systems have extra constants of the motion ) which are polynomial in the canonical momenta
. This often enables global statements to be made about the system in question, e.g., the existence of closed orbits. However, though many interesting results have been obtained, e.g. [2] , an algorithmic way of generating all polynomial solutions to (1) is not known. In particular from the ¦ -based integrals in (2) it is difficult to tell if . We make some progress toward the solution of this problem, through the consideration of important examples. These questions of when a system with n second-order constants of the motion (generated by an orthogonal separation of variables) admits additional poynomial constants of the motion are closely related to the concept of superintegrability, [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] .
For dimension Y ¡ X in this paper, we go beyond the formulation discussed above and consider all cases where the Hamilton-Jacobi equation admits a 2nd-order constant of the motion, not necessarily associated with orthogonal separable coordinates, or even separable coordinates at all. In each of these cases we construct an additional constant of the motion.
. An arbitrary function G ¤)¨¨ 0 )
c an be added to the integral, but this makes no difference since )¡ and ) are invariants.) There is a similar condition for the function
. It is straightforward to verify the condition
Indeed,
. This implies that the set
is functionally independent. Similarly we can construct functions
Assuming that
, we see that these equations have the solutions
, we see that
Let us illustrate what can happen with some examples. , we find that it can be written in the form
is an additional invariant quadratic in the canonical momenta [19] .
Consider the Hamiltonian in Cartesian coordinates
In parabolic coordinates this Hamiltonian has the form
The second order invariant associated with this separation is
The additional invariant calculated by our method is given by
which is clearly transcendental. 
, where again any function of also satisfies the requirement. Equation (23) also occurs in the theory of level sets, used in computational geometry and computer vision, [20] , since it describes the family of functions 
¨
. From this one can use standard techniques (method of characteristics, envelopes of solutions) from the theory of quasilinear first order partial differential equations to construct solutions of (26) that satisfy particular initial conditions or that depend on arbitrary functions, [21] (chapter II) or [22] (section 88).
Note: Standard Hamilton-Jacobi theory gives essentially these same constants of the motion, but from a different viewpoint, [1] . Our expression for 
Lie form and nonorthogonal separation in two dimensions
We know that if a Hamiltonian 
We now ask the question: When the roots of ) are equal, how can we calculate the third invariant? We are interested in the the same question when a potential is added to the Hamiltonian. These questions can readily be answered. 2. A subset of problem 1 is when we require separation only and ask to calculate the third constant.
Systems in three dimensions
Let us now look at how the orthogonal separation of variable considerations extend to three dimensions. If we have a general separable coordinate system in three dimensions we could take the Hamiltonian to be [18, 23] ¡ £ )¡ 
