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iAbstract
This thesis describes the latest developments in the Multiple Mapping Conditioning
(MMC) framework and its application for non-premixed and premixed turbulent com-
bustion. Turbulent combustion is considered a paradigm for multi-scale problems and
of interest from a physical, computational and applied mathematical perspective. The
practical roots of this interest stem from the global reliance on fossil fuels and associ-
ated concerns on sustainability, environmental impacts and efficiency. As fossil fuels are
forecast to remain dominant in the fuel mix for the foreseeable future, maximising the ef-
ficiency of combustion systems and minimising the emission of pollutants are compelling
endeavours.
Although important, experimental investigations of turbulent reacting flows can be com-
plex and expensive. A complementary approach, which permits analysis of a full scale
combustor and reduces risk, is to model these systems. In general, modelling approaches
are categorised as being based exclusively on, or a combination of, either mixture frac-
tion based methods or the joint Probability Density Function (PDF) methods. Models
belonging to the former category have had significant success for non-premixed combus-
tion due to their low dimensionality. The attraction the PDF method, is the inherent
closure of source terms and its flexibility in simulating the regimes of turbulent com-
bustion. The major difficulty of the PDF method relates to the closure of molecular
diffusion terms via an appropriate mixing model and the computational cost invoked
by deploying millions of reacting, mixing particles. While the mixture fraction-based
and PDF categories were conventionally viewed as distinct and incompatible areas, re-
search in recent years has been marked by the development of the MMC model — a
universal and flexible framework that combines the useful features of the aforementioned
categories.
MMC unifies several turbulent combustion models under a single framework. Both de-
terministic and stochastic formulations of MMC are possible, as shown in the original
derivation in 2003. Deterministic MMC combines Conditional Moment Closure (CMC),
for the evaluation of reactive scalars, and generalised mapping closure, for the consistent
modelling of conditional scalar dissipation and the PDF of conditioning variables. The
great advantage of MMC is that mixing is localised within an independent reference
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space which, if selected appropriately, enforces mixing to be local within the chemical
composition space. Localness of mixing is physically realistic and is therefore an essential
criteria of a high-quality mixing model. In original MMC, reference variables are mod-
elled as Markov processes and conditioning occurs on the entire set of variables. When
recast into stochastic form for numerical efficiency, MMC can be understood as a full
scale PDF model which differentiates fluctuations in the composition space into major
and minor groups. The most obvious reference variable for non-premixed combustion
is the mixture fraction, which enforces a CMC-type closure on the joint PDF mixing
model. Generalised MMC concepts were later proposed in 2005, to expand the purpose
of reference variables beyond conditioning or localisation, and can be applied within
Direct Numerical Simulations (DNS) and Large Eddy Simulations (LES), with the re-
placement of the Markovian reference variables with Lagrangian variables traced within
an Eulerian field. The quality of MMC mixing has enabled the deployment of sparse-
Lagrangian simulations, which have permitted significant reductions in computational
expense.
In this thesis, LES is first conducted for a non-premixed hydrogen lifted flame. Lifted
flames are very sensitive to the proper matching of reaction rates as well as mixing and
present an extreme test of the ability of sparse-Lagrangian MMC to model complex
physics. Under sparse conditions, it is found that MMC has sufficient flexibility to
deal with such sensitivity; the radical pool and hence the lift-off height are correctly
predicted provided the correct level of localisation is selected. Parametric studies of
coflow temperatures and a localisation parameter are also performed. Results indicate
that caution is required when applying a sparse-Lagrangian simulation to such an ill-
posed problem.
Significant, novel advances are made on the fundamental modelling of turbulent pre-
mixed flames with MMC. For premixed cases, PDF methods are known to work well for
distributed regimes but have difficulties in reproducing flamesheets of high Damko¨hler
and low Karlovitz numbers. A stochastic formulation of original MMC with mixing con-
ditioned on a simulated reference variable resembling position or implied position, is first
implemented in the context of a Monte-Carlo simulation of a Partially-Stirred Reactor
(PaSR). The ability of MMC to enforce thin, flamelet-like conditions is most notably
demonstrated through the MMC-PaSR. The notion of conditioning mixing based on
position is then extended to introduce a more general framework for the simulation of
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premixed turbulent flames. Reference variables based on the level-set, shadow position
and progress variable are discussed, along with the concept of a second level of con-
ditioning to introduce a hierarchy of MMC modelling which combines generality with
computational efficiency.
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Chapter 1
Introduction
Combustion is a sequence of rapid exothermic redox reactions involving a fuel and an
oxidant, and is the primary means of converting chemical energy into sensible energy.
Evidence for the first controlled use of a combustion process extends to at least one
million years ago [8], and its use is widely accepted to be a significant step in the socio-
cultural evolution of early humans. Combustion technology developed in conjunction
with processing of materials such as pottery, iron and alloys associated with the rise
of civilisation. The industrial revolution was heralded by power generation from com-
bustion engines — steam, spark-ignition, diesel and gas turbine — and necessitated a
shift towards the use of fossil fuels. The energy-intensive nature of fossil fuels cemented
their role in the modern world as a primary source of energy for electricity, heating and
propulsion.
Fossil fuels supply over 80% of world primary energy demand in 2015 [9], per the Inter-
national Energy Agency (IEA), and their use in absolute terms is expected to increase,
depending on the effectiveness of policies to promote low carbon emission sources. The
largest constituent of primary energy is oil (32.6%), followed by coal (30.0%) and gas
(23.7%) [10]. In 2005, oil accounted for approximately 95% of the transport sector de-
mand [11] and this percentage is projected to rise [12], given the lack of evidence of
saturation in the market for transportation services [13].
The sustainability of coal, oil and gas has been questioned on a quantitative and an
environmental basis [14, 15]. Fossil fuels are formed through the compression of organic
matter over geological time scales and are present in finite quantities in the Earth’s
1
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crust. The exponential increase in their consumption, attributed a technology-driven
feedback loop and population growth, raises concerns on depletion and the extent of
reserves. The geographical distribution of the resources further transforms the issue of
sufficiency into one of energy security. In spite of energy crises of the 1970s associated
with conflict in the Middle East and the predictions of the arguably flawed Hubbert
peak theory [16, 17], proven reserves of oil have not been exhausted but are currently
forty times the current rate of consumption [18]. Reserves for conventional fossil fuels
and the discovery of unconventional fuel sources such as oil shale and tar sands can
sufficiently meet global energy demand, inclusive of the industrialisation of emerging
economies for more than a century at current consumption rates. Fossil fuels therefore
cannot be deemed unsustainable on the basis of quantity alone.
The environmental impacts of human reliance on fossil fuels are arguably of greater con-
cern than their depletion. A major by-product of burning hydrocarbons is carbon dioxide
(CO2), a naturally occurring greenhouse gas responsible for regulating the temperature
of Earth. While its emission into the atmosphere has no direct effect on the local environ-
ment, higher concentrations are linked to increases in global average temperature levels
which have far-reaching consequences such as the depletion of ice sheets and glaciers, rise
of sea levels, ocean acidification and changes in precipitation and weather patterns [15].
There is scientific consensus that greenhouse gas concentrations have increased markedly
as a result of human activities since the industrial revolution, with strongest evidence
gathered from core samples of ice spanning thousands of years [19]. Other by-products
of hydrocarbon combustion, including carbon monoxide (CO), nitrous oxides (NOx),
sulphur oxides (SOx), soot, volatile organic compounds and impurities which can alter
radiative properties of the atmosphere, damage vegetation, deteriorate materials and
increase morbidity and mortality of fauna. Particulates, sulphates, nitrates and nitro-
gen dioxide (NO2) reduce local visibility while high concentrations of sulphur dioxide
increase fog formation and precipitation. Acid rain is produced from SOx and NOx
emissions and affects bodies of water and susceptible soils. Sulphur dioxide (SO2) is
a phytotoxicant which destroys chlorophyll and disrupts photosynthesis. Particulate
matter soils clothing, buildings and other structures, reducing aesthetic quality and in-
creasing cleaning costs. Acid and alkaline particles, especially those containing sulphur
corrode paint, masonry and electrical contacts while ozone deteriorates rubber. Health
effects from exposure to these pollutants vary from mild to lethal for those with allergies
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and predispositions to chronic respiratory or circulatory problems. It is clear that the
use of fossil fuels is linked to tropospheric air pollution, energy security and climate
change.
A simplistic response to these issues is to call for swift divestment, decarbonisation or
an outright ban on fossil fuels proceeded by an immediate switch to renewable energy
technology. In reality, this energy transformation is likely to require multiple stages of
technological advancement driven by changes in policy, economy and governance. In the
foreseeable future, it is conceivable for electricity to be generated by a mix of renew-
ables, dependent on geographical factors, augmented by nuclear or combustible fuels for
baseload supply where required. Less plausible is the total replacement of combustible
fuels in automotive, aviation and aerospace applications which require reliable, energy
dense fuels. In any case, the energy market can be expected to be highly volatile in the
coming decades due to fluctuations in prices of primary energy, economic and political
cycles, technological changes and a host of other factors. Beyond this period of volatility,
a universal solution to the problem of energy and emissions may not even exist. The
study of combustion science is therefore not one that can be summarily dismissed. For
technologies involving combustion, rapid evolution of existing designs and the devel-
opment of new devices will be required to meet increasingly stringent regulations and
market demands.
Methods for emissions control can be broadly categorised into i) the pre-processing of
fuels, ii) the post-treatment and capture of exhaust gases and iii) the modification of
the combustion process itself. In the first category, fuels can be specifically selected or
cleaned to remove impurities such as sulphur to prevent formation of SO2. The operating
temperature and consequently NOx emissions of gaseous fuels more easily controlled
than those of solid or liquid fuel. Post-treatment of exhaust gases uses secondary air
injection or catalytic conversion to continue the reaction of harmful emissions. The
secondary air injection system converts hot unburned hydrocarbons and CO into CO2
and water by adding oxygen to the exhaust stream. Catalytic converters reduce NOx
into nitrogen and oxygen and oxidise unburned hydrocarbons and carbon monoxide.
Selective catalytic methods are used in many engine installations in passenger, heavy
duty vehicles and power generation. The final option of restricting emissions at the time
of their generation can be achieved by controlling global and local equivalence ratios,
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peak flame temperature, residence time and other flame parameters is feasible for all
burners and engines.
Combustor development is generally performed a posteriori in experimental rigs, pro-
totype and in-service engines and power plants as a design tool for gaining insight into
specific issues arising during testing. Bilger [18] notes that computational modelling of
flow and mixing, finite-rate chemistry effects and pollutant formation is employed, at
most, to obtain qualitative information on trends and is of marginal importance to the
design and development process. The peripheral use of simulations in the development
of combustors is attributable to the lack of rapid-turnaround, predictive models suitable
for industrial applications. This fledgling status and absence of simulations can in turn,
be attributed to the multi-scale, non-linear nature of combustion and the difficulty of
coupling turbulence with chemical reactions. For example, combustor dimensions are of
the order of 0.1 to 10 m, and turbulent fluid dynamic length scales can extend to 10−6 m.
For cases of high Damko¨hler numbers, reaction zone length scales can be thinner than
the dynamic length scales by 10−1 m. The residence time of combustors is of order 10 ms
to 1 s while dynamic time scales can be 10−4 of the residence time [20]. The coupling
between turbulence and chemical reactions happens across this broad range of both time
and length scales.
The community of turbulent combustion researchers has adopted a hierarchical ap-
proach, in which laboratory-scale experiments are designed to measure the crucial physics
of flames with simple boundary conditions for future modelling efforts by numericists.
By comparing model outcomes with detailed experimental measurements, the modelling
approach and associated submodels can be validated. A series of workshops on the mea-
surement and computation of turbulent flames — the TNF workshops [21]— highlight
candidate burners for modelling and emphasise the necessity of models which are capable
of handling more complex geometries and flows. There is significant value in developing
unified models which are adaptable for the regimes of premixed, partially premixed and
non-premixed flames. The development and implementation of universal models which
balance the quality of results with computational cost is crucial if numerical simulations
are to guide the design of practical combustion systems.
The interactions between turbulent fluctuations and chemistry have been discussed re-
peatedly in publications by Libby and Williams [22], Kuznetsov and Sabel’nikov [23],
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Fox [24], Poinsot and Veynante [25] and Cant and Mastorakos [26], to name a few, and a
number of approaches to the problem have been suggested. Modelling approaches can be
categorised as those either based exclusively on, or a combination of: i) mixture fraction
or progress variable methods such as fast chemistry by Bilger [27], the flamelet approach
of Peters [4, 28] and the Conditional Moment Closure (CMC) approach of Klimenko and
Bilger [29]; or ii) joint Probability Density Function (PDF) methods as introduced by
Pope [30, 31] which aim to reproduce the stochastic properties of reactive species. The
fast chemistry, flamelet and CMC approaches all conventionally involve a form of the
diffusion term in a conserved scalar space multiplied by the conserved scalar dissipation
and a reaction source term. The flamelet model for premixed flames is based on the hy-
pothesis that the characteristic timescale is small relative to the Kolmogorov timescale.
The attraction of PDF methods lies in their closure of chemical source terms which do
not require additional modelling as well as their flexibility in simulating various regimes
of turbulent combustion. In addition to their potentially high computational cost, a
non-trivial aspect of PDF methods is the introduction of an unclosed conditional scalar
dissipation term which is modelled via a mixing operation applied to a set of notional
particles.
These two modelling categories can be used in the context of Reynolds-Averaged Navier
Stokes (RANS) methods or Large Eddy Simulation (LES) methods. The application of
a third category of modelling approaches known as Direct Numerical Simulation (DNS)
with realistic kinetics for large-scale combustors and cases of high Reynolds numbers
remains beyond the reach even for modern computers due to extreme computational
costs. While the flamelet-based and PDF categories are conventionally viewed as distinct
and incompatible areas, research in recent years is marked by an emergence of universal
and flexible approaches that combine useful features of each method for premixed and
non-premixed flames alike. It is the objective of this thesis to advance the development
of the Multiple Mapping Conditioning (MMC) [32] approach for the simulation of both
non-premixed and premixed flames. Understanding of the state of the art of modelling
micromixing, as well as the physical effects present therein, will be advanced over the
course of this thesis, which is organised as follows.
Chapter 2 contains a review of literature, governing equations, theory on the physi-
cal behaviour and numerical modelling of both turbulent premixed and non-premixed
flames. Particular attention is devoted to the PDF, CMC and flamelet approaches.
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Chapter 3 presents the historical development, underlying equations of the original ver-
sion of the Multiple Mapping Conditioning model. The two versions of original MMC
— deterministic and stochastic — and their applications to date are discussed.
In Chapter 4, the generalised version of MMC is presented, transforming MMC into a
methodology for enforcing certain known characteristics of turbulence on a conventional
mixing model. This enforcement is achieved by localising the mixing operation in a
reference space, whose variables are selected to emulate the properties of a turbulent flow
which exert a strong influence on the reactive quantities. In original MMC, reference
variables are modelled as Markov processes but for generalised MMC, the Markovian
restriction is removed and reference variables can become traced Lagrangian quantities
within a DNS or LES flow field. The concept of LES of reacting flows with sparse
distributions of notional particles of a PDF is discussed here.
In Chapter 5, the results of sparse simulations of the non-premixed Cabra hydrogen
lifted flame [33] case —a target case from the TNF workshop of 2012— are explored.
The Cabra flame experimental data indicates sensitivity of the observed lift-off height to
coflow temperature. While the coflow temperature in a realistic combustor is an outcome
of the flow chemistry and dynamics, for modelling purposes it is an input and the
problem becomes one of determining lift-off height sensitivity to input temperature. In
mathematical terms, the problem can be referred to as ill-posed and it requires a special
treatment; namely regularisation. Results of a parametric study of coflow temperatures
and the MMC localisation parameter are discussed, followed by a critical evaluation on
the model performance for this case compared to past cases following [102, 124] the same
methodology with a sparse distribution of particles.
The remaining two chapters extend the application of MMC to premixed flames. For
premixed cases, PDF methods are known to work well for distributed regimes but have
difficulties in reproducing thin flames, as well as controlling the unphysical mixing of un-
burned reactants and burned products. The seemingly contradictory PDF and flamelet
approaches are blended to demonstrate the possibility of the exploiting the benefits of
both methods to simulate the fluctuating nature of fast flames and minor species of
turbulent premixed flames.
In Chapter 6, a stochastic formulation of original MMC with mixing conditioned on
a simulated reference variable resembling position is implemented in the context of a
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Monte-Carlo simulation of a Partially Stirred Reactor (PaSR). The model is applied to
a lean premixed high-pressure combustor which emulates the conditions of industrial gas
turbine combustion systems. Detailed kinetics are employed to predict NOx emissions
from a methane-air flame. The ability of MMC to enforce thin, flamelet-like conditions
is also demonstrated.
Chapter 7 expands on the concept of conditioning on a position-like reference variable
and introduces a more general framework for the simulation of premixed turbulent flames
with MMC. Reference variables based on level set and shadow positions of particles are
first discussed. This is followed by a demonstration of the concept of a second level of
conditioning based on a progress variable for a hierarchy of MMC models which combine
generality and computational efficiency.
The overall conclusions and discussion are presented in the final chapter where the novel
contributions of the thesis, its significance to the MMC framework and the field of
combustion are summarised.
Chapter 2
Fundamentals of Turbulent
Combustion Modelling
A considerable effort has been directed towards understanding turbulent combustion in
the past decades. To systematically describe the literature relevant to this thesis, this
chapter commences with a presentation of the equations governing reacting flows. This
is followed by a discussion on the scales of turbulence and the implications for the CFD
approach taken. Since both major categories of flames are of interest in subsequent
chapters, the concepts and modelling difficulties surrounding both non-premixed and
premixed are addressed. Modelling approaches for both categories are then discussed,
and particular attention is devoted to the methodologies employed in subsequent chap-
ters of the thesis.
2.1 Governing equations of reacting flows
The transport of flows undergoing chemical reaction can be described by a set of cou-
pled partial differential equations, known as transport or conservation equations. The
transport equation of mass and momentum which are collectively known as the Navier-
Stokes equations, as well as enthalpy, species and thermodynamic equations of state are
used to describe reacting flows. For a given conserved quantity denoted by Φ, a generic
conservation equation can be written as
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∂ρΦ
∂t︸︷︷︸
Transient term
+ ∇ · (ρuΦ)︸ ︷︷ ︸
Convection term
− ∇ · (Γ∇Φ)︸ ︷︷ ︸
Diffusion term
= SΦ︸︷︷︸
Source term
, (2.1)
where ρ is density and Γ is a diffusion coefficient. The transient term accounts for the
accumulation of Φ in a control volume. The convection term is hyperbolic in nature and
accounts for the transport of Φ due to the existence of the velocity field. The diffusion
term is elliptic and accounts for the transport of Φ due to its gradients in physical space.
The source term accounts for any sources and sinks that either locally create or destroy
Φ and can accomodate additional terms which cannot be cast into the convection or
diffusion terms. Discretisation methods such as the finite difference or finite volume
methods, can be used to transform each of these terms into an algebraic equation. Once
applied to all control volumes of a given mesh, a full linear system of equations can be
obtained.
For the incompressible, gaseous flows considered in this work, specific governing equa-
tions for continuity, momentum, enthalpy and species can be formulated by replacing Φ
with a suitable transported property. In-depth derivations of the general and simplified
transport equations can be found in texts by Williams [34], Kuo [35] and Poinsot and
Veynante [25], to name a few.
The continuity equation,
∂ρ
∂t
+
∂ρui
∂xi
= 0, (2.2)
states that mass can be transported by convection but cannot be locally created or
destroyed. For reacting flows in which density changes, the continuity equation cannot
be further simplified.
The momentum conservation equation,
∂ρuj
∂t
+
∂ρuiuj
∂xi
= − ∂p
∂xj
+
∂τij
∂xi
+ F, (2.3)
is based on Newton’s second law of motion and accounts for external and internal forces
which act on the control volume. The first and second terms on the left hand side of
Equation (2.3) represent the local rate of change and convection of momentum respec-
tively. On the right hand side, the first, second and third terms represent the pressure
gradient, molecular transport due to viscosity and body force respectively. For most
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deflagrations, pressure is constant and body forces are zero. Equation (2.3) does not
include explicit reactive terms as the dynamic viscosity varies due to temperature varia-
tions, thereby modifying flow behaviour. Changes in viscosity can be determined using
Sutherland’s Law. The variable, τij , is the viscous stress tensor which for Newtonian
fluids is expressed as
τij = −2
3
µ
∂uk
∂xk
δij + µ
(
∂ui
∂xj
+
∂uj
∂xi
)
. (2.4)
for Newtonian fluids. The dynamic viscosity, µ, is related to the kinematic viscosity, ν, as
µ = ρν. The equations considered thus far do not account for actual combustion process,
for which the balance equations for chemical species and energy must be considered. The
remainder of this section concerns the transport of species and energy.
For a mixture of ns chemical species, the balance equation for the mass fraction, Y , of
each species, denoted by I, is given by
∂ρYI
∂t
+
∂ρuiYI
∂xi
= −JI,i
∂xi
+ wI , (2.5)
where JI,i = ρYIvI,i is the diffusive flux and wI is the volumetric reaction rate of species
I. By definition,
ns∑
I=1
YIvI,i = 0 and
ns∑
I=1
= wI = 0. (2.6)
The diffusion velocities vI are obtained by solving the following system of mass diffusion
equations for ns species, described by Williams [34] as
∇XI =
ns∑
J=1
XIXJ
DIJ
(vJ − vI) + (YI −XI)∇p
p
+
ρ
p
ns∑
J=1
YIYJ(fI − fJ) +
ns∑
J=1
XIXJ
ρDIJ
(
DT,J
YJ
− DT,I
YI
) ∇T
T
, (2.7)
where DIJ = DJI is the binary mass diffusion coefficient of species I into species J and
XI = YIW/WI is the mole fraction of species I. WI is the atomic weight of species
I. The first, second and third terms of the right hand side of Equation (2.7) account
for mass diffusion due to the velocity difference, pressure gradients and body forces,
respectively. The diffusion of mass due to temperature gradients known as the Soret
effect is represented by the final term of the equation. The system (2.7) is a linear system
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of size n2s and must be solved in each direction at each point and for unsteady flows,
at each time step. Since the solution is difficult and costly [36], an approach based on
Fick’s Law is adopted such that
JI,i = ρvIYα = −ρDI ∂YI
∂xi
= − µ
ScI
∂YI
∂xi
, (2.8)
where the Schmidt number of species I is
ScI =
µ
ρDI
. (2.9)
The mass diffusivity of all species, DI , is usually assumed to be constant while the Lewis
number, or ratio of thermal to mass diffusivity, for each species LeI is assumed to be
unity:
LeI =
λ
ρcpDI
= 1. (2.10)
The assumption of a unity Lewis number is made throughout this work and is valid for
high Reynolds number flows with large scale mixing processes, where turbulent mixing
dominates over molecular mixing and without differential diffusion effects.
The chemical reaction rate, wI , can be determined by considering ns species in a system
of chemical reactions,
ns∑
I=1
ν
′
IiMI
Kf,i


Kr,i
ns∑
I=1
ν
′′
IiMI , (2.11)
whereMI is the chemical symbol for each species I while ν ′I,i and ν
′′
I,i are stoichiometric
coefficients of the reactant and product sides of an elementary reaction respectively.
The forward and reverse rates of reaction are denoted by Kf,i and Kr,i respectively. The
chemical source term which is the mass of species I produced per unit volume per unit
time is
wI =WI
m∑
i=1
νIiqi, (2.12)
where WI is the atomic weight of species I in a chemical mechanism containing m
chemical reactions while νI,i = ν
′′
I,i − ν
′
I,i. The progress rate of reaction is
qi = Kf,i
ns∏
I=1
[XI ]
ν
′
I,i −Kr,i
ns∏
I=1
[XI ]
ν
′′
I,i , (2.13)
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where XI is the mole fraction. An extended Arrhenius expression for the forward and
reverse elementary reaction rate K is
K = A0T
β0exp
(
− Ea
RT
)
, (2.14)
where A0 represents the frequency factor, β0 is the temperature exponent and Ea is the
activation energy.
A basis for any chemically reacting system is the balance equation for enthalpy. Under
the ideal gas assumption, total enthalpy depends only on the temperature T and is found
by
h =
ns∑
I=1
YIhI , (2.15)
where YI is the mass fraction and hI is the specific enthalpy of a given species I. Specific
enthalpy includes the enthalpy of formation, h0I which is taken at a reference state
(usually standard temperature and pressure) and sensible enthalpy. It is defined by
hI = h
0
I +
∫ T
T0
cpI (T )dT, (2.16)
where cpI is the specific heat capacity of species I at constant pressure. The specific
heat capacity of a mixture at constant pressure is
cp =
ns∑
I=1
YIcpI . (2.17)
Based on the first law of thermodynamics, the conservation equation for enthalpy is
∂ρh
∂t
+
∂ρuih
∂xi
=
∂P
∂t
+
∂uiP
∂xi
+ uiFi − ∂Jq,i
∂xi
+ q˙R, (2.18)
where q˙R is the heat source term (not to be confused with the heat released by combus-
tion). The enthalpy transport due to diffusive fluxes is defined by
Jq,i = −λ ∂T
∂xi
+ ρ
ns∑
I=1
hIYIvI,i. (2.19)
Equation (2.19) includes a heat diffusion term expressed by Fourier’s Law for conduction
with λ being the thermal conductivity of the gaseous mixture. The second term is
associated with the enthalpy diffusion (diffusion of energy due to mass diffusion) of
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species in a gaseous mixture. As the effects of differential diffusion are not considered
here, the Lewis number is assume to be unity and the last term in the diffusive flux is
neglected.
Since the work contained in this thesis also concerns high Reynolds number, exothermic
flows at low Mach numbers, the terms representing pressure effects and viscous dissipa-
tion on the right hand side of equation (2.18) can be neglected, simplifying the enthalpy
balance equation to
∂ρh
∂t
+
∂ρuih
∂xi
=
∂2
∂x2i
(
λ
cp
T
)
+ q˙R. (2.20)
For incompressible flows where changes in density are solely attributed to reactions,
pressure can be described using the following state equation,
p = ρRT. (2.21)
The conservation equations for mass, momentum, species and enthalpy combined with
equations of state, form the governing equations for low Mach number incompressible
combustion for a multicomponent reaction ideal gas mixture.
2.2 The scales of turbulent flow
Turbulent flows are characterised by irregular and chaotic motions, in contrast with
laminar flows, where streamlines are comparatively parallel and the transport of prop-
erties in the transversal direction to flow is governed by diffusion. In reality, combustion
almost always occurs within a turbulent rather than a laminar flow field; turbulent flows
are more diffusive which results in more rapid mixing of mass, momentum and heat,
while combustion releases heat and thereby generates flow instability by buoyancy and
gas expansion which enhances the transition to turbulence. Turbulence is characterised
by the Reynolds number,
Re =
UL
ν
, (2.22)
where L is a characteristic length scale and U is a characteristic velocity. The largest
scales are determined by the dimensions of the flow and account for the bulk of transport
of momentum and energy. At the smallest scale of flow, known as the Kolmogorov scale,
viscosity effects are important and kinetic energy is dissipated into heat at the molecular
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level. Richardson’s view of the eddy cascade [37] is that turbulence is composed of eddies
of different sizes, with energy cascading from larger to smaller scale structures by an
inertial and essentially inviscid mechanism, until the smallest eddies disappear due to
viscous forces. In decreasing order of size, the four scales are the:
• Characteristic scale (L) — The characteristic width of flow is the largest possible
length scale and is defined by the size of the device under consideration. This scale
is frequently used to define a Reynolds number based on the mean flow velocity,
but is not used to define a turbulence Reynolds number.
• Integral or turbulence scale: (`t) — The integral scale represents the mean
size of the large eddies in a turbulent flow and is of the order of the macroscale.
These eddies have low frequency, large wavelength and large velocity fluctuations.
• Taylor microscale: (`λ) — The Taylor microscale is an intermediate scale be-
tween `t and `k but is weighted towards the smaller scales. This scale is more of
mathematical significance rather than a strictly physical demarcation.
• Kolmogorov microscale: (`k) — The Kolmogorov microscale is the smallest
length scale in turbulent flows and is the dimension at which dissipation of turbu-
lent kinetic energy to fluid internal energy occurs. At this scale, molecular effects
are significant.
Based on Kolmogorov’s first similarity hypothesis [38], the factors influencing the be-
haviour of the small scale motions are the overall kinetic energy, k, the dissipation rate,
ε, and the kinematic viscosity. From dimensional analysis and with the consideration
that Re is unity at the Kolmogorov scale, the Kolmogorov length, velocity and time
scales are respectively defined as,
`k =
(
ν3
ε
)1/4
, (2.23)
vk = (εν)
1/4 (2.24)
and
τk =
(ν
ε
)1/2
. (2.25)
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Scaling laws or scale invariance exist in the inertial subrange in the limit of large Re.
Velocity fluctuations are a consequence of vortical motion in the flow and are related to
turbulent kinetic energy by
vt ≈
√
2k
ρ
. (2.26)
A scaling rule can be applied to relate the integral length scale to the dissipation rate
of turbulent kinetic energy as
`t =
v3t
ε
. (2.27)
At the intermediate scales, there is a net non-linear transfer of energy from the large
scales to the small scales. The ratios of the scales can be determined from the definitions
of the Kolmogorov scales and from the scaling, ε ∼ v3t /`t. The results are
`t
`k
∼ Re3/4, (2.28)
vt
uk
∼ Re1/4 (2.29)
and
τt
τk
∼ Re1/2. (2.30)
The Taylor microscale does not have the same obvious physical interpretation as the
Kolmogorov or integral scales but provides a convenient estimate for the fluctuating
strain rate field. The Taylor microscale is defined through the relation,
(
∂vt
∂x
)2
=
v2t
`2λ
, (2.31)
where vt is the root mean square (rms) of the fluctuating velocity field. The turbulent
Reynolds number is
Ret =
vt`t
ν
. (2.32)
The main effect of turbulence on combustion is to increase the combustion rate. The
reaction zone is a region where the local mixing of fuel and oxidiser reacts to form
products associated with the release of chemical energy and emission of radiant energy.
These processes are generally considered to be microscopic in nature and occur at the
microscale level. Combustion releases heat and thereby induces flow instability due to
buoyancy and gas expansion, enhancing the transition to turbulence at the macroscopic
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Figure 2.1: S-shaped curve showing maximum temperature as a function of
Damko¨hler number.
or macroscale level.
Combustion requires that fuel and oxidiser be mixed at the molecular level and involves
a large number of elementary reactions which can occur on different time scales to each
other and to turbulence. A scalar in a turbulent flow field experiences stretching and
straining due to the turbulent motions, and diffuses due to molecular diffusion. The
smallest scalar length scale where homogenisation occurs is known as the Batchelor
scale provided that it is smaller than the Kolmogorov scale. Conversely, it is identified
as the Obukov-Corrsin scale if it is larger than the Kolmogorov scale. The relative size
of the smallest scalar length scale to the Kolmogorov scale is dependent on the relative
magnitudes of kinematic viscosity and molecular diffusivity.
If the chemical timescales interacted with all timescales within the inertial subrange,
no simple scaling laws could be found. Fortunately, empirical evidence suggests that
the scaling laws remain valid in almost every case. The reason for this is explained by
considering combustion phenomena such as ignition and extinction which are illustrated
in the S-shaped curve in Figure 2.1, as shown by Peters [28] and others. The figure shows
maximum temperature in a homogeneous combustor plotted as a function of Damko¨hler
number, which represents the ratio of mixing time to chemical time.
Chemistry is slow when a state lies in the dashed range between the two stable upper
and lower branches of Figure 2.1. It is rapidly driven to either one of them, and the
probability of finding realisations here is small [39]. Reactions on the upper branch
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occur at high temperatures near equilibrium and are fast compared to all turbulent time
scales. They concentrate in thin layers smaller than the Kolmogorov scale. With the
exception of density changes, these layers do not exert any feedback on the flow and
cannot influence the inertial range scaling. If temperature decreases, the lower branch
of the curve close to the non-reacting state is accessed. Chemistry becomes slower and
mixing can be described by classical inertial range scaling. This scale separation makes
the mixing process in the inertial range largely independent of chemistry and simplifies
modelling.
Substantial effort has been channeled towards the formulation of appropriate modellings
tools and submodels describing combustion, radiation and soot production. In computa-
tional fluid dynamics, the cost of simulating turbulence increases as the level of discreti-
sation approaches the Kolmogorov scale. Common methods include Reynolds-Averaged
Navier-Stokes simulation, Large Eddy Simulation and Direct Numerical Simulation, the
former of which was developed from an aerodynamical or a meteorological point of view.
In Figure 2.2, a schematic of the turbulent energy spectrum for an incompressible, ho-
mogeneous, high Reynolds number turbulent flow with the ranges resolved by DNS, LES
and RANS. The computational grid of the DNS resolves the major portion of the tur-
bulent energy spectrum and only a small region associated with the viscous dissipation
takes place at a subgrid level, where calculations are required at length sales smaller
than the Kolmogorov scales. In LES and RANS, the energy spectrum is only partially
resolved, which necessitates the application of a subgrid scale model.
These techniques have been adopted for the analysis of turbulent reacting flows in recent
decades. For example, DNS has played a crucial role in greatly improving the funda-
mental physical understanding of combustion physics. As all scales are resolved and
computational cost increases as Re3, DNS is generally restricted to low to moderate
Re number flows and generally remains beyond industrial applications. Relative to the
other methodologies, RANS simulations have been the most widely adopted in industry
for aiding in combustor design. RANS approaches involve the solution of time aver-
aged Navier-Stokes equations to determine the mean field values and require turbulence
models for closure. As computational power becomes more accessible, the use of LES is
becoming increasingly common for practical applications.
Chapter 2. Turbulent Combustion Modelling 18
Figure 2.2: Turbulent energy spectrum as a function of wavenumber.
In Chapter 4, an introduction is given to the equations associated with LES, which is
later employed for a study of a lifted flame in Chapter 5.
2.3 Statistical description of turbulent reacting flows
Statistical methods lend themselves to the treatment of turbulent flows, owing to the
presence of irregular motions over the range of length and time scales. The randomness
of turbulence originates in the irregular features in initial and boundary conditions which
may not be precisely defined, in which small deviations can result in large changes in the
detailed structure of the flow field. Stochastic methods aim to describe the fluctuating
fields in terms of their statistical distributions.
2.3.1 One-point statistics
A starting point for this description is the distribution of a single variable, φ (e.g. velocity
or species concentration) which is a function of space x and time t. Its distribution
function F is defined as
Fφ(ψ; x, t) ≡ P{φ(x, t) < ψ}, (2.33)
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where ψ is the sample space variable of φ which assumes all possible values of φ. P{...}
stands for the probability that the value of φ at (x, t) is smaller than ψ. The Probability
Density Function (PDF) is then defined as
fφ(ψ; x, t) =
∂
∂ψ
Fφ(ψ; x, t). (2.34)
The probability that a realisation of φ(x, t) occurring in the space between ψ1 and ψ2
is given by
P{ψ1 < φ(x, t) < ψ2} =
∫ ψ2
ψ1
fφ(ψ; x, t)dt = Fφ(ψ2; x, t)− Fφ(ψ1; x, t). (2.35)
The endpoints of the distribution function are defined as F (−∞) = 0 and F (+∞) = 1.
As probability functions and field values are considered to be functions of space and
time, the variables x and t are omitted. The expectation of φ is denoted by 〈φ〉 or φ¯
and can be expressed in terms of the PDF by
φ¯ =
∫ +∞
−∞
ψfφ(ψ)dψ. (2.36)
The variable φ can be decomposed into its mean or Reynolds average, and a fluctuation
according to
φ = φ¯+ φ
′
. (2.37)
2.3.2 Joint probability
The joint probability function can be formulated for n stochastic variables φ = φ1, φ2, ..., φn
by
Fφ(ψ) ≡ P{φ1 < ψ1, φ2 < ψ2, ..., φn < ψn} (2.38)
From the joint PDF of φ,
fφ(ψ) =
∂n
∂ψ1∂ψ2...∂ψn
Fφ(ψ), (2.39)
the statistics of a single variable φi are obtained by integration over the other n-1
directions of the ψ-space
fφi(ψi) =
∫ +∞
−∞
...
∫ +∞
−∞
fφ(ψ)dψ1...dψi−1dψi+1...dψn (2.40)
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to yield the marginal PDF of φi.
2.3.3 Conditional probability
The conditional probability is the probability that event A occurs given that event B
occurs, and is defined by
P {A|B} = P {A,B}
P {B} . (2.41)
Similarly, the conditional PDF of φ1|φ2 is
fφ1|φ2(ψ1|ψ2) =
fφ1,φ2(ψ1, ψ2)
fφ2(ψ2)
. (2.42)
All unclosed terms in the exact transport equation (see Section 2.6.3) for the joint
PDF can be written in terms of conditional averages. These conditional averages
〈Q(φ1, φ2)|φ2 = ψ2)〉 can be written in terms of the conditional PDF fφ1|φ2 by
〈Q(φ1, φ2)|φ2 = ψ2)〉 =
∫ +∞
−∞
Q(ψ1, ψ2)fφ1|φ2(ψ1|ψ2)dψ1. (2.43)
2.3.4 Favre averaging
Variations in density has a strong effect on a turbulent flow field. In typical applications
of combustion, density can vary by a factor of five or more. Favre or density weighted
averaging is commonly used to simplify equations. In the low Mach number limit as
considered here with the ideal gas law, density remains a function of only the thermo-
chemical variables, φ. The Favre average is defined as
Q˜ =
ρQ
ρ¯
(2.44)
and the decomposition into a Favre mean and Favre fluctuation is
Q = Q˜+Q
′′
. (2.45)
The Favre weighted average can be calculated if simultaneous measurements of the ρ
and φ are known. Difficulties arising with Favre averaging in the viscous and diffusive
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transport terms are of less significance, and these terms are neglected at high Reynolds
numbers.
2.4 Features of turbulent premixed combustion
A premixed flame occurs when the fuel and oxidiser are mixed together at the molecu-
lar level prior ignition. There are several important applications of turbulent premixed
combustion, including the Homogeneously Charged Compression Ignition (HCCI) en-
gine, reheat systems in jet engines, industrial tunnel burners and gaseous explosions
in turbulent atmospheres. Unlike its laminar counterpart, where propagation velocity
depends wholly on the chemical, pressure and thermal properties of the mixture, the
propagation velocity of a turbulent premixed flame also depends on the properties of
the flow. The propagation rate controls the rate of consumption of reactants and heat
release, making it the most important characteristic of premixed flames.
Figure 2.3 displays the structure of a laminar premixed flame proposed by Mallard and
Le Chatelier [40] and later discussed by Williams [34]. The flame itself consists of a
preheat and reaction zone. The width of the preheat zone is controlled by the diffusion
of heat and mass. As the reactants approach the flame, their temperature increases
continuously due to heat conduction from the reaction zone until the point of ignition.
The reaction rate is limited by the supply of preheated reactants from the preheat zone.
Across the flame front, temperature of the mixture increases and density decreases such
that the pressure remains nearly constant.
Laminar premixed combustion corresponds to the propagation of a flame front normal
itself and towards the incoming mixture of fresh reactants due to the local imbalance
between heat diffusion and reactant consumption. In a fixed reference frame with respect
to the local flame geometry, when only the magnitude of the burning velocity is of
interest, the term laminar flame speed, u0, is used. The laminar flame speed depends
on the composition, pressure and initial temperature of a mixture. The flame speed of
hydrocarbon-air flames at atmospheric pressures is usually of the order of 20 to 100 cm/s
and has a thickness, δf , of the order of one tenth of a millimeter [41]. At higher levels of
turbulence, the flame front interacts with turbulent eddies which may cause wrinkling,
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Figure 2.3: Structure of a plane premixed flame.
stretch, fragmentation and extinction. The motion of a premixed flame is a superposition
of flame propagation and turbulent fluid convection.
Several non-dimensional parameters relevant to turbulent premixed combustion include
the Damko¨hler number, Karlovitz number and reaction progress variable. A premixed
flame can be described using a progress variable φ, such as φ = 0 in the fresh gases and
unity in the burned gases. This progress variable can be defined using temperature as
φ =
T − Tu
Tb − Tu (2.46)
or mass fraction
φ =
Y − Yu
Yb − Yu . (2.47)
T and Y are the local temperature and mass fraction, while the subscripts u and b are
the unburned and burned gas properties respectively. For a unity Lewis number case of
same molecular and thermal diffusivities, without heat loss and compressibility effects,
Chapter 2. Turbulent Combustion Modelling 23
a single balance equation is sufficient to represent the progress variable:
∂ρφ
∂t
+
∂ρuiφ
∂xi
=
∂
∂xi
(
ρD
∂
∂xi
φ
)
+ w (2.48)
The Damko¨hler number compares the turbulent timescale, τt, and chemical timescale,
τc such that
Da =
τt
τc
=
`t/vt
δf/u0
. (2.49)
A velocity ratio, vt/u0, and a length scale ratio, `t/δf , are evident from this expression.
The chemical time corresponds to the time required for the flame to propagate over a
distance equal to its own thickness. The chemical time can also be approximated as
D/u0
2. It must be noted that various chemical timescales may be encountered; fuel
oxidation generally corresponds to short timescales whereas the formation of NOx and
destruction of CO are slower.
In the limit of high Damko¨hler numbers, when the chemical time is short compared to
the turbulent time, the case corresponds to a thin reaction zone distorted and convected
by the flow. As the internal structure of the flame is not strongly influenced by turbu-
lence, it may be described as a laminar flame element called a flamelet. Conversely, a
low Damko¨hler number corresponds to a slow chemical reaction, where reactants and
products are mixed by turbulence before reaction. This is known as the perfectly stirred
reactor limit. The regimes of turbulent premixed flames are discussed in greater detail
below.
For large values of the Da  1, where the thin flame front and its inner structure is
unaffected by turbulence which only wrinkles and strains the flame surface. This flamelet
regime or thin wrinkled flame regime occurs when the smallest turbulence scales (i.e.
the Kolmogorov scale) have a turbulent timescale τη larger than τc. This transition is
described in terms of the Karlovitz number:
Ka =
τc
τk
=
δf/u0
`k/vk
(2.50)
The Karlovitz number also compares the flame and Kolmogorov scales according to:
Ka =
(
δf
`k
)2
=
(
vk
u0
)2
(2.51)
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Using a Reynolds number of unity at the Kolmogorov scale which corresponds to ν =
δfu0 yields
Ka =
(
vt
u0
)3/2( `t
δf
)−1/2
. (2.52)
Any two of the Reynolds, Damko¨hler and Karlovitz numbers, related as
Re = Da2Ka2, (2.53)
are necessary to discuss the regimes of premixed combustion. The Karlovitz number
is used to define the Klimov-Williams criterion corresponding to Ka = 1, delineating
two combustion regimes. For Karlovitz numbers larger than unity, turbulent motions
are able to affect the inner flame structure but not necessarily the reaction zone. The
following regimes are proposed [25]:
1. Flamelet or thin wrinkled flame regime: Ka < 1
Depending on the velocity ratio, vt/u0, two subdivisions may be proposed:
• Wrinkled flamelets: vt/u0 < 1 : The laminar flame speed is higher than tur-
bulence intensity. Combustion here is dominated by chemical and molecular pro-
cesses. As vt can be interpreted as the rotation speed of the larger turbulent
motions, turbulent structures are unable to wrinkle the flame surface up to the
flame front interactions. The laminar propagation is predominant and turbulence/-
chemistry interactions remain limited.
• Island formation / Corrugated flamelets: vt/u0 > 1): Turbulence intensity
is higher than laminar flame speed. The flame thickness is smaller than the Kol-
mogorov scale and the internal structure is embedded inside Kolmogorov eddies.
Larger structures are able to induce flame front interactions leading to the for-
mation of pockets of burned gas without disturbing the internal structure of the
flame.
2. Torn flame fronts / Distributed reaction zone: 1 < Ka < 100
Kolmogorov eddies are smaller than the flame thickness but larger than the inner reaction
zone thickness. Turbulent motions are able to affect and to thicken the flame preheat
zone, but cannot modify the reaction zone which remains thin and close to a laminar
reaction zone.
Chapter 2. Turbulent Combustion Modelling 25
3. Ideally stirred reactor: Ka > 100
Preheat and reaction zones are strongly affected by turbulent motions and no laminar
flame structure can be identified. Mixing is faster than the chemistry, and the overall
reaction rate is limited by the chemical timescales. This region is of interest in flame
stabilisation studies as the effects of turbulence can cause local extinction which may
cause flame quenching.
These regimes are displayed on a Borghi diagram shown in Figure 2.4 as adapted from
Warnatz, Maas and Dibble [42]. This analysis permits the approximate classification
of combustion regimes as functions of characteristic numbers, and places most practical
applications in the flamelet or distributed regimes.
Figure 2.4: Borghi regime diagram for turbulent premixed combustion. Combustion
regimes are identified in terms of length (`t/δf ) and velocity (vt/u0) ratios (log-log
scale).
In general, practical applications operate in the corrugated flamelets or the thin reaction
zones regimes. As it is conceivable for all regimes to be simultaneously present in a real
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combustor, an ideal premixed combustion model should be applicable across regimes.
2.5 Features of turbulent non-premixed combustion
A non-premixed or diffusion flame occurs when the fuel and oxidiser mix and combust
almost simultaneously. Turbulent non-premixed flames are commonly encountered in
industrial systems for two main reasons: i) non-premixed burners are relatively simpler
to design because the mixing of reactants in exact proportions is not required and ii)
non-premixed flames are safer to operate as they can be controlled to eliminate flash-
back or autoignition in undesirable locations. The task of modelling diffusion flames is
therefore one of the more usual challenges associated with combustion, with the avail-
able literature and breadth of experimental data on non-premixed exceeding that of
premixed flames; the motion of premixed flames is a consequence of the superposition-
ing of flame propagation and turbulent fluid motions. For small Karlovitz numbers for
example, a thin flame sheet which is thinner than the Kolmogorov scale forms a con-
nected but highly wrinkled surface that separates the reactants from the products. This
flame surface bends, convects and strains due to turbulence and relative to the fluid
velocity, propagates at a speed that can depend on the local conditions such as strain
rate, curvature and more. The pressure field associated with the flame surface due to
the volume source also affects the velocity field and hence indirectly affects the evolu-
tion of the surface itself. The thinness of premixed flame fronts and their instabilities,
makes turbulent premixed flames more difficult to resolve experimentally and to model
numerically than their non-premixed counterparts.
In a non-premixed flame, as shown in Figure 2.5, fuel and oxidiser on either side of a
reaction zone undergo molecular diffusion to reach a flame front where heat is released.
During this diffusion process, species are exposed to turbulence, and diffusion speeds
may be strongly modified by turbulent motions. The flame cannot propagate into the
fuel without oxidiser, and vice versa, fixing the flame to a stoichiometric interface.
The internal structure of a non-premixed flame is usually discussed using the extent
of mixing between the fuel and oxidiser. Mixture fraction is an important quantity in
non-premixed combustion. It is defined as the mass fraction of the portion of a mixture
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Figure 2.5: Structure of a non-premixed laminar flame.
originating from a fuel stream such that,
f =
Mass of material originating from the fuel stream
Mass of mixture
. (2.54)
For a two-stream problem, mixture fraction is unity in the fuel stream and null in
the oxidiser stream. It can be used as a tracking scalar as it considers the mixing of
inflow streams, the transport of conserved scalars and the advection of reactive scalars.
Fluctuation in scalar quantities and chemical reaction rates can be associated with the
fluctuation in a conserved scalar such as the mixture fraction. The balance equation for
mixture fraction is
∂ρf
∂t
+
ρuif
∂xi
=
∂
∂xi
(
ρD
∂
∂xi
f
)
. (2.55)
For a case of equal diffusivities, the transport equation of the mixture fraction does not
have a source term. Mixture fraction is therefore considered a conserved scalar. The
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dissipation of the mixture fraction, defined as
N = D
(
∂f
∂xi
∂f
∂xi
)
, (2.56)
is of great importance in non-premixed combustion as it leads to the molecular mixing
of fuel and air, enabling reactions to proceed. The scalar dissipation rate measures the
inverse of a diffusive time. For high scalar dissipation rate, diffusion dominates over
reaction.
Non-premixed combustion is limited by two regimes corresponding to pure mixing of
the reactants and infinitely fast chemistry, as shown in Figure 2.6. When the chemistry
is infinitely fast, the scalars depend on mixing through the mixture fraction, but not
scalar dissipation.
Figure 2.6: Inner structure of a non-premixed flame in terms of temperature; TF
represents the adiabatic flame temperature, TO,0 is the temperature of the oxidiser
stream, TF,0 is the temperature of the fuel stream and fst is the stoichiometric mixture
fraction. The distribution in mixture fraction space of fuel, oxidiser and temperature
lies between the infinitely fast chemistry limit (solid line) [1] and the pure mixing case
(dotted-dashed line), with the equilibrium (dotted line) [2] and flamelet (dashed line)
cases [3, 4] lying in between.
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There are two broad categories of turbulent combustion models: i) infinite-rate chemistry
or fast chemistry; and ii) finite-rate chemistry. For infinite-rate or fast chemistry models
to be valid, the time scale for chemical reaction must be small relative to the time scale
for molecular mixing. It is assumed that reaction is infinitely fast when the reactants
are mixed. The simplest approach is taken by Burke and Schumann [1] which uses
an irreversible, one-step global chemical reaction without consideration of intermediate
species and has been widely applied for diffusion-controlled combustion.
The Burke-Schumann approach for a purely non-premixed case, where there is no fuel
in the oxidiser stream and no oxidiser in the fuel stream, assumes that there exists an
infinitely thin flamesheet at the stoichiometric mixture fraction fst where the reaction
occurs. On either side of this sheet, the mass fractions of fuel and oxidiser are either
zero or linear functions of f . The Burke-Schumann solution is shown graphically by the
solid lines in Figure 2.6. At f = fst there is no fuel or oxidiser present. The temperature
at any value of f is also a piecewise linear function of f and can be determined from the
standardised enthalpies of species.
This approach can be extended to using a set of reversible or irreversible chemical
reactions operating in chemical equilibrium. The reverse reactions stretch the flamesheet,
as shown by the dotted lines in Figure 2.6 and allow fuel to be present for f < fst and for
oxidant to be present for f > fst. According to Bilger [44], based on a PDF of the mixture
fraction at a certain point and time, the mean values of composition and temperature
can be obtained by integrating their instantaneous relationship with the PDF of the
mixture fraction. Bilger [44] also notes the problems arising from this paradigm, in that
the reaction rate in flames with fast chemistry is proportional to the scalar dissipation
rate, and that reaction is controlled by molecular mixing. The chemical equilibrium
assumption in this paradigm is limited to low rates of scalar dissipation.
Kuznetsov [3] and Peters [4, 45] later independently derive the stationary laminar
flamelet equations based on species conservation equations using mixture fraction as
independent variable and the scalar dissipation rate for the mixing process. Under the
assumption that the reaction zone is thin and embedded within a quasi-laminar flow
field, reactive quantities can be pre-computed as a function of mixture fraction and
scalar dissipation to obtain closure for the turbulence-chemistry interactions. Mean
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values can be predicted with a presumed joint PDF of mixture fraction and scalar dis-
sipation. Although it has been widely adopted, the original flamelet model cannot be
invoked everywhere, such as in ignition problems, near stabilisation zones or regions
with large velocity gradients. In these cases, finite rate chemistry becomes important .
Finite rate chemistry methods such as the CMC model and the joint-PDF method are
discussed in greater detail in the following section.
2.6 Turbulent Combustion Modelling
The most challenging closure problem in modelling turbulent combustion arises from
the chemical source term. While some models are valid for infinitely fast chemistry only,
other models can be applied to cases involving finite rate chemistry with any number
of elementary reactions. There are large differences in the computational cost of each
model, with cost increasing when finite rate chemistry of more complex fuels is involved.
It is also possible for some models such as the PDF transport and Linear Eddy models
to be applied to both premixed and non-premixed flames due to their flexibility in
accommodating turbulent mixing models.
The Linear Eddy Model (LEM) [46, 47] introduces the concept of a linear segment mov-
ing in the turbulent flow. The concentration along this one-dimensional domain evolves
with time due to diffusion along the line and discontinuous rearrangement events in-
duced by a hypothetical three-dimensional eddy. The advantage of this model is that
the rearrangements can be described to reflect the complete Kolmogorov spectrum of
turbulent flow and that it does not assume scale separation. The LEM is computation-
ally expensive, because the coordinate along the linear eddy also acts as an additional
dimension of space.
The Eddy Break-Up (EBU) model was formulated by Spalding [48] for premixed com-
bustion. The premise of the EBU is that the eddy cascade process controls the reactions
if mixing is the rate-determining process i.e. that the chemical timescales are much
smaller than turbulent mixing and Da 1. Chemistry is assumed to be infinitely fast,
but the mean reaction rate of the products is finite and determined by the average rate
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of molecular mixing such that
¯˙ωp = ρ¯CEBU
ε
k
(
Y ′′2p
)1/2
, (2.57)
where Magnussen and Hjertager [49] extended the EBU model by replacing the variance
of the product mass fraction by the mean mass fraction and introduced the Eddy Dis-
sipation Concept (EDC) model. This model takes a minimum between the turbulent
mixing and chemical kinetic controlled reaction rates. The EBU and its modifications
are limited to fast chemistry and cannot predict pollutant formation or phenomena such
as extinction. Both EBU and EDC models tend to overestimate the reaction rate in
highly strained regions such as recirculation regions, shear layers and flows involving
laminar to turbulent regime transition [50]. In this model, the mean reaction rate is as-
sumed to be controlled by the mean flow quantities, while it mainly depends on the small
unresolved scales. However, this model has been extensively used and implemented in
many commercial CFD codes due to its simplicity and low computational cost.
For premixed flames, flamelet models have been developed for the case that the reactions
zones are thin compared to the turbulent eddies. As turbulence increases the area of
the flame front by wrinkling and also modifies the flame front by stretch and curvature,
the resulting wrinkled flame area and propagation velocity of the turbulent flame brush
are the features most interest. These features serve to modify the overall burning rate
compared to that of laminar flame propagation. The correlations between the turbulence
intensity and an amplification factor for the conversion of fresh reactants to burned
products and often used factor in premixed models. In many models for turbulent
premixed combustion, these correlations are used in the model. Well known models
used exclusively for premixed flames include the Bray-Moss-Libby (BML) model [51],
level-set method, progress variable model and Flame Surface Density (FSD) approach.
The BML model [51] assumes infinitely fast chemical reaction with an infinitely thin
flame front. The model predicts the mean and standard deviation of the location of
the flame front. Extensions of the BML model give the mean chemical reaction rate
expressed in terms of mean crossing frequency of flame fronts. In the G-equation ap-
proach or level set method, an equation is solved for mean and variance of a function
G, which is the distance to the nearest flame front. The model uses a correlation for
the turbulent flame speed controlling the propagation of the flame surface in physical
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space. The progress variable model describes the flame structure of a premixed flame
is described by the reaction progress variable. Closure of the mean source term of the
progress variable can be achieved using an assumed shape of the progress variable PDF.
In more detailed versions of the model, more than one independent progress variable
can be used to better represent the flame structures. In FSD models, the mean chem-
ical reaction rate of the progress variable is expressed as product of reaction rate at
the flame surface and the mean surface density, which is obtained from an additional
modeled transport equation.
The key variable of non-premixed combustion is the mixture fraction, although it is not
the only variable required to determine the flame structure. For an adiabatic flame in
the limit of fast reactions, the mixture fraction together with a fast chemistry model
completely defines the state of the system. The relation between the physical scalar vari-
ables and mixture fraction is given by the specific conserved-scalar chemistry model used,
such as the mixed-is-burnt model, equilibrium model, constrained equilibrium model and
flamelet model. The mixed-is-burned model assumes an infinitely fast irreversible global
reaction between fuel and oxidiser to products which results in piecewise linear relations
between composition and mixture fraction (see Figure 2.6). This model obviously cannot
model the formation of intermediate species. The chemical equilibrium model assumes
that reactions are sufficiently fast to reach full chemical equilibrium. In regions where
this assumption is invalid, variables can be constrained to deviate from their equilib-
rium value. This constraint can be simply fixed, or more generally, constrained by an
independent scalar variable, leading to partial-equilibrium or constrained-equilibrium
models. In the laminar flamelet model, the local state of the mixture in the flame front
is assumed to be the same as that in a steady laminar diffusion flame. The model is able
to balance diffusion processes and finite rate of reaction which cause a deviations from
the chemical equilibrium using both mixture fraction and a scalar dissipation or strain
rate. The flamelet model is explored in more detail in the upcoming subsection.
For the case of non-adiabatic flames, enthalpy must be considered an independent vari-
able in addition to mixture fraction. The most important source term in the enthalpy
equation is often the radiative source term. Closure of the mean radiative source term
is similar to that of the chemical source term with the added complexity of dependence
on spatial correlations.
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Given that the thermo-chemical variables of mixtures are non-linear functions of mixture
fraction, knowledge of the mixture fraction alone is insufficient to obtain their mean
value. Characteristics of turbulent mixture fraction fluctuations by their one point PDF
characterised by its one point PDF, with many studies employing an assumed shape of
the mixture fraction PDF in the form of a beta-function. The beta shape is selected as
it can assume physically realistic scalar PDFs (e.g. single-delta function PDFs in fuel
or oxidizer streams or Gaussian-like PDFs in well mixed situations) depending on the
selection of its coefficients. The assumed shape of the mixture fraction PDF depends
on the mean and the variance, which are computed from modelled transport equations,
or are known from experiments. Closure of the turbulent scalar flux is can be achieved
via a gradient diffusion assumption or more accurately, by solving a modelled scalar flux
equation. In the case of non-adiabatic flames, the joint PDF of mixture fraction and
enthalpy is needed.
To predict the intermediate states of combustion which cannot be described by fast
chemistry models, one or more progress variables can be introduced describing the evo-
lution towards the fast chemistry limit. One then has at least two independent variables:
mixture fraction and progress variable. The progress variable and the source term for the
progress variable can be determined by a variety of techniques: those exploiting analysis
of the time scales determining the chemical process such as the Computational Singu-
lar Perturbation (CSP) or Intrinsic Low-Dimensional Manifolds (ILDM) [52] methods
or; the chemical process coupled to laminar diffusion processes such as the Flame Pro-
longation of ILDM (FPI), Flamelet Generated Manifolds (FGM) or Reaction–Diffusion
Manifolds (REDIM). The determination of the joint PDF of the mixture fraction and
the progress variables appears as a modeling problem.
Conditional Moment Closure (CMC) is formulated based on the observation that the
most important fluctuations of non-premixed flames correlate with the fluctuations of
mixture fraction. CMC therefore yields conditional means, with mixture fraction as the
conditioning variable. The modelled transport equations are solved for the conditional
moments of the reactive scalars with the use of detailed chemistry. A more detailed de-
scription of CMC is presented in Section 2.6.2. The model can be applied in combination
with a detailed chemical mechanism.
There is a high degree of similarity between modelling problems in RANS and in LES,
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with many closures for LES of reacting flows being direct analogues of closures in the
context of RANS. For example, the analogue of the PDF of fluctuations in RANS, in
the context of LES, is a PDF representing the relative occurrence of values of physical
quantities on the subgrid scale. This the PDF approach in the LES context is referred
to as a Filtered Density Function (FDF). The filtered source term is known if the FDF
is known and the FDF satisfies similar equations as the PDF.
The focus of this work is on the application of models with finite rate chemistry for both
premixed and non-premixed flames. Attention is therefore directed to the flamelet, CMC
and PDF methods. These models are linked in that they involve a diffusion term in the
conserved scalar space multiplied by the conserved scalar dissipation, and a reaction
term.
2.6.1 Flamelet model
The flamelet model approaches a turbulent flame brush as an ensemble of stretched
steady laminar flames called flamelets [53]. Flamelet equations based on the mixture
fraction using the scalar dissipation rate for the mixing process were independently de-
rived by Peters [54] and Kuznetsov [3] and permit realistic chemical kinetic effects to
be incorporated into turbulent flame calculations. As in the equilibrium approach, the
chemistry can be preprocessed and tabulated, offering significant computational sav-
ings [28]. However, the flamelet model is limited to flames with relatively fast chemistry.
The flame is assumed to respond instantaneously to strain and is Reynolds number de-
pendent, and thus the model cannot capture non-equilibrium effects such as ignition,
extinction and slow chemistry.
Under the equal diffusivity, constant pressure and adiabatic combustion assumptions, the
thermo-chemical properties of a turbulent reacting gaseous mixture can be determined
by the local mixing state which is described by a scalar. The flamelet approach relaxes
the infinitely fast chemistry assumption by introducing the scalar dissipation rate as a
parameter to describe the degree of departure from the equilibrium state.
Assuming that the chemical timescale is short and that chemistry is most active within
a thin fuel consumption (or inner layer), the location of this inner layer defines the flame
surface. The flamelet concept focuses on the location of the flame surface rather than
Chapter 2. Turbulent Combustion Modelling 35
reactive scalars themselves, which is defined as an iso-surface of a non-reacting scalar
quantity. The scalar quantities for non-premixed and premixed cases are the mixture
fraction f and the scalar G, respectively.
For non-premixed flames, knowledge of the solution to the previously defined field equa-
tion for mixture fraction Equation 2.55 enables the definition of the flame surface as the
stoichiometric surface. This is obtained by setting
f(x, t) = fst. (2.58)
In the vicinity of the flame surface, the reactive-diffusive structure can be described by
the flamelet equation,
ρ
∂YI
∂t
= ρ
N
2
∂2YI
∂f2
+ wI . (2.59)
The scalar dissipation rate here is defined as
N = 2D
∂f
∂xi
∂f
∂xi
(2.60)
When the unsteady term is dropped from equation (2.59), it can be solved independently
of the turbulent mixing field. A library can be created for a range of N such that species
YI is a function of mixture fraction and dissipation effectively creating a two-dimensional
manifold i.e. YI = YI(f,N). If the unsteady term is retained in equation (2.59), the
laminar flamelet model can be incorporated into a mixing model using a Lagrangian-
type approach where advection and diffusion produce an ensemble of laminar flamelets
with YI = YI(f,N,x, t). Given that f and N are fluctuating quantities, the average
mass fractions of species can be determined by weighting YI(f,N) by a presumed-form
joint PDF:
Y˜I(x, t) =
∫ 1
0
∫ ∞
0
YI(f,Nst)P˜ (f,Nst; x, t). (2.61)
Flamelet modelling for thin premixed flames is are based either on the progress variable
φ (see Equations 2.46 and 2.47) or more commonly on the scalar G. The G-equation
approach describes premixed flames as an interface between fresh unburned reactants
and burned products and is related to the flamelet assumption; if the interface is defined
as an iso-surface of temperature or species concentration in the flame, all flamelets may
be parametrised by a distance to the interface. This concept is appropriate if the scale
of the flame is smaller than characteristic length scales, and modelling is reduced to
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tracking the interface position and its evolution. The interface is defined such that
G(x, t) = G0 of a level set scalar G and was originally introduced by Williams [34] to
illustrate the relationship between flame wrinkling and turbulent propagation speed in
the corrugated flamelet regime.
It must be noted that the level set scalar G has meaning only at the surface G = G0,
and that G may take any value elsewhere. The G-equation can be derived from the
kinematic balance between the flow velocity, burning velocity normal to the flame front,
laminar flame speed and a normal vector to the flame front as
∂G
∂t
+ u · ∇G = u0|∇G| (2.62)
and is valid only at the premixed flame surface for laminar flames and turbulent flames
in the wrinkled and corrugated flamelets regimes [28], where fresh and burned mixtures
are separated by the inner layer where reactions occur. In these situations, the flamelet
assumption is valid at the scale of the flame thickness.
If the wrinkling cannot be resolved, as is the case in regimes at higher Karlovitz numbers
when turbulent scales may quench the flame, additional modelling is required. The
flamelet description is invalidated in this situation, as the gradients along the flame
front become excessively large. The G-equation must be reformulated and unclosed
terms introduced require substantial modelling for the turbulent propagation speeds.
Although useful, deficiencies exist in the flamelet method, namely, that they cannot
accurately describe the range of behavior observed in practical devices. As the flamelet
approach is asymptotic in nature, it only accounts for a single combustion regime of a
time. Flamelet methods therefore encounter difficulties and may fail when applied to
arbitrarily complex flows or cases which exhibit partial premixing.
2.6.2 Conditional Moment Closure
CMC was independently developed by Klimenko [55] and Bilger [56] as a mixture
fraction-based approach for non-premixed turbulent combustion. It bears some simi-
larities with the equilibrium chemistry and flamelet methods; the core idea is to utilise
the correlation between the fluctuations of reactive scalars with respect to mixture frac-
tion, but CMC can account for convective effects. The CMC equations were originally
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constructed as consistent global equations, while the flamelet equations were derived
locally and asymptotically for thin reaction zones.
CMC was conceived on the notion that conditioning of the reactive species on mixture
fraction leads to relatively small fluctuations around a conditional mean. Therefore, a
first order closure for the chemical source can be found and transport equations for the
species mass fractions conditioned on mixture fraction have been derived. Some unclosed
terms such as the conditional velocity and conditional scalar dissipation, however, need
to be modelled. In a subsequent review [29], CMC was extended to premixed turbulent
combustion, with conditioning on a reaction progress variable.
The CMC model is based on conditional moments at a fixed location x and time t in a
flow field. The variable ξ denotes a conserved scalar; the most physically sound choice
of the conserved scalar for non-premixed flames is the mixture fraction, denoted as f in
the previous subsection. Molecular diffusion coefficients are assumed to be the same for
YI and ξ. Using a conditional probability density function,
P (YI |ξ; x, t) = P (YI , ξ; x, t)
P (ξ; x, t)
, (2.63)
the first conditional moment (conditional mean) of the reactive scalars is defined as
QI(ξ; x, t) = 〈YI |ξ〉 =
∫ 1
0
YIP (YI |ξ; x, t)dYI . (2.64)
The angular brackets denote ensemble averages of YI , conditioned on the value of ξ.
Due to conditioning, QI is a function of position, time and the value of ξ. By assuming
that species mass fractions are all correlated with the mixture fraction, reactive scalars
can be decomposed into a conditional mean and a conditional fluctuation Y
′′
I :
YI(x, t) = QI(ξ; x, t) + Y
′′
I (ξ; x, t). (2.65)
The above decomposition can be introduced into the conservation equation for reactive
scalars (Equation 2.5) and taking the conditional average yields the conditional scalar
transport equation:
〈ρ|ξ〉∂QI
∂t
+ 〈ρ|ξ〉u˜ξ · ∇QI = 〈ρ|ξ〉
Mixture fraction based models generally require a presumed PDF to calculate mean
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species mass fraction. While this distribution is usually approximated as being beta-
shaped [57, 58], substantial deviations can occur in reality [59]. An alternative, prob-
abilistic approach can be taken to address the closure of chemistry is discussed in the
subsequent section.
2.6.3 Probability Density Function transport equation
Early applications of the PDF equations to flows were performed by Dopazo [60] and
Pope [61]. Joint PDF methods do not depend on the selection of the conserved scalar and
are therefore are applicable to premixed, non-premixed and partially premixed flames.
Since Pope [30] established the relationship between particle models and PDF meth-
ods, particle methods have emerged as a powerful approach for solving PDF transport
equations.
Pope’s formulation [30, 31] of the full joint velocity-scalar PDF transport equation in
conservative form [31] is presented as
∂ρPY
∂t
+∇ · (ρuPY ) + (ρg −∇p) · ∇uPY +
ns∑
I=1
∂
∂yI
[wIPY ]
= ∇u ·
[〈−∇ · τ +∇p′|v, ψ〉PY ]− ns∑
I=1
∂
∂yI
[〈∇ · (ρD∇YI) |v, y〉PY ] (2.67)
where P = P (v, ψI ; x, t), v is the sample space variable for velocity u, ∇u denotes the
divergence operator with respect to the components of velocity and yI is the sample space
variable for each of the set of ns scalars YI . Conditional averages with respect to fixed
values of v and y are denoted by angular brackets. The first two terms on the left hand
side of Equation 2.67 are the local rate of change and convection of the PDF in physical
space respectively. The third term represents transport in velocity space by gravity and
mean pressure gradient. The last term on the left hand side contains the chemical source
term. The exact treatment of the source terms for arbitrarily complex kinetics gives the
transported PDF formulation a significant advantage over other methods. All four terms
on the left hand side are computed in physical space and are in closed form. On the right
hand side of Equation 2.67, the first term describes the transport of the PDF in velocity
space caused by the viscous stresses and the fluctuating pressure gradient ∇p′. In the
composition-only PDF, a gradient-diffusion hypothesis is used to model this term [61].
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The second term on the right hand side is the molecular mixing term which represents
transport of the PDF in reactive scalar space and must be modelled. Large-scale mixing
occurs via turbulent convection while the onset of chemical reactions is only possible
after species are mixed by molecular diffusion at the smallest scales. The closure of
the mixing term is therefore the most important facet of modelling flows with the PDF
transport equation. It is noted that in this work, only the joint scalar PDF transport
equation is employed.
While the transport equation is a partial differential equation which can be solved with
finite volume and finite difference methods, computational cost increases approximately
exponentially due to its high dimensionality [28]. In most numerical implementations of
PDF methods, Monte Carlo simulation techniques are applied, employing a large number
of Lagrangian fluid particles. While these methods can remain computationally expen-
sive, cost increases linearly with the number of dimensions. Eulerian quantities for mean
velocity, scalar fields and the mass density function are usually defined on a grid and the
Eulerian joint velocity-scalar mass density function (MDF) is represented by a spatially
equally distributed ensemble of Lagrangian notional ‘fluid’ particles with properties such
as position, velocity and composition. The MDF is discussed in Chapter 3.
In the Lagrangian approach, particles are not bound to grid nodes. Using np number
of particles, error is proportional to the reciprocal of
√
np per cell. Simulations of
laboratory flames can conventionally require particle numbers in the order of hundreds
of thousands to tens of millions [62]. Performing mixing and reactions over so many
particles is computationally expensive and costs can be prohibitive. The efficiency of
the MMC mixing model can remedy this and is discussed in Chapter 3. According to
Subramaniam and Pope [63], a micromixing model of high quality is required to possess
the following features:
• Conservation of scalar mean - The mean scalar quantities should be strictly
unaffected by mixing. In the absence of a mean diffusion flux, scalar molecular
mixing should not affect the mean scalar value. Models that do not satisfy this
property may, for example, destroy or produce a conserved scalar like mixture
fraction; violating species balances.
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• Decay of variance - Scalar variance must decay due to mixing. Mixing models
assume that the rate of decay of scalar variance is proportional to the local mean
turbulent frequency.
• Scalar boundedness - The mixing model must guarantee the boundedness of
scalars due to conservation of mass. All scalar values must remain within the min-
imum and maximum values. Boundedness must be satisfied to prevent unphysical
scalar such as negative mass fractions or temperature.
• Linearity and independence - The set of governing equations for the evolution
of scalar fields is linear with respect to the scalar fields. For particle models of
multiscalar mixing, the evolution equation of scalars should transform unchanged
when the scalars are subject to an arbitrary linear transformation. Additionally,
the evolution of each scalar field should be independent from the evolution of other
scalars.
• Relaxation to a Gaussian - Turbulent scalar mixing should result in scalar
variance decay and a relaxation of the PDF towards a bell-shaped or Gaussian
distribution.
• Localness - Mixing of scalars should be governed by their presence in a composi-
tion and scalar space.
Commonly used particle mixing models for Lagrangian particles in an Eulerian grid in-
clude Curl’s [64], Modified Curl’s [65], Interaction by Exchange with the Mean (IEM) [66],
Interaction by Exchange with the Conditional Mean (IECM) [67] and the Euclidean
Minimum Spanning Tree (EMST) [63].
2.7 Summary
Modelling of turbulent combustion is based on the solution of a set of partial differ-
ential conservation equations, as shown at the beginning of the chapter. The range of
length and timescales and presence of turbulent fluctuations necessitates the statistical
treatment of flows. The equations, concepts and dimensionless parameteres character-
ising both premixed and non-premixed turbulent combustion are presented. Modelling
approaches important to the development of MMC are explored. A presentation of the
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LES and filtered mass density function equations relevant to a simulation of a lifted
flame is reserved until Chapter 5. More details on the application of the PDF transport
equation and phenomena of premixed flames, especially near flamelet regimes, where
laminar diffusive mixing becomes important, are presented in Chapters 6 and 7.
Chapter 3
Original Multiple Mapping
Conditioning
Multiple Mapping Conditioning (MMC) was introduced by Klimenko and Pope in 2003 [32]
as a combination of the Probability Density Function [30], Conditional Moment Clo-
sure [29] and mapping closure models [68, 69]. The basic MMC framework has since
been expanded beyond its original formulation as presented here to encompass a num-
ber of specific models, which will be discussed in the subsequent chapter. The feature
common to all MMC models, and a unifying thread of this thesis, is the use of reference
variables which are related to the physical quantities in turbulent combustion.
PDF methods possess the great advantage of generality, in that no presumptions are
made of the combustion regime of a given case. The prime advantage of the PDF model
is its ability to generate detailed information about the characteristics of all reacting
species through direct evaluation of the reaction rates. This advantage gives rise to a
significant challenge; for realistic flames involving ns species, the evaluation of the joint
PDFs of all these species would require the solution of stiff equations in a compositional
space with a dimensionality of the order of hundreds. It has been reasonably claimed
that the application of full-scale PDF methods is limited due to computational cost [70].
MMC was formulated around the notion of manifold reduction, which follows the idea
that it is not always necessary for all species in a reacting flow to fluctuate in all possible
ways. For turbulent combustion, the validity of manifold reduction can be physically
reasoned by the observations that all species fractions are constrained due to conservation
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laws and that the existence of certain species does not significantly affect combustion.
The rate of formation or destruction of some species can also render their concentrations
to be asymptotically close to a partial equilibrium state. In ILDM [52], where the
number of species in a kinetic scheme is systematically reduced, or mixture fraction-
based moments models such as the CMC and flamelet approaches are all examples of
manifold methods. Pope [71] comments that the dimension of the manifold should be
commensurate with the effective dimension of the accessed region in composition space
for flow under consideration. With its reduced manifold consisting of reference variables,
MMC belongs to this methodology as well.
The terminology of major and minor species is thus introduced into the MMC lexicon.
The designation of major and minor has no implications for the actual quantities or
concentrations, while the term, species, can include chemical species, mixture fraction,
enthalpy and other related quantities. The reference space is determined by the major
manifold, where the major species can freely fluctuate in any physically realisable way.
The remaining minor species are only permitted to fluctuate jointly with the major
species and are therefore conditioned on the mean concentrations of the major species.
One of the most well-known models which involve such conditional expectations is CMC.
While reactive scalar values are commonly conditioned on a single mixture fraction
variable, higher moments such as variance or additional conditioning variables such as
other major species or velocity or scalar dissipation may be required to account for
more significant fluctuations over a multitude of conditions. The shape of the mixture
fraction PDF is known and can be presumed, but extensive PDF modelling is required
to determine the joint PDF of major reactive species. MMC effectively unifies the PDF
and CMC approaches and allows for all of the generality of PDF methods while also
exploiting some of the advantages of CMC. Mapping closure, which usually assumes that
all PDFs can be mapped to Gaussian distributions, allows for the mapping of species
between a reference space with a known distribution and the physical composition space
with unknown distributions.
The equations and principles of MMC are presented chronologically in this chapter,
beginning with original MMC and its two subsets — deterministic and stochastic MMC.
Deterministic MMC is a natural extension of CMC with generalised mapping closure
while stochastic MMC is a complete joint PDF method with MMC playing the role of a
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mixing model to enforce localness and other desired properties on mixing. Discussions
of generalised MMC are reserved for the following chapter.
3.1 Concepts and equations
The starting point for original MMC is the general transport Equation (2.1), which is
rewritten for a multi-dimensional reacting scalar space Y(x, t) = (Y1, ..., YI , ..., Yns) as
∂ρYI
∂t
+∇ · (ρvYI)−∇ · (ρD∇YI) = wI , (3.1)
where v(x, t) is the fluid velocity, D is the diffusion coefficient (assumed to be uniform
for all species), ρ is the density and wI is the rate of production of species I. Both ρ and
wI are usually known functions of the mass fractions Y. An expression for enthalpy can
be similarly written. The transport equation for the PDF, PY (y; x, t) can be derived
using established mathematical techniques [29–31], with y denoting the sample space
for Y. For high Reynolds number flows where molecular diffusion can be neglected, the
PDF transport equation is now given by
∂ρ¯PY
∂t
+∇ · (ρ¯uPY ) + ∂ρ¯WIPY
∂yI
+
∂2ρ¯NIJPY
∂yI∂yJ
= 0, (3.2)
where the conditional fluid velocity, source term, scalar dissipation and density are
respectively given by
u(y; x, t) ≡ 〈ρv|Y = y〉/ρY , (3.3)
WI(y; x, t) ≡ 〈ρwI |Y = y〉/ρY , (3.4)
NIJ(y; x, t) ≡ 〈ρD∂YI
∂xk
∂YJ
∂xl
|Y = y〉/ρY (3.5)
and
ρY (y; x, t) ≡ 〈ρ|Y = y〉, (3.6)
with the indices I, J and K running over all species or any subset of [1,ns]. The number
of total, major and minor species are given by ns, nm and nα = ns − nm, respectively.
Major and minor species are denoted by Yi and Yα while the sets of each are written as
Ym and Yα.
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If the major species are appropriately selected, then the joint PDF of all species can be
replaced by the marginal PDF of major species, PYm(y
m;x, t). This is supplemented
by the conditional means of the minor species Qα(y
m;x, t) = 〈Yα|Y m = ym〉 such that
PY = PYm · δ(Q− yα). (3.7)
There are no fluctuations in the minor species about their means conditioned on the
major species. The reduced PDF of major species is
∂ρ¯PYm
∂t
+∇ · (ρ¯uPYm) +
∂ρ¯WiPYm
∂yi
+
∂2ρ¯NijPYm
∂yi∂yj
= 0 (3.8)
and the conditional expectation of minor species is
∂Qα
∂t
+ u∇Qα +Wi∂Qα
∂yi
−Nij ∂
2Qα
∂yi∂yj
= Wα, (3.9)
where i, j and k run over the major species and α runs over the minor species. The
only unclosed terms in Equations (3.8) and (3.9) are the conditional mean velocity u
and the scalar dissipation Nij which must be modelled. MMC employs a generalised
mapping closure to solve these equations consistently.
The concept of mapping closures was introduced by Chen et al. [68] and its later ap-
plication for turbulent combustion were performed by Pope [69]. In the latter work,
the relaxation of an arbitrary initial PDF to a Gaussian PDF in homogeneous turbu-
lence was performed, achieving an improvement of localness in reactive scalar space.
The reference space is formally introduced as an nr-dimensional set of random vari-
ables, ξ = (ξ1, ..., ξi, ..., ξnr). The distribution of the ξ is represented by the joint PDF,
Pξ(ξ; x, t). A set of mapping functions, X(ξ; x, t) = (X1, ..., XI , ..., Xns), is to be found,
such that X is statistically equivalent to the reacting scalar space, Y. These concepts
are applied in original MMC, where a reference variable emulates the properties of each
major species. Reference variables do not directly model the physical quantities, but
there is statistical equivalence between the fields. More detail on the exact process of
mapping closure can be found in the most comprehensive and recent summary of the
MMC framework [72].
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3.2 Deterministic MMC
MMC is represented by an equation which governs the transport of all species without
discrimination in the nr-dimensional manifold X(ξ; x, t),
∂XI
∂t
+ U · ∇XI +Ak ∂XI
∂ξk
−Bkl ∂
2XI
∂ξk∂ξl
= WI (3.10)
which is to be solved in the space of the reference variables ξk (k = 1, 2, ..., nr). The
subscript I represents both major and minor scalars while k and l are exclusive to
the major scalars. The conditional velocity U(ξ; x, t), a drift coefficient Ak(ξ; x, t) and a
diffusion coefficient Bkl(ξ; x, t) are introduced and must be selected to ensure consistency
with the equation for the one-point, one-time joint PDF of the stochastic reference field
is given by
∂ρ¯Pξ
∂t
+∇ · (ρ¯UPξ) + ∂Akρ¯Pξ
∂ξk
+
∂2Bklρ¯Pξ
∂ξk∂ξl
= 0. (3.11)
Klimenko and Pope [32] explicitly demonstrate compliance between Equations (3.10)
and (3.11) with Equation (3.8) for PYm and Equation (3.9) for Qα, with the only
requirement being that the number of species does not exceed the number of reference
variables. To improve modelling, reference variables should be selected to emulate fluc-
tuations correlating with variables such as (but not limited to) mixture fraction, scalar
dissipation and velocity. Following the mapping closure convention, each reference vari-
able is assigned a standard Gaussian distribution. The velocity, drift and diffusion and
velocity coefficients are selected such that Equation (3.10) is consistent with the evolu-
tion equation of the reference PDF of Equation (3.11).
Simulations of non-premixed flames with MMC tend to condition mixing on mixture
fraction conditioning first before conditioning by other quantities. When the reference
variable emulates mixture fraction only, MMC is effectively a first-order CMC method
with a consistent closure of the mixture fraction PDF and conditional mean scalar dissi-
pation. If the number of conditioning variables is equal to the number of species, MMC
becomes a full joint PDF model with a generalised mapping closure for the conditional
scalar dissipation.
The first application of deterministic MMC can be found alongside its original for-
mulation [32], where it is used to study a non-reacting, three-stream mixing case in
homogeneous turbulence. The use of two independent reference variables which emulate
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two mixture fractions yields good agreement with an analytical solution. Deterministic
MMC is later extended to a reacting case of homogeneous, decaying turbulence with
a range of extinction levels [73]. Cleary and Kronenburg first use reference variables
resembling mixture fraction and scalar dissipation to predict extinction but are unable
to predict reignition [74], and later, employ mixture fraction and normalised sensible
enthalpy-like reference variables to predict the reactive species [75]. The previous two
works are then combined [76] through the selection of reference variables emulating
mixture fraction and a dissipative normalised sensible enthalpy which can generate the
fluctuations leading to local extinctions. Mixed results are achieved, depending on the
level of extinction.
Vogiatzaki et al. implement deterministic MMC in the RANS context [77, 78] for the
DLR A and B flames [79, 80] and Sandia flame D [81] using a single Gaussian reference
variable emulating the mixture fraction. Both cases exhibit a low level of extinction
and MMC achieves a good result, as expected, given the previous success of CMC and
flamelet calculations. These works were an important early step in the application of
MMC to more complex flame cases which require more conditioning variables.
Devaud et al. [82] most recently apply the deterministic version of LES to the Cabra lifted
hydrogen flame [33], a mixture fraction based reference variable is used to reproduce the
main turbulent mixing characteristics. The accurate reproduction of the subgrid scale
variance in MMC is a key to the accurate prediction of conditionally filtered scalar
dissipation. Predictions for lift-off height and species are not performed.
3.3 Stochastic MMC
Obtaining a solution to the deterministic MMC Equation (3.10) through a finite differ-
ence method is computationally intractable for a multi-dimensional space comprising of
many reference variables (nr  1). An equivalent stochastic form of MMC based on
the use of Lagrangian particles is therefore derived alongside the original determinis-
tic formulation [32]. In the following equations asterisks indicate stochastic quantities.
Independent Wiener processes are denoted by ω∗ = {ω∗1, ..., ω∗nr}. Stochastic MMC is
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represented by the following system of Ito¯ equations:
dx∗ = U(ξ∗; x∗, t)dt, (3.12)
dξ∗k = A
0
k(ξ
∗; x∗, t) + bkl(ξ∗; x∗, t)dω∗l , (3.13)
dX∗I = (W
∗
I + S
∗
I )dt (3.14)
and
〈S∗I |ξ∗ = ξ,x∗ = x〉 = 0, (3.15)
where
A0k = Ak +
2
Pξ
∂BklPξ
∂ξl
(3.16)
and
bkibli = 2Bkl. (3.17)
The velocities U and positions x in physical space evolve according to a model repre-
sented by a Markov family. The values ξ∗k can represent various physical quantities such
as velocities, accelerations, dissipations, mixture fraction(s) or additional variables used
to emulate these quantities. As with the deterministic model, the reference PDF is pre-
scribed and the turbulent diffusion of reference variables is modelled by Equation (3.13).
Equation (3.14) governs transport in scalar space due to chemical reactions, WI , and a
mixing operation, SI . The stochastic system of Equations (3.12)-(3.14) corresponds to
the Fokker-Planck (direct Kolmogorov) equation
∂PY ξ
∂t
+∇ · (UPY ξ) + ∂WIPY ξ
∂yI
+
∂SIPY ξ
∂yI
+
∂AkPY ξ
∂ξk
− ∂
2BklPY ξ
∂ξkξl
= D∇2PY ξ (3.18)
for the joint PDF PY ξ = PY ξ(y, ξ; x, t), where the diffusion coefficient in the space of
reference variables Bkl = bkibil/2 is introduced. In conventional mixing models the
mixing operator
SI = S (yI , [PY (y)]; x, t) (3.19)
depends on the current value of reactive scalars and is a functional of the local shape of
the joint scalar PDF,
PY (y; x, t) =
∫
∞
PY ξ(y, ξx, t)dξ, (3.20)
and weakly depends on x and t.
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The exact form of the functional depends on the mixing model. For example, Equa-
tion (3.19) is specifically for IEM and Curl’s models. The mixing operator depends
(explicitly but weakly) on x and t due to changes in the characteristic mixing time from
point to point.
The equation for the modelled joint scalar PDF is easily obtained by integrating Equa-
tion (3.18) over all reference variables resulting in
∂PY
∂t
+∇ · (UY PY ) + ∂WIPY
∂yI
+
∂ (SI)Y PY
∂yI
= D∇2PY , (3.21)
which must be consistent with Equation (3.2) to produce a valid model. U is a model
for the velocity, u, and here the conditional expectation of the velocity is introduced
UY (y; x, t) =
∫
∞U(ξ; x, t)PY ξ(y, ξ; x, t)dξ
PY (y; x, t)
= 〈U∗|Y∗ = y,x∗ = x, t〉 ∼= uY (y; x, t)
(3.22)
The last equality in this equation indicates that UY is the model for uY . The mixing
operator,
(SI)Y =
∫
∞ SIPY ξ(y, ξ; x, t)dξ
PY (y; x, t)
= 〈S∗I |Y∗ = y,x∗ = x, t〉, (3.23)
is not affected by the integration over the reference variables in Equation (3.23) and
(SI)Y = SI since SI specified by (3.19) does not depend on ξ. The principal condition
for consistency of the model (3.21) and the PDF Equation (3.2) is adequate modelling
of dissipation by the mixing operator implying that
(SI)Y PY = S(yI , [PY (y)])PY ∼=
∂NIJPY
∂yJ
. (3.24)
Integration of this equation over all y results in the following principal constraint,
〈S∗I |x∗ = x, t〉 =
∫
∞
S(yI , [PY (y)])PY dy = 0, (3.25)
since the right-hand side of Equation (3.25) is nullified after integration due to PY → 0
as |y| → ∞. Integration of Equation (3.21) over all y after multiplying this equation by
yI , indicates that any consistent mixing operator S constrained by Equation (3.25) can
affect the variance of YI but preserves the mean values 〈YI〉 . This requires mixing to
be performed locally in the physical space x. It is noted that consistency of modelling
is necessary but is not sufficient for good modelling of turbulent combustion — mixing
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should satisfy a number of additional conditions [63] as previously discussed in Chapter 2,
including linearity and independence.
Wandel and Klimenko [83] first implement stochastic MMC and compare results to a
DNS study of a non-premixed case with homogeneous turbulence and one-step irre-
versible chemistry. They select a single reference variable to emulate the mixture frac-
tion. Under these conditions, minor fluctuations of a single reactive scalar resembling
normalised temperature are observed. An MMC-Curl’s surrogate mixing model dissi-
pates the minor fluctuations and the minor dissipation timescale is set proportionally
to the macromixing timescale. Stochastic MMC with Curl’s model is demonstrated to
capture heavy local extinction and subsequent reignition events. The ratio of minor to
major dissipation timescales is an important factor for conditional fluctuations. A ratio
on the order of one hundredth causes rapid dissipation of the minor fluctuations and
results resemble first order CMC. Setting the minor and major timescales to be approx-
imately equal does not dissipate minor fluctuations produces results similar to Curl’s
model. The authors note the utility of the timescale ratio in controlling the level of
conditional fluctuations otherwise unavailable in many other mixing models, yet caution
that the parameter is unlikely to be universal or constant in time.
Wandel and Lindstedt [84] first combine the binomial Langevin model [85] with stochas-
tic MMC to model the joint velocity-scalar statistics of a reacting, inhomogeneous mixing
layer experiment [86–88]. In the MMC part of this hybrid model, a single conditioning
reference variable is modelled by manipulating the velocity coefficient rather than solv-
ing (3.13). The approach yields a good match with the experimental data for the means
although second moments tend to be underpredicted. Wandel and Lindstedt extend this
work [89] to the well-defined Sandia Flame E case [90], which features a moderate level
of extinction. The hybrid binomial-Langevin MMC model performs well in predicting
species, temperature and burning index.
3.4 Summary
MMC is compliant with both the joint PDF and CMC methods and inherits the qualita-
tive properties of both. In the PDF limit, convective transport is treated exactly while
the convective transport of conditional quantities is modelled by the local properties of
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the flow. The PDF of the major scalars and the conditional scalar dissipation are mod-
elled consistently. MMC adheres to the desired properties of mixing models as listed in
Section 2.6.3.
The quality of MMC is attributable to the fact that there exists independence of, but
correlation between the reference variables ξ and those representing composition Y. The
independence implies that ξ can fluctuate without accounting for the local and instan-
taneous value of Y into account. MMC can be better understood by the replacement
of standard Gaussian reference variables with random variables that more closely re-
semble the physical major scalars that they emulate. As an example, in non-premixed
combustion, a single standard Gaussian variable that emulates mixture fraction ξ can
be replaced with a new random variable η that has the same distribution as the actual
mixture fraction, noting that the mixture fraction reference variable is not the actual
mixture fraction.
Original MMC is characterised by the condition that the number of conditioning vari-
ables matches the number of reference variables, that is nc = nr. This means that
conditional variables coincide with the reference variables η = ξ since any selection of
η = η(ξ) 6= ξ is equivalent to conditioning on ξ. However, MMC requires a model for the
reference variables and finding a suitable model may not be trivial, especially for react-
ing quantities. The replacement of these reference variables is explored in the following
chapter.
Chapter 4
Generalised Multiple Mapping
Conditioning
4.1 Overview
The concepts of generalised MMC were first proposed by Klimenko in 2005 [91] to
expand the purpose of reference variables beyond conditioning or localisation. Removal
of the constraint of using reference variables based on standard Gaussian variables and
Markov processes and their substitution with independent reference variable emulating
the turbulent properties resulted in the generalised MMC framework [92]. MMC has
since evolved into a more flexible, generalised form [72, 91] and has been applied in
many different ways [74, 78, 82, 83, 89, 93–96]. Original MMC, in which conditioning
occurs on the entire set of reference variables, is a special case of generalised MMC,
where conditioning is enforced on a subset of the reference variables. In this chapter, a
direct and transparent interpretation of generalised MMC and sparse-Lagrangian LES
is given.
In the context of generalised MMC, a set of nc conditioning variables η1, ..., ηnc is defined
as a subset of the reference variables, that is η = η(ξ). For simplicity, it can be assumed
that the first nc reference variables are the same as the conditioning variables i.e. ηi = ξi,
where i = 1, ..., nc.
MMC models do not change the mixing operator directly but only require that mixing is
performed locally in physical space x and in the space of conditioning variables η. While
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this preserves the original features of the mixing model, the mixing model is enhanced
by enforcing localness. The MMC mixing operator SI is now represented by
SI = S
(
yI , [PY |η(y)]; x, t
)
. (4.1)
In MMC, SI is exactly the same functional of the conditional scalar PDF PY |η = PY η/Pη
as SI is a functional of the PDF PY in conventional mixing models (3.19). The PDF
of the conditioning variables η is denoted by Pη = Pη(η; x, t). It is examined whether
this change affects the consistency of the model and the PDF equation. Since the form
of the functional does not change, the function PY |η can be substituted for the function
PY in Equation (3.24) to yield
S(yI , [PY |η(y)])PY |η =
∂N◦IJPY |η
∂yJ
. (4.2)
Here, N◦IJ remains the same functional of the PDF but the ’◦’ superscript is used to indi-
cate that N◦IJ no longer corresponds to NIJ defined by Equation (3.5) (at least because
the conditional variables ηi implicitly enter Equation (4.2) as additional parameters). It
must be noted that with Equation (4.2) instead of (3.24), the mixing operation satisfies
the constraint
〈S∗I |η∗ = η,x∗ = x, t〉 =
∫
∞
S(yI , [PY |η(y)])PY |ηdy = 0, (4.3)
which is stronger than Equation (3.25). Once again, the asterisk superscript indicates
stochastic values of parameters and functions.
The modelling equation for PY is once again obtained by integration of Equation (3.18)
over all ξ and is given by Equation(3.21). For the mixing operator, Equation(4.2) is
multiplied by Pη to obtain
(SI)Y PY =
∫
∞
SIPY ηdη =
∫
∞
S(yI , [PY |η])PY ηdη =
∫
∞
∂N◦IJPY η
∂yJ
dη =
∂NIJPY
∂yJ
(4.4)
where
NIJPY =
∫
∞
N◦IJPY ηdη (4.5)
is the MMC model for NIJ . According to Equation (4.4), the MMC mixing operation
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is still consistent with the dissipation term in the PDF equation. This leads to the fact
that MMC modelling is consistent. Conditioning of the mixing operation on reference
variables, which can represent any modelled quantities, does not alter the consistency
of the mixing model with the PDF equation. Conditioning of the mixing operator
preserves linearity and independence provided the original mixing model possesses these
attributes.
4.2 The effect of conditioning on the mixing operator
Ensuring the consistency of MMC is important but does not reveal the actual effect
of MMC conditioning. Conditioning does not compromise linearity, independence and
conservation of species while improving the localness of mixing. The main effect of
MMC on the mixing operation can be expressed in terms of the conditional quantity
QI(η; x, t) = 〈Y ∗I |η∗ = η〉 whose equation is obtained after multiplying Equation (3.18)
by YI and integrating this equation over all y and ζ yielding
∂QIPη
∂t
+∇ · (〈U∗Y ∗I 〉η Pη) +
∂ 〈A∗iY ∗I 〉η Pη
∂ηi
−
∂2
〈
B∗ijY
∗
I
〉
η
Pη
∂ηi∂ηj
−D∇2 (QIPη)− 〈W ∗I 〉η Pη = 〈S∗I 〉η Pη = 0,
(4.6)
where 〈...〉η denotes the conditional expectation 〈...|η∗ = η,x∗ = x, t〉. Here the
〈S∗I 〉η = 0 in MMC mixing due to Equation (4.3). This is not valid in conventional mix-
ing, where 〈S∗I 〉 = 0 but 〈S∗I 〉η 6= 0 and hence, under the assumptions of a conventional
mixing model, the term 〈S∗I 〉η Pη would remain on the right-hand side of Equation (4.6).
Therefore, the model for QI does not depend on the mixing operator in MMC, while
QI is directly affected by the mixing operator in conventional models. MMC simulates
only fluctuations with respect to QI , which are called minor fluctuations (i.e. the minor
fluctuations can affect QI only through non-linear source terms WI). MMC therefore
generalises the PDF approach by combining it with conditional combustion models based
on the mixture fraction and other types of reference variables. The conditional expecta-
tions QI do not directly depend on mixing and are determined by the properties of the
conditioning (reference) variables.
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This indicates that MMC is a hybrid model or a method for hybridisation of models that
unifies conditional and PDF approaches. MMC involves enforcing conditional properties,
which are determined by the properties of the reference variables, on a mixing operation
but without corrupting the operator. This is considered in the following example.
The CMC model is an approximation for transport of reactive scalars in mixture fraction
space, which is consistent with the theory of the inertial interval and has proven to be
reasonably accurate in most conditions and is in theory not restricted to the cases
where conditional variances of reactive scalars are small. However, practical application
of first order CMC is generally confined to these cases, since evaluation of chemical
source terms expressed as functions of conditional means becomes inaccurate for large
conditional variance. This can be remedied to some extent by solving equations for
conditional variances and covariances, but the system of second-order CMC equations
quickly becomes cumbersome and intractable even with a moderate number of reactive
scalars. This case would be better served by solving stochastic equations of the PDF
models. There is, however, another problem — conventional PDF mixing models are
generally not CMC-compliant. This indicates that the reactive scalars are transported
in the mixture fraction space with violations of the relationships of the inertial interval,
localness of the dissipative transport or independence of reactive scalars. Practically,
this means that, at least in some cases where solutions are sensitive to transport in the
mixture fraction space, such mixing models can produce inaccurate results.
This situation can be remedied, as MMC mixing allows for alteration of the mixing model
in a way that the resulting mixing model becomes CMC-compliant. This possibility of
CMC-compliant mixing was demonstrated in original MMC [32, 83], where conditional
variables effectively represent the properties of the mixture fraction.
The conditioning variables in MMC can represent various properties of turbulent flows
(note that any physical stochastic process can be reasonably approximated by a Markov
process of sufficiently high dimension). The flamelet solutions, where reactive species are
parameterised by two parameters — mixture fraction and scalar dissipation — indicate
that the conditional variables representing scalar dissipation can be useful in MMC. It
was found, however, that introducing dissipation-like conditioning variables offers little
improvement for MMC models [74, 97]. Against a priori expectations, DNS and models
demonstrated a lack of correlation between reactive scalars and the dissipation. The lack
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of correlations between reactive scalars and conditioning variables does not invalidate
the MMC model but makes conditioning of mixing on dissipation practically useless,
resulting in unnecessary computational expenses. While MMC mixing is conventionally
applied to particle methods, conditioning of mixing is also possible in principle for other
implementations of PDF methods, such as stochastic fields [98]. In the case of stochastic
fields, MMC mixing between the scalar fields becomes conditional on the local value of
the reference fields.
4.3 Modelling micromixing and MMC
The physical process of diffusion of multiple scalars in turbulent flow is chracterised
by at least two main characteristic timescales. The first is the characteristic time for
dissipation of scalar fluctuations τd. While dissipation physically occurs at small scales,
the dissipation rate is controlled by the large-scale transport. The dissipation time τd
is similar to the integral time scale and, at the leading order, does not depend on the
Reynolds number. All mixing models incorporate the time τd and matching the overall
dissipation rate is considered to be the key constraint imposed on all mixing models.
The second timescale is the characteristic time for generation of conditional fluctuations
τg. From a theoretical perspective, this time is linked to the characteristic correlation
time of the scalar dissipation, which is controlled by the processes in the inertial interval
of turbulence. Practically, the generation time τg is significantly smaller than τd but no-
ticeably larger than the time scale of the smallest fluctuations τk (i.e. the Kolmogorov
time scale). The generation time τg can depend on the Reynolds number, although this
dependence is weaker than that of τk. The generation time becomes irrelevant when dis-
sipation of a single scalar or several linearly dependent scalars are considered. However,
in turbulent combustion, the time τg controls generation of conditional fluctuations and
extinction. In more complex combustion cases, where reaction rates are relatively slow,
it is important that mixing models match not only τd but also τg.
The term micromixing is often used as a synonym for ”mixing” emphasising that, phys-
ically, mixing occurs at small scales [24]. It seems, however that the use of micromixing
modelling can be confusing in many cases as mixing models are introduced to match
only the dissipation time τd, which is a macro rather than a micro parameter. The
term micromixing modelling seems to be justified only when the mixing operation is
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introduced to model not only the large-scale dissipation rate but also at least some more
refined properties of mixing controlled by smaller scales. Hence, our interpretation of
modelling of micromixing is aimed at matching at least the two time scales of τd and
τg. It should be noted that micromixing modelling represents a goal and not the result;
as with any other mixing model, a micromixing model can be good or bad.
Most conventional mixing models match only one characteristic time — the dissipation
time τd. In this case, the dissipation time of the mixing operator τS is linked to the
dissipation macroscales: τS ∼ τd. The MMC models are aimed at matching both the
dissipation time and the conditional generation time (i.e. the level of conditional fluc-
tuations) [91]. Theoretical estimates indicate that in this case τS ∼ (τdτg)1/2 which is
significantly smaller than τd. The fluctuations with respect to conditional means, which
are directly treated by the mixing operator emulate micromixing while the larger scales
are controlled by the MMC reference variables. In MMC, the timescale τS is called the
micro (or minor) dissipation time to distinguish it from the conventional macro (or ma-
jor) dissipation time τd. Practically, in many MMC models the parameter Λ = τS/τd,
which is called the localness parameter, is noticeably smaller than unity. Under some
conditions, Λ is linked via τS to another parameter fm.
This is achieved in the MMC regime where large-scale transport is mostly controlled by
the reference variables matching the dissipation time τd. Micromixing models therefore
differ from conventional mixing models by matching not only the macro-dissipation time
but also at least some of the more refined characteristics of turbulent mixing at smaller
scales. MMC is a true example of a micromixing model.
MMC models are aimed at modelling micromixing and typically use Λ that is noticeably
less than unity. In general, MMC has two main effects: i) better simulation of mixing
due to localisation; and ii) modelling of micromixing. The Interaction by Exchange with
Conditional Mean (IECM) [67]) model, which is the velocity conditioned version of IEM
improves the quality of simulation of mixing, as compared to IEM, but cannot model
micromixing as understood here since the minor fluctuations in IECM are constrained
by macroscopic transport properties. Hence, IECM is not a true MMC model. It needs
to be stated that the possibility of modelling micromixing is not limited to MMC models.
For example, EMST [63] can be modified to produce different generation times τg [91].
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4.4 Sparse simulations and MMC modelling in the the LES
context
The considerations of the previous section remain valid for LES conditions but instead
of ensemble averaging, the average 〈...〉 should be understood as LES filtering [99].
Hence, the MMC method remains consistent with the FDF transport equation. There
are a number of features that are specific to LES conditions which are discussed in this
section. A large part of this section is dedicated to a simple explanation of sparse-
Lagrangian methods. From a theoretical perspective, the sparse methods represent
a concept independent of MMC, and the practical success of sparse methods in the
dramatic reduction of computational cost of LES-FDF simulations is linked to using
MMC. These simulations consist of an Eulerian LES for the simulation of velocity,
pressure, and reference mixture fraction for conditioning and a Lagrangian formulation
of the FDF for the simulation of the reactive composition field.
Sparse-Lagrangian simulations with generalised MMC have most notably been con-
ducted for the Sandia methane flame series (D-F) [81] in a series of publications by
Ge, Cleary, Klimenko and coworkers [100–102]. Results indicate that generalised MMC
with the reference variable given by LES mixture fraction is able to produce realistic
conditional distributions of reactive scalars at a relatively low computational cost using
a small number of particles.
4.4.1 Filtered conservation equations
In LES, the largest scales of turbulent flow are resolved while the small scale, subgrid
portion is modelled (see Figure 2.2). LES conventionally involves a spatial filtering
operation which can be either explicit or implicit. In explicit filtering, a filter is applied
to the discretised Navier-Stokes equtions, resulting in a well-defined filter shape and
reduced truncation error. However, explicit filtering requires a finer grid, increasing
computational cost [103].
In implicit filtering, the grid acts as the low-pass filter, eliminating computational cost of
calculating a subfilter scale model term. Disadvantages of implicit filtering include the
difficulty in determining the filter shape or an increase in truncation error. As reacting
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flows vary in density, Favre or density weighted filtering, LES usually involves implicit
filtering, where the filter width of ∆E matches the Eulerian grid size of ∆g. A filtered
or resolved quantity is given by
ϕ¯(x, t) =
∫ +∞
−∞
ϕ(x′, t)G(x′ − x)dx′. (4.7)
where ϕ is an unfiltered quantity and G is a convolution kernel with an associated cutoff
length of ∆E , which satisfies the requirement that
ρ¯(x, t) =
∫ +∞
−∞
ρ(x′, t)G(x′ − x)dx′. (4.8)
The subgrid scale field which is filtered out is defined as the mean value subtracted
from the instantaneous field value. Application of the Favre filter to the Navier-Stokes
equations yields
∂ρ¯
∂t
+
∂ρ¯u˜i
∂xi
= 0 (4.9)
and
∂ρ¯u˜j
∂t
+
∂ρ¯u˜iu˜j
∂xi
= − ∂P¯
∂xj
+
∂
∂xi
(
τ˜ij − τ sgsij
)
. (4.10)
The filtered transport equations for mixture fraction and species appear as
∂ρ¯f˜
∂t
+
∂ρ¯u˜if˜
∂xi
= − ∂
∂xi
(
J˜f,i + J
sgs
f,i
)
(4.11)
and
∂ρ¯Y˜I
∂t
+
∂ρ¯u˜iY˜I
∂xi
=
∂
∂xi
(
J˜I,i + J
sgs
I,i
)
+
The resolved viscous stress tensor and resolved diffusive fluxes are, respectively,
τ˜ij = ρ¯ν
(
2S˜ij − 2
3
τ˜kkδij
)
(4.13)
and
J˜f,i = −ρ¯D ∂f˜
∂xi
, J˜I,i = −ρ¯D∂Y˜I
∂xi
(4.14)
where ν is the kinematic viscosity and the molecular diffusivity is D = ν/σ, and σ is
the Schmidt number which is conventionally set to 0.7.
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The filtered equations for momentum, mixture fraction and species (plus enthalpy) con-
tain unclosed terms for subgrid scale (SGS) stress and and mass fluxes. Since the
chemical reaction rate is non-linear with significant fluctuations of the source term, it
cannot be approximated the averaged species fractions i.e. w˜I 6= w(Y˜I).
The widely used turbulent eddy viscosity and turbulent diffusivity models adopted later
on in Chapter 5 for the unclosed subgrid stress and subgrid scalar flux are explained
below.
The relatively simple eddy viscocity model is given by
τ sgsij −
δij
3
τ sgskk = −ρ¯νt
(
2S˜ij − 2
3
τ˜kkδij
)
. (4.15)
and with a Smagorinsky closure for the turbulent viscosity,
νt = Cs∆
2
E
√
2S˜ijS˜ij . (4.16)
As with the eddy viscosity model, residual scalar fluxes to the filtered scalar field can
be modelled as a diffusion process,
Jsgsf,i = −ρDt
∂f˜
∂xi
, (4.17)
where Dt is the subgrid turbulent diffusion coefficient.
4.4.2 Filtered mass density function
Applying the PDF method in an LES context was first suggested by Givi [104]. The use
of the Filtered Density Function (FDF), which is defined as the PDF of subgrid scale
fluctuations, was proposed by Pope [69] and was developed to aid in the probabilistic
treatment of the unresolved quantities in LES. The joint-scalar FDF transport equation
was derived by Gao and O’Brien [105] and Colucci et al. [99] to demonstrate the closure
of chemical source term. To account for variable density flows, Jaberi et al. develop the
Filtered Mass Density Function (FMDF) [106] for low Mach numbers. Other variants
and extensions of the FDF method include the velocity FDF [107], the joint velocity-
scalar FDF [108] and the joint velocity-scalar FMDF [109]. The first FDF simulation
with fully closed chemistry was performed by Raman and Pitsch [110]. A review of FDF
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developments and applications can be found in Drozda et al. [111] and a review of PDF
methods by Haworth [112], while Pitsch [70] discusses FDF methods in LES.
The FDF in the context of LES is analogous to a PDF method. For the composition
scalar field of Y = (Y1, ..., YI , ..., Yns), the filtered mass density function, denoted by FL
is defined as
FL(y;x, t) =
∫ +∞
−∞
ρ(x′, t)ζ[y,Y(x′, t)]G(x′ − x)dx′ (4.18)
where y is the sample space for Y and the fine grained density, ζ is given by an ns-
dimensional delta function,
ζ[y,Y(x, t)] = δ[y −Y(x, t)] =
ns∏
I=1
δ[yI − YI(x, t)]. (4.19)
The FDF mimics the PDF and has similar properties. Integration of the function FL in
scalar space yields the filtered density
∫ +∞
−∞
FL(y;x, t)dy = ρ¯(x, t). (4.20)
The conditional Favre filtered mean of Y is defined as
ϕ(x, t)|y =
∫ +∞
−∞ ρ(x
′, t)ϕ(x′, t)ζ[y,Y(x′, t)]G(x′ − x)dx′
FL(y;x, t)
, (4.21)
and its unconditional, filtered mean is given by
ϕ˜(x, t) =
1
ρ¯
∫ +∞
−∞
(
ϕ(x, t)|y
)
FL(y;x, t)dy. (4.22)
The transport equation for FL as derived by Jaberi et al. [106] is
∂FL
∂t
+
∂ui|yFL
∂xi
=
∂
∂yI
(
1
ρ(y)
∂JI,i
∂xi
|y
)
FL − ∂WI(y(FL)
∂yI
. (4.23)
The chemical reaction rate WI appears in closed form while the conditional convection
and diffusion terms are unclosed and require modelling. The conditional velocity can be
decomposed as
ui|yFL = u˜iFL +
(
(ui|y)− u˜i
)
FL (4.24)
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and closed through the gradient model for the second term on the right hand side of
Equation (4.24) as (
ui|y − u˜i
)
FL = −ρ¯Dt∂FL/ρ¯
∂xi
(4.25)
Decomposing the conditional diffusion term on the right hand side of Equation (4.23)
into a resolved and unresolved components and employing a gradient diffusion model as
in Equation (4.14) gives
∂
∂yI
(
1
ρ(y)
∂JI,i
∂xi
|yFL
)
=
∂
∂xi
(
ρ¯D
∂FL/ρ¯
∂xi
)
− ∂
2
∂yIyJ
×
[
ρ¯D
∂YI
∂xi
∂YJ
∂xi
|yFL/ρ¯
]
. (4.26)
The first term on the right hand side of Equation (4.26) is the resolved diffusive flux
while the second term is the subgrid conditional scalar dissipation. Substitution of the
above closures into the FDF transport equation gives the following modelled transport
equation,
∂FL
∂t
+
∂
∂xi
(
u˜iFL − ρ¯(D +Dt)∂FL/ρ¯
∂xi
)
+
∂WI(y)FL
∂yI
=
− ∂
2
∂yI∂yJ
(
ρ¯D
∂YI
∂xi
∂YJ
∂xi
|yFL/ρ¯
)
. (4.27)
The unclosed term for the conditional scalar dissipation on the right hand side of this
equation is a focus of research in PDF methods and can be represented by a particle
mixing model. It is later discussed in terms of the Lagrangian formulation of the FDF.
The FDF transport equation has a very high dimensionality which is typically of the
number of species and space — when chemical kinetics are treated realistically. Given
that the cost of computing density functions via finite difference schemes increases ex-
ponentially with the number of dimensions, it is common to employ the more tractable
Lagrangian approach where particles are employed. The cost of Lagrangian particle
schemes increases linearly with the number of dimensions.
4.4.3 Lagrangian particles and stochastic differential equations
In the Eulerian perspective of fluid mechanics, a flow field is represented as a function
of position x and time t. In the Lagrangian perspective, individual fluid particles move
with the local fluid velocity and can have a random work component, which alters their
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positions and corresponds to the process of diffusion. In the Brownian interpretation,
particles may be purely notional or models for solid or fluid particles immersed in a flow.
Lagrangian PDF methods [30] for turbulent combustion introduced the concept of the
stochastic particle, which is a model for the fluid particle motion and composition. The
particle is subject to a Markov process and thus moves continuously in physical space
while mixing can occur discontinously between particles. The governing PDF equation
for these stochastic particles involves both Fokker–Planck and Poisson terms [30], with
the consistent selection of parameters to match the PDFs of the particles with those of
the velocities and other scalars in the flow field.
The intersection of the Lagrangian stochastic simulations with Eulerian solutions of the
Navier-Stokes equations resulted in a category of hybrid methods. The hybrid FDF
approach taken by Raman et al. [62] adapts the concept of hybrid PDF models for LES
or even RANS conditions. The particles, which are used in the stochastic formulation
of the FDF concept follow the LES resolved large scale motions in physical space and
model the subgrid fluctuations. With the deployment of MMC, particles are traced in
an extension of the physical space by MMC reference variables ξ.
The diversity in the application of stochastic particles and uncertainty in terminology re-
sulted in the suggestion of the term, Pope particle, in the context of turbulent flows [113].
These particles carry a set of properties whose values can be assigned to or modelled
by each particle. The properties include scalars and possibly, velocities and other flow
parameters needed in simulations. The Lagrangian particles employed in this work are
distinct in that the mixing operation performed affects the values of their assigned scalar
properties. From an Eulerian perspective, since fluid velocity and scalars are continuous
fields, the assigned properties are understood as the values of these fields evaluated at
the location of the particles.
As summarised by Klimenko and Cleary [113], Lagrangian particles in the context of
MMC are notional particles with assigned properties that:
• trace or model the trajectories of fluid particles, Brownian particles or molecules
in the physical or reference space,
• model the assigned properties with the assistance of a mixing model and
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• evolve due to chemical reactions where relevant.
The instantaneous Eulerian FDF transport Equation (4.27) can be recast into the form
of the following stochastic differential equations that govern the evolution of the PDF:
dx∗pi = A
∗p
i dt+ b
∗p
ij dωj (4.28)
dY ∗pI = (W
∗p
I + S
∗p
I )dt (4.29)
The superscript p = 1, 2, .., np indicates the particle index and the asterisk indicates a
stochastic value, with ωj being an independent Weiner process.. The drift and diffusion
coefficients can be determined either by comparison of the Fokker-Planck equation cor-
responding to Equation (4.28) with the convection terms in the FDF transport equation
or by considering the filtered continuous scalar transport as a Fokker-Planck equation
for Lagrangian particle number density. Respectively, the drift and diffusion coefficients
are
Ai = u˜i +
1
ρ¯
∂
∂xi
ρ¯(D +Dt) (4.30)
and
bij = δij
√
2(D +Dt). (4.31)
In Equation (4.29), SI is the mixing operator which emulates subgrid scale scalar dissi-
pation in Equation (4.27). The common mixing models in Lagrangian simulations which
involve formulations of direct exchanges between particles or interactions with filtered
or mean values include Curl’s [64], modified Curl’s models [65], Interaction by Exchange
with the Mean (IEM) [114] and the Euclidean Minimum Spanning Tree (EMST) [63]
model. Other advanced mixing models include Pope’s recent Shadow Position Mixing
Model (SPMM) [95].
In this thesis, the modified Curl’s model is consistently employed, where mixing particle
pairs, p and q interact directly with each other by
Y ∗pI (t+ ∆t) = Y
∗p
I (t) + µ(Y¯
p,q
I (t)− Y ∗pI (t))
Y ∗qI (t+ ∆t) = Y
∗q
I (t) + µ(Y¯
p,q
I (t)− Y ∗qI (t)).
(4.32)
The mean of the pairs is denoted by Y¯ p,qI which may be weighted if variable mass particles
are used and µ = 1− exp(−∆t/τp,qm ) is the extent of mixing. The deployment of MMC
Chapter 4. Generalised Multiple Mapping Conditioning 65
implies that particle pairs are selected deliberately based on their reference variables
and the mixing model can become local in composition space.
In MMC, the dissipation of the minor fluctuations (fluctuations with respect to averages
conditioned on ξ) is controlled by the mixing time scale, τp,qm . This model determines the
level of sub-Lagrangian-filter fluctuations, or those fluctuations in physical space between
particles p and q (i.e. dp,qx ). If conditions are sparse, d
p,q
x is not small and mixing will
generate numerical diffusion proportional to dp,qx /τ
p,q
m . This value of τ
p,q
m must be selected
to avoid excessive numerical diffusion and to ensure consistency between the Lagrangian
and Eulerian fields. The particle index superscripts p and q are temporarily dropped in
the remainder of this subsection.
The value of τm can be determined by scale similarity between the LES and FDF fields
in the inertial range. Based on the definition that the dissipation timescale is the ratio
of scalar variance and scalar dissipation, τE = f˜ ′2E /N and τm = f˜ ′2m/N , where f
′2
E and f
′2
m
are the subfilter variances at the Eulerian filtering scale and the particle mixing scale.
Assuming that scalar dissipation is constant in the inertial interval, it follows that
τm =
1
Cm
f˜ ′2m
f˜ ′2E
τE (4.33)
Cm is nominally set to unity, although in practice, it can be used as a parameter to
control subgrid scale fluctuations [100]. It has previously been demonstrated that Cm
can be tuned to effectively control the conditional variance of the reactive species, al-
though care must be taken not to destroy the consistency of the FDF and LES fields.
Conventional algebraic models are used for between f˜ ′2E and N such that
f˜ ′2E = Cf∆
2
E∇f˜ · ∇f˜ (4.34)
and
N = 2(D +Dt)∇f˜ · ∇f˜ , (4.35)
where Cf =0.1 and ∇f˜ is the gradient of the reference mixture fraction which is simu-
lated in the Eulerian field and interpolated to the location of the particle. The quantity,
f˜ ′2m which is important for sparse FDF simulations is similarly modelled as
f˜ ′2m = Cfd
2
xβ
(
df˜
dx
)2
. (4.36)
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The coefficient β ranges between unity and 3, with β =3 corresponding to isotropic
regions of flow where the gradient is equal in all directions. Lower values of β imply
anisotropy and result in smaller values of the mixing timescale which may cause numeri-
cal diffusion of the FDF field. In previous simulations [101, 102], β is set to three, which
may lead to an over-prediction of sub-Lagrangian-filter variance at some locations but
avoids excessive numerical diffusion which degrades the mean field. The mixing timescale
becomes
τm =
1
CL
βd2
f˜
∆2E∇f˜ · ∇f˜
τE , (4.37)
where τm is taken as the maximum of τ
p
m and τ
q
m to avoid excessive numerical diffusion.
4.4.4 Sparse methods
FDF applications [62, 110, 115] conventionally employ between 15 and 50 Lagrangian
particles per Eulerian cell. Such FDF simulations can involve tens to hundreds of millions
of particles for a laboratory-scale burner. Although predictions are good, the compu-
tational cost is high. Sparse models which have been conceived and deployed in recent
years, are characterised by a relatively the small number of Lagrangian particles used
in simulations. A thousandfold reduction in particle numbers, which is accompanied
by a similar reduction of the computational cost, has been demonstrated with sparse
methods [92, 101, 102].
While the possibility of reducing computational cost by deploying fewer particles is obvi-
ous, the conceptual possibility of a substantial reduction in the number of particles is not
trivial, requiring alternative understanding of principles used in FDF simulations. Thus,
the reduction of particle numbers is not the key idea behind the sparse methods but only
a consequence of a new interpretation of Lagrangian PDF modelling. In conventional
approaches, is termed intensive, the target is to reproduce the joint composition PDF
in every Eulerian cell. Hence, in intensive methods: i) mixing is confined to be between
particles within the same Eulerian cells; and ii) many particles per cell are required. In
intensive methods, the characteristic mixing scale ∆m, which characterises the average
distance between particles subject to mixing, coincides with the size of the Eulerian grid
∆g.
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In sparse methods, the particles are not confined to representing an FDF within Eu-
lerian cells, but are allowed to mix across Eulerian cells, while ∆m, which represents
the characteristic distance associated with this mixing, can be greater than ∆g. The
sparse methods consider every Lagrangian particle as a sample of scalar composition
at its location while mixing between particles is not restricted by the cell boundaries.
This introduces a more efficient mixing since two close particles separated by Eulerian
grid boundaries are allowed to be mixed in sparse but not in intensive simulations. Ef-
fectively, sparse FDF simulations use two grids: a conventional Eulerian grid, which is
used to represent velocity, pressure and some scalar fields, and a moving Lagrangian
grid, which is used to represent the reactive scalars. The Lagrangian and Eulerian rep-
resentations of physical quantities are similar but not exactly the same (for example,
the Eulerian and Lagrangian representations of the mixture fraction have a degree of
stochastic variations with respect to each other). These stochastic variations of the La-
grangian representations are controlled to represent subgrid fluctuations of the scalar
fields [116].
In general, sparse FDF simulations are characterised by four characteristic scales: the
Eulerian filtering scale ∆E , the size of the Eulerian grid ∆g, the Lagrangian filtering scale
∆L and the distance between Lagrangian particles ∆p. While scales do not necessarily
coincide that obvious constraints that ∆E ≥ ∆g and ∆L ≥ ∆p, which are discussed
below. In conventional LES, the filtering scale ∆E cannot be smaller than the grid size
∆g, which restricts the resolution of the evaluated fields. Methodologically is desirable to
distinguish modelling and numerical errors. The numerical errors can be made negligible
by selecting ∆g  ∆E , although this causes a substantial increase of computational
expenses. Practically, if a refined grid with small ∆g, the corresponding reduction of
∆E to ∆E ≈ ∆g would ensure a better quality simulations with a wider range of resolved
scales. Thus, most practical simulations are conducted under conditions ∆E ≈ ∆g while
the case ∆g  ∆E is deployed only for analysis of methodological issues.
This consideration is mirrored on the Lagrangian side. The analysis of mixing [117]
indicates that, in sparse conditions, the characteristic Lagrangian filtering scale ∆L is
connected to the characteristic mixing scale ∆L ≈ ∆m, since mixing induces numerical
diffusion that performs filtering of the scalar fields. Obviously, since the mixing distance
∆m is not the characteristic distance between the closest particles ∆p but the character-
istic distance between the particles that are allowed to be mixed, ∆m must be the same
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or larger than characteristic distance between the particles: ∆m ≥ ∆p. Theoretically, as
in the case of Eulerian grid, there can exist a very large number of particles that ensures
that ∆p  ∆m ≈ ∆L, which, as discussed further in the next subsection, would reduce
the stochastic errors in instantaneous representations of the reactive scalar FDF. As in
the case of the Eulerian grid, this is computationally expensive but does not increase
the resolution and can be useful for restrictive methodological analysis. In practical
simulations, modelling errors can be decreased by reducing ∆m as much as possible for
given computational resources so that ∆m ≈ ∆p.
Unlike conventional intensive FDF methods, sparse simulations are not aimed at re-
producing complete joint FDFs of reactive scalars locally and instantaneously within
each Eulerian cell but, nevertheless, still account for subgrid fluctuations of the reactive
scalars. In sparse simulations, mixing is not restricted by or connected to the Eulerian
grid.
Another constraint that should be mentioned is that ∆L ≥ ∆E . Indeed since Eulerian
subfilter scales are not resolved for the velocity field, these scales cannot be resolved
for the scalar fields. While sparse mixing algorithms (which are based on distance
between particles irrespective of the cell boundaries) can be applied for the case of many
particles per Eulerian cell, this would not lead to reduction of ∆L below ∆E even if
∆m = ∆p  ∆g since transport processes at the Eulerian subfilter scales are modelled
by particle diffusion and the resolution of the velocity field limits the maximum possible
resolution of the scalar fields. In principle MMC modelling can be performed within
each cell, further improving the localisation of mixing but this is not considered here.
The influence of the number of particles per cell on simulations is considered in the
case of many Lagrangian particles per Eulerian cell (i.e. ∆p  ∆g). The conventional
algorithm, which is here called intensive, implies that any two or more particles within
the same cell can be mixed, that is ∆m ≈ ∆E . The sparse algorithm, however, traces
particle positions within each cell and allows for mixing of closest particles, whether
these particles are currently located within the same cell or not (hence ∆m = ∆p).
Although ∆p  ∆g, the filtering scales ∆L ≈ ∆E are practically the same for both
algorithms, intensive and sparse, due to the effect of subgrid diffusion modelled by the
random motion of particles. For the case of many Lagrangian particles per Eulerian cell,
the intensive and sparse algorithms can be expected to produce very similar results.
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The number of particles per cell can be reduced. In the case of intensive simulations,
this reduction is constrained by the need of having at least several particles per cell
since, otherwise, mixing becomes impossible. The same constraint applies to the FDF
methods using stochastic fields [98], which are also necessarily intensive as they must
involve a sufficient number of stochastic fields. This constraint, however, does not apply
to sparse simulations, where particles can be found in the neighbouring cells to form
mixing groups. Initially, when ∆p  ∆g, the reduction of the number of particle per
cell does not change the filtering scales ∆L ≈ ∆E ; the main effect of the reduction is the
increase of stochastic errors in evaluation of average properties within each cell, which,
at the leading order, does not change the model. (Strictly speaking mixing models are
not fully invariant with respect to the number of particles and reduction of particles
may lead to loss of stochastic independence of the particles or to increased probability
of extinction events [118]; simulations often indicate existence of a degree of dependence
of the results on the particle numbers [119]).
The sparse mixing algorithm can easily reach the characteristic case of having ap-
proximately one Lagrangian particle per Eulerian cell, where all major scales coincide
∆p ≈ ∆m ≈ ∆L ≈ ∆E ≈ ∆g. Up to this case, the main effect of a reduction in the
number of particles is not a significant change of the Lagrangian filtering scale but an
increase of stochastic errors in the FDF representation and a reduction in computational
cost. Any further reduction of the number of particles must increase the distances ∆p,
∆m and ∆L above ∆g. This changes the model by reducing localness of mixing. There
is, however, a potential benefit in having ∆m ≈ ∆L > ∆E ≈ ∆g due to a further reduc-
tion of the computational cost associated with evaluating chemical species, which can
be particularly high for realistic kinetics.
4.4.4.1 Relationships for mixing scales
The simplest explanation of the LES-MMC approach for non-premixed flames is related
to flamelet-type considerations. The key assumption of the flamelet model [28] is a
strong dependence of the reactive scalars on the mixture fraction, which is expressed
mathematically by asymptotic stretching of the variable associated with the mixture
fraction. In doing this asymptotic stretching, the conventional derivation of the flamelet
model discriminates physical coordinates and, thus, is not fully coordinate-invariant.
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The sparse-Lagrangian MMC approach in LES conditions for non-premixed flames in-
troduces a metric that defines the effective distance between particles p and q in an
extended space of physical location and reference mixture fraction by
dˆ2p,q =
3∑
i=1
(√
3dp,qx∗i
rm
)2
+
(
dp,qf∗
fm
)2
. (4.38)
In Equation (4.38), asterisks once again denote stochastic quantities, and dp,qx∗i
and dp,qf∗
are the absolute distances in physical space and Eulerian reference mixture fraction
space, respectively, between particle pairs. rm and fm are global characteristic scales
whose ratio fm/rm controls the degree of MMC localisation. fm is treated as a free
parameter while the choice of rm is constrained by a fractal/gradient model as discussed
in previous works by Cleary and Klimenko [120] and Ge et al. [102].
In the fractal/gradient model approximates correspondence between the rm and fm
scales by considering isoscalar contours in a turbulent field. Given that the FDF is
simulated by an ensemble of particles, the nominal distance between particles is denoted
as ∆p and the volume of fluid represented by a single particle can be estimated as
Vp ≈ ∆3p. As before, the nominal distance between particles ∆p is the mean distance
between nearest particles in physical space without any consideration of those which
actually form mixing pairs and therefore dependent on the number of particles used in
the domain.
A particle mixing volume can be expressed as Vm ≈ lfAf , where lf is the thickness of an
isoscalar sliver, and Af is its surface area. If the gradient normal to an isoscalar sliver is
denoted by df˜/dn, the thickenss of the isosliver lf can be approximated as fm/(df˜/dn).
Based on experimental studies, an isoscalar surface in a turbulent mixing field has fractal
properties [23] and a predictable area Af . If the inner cutoff scale equal to the LES filter
width ∆E , and then the surface area scales as
Af ≈ ∆E
rm
2−Df
r2m, (4.39)
where Df is an experimentally observed fractal dimension. Since the mixing operation
does not change the particle distribution, which remains uniform, the expressions for
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Vm and Vp can be equated, resulting in an expression of
rm = 0.5
(
df˜
dn
∆3p
∆
2−Df
E
1
fm
)1/Df
. (4.40)
If fm is large (more accurately fm/rm →∞), then Equation (4.38) defines the conven-
tional distance normalised by rm. If fm is sufficiently small, then the mixture fraction
term becomes very significant.
Conceptually, this corresponds to the coordinate-invariant version of the flamelet model [121]
which deploys a flamelet transformation without discriminating the physical coordinates,
which is the same as the conventional flamelet model at the leading order but possesses
additional useful properties that are important for our consideration. This procedure
also corresponds to MMC conditioning, assuming that the MMC reference variables are
represented by f (...). The Eulerian mixture fraction f should be distinguished from the
Lagrangian mixture fraction Z, which is evaluated from the simulated reactive scalars
Y ∗I — MMC models with mixture fraction conditioning have two mixture fractions.
Consider in detail how the new definition of the distance, defined in Equation (4.38)
affects mixing.
If simulations are conducted in multiple dimensions, the positions of different particles
never coincide and mixing has to be performed with some finite physical distance between
particles. This results in additional diffusion induced by the mixing process [116, 118].
This diffusion performs filtering at distances ∆m ≈ ∆L [92]. Hence, only particles which
have minimal distance between them are allowed to be mixed.
Consider Curl’s mixing shown for the particles shown in Figure 4.1 of several notional
particles separated by some physical distance in a mixture fraction field. If the conven-
tional definition of distance (i.e. fm/rm = ∞) is adopted, particle A is to be mixed
with particle B and this may cause an extinction, while strong dependence of reactive
scalars on f results in excessive numerical fluxes across the surface of f = const due to
a lack of localness in this direction, as illustrated in Figure 4.1. This problem could be
addressed by increasing the number of particles and reducing ∆L, but this path would
be computationally expensive and MMC offers an alternative. If fm is sufficiently small,
then particle C is closest to the particle A according to the new definition of distance in
Equation (4.38). This improves modelling by localising mixing in the mixture fraction
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Figure 4.1: Schematic of generalised MMC localisation with a contour plot of the
Eulerian filtered mixture fraction field with Lagrangian particles A, B and C.
space, reducing excessive numerical fluxes across the surface of f = const and, thus
avoiding spurious extinctions.
The new definition of mixing also has a side-effect; the distance between particles along
the surfaces of f = const are increased. This results in increased numerical diffusion
along these surfaces. In most cases, this increase is not crucial, since the evolution
of conditional expectation QI = 〈YI |f〉 is not sensitive to diffusional fluxes along the
surfaces of f = const as shown for the coordinate-invariant version of the flamelet
model [121] (provided, of course, that these fluxes do not become excessively large).
Note that the MMC approach is aimed at modelling both the conditional expectation
Q and fluctuations with respect to Q.
It must be noted that the validity of the flamelet model is not needed and is not assumed
here or anywhere in MMC while the reactive scalars have significant fluctuations with
respect to any type of flamelet or equilibrium solutions. It is important, however, that
the reactive scalars in non-premixed cases have a significant correlation with the mixture
fraction, otherwise conditioning on mixture fraction is formally correct but is much less
useful from a practical perspective. This does not exclude the use reference variables
besides mixture fraction. It is therefore not expected that the dramatic thousandfold re-
duction of the computational cost, which has been achieved in sparse MMC simulations,
is possible for all complex flows, where the correlation between the mixture fraction
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and the reactive scalars is insignificant. More simple cases permit the use more eco-
nomic setups for LES with MMC using relatively few particles but more complex cases
may demand more expensive simulations. The hybrid nature of the MMC approach
is an opportunity to have a single universal model that can perform both economical
simulations of relatively simple cases and expensive simulations of more complex cases.
The key factors that allow for a reduction of computational cost in sparse-Lagrangian
simulations are the conceptual flexibility of sparse models and incorporation of physical
understanding of turbulent combustion processes into PDF modelling achieved by MMC
hybridisation of the model.
The previous discussions remain valid for LES conditions but instead of ensemble av-
eraging, the average 〈...〉 can be understood as LES filtering [99]. Hence, the MMC
method remains consistent with the FDF transport equation. The details of LES, the
FDF method and the role of MMC However, there are a number of features that are
specific to LES conditions. These features are discussed below. A large part of this
section is dedicated to a simple explanation of sparse-Lagrangian methods. While from
a theoretical perspective the sparse methods represent a concept independent of MMC,
practical success of sparse methods in the dramatic reduction of computational cost of
LES-FDF simulations is linked to using MMC. These simulations consist of an Eule-
rian LES for the simulation of velocity, pressure, and reference mixture fraction and a
Lagrangian formulation of the FDF for the simulation of the reactive composition field.
4.4.4.2 Density coupling
A fundamental modelling issue for accurate and consistent FDF simulations using a
sparse distribution of particles is density coupling, as the filtered mean density must be
calculated from the relatively few particles and a value assigned to each of the more
numerous LES cells. Ge et al. [101] developed a conditional version of the original
equivalent enthalpy method developed by Muradoglu et al. [122] and demonstrated for
intensive FDF simulations by Raman and Pitch [110].
The equivalent enthalpy is defined as
hs =
γ
γ − 1RT, (4.41)
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where γ is the ratio of specific heat capacities, R is the specific gas constant and T is
the gas temperature, which is proportional to a progress variable. For a known pressure
under ideal gas law considerations, the density is
ρ =
γ
γ − 1
P
hs
. (4.42)
The transport equation,
∂ρ¯h˜Es
∂t
+
∂ρ¯u˜ih˜Es
∂xi
= − ∂
∂xi
(
J˜hs,i + J
sgs
hs,i
)
+ W˜hs , (4.43)
is solved for the filtered Eulerian equivalent enthalpy h˜Es , where the closures of molecular
and subgrid turbulent fluxes are similar to those discussed in Section 4.4.1. The source
term W˜hs can be expressed as a function of the gas composition but for sparse-Lagrangian
simulations, cannot be directly evaluated since Eulerian cells may not contain particles.
It is instead treated as a relaxation term,
W˜hs = ρ¯
hˆs − h˜Es
τrel
, (4.44)
which dynamically matches h˜Es to an estimate of the cell value of the Lagrangian equiv-
alent enthalpy hˆs. The relaxation timescale τrel is determined by numerical conditions
and an excessively small time can cause instabilities. Excessively large τrel can cause h˜Es
to fluctuate from its targeted hˆs. The relaxation timescale is set to approximately 10
to 20 times the characteristic numerical timescale [101, 102, 120]. Interpolation from a
set of pre-calculated curves of equivalent hs versus the particle mixture fraction Z, the
conditional expectation F (Z;x, t) = hs|Z = η can be dynamically evaluated and used
in the LES in the form F (f˜ ;x, t).
4.4.4.3 Stochastic and biased errors in sparse simulations
The main implication of the reduction of the number of particles per cell is the increase
in the stochastic error for any average (filtered) quantity determined locally and instan-
taneously. This, however, does not necessarily mean that reduction in the number of
particles introduces additional bias into simulations. In fact, if the mixing distances
are kept the same, reducing the number of particles does not change the model at the
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leading order. However, the characteristic filtering distance ∆L cannot be smaller than
the characteristic mixing distance ∆m, which in its turn cannot be smaller than the
distance between the particles ∆p. Hence, a reduction of the number of Lagrangian par-
ticles below the number of Eulerian grid points increases ∆L ≈ ∆m over ∆g and changes
the model due to the bias associated with diffusion induced by mixing [117, 118, 123].
The effects of stochastic errors and bias can be separated by introducing many particles
while keeping the mixing distance the same so that ∆m  ∆p. This would elimi-
nate stochastic errors and allow for targeted analysis of the effects associated with bias
induced by mixing. As discussed previously, this approach is more theoretical than
practical as it leads to excessive computational expenses for a given resolution.
Practical sparse simulations have to tolerate significant stochastic errors, which must
not be confused with other, regular errors present in the simulations. Imagine particles
distributed as one (or very few) particles per cell with the values of species generated
randomly according to an absolutely correct FDF. In this case, the correct FDF can be
evaluated over larger volumes or longer periods of time but cannot be determined locally
and instantaneously [120]. In combustion applications, when the overall production of
pollutants is of interest, a detailed FDF distribution of all species in every cell at every
time moment many not be necessary. In this case reducing the number of particles is a
good idea — this is exactly the idea that is implemented in sparse methods. There are,
however, more subtle problems in such reduction that need to be considered.
The main problem comes from the fact that combustion, which is governed by highly
non-linear kinetic equations, can be extinguished. If there are many particles in every
cell, a particle might occasionally acquire a low temperature sufficient for extinction but
this does not cause global extinction due to immediate mixing with other particles which
are burning. If, however, there are very few particles in the cell and one of the particles
occasionally acquires a low temperature, then the whole cell can become extinct after
mixing. Extinction in one cell can propagate into other cells causing global extinction. A
low number of particles can increase the statistical significance of rare events. This effect
is exacerbated by the trend of the Curl’s and IEM models to over-produce extinctions due
to non-local mixing. In sparse conditions, mixing is often performed at larger distances
∆m > ∆g, which reduces localness and also stimulates extinctions. Hence, reducing the
number of particles in sparse conditions is not likely to work when mixing is modelled by
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conventional models and this expectation. Practically, sparse methods require modelling
of micromixing and the correction of conventional mixing models by MMC.
4.5 Summary
In this chapter, the current understanding and theory on the generalised MMC approach
is presented in a relatively simple and transparent form. To reiterate the previous
chapter, deterministic MMC is the natural extension of CMC while stochastic MMC is
a complete joint PDF method with MMC playing the role of a mixing model enforcing
localness and possibly other desired properties on mixing. The feature common to all
MMC models is the use of reference variables which are related to the physical quantities
in turbulent combustion. Two forms of MMC are distinguished; original and generalised.
The original MMC model requires that each independent reference variable emulates
each of the major species. In stochastic versions of MMC, mixing is localised in the
reference space. This effectively links modelled composition with species concentra-
tions conditionally averaged on that reference space. In the conditional interpretation
of MMC, composition is modelled as the conditional mean as minor fluctuations are ne-
glected. Conversely, in probabilistic versions of MMC, minor fluctuations are permitted
and these fluctuations are dissipated towards the conditional means by the minor dissi-
pation operator, SI . Accepting minor fluctuations in the model admits the possibility
of including reference variables which aid modelling but are not used for conditioning
purposes. This means that mixing is localised only in the space of conditioning refer-
ence variables, and non-conditioning reference variables complement the conditioning
reference variables and improve the emulation of the physical quantities.
Conditioning variables in MMC can represent various properties of turbulent flows.
Flamelet solutions for non-premixed combustion, in which reactive species are param-
eterised by mixture fraction and scalar dissipation lead to the expectation that the
conditional variables representing scalar dissipation would be useful in MMC, although
dissipation-like conditioning variables are found to offer little improvement for MMC.
Other choices known to improve the quality of mixing models are velocity components
and shadow position variables [95]. In the upcoming sections on premixed flames, the
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benefits of using reference variables based on progress variable, shadow position, level
set, implied position are explored.
MMC can be viewed as a hybrid approach, which effectively blends PDF models with
CMC, flamelet and other models that can be formulated in terms of conditional ex-
pectations. MMC essentially enforces the desired conditional properties on the mixing
operation. This hybrid nature of MMC improves quality of simulations and allows for
greater control in simulation of micromixing. The sparse approach represents an alter-
native interpretation of Lagrangian modelling that is not aimed at reproducing joint
FDFs of reactive scalars within every Eulerian cell but, nevertheless, still fully account
for subfilter fluctuations of reactive scalars. Conceptually, the sparse approach is not
necessarily linked to MMC, but all known highly sparse simulations thus far have been
performed with the assistance of MMC.
Chapter 5
Sparse-Lagrangian MMC
simulations of a lifted hydrogen
flame
Lifted flames are an important feature in devices such as gas turbines, flare burners,
diesel engines and supersonic combustors. A lifted flame does not touch the fuel nozzle,
minimising thermal stresses and corrosion [28], which is a significant issue in boilers
designed for large-scale energy production. The study of such flames is also of interest
for the reduction of pollutant emissions as the stabilisation point of the flame affects
their formation in downstream locations. For example, soot formation decreases with
better mixing of the fuel and air streams upstream of the stabilisation point and can
even be eliminated if sufficient mixing has occurred. Indeed, the increasing demand for
high powered devices using alternative fuels with low emission has made the modelling
of flame stabilisation a more important issue in recent years. Large Eddy Simulations of
the non-premixed Cabra lifted hydrogen flame [33], with a Filtered Density Function for
subgrid fluctuations and a Multiple Mapping Conditioning mixing model, are performed
in this chapter. This chapter represents a partial continuation of the issues covered by
Ge [124] and an effort to expand the breadth of MMC applications in increasingly sparse
conditions for a wider range of fuels and flame conditions.
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5.1 Background and Theory
Flames in combustors and furnaces must first be ignited either by an external spark
or auto-ignition. For combustion to persist, incoming reactants must continuously mix
and ignite with hot gases already present in the chamber. The sustenance of the flame,
or flame stabilisation, is an important criteria in the design of combustors as stability
limits have safety implications for handling combustible fuels. Stabilisation mechanisms
are largely a function of the Reynolds number of the inlet jet. For non-premixed flame
configurations where inlet jet velocities are less than the laminar flame speed, the re-
action zone stabilises directly on the rim of the nozzle. In practice, such a flame is
rarely observed due to excessive heat transfer. At slightly higher inlet velocities (albeit
still laminar speeds), a triple flame may be observed. When jet speeds are an order of
magnitude greater than laminar flame speeds and classed as turbulent, active methods
of stabilisation are required to sustain combustion [25]. These stabilisation methods can
include the addition of a pilot flame, or the creation of a recirculation zone where the
flame stabilises on hot gases, or heating of one of the reactants to induce auto-ignition.
Various theories have been proposed to explain the stabilisation mechanism of the tur-
bulent lifted flames [125, 126]. Theories can be classified into two main groups based on
the degree of premixing upstream of the flame base and the local turbulence structure
near the flame base. The theories based on the former group include premixed flame the-
ory [127, 128], non-premixed flamelet theory [129] and edge flame theory [130–134] while
the latter includes turbulence intensity theory [128, 135] and large eddy theory [136, 137].
The focus here is on Jet in Hot Coflow (JHC) burners, which emulate the conditions
in non-premixed or partially-premixed jets in hot coflows of post combustion gases, and
can be used to investigate the mechanisms controlling flames in an environment of hot
gases. JHC burners exhibit turbulence-chemistry interactions seen in the recirculation
regions of advanced combustors without the actual complexities of recirculating fluid
mechanics. The simplicity in the flow of JHC flames permits investigation of the com-
bustion of different fuels under a variety of operating conditions. Physical parameters
known to influence flame stability include coflow temperature, velocity for both jet and
coflow streams and oxygen content of coflow, based on previous studies [138–144]. These
parameters can be used to categorise the JHC flames and to examine the viability of
different modelling approaches.
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The occurrence of auto-ignition as stabilisation mechanism for turbulent lifted flames in
a hot coflow has been confirmed both experimentally and numerically [33, 141, 145, 146].
Analysis of flame luminescence shows that the fundamental difference in physical mech-
anisms governing the lift-off process in JHC flames compared to those of conventional
lifted flames is reflected in the sensitivity of lift-off height to the Reynolds number.
Auto-ignition is a transient process initiated from a slowly reacting state and eventually
leading to a fully burning state corresponding to the combustion at high temperature.
The reactions that control auto-ignition can be different from those in high temperature
combustion [147] and correct representation of the finite rate effects during auto-ignition
is critical. Investigation of the case of hydrogen flames is useful for understanding the
auto-ignition process since the chemistry is more accurately known than the chemistry
of hydrocarbon fuels. Ignition in hydrogen–oxygen combustion consists of two stages.
The first stage of ignition is the induction stage which occurs under nearly isothermal
condition during which radicals build up. The second stage is characterised by transition
to high temperature combustion and is referred as thermal runaway.
Auto-ignition at the flame base of JHC cases was studied numerically by Gordon et
al. [142, 148] who employ the joint scalar PDF approach with detailed chemistry to
analyse species transport with respect to budgets of convection, diffusion and reaction.
The main finding is that when reactions are balanced by convection (with minimal con-
tribution of axial diffusion), auto-ignition can induce flame stabilisation. Otherwise, a
diffusive-reactive balance, preceded by a convective-diffusive balance indicates stabilisa-
tion by premixed flame propagation. The creation of some radical species such as HO2
ahead of the flame zone can be used as another indicator of auto-ignition.
Flame structure in lifted flames in a hot coflow was further analysed using RANS-CMC
approach with detailed chemistry by Patwardhan et al. [149]. Profiles of mean scalar
fluxes in mixture fraction space show that reactions are dependent on the coflow tem-
perature in the pre-flame zone while the chemical reaction term balances the molecular
diffusion term inside the flame zone. The lift-off height is determined to be controlled
by auto-ignition and turbulent premixed flame propagation depending on the coflow
temperature.
A three-dimensional DNS with detailed chemistry is employed by Yoo et al. [150] to
show which mechanisms control the flame stabilisation in turbulent lifted jet flames.
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By performing detailed analysis using the Damko¨hler number, the relative locations of
key intermediate species and chemical reaction rate analysis, auto-ignition was found
as the main source of stabilisation occurring in the fuel-lean mixture at the flame base.
Both rich premixed and non-premixed flames are concluded to develop and coexist with
auto-ignition downstream of flame base.
More recently, Navarro-Martinez and Kronenburg [151] use a combined LES-CMC ap-
proach to analyse stabilisation in a wide range of lifted flame geometries. LES-CMC
with conditioning on mixture fraction is capable of predicting the different stabilisation
mechanisms using the analysis of the transport budgets. Depending on the coflow tem-
perature, auto-ignition and premixed flame propagation were introduced as the mech-
anisms of flame stabilisation in the lifted jet flames. Using LES-CMC in a hydrogen
lifted flame in the hot coflow, Stankovic et al. [152] also show the role of turbulence and
mixing in the location of auto-ignition, finding that turbulence also promotes ignition.
To accurately model turbulent lifted flames, both the accuracy of the chemical mech-
anism and the use of an appropriate turbulence-chemistry interaction models are es-
sential. A variety of modelling methods have already been evaluated for representing
the highly non-linear interaction between turbulence and chemical reaction in lifted
flames in hot coflow using RANS type simulations [145, 149, 153–157] and LES type
simulations [151, 158–162]. Among them, transported PDF methods have the advan-
tage of representing reaction exactly without modelling assumptions. These methods
have been applied in computational studies of the Cabra hydrogen lifted flame [33] in
References [139, 140, 148, 163–167].
Simulations with a RANS-joint scalar PDF method with detailed chemistry by Masri
et al. [163] have shown that the results are very sensitive to the chemical mechanism
and that the flame is largely controlled by chemical kinetics rather than mixing process.
An important feature of the Cabra hydrogen flame is the strong sensitivity of lift-off
height to the coflow temperature: a decrease by 10 K in coflow temperature can double
the predicted lift-off height. Given the experimental uncertainty, exact predictions of
lift-off height may be too difficult but it is the evaluation of model sensitivities that is
required from the modelling. Simulation using the joint velocity turbulence frequency-
composition PDF method with detailed chemistry by Cao et al. [140] indicates that this
modelling approach predicts this sensitivity reasonably well. These results also show
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that the use of more complex mixing models such as EMST model make rather little
difference in the results which confirms once again that the flame is largely controlled by
chemistry. More recently, a deterministic version of MMC has reproduced the main tur-
bulent mixing characteristics of the flame and lift-off, although downstream predictions
require improvement [82].
5.2 Cabra hydrogen lifted flame
The Cabra lifted flame experiment is conducted on the Dibble burner, which consists of
a central nozzle which issues fuel into a vitiated coflow. In the experiment, a cold jet
of hydrogen diluted by nitrogen enters at a high velocity surrounded by a low velocity
coflow of hot combustion products from lean premixed hydrogen flames. The vitiated
coflow is a large pilot that provides a uniform environment for the investigation of highly
turbulent jet flames with low Damko¨hler numbers. This configuration exhibits flow and
kinetic characteristics exemplary of practical combustors yet allows for uniform bound-
ary conditions without the complexity of recirculating fluid mechanics. The presence of
the heated coflow also admits the possibility of auto-ignition processes contributing to
flame stability. A schematic of the burner is shown in Figure 5.1.
Figure 5.1: Schematic of the Cabra burner
The nozzle extends 70 mm above a perforated brass base plate in which 2200 holes, each
with a diameter of 1.58 mm, are drilled to achieving a net blockage of 87%. Premixed
hydrogen-air flames are stabilised upon each hole. A water-cooled exit collar surrounding
the plate delays the entrainment of ambient air into the coflow. Details of experimental
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Table 5.1: Conditions for the hydrogen lifted flame
Jet Coflow
Re 23600 18600
d (mm) 4.57 210
V (m/s) 107 3.5
T (K) 305 1045
XH2 0.25 5e-4
XN2 0.74 0.75
XO2 0.0021 0.15
XH2O 0.0015 0.099
φ - 0.25
fs 0.473
conditions are listed in Table 5.1, where Re is Reynolds number, d is diameter; V , bulk
velocity; φ, equivalence ratio; fs, stoichiometric mixture fraction and X is the molar
fraction of a given species.
No detailed measturements were made for velocities, but extensive data was obtained
on temperature and species. Velocity measurements were later performed on a replica
burner by Kent [168] and Masri et al. [163]. Measured profiles of coflow temperature and
species are uniform and the flow field is reportedly unaffected in the region of interest
close to the inlet plane. Spontaneous Raman scattering and Rayleigh scattering with two
lasers are combined to measure temperature and the concentrations of N2, O2, H2O and
H2. Concentrations of OH and NO were measured using laser-induced fluorescence.
NO concentrations are found to be less than 3 ppm. Centreline measurements were
taken from 1d to 34d downstream from the nozzle exit. Scatter data on temperature
and species were obtained at axial locations of 8, 9, 10, 11, 14 26 nozzle diameters (d)
from the inlet plane. The radial domain covered by these profiles was -3mm to 50mm
with spacing between 1 mm and 3 mm. Uncertainties for averaged scalar values are as
follows: temperature, 3%; N2, 3%; H2O, 4%; OH, 10% and an absolute uncertainty of ±
0.005. Ignition length or lift-off height (H) is obtained experimentally via visualisation
as the lowest point at which luminosity from the flame is detected. The observed lift-off
height is H/d ≈ 10 and total flame length is L/d ≈ 30.
Experiments replicating the original Cabra hydrogen flame, focussing on parametric
studies of coflow temperature, were conducted by Gordon et. al. [6] and Wu et al. [5].
The lift-off height is shown to increase with decreasing coflow temperature and increasing
jet velocity, although it is far more sensitive to the former than the latter. Gordon et
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al. revisit the case by broadening the band of experimental coflow temperatures. They
observe that the shape of the response curves of lift-off height with coflow temperature
is consistent between experiments of varying coflow velocities. The curves exhibit a
region of extreme sensitivity followed be an asymptotic trend to a more stable lower lift-
off height regime as coflow temperature is increased. Wu et al. [5] observe that lift-off
height increases with jet velocity. Flame hysteresis is observed when jet velocity is varied
from 30 to 80 m/s. Unlike cold coflows where lift-off height increases monotonically with
coflow velocity, lift-off height appears to peak at coflow velocities of 3.5 to 4.5 m/s. Both
Gordon et. al. [6] and Wu et al. [5] obtain similar trends but there is little accuracy
across datasets.
The experiments demonstrate significant sensitivity of lift-off height on experimental set-
up and boundary conditions. Numerical studies strongly suggest that using sufficiently
detailed chemistry is a must in studies on trends in lift-off height. In several cases [140,
149, 151] model predictions of lift-off height can match the experimental data when
the coflow temperature is artificially reduced relative to its experimental setting. The
prediction of the absolute value of lift-off height and specific flame characteristics cannot
be the sole determinant of model quality. Model performance must therefore be assessed
by parametric studies on physical and numerical parameters. The study of numerical
parameters is explored in this chapter.
5.3 Simulation details
Computations presented here use the mmcFoam code, a sparse-Lagrangian LES-FDF-
MMC solver implemented within the OpenFOAM toolkit. Previous publications on
the Sandia flame cases [101, 102] relied on the Flowsi LES code which was initially
developed by Kempf et al. [169] and later modified to incorporate a hybrid FDF-MMC
model. The implementation of MMC in OpenFOAM permits the simulation of more
complex flow configurations by employing structured and unstructured meshes with
parallel processing. The code has the ability to simulate both sparse and intensive cases,
and was developed through cooperation between several universities — The University
of Sydney, The University of Queensland, Bundeswehr University at Munich, Stuttgart
University and others.
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The inflow conditions of turbulent jets are crucial for prediction of mixing and break-
up behaviour of the jet. A diffusion-based inflow generator following the methods by
Kempf et al. [170] and Klein et al. [171] is implemented within the open-source CFD
platform OpenFOAM by Olenik [172]. Velocity disturbances matching a prescribed
Reynolds stress tensor and integral length scale are generated and superimposed on
a mean inlet profile in order to trigger jet break-up or used as inflow conditions for
decaying homogeneous isotropic turbulence.
The pre-existing Lagrangian particle tracking scheme in OpenFOAM utilises two base
classes: a particle class and a cloud class. The particle class records the position of a
particle within the domain, while the cloud class lists particles and is capable of adding,
deleting and tracking particles. For the sparse-Lagrangian MMC solver, Pope particle
and Pope cloud classes are derived from the corresponding base classes. The particle
base class carries only particle location while the Pope particle class inherits location
and is assigned to carry values for velocity, species mass fraction, standardised enthalpy,
equivalent species and temperature, and mixture fraction. Pope particles are moved
by the governing Ito equations and are subject to mixing and chemical reaction. The
mixing and reacting Pope particle classes are further derived from the Pope particle
class [173].
This Pope particle class is fully coupled with a transient LES solver, which implicitly
solves the equations for mass (2.2), momentum (2.3), and reference mixture fraction
(2.55). The pressure-implicit with splitting of operators (PISO) algorithm is employed
for the pressure-velocity coupling. Using the solution on an Eulerian LES mesh, velocity,
turbulent diffusivity and reference mixture fraction are interpolated for particles and
then passed to the sparse-Lagrangian MMC solver.
In the next fractional step, the solution for stochastic differential equations (4.28) and
(4.29) for particles is advanced in time. Density coupling is achieved through adopted
equivalent enthalpy method [122] by solving equivalent composition equations related to
the enthalpy. The structure of the finite volume and particle codes is shown in Figure 5.2.
An Eulerian mesh is formulated for a 3D polar coordinate system at the central nozzle
transitioning radially to a Cartesian coordinate system. There are 640 equally spaced
cells in the axial direction, 8 and 24 cells in the radial direction of the core and coflow
respectively, and 32 cells in the azimuthal directions. The domain is 30d × 30d × 55d.
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Figure 5.2: Flow chart of mmcFOAM solver.
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The smallest Eulerian cells at the axis measure 0.3 mm × 0.4 mm × pi/32 radians. The
filter width is taken as the cubic root of the cell volume. The standard Smagorinsky
model, which appears to be a common choice for modelling subgrid scale eddy viscosity,
is used with a coefficient Cs of 0.167. Although it is commonly applied and was the
best available option when simulations were performed, a disadvantage of the standard
Smagorinsky model is that a given value of Cs is not necessarily ideal in all locations
of the flow. Equal diffusivities, constant Schmidt number (Sct = 0.7) and unity Lewis
number are applied. A systematic grid refinement study involving a range of mesh
sizes, time steps and Smagorinsky constants was unable to be conducted due to the
computational expense, as is often unfortunately the case for LES studies.
Ensuring that the grid is sufficiently refined is difficult in this case as there is no reliable
result for either the integral or Kolmogorov length scales. The total number of cells
is 655,360 and ∆g,min in this work is 0.3 mm which falls in between the cell quantity
and minimum grid dimensions found in two other LES studies of the Cabra hydrogen
flame; 1.47 million and 0.2 mm in Navarro-Martinez and Kronenburg [151], and 442,368
and 0.7 mm in Devaud et al. [82]. Given that this work aims to demonstrate the ability
of MMC to model the subgrid scale quantities, it is appropriate to apply a relatively
coarse LES. Nonetheless, the primary dictum for subgrid modelling is to not permit
the subgrid model to undermine the Navier-Stokes physics; LES relies on the Navier-
Stokes equations to capture or resolve the bulk of the energy and for the subgrid model
to replace dissipation by the smallest-scale eddies. Pope estimates that in the ideal
case of Smagorinsky-based LES, the filter width is somewhat smaller than the size of
the smallest energy containing motions and that approximately 80% of the energy is
resolved [31]. The ratio of resolved to total kinetic energy in computations here exceeds
65% at more than 90% of the grid points, with subgrid energy estimated according to
Deardorff [174].
Based on the prescribed inlet jet velocity of 107 m/s and the axial domain length of
approximately 0.25 m, a single flow-through time is 2.3 ms. Each simulation is run for
a minimum of five flowthrough times prior to any data sampling. Following this, data
is sampled over approximately five flowthrough times from the time at which flame
stabilisation is observed, which is denoted as τ0. Results are recorded and sampled
every 500 time steps typically for 30000 time steps.
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Chemical source terms are obtained from a detailed kinetics scheme developed by Mueller
et al. [175] containing 10 species — H2, H, O, O2, OH, H2O, HO2, H2O2, Ar, N2 —
and 21 reactions. The Mueller mechanism appears to be a frequently applied, if not the
most common choice of mechanism, for the earliest and newer studies [140, 142, 146,
155, 163, 166, 176–178] on the Cabra hydrogen flame. Other potential but seemingly
less frequent choices include those by Li [179], Yetter [180], Kreutz [181], Im [182] and
Maas [183] or mechanisms generated by the stripping of carbon and NOx-containing
steps from hydrocarbon fuels.
5.4 Results and Discussion
5.4.1 Reproducing the Cabra case
A series of a priori simulations are performed to determine the possibility of applying
the sparse-Lagrangian formulation of MMC to reproduce the characteristics of the Cabra
case. In this subsection, only the results of a simulation with one Lagrangian particle
per 32 Eulerian cells (1L/32E) with fm set to 0.08 and a CL of 1.25, which yields the
closest match to experimental results is discussed. Discussions on parametric studies
are reserved to later subsections.
The OH radical, a product of chain initiation, is a common indicator of flame lift-off
height. In the original work by Cabra et al. [33], the experimental criterion for the
determination of the lift-off height is reported to be the first location where the mass
fraction of OH reaches 600 ppm. Closer inspection of the original experiment reveals
that a reduction in this threshold to 200 ppm shifts the lift-off point from the reported
height of 10d to approximately 9d. In this work, following the procedure of a notable
study [140], the numerical criterion adopted for lift-off height is the first axial location
at which the mean mass fraction of OH reaches a value of 200 ppm or 2×10−4 at any
radius. Several checks of the lift-off height criterion between the range of 2×10−4 to
6×10−4 show that the relative sensitivity of the lift-off height in these MMC simulations
is consistent with that of the experimental data set; the reduction in the YOH threshold
by 400 ppm reduces the flame lift-off height by approximately 1d in both the expriment
and current simulations.
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The case is first run until stabilisation is observed, as shown in Figure 5.3. The mean
lift-off height over the sampled period is 10.5d, compared to the experimental value of
10d. The standard deviation of lift-off height in this simulation is 1.9d. (It is noted that
changing the criterion to 600 ppm yields a lift-off height of 11.4d.) The flame length is
approximately 35d, in comparison to the experimental length of 30d.
Figure 5.4 shows contour plots of the main flame characteristics, including interpolated
Eulerian and Lagrangian mixture fractions, particle separation in mixture fraction space,
temperature and OH mass fraction. These characteristics are discussed in more detail
with axial, radial and conditional plots of steady state means and rms values.
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Figure 5.3: Steady state lift-off height versus simulation time for the case of 1L/32E,
fm = 0.08 and CL = 1.25.
The variation in mean mixture fraction along the jet centreline and fluctuations in mix-
ture fraction are compared between experimental, Eulerian and Lagrangian simulations
in Figure 5.5. The mean centreline mixture fraction remains constant for approximately
five diameters downstream of the jet exit in the experiment before the onset of decay.
This region is known as the potential core of the jet, where the effects of viscous shear
and diffusion are not significant and the mixture fraction therefore remains unchanged
from the nozzle exit value. Beyond the potential core, coflowing air is entrained and
mixture fraction decreases. Both Eulerian and Lagrangian fields capture the potential
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Figure 5.4: Contour plots from left to right of Eulerian mixture fraction interpolated
to particle locations (f), Lagrangian particle mixture fraction (Z), mean particle pair
separation in reference space (df), temperature (T ) and OH mass fraction (YOH) for
the case of 1L/32E, fm = 0.08 and CL = 1.25.
core region accurately but predict a higher rate of decay beyond this region. The spread-
ing of the jet is influenced by the coflow velocity profile. The mean Lagrangian results
are noticeably better than the Eulerian mixture fraction predictions which are overly
diffusive.
The Lagrangian and Eulerian mixture fraction fields are topologically similar, as shown
in Figure 5.6, reinforcing the role of the Eulerian mixture fraction as a reference variable
for localisation of mixing. The improved accuracy of the sparse-Lagrangian relative
to the Eulerian results is attributed to the mixing time-scale model of equation (4.37)
which adjusts the particle mixing time-scale so that the rate of decay of Lagrangian
scalar variance matches the Eulerian LES while accounting for the increased length
scale in the Lagrangian field. The fluctuations of mixture fraction are highest in the
high shear region between the high shear region between the fuel and oxidiser in the
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Figure 5.5: Axial mixture fraction profile for the case of 1L/32E, fm = 0.08 and CL =
1.25; circles—experimental mean, triangles—experimental rms, solid line—Lagrangian
simulation, dashed line—Eulerian simulation.
experimental curves. From Figure 5.5, The sparse-Lagrangian MMC model tends to
over-predict the peak axial mixture fraction rms. In comparison, the time-averaged
reference mixture fraction rms is generally in better agreement with experimental data.
While lower Lagrangian mixture fraction rms predictions are possible with a higher value
of CL, numerical diffusion would increase and result in more inaccurate predictions for
the mean.
The radial profiles of the mean mixture fraction at several axial locations are also com-
pared between the experiment and Lagrangian results in Figure 5.7. The profiles show
good agreement at all locations although the rms values are over-predicted.
The axial profile of experimental and unconditional Lagrangian mean and rms temper-
ature is shown in Figure 5.8. An accurate prediction of the temperature profile is an
important step for the correct prediction for any flame, but it is especially crucial in
cases where auto-ignition is a stabilisation mechanism. The predictions are generally in
very good agreement with experimental data although mean and rms temperatures are
slightly over-predicted up to 30d from the nozzle which can be associated with the early
jet break up that is noticeable in the axial mixture fraction profile.
Radial temperature profiles shown in Figure 5.9 generally agree with experimental data,
although a mismatch is visible at x/d = 11 and 14 near 1.5d from the centreline. This is
further observed in Figures 5.10 and 5.11 of temperature scatter and conditional mean
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Figure 5.6: Scatter plots of f versus z at several axial locations for the case of 1L/32E,
fm = 0.08 and CL = 1.25. Approximately 10000 particle sample points are displayed
in each scatter plot.
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plots respectively which shows maximum error of approximately 250 K. Over-prediction
of temperature along the centreline and under-prediction at corresponding radial loca-
tions indicate the formation of a shorter, wider jet core relative to the experimental
case.
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Figure 5.8: Axial temperature profile for the case of 1L/32E, fm = 0.08 and CL =
1.25; circles—experimental mean, triangles—experimental rms, solid line—simulated
mean, dashed line—simulated rms.
Figures 5.12 and 5.13 show steady-state mean axial and radial profiles of OH. Mean OH
is over-predicted in the axial profile between 10 and 25 diameters but under-predicted at
x/d = 11 and 14. This under-prediction of OH is also observed in LES-CMC simulations
by Navarro-Martinez and Kronenburg [151] which employ the detailed Yetter mechanism
[180]. OH predictions appear more accurate in the RANS-PDF calculations by Cao et
al. [140] with EMST and the detailed Li mechanism [179]. Steady-state conditional OH
profiles shown in Figure 5.15 compare reasonably well with experimental data with the
exception of that at x/d = 11.
Axial, radial and conditional profiles of the remaining reactive species simulated — H2,
H2O and O2 — with the fm and CL values of 0.08 and 1.25 respectively are shown
in Figures A.1 to A.12. Simulated mean and rms values generally match well with
experimental data with similar inaccuracies at x/d = 11 and 14 as previously discussed.
In general there is very good agreement between the predicted and measured results.
Conditioning mixing on the mixture fraction is necessary to predict the unconditional
and conditional means and variances, and lift-off height and it is possible to model
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Figure 5.9: Radial temperature profiles for the case of 1L/32E, fm = 0.08 and CL
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Figure 5.11: Conditional mean profiles of temperature at various axial locations for
the case of 1L/32E, fm = 0.08 and CL = 1.25; symbols—experiment, solid line—
simulation.
the Cabra hydrogen flame with reasonable accuracy under the sparse conditions of one
particle per 32 cells.
5.4.2 Effects of localisation
The impact of the MMC localisation parameter fm on the reactive field and lift-off height
is now explored. Particle number density is maintained at 1L/32E while CL is set to unity
for the cases with varying fm. As before, results are sampled every 500 time steps over
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Figure 5.12: Axial OH profile for the case of 1L/32E, fm = 0.08 and CL = 1.25;
circles—experimental mean, triangles—experimental rms, solid line—simulated mean,
dashed line—simulated rms.
approximately five flowthrough times from the point at which flame stabilisation occurs.
A global localisation parameter of the model, fm, is chosen explicitly for each case and
is representative of the characteristic distance in f-space between mixing particles. As
shown in Figure 5.16, the value assigned to fm has an effect on the fluctuations of the
particle mixture fraction (Z) but does not significantly affect the consistency between
the FDF and LES mixture fraction fields close to the inlet, although the correlation is
affected further downstream with a larger fm. There exists a clear correlation between
the Z and filtered f fields, with lower values of fm where mixing is more local in the
f -space resulting in less dispersion. The bias error caused by preferential diffusion in
the axial direction is evident in the form of the non-linear shape of the scatter plots
near the endpoints of the figure. Minor fluctuations, or fluctuations with respect to the
average conditioned on the reference variable (Z −〈Z|f = η〉) can be directly controlled
by the MMC mixing model and their magnitude cannot be controlled at length scales
smaller than the distance between mixing particles ∆m. Cleary and Klimenko [120] note
that minor fluctuations are not as locally controlled when a more sparse distribution of
Pope particles is used, although large fluctuations are still possible if the mixing model
is non-local.
A comparison of numerical mixing distances in f -space is found in Figure 5.17 which
shows radial profiles of < df > on the upper half and < dx > on the lower half of the
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Figure 5.13: Radial OH profiles for the case of 1L/32E, fm = 0.08 and CL = 1.25;
circles—experimental mean, triangles—experimental rms, solid line—simulated mean,
dashed line—simulated rms.
Chapter 4. Sparse-Lagrangian simulations of a lifted flame 100
5
10
15
x 10−4
Y O
H
x/d = 8
Experiment
x/d = 8
Simulation
5
10
15
x 10−4
Y O
H
x/d = 9 x/d = 9
5
10
15
x 10−4
Y O
H
x/d = 10 x/d = 10
5
10
15
x 10−4
Y O
H
x/d = 11 x/d = 11
5
10
15
x 10−4
Y O
H
x/d = 14 x/d = 14
0 0.2 0.4 0.6 0.8
5
10
15
x 10−4
Y O
H
z
x/d = 26
0 0.2 0.4 0.6 0.8
z
x/d = 26
Figure 5.14: Scatter plots of OH at various axial locations for the case of 1L/32E, fm
= 0.08 and CL = 1.25; left-hand column—experiment, right-hand column—simulation.
Approximately 10000 particle sample points are displayed in each plot.
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Figure 5.15: Conditional mean profiles of OH at various axial locations for the case
of 1L/32E, fm = 0.08 and CL = 1.25; symbols—experiment, solid line—simulation.
figure at three different axial locations. The greatest distances between particle pairs
occur in the turbulent shear layer where scalar gradients are largest. The parameter
fm has a clear influence on particle distances closer to the inlet, as observed in the left
and centre subfigures of < df > in Figure 5.17, where peak distances are of the order of
the prescribed values of fm. At downstream locations where mixing has progressed, the
scalar gradients are smaller and consequently, particle mixing distances in the reference
mixture fraction space are smaller.
The reactive scalar predictions are strongly sensitive to fm. Figure 5.18 illustrates this
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Figure 5.16: Scatter plots of instantaneous Z versus f at several axial locations (x/d
= 1, 9 and 14) with varying fm. Approximately 10000 particle sample points are
displayed in each plot.
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Figure 5.17: Radial profiles of mean distance in f -space (top row) and physical space
(bottom row) between mixing particles at several axial locations (left - x/d = 1, middle
- x/d = 9 and right - x/d = 14); dashed line—fm=0.06, solid line—fm=0.1.
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sensitivity via scatterplots of the OH radical at several axial positions. Once again,
results are sampled over five flowthrough times from when stabilisation is observed. OH
mass fractions at prescribed axial locations for the experimental case are presented on
the top row while simulation cases with varying fm are shown on the rows below. Cases
with a lower fm yield a lower lift-off height, as shown by the presence of OH closer to
the inlet. Indeed, the case with fm = 0.06 results in the attachment of the to nozzle
while the initiation of reactions occurs further downstream for the case with fm = 0.1.
Results at 26 diameters as shown in the last column of the figure show an increasing
level conditional fluctuations as fm increases and a greater departure from a narrow,
flamelet-like band seen in the case with the smallest value of fm. These fluctuations
are directly treated by the mixing operator to emulate micromixing, with larger scales
being controlled by the mixture fraction.
Figure 5.18: Scatterplots of accumulated OH versus Z at several axial locations with
varying fm. Approximately 10000 particle sample points are displayed in each plot.
The sensitivity of lift-off height to fm is shown in Figure 5.19, with flame attachment to
the nozzle occurring when fm < 0.07. Lift-off height increases monotonically with fm
as the mixture fraction term in equation (4.38) becomes less significant.
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Figure 5.19: Lift off height versus localisation parameter.
Under the sparse conditions imposed for the lifted flame, it is observed that mixing
performed with reduced localness and corresponds to relatively large mixing distances
∆m reduces flame stability and can stimulate extinctions. It is conceivable that the oc-
currence of isolated turbulent events where the temperature (and corresponding scalars)
of a small number of particles deviates sufficiently from the mean can propagate into
other cells causing global extinction. These rare events are particularly important for
very sparse simulations where each particle represents a significant mass of fluid. As
long as the lift-off height is matched by selecting fm, the simulation of reactive scalars
is satisfactory despite a high degree of sparseness in the simulations.
5.4.3 Effects of coflow temperature
It is known that the Cabra flame is most sensitive to coflow temperature, and ability
of the sparse simulations in capturing the lift-off height is briefly assessed in this sec-
tion as an indicator of the quality of computations. It must be noted that simulations
shown in this section were conducted in the code, Flowsi [184] which was developed
most notably by Kempf (and others) and later modified to incorporate FDF and MMC
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Figure 5.20: Lift-off height versus coflow temperatures for the original experimental
case - red square, Wu et al. [5] - black squares, Gordon et al. [6] - green squares and
the sparse-Lagrangian simulations - blue circles.
components. The use of Flowsi for the sparse-Lagrangian MMC simulations was su-
perseded by OpenFOAM, which is described earlier in the chapter, in 2013. Flowsi,
although computationally efficient, is relatively inflexible in that it is limited to an
axisymmetric grid and non-premixed cases only. The governing equations, simulation
methodology and reaction mechanism follow those described earlier in this work. A
staggered, cylindrical Eulerian grid measuring 300 mm or 65d with 1024 cells in the
axial direction and 230 mm or 50d with 55 cells in the radial direction and 32 cells in
the azimuthal direction is applied. The smallest cells are located along the centreline
and measure 0.3 mm×1 mm×pi/32 mm. The dynamic Smagorinsky turbulent viscosity
model is employed for the subgrid scale stresses in this formulation.
Figure 5.20 displays lift-off height versus coflow temperature ranging between 1015 and
1080 K. Here, the original experimental data point of Cabra is shown, alongside data
series as measured by Wu et al. [5] and Gordon et al. [6] performed on a replica burner.
As previously discussed, the trends found in each study are consistent; the flame tends
towards blow-off with lower coflow temperatures. It must be noted that these two sets
of temperature measurements were performed at different times with different thermo-
couples, and the differences between the two sets of results are within the expected
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error from thermocouple measurements which, at these temperatures, is of the order of
30 K [33].
Results of sparse simulations for a fixed localisation value of fm = 0.04 and a CL of 1 (the
parameters of choice in the now superseded MMC-Flowsi code) are plotted alongside the
experimental data series. One Lagrangian particle per eight Eulerian cells is employed
here. It is observed that trends in lift-off heights with respect to the coflow temperature
can generally be reproduced by sparse-Lagrangian MMC simulations — a lower coflow
temperature results in a higher lift-off height — although there are some discrepancies.
The simulation at 1030 K is anomalous, deviating by approximately 5d above its ideal
position in the trend. Additionally, simulation results at coflow temperatures of 1060
and 1080 K yield an attached flame. This attachment, which is not observed in numerical
studies (RANS or LES) by others [6, 140, 151] may be attributable to the fact that the
stabilisation point of high-temperature coflows is lower, coupled with spurious pairings
of particles. These particle pairings, which are observed to cause the lifted flame to drift
towards the inlet plane prior to permanent anchoring, seem to appear only in simulations
at higher coflow temperatures with sparse particle distributions. In the context of this
sparse method, the stability of the flame appears sensitive to almost every parameter,
whether numerical e.g. grid size, particle density, localisation, or physical e.g. coflow
temperature.
5.5 Summary
Simulations of the Cabra lifted hydrogen flame, a mathematically ill-posed and physically
temperamental case, are performed using sparse-Lagrangian MMC. The use of LES to
provide a reference variable for MMC is computationally expensive but this cost is offset
through the use of a sparse distribution of particles to model the Lagrangian FDF.
While a PDF must describe distributions of all turbulent scales, an FDF need only
describe the subgrid distributions while the large scale turbulence is resolved by the
LES. Generalised MMC allows high-quality, efficient simulations that are dramatically
less expensive than conventional intensive-Lagrangian FDF simulations or even LES
with chemical source terms modelled using the resolved quantities at the Eulerian grid
centres. While the concepts of sparse-Lagrangian simulations are associated with the
Chapter 4. Sparse-Lagrangian simulations of a lifted flame 107
FDF method and sparse simulations with closures other than generalised MMC are
possible, only generalised MMC closures are known to work for sparse simulations.
The LES-FDF-MMC model as implemented in Flowsi is capable of capturing the gen-
eral trend in lift-off height with variations in coflow temperature using one Lagrangian
particle per eight Eulerian cells although some anomalies can be observed. In the shift
towards modelling in OpenFOAM, while the model is certainly capable of predicting
the profiles and distributions of mixture fraction, reactive species and temperature with
as little as one particle per 32 cells, it has limiting predictive powers with respect to
the prediction of absolute lift-off height, which is dependent on the selection of the pa-
rameter fm. The lift-off height is very sensitive to physical parameters, most notably
temperature. The value fm ≈ 0.08 seems to result in the closest match in terms of lift-off
height and the distribution of scalars with the original experiment performed by Cabra
et al. It appears that, if the lift-off height is matched by selecting fm, the simulation of
reactive scalars is reasonable despite a high degree of sparseness in the simulations.
However, this value of 0.08 is noticeably higher than the fm ≈ 0.03 which is found to be
a good choice for sparse simulations of the Sandia Flame D-F series [102] and 0.02-0.04
for another case of an idealised flamesheet case [120]. Reactive scalar predictions for
they lifted flame are strongly dependent on fm, with larger values causing a departure
from flamelet-like conditions and greater conditional variance. Given the range of lo-
calisation parameters used across the published works of sparse MMC simulations, it is
possible that a single optimal value of fm may not exist for all flame cases and localisa-
tion is possibly dependent on chemistry. It is also possible that setting a single, global
value of fm and corresponding rm does not ensure full localness in composition space.
It is expected that complex flames such as the lifted flame may also require detailed
simulations with larger numbers of particles which exceeded the available available com-
putational resources. Beyond the scope of this work, research on generalised MMC for
non-premixed gaseous combustion is needed for a wider range of laboratory combustion
conditions and flame regimes to establish the best choice of model parameters.
Chapter 6
Pollutant predictions of premixed
flames with MMC-Partially
Stirred Reactor
6.1 Background
The predictive ability of PDF methods for the non-premixed combustion regime is gener-
ally well established and discussed in [112]. Conversely, their applicability for premixed
flames has been questioned [185] on the basis of the existence of flamesheet regimes. In
the flamesheet regime, chemical time scales are at least an order of magnitude smaller
compared to the characteristic time scales of the flow field. This corresponds to the
assumption that the Damko¨hler number of the rate-limiting chemical reaction is large,
or equivalently, that chemistry is fast. As a consequence, chemical reactions are con-
fined to thin reaction–diffusion layers, and this matter is commonly represented by the
thin flamesheet assumption. Based on this assumption, it is shown that throughout
the reaction zone one-dimensional structures called flamelets can be identified. Laminar
flamelet models [23, 28] which assume that the turbulent flame is comprised of locally
one- dimensional laminar flamelets are economical for engineering applications as the
laminar flames can be precomputed for subsequent use in turbulent simulations [186].
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While the laminar flamelet model represents a rigorous limit for cases when the Karlovitz
number approaches zero, realistic premixed flames can possess flamelet features and si-
multaneously involve strain, stretch, curvature and possible local extinctions. Modelling
of these phenomena may be suited to PDF methods which are generally better at han-
dling more distributed flames. The volume of literature dedicated to asymptotic stud-
ies of flamelets disturbed by non-uniform fluid flows includes works by Kuznetsov and
Sabel’nikov [23], Clavin and Williams [187], Matalon and Matkowsky [188], Sivashin-
sky [189] and Class et al. [190]. Due to the nature of asymptotic analysis, these works
are necessarily limited to studies on small perturbations of laminar flamelets.
Flamelet models have been formulated for premixed, non-premixed, and partially pre-
mixed combustion regimes for both RANS and LES applications. A laminar flame
database can be computed a` priori as functions of mixture fraction, progress variable,
scalar dissipation or certain disturbances from turbulent motion [28, 186]. Variants of
the model include the steady-state unstrained flamelet which is applicable only to pre-
mixed flamelets, the steady-state strained flamelet which is similar to the unstrained
flamelet subjected to an instantaneous scalar dissipation rate and the unsteady flamelet
in which the local flame structure corresponds to that of an unsteady one-dimensional
laminar flame subjected to the aerothermochemical action of a turbulent flow. Propa-
gation models such as the level-set or G-equation models which do not account for the
internal structure of the flame also exist.
The application of PDF methods to flamelet regimes can precipitate the direct, unphys-
ical mixing between unburned particles with burned particles directly across a thin, fast
flame front. Several methods have been suggested for accommodating the flamesheet
regime within the context of PDF models. For example, Pope and Anand [191] model
the joint velocity-progress variable PDF with embedded premixed structures to account
for the tight reactive-diffusive coupling in the flame front and a conventional mixing
model for the distributed reaction regime. Such approaches result in a model for both
the flamelets and distributed reaction regimes.
Sto¨llinger and Heinz [192] implement and validate a generalised scalar mixing frequency
model that handles distributed to flamelet regimes. Zoller et al. [193] propose a model for
the corrugated flamelet regime which combines the Bray-Moss-Libby (BML) approach
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and a Flame Surface Density (FSD) closure, with the application of a premixed flamelet
when the progress variable reaches unity.
Klimenko and Pope [194] replace conventional (and conservative) mixing with compet-
itive mixing to emulate the invasion conditions in turbulent premixed flames in the
flamelet regime and demonstrate how the propagation speed can be made consistent
with existing experimental data [195].
Haworth [196] employs a hybrid approach for premixed and partially premixed flames
in which a standard flamelet model and PDF method are combined. Turbulent flame
propagation and heat release are governed by a laminar flamelet model while a velocity-
scalar or scalar PDF are used on either side of the flame. Each particle carries a reaction
progress variable to mark its position with respect to the flame and evolves across the
flame front based depending on a laminar flame library.
Pope and Anand, in several publications [43, 191, 197], explicitly embed a flamelet struc-
ture into a PDF by combining the chemical source and molecular transport terms into
a single term which is a unique function of a reaction progress variable. If this progress
variable is one of the scalars or a known function of other scalars, molecular transport
appears in closed form for premixed laminar flamelets. This type of modelling achieves
a tight coupling between transport and reaction which is necessary in the flamesheet
regime, but requires the application of a conventional scalar mixing model for mixing
further away from the flamelets. For example, in one of these works [197], the joint
velocity-progress variable PDF with the stochastic mixing and reorientation [30] models
for particle velocities is applied for adiabatic, turbulent premixed flames with different
values of a density ratio (of unburned gas mass density to burned gas mass density).
A modified Curl’s model is implemented for molecular mixing near the edges of the
reaction zone and the turbulence timescale is uniform through the flame brush. The
normalised turbulent propagation speed is asymptotic with increasing density ratios.
The model is limited to high Da. In an approach taken by Hulek and Lindstedt [198],
the chemical source term is taken from the underlying laminar flame structure and a
binomial Langevin mixing model is employed. The calculated turbulent propagation
speed, of methanol-air and propane-air flames is found to be sensitive to the value of
the turbulence length scale in the reactants.
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Oher PDF models for premixed flamelet include the stochastic flamelet model [199] and
a conditional approach separating random turbulent convection from flame-ball growth
in statistically spherical flame kernels. The mixing timescale for the scalar mixing model
is modified by Lindstedt and Vaos [200] to include a direct dependence on sL and the
Kolmogorov scales, with promising results.
The breadth of model validation data for premixed turbulent flames is relatively limited
when compared to the availability of data for non-premixed turbulent flames. This
shortage is gradually being addressed through high quality experiments such as those
for the Sydney piloted premixed jet burner(PPJB) [201] and the Cambridge stratified
swirl burner [202], as well as experimental [195] and DNS [203] premixed databases. A
number of RANS-PDF and LES-PDF modellers (e.g. References [192, 200, 204–207])
have made contributions by validating against these and other experimental databases
but once again the body of modelling research is relatively limited when compared to
that for non-premixed combustion.
In this chapter, flamelet features are incorporated into the PDF methodology with the
aid of the MMC model; the use of independent reference variables with links to physical
parameters of the flow to enforce localness in the mixing model is key to this work.
Simulations are performed in the context of a Partially Stirred Reactor (PaSR). For
premixed flames, the enforcement of localness is used to avoid mixing between burned
and unburned particles across the flame front. Pope [95] introduces the shadow position
mixing model (SPMM), which makes use of alternative, shadow trajectories of notional
particles. SPMM is an MMC-type model which allows for the free selection of a lo-
calisation parameter and is expected to be efficient in emulating joint scalar-velocity
statistics. Further details on SPMM are contained in the following chapter. The MMC
model here follows the original stochastic formulation [32] with the reference variable
representing an implied particle position with respect to the flame front. This bears
some conceptual resemblance to the use of reference variables in SPMM. Using implied
position only permits the simulation of flamelet-like conditions and does not account for
spatial transport.
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6.2 Partially Stirred Reactor
Perfectly Stirred Reactors (PSR) have historically been employed to study the chemistry
of batch chemical processes. This type of reactor consists of a small chamber with
inlet and outlet feeds. Fuel and oxidiser are steadily introduced such that turbulent
mixing of high-intensity causes the contents of the reactor to be completely mixed.
Due to this perfectly mixed condition, the rate of chemical processes is controlled by
chemical kinetic rates rather than by the mixing process. Therefore, the residence time
for the reactants flowing through the reactor is the variable which controls the chemical
processes. While the PSR can provide insights into the nature of chemical kinetics, many
practical applications deviate significantly from the ideally mixed situation. When the
turbulent mixing rate is not fast compared to chemical kinetics, the degree of mixing
can have a profound impact on the reactor characteristics. An early example of a Monte
Carlo treatment of a stirred tank reactor which incorporates mixing, flow-through and
reaction is found in Levenspiel and Spielman [208].
Partially Stirred Reactor (PaSR) models were developed to account for finite micromix-
ing times, and can be use to account for scalar fluctuations in order to examine with pol-
lutant formation. PaSRs are usually implemented in the form of stochastic Monte-Carlo
process to determine the joint PDF for all reactive species which requires the presence
of stochastic particles in throughout the flowfield. The work of Correa [209, 210] on
premixed methane combustion and Chen [211] on non-premixed hydrogen combustion
establishes the PaSR as a tool for analysis of turbulence-chemistry interactions and as a
test bed for PDF models. For example, a PaSR is used by Bender et al. [212] to study
the coupling of chemistry and turbulent mixing for both detailed and reduced chemical
kinetics, and a projection scheme is introduced for mixing models to be used with the
ILDM method [213]. As well as being a basis for model development, the PaSR is an
important model in itself with application to gas turbine combustors and other chem-
ical reactors. Cannon et al. [214] use a PDF-PaSR model to predict carbon monoxide
and nitrous oxide emissions for a range of lean and stoichiometric premixed conditions
with several reduced kinetics mechanisms in conjunction with ISAT [215] while Bhave
et al. [216] use a conceptually similar stochastic reaction model to predict CO emissions
for a HCCI engine.
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Modelling combustion processes in a PaSR can be viewed an alternative platform for
validation of PDF models. The turbulence is assumed to be statistically homogeneous
and isotropic, so that turbulence-chemistry interactions can be investigated without the
need for CFD. The PaSR tends to a Plug Flow Reactor (PFR) in the limit of slow mixing
and to a PSR in the limit of very fast mixing. The PDF equation for a PaSR is given
by
∂P˜Y¯ (y¯, t)
∂t
= −
ns∑
I=1
∂
∂yI
[
WI(y¯)P˜Y¯
]
+
1
τres
[
P˜Y¯ ,inlet(y¯)− P˜Y¯ (y¯, t)
]
−
ns∑
I=1,J=1
∂2NIJ P˜Y¯ (y¯, t)
∂yI∂yJ
(6.1)
The properties and mass fluxes of the inlet and outlet streams are assumed constant.
The sum of mass fluxes entering the reactor m˙ is set equal to the mass flux of the
exit stream, and thus the mass of fluids inside the reactor remains constant. Under
these conditions, the mean residence time is τres = mreactor/m˙. In Equation (6.1), the
first two terms on the right hand side represent the effects of chemical reaction and the
through-flow on the joint scalar PDF respectively, neither of which require modelling.
As previously discussed, the final term represents the effects of micromixing on the PDF
must be modelled. The PaSR is sometimes considered as a single grid cell embedded
into a large computation scheme [211]. PaSRs offer an ideal test bed for exploring the
influence of the unmixed nature on chemical kinetics, for evaluating the performances of
skeletal or reduced chemistry, and for examining current and emerging mixing models
such as MMC.
6.3 Theoretical Description of MMC-PaSR
The work presented in this chapter introduces a model which follows the methodology
of the original stochastic version of MMC [32]. In original MMC conditioning is nec-
essarily performed on all reference variables evolving according with a Markov vector
process. The model employed here follows the following equations which are recast from
Equations (4.28) and (4.29):
dξ∗ = udt+ bdω∗ξ , (6.2)
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where b = λu,
dY ∗I = (W
∗
I + S
∗
I )dt (6.3)
with the requirement that
〈S∗I | ξ∗ = ξ〉 = 0. (6.4)
The single MMC reference variable employed here is denoted by ξ, while mass fraction
of species is Y and time is t. In the equations above, “*” indicates that a quantity is
stochastic, u is effective drift velocity which can be estimated as a characteristic length
L divided by residence time, b is effective diffusion and ω∗ξ is a Wiener processes in the
reference space. The term λ is an additional parameter specific to this formulation of
the MMC-PaSR. The influence of λ is discussed in further detail later in this chapter.
Equation (6.2) models the evolution of the reference variable, which has the dimension
of length. Equation (6.3) governs transport in scalar space due to chemical reaction WI
and a mixing operation SI . Any set of reactions from a single step to full chemistry
can be implemented on the set of particles as part of WI . Mixing is also not restricted
to any specific model, although the Modified Curl’s [65] model is used here exclusively.
The MMC version of conventional models is described by equation (6.4) defining the
localness condition in the reference space, which is the crux of MMC.
The first and second terms on the right hand side of equation (6.2) are drift and diffusion,
respectively. In the current model, the reference variable serves as a proxy for a relative
particle position in the vicinity of the premixed reaction zone. Particle positions in the
reference space ξ are traced, and only the particles closest in ξ-space are permitted to
mix. MMC prevents mixing between particles which occupy mutually remote locations
in a combusting system. The mixing scheme is consistently applied to all scalars. This
conditioning ensures desirable properties such as localness, independence of the reference
(ξ∗) and the composition variables (Y ∗I ), and linearity. This use of the reference variable
has conceptual similarity with SPMM [95] although the implementation in this chapter
is different as no attempt is made into the investigation of spatial transport properties.
As the reference variable does not directly simulate physical position, spatial transport
is not modelled and the current formulation does not contain a linear relaxation term
in Equation (6.2).
It is clear that the model specified by Equations (6.2)-(6.4) falls into the category of
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original MMC, where is a single Markov reference variable on which conditioning is
performed. As MMC theory indicates, the conditional expectation QI = 〈Y ∗I |ξ〉 satisfies
the deterministic version of the MMC model,
∂QI
∂t
+ u
∂QI
∂ξ
−B∂
2QI
∂ξ2
= WI , (6.5)
where B = b2/2 is the diffusion coefficient in the reference space. Since stochastic
MMC is considered here, Y ∗I deviates from QI , but mixing operators with a very small
characteristic time, τS , can enforce proximity of Y
∗
I to QI . If required, the stochastic
version of MMC can approach the deterministic version as τS approaces zero. Equation
(6.5) is essentially CMC with progress-variable type conditioning [29] which in this case is
equivalent to the flamelet model (assuming consistent selection of the model coefficients).
The parameter, λ, which is first introduced alongside Equation (6.2) is responsible for
emulating the degree of turbulent stirring of fluid parcels. In the present formulation,
the coupled effect of changing b and u occurs only through λ. A larger λ would permit
a greater entrainment of the unburned mixture into the average position of the flame.
As mixing is always localised in ξ-space, small values of λ enforce more localised mixing
which is more strict in preventing the direct mixture of unburned and burned mixtures,
implying a higher level of compositional localness. For even smaller values of λ less than
a certain critical value λc, the diffusion is dominated by the drift and the flame is blown
off. The case of λ = λc therefore corresponds to maximal enforcement of compositional
localness or flamelet-like conditions such that a reaction zone can be sustained. The
normalised parameter Λ = λc/λ indicates a degree of flamelet-ness enforced on the PDF
model. It must be noted that flamelet-ness is not equated to blow-off. As Λ approaches
unity, the model bears increasing resemblance to laminar flamelets. If Λ is reduced,
stirring is increased and there is departure from the flamelet regime. The term, flamelet
localness, is thus nominated to describe Λ.
All MMC models considered previously have a parameter characterising localness or non-
localness [83, 92, 95, 102]. The definition of localness differs depending on the application
and specifics of the model. Here, the flamelet localness Λ has conceptual similarity with
previous MMC works but is specifically defined for this model. In an early stochastic
version of MMC [83], localness is linked to the ratio between minor and major dissipation
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timescales. This timescale ratio bears similarity to another ratio present in the MMC-
PaSR model τS/τres. In the context of modelling turbulent premixed combustion, it
appears that the degree of flamelet localness effected through Λ is of more importance
while τS/τres has a secondary effect.
If Λ is suffiently small, the MMC-PaSR effectively becomes a PaSR. In this case, a low
ratio of τS/τres enforces conditions which correspond to a PSR. If Λ ≈ 1, flamelet-like
conditions are maximally enforced while a low ratio of τS/τc, where τc is a characteristic
chemical time, negates fluctuations around flamelet-like solutions and enforces proximity
of Y ∗I to QI .
Figure 6.1 illustrates the effect of Λ for a temperature-based progress variable plotted
against the reference variable. The conditions shown are for τres of 0.01 s, inlet tem-
perature of 617 K, pressure of 10.4 atm and equivalence ratio of 0.5 based on a high
pressure lean premixed experimental case which is discussed further on in the chapter.
The figure demonstrates the departure of the model from the flamelet-type condition
towards a PaSR in the reaction zone followed by a plug flow zone where mixing becomes
position dependent. Specifically, it can be seen that for Λ ≈ 1, there is a high degree
of localisation and mixing between burned and unburned quantities can only occur in a
sequence of multiple mixing events through the reaction band. Localised mixing allows
the growth of the plug flow zone beyond this flamelet region. As relative stirring or
Λ is decreased, the reaction zone becomes less flamelet like and the stirred zone dom-
inates while the plug flow zone is delayed. Therefore, the MMC-PaSR can produce
results which span the PSR, PaSR and PFR limits and at the same time can reproduce
flamelet-like conditions.
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Figure 6.1: Temperature-based reaction progress variable (φ) versus the reference
variable (ξ) for decreasing Λ showing departure of MMC-PaSR from flamelet conditions
to PaSR conditions. The length of the plug flow zone beyond the reaction zone is
controlled by Λ and τres.
6.4 Combustor Experimental Data
Following the description of MMC-PaSR and its governing parameters, a series of exper-
iments performed by Leonard and Correa [7, 217] on NOx formation in lean premixed
high-pressure methane flames is selected to determine the ability of the model to simulate
flamelet-like conditions and accomodate deviations from this limit.
Chapter 6. MMC-PaSR for premixed flames 118
Figure 6.2: Sketch of the perforated plate burner used for studies on lean premixed
combustion.
The configuration of the selected combustor [7], shown in Figure 6.2 enables the sim-
ulation of the temperature, pressure, and temporal and chemical environments of an
industrial gas turbine combustion system while eliminating geometric complexities. The
combustor is comprised of an uncooled perforated plate 50 mm in diameter with a quartz
tube 100 mm in length serving as a liner. Experiments were conducted in a pressure
vessel operating between 1 and 10 atm. Fuel and air was mixed several hundred tube
diameters upstream to ensure perfect premixing. Typical residence times were estimated
to lie between 10 ms to 25 ms based on given mass flow rates. Inlet temperatures ranged
between 322 and 617 K and equivalence ratios ranged from 0.5 to 0.9. Realistically,
NOx formation is a relatively slow process which can physically continue beyond the
premixed reaction zone. The presence of a range of conditions implies that a model
which can handle different reaction timescales is necessary.
Corresponding simulations for NOx predictions were performed by Leonard and Cor-
rea [7] using a coupled PSR-PFR in conjunction with a 90-step chemical kinetic mech-
anism formulated for PSR simulations of methane flames by Glarborg et al. [218] and
are plotted as dotted lines in Figures 6.5 and 6.6.
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6.5 Implementation of MMC-PaSR
The MMC-PaSR model is implemented using a Monte-Carlo particle method. The PDF
is represented by np Pope particles which are initialised at specified conditions for a
given thermochemistry with any desired distribution in reference space. In principle,
it is possible to tune mixing based on one or more reference variables and control the
quantity and location of single or multiple injection points. Essentially the same model
(MMC-PaSR) can handle premixed, partially premixed or non-premixed injections. The
particle replacement scheme can be modified to suit a desired distribution or for weighted
removal from various zones.
For each time step ∆t, the increments of the particle properties are decomposed into
flowthrough, mixing and reaction. These substeps occur successively and the conditions
at the preceding substep set the conditions for the current substep. In this work, particle
scalars are initialised at equilibrium and have a random uniform distribution of ξ ⊂ [0, L],
where the characteristic length L = uτres.
At each time step, particle reference position is incremented according to Eq. (6.2).
Flowthrough, or the number of particles replaced at each timestep, is controlled through
τres such that the average number of particles replaced is ∆n = np∆t/τres. In the current
implementation, particles with the largest values in reference space are removed. Upon
removal, the reference variable and scalars are reset to zero and unburned conditions
respectively, simulating a single injection point at ξ = 0, in line with the configuration of
the selected combustor. As in this case, recirculation prior to the injection point is not
deemed to physically exist in the combustor, a reflective wall is applied at the injection
point to prevent the formation of an appendix produced by diffusion of particles into
negative reference space due the random walk term in Eq. (6.2).
Particles mix based on a conditioned Modified Curl mixing model [65]. In this MMC-
Curl model, the mixing extent α is assigned to a random value between zero and one.
Particles are ordered in ξ-space, paired and mixed according to

Y p(t+ ∆t) = (1− α)Y p + 12α(Y p + Y q)
Y q(t+ ∆t) = (1− α)Y q + 12α(Y p + Y q)
(6.6)
assuming that particles p and q are a mixing couple.
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The characteristic time of the mixing operator which can also be called minor dissipation
time or micro-mixing time is specified through selection of α by
τS =
4∆t
2〈α〉 − 〈α〉2 (6.7)
To avoid common situations where adjustments in kinetics coefficients compensate for
and hide modelling deficiencies, a comprehensive standard mechanism is used. Chemical
source terms are evaluated from the GRI3.0 kinetics scheme [219] containing 53 species
and 325 reaction steps including NOx and time integration is performed by the stiff
ODE solver CVODE [220]. All species and reaction steps are simulated in this work.
6.6 Results and Discussion
MMC-PaSR simulations are performed for methane flames at i) a pressure of 10.4 atm
and for inlet temperatures of 617 K, 533 K and 311 K and ii) a temperature of 322 K
and for pressures of 10.3 atm and 6 atm. Convergent and stable simulations are achieved
using 512 fully reacting particles for twice the duration of the residence time which varies
depending on the case. The influence of lambda is stronger than mixing time, provided
it is selected from a physically correct range. Here, mixing time is selected to be greater
than the reaction time but less than residence time and is fixed as 1×10−5 s by mixing
90% of particles to an average extent of 0.2. Following the reporting procedure for
conventional gas turbine combustors, which is also used in [7], the NOx values shown
in all figures have been corrected to a dry 15% reference oxygen level unless otherwise
specified.
For the accurate and transparent presentation of results, the outcomes are described and
discussed in terms of both λ and the flamelet localness Λ, which is λc/λ, since there is a
greater uncertainty in determining the exact value of λc. As it is difficult to predict the
exact value of λc in simulations due to the inherent stochasticity of the MMC-PaSR, an
estimate of Λ is presented where relevant. While Λ has a conceptual significance and
determines the degree of flameletness, λ indicates the balance of drift between turbulent
stirring and is expected to be more influenced by fluid mechanics rather than by the
chemistry of the situation. In this section, the influence of λ on NOx formation and
deviation of the MMC-PaSR from flamelet-like conditions into PaSR and PFR-type
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situations is first explored. Following on from this, the ability of the MMC-PaSR to
match the average NOx recorded at the combustor exit is demonstrated.
To distinguish whether improvements in results are due to kinetics or the new MMC-
PaSR model, a PSR-PFR similar to that of Leonard and Correa [7] with GRI3.0 chem-
istry is implemented. The PSR-PFR results with GRI3.0 is very similar to the simula-
tion results reported by Leonard and Correa [7], demonstrating that the use of detailed
chemistry by itself does not necessarily lead to better predictions.
Figure 6.3 shows the predicted MMC-PaSR results alongside experimental data of NOx
for the 10.4 atm, 617 K case, and illustrates the impact of modifying λ. All predictions
shown here are for fully combusting, statistically stationary cases and species concen-
trations are sampled at the combustor exit (where ξ > 0.85L). The MMC-PaSR curves
converge towards the critical, flamelet-like limit (where Λ=1) as the value of λ is de-
creased to a value ranging between 0.015 to 0.02 s−1/2 for this case. The curves for λc
are close to that of λ = 0.025 s−1/2 and are not included in Figure 6.3 for visual clarity.
A further reduction below λ of 0.015 s−1/2 results in flame blowoff for all equivalence ra-
tios. Similar trends of convergence for NOx predictions with increasing localisation are
observed for the lower inlet temperatures. The presence of several experimental points
beyond λ = 0.05 show that an increase of λ permits stable combustion but excessive
stirring alters NOx production. The value of λ in this case must be kept relatively
close to λc to preserve flameletness. For a large λ mixing between unburned and burned
scalars is more likely and a more distributed reaction zone and a decrease in NOx are
observed. Therefore, large λ causes the model to move away from the flamelet limit
towards a PaSR.
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Figure 6.3: Dry, corrected NOx as a function of equivalence ratio for P = 10.4 atm,
τres = 10 ms and T = 617 K. Experimental data (circles) and MMC-PaSR results (solid
lines) are shown for λ ranging from 0.025 to 0.125.
In Figure 6.4, the development of NOx through the length of the combustor (i.e. along
the reference variable) is shown for five values of λ ranging between 0.025 and 0.125 s−1/2
or Λ ranging between 0.6 and 0.12. This corresponds to the case with an equivalence
ratio of 0.7 shown in Figure 6.3. Under these conditions, the critical lambda λc is
approximately 0.015. In this series of Figures 6.4, a stirred zone and a plug flow zone
are distinguished. For λ = 0.025 s−1/2 which is the closest stable point still greater than
λc, a very small stirred region is observed from ξ = 0. As λ increases, this stirred zone
broadens. It appears that a larger λ permits more entrainment of the unburned mixture
into the average position of the flame, allowing higher fluctuations and resulting in an
increasingly PaSR-like situation near the inlet. The increased stirring effected through a
higher λ produces a higher average NOx in the stirred zone. The development of NOx
in the initial well stirred zone is followed by an almost linear increase in the pollutant
which approximates its evolution according to a PFR. In addition to initialising NOx
concentrations at the interface between the PaSR and PFR zones, λ affects the position
of the interface and the rate of NOx accumulation in the PFR. It is clear that both PaSR
and PFR zones contribute to the formation of NOx throughout the domain influencing
emissions at the exit.
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Figure 6.4: NOx mole fraction (XNOX) versus reference variable (ξ) for increasing λ
from 0.025 up to 0.125 showing departure of MMC-PaSR from flamelet-like conditions
for P = 10.4 atm, τres = 10 ms, T = 617 K and equivalence ratio of 0.7. The PDF
(black dots) and conditional mean (white line) are shown.
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Figure 6.5: Dry, corrected NOx as a function of equivalence ratio for P = 10.4 atm,
τres = 10 ms for inlet temperatures of 311 K (squares), 533 K (diamonds) and 617 K
(circles). MMC-PaSR results (solid lines) are based on a single value of λ = 0.05 s−1/2.
Simulation results from the PSR-PFR network (dotted line) are shown [7].
Figure 6.5 shows NOx as a function of equivalence ratio and the inlet temperatures
of 617 K, 533 K and 311 K at a pressure of 10.4 atm. Although residence times for
all three cases are approximated to be 10 ms based on the flow rates provided in [7],
there was a 13% difference between the highest and lowest flow rates (corresponding
to 617 K and 311 K respectively). Sensitivity tests show that ±10% variation of τres in
the MMC-PaSR allows most of the experimental data points to fall within the limits
of uncertainty caused by varying flow rates. The residence time estimate of 10 ms
is therefore valid. For all three inlet temperatures MMC-PaSR simulations with a λ
= 0.05 s−1/2 with a corresponding Λ of approximately 0.3 yield the best match when
compared with experimental NOx emissions, and show improvement compared to the
previous PSR-PFR network [7]. This consistency in results supports the notion that λ
is a fluid dynamics parameter which controls the balance between diffusion and drift.
Similarly to Figure 6.5, Figure 6.6 shows NOx predictions for pressures of 10.3 atm and
6 atm at an inlet temperature of 322 K. The residence times for the 10.3 atm and 6 atm
cases are calculated to be approximately 10 ms and 15 ms respectively based on the flow
rates. For the 10.3 atm case, the optimal λ was 0.125 s−1/2 with a Λ of approximately
0.2. The λ and Λ for the 6 atm case were approximately 0.4 s−1/2 and 0.0625. For both
cases here and in the previous cases with varying temperature, λc was in the range of
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Figure 6.6: Dry, corrected NOx as a function of equivalence ratio for T = 322 K, for
pressures of 10.3 atm (circles) and 6 atm (diamonds). MMC-PaSR results (solid lines)
are based on λ of 0.125 and 0.4 s−1/2 for the 10.3 atm and 6 atm cases respectively.
Simulation results from the PSR-PFR network (dotted line) are shown [7]
0.015 to 0.025 s−1/2. Results from the MMC-PaSR show a marked improvement over
the PSR-PFR network in these cases.
MMC localisation in an implied position reference space is found to be essential for the
correct reproduction of the trends of this particular experiment. While a corresponding
time-like reference variable could have been used by dividing the current position-like
reference variable by a constant, this would not have functionally affected the results.
The principles drawn from this formulation of the MMC-PaSR can allow the prediction
of trends in pollutant emissions - NOx, CO and CO2 - from gas combustors with one
or more injection points using full chemical kinetics and simplified fluid mechanics. In
terms of the more immediate aims of this thesis, results indicate that simulations of
premixed flows will benefit from the enforcing flamelet-like conditions by conditioning
mixing on a similar position-like reference variable.
6.7 Summary
A stochastic PDF approach to simulate premixed flames is applied in the context of a
PaSR, and the ability of the MMC model to localise mixing and enforce flamelet-like
conditions on conditional expectations as necessary is demonstrated. The principle step
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of this approach is the incorporation of flamelet conditions into the PDF framework
without violating the principles of linearity and independence of the mixing model.
The MMC-PaSR differs from the conventional PaSR through the introduction of a refer-
ence variable ξ which is influenced by the flamelet localness parameter Λ. The reference
variable emulates physical position of a Lagrangian particle with respect to the flame.
The selection of Λ that is close to unity (i.e. λ ≈ λc and λ ≥ λc) allows the MMC-PaSR
to mimic flamelet-like conditions but compared to the LFM, the MMC-PaSR permits
the necessary degree of fluctuations in scalars. Various values of λ are tested for a lean
high-pressure methane-air flame for three inlet temperatures and two pressures. NOx
is well predicted for all cases using the standard GRI3.0 mechanism. Optimal results
are obtained by allowing the MMC-PaSR to emulate a substantial degree flamelet-ness
while permitting a noticeable level of fluctuations.
While the flamelet-based and PDF categories of combustion models were conventionally
viewed as incompatible, the results here demonstrate that the application of MMC to
a premixed case with an appropriately selected reference variable allows the merging
of these distinct categories. MMC is capable of accommodating distributed regimes,
flamesheet regimes and any intermediate regimes. While MMC offers flexible flamelet-
like control as part of PDF modelling, the pertaining problem in the simulation of pre-
mixed combustion is a general lack of understanding of behaviour of turbulent premixed
flames. This may inevitably limit the extent and performance of turbulent premixed
combustion models. The question of finding a more efficient general framework for mod-
elling premixed flames which is not restricted to a specific configuration and beyond the
context of a PaSR is addressed in the following chapter.
Chapter 7
A general framework for the
selection of reference variables for
turbulent premixed flames
7.1 Overview
It is generally observed that mixing models which explicitly enforce localness in com-
position space are better suited to handling flamelet regimes. In the previous chapter,
the behaviour of mixing particles directly across a flame front was addressed by an il-
lustration of localised mixing approaching flamelet-like conditions. MMC is shown to
localise mixing near to and within the flame structure by conditioning of mixing, while
the selection of different values for an MMC localness parameter permits the simulation
of the spectrum of premixed flame regimes. This chapter introduces a general MMC
framework for premixed combustion focussing on possible selections of the MMC ref-
erence variables. Unlike the previous chapter which deals with specific geometry of a
stirred reactor and a specific choice of the MMC reference variable, more general issues
are addressed in this chapter. The advantages and disadvantages of different versions of
the MMC models with different reference variables are evaluated and basic simulations
are presented to demonstrate these features.
Several issues pertaining to turbulent premixed flames must first be considered. A pre-
mixed flame front propagates into fresh gas and competes with the mean inflow velocity,
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to stabilise at the location where the turbulent propagation speed is matched is matched
by the mean downstream velocity. Predicting the propagation speed and stabilisation
of premixed flames is an important issue in combustion science. At increasingly high
Reynolds and Damko¨hler numbers, the local structure of a turbulent flame approaches
that of a laminar flame undergoing stretch and strain. In flamesheet combustion, local
spatial gradients are predominant in a direction normal to the flame surface, corre-
sponding to a boundary-layer-type approximation. In this regime, which encompasses
corrugated and wrinkled flamelets, the Karlovitz number is less than unity (Ka < 1) and
the flame thickness becomes smaller than the Kolmogorov scale. Chemical time scales
in this regime are smaller than the time scales of turbulent mixing (Da  1). With
respect to premixed flames specifically, the flamelet model represents a rigorous limit
for cases when the Karlovitz number approaches zero, where the influence of curvature
and variation of strain rate are not considered and adiabaticity is assumed.
7.2 Turbulent propagation speed of premixed flames
In an early description of turbulent combustion, Damko¨hler [221] introduces wrinkling
as the main mechanism governing turbulent flames. As turbulence intensifies, a once
laminar flame becomes increasingly wrinkled and the rate of fuel consumption increases
such that it propagates at a higher speed. This turbulent flame speed, ut, is defined as the
velocity required to at the inlet of a control volume to maintain flame stationarity in the
mean inside the volume. As it is a measure of flame surface density, ut can be correlated
to the volumetric heat release rate in a turbulent reacting flow. Propagation speed is a
key parameter of premixed flames as evidenced by the wide body of analytical [222–229],
experimental [230–236], computational [237, 238] and review literature [43, 239–241],
but significant uncertainty remains. Despite a large volume of useful results, there do
not exist reliable approximations for turbulent propagation speeds and basic scalings of
parameters of premixed flames through the inertial interval. This may limit the extent
and performance of turbulent premixed combustion models.
Numerous correlations [228, 242, 243] between the velocity fluctuations of fresh gases,
vt, and turbulent flame speed indicate the same trend; that ut increases approximately
linearly with increasing rms prior to plateauing as turbulence intensifies (and before
quenching occurs). The linear increase can be explained by a simple phenomenological
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model [221], where propagation speed scales due to a flame wrinkling factor. Indeed,
any model predicting that the wrinkling factor increases with increasing Re yields a
physically reasonable result. However, the prediction turbulent propagation speed as
the quenching limits are approached is difficult. Many semi-phenomenological models
exist for ut and they are reviewed by Kuo [35], but there is considerable scatter in both
experimental and theoretical results. In practice, ut may be influenced by experimental
boundary conditions, initial conditions or turbulence spectrum [25].
The flame also modifies the turbulent flow field for several reasons: i) the temperature
change across the flame front results in different viscosities and therefore changes in
local Reynolds numbers; and ii) flow accelerates due to the change in density. Flame-
generated turbulence is caused by changes to the vorticity field induced by velocity and
density variation but the level of this turbulence may be is dependent on the turbulence
intensity.
The MMC model considered here requires the specification of a turbulent propagation
velocity; it must be emphasised that any appropriate model or estimation for the prop-
agation speed can be deployed in place of the model specified here.
In the absence of rigorous formulae representing turbulent propagation speed ut, a set
of relatively simple estimates that result in the so-called 4/7 power law [244], which pro-
duces a good match for the well-known parametrisation of premixed propagation speeds
by Bradley et al. [245], referred to here as the BLL data, are deployed. The BLL data
are compiled from over 1500 experimental points (all known premixed measurements
at the time) and it is the most comprehensive systematisation of this data available.
The data represent propagation speed measurements using the Karlovitz, Reynolds and
Lewis numbers.
The 4/7 power law, which is valid for the flamesheet regime where Ka < 1 is based
on the cascade hypothesis [189, 223, 244] is are otherwise unrelated to theoretical basis
of MMC, which can work with any other approximation for ut. The 4/7 law is based
on two major assumptions: i) the scaling of premixed flame through inertial interval is
consistent with Kolmogorov scaling; and ii) this scaling needs to be modified to account
for flame-generated turbulence.
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According to conventional parametrisations [245], the turbulent propagation speed ut
is depends on the laminar flame speed, u0, the turbulent integral length scale, `t, the
turbulent integral scale for velocity fluctuations, vt, and the turbulent Reynolds number,
Re = vt`t/ν. This consideration is simplified assuming a unit Lewis number Le = 1).
The laminar flame thickness is estimated by `f = ν/u0. In the vein of many theories, it
is assumed that the velocity fluctuations and the turbulent propagation speed have the
same scaling within the inertial interval, resulting in
ut
vt
≈ u0
vk
, (7.1)
where vk is the Kolmogorov velocity scale, which is estimated as vk ≈ (νε)1/4 ≈
ν(v3t /`t)
1/4 with the rate of dissipation given by ε ≈ v3t /`t. Equation (7.1), however, is
inaccurate and needs to be modified to account for the flame-generated turbulence.
At the largest scales, the flame propagates due to intrinsic turbulence of the flow field.
However, the flame produces additional fluctuations that cascade from the largest to
smallest scales and alter the Kolmogorov scales. Towards the smallest scales, the flame
propagates due to both the intrinsic turbulence and the turbulence generated by flame
at the largest scales. Assuming that the integral length scale, `t, and viscosity, ν, remain
unchanged, and that the generated turbulent fluctuations, v′t, are proportional to the
turbulent flame speed (v′t ∼ ut), it is noted that vk ∼ v3/4t (so that v′k ∼ v′3/4t ) and
obtain
v′k
vk
≈
(
v′t
vt
)3/4
≈
(
ut
vt
)3/4
, (7.2)
where v′k is new value of the Kolmogorov velocity scale that takes into account flame-
generated turbulence, v′t. Since flame propagates in intrinsic turbulence at large scales
and in cascaded flame-generated turbulence at small scales, Equation (7.1) needs to be
modified ut/vt ≈ u0/v′k to account for change in the Kolmogorov velocity scale. Then
the substitution of Equation (7.2) into this relation yields
ut
vt
≈ u0
v
′
k
≈ u0
vk
vk
v
′
k
≈ u0
uk
(
ut
vt
)−3/4
. (7.3)
Solving this equation for propagation speed ut results in the formula
ut
vt
∼
(
u0
uk
)4/7
, (7.4)
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which is called the 4/7 power law. Using the Karlovitz number as defined by Bradley et
al. [245] as
Ka = 0.157(vt/u0)
2Re
−1/2
t (7.5)
and introducing a factor of 1.3, the 4/7 power law can be rewritten as
ut ≈ 1.3vt
(
0.508
Ka1/2
)4/7
. (7.6)
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Figure 7.1: Comparison of the 4/7 power law (dashed line) with the the Bradley-
Lau-Lawes experimental data (grey lines) with the flamesheet regime occurring to the
left of the vertical line where Ka < 1.
This law is in good agreement with parametrisation of experimental data [245] as shown
in Figure 7.1. It should be noted that this approximation becomes inaccurate for more
distributed flames with Ka > 1. Due to its simplicity and reasonable match of experi-
mental speeds, Equation (7.6) is used for approximation of the flame turbulent propa-
gation speeds. Assuming that ut ∼ (Deff/τc)1/2,
ut
vt
∼
(
Deff
τcv2t
)1/2
∼
(
Deff
Dt
τt
τk
τk
τc
)1/2
∼
(
Deff
Dt
)1/2 Re1/4
Ka1/2
, (7.7)
where τt = `t/vt is the time macro-scale and Dt ∼ `tvt is the turbulent diffusion co-
efficient. Comparison of this equation with (7.1), which uses Kolmogorov scaling but
does not account for flame-generated turbulence, results in Deff ∼ DtRe−1/2. A more
Chapter 7. An MMC framework for premixed flames 132
accurate estimate of Deff is obtained by matching Equations (7.6) and (7.7):
Deff
Dt
∼ Ka
3/14
Re1/2
. (7.8)
In any case, the effective diffusion coefficient Deff is significantly smaller than the tur-
bulent diffusion coefficient Dt.
7.3 MMC concepts for modelling premixed combustion
The MMC equations relevant to the general simulation of premixed flames are presented
below. Unity Lewis and Schmidt numbers are assumed here as well as constant density
here, although MMC can of course be formulated for non-unity cases as shown by Di-
alameh et al. for the differential diffusion of passive scalars [246] and for non-constant
density by Ge et al. [102]. Compared to the MMC-PaSR Equations (6.2)-(6.4), the
current set of equations explicitly model the velocity and position of particles. The
equations representing a generic MMC model for velocity-scalar modelling are
dv∗ =
V∗ − v∗
τt
dt+ (2B)1/2dω∗u, (7.9)
dx∗ = v∗dt, (7.10)
dξ∗i = ai(ξ
∗)dt+ bi(ξ∗)dω∗ξ , (7.11)
dY ∗I = (WI(Y
∗) + S[Y ∗I ])dt (7.12)
and
〈SI [Y ∗I ] |x, ξ1, ..., ξk〉 = 0. (7.13)
Once again, the asterisk indicates that a quantity is stochastic while independent Wiener
processes are denoted by ω∗. Equations (7.9)-(7.12) for v, x, ξ and Y model the veloc-
ity, position, reference variable and reactive scalar of a particle respectively. In equa-
tion (7.9), τt corresponds to the the time macroscale and B controls the velocity rms
and is related to the turbulent dissipation as B ∼ 〈ε〉 [89]. Mean velocity is denoted by
V. The equation for the reference variable (7.11) contains drift coefficients ai and dif-
fusion coefficients Di = b
2
i /2. Equation (7.12) specifies the evolution of chemical species
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YI , I = 1, 2, ..., ns due to chemical reactions WI and a mixing operation S. As before,
mixing is not restricted to specific models, although the modified Curl’s [65] model is
chosen here. The reference variables affect reactive scalars only through the localisation
of mixing as specified by Equation (7.13). Readers are once again reminded that in gen-
eralised MMC [91], the set ξ1, ..., ξk may represent an arbitrary subset of all reference
variables. In original MMC, conditioning must be performed on all reference variables.
For premixed combustion occuring in the flamelet regime, a conventional simulation of
mixing does not distinguish the fresh reactants from the burned products, allowing direct
mixing of the fluid parcels from these regions. MMC must prevent this direct mixing
between burned and unburned fluids. Physically, mixing between burned and unburned
fluids occurs in a multistage process that gradually increases temperature of the mixture
to the point of igniting chemical reactions. Hence, the reference variable chosen here
should: i) distinguish a burned and unburned fluid parcel; and ii) resolve the internal
structure of the flame. Localisation of mixing with respect to this variable prevents the
direct and unphysical mixing between reactants and products and reproduces mixing
and diffusion that occurs within the flamelet.
While the physical basis of MMC treatment of premixed combustion is seemingly trans-
parent to the point of self-evidence, selection of suitable reference variables is far from
simple. Generally, reference variables are used for conditioning and only the topological
structure of these variables matters. This means, for example, that conditioning on
reference variable ξ and conditioning on ξ′ = f(ξ) where f is a strictly monotonic func-
tion, are conceptually equivalent. In practical simulations, the choice of the reference
variables is important as an inappropriate selection may result in unstable, inaccurate
or inefficient simulations. The rationale for the selection of reference variables, begin-
ning with a level-set type variable, followed by a shadow position reference variable for
premixed flames is discussed in the following section.
7.4 Numerical details
The model is implemented in a Monte-Carlo scheme where the PDF is represented by
10000 particles which are uniformly distributed in the physical space and initialised
similarly in the reference space. At each time step, particle properties are altered due
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to reaction, mixing and throughflow. Unity Lewis and Schmidt numbers are assumed,
along with constant density. For all the cases presented, length scales are normalised
by the macro lengthscale, `t, and timescales are normalised by the macro timescale, τt.
With this normalisation, `t = 1, the velocity time scale vt = 1 and τt = `t/vt of 1. It
is noted that the parameters described here are the same for all presented cases. Fluid
viscosity is ν = D = 0.001, giving a turbulent Reynolds number of Ret = `tvt/ν = 1000.
Reactive scalars and the progress variable φ evolve by a one-step irreversible reaction,
dφ
dt
= Ae(φ−1)Z(1− φ). (7.14)
in which the Arrhenius coefficient and the Zeldovich parameter are set to 4000 and 20
respectively. The chemical time scale is estimated via asymptotic analysis of the reaction
rate such that
τc =
1
A
[
1
Z2
+
− 1
2
Z−1
Z2
exp(−12Z)
] . (7.15)
With the aforementioned parameters, the characteristic chemical time scale τc is 0.1 s.
The Damko¨hler number Da = τt/τc is therefore 10. The laminar flame speed is estimated
by u0 ≈ (2D0/τc)1/2 where D0 is the molecular diffusivity in physical space. With
D0 = 0.001, u0 is estimated in accordance with Zeldovich asymptotics to be 0.14 and
the Karlovitz number Ka is found from Equation. (7.5) to be 0.25. The turbulent
propagation speed is evaluated according to Equation (7.6) and is used to evaluate Deff.
The progress variable also changes due to micromixing which is associated with a pre-
scribed mixing time scale τm which controls MMC localisation. In this work, particles
are mixed by a Modified Curl’s mixing model [65] to a random extent α between zero
and one. Particles are ordered in the reference space using a k-d tree algorithm, paired
and mixed according to
φp(t+ dt) = (1− α)φp + 1
2
α(φp + φq)
φq(t+ dt) = (1− α)φq + 1
2
α(φp + φq).
(7.16)
The particle pairing itself is not random, but controlled and localised based on assigned
weightings to the reference variables. Particles are paired using a k-d tree algorithm
and mixed. While the k-d tree is computationally efficient, premixed flamelets are
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especially sensitive to the occasional pairing of distant particles. A priori investigations
of mixing distances are performed and it is found that mixing the closest 80% of particles
satisfactorily reduces the incidence of remote particles mixing. The weightings for mixing
are selected according to expected gradients in ξ-x-spaces.
7.5 A demonstration of level set-like reference variables
The physical rationale of the previous chapter indicates that selecting a distance from
the flame (i.e. closest distance to the reaction zone) seems to be a natural choice for
the reference variable in premixed combustion, producing the most transparent physical
interpretation for MMC conditioning. This type of reference variable has also been
demonstrated to be effective when used in conditional models simulating reacting flows
in porous media (the porous distance-based CMC model (PDCMC) [247]). The distance
from the flame is conventionally referred to as the level set variable [28]. This variable
ξ has a unit gradient |∇ξ| = 1 at regular points, although the field ξ(x, t) has many
singularities where gradients are undefined. The level set approach has been deployed
in various premixed combustion models [248] as well as for effective asymptotic analysis
of premixed flames disturbed by fluid flow [190].
Let ξ  ξf in the unburned fluid and ξ  ξf in the burned fluid as shown in Figure 7.2,
where the subscript f represents the flame location. As the flow characteristics strongly
depend on ξ than on the physical location x, ξ is interpreted as an independent variable
and average over x in the following consideration. In the ξ-space, the drift velocity u(ξ)
reduces from the turbulent propagation speed u = ut as ξ → −∞ to the laminar flame
propagation velocity u = u0 as ξ → ξf . The overall mass flux must remain constant
u(ξ)Pξρξ = const where ρξ = 〈ρ|ξ〉 and Pξ is the PDF of the scalar ξ which is pro-
portional Pξ ∼ Aξ to the area Aξ of the surfaces ξ = const (per volume) due to the
Bilger relation of Aξ ∼ |∇ξ|Pξ with the unit gradient |∇ξ| = 1 in Reference [249]. At
this point, it is recalled that in stochastic simulations, the particle-assigned values of ξ∗
evolve according to a general Markov model that is specified by the Ito equation
dξ∗ = u(ξ∗ − ξf )dt+
(
2D(ξ∗ − ξf )
)1/2
dωξ
∗, (7.17)
Chapter 7. An MMC framework for premixed flames 136
Figure 7.2: Schematic of the level-set reference variable for a turbulent premixed
flame; a) the reduction of drift velocity from the turbulent propagation speed ut to the
laminar flame speed u0 in ξ-space as the flame front ξ = ξf is approached and b) the
increase in the area Aξ of the ξ isosurfaces.
where the coefficients u(ξ) and D(ξ) represent the propagation speed and the diffusion
coefficient in the ξ-space. In this equation, physical locations x is not considered, as this
would require an additional relaxation term in Equation (7.17) that localizes the surface
ξ = ξf in physical space (as is done in the shadow position mixing model (SPMM) [95],
which is discussed in the next section.
The parameters, u(ξ) and D(ξ) are determined by the scaling of the flame characteristics
through the inertial interval. This scaling is linked to the cascade interpretation for
premixed flame propagation [244]. The flame position is filtered with a characteristic
scale d and, for each d, the it propagates with a given speed u(d) due to effective
diffusion D(d) and the reaction rates. If d → 0, the flame characteristics are those of
a laminar flame and u(0) = u0. If d → ∞, then u(d) = ut, the turbulent propagation
speed of the flame. The surface ξ = ξ1, which is located at the distance d = |ξf − ξ1|
from the flame, effectively represents the position of the flame which is not only shifted
by d but also averaged over all variations of locations smaller than d (i.e. a d-scale
filtering; both the surfaces of ξ = ξf and ξ = ξ
1 have the same large-scale structure
at scales greater than d). The scaling of the characteristics of the flame through this
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inertial interval remain essentially unknown — only the limiting values of u = u0 and
u = ut have been extensively investigated. While the previous section follows the cascade
hypothesis [244] and presents a possible scaling, there is a large degree of uncertainty
and lack of experimental data for behaviour of turbulent premixed flames at different
scales.
Equation (7.17) however, is not practical for a number of reasons. Firstly, it is the
consistency of the parameters and not the scaling of the reference variable that is of pri-
mary importance. Secondly, scaling of the area Aξ through the inertial interval remains
essentially unknown; only the limiting values u = u0 and u = ut are known but not u
as a function of ξ. Thirdly, only parameters in the vicinity of the flame (where ξ ≈ ξf )
affect the flame and, thus, are of interest for us. Hence, for the purposes here, constant
scaling of the variable ξ is deployed (i.e. constant u and D in the unburned region),
with two possible choices for the
inner scaling: u = u0, D = D0, ξ = ξn ∼ n (7.18)
and
outer scaling: u = ut, D = Deff, ξ = ξx ∼ x. (7.19)
The inner scaling Equation ((7.18)) interprets the reference variable ξ as representing the
local distance n normal to the flame. In this case the propagation velocity corresponds
to the laminar propagation speed u0 and the diffusion coefficient in the ξ-space is the
laminar diffusion coefficient D0. In the outer scaling Equation (7.19), the reference
variable ξ is scaled in the same way as the global physical coordinate x and in this case
the propagation speed in the reference space u = ut represents the turbulent propagation
velocity. It should be stressed that for outer scaling, the diffusion coefficient does not
represent turbulent diffusivity Dt but an effective diffusivity specified by the equation
Deff = D0λ
2, λ ≡ ut
u0
, (7.20)
which is obtained by rescaling the reference variable ξx = λξn.
The two scaling equations represent alternative interpretations but not alternative mod-
els — these models are equivalent and can be obtained from each other by replacing
the reference variable ξx = λξn. When interpreting the flame structure in the vicinity
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Figure 7.3: Simulation of a one-dimensional planar flame with 10000 particles and
one-step chemistry: a) particle distributions in reference space versus physical space, b)
particle progress variable in physical space and c) particle progress variable in reference
space with the solid black line representing the flamelet solution (ξ-scale is magnified);
blue markers are unburned (φ <0.05), red markers are burning (0.05< φ <0.95) and
green markers are burned (φ >0.95).
of the flame, the inner scaling must always be used irrespective of the actual scaling
used in simulations. This is illustrated by a stochastic simulation of the one-dimensional
propagation of a planar flame in Figure 7.3 with a one-step reaction. Figure 7.3a shows
the topological similarity between the reference and physical variables and the flamelet
location which is represented by black particles. The normalised temperature or progress
variable φ = (Y − Yu)/(Yb − Yu) of particles is plotted in physical space in Figure 7.3b,
where substantial scattering is observed. The subscripts u and b are for unburned and
burned particles respectively. In Figure 7.3c, φ is plotted against ξ which is scaled as
the local normal to the flame, revealing the flamelet structure located near ξn = 0. The
scattering around the flamelet solution, which emulates the disturbance of the flame by
turbulent fluid flow, is controlled by an MMC localness parameter. The flame is thin
in the reference space, where scattering in physical space is controlled by the relaxation
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time τξ. In these simulations the incoming velocity is selected to keep the flame steady
near x = 0. The complexity of the situation increases when the physical position of
the flame needs to be determined as part of the solution and in multiple dimensions.
Although the level set variable is an intuitive choice for a reference variable, it is imprac-
tical due to the ambiguity of flame scaling in the inertial interval. A different approach
to address the complexities of determining the flame position in multiple dimensions is
considered next.
7.6 Shadow position-like reference variables
The outer scaling with 〈ξ∗|x〉 = x, is most convenient for specifying the position of the
flame. Indeed, in this case the location of the flame in the reference space is interpreted
as the average position of the flame in the physical space. If the problem is multidimen-
sional, several reference variables 〈ξ∗i |x〉 = xi, with i = 1, 2, 3 must be prescribed. The
system governing the evolution of the reference variables become
dξ∗ = u∗dt+
x∗ − ξ∗
τξ
dt+ (2Deff)
1/2dω∗ξ , (7.21)
which corresponds exactly to SPMM [95], which is a relatively new model suggested by
Pope and consistent with the principles of the MMC framework. The only difference is
that Deff is unrelated to the turbulent diffusivity Dt but is an effective diffusivity, which
is selected to match the required turbulent propagation speed ut which can be estimated
as (2Deff/τc)
1/2, where τc is the chemical timescale. The drift velocity corresponds to the
Lagrangian average physical velocity u∗= V(x∗, t) and V = 〈v|x〉. If the flame position
is fixed, one reference variable, which is selected such that ξ = ξf corresponds to the
flame location, is generally sufficient. However, the position and dynamics of the flame
are unknown in many practical applications.
The shadow position model with an appropriately selected Deff permits the determi-
nation of the position of the flame as part of the simulations. Equations (7.17) and
(7.21) are similar but differ in two important respects. Firstly, model (7.21) is three-
dimensional and spatially isotropic, allowing for arbitrary orientation of the flame, while
it is attached to the surface ξ = ξf in (7.17). Secondly, proper selection of Deff allows
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Equation (7.21) to match the inner and outer flame characteristics, while Equation (7.17)
endeavours to reproduce the whole scaling through the inertial interval.
Figure 7.4 illustrates the propagation of a turbulent premixed flame in a two-dimensional
channel for two cases. Figures 7.4a and 7.4b are particle distributions, in physical and
reference spaces respectively, for a case with MMC localisation. Similarly, Figures 7.4c
and 7.4d are particle distributions, in physical and reference spaces respectively, for a
case with more conventional mixing without MMC localisation. In this case, particles
are mixed with their closest neighbour. For both cases, the flame is anchored at the
top left corner by maintaining a perpetually burning particle there, while the slope of
the flame is determined by the horizontal mean velocity and its turbulent propagation
speed. A reflective boundary is imposed at the top and bottom of the channel. The
vertical mean velocity in this case is zero.
In Figures 7.4a and 7.4b, the flame is more localised in the space of the reference (shadow
position) variables and is more dispersed in the physical space, as expected. It must be
noted that the k-d-tree algorithm, which has been reliably used for localisation of mixing
in non-premixed combustion [102], is fast but occasionally produces odd mixing couples
that can affect premixed simulations. Premixed simulations appear more sensitive to
localisation than non-premixed cases. Distance checks and post-selection of mixing cou-
ples are recommended when the k-d-tree is used in simulations of premixed combustion.
The k-d-tree localisation is weighted by the characteristic values of the gradients, which
places an emphasis on localisation in the reference space. The selection of an effective
diffusion coefficient may also resemble the conventional modelling strategy of thickening
the flame by artificially boosting molecular diffusion. It needs to be noted that the
flexibility of different scalings is applied in MMC only to the reference variables while all
physical variables and parameters are not altered. The choice of the shadow positions
for reference variables is effective for determining the position of the flame but requires
localisation of mixing in the six-dimensional space (x, ξ) and, thus, is computationally
demanding. The possibility of reduction of the computational cost is considered in the
next section.
A similar case is run and shown in Figures 7.4c and 7.4d of a Modified Curl’s mixing
model with particles paired with their nearest neighbour in physical space. As previously
discussed, Figure 7.4a shows the preservation of the thin flame front. When compared
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Figure 7.4: Simulation of a two-dimensional flame in a channel with one-step chem-
istry and 10000 particles: a) particle distributions in the reference space and b) particle
distributions in physical space with two levels of MMC localisation and c) particle dis-
tributions in the reference space and d) particle distributions in physical space with
conventional mixing; blue markers are unburned (φ <0.05), red markers are burning
(0.05< φ <0.95) and green markers are burned (φ >0.95).
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to Figures 7.4c and 7.4d, where localisation is enforced purely in the physical space, it is
clear that the flame front is not thin, but is more distributed for the same particle number
density. A thin flame front is unable to be maintained without MMC localisation.
7.7 A second level of conditioning
The main purpose of using MMC in simulations of thin premixed flames is the prevention
of uncontrolled mixing across the flame. The characteristic scales along a flame are
typically much larger than the flame thickness. Hence, mixing along the flame can, in
principle, occur between more distant particles without adversely affecting the quality
of the simulations. If the position and direction of the flame is unknown a priori,
three shadow position coordinates ξ1, ξ2 and ξ3 can be used to account for any possible
position and direction of the flame. This requires isotropic localisation of mixing in the
the reference space, which needs more particles and is computationally inefficient. This
situation is common in numerical methods; numerical grids adapted to properties of the
solution are more efficient but less general.
Conceptually, this problem can be addressed by a second level of conditioning. MMC
with conditioning on the outcomes of a Binomial-Langevin mixing model was previously
suggested by Wandel and Lindstedt [89]. The first conditioning is performed in the
six-dimensional shadow position-physical coordinate space (ξ, x) for one-step chemical
kinetics, as specified in the previous section. This progress variable of φ is consequently
used (or φ◦, after modifications discussed below) for second conditioning of the multiple
species describing the realistic kinetics. The second conditioning is performed in the
space (φ◦,x) or in the space (φ◦, ξ, x) with weighting that increases significance of φ◦.
This reduces the mixing distance between particles in the most important direction,
the normal direction to the flame front, allowing for more optimal use of computational
resources. Only a small fraction of the particles, which carry the progress variable,
needs to be used in the evaluation of realistic chemical kinetics. It is stressed that this
second level of conditioning is novel and distinct from second order conditioning. The
second level of conditioning is also unlike double conditioning, in that the former occurs
sequentially while the latter occurs in parallel.
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The progress variable φ seems to be a logical choice for conditioning as it has been
repeatedly discussed in CMC [29], although it is not necessarily restricted to φ. In prin-
ciple, any variable shoing the evolution across the flame front would be suitable for the
second level of conditioning. The nature of PDF simulations, however, demands some
modifications of this variable. The first modification is to ensure that evolution of φ◦ is
continuous. In general this may not be the case since, for example, conventional Curl’s
mixing can produce jumps. Deploying jump-free versions of mixing or spearing the jump
over time step(s) are possible strategies to address this issue. The second modification
is making φ◦ slowly growing with time above φ = 1 in the burned region. These changes
may be needed for proper evaluation of slow reactions such as incomplete CO oxidation
in the burned region or for stabilising the flame localisation. The main modification is
that diffusion in the φ-space must be present so that the flame can propagate against the
incoming velocity of fluid. As in case of CMC with progress variable conditioning [29],
the magnitude of this diffusion is determined by the scalar dissipation Nφ of the progress
variable. Since preservation the positive nature of the second reference variable is in-
tended, the expression φ◦ = φ exp(βωOU) is applied to introduce some mixing into the
second reference space (i.e. the space of the progress variable) and to stimulate the
mixing of different particles. A standard Ornstein–Uhlenbeck process, ωOU , which is
a bounded random process, is applied in order to preserve the correlation of variables.
The coefficient β is selected to match the expected overall level of diffusion in the second
reference space.
Figure 7.5 illustrates the outcome of simulations with 2500 particles for the second level
of MMC conditioning instead of 10000, as used in Figure 7.4. Both the scalars φ and Y2
(which is normalized in the same way as the reaction progress variable φ) are subject to
a one-step reaction with the same characteristic chemical time, but are mixed differently.
The progress variable φ is mixed with strong localization in the multi-dimensional space
of the primary reference variables ξ (and a weaker localization in the physical space x).
The reactive variable Y2 is mixed with strong localization in the secondary reference
space φ◦ (with weaker localizations in ξ- and x-spaces). Hence, φ and Y2 are mixed
differently.
A comparison of the flame location in Figure 7.4a which is based on φ and Figure 7.5a
which is based on Y2 using a fraction of the original number of particles show that both
scalars occupy similar locations in the primary reference space. This comparison can be
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Figure 7.5: A simulation of a two-dimensional flame in a channel with one-step
chemistry localized in φ◦-space on reduced set of 2500 particles: particle distributions
in (a) shadow-position reference space and (b) physical space; blue markers—unburned
(Y2 <0.05), red markers—burning (0.05< Y2 <0.95) and green markers—burned (Y2 >
0.95); (c) reduced set of reacting particles is shown by the black circles in the fore-
ground overlaid on the complete set of 10000 particles, with blue markers—φ <0.05,
red markers—0.05< φ <0.95 and green markers—φ > 0.95.
directly seen in Figure. 7.5c which overlays the burning Y2 particles onto the full set of
φ particles. The flame structure in physical space is also similar between Figures 7.4b
and 7.5b. It is possible to preserve a thin flame front with fewer reacting particles in
the second level of conditioning to achieve a decrease in computational cost.
7.8 Summary
In this chapter, the principles of the MMC framework have been examined for its general
application to turbulent premixed combustion, focusing on the key issue of selecting ap-
propriate reference variables. Compared to the previous chapter, the analysis presented
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here is general and suitable for different geometries and kinetic mechanisms. The re-
sults are illustrated by example simulations with one-step kinetic mechanism and a high
Zeldovich number. The main goal of using MMC in the context of Lagrangian PDF
simulations is making these simulations consistent with the laminar flamelet structure,
allowing the simulation of both the distributed and flamesheet regimes of turbulent pre-
mixed combustion. In simple terms, MMC acts to prevent direct mixing of fresh and
burned fluid, which is unphysical due to effectively bypassing the location of the flame.
At the same time, MMC does not compromise or alter the representation of mixing
and reactions but achieves its goals of accurate modelling only through conditioning the
mixing operator by localising it in the reference space.
Shadow positions are a better choice for the reference variable for more practical cases as
they allow the location of a flame to be determined. The only difference between those
discussed here from the reference variables in the non-premixed SPMM model is the re-
placement of the turbulent diffusion coefficient by an effective diffusion coefficient, which
is determined by the turbulent flame propagation speed. The flexibility and geometric
universality of this approach is, however, associated with additional computational ex-
penses due to the need of localising mixing in spaces of large dimensions.
For practical and inexpensive computations, the choice of the progress variable (with
some necessarily modifications) as the MMC reference variable has significant advan-
tages. This approach, however, requires modelling the flame location by some alternative
means and subsequently enforcing this location on PDF simulations.
The competing requirements of universality and efficiency can be addressed with the use
of second conditioning. The first conditioning is performed by MMC modelling of the
reaction progress variable using simple kinetics and shadow position reference variables.
The progress variable can then be used for the second conditioning in MMC simulations
with realistic kinetics. The principles of second conditioning are demonstrated in this
work by example simulations.
It must also be noted that current knowledge of premixed combustion remains limited
and further experimental and DNS investigations are required in order to deploy more
efficient and more accurate models for the practical evaluation of realistic flames. MMC
provides a good framework for such deployment.
Chapter 8
Conclusions
The work presented in this thesis is centered on developing branches of the Multiple
Mapping Conditioning framework for both non-premixed and premixed turbulent com-
bustion. MMC is a universal and flexible framework that combines the features of
mixture fraction-based approaches, such as fast chemistry, flamelet and CMC, with the
more general PDF methods. More specifically, MMC conditions the mixing operator on
one or more meaningfully selected reference variables which are selected to better model
the physical conditional fluctuations while keeping computational costs small. All vari-
ants of MMC applied in this work employ a localness parameter which determines the
relative degree of localisation in the reference space. Claims of the universality of Multi-
ple Mapping Conditioning have been demonstrated by the results of this thesis, in which
the model has been deployed to:
• determine the possibility of simulating an ill-posed, non-premixed turbulent lifted
flame with a sparse distribution of Lagrangian particles.
• examine the fundamental and contested problem of applying PDF methods to
turbulent premixed flamesheets, and to demonstrate that MMC can be used to
simulate flamesheet to distributed regimes.
• build a general approach for the simulation turbulent premixed flamesheets using
the PDF method.
• implement theoretical and methodological developments to MMC and MMC-related
codes.
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Non-premixed flames
The contributions of this thesis with respect to non-premixed turbulent combustion
modelling are summarised below:
• The simulations described in Chapter 5 represent an an continuation to the thesis
of Ge [124] and associated publications [101, 102] of generalised MMC simulations
for a sparse set of particles. In contrast with previous applications of stable and
attached flames [81], the selected case of the Cabra lifted hydrogen flame [33] is
ill-posed, as it is acutely sensitive to changes in boundary conditions, especially to
coflow temperature.
• LES of the Cabra flame with one Lagrangian particle per 32 LES cells was con-
ducted with full chemistry. It is difficult to predict the correct flame location,
although once the correct lift-off height is obtained, the distributions of reactive
scalars are well captured. Accurate specification of the Eulerian mixture fraction
as well as a correct value of localisation was necessary to reproduce the lift-off
height. The localisation parameter chosen for this case was found to be different
to those used by Ge et al. [102] and Cleary and Klimenko [120]. This appears to
be a consequence of the sensitivity associated with the Cabra case. Modelling of
more cases with different fuels is recommended.
• Parametric studies of coflow temperatures and a localisation parameter were also
performed. While predicting the absolute value of the lift-off height is challenging,
trends of lift-off height versus the coflow temperature are in line with experimental
results. It is indeed possible to apply a sparse-Lagrangian simulation to such an
ill-posed case, although caution must be exercised and sensitive cases may benefit
from a more intensive particle distribution.
Premixed flames
It is emphasised that the modelling of premixed flames with PDF methods is a principal
problem in the field of turbulent combustion simulation, as PDF methods are known
to work well for distributed regimes of high Karlovitz numbers but have difficulties in
reproducing the flamesheet regimes with Karlovitz numbers less than unity. The main
problem encountered here is that non-local mixing in conventional PDF methods allows
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the direct mixing of the fresh and burned mixture across a flame front, inhibiting a
smooth transition in the progress variable and preventing the resolution of a flamesheet
structure (which is not a problem in the flamelet method). Application of the MMC
model to premixed combustion regimes is a non-trivial task which has required substan-
tial analysis.
The contributions of this thesis with respect to premixed turbulent combustion modelling
are systematically summarised:
• A stochastic formulation of original MMC was applied in the context of a PaSR
in Chapter 6, where mixing was conditioned solely on a Markovian reference vari-
able resembling position, or implied position relative to a flame. Conditioning on
this reference variable permitted a desired degree of flamelet-like conditions while
reflecting the fluctuating nature of turbulent flames.
• The model was implemented in the context of a PaSR, which was therefore gen-
eralised to have a wider range of applicability. The model interactions with the
reference variable were controlled through an MMC localness parameter, which
was also related to the ratio of diffusive to convective time scales.
• The model was implemented in a Monte Carlo numerical scheme using detailed
chemical kinetics without adjustments and predictions of NOx emissions were val-
idated against experimental data for a lean premixed high-pressure combustor [7]
in which reactions fell between the flamelet and distributed regimes. There was
good agreement between model predictions and experimental data.
• By altering the localness parameter, it was demonstrated that that the flamelet-
based and PDF categories of combustion models can be compatible, provided that
a reference variable is appropriately chosen. The enforcement of MMC mixing on a
set of particles allowed for the enforcement of consistency of the PDF models with
the flamelet limit. The more the flameletness, or smaller the Karlovitz number,
the higher the level of localisation required.
• Following this reasoning, it became apparent that the distance to instantaneous
position of the flame was of greater importance for the physical characteristics of
the flow, rather than an absolute physical location of the flame. Thus, a reference
variable based on the level set [28] was chosen. Compared to the implied position
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reference variable of the MMC-PaSR, the level set variable contained a relaxation
term in addition to the drift and diffusion terms. While the level set was physically
transparent, this choice was not suitable for practical simulations due to limited
knowledge about the scaling of premixed flames in the inertial interval and a lack
of knowledge on flame location.
• To determine the location of the flame, the choice of reference variable was shifted
to shadow position [95], with an effective diffusion coefficient determined by the
turbulent flame propagation speed substituted for the turbulent diffusivity as used
in the original formulation for the non-premixed SPMM.
• By enforcing mixing along gradients in a direction normal to the flame surface,
realistic mixing preventing particle mixing directly across the flame front was main-
tained for thin flames. However, the applicability and geometric universality of
this approach was associated with requirement of a large number of particles to
accurately resolve the flame front. While SPMM allowed for the prediction of the
flame location, the high dimensionality of the solution was inefficient for realistic
calculations.
• The competing requirements of universality and efficiency were addressed with the
use of a second level of conditioning. The first level of conditioning was performed
by MMC modelling of the reaction progress variable using simple kinetics and the
shadow position reference variable as previously described. The progress variable
can then be used for the second conditioning in MMC simulations with realistic
kinetics applied to either all or a subset of the partices.
General remarks
The development of MMC over the last decade has brought unification of previously un-
related approaches to modelling of turbulent combustion. The most notable steps are the
incorporation of the PDF methods into an LES framework and the merging of the mix-
ture fraction-based models with the PDF methods. These developments have stimulated
the joint application of different turbulent models such that their strengths are amplified
and weaknesses are diminshed. For non-premixed flames, simulations of laboratory scale
combustors have been achieved with increased quality at a reduced computational cost.
At present, the deployment of sparse-Lagrangian simulations with MMC mixing in LES
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is well established for non-premixed combustion, with work being conducted on more
complex gaseous fuels [250] and spray flames [251, 252] in OpenFOAM.
For premixed flames, this thesis has applied PDF methods in a regime in which their
application was previously contested. The most interesting and important future work
stemming from this thesis involves the application of the general framework for pre-
mixed flames to more detailed implementations in OpenFOAM for real three-dimensional
laboratory-scale flames. Several challenges directly associated with this future work in-
clude the modelling of diffusion in progress variable space and maintaining a continuous
progress variable for a second level of conditioning, as well as developing a more robust
k-d tree algorithm for sensitive premixed cases. Work is ongoing on simulations of pre-
mixed and partially premixed flames [253] with MMC, and the outcomes of this thesis
may aid in the development of that work.
Appendix A
Lifted flame results
Additional results for the lifted flame are included in this appendix.
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Figure A.1: Axial H2 profile; circles—experimental mean, triangles—experimental
rms, solid line—simulated mean, dashed line—simulated rms.
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Figure A.2: Radial H2 profiles; circles—experimental mean, triangles—experimental
rms, solid line—simulated mean, dashed line—simulated rms.
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Figure A.3: Scatter plots of H2 at various axial locations; left-hand column—
experiment, right-hand column—simulation.
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Figure A.4: Conditional mean profiles of H2 at various axial locations; symbols—
experiment, solid line—simulation.
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Figure A.5: Axial H2O profile; circles—experimental mean, triangles—experimental
rms, solid line—simulated mean, dashed line—simulated rms.
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Figure A.6: Radial H2O profiles; circles—experimental mean, triangles—
experimental rms, solid line—simulated mean, dashed line—simulated rms.
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Figure A.7: Scatter plots of H2O at various axial locations; left-hand column—
experiment, right-hand column—simulation.
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Figure A.8: Conditional mean profiles of H2O at various axial locations; symbols—
experiment, solid line—simulation.
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Figure A.9: Axial O2 profile; circles—experimental mean, triangles—experimental
rms, solid line—simulated mean, dashed line—simulated rms.
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Figure A.10: Radial O2 profiles; circles—experimental mean, triangles—experimental
rms, solid line—simulated mean, dashed line—simulated rms.
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Figure A.11: Scatter plots of O2 at various axial locations; left-hand column—
experiment, right-hand column—simulation.
Appendix A. Lifted flame results 162
0.05
0.1
0.15
Y O
2
x/d = 8
0.05
0.1
0.15
Y O
2
x/d = 9
0.05
0.1
0.15
Y O
2
x/d = 10
0.05
0.1
0.15
Y O
2
x/d = 11
0.05
0.1
0.15
r/d
Y O
2
x/d = 14
0 0.2 0.4 0.6 0.8
0.05
0.1
0.15
z
Y O
2
x/d = 26
Figure A.12: Conditional mean profiles of O2 at various axial locations; symbols—
experiment, solid line—simulation.
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