Merit is defined to be a non-linear function of an animal's phenotype for 
I. Introduction
The goal of artificial selection is typically to increase some quantity (T) in the selected population. When T is a relatively simple quantity, the selection index and linear model procedures are quite powerful aids to selection. T can be considered simple if, for example, it is a linear combination of additive genetic effects. In this case, the linear combination may reflect the relative economic worth of each genetic effect.
To say T is complicated is frequently due to a belief that hypothetical components of T are well described by additive genetic models. In this setting the practitioner is unwilling to use simple additive models to describe T itself (i.e., if T can be measured).
Our paper is directed at this situation.
When T is complicated, « optimal » selection rules become complicated and the usefulness of the selection index or linear model procedures are much in doubt.
Complicated merit functions have been described by Allaire (1980) in the context of mate selection.
In this paper, T will be an expression that reflects the economic merit or utility of an animal's phenotype (or phenotypes). Assume where P ; is the phenotype for the i lh trait, f i (.) is an arbitrary function that assigns an economic value to P ; . The arbitrary functions will be assumed known a priori.
There are a number of observations that should be made about [1] : a) It has been assumed, rather arbitrarily, that merit is a function of n traits (i.e., P i , P 2 , ... P&dquo;). The choice of which traits is usually a personal one. Merit need not exists independently for any one of the traits. Merit is a subjective quantity assigned to all the traits in concert. b) We have not used the most general representation of T (i.e., T = f (P I , P 2 , ... P&dquo;)). This is simply a practical requirement and it is theoretically unjustified.
It would be harder to estimate a more general function. Moreover, given such a function, application of theory presented in this paper would be made harder. We are not advocating the use of [1] for all applications. However, [1] can be made more general implicity if we define P i , P 2 , ... P&dquo; as arbitrary (but known) linear combinations of phenotypic measurements (M i , M 2 , ... M&dquo;,) . In this setting, M l , M 2 , ... M m determines our subjective ideal of merit. This interpretation causes no problems with methods in our paper. c) T is a function of the phenotypes and not the genotypes directly. This convention is not mandatory for all selection problems. However, we decided to use it because the economic utility of any animal can generally be quantified through phenotypic relationships. Furthermore, if the function f (-) assigns a merit (f (P)) to phenotype P then it should not be assumed that f (G) represents the merit of genotype G (where P = G + E, and E is an environmental effect). Still (B ERGER , 1980, p. 14) in the context of selection.
We will not use words like « optimal or « best to describe selection rules. These words foster misconceptions. To call a selection rule best implies a certain objectivity that does not usually exist. Decisions are affected by subjective beliefs or attitudes. Bayesian methods force users to identify their subjectivity.
Despite subjectivity, Bayes decision rules can be justified by strong arguments. If one is to be consistent with « rationality axioms » then his decision rule should be equivalent to some Bayes rule (B ERGER , 1980, p. 91 (i.e., sires and dams), the selected population may be the resulting progeny. That is, the objective of selection may be to increase the overall merit of the progeny. The selected population will be understood to be finite. Thus, given the phenotypes of this population, the total merit can be calculated exactly using [1] . However, these phenotypes will generally be unknown when selection decisions are being made.
The selection rule (S) is a function of data (say a column vector y). That is, S (y) defines a signal specifying an action (a) of choosing one of numerous selection alternatives. Thus, a or S (y) will set in motion the stochastic mechanism that will determine the selected population. month. However, any sire will be used once, several times or not at all. Let i index the i-th sire, i = 1, 2, ... 15. Assume that the i-th sire has only n ; units of semen available. Thus, the i-th sire can not be used more than n; times. Clearly, the class of acceptable actions is very large and possesses complicated constraints. Moreover, the utility of each individual in the selected population can be assigned to a sire-dam pair rather than just one animal (i.e., for one stage selection).
To solve the mate selection problem it is best to refer to the three rules given earlier.
Step c) can be cast as an integer linear programming problem. This fact has been discovered independently by J ANSEN & WttTOrt (1984) . Let j index the j-th cow, j = 1, 2, ... 20, and let c ij equal the expected T for the progeny produced by mating the i-th sire to the j-th cow. The integer linear programming problem is This problem can be solved by using the methods described in P FAFFENBERGER & WALKER (1976) . If x ii = 1 when the solution is found, then inseminate the j-th cow with semen from the i-th sire.
G ODDARD (1983) In the next subsection we will describe algorithms that can be used to evaluate [4] given U PIY and QP!,. The same algorithms can be used when means associated with P and y are unknown. However, UP!, and aP!, must be modified as we will see later. The unknown means situation is certainly the most relistic characterization of knowledge pertaining to P and y.
A. Algorithms (personal communication, 1984) . It can be argued that merit should be a function of more than just milk and set. For simplicity we will ignore this.
Genetic evaluations for Sire 1 and Sire 2 and phenotypic measurements taken from Cow 1 and Cow 2 are provided in Table 1 . The herd average for milk and set will be assumed to be 7 258 kg and 76.6, respectively. These quantities are clearly realistic (e.g. E VERE TR et al., 1976 ; T HOMPSON et aL, 1983) . The herd averages will be assumed known without error and directly applicable given the information in Table 1 . Thus, the expected phenotype for any progeny can be obtained by adding the herd average, sire ETA and dam ETA. An implicit assumption is that the genetic base corresponding to the sire evaluations is assumed to equal the average genetic level of the herd.
The heritability (h 2 ) and phenotypic standard deviation ( Q p) for milk yield will be taken as .25 and 907 kg, respectively. The heritability and phenotypic standard deviation for set will be taken to be equal to estimates published by T HOMPSON et al. (1983) . These values are .15 and 6.7, respectively.
Assume that each sire has equal probability of producing female calves. Then without loss in generality, all calves produced via schemes 1 and 2 can be taken as female. This convention will be used. Thus, the expected merit of any particular progeny can be found by determining the conditional expectation of [13] given the information in Table 1 .
In order to determine the expectation of [13] , the conditional means and variances for phenotypes expressed on particular progeny must be found. Assume that the phenotypic and genetic correlations between milk and set are null. This assumption is probably wrong (T HOMPSON et al., 1983) , however it is used only to simplify the discussion and notation. Given the assumption, the conditional expectation of any phenotype (milk, set) for a particular progeny is where the transmitting abilities of the sire and dam can be found in Table 1 . Likewise, the conditional variance of this phenotype is where 0 1 is a measure of the precision associated with the transmitting ability of the sire and it can be found in Table 1 . The computed conditional means and variances for each progeny produced by schemes 1 and 2 are listed in Table 2 .
The expectation of [13] for any progeny can be found by using the quantities given in Table 2 in accordance to the formula where U rn is the conditional mean for milk, U, is the conditional mean for set and V, is the conditional variance for set. Note that the conditional variance for milk is not needed. The expectation of [13] for progeny produced by the mating schemes are given in Table 2 .
The values in Table 2 suggest that scheme 1 is better than scheme 2. The differences in expected merit are not dramatic. This is due to the relatively flat merit function for set 111 .
It is possible to incorporate into the decision process information on maternal grandsires. This type of decision is probably more realistic than the example given here. However, information on any maternal grandsire would only contribute in a small way to the corresponding total phenotype.
(d) This observation is a little artificial. A reasonable measure of utility can be taken as k,T + k 2 for any k, > 0 and k 2 . Decisions resulting from the use of k,T + k Z are the same as those resulting from the use of T. Any deviation observed in the expectation of k,T + k 2 can be made to look small by taking k, to be small and k 2 to be large.
V. Conclusion
In the previous example the importance of milk in selection decisions was removed because each sire and dam would produce one offspring regardless of the selection alternative (thus the example does not display selection) and because of the linear contribution of milk to merit. However, the value of milk production seems to dominate mate selection rules when merit is a function of milk and several type traits (A LLAIRE et al. , 1984) Any element in Table 3 equals the probability that a gene on a particular locus from one genomic group is equal by descent to another gene at the same locus for a different (or the same) genomic group. For example, the probability is 1/2 that genes corresponding to some locus are equal in A, and C, (this probability can be found in two places, i.e., the genomic table is symmetric). Note that the diagonal elements are all one. This simply says that the probability that genomes are equal to themselves is unity.
The additive relationship matrix is obtained by partitioning the genomic table into 2 by 2 blocks (corresponding to animals) and combining the 4 elements in each block and dividing by 2. Note that animal D is 9/32 inbred. These elements should always come from calculations that were made to find elements above the diagonal.
How the
The recursion formulae are easy to derive. Each probability is related back to probabilities that involve the parentage of the youngest genomic group (or of equal age). Consider for example the probabilities associated with A, and C l . The parentage of C, is animal A. Half of the genes in C ¡ come from A, and the other half come from A 2 . These events are equally likely and are mutually exclusive. If the gene in question from C, comes A i , the probability of identity is 1. If the gene comes from A 2 the probability is 0. Thus, the probability we are looking for is 1/2 * 1 + 1/2 * 0 = 1/2. 
