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Abstract 
 
The aim of this project is to relate emotions in music with a set of features from information's 
theory field (i.e., features that measure disorder and complexity in signals). With this purpose we 
did a first study with an emotionally classified non-musical database from a different project from 
Vaud University Hospital (CHUV). We found that the features were useful to create clusters of 
similar sounds but we could not found a relation with the emotions. Due to the characteristics of 
the database (e.g., strong connotation in the sounds) and the non-musical characteristic we did 
not take these results as conclusive. For that reason we built a new database with music sounds 
and we invited people to provide ratings for the sounds, via a web page. The participants 
characterized each sound with three values corresponding to three emotional components 
(Happy-Sad, Relaxing-Stressful and Sleepy-Energetic). By using machine learning methods, 
concretely artificial neural networks and Kohonen maps, we concluded that some relations exist 
between the feature values and the emotions. 
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Introduction  
1 Introduction 
 
 
This project, deals with the complex problem of identifying the emotions in sounds by using 
mathematical terms. The approach we used was to work with machine learning algorithms and 
specific sound features in order find models capable to classify sounds based on their emotional 
content. For this aim we used two datasets: (i) A set of sounds provided by the CHUV (the 
University Hospital from Vaud, Switzerland) and, (ii) our own data set that only contains music 
sounds (songs) which was created in the frame of this project.   
 
 
1.1 A short introduction to the music theory 
 
In music theory there is something called harmony. The harmony is a huge set of rules which gives 
the steps to build a song starting from a creative seed. The smallest unity in these rules is the 
note. A note is nothing else than a frequency, if we double this frequency we achieve the feeling 
of the same note but more sharp, it is an octave, the second important unity. In the occidental 
culture the octave is divided in seven main parts (the other notes or frequencies). In the European 
way this notes are called “Do”(for the first frequency) and then Re, Mi, Fa ,Sol, La, Si .  
 
During centuries the way to properly combine these notes has been building the harmony theory 
and defining a set of rules. The basic way to create happiness, sadness, suspense or stress is well 
known for these rules and the seed comes from the concepts of consonance and dissonance.  
 
If two notes are played together (interval) they can created a pleasure effect (consonance) or an 
unpleasant effect (dissonance). Is well known that when the ratio between frequencies is simple 
(e.g., 3/4) the interval is consonant. On the contrary, if the ratio is rear the sound achieved is 
dissonant. 
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1.2 Motivation 
 
The idea for the approach that we will use in this project is inspired from the work of Ushakov and 
Dubkov called: “The spike train statistics for consonant and dissonant musical accords” [22], [23]. 
In their work they use a three neural system, with two simple neurons and another one called 
Interneuron, to discriminate consonant and dissonant chords.  A brief description of their work is 
presented in the following paragraph: 
 
“The simple system composed of three neural-like noisy elements is considered, as is shown in 
figure 1. Two of them (sensory neurons or sensors) are stimulated by noise and periodic signals 
with diﬀerent ratio of frequencies, and the third one (interneuron) receives the output of these two 
sensors and noise. We propose the analytical approach to analysis of Interspike Intervals (ISI) 
statistics of the spike train generated by the interneuron. The ISI distributions of the sensory 
neurons are considered to be known. The frequencies of the input sinusoidal signals are in ratios, 
which are usual for music. We show that in the case of small integer ratios (musical consonance) 
the input pair of sinusoids results in the ISI distribution appropriate for more regular output spike 
train than in a case of large integer ratios (musical dissonance) of input frequencies.  
 
Figure 1.I: A simple model with two neurons and a third neuron called interneuron that explains the consonance and 
dissonance related with the music tones ratio. As simpler is the relation between frequencies at the input, simpler is 
the spike train at the output. 
 
We took the result from that project as an inspiration for our approach in the emotional 
description problem. We thought that, maybe, this correlation between the feeling (consonance 
or dissonance) and the simplicity of the output spike trains, could be extended in more 
complicated relationships. Based on this hypothesis, we selected a set of features used in 
information’s theory field and we extracted these features from several sounds. We then 
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validated our hypothesis by finding relationship between the values of the features and the 
emotions achieved from human classifications. 
1.3 State of the art 
 
Try to find a way to describe the emotions in music in mathematical terms is not a new topic. 
There might be different approaches to take the music, convert it into a set of features and search 
a relation with an emotion.  
 
There are two main assets in the process; first, define a set of features to describe the music. 
Second, define the method to describe and to quantify the music. 
 
The most extended approach is to try to quantify the music proprieties from music theory (e.g., 
note, tempo, pitch). A good example of this approach is the work done by Li and Ogihara, [9], they 
used 30 features separated in three different categories (timbral texture features, rhythmic 
content features and pitch content features). Another approach could be mixing it with statistical 
proprieties like in the work done by S. Rossignol et al. [13]. There is the option to describe the 
music using features typically used in other fields (as is the approach in this project) or as we can 
see in the project from Logan [10]; there she use Mel Cepstral Coefficients for music modeling, 
these coefficients are typically used in speech recognition.  
 
The problem using music theory features is that there is no possibility to process the music just as 
a wave form. It is necessary to transcript the music in a music score and then to use the transcript 
proprieties. Most of the features used in music theory are really complicate to compute (e.g., 
several notes superposed, structure or pitch) for this reason, the transcript in an intermediate 
step is necessary. For this project we decided to work with information theory features because, 
despite there is not an obvious interpretation of these features, we can processing the signal 
without any transcript or preprocess, just as a wave form. 
 
On the other hand there is the problem of describing the emotions. Basically there are two main 
approaches; the categorical one, where there is a set of possible emotions that could be present 
or could not, like in [9], [17]; and the second approach, the dimensional definition, where each 
emotion is a point in a space defined for one or more axis. For example in [3] they use a scale 
from sad to happy and neutral in the middle.  
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The purpose of this project was not to create a classifier; we did not deal with how to achieve the 
best performance when we have different valid classifications for the same input (as it happens 
when different participants describe the emotion linked to a sound). Even that, is interesting the 
work done in this direction by Steidl in “Off all things the measure is man” [16].  
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2 PyEEG Features 
 
 
As we mention in the motivation, we will take as an inspiration the idea of clear spike trains when 
we have consonant chords. Based on this assumption we will use features from information’s 
theory field because they can describe more complex relations. The features we will use are: 
Hjorth’s mobility, Hjorth’s complexity, Petrosian’s fractal dimension, Higuchi’s fractal dimension, 
Spectral entropy and Approximate entropy  
 
To compute these features we will use an open source Python module called PyEEG (Python 
module). This module is typically used to analyze and extract features from 
Electroencephalography (EEG) signals. A complete description is available in the PyEEG Reference 
Guide (pyeeg.souceforge.net) or in [2]. The script used to extract the features is presented in the 
ANEX II and a brief description of the used features is presented in the following section:   
 
 
2.1 Hjorth's mobility & Hjorth's complexity: 
 
The Hjorth’s parameters of mobility and complexity are time measures based on the signal’s 
variance and its first and second difference. The features can be derived too from the statistical 
moments of power spectrum. These measures have been used in the analysis EEG and they are 
clinically useful tools for the quantitative description of an EEG. An extended explanation can be 
found on the original paper [5]. 
 
 
2.2 Petrosian's fractal dimension & Higuchi's fractal dimension 
 
The fractal dimensions are used too in EEG. To apply the fractality concept, the algorithm 
considers the waveform as a geometric figure and then measures how changes the complexity of 
a signal depending on the scale. A deeper explanation and a comparison between both can be 
found in “A Comparison of Waveform Fractal Dimension Algorithms” [4]. 
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For the Higuchi’s Fractal dimension we need to give the parameter Kmax. We used kmax=8 taking 
the results from the paper “Estimation of Parameter kmax in Fractal Analysis of Rat Brain Activity” 
[15]. 
 
 
2.3 Spectral entropy 
 
Spectral entropy calculates the entropy in frequency domain. As more noisy is the sound more flat 
is the spectral domain and higher is the entropy. This is used in EEG and in speech recognition too.  
An explanation of the feature and the application in speech recognition could be found in 
"Spectral Entropy as Speech Features for Speech Recognition" [19]. 
 
 
2.4 Approximate entropy 
 
Approximate Entropy is a measure of complexity. It quantifies the unpredictability of fluctuations 
in a time series. To calculate it we will find sequences of two elements with a tolerance of 10% of 
the variance. There is more information in “Approximate entropy (ApEn) as a complexity 
measure” [12]. 
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3 The machine learning algorithms used 
 
 
In the project we used two methods from machine learning. For the non-supervised learning and 
exploratory analysis we used Kohonen maps. On the other hand, for the supervised learning (to 
learn from a given classification) we used a Multilayer Perceptron with Backpropagation. A brief 
explanation of these methods is presented in the next lines. 
 
 
3.1 The self-organized maps. 
 
A self-organized map (Kohonen map) is a method to visualize, in a 2D map, how closer are the 
observations of a dataset. As a non-supervised technique there is no “label” or “class” information 
given to the algorithm about the dataset (as will be in the case of the multi-layer perceptron). The 
method allows the projection of a dataset that is originally in an N dimensional space into two 
dimensions.   
 
Figure 3.I: Kohonen map structure. Each vector in the entrance is compared with all the neurons in the array. 
 
In the Figure 3.I we can see the map’s structure. The self-organized map consists of an array of 
nodes (called neurons). Associated with each node is a weight vector of the same dimension as 
the input data vectors and a position in the map space. When we present an input vector to the 
map we calculate the distance with all the neurons and we associate the input with the closer one 
(the prototype). Then, we move the neighborhood neurons a little bit closer. This procedure is 
repeated twice with a larger neighborhood. The more examples we present to the map, the more 
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representative will be the prototypes. If the number of examples is larger than the number of 
neurons we will have several examples associated to the same neuron, for that reason we will call 
it prototype. 
 
There is an extensive description of this technique in the book written by T. Kohonen, “Self-
organizing maps” [B1]. 
 
 
3.2 Artificial Neural Network - Multi Layer Perceptron 
 
An Artificial Neural Network is an information processing system that is inspired by the biological 
nervous systems. The neural network is built with artificial neurons (Perceptrons) and the learning 
is stored in the weight between connections (as in the synaptic connections).   
 
 
Figure 3.II: Perceptron. As it happen with the real neurons we have a set of inputs with a different relevance 
depending on the learning process. The output is active when the inputs sum overpasses a certain threshold. 
 
When we put together some Perceptrons we can build a neural network (as we can see in Figure 
3.III). The name of this neural network is Multi-layer Perceptron because the neurons are 
distributed in different layers.  
 
We said that a neural network is able to learn because, given enough examples to the network, is 
able to extrapolate a rule. There are two main applications for the neural networks: data 
classification and function approximation (regression), in this project we will work with 
classification problems. 
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Initially, the weights of all the neurons are random values. In the training we will show classified 
examples to the network which it will be able to extrapolate the classifying rule and store it in the 
weights. During this process, when we put at the input one example, the output that we receive 
depends on the weights at that moment; If the output is not the adequate (because we are in the 
training process and we already know the correct output) the error will be propagated in the 
opposite direction and the weights will be adjusted using and error function. This method is called 
Backpropagation of the error. 
 
 
Figure 3.III: Multi-layer perceptron with Backpropagation algorithm. In the image there are two types of brain 
responses depending stimulus. After the training the network will be able to decide if a new brain response example 
corresponds to a lie or to a true. Image taken from the class notes of Prof Andres Perez-Uribe. 
 
To describe the network we will use a set of parameters. An extended explanation could be found 
in the literature, for example in Pattern recognition and machine learning [b1], but, in the next 
lines there is a brief explanation. 
 
- Number of neurons in the input layer. The number of input neurons is well known and 
matches with the number of elements in the input vector. 
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- Number of neurons in the output layer. The number of output neurons is known too. In a 
regression problem or a two classes problem will be just one. In a more complex 
classification problem, the number of output neurons will be the same than the number 
of classes used. 
- Number of neurons in the hidden layer. This number is part of the parameters that we 
can change to obtain better results.  
- Shortcut. In a shortcut configuration there are connections between all the neurons, not 
just between consecutive layers. 
- Activation function in the hidden network. When the sum of weights at the perceptron’s 
input crosses a threshold the output is activated. This behavior could be achieved using a 
step function, but normally the function used is the hyperbolic tangent. 
- Activation functions in output network. 
- Eta initial. Maximum step size in the weigh change.  
- Eta final. Minimum step size in the weigh change.  
- Mu. Inertia related to the weight change. 
- Epochs. Number of iterations that the algorithm does to adjust the weights. 
- Weight decay. Weight decay adds a penalty term to the error function.  
- Minimum Error Percent. During the training process just the wrong outputs are used to 
actualize the weights. The minimum error percent is the threshold to determinate when 
an output is wrong. 
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CHUV Dataset 
4 CHUV Dataset: database with emotional classifications 
 
 
To do a first test of the features we use a sound database from the CHUV hospital. This dataset 
was used in a different project [1] and it has no relation with music, but, as far as the sounds are 
emotionally classified is interesting for us. With this database we will see the behavior of PyEEG 
features (originally used in other fields) applied to sound classification. 
 
The CHUV database contains 66 sounds with duration of two seconds. These sounds were 
classified in six groups, namely: human vocalization (i.e., negative, neutral and positive) and non-
human (i.e., negative, neutral and positive). 
 
 
4.1 Database description. 
 
For the dataset 16 healthy people: (8 women, mean ± std age: 28.8 ± 3.6 yrs) participated in the 
CHUV study. They were exempt of neurological or psychiatric disorders and reported normal 
audition.  
 
Initially, 144 sounds were selected for their high affective potential from various libraries or were 
digitally recorded in a laboratory. The final selection contains 66 sounds from 2 seconds duration 
classified in 22 positive sounds, 22 negative sounds and 22 neutral ones. Each one of these groups 
is divided in 11 human sounds an 11 non-human sounds. 
 
The sounds were recorded in 16 bit stereo were edited to be 2 s in 1 and digitized at 44.1 kHz 
(wav). 
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4.2 Approach with 20 windows of 50ms 
 
We have decided to cut the entire 2 seconds in 20 windows of 50ms. This windows size is typically 
used in speech recognition because allows the system to be robust in front of noise [6]. In the 
study, we will use rectangular windows without overlap. For each window we will calculate the six 
features that we have listed in chapter 2 . In the Figure 4.I we have a set of six plots, one for each 
feature, and there we can see the values for each one of the 66 sounds. With this plots we can 
have a first exploratory analysis. Even we can see some differences between groups there is not a 
simple relation that allow us to separate the groups.  
 
We will use different machine learning algorithms to find more complex relations: for a deeper 
exploratory analysis we will use a self-organized map and, later, we will use neural networks to 
see if there is a rule that explains the classes using the features. 
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Figure 4.I: Each plot corresponds to one feature. In the axis X, we have the sounds sorted by classes: first the Human 
vocalization group (negative, neutral and positive) and then the non-human vocalization group (negative neutral and 
positive). For each song there is a Box plot showing the distribution of the 20 values. With this simple view we can 
see some differences between groups but, we cannot find one simple rule to classify the emotions. 
 
4.2.1 Self-organized map with 20 windows (mean & std) 
Once we have the data set characterized we have used this information to find clusters. The idea 
is to see if these clusters group together observations with similar emotions. To find these clusters 
by using our features we have built a Kohonen map (already explained in 3.1). In the map, the 
more similar are the sounds (in features terms), the closer they are in the map. 
 
In the Figure 4.II we have the Kohonen map built with and associated 12-dimension vector (six 
means and six standard deviations) for each sound. In that figure, the sounds are mainly 
separated in Human vocalization and non-Human vocalization and, inside this main separation we 
can find smaller clusters of similar sounds (for instance, letter pronunciation or screams). 
Analyzing the groups, we have seen that there are compound sounds (sounds composite of two 
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or more different sounds). In further steps we will delete these songs because we are not able to 
know with which part is the emotion related. 
The results from the map are not the expected because the sounds are not grouped emotionally. 
Nevertheless, the fact that there is some clustering in similar types of sounds is a good signal.
 
Figure 4.II: Kohonen map built with the 6 means and 6 standard deviations (of the features). Each label in the map is a 
sound, if the name starts with NV corresponds with Non-human sound and HV correspond with a Human sound. In the 
map there is interesting Information but not the one that we expected: all the sounds are well separated in non-human 
vocalization and human vocalization. We can see, in red, clusters of similar sounds. 
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4.2.2 MLP network 
It seems for the Kohonen map that some information related with the type of sound is present in 
the features. We will train a neural network to see if the information related with the emotion is 
present too. We have decided too to delete the composite sounds. In yellow the deleted ones: 
 
 
HVneg_V_1I_Attack(1)10 HVpos_V_3I_BabyLaugh10 NVneu_6O_Wind30 
HVneg_V_1I_Attack(1)20 HVpos_V_3I_BabyLaugh20 NVneu_6O_Wind40 
HVneg_V_1I_Attack(2)20 HVpos_V_3I_BabyLaugh30 NVneu_NV_4I_CourtSport0 
HVneg_V_1I_ChildAbuse10 HVpos_V_3I_EroticCouple(2)10 NVneu_NV_4O_Humour60 
HVneg_V_1I_FemScream(2)10 HVpos_V_3I_EroticCouple(2)20 NVneu_NV_6I_Office(1)0 
HVneg_V_1I_FemScream(2)20 HVpos_V_3I_EroticCouple(2)30 NVneu_NV_6I_TouchTone0 
HVneg_V_1I_FemScream(3)10 HVpos_V_3I_EroticFem(1)10 NVneu_NV_6I_Train0 
HVneg_V_1I_FemScream(3)20 HVpos_V_3I_EroticFem(1)20 NVneu_NV_6I_Writing0 
HVneg_V_1I_Fight20 HVpos_V_3I_EroticFem(1)30 NVneu_NV_6O_Moteur20 
HVneg_V_1I_Victim0 HVpos_V_3I_MaleLaugh20 NVneu_NV_6O_River40 
HVneg_V_1O_Vomir0 HVpos_V_3O_ RireBebe0 NVneu_NV_6O_River50 
HVneu_V_5O_F_di0 NVneg_NV_2I_AlarmClock0 NVpos_NV_4I_Applause(1)10 
HVneu_V_5O_F_ju0 NVneg_NV_2I_BikeWreck0 NVpos_NV_4I_Applause(2)10 
HVneu_V_5O_F_la0 NVneg_NV_2I_Bomb10 NVpos_NV_4I_Applause(2)20 
HVneu_V_5O_F_li0 NVneg_NV_2I_Buzzer0 NVpos_NV_4I_Beer10 
HVneu_V_5O_F_ni0 NVneg_NV_2I_CarWreck0 NVpos_NV_4I_Beer20 
HVneu_V_5O_F_o20 NVneg_NV_2I_TireSkids0 NVpos_NV_4I_Guitar0 
HVneu_V_5O_F_van0 NVneg_NV_2O_Accorder10 NVpos_NV_4O_Applaudir0 
HVneu_V_5O_M_ga0 NVneg_NV_2O_Briser0 NVpos_NV_4O_MerCalme10 
HVneu_V_5O_M_ji0 NVneg_NV_2O_Fusillade0 NVpos_NV_4O_MerCalme20 
HVneu_V_5O_M_ki0 NVneg_NV_2O_Sirene0 NVpos_NV_4O_MerCalme30 
HVneu_V_5O_M_te0 NVneg_NV_2O_ThunderCrash10 NVpos_NV_4O_River20 
 
 
After deleting these 13 sounds we normalized the data with the method Min-Max. It means, for 
each input or output, the minimum value will be -0.95 and the maximum 0.95. 
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The second step is to split the database in two parts, one for training and the other for validation. 
We will use the technique 80/20. For each one of the 100 experiments we will take, randomly, the 
80% of the dataset for the network training, and the other 20% to evaluate if the network is really 
capable to generalize or is just learning the concrete data in the training. 
 
Then, we select the parameters to configure the network. We will test with different number of 
neurons in the hidden layer and we will catch the results every 100 epochs starting at 200 and 
finishing at 700. We used the following parameters and the program Fennix 
(http://fennix.sourceforge.net/), to train a neural network using Backpropagation: 
 
- Number of inputs: 12 
- Number of outputs: 3 
- Number of hidden neurons: from 1 to 15 
- Shortcut: false       
- Activation function in the hidden network: hyperbolic tangent 
- Activation function in output network: hyperbolic tangent 
- Eta initial =        0.05 
- Eta final =        0.01 
- Mu =    0.7 
- Epochs =       results cached at 200 epochs to 700 epochs in 100 steps 
- Weight decay =   0 
- Minimum Error Percent =       15 
 
In the results we have seen that we have really good results (over 95% of good classification) in 
training but not in validation (less than 60% of good classifications). This means that the network 
is able to “memorize” the sounds that we have used for train but is not able to generalize. These 
results are showed in the Annex III 
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4.3 Conclusions from the CHUV database 
 
Until here we have done a first test of the PyEEG features. The results achieved in this first test 
show that there is some information related with the type of sound but we could not achieve a 
good classification into emotional classes (negative, neutral and positive).  
 
If we analyze the sounds from the database we can find some characteristics that could affect the 
results. The first one is that the sounds are not homogeneous and, in fact, in some cases are more 
like a history than a single sound (for instance a car braking and then a crash). The problem, then, 
is that we do not know to which one of the sounds is the emotion associated. In the supervised 
learning we deleted the most clear non-homogeneous sounds but we still had another problem: 
we cannot know if the emotion is intrinsically associated to the sound or just with the experience 
that is linked with. For instance, if we take the sound of fireworks, for someone who has lived a 
war is not a positive sound, but, for someone who just knows the artificial fires as a good moment 
could be more positive than negative. In music this could happen too but to a lesser extent.  
 
For all these reasons we cannot conclude that the features are not useful to classify emotions. We 
have seen that there is some information about the sound’s type in the features then we will keep 
working in the same direction but changing the dataset for a musical one. 
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Music analysis. 
 
5 Music Database 
 
 
After the results obtained with the CHUV database we saw that we had not enough information 
to achieve a conclusion. The sounds from the CHUV’s database are not homogeneous (with two 
or three parts clearly separated) and they have too much connotation (the experience linked to 
the sound determines the emotion that it produces). On the other hand, one of the points of the 
project is to work with the emotional component in music and the CHUV database is built with 
non-musical sounds. It is clear that we need a new database that allows us to work with music 
sounds. Then, we must face the complete database creation process and study. 
 
The database will have two different parts: one part with the song classification in three 
emotional components and, the other part, called characterization, with each song converted in a 
vector of features. 
 
Once the database is created, if the set of features is the adequate, and the ratings are reliable 
enough, we could find relations between the features and the emotions. To find these relations 
we will use, basically, machine learning algorithms. 
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6 The database 
 
As we commented before, we need to build a new database to work with. The basic steps to 
create our database are: 
1) Choose a set of songs. 
2) Classify the songs 
3) Parameterize each song into a set of features 
These steps will be explained in detail in the next lines. 
 
 
6.1 The songs 
 
We have selected a set of 141 .wav samples with 2 seconds duration (we have chosen 2 seconds 
as it was the case with the CHUV experiment). The samples come from most different music styles 
as possible, and, for the songs with a vocal part, we have taken two samples: one instrumental 
and the other one with voice. 
 
Each sample (in the future we will use just the word song even there are songs with two samples) 
has an ID associated from 1 to 141. 
 
6.1.1 Digital/analog recording and other similar problems 
There are many factors that can introduce a bias in the results. First of all, the songs had been 
converted from mp3 to wav. For sure, the perfect way should be start with all the songs coming 
from a lossless format, but it was not possible. We have taken all the songs with a bit rate of 
320kbps and we have deleted the songs with a bandwidth shorter than the others (for instance, if 
the song come from and old analog recording). 
 
On the other hand, not all the songs have same volume. To test if this is affecting the measures 
we calculated, for the same sample, all the features changing the wave amplitude (volume). The 
result has been that the wave amplitude does not affect the outcome. 
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6.2 Rating process 
 
The aim of this part is to acquire three values that could describe the song emotionally. This is a 
tricky process and could be a complete psychological project itself. As far as possible, we will try 
to choose all the steps to introduce less bias as possible. Some of the questions that come around 
this problem are: 
 
-Do we want just one personal criterion or do we want as much as possible different ratings? 
This question is deeply related with the vision of the project. As we have seen in the motivation, 
we think that the main emotional response is something deeply related with the neurological 
response brain then has sense try to acquire as much different ratings to achieve the general 
response. We may say too that the ear can be trained (like could happens with the flavor, for 
example) to be more sensitive in front of more complex music.  
 
We will try to find the response in front of music, for that as much different rating we have, closer 
we will be from the generic emotional classification. 
 
-Is it necessary to generate a record of the people who vote? 
As far as we do not want to separate the classifications into groups, seems that there is no need 
of any record. 
 
-How are the songs presented to the participants? 
We think the best way to reach many people is to use a web page. We know that we cannot 
control the listening environment, but, for this project seems the only way to achieve a large 
enough database. We created a web page, showed below, that shows in random order 5 songs 
per page. There is no information about the sample (no name, artist or ID). Each sample has his 
own submit button. 
 
The Figure 6.I shows the web interface. There are three bars to give a rating for each emotion and 
the rate could take a value in the range -100 to 100 in steps of 10. When the participant pushes 
the submit button the three values are saved. If one of the values has not been changed from 0 a 
popup window appears with the sentence “Are you sure? You left one level at 0”; Just to be sure 
that is not a mistake. 
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Figure 6.II: Number of ratings achieved for each song. We have a mean of almost 6 ratings.  
 
Figure 6.I: Screenshot of the web interface used to collect the data. http://193.134.218.25/nuria/.  
 
 
6.3 Obtained Data 
 
For the 141 different samples we have obtained 803 ratings in total. We can see, in Figure 6.II, a 
 bar chard showing the number of ratios for each song and the main statistical parameters. 
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Number of ratings per song:    
Mean: 5.695 ratings Std: 2.131 ratings 
Max: 12 ratings Min: 2 ratings 
Table 6-I: Statistics for the obtained data. 
 
At this point we can say that less samples has given us better results because there are a lot of 
samples with just a few classifications. Another, interesting point to take in account in future 
experiments is the reliability of the used scrambler. 
 
In the Figure 6.III we can see three box plots. Each one is related with one of the three emotional 
components and it shows the different values of the standard deviation for all the songs.  The 
emotional value starts at -100 and goes until 100. We can see in the figure that, for the three 
emotions, the median standard deviation is around 30. 
 
 
Figure 6.III: Box plots with the standard deviations. For each song (from 141) we have calculated the standard 
deviation between ratings. The most homogeneous is the third emotional component.  
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6.4 Characterization 
 
The conversion of each song in a set of values is called characterization. In our music database we 
will follow the same procedure as in the CHUV database; each song from 2s is cut in 20 
rectangular windows of 50ms (without overlap). For each window we calculate the same 6 
features as we used at the CHUV database (Hjorth’s mobility, Hjorth’s complexity, Petrosian’s 
fractal dimension, Higuchi’s fractal dimension, Spectral entropy and Approximate entropy). These 
features are calculated with the PyEEG Python module, section 2. 
 
For each window we have calculated the value of these six features. Then, as we did in the CHUV 
experiment, we have calculated the mean and the standard deviation for each one of these 
features over the 20 windows. After all the process we achieved 12 values (6 means and 6 std’s) 
that describe each song.  
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7 Comparison between the CHUV and the music databases 
 
 
At this point we have two databases built with the same strategy (same characterization and 
similar classification groups). We want to know if the information in PyEEG feature is enough to 
differentiate music from non-musical sound. 
 
7.1 Multi Layer Perceptron 
 
In this experiment, we trained a neural network, using 12 features (six means and six standard 
deviations) characterizing both databases. We want to test if such a neural network is capable to 
learn to distinguish musical from non-musical sounds. From the CHUV database we already have 
66 sounds and from our database (music) we have 141 sounds. We have used the program Fennix 
(http://fennix.sourceforge.net). to train the artificial neural network. We realized 100 
experiments; in each one we cut the database in two random parts, one with the 80% of the 
songs for training and the other with 20% for validation. The parameters used are:  
- Number of inputs: 12 
- Number of outputs: 1 
- Number of hidden neurons: 1 
- Shortcut: true       
- Activation function in the hidden network: hyperbolic tangent 
- Activation function in output network: hyperbolic tangent 
- Eta initial =        0.05 
- Eta final =        0.01 
- Mu =    0.7 
- Epochs =        200 
- Weight decay =   0.001 
- Minimum Error Percent =       15 
 
The results are: 
Training:   88 % good classifications 
Validation:    82 % good classifications 
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It is interesting to know which features are the most important in this process To obtain them we 
will use a method called “Input Cancellation”. This method is explained in detail in the paper [14].  
The concept is: repeat the experiment deleting each one of the inputs and see which one was 
more relevant to obtain better results. Fennix has implemented a function that allowed us to 
calculate the input cancelation index. The higher is the index the more relevant is the feature. 
 
If we realize the input cancellation test 100 times we achieve the results showed in Figure 7.I with 
the legend in the Table 7-I 
  
It should be noted that the five first main features are the means of all the features except one, 
the approximate entropy. This one is the less relevant feature. In further work, it could be 
interesting analyze this behavior in a more uniform non-musical dataset (with sounds not built 
assembling different smaller sounds). 
 
This result is a good signal to face the study of the music database; we have seen that the 
statistical features distribution is different in both databases. Then, the results that we could 
obtain analyzing the music database could be different from the ones obtained with the CHUV 
database. 
 
Figure 7.I Results from the Input Cancellation test. Each box plot corresponds to 100 realizations of the experiment. 
The feature named in the X axis is the one selected to measure its relevance. The most relevant is the mean of the 
Petrosian fractal dimension. 
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Hjorth’s mobility (mean) V2 Hjorth’s mobility (std) V8 
Hjorth’s complexity (mean) V3 Hjorth’s complexity (std) V9 
Petrosian fractal dimension (mean) V4 Petrosian fractal dimension (std) V10 
Higuchi fractal dimension (mean) V5 Higuchi fractal dimension (std) V11 
Spectral entropy (mean) V6 Spectral entropy (std) V12 
Approximate entropy (mean) V7 Approximate entropy (mean) V13 
Table 7-I: Legend for the figure Figure 7.I 
 
 
7.2 Self-organized map 
 
Before carry on with the music database analysis it is interesting to see if we still have the same 
behavior that we had in the CHUV’s Kohonen map. As we saw in 4.2.1, when we built a Kohonen 
map with the CHUV dataset, the main separation appears between Human and not-Human 
vocalization. To analyze if this happens too with our music database we chose two parts from the 
songs with vocalization part (one just instrumental and the other with vocals). Then we can build 
a map and see if the samples from the same song appear together in the map or not. 
 
The Figure 7.II shows the Kohonen map built with the musical dataset. We can see how samples 
from the same song are appearing together in the map. In this case the human or not human 
vocalization is not the main factor to build the map. 
 
In fact with an audition of the songs in each cluster, there is some logic in the cluster. Anyway this 
is just a subjective analysis. In the next chapter we will do a deeper analysis with neural networks 
to see if the features are useful to determine emotion. 
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Figure 7.II: Kohonen map built with the music dataset. The samples with a V contain a vocal part and the samples with an N do not 
have vocal part. Samples from the same song appear together in the map instead of appearing grouped by Human or not-Human 
vocalization, as we had in the CHUV’s map. 
Music dataset: Kohonen map 
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8 Supervised learning 
 
 
Now we have a complete database. On the one hand, we have chosen a set of features to 
characterize the songs. On the other, we have achieved three emotional ratings from the 
participants to describe emotionally the 141 samples. Now we desire to find information in all this 
data. With this goal we will use again MLP algorithms. (An explanation of this algorithm could be 
found in section 3.2). 
 
8.1 Approach 
 
Several approaches have been tested before getting to the best results. We are not going to 
explain deeply all non-fructuous paths, but, we think that it is interesting to describe the 
procedure followed until reaching a good configuration. 
 
1st step: First analysis  
 The first idea is to use all the data collected with any previous filtering or pre-process. With this 
vision, we face a regression problem (with values from -100 to 100 in 10 length steps). We have 
141 different song samples and a total of 803 different ratings. To describe the de song we use 12 
parameters. Then we have a 12-dimensional vector in the input and 3-dimensional vector for the 
outputs.  
 
The idea is that the network will be able, by itself, to discard the outliers. We train networks 
starting from 0 neurons in the hidden layer until 15 with shortcut and taking the results at 50 
epochs until 700 epochs. The results were really bad. 
 
2nd step: Converting a regression problem into a classification problem. 
In this point we try to change the approach into a classification problem. Because, for an MLP 
network, it is easier to face a classification problem than a regression problem.  
 
We separated the full -100 to 100 scales into different groups. The concrete process to achieve 
these levels will be described in detail later. Keeping the relation with the previous CHUV 
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experiment we take three levels for each rating (positive, neutral and negative). For instance, if 
we take the first emotional component (sadness-happiness) we will need 3 outputs to describe 
the class. We cannot do it with just one output because in a classification problem the outputs 
must be 0 or 1. To describe the sadness we will use 1 0 0, for the neutral songs 0 1 0 and 0 0 1 for 
the happy ones. In total we will have 9 outputs 
 
In this way, it is difficult to evaluate how the network works but, after considering true positive 
and true negative, the results were once again really bad. 
 
3
rd
 step: One network for each output. 
In the previous steps the network is asked to give 9 outputs (three for each emotion) at the same 
time. This is not the best solution since each emotion is completely independent of the others and 
there is no correlation (or must be) between them. After this consideration, we have trained 
three different networks: one for each emotional component. All of them have the same 
configuration.  
 
The results are still not good but, from the results until here we decide that we will work with 200 
epochs and just 1 neuron in the hidden layer (with shortcut).  
 
4thd step: Delete outliers and use One-vs-all classifiers.  
After such bad results we tried a One-vs-all technique. This configuration, as the name indicates, 
is based on the idea of training the network to distinguish one class from all the others.  
 
We will have, now, 9 different networks (positive, neutral and negative vs all, for each one of the 
three emotional components). At the same time, we decided to “help” the network and delete 
the data that we believed was not reliable enough. This process will be explained later in detail. 
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8.2 From regression to classification problem 
 
From the web page we obtained the ratings provided by participants for each song. Every 
classification is a set of 3 values (one for each emotional component) and they can have a value 
between -100 and 100.  As we commented before, this configuration does not work and we need 
to define classes to work with a classification problem. 
 
The first step is to decide how many classes for each emotion we want. We decided to work with 
3 groups keeping a similar separation as we used with the CHUV database. For each emotion we 
will have one group in the +100 extreme, we will call it positive, the second around the 0, we will 
call it “neutral” and the one at -100 “negative”. 
 
The point, now, is to decide the threshold to obtain the three classes. The first idea was to put 
symmetric thresholds (at 30 and -30) but they did not work fine. After that, we changed the 
thresholds to 40 for the positive ones and -10 for the negatives ones. This criterion is quite 
arbitrary but we saw it could work better after we tried for ourselves to classify the music. We 
saw that when we were rating the positive songs we easily gave them a bigger rating. However, 
when we wanted to give a negative rating, we used to give negative values but closer to 0. 
In the Table 8-I we can see the amount of ratings in each class. 
 
 
 Sadness- happiness Relaxing- stressful Sleepy -energetic 
-100 until -20 190 ratings 319 ratings 178 ratings 
-10 until 30 329 ratings 243 ratings 247 ratings 
30 until 100 284 ratings 241 ratings 378 ratings 
Total 803 ratings 803 ratings 803 ratings 
Table 8-I: Number of ratings en each group. In total we have 803 ratings (for each emotional component). 
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8.3 Outsiders 
Since we did not achieve good results using all the data obtained from the database we decided 
to delete the less reliable songs. For that, our two criteria were:  
1) More than 5 ratings (to rate one song it was mandatory to make it for the three 
parameters). 
2) The standard deviation between ratings had to be less than 40. (As we saw, the values can 
go from -100 until 100).  
 As far as we will study each emotional component separately, the outliers will be different in 
each emotional component. If we plot all the samples in the space for these two features we can 
see which songs we might delete. The pink points in the Figure 8.I represent the songs we keep. 
 
 
Figure 8.I: Outliers. The blue points represent the sounds that we not used for the artificial neural network learning.  
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8.4 Database characteristics 
 
After building the classes and deleting the not reliable enough songs, it is interesting to know the 
characteristics of the final data. The main parameters are showed in the Table 8-II. 
 
 Sad-Happy Relax.-Stress. Sleepy- Energetic 
Total ratings 401 356 449 
- Negative ratings 94 131 94 
- Neutral ratings 174 103 138 
- Positive ratings 133 122 217 
Different songs  53 47 60 
- Songs with majority of negative [-100..-40] 8 20 17 
- Songs with majority of neutral [-30..10] 16 9 13 
- Songs with majority of positive [20..100] 15 18 30 
Mean ratings per song 7.57 7.57 7.48 
Median ratings per song 7 7 7 
Songs with some negative 30 26 24 
Songs with some neutral 48 39 51 
Songs with some positive 40 32 49 
Table 8-II: Final selected data characteristics. 
 
 
8.5 Experiment Details: 
 
Several approaches could be used to train a neural network classifier. Given the previous results, 
we will work with the “One-vs-all” configuration. As we explained before, this approach is based 
on the idea of differentiating one class from all the others. 
 
As we have seen, we show to the network different classifications for the same song. We use this 
approach because the algorithm is capable to, somehow, learn the majority opinion. 
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8.5.1 Multilayer perceptron 
 
For the network training we used the program Fennix (http://fennix.sourceforge.net). This 
program allows us to create a script and repeat the test 100 times. 
 
First of all we should normalize the data with the method Min-Max. It means that, for each input 
or output, the min value will be -0.95 and the maximum 0.95 (there is an asymptote in the 
activation function at 1 so the network is faster using a target value smaller than 1). 
 
The second step is to split the database in two parts, one for training and the other for validation. 
We will use the technique 80/20. For each one of the 100 experiments we will take, randomly, the 
80% of the dataset for the network training, and the other 20% to see if the network is really 
capable to generalize or is just learning the concrete data in the training. 
 
Then, we select the parameters to configure the network. As we have seen in the description of 
the MLP (section 3.2) to describe the network we need the next parameters: 
 
- Number of inputs: 12 
- Number of outputs: 3 
- Number of hidden neurons: 1 
- Shortcut: true       
- Activation function in the hidden network: hyperbolic tangent 
- Activation function in output network: hyperbolic tangent 
- Eta initial =        0.05 
- Eta final =        0.01 
- Mu =    0.7 
- Epochs =        200 
- Weight decay =   0.001 
- Minimum Error Percent =       15 
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8.5.2 Fennix output and network evaluation 
 
After we have trained the network we achieve a document with two columns, one with the 
expected value (0.95 or -0.95) and the other with the value returned by the network. 
 
As a method to evaluate the network we decide to take any value over 0 as 0.95 and any value 
under 0 as -0.95. This is really a simple method and with them we achieve the results showed in 
the Table 8-III.  
 
 
Maybe, the use of a threshold at 0 to evaluate the network’s response is something questionable. 
If we print the results in a histogram, what we expect is a bigger concentration of outputs near 
0.95 and in –0.95. If this happens, the threshold in 0 seems not a bad idea. The problem is this is 
not always happening. For example, in the next histogram we can see how the behavior is the 
expected for the neutral vs all (in relaxing-stressful). But, for instance, the histogram for the 
neutral vs all (in sadness-happiness) has a totally contrary shape, Figure 8.III 
 
 Sadness Happiness Sleepy- Energetic Relaxing-Stressful 
 Training Validation Training Validation Training Validation 
Negative 83.4906 79.6914 85.2451 82.0778 82.6866 77.4722 
Neutral 63.068 58.4321 68.6600 67.8774 71.0986 66.0278 
Positive 70.9156 64.7407 74.5627 70.2333 80.1831 75.2639 
Table 8-III: Percentage of good classifications achieved in each MLP network. 
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Figure 8.II: Example of one histogram with the output values from the network. The output can have a value between 
-0.95 and 0.95. 
 
 
Figure 8.III: Example of one histogram with the output values from the network. The output can have a value 
between -0.95 and 0.95. 
 
This happens because we have used all the songs classification instead of decide just one 
classification. For example, if one song has 4 ratings in the happy group and 2 of them in the 
neutral, what the network is doing is learning a probability of being happy. This probability is what 
is saying the output (as near as 0.95 more “sure” is the network about the song is happy).  
 
Furthermore, keeping all the classifications, we are introducing noise that makes the results 
worse. For example: we have one song with 8 ratings for the first emotion: 6 of them are in the 
same group (happy), but the other 2 are in the neutral group. The network will “learn” that for 
this song the probability of being happy is quite high. Then, when we evaluate the network giving 
it one of the neutral ratings, the network will say: “I’m quite sure that this song is happy” and we 
will compute it as a bad classification but, in fact, what we are giving to the network is a “bad” 
rating.  
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After all this processing and the associated, these problems make the method something 
questionable. Maybe should be better just choose the three classes associated to each song (with 
a reliable criterion) and train the network with only one classification per song. Then, the output 
will be (if the network was able to learn) as expected with a bigger concentration in the extremes 
and a threshold at 0 should work. 
 
Even though, and knowing that the objective is not to build a classifier, we can use these results. 
In fact, what we want to know is in which emotions we can find interesting information (e.g., 
particular values) . 
9 Analysis of the classifiers 
 
The aim of the project is find relations between Information’s theory features and the emotions 
generated by music. With this objective we will search the most significant features for the MLP 
algorithm in each different “One-vs-all” experiment. After that, we will analyze these features 
looking for some clear and simple relation between the values of these features and the emotion. 
 
 
9.1 Input Cancellation 
 
To obtain the main parameters we will use a method called “Input Cancellation”. This method is 
explained in detail in the paper [14]. The concept is: repeat the experiment deleting each one of 
the inputs and see which one was more important to obtain better results. Fennix has 
implemented a function that allowed us to calculate the input cancelation index. The higher is the 
index the more relevant is the feature. 
 
Having found bad results for all the neutral groups, we decided to focus this analysis on all the 
“negatives” and ”positives” classes. Because, as far as the neural network is not able to learn in 
the neutral cases, it has no sense to look for the relevant features. 
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In the Figure 9.II we can see the results for the Input cancellation test. Each feature has a boxplot 
associated with 100 results. It means, we have repeated the input cancellation test 100 times and 
we used this tool to compare the different obtained indexes. (As far as there is no correlation 
between the result for one feature and the others, there is no problem with showing the results 
in this way). The abbreviations used in the figure are listed in the Table 9-I. 
Hjorth’s mobility (mean) V2 Hjorth’s mobility (std) V8 
Hjorth’s complexity (mean) V3 Hjorth’s complexity (std) V9 
Petrosian fractal dimension (mean) V4 Petrosian fractal dimension (std) V10 
Higuchi fractal dimension (mean) V5 Higuchi fractal dimension (std) V11 
Spectral entropy (mean) V6 Spectral entropy (std) V12 
Approximate entropy (mean) V7 Approximate entropy (mean) V13 
Table 9-I: Feature numbers. 
 
 
Figure 9.I: Input cancellation graphics. Each line is related with one emotional component. The three neutral classes 
are included in the experiments (in the group "All") but we did not try to differentiate the neutral groups from the 
others because the results in the learning process were to poor. 
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9.2 Sadness – Happiness 
 
 
Figure 9.II: Results from input cancellation test. In the bottom there is the Sadness vs all experiment and in the top 
the Happiness vs all experiment. 
 
The first thing we see in the Figure 9.II is that the three main features are the same in both cases. 
It means in both trainings the three most relevant features for achieving a good performance are 
V3, V2 and V12 (Hjorth’s complexity (mean), Hjorth’s mobility (mean) and Spectral entropy (std)). 
Despite the second and the third are in an inverse order in both emotions, seeing the overlap 
between notches in the case of Happy vs all, this order is not really relevant. 
 
If we take as a classification what is the majority of the participants rating, we will obtain 13 sad 
songs, 25 neutral and 15 happy songs. In the Figure 9.III we can see which values have the songs 
in these three main features. The wide of the box plots showed in Figure 9.III is proportional to 
the number of songs in each one. Taking a look into de boxplots we can highlight two things. 
- The neutral songs are everywhere, it seems more a mix between sad and happy that a 
concrete class 
- The difference between Sad and happy is quite remarkable in the Hjorth’s Complexity 
mean. For this feature the ranksum value between the sad songs and the positive ones is 
0.0075. (for the Hjorth’s mobility mean is 0.0724 an for Spectral entropy std is 0.0972) 
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It is interesting, too, to see the songs in the 3-D space. Each point in the Figure 9.IV represents a 
song, and the color corresponds to the class chosen by the majority: blue for the sad songs, red 
for the happy songs and green for the neutral. 
 
Figure 9.IV: Songs in the space defined with the most relevant features in the input cancellation test. In this case the 
three main features are the same in both experiments (sadness vs all and happiness vs all). 
 
As we saw in the box plots, Figure 9.III, there is a quite clear separation between Sad and Happy 
but the neutral ones are scattered all over the space. This interesting fact will happen in the other 
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Figure 9.III: Box plots for the songs values in each class. The features used are the three most relevant from the Input cancellation test. The box 
plot's width is proportional to the amount of songs in each group. 
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two emotions too. If we remember the learning results, section 8.5.2, the neutral ones are always 
the worse and could be that both situations were related. 
 
As far as the approach was to find a scale, the neutral class had sense. But, the results make us 
think that, perhaps, this approach is not entirely appropriate. For the moment we will just not 
take in account the neutral ones and we will discuss this issue deeply later.  
 
After seeing that this neutral concept is quite fuzzy, it is still interesting to try to find a clear 
separation between Happy and Sad. In Figure 9.IV we have taken all the songs and we have put 
them in the category chosen by the majority. The separation between Happy and Sad was not 
really clear, but this could be related to the reliability of the classifications. If, instead of taking 
just a simple majority we took, for example, all the songs with an 80% of rating in the same class, 
we keep five songs in the Happy class and five more in the Sad one, in the Neutral class we keep 4 
songs. Now we can see a clear separation between groups. 
Seeing the 3-D map and two of the planes (Figure 9.VI) we can see that the Hjorth’s complexity 
mean is not enough for itself to classify the songs but combined with Hjorth’s mobility (mean) or 
with the Spectral entropy (std) seems to work fine. 
 
 
Figure 9.V. Songs in the space defined with the three main features in the input cancellation test. The songs have, at 
least, 80% of the ratings in the same class. 
0 
500 
1000 
1500 
0 
2 
4 
6 
x 10 
-3 
0 
0.02 
0.04 
0.06 
0.08 
0.1 
Hjorth’s complexity (mean) 
Songs classified with a reliability of 80% 
Hjorth’s mobility (mean) 
S
p
e
c
tr
a
l 
e
n
tr
o
p
y
 (
s
td
) 
 Neutral song 
 Happy song 
 Sad song 
 
 
 
45 
 
 
Figure 9.VI: 2-D plots with Hjorth's complexity (mean) against Hjorth’s mobility (mean) and Spectral entropy (mean). 
In both cases we can see a separation between Happy and sad classes. 
9.3 Relaxing - Stressful 
 
Figure 9.VII: Results from input cancellation test. In the bottom there is the Relaxing vs all experiment and in the top 
the Stressful vs all experiment. Is interesting see how the maximum index has half the size of the maximum in the 
Sadness or Happiness vs all. 
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In this case the main feature in both experiments is the same: V5 (Higuchi’s fractal dimension 
mean). But, for itself is not enough to find a separation between classes. The second main 
features in both experiments are different. If we take V5 and another of these features (V7 
Approximate entropy (mean) or V4 Petrosian fractal dimension (mean)), we cannot find any clear 
separation between groups, even if we take the features with a reliability of 80%, Figure 9.VIII. 
 
Figure 9.VIII: Plots with the main feature (V5) in the Y axis and the second ones in the X axis for the cases of Relaxing 
vs all and Stressful vs all. The songs are classified using the election of the majority. 
 
If we do the same with the three most relevant features en each experiment we achieve the plots 
showed in Figure 9.IX. As we can see, even using three features and a reliability of the 80% there 
is not a clear separation between classes. The aim of this analysis is find easy relations in the 
features to describe the emotions. In this case, seems that this is not possible (at least taking up 
to three features from the best ones in the input cancellation method). It is interesting to see, 
that in both experiments, the biggest index in the input cancellation is almost the half of the 
indexes in the sadness-happiness graphs. This means that the relevance between features is more 
similar and could be a reason for our non-fructuous search. 
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Figure 9.IX: 3D plots with the three most relevant features in the input cancellation tests for the case Relaxing vs all and the 
Stressful vs all. In none of both cases there is a clear separation between classes even just taking the songs with 80% of the 
ratings corresponding to the same class.  
 
There is something to take in account relating to the procedure followed. We are taking the two 
(or the three) most relevant features in the Input cancellation test to look for easy relations 
between the features and the emotions, but this does not ensure that they are the pairs (or trios) 
with the best performance. For instance, if we took the two most relevant features in the input 
cancellation test, we know that these features are the most important for the classifiers that we 
had built (with the 12 features).But, If we try to build now all the possible classifiers with just two 
features, the winner features could be or could not be the same ones than in the input 
cancellation test. What we are trying to say is that we cannot know which one of these pairs is the 
best by using the input cancellation test and maybe with another pair we could find a clearer 
separation between classes. 
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9.4 Sleepy – Energetic 
 
 
 
 
Figure 9.X: Input cancellation. Box plots for each feature in Sleepy (top) vs all and Energetic (bottom) vs. all. The 
three main features are different in both cases. While in the case “Energetic vs. All” the most relevant feature has a 
mean index of 0.25 and this value is decreasing constantly, in the “Sleepy vs. All” there is one relevant feature, V11 
(Higuchi fractal dimension (std)), with an index over 0.4 and all the other features have and index less than the half. 
 
In this case, the three main features are completely different. It Seems like Sleepy-Energetic are 
not opposite emotions or, at least, not as clear as Sadness-Happiness. In other terms: the absence 
of what is making a song energetic is not making the song sleepy. Also, the difference between 
the energetic feeling and the stressful feeling could be clear, but, maybe the difference between 
the relaxing and the sleepy is unclear and this is introducing confusion in the scale Sleepy-
Energetic because the participant does not know well the difference between sleepy and relaxing. 
We will analyze each one of the two experiments separately. 
9.4.1 Energetic vs. all  
 
For the case Energetic vs. all, the main features are (from more to less important): 
- V9:Hjorth’s complexity (std) 
- V6: Spectral entropy (mean) 
- V5: Higuchi fractal dimension (mean) 
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Taking a look at the Figure 9.XI we can see how the neutral ones are quite mixed with the 
energetic ones. This could be a reason for why the positive vs. all is not giving really good results.   
  
Figure 9.XI Songs classified using the election of the majority .The space is built by the three more relevant features 
in the input cancellation test. 
 
If we just select the songs with at least 80% of the ratings in the same group, the neutral ones are 
disappearing and the energetic ones are concentrated in a cloud (Figure 9.XII) but the separation 
is still no clear. Nevertheless, if we keep just the songs with a 90% of ratings in the same group we 
lose almost all the sleepy songs but we keep 8 energetic songs (Figure 9.XIII). This is a curious fact 
and could be related with the similitude that we commented between relaxing and sleepy. 
Maybe, by using just one of these two concepts could be easier to achieve a more coherent 
response. 
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Figure 9.XII: Songs with a reliability in the classification over 80%.The space is built by the three more relevant 
features in the input cancellation test 
 
 
Figure 9.XIII: Songs with a reliability in the classification over 90% .The space is built by the three more relevant 
features in the input cancellation test 
 
It seems clear from the Figure 9.XIII and the Figure 9.XIV  that just taking the most reliable songs 
we have a good separation. We can relate high values of the spectral entropy (mean) with the 
energetic songs. The low values of Hjorth’s complexity seem to be related with the energetic 
emotion too. 
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Figure 9.XIV: Projection on each plane of the space build with the 3 main features in the input cancellation test: 
Hjorth’s complexity (std), Spectral entropy (mean) and Higuchi fractal dimension (mean) 
 
 
9.4.2 Sleepy vs. all 
 
In the experiments for the Sleepy vs all, the main feature, Higuchi fractal dimension (std), has 
much more relevance than the others. The three main features are:  
- V11: Higuchi fractal dimension (std) 
- V7:  Approximate entropy (mean) 
- V12: Spectral entropy (std)  
 
The problem when we try to find some features that we could relate with the sleepy songs is that 
we have just a few reliable songs (as we have seen in section 9.4.1, if we take a reliability of 80% 
we have 4 sleepy songs and, with a reliability of a 90 % we have just one song). But, even that, the 
network achieves the best results for this class (85% for the training and 82% for the validation). 
In the Figure 9.XV we have the box plots for each one of the three main features. All the highest 
values are related to the sleepy songs. 
 
Then seems there is a relation between high values of these three features (Higuchi fractal 
dimension (std), Approximate entropy (mean) and spectral entropy (std) and the sleepy emotion. 
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Figure 9.XV: Box plots for the three main features.  Each song is related to the class decided by the simple majority. 
The widths of each box plot are proportional to the number of songs in each class. The most interesting graph is the 
first one the one related to V11 Higuchi’s fractal dimension (std):  as we have seen, this feature has an index of 
almost 0.5, the double of any other feature. When we see the box plot seems that all the neutrals and the energetic 
songs are in the same range, but, the sleepy features are in a range corresponding to larger values.  In fact, even if it 
is not as remarkable as in this feature, this behavior is similar in the other two features. 
 We can see the same behavior in the Figure 9.XVI: the Sleepy songs are farther from the 
coordinate origin. 
 
 
Figure 9.XVI: Songs classified for the majority. The axes in the 3-D plot are the three main features in the input 
cancellation test. 
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10 Conclusions: 
 
Conclusions from the study of the CHUV dataset:  
 
- We classified, with a high accuracy, human vocalization and non-human vocalization 
sounds by using self-organizing maps. For this aim we trained the map with the features 
selected from PyEEG library. This result shows the relevance of these features for this 
specific task. 
-  
In the same self-organized map, we found that similar sounds appear closer in the map.  
 
 
Conclusions from the comparison between musical vs non-musical databases. 
  
- By using and MLP network we build a classifier with a performance over 88% of well 
classified observations in training and over 82% of well classified observations in 
validation.  
- Six features were found as the most relevant ones for the network when classifying 
musical from non-musical sounds (they are listed in Table 10-I). All of them are the means 
from the 20 windows and the relevance is decreasing gradually from the first feature until 
the fifth. 
 
1.-Petrosian’s  fractal dimension (mean) V4 
2.- Spectral entropy (mean) V6 
3.-Higuchi fractal dimension (mean) V5 
4.-Hjorth’s complexity (mean) V3 
5.-Hjorth’s mobility (mean) V2 
Table 10-I: More relevant features found by using the input 
cancellation test for music vs noise. The index is descending 
gradually starting at 0.3. 
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Conclusions from Music Database section 
 
- We have defined three emotional components (scales), namely: (i) Sadness-Happiness, (ii) 
Relaxing-Stressful and (iii) Sleepy-Energetic. The scales were analyzed separately defining 
three sub classes: de two extremes and the center (i.e., Sad-Neutral-Happy) we have 
defined three classes (e.g., Sad, neutral, and happy) we used the classification approach 
“One-vs-all" and we obtained the results showed in Table 10-II. For the neutral classes we 
had non conclusive results and quite good ones for the “extremes” (positives and 
negatives). 
 
Due to the non-conclusive results in the neutral classes we analyzed only the “extremes” by using 
the Input cancellation method to discover the most relevant features. En each emotional 
component these were the results: 
 
- Sadness-happiness: in both extremes the three main features are the same:  first Hjorth’s 
complexity (mean) followed by Hjorth’s mobility (mean) and the Spectral entropy (std). 
The mean of Hjorth’s complexity for itself is not enough to define sadness or happiness 
but is working fine with the mean of Hjorth’s mobility; High values of Hjorth’s complexity 
(mean) combined with low values of Hjorth’s mobility mean seems to be related with sad 
songs and the opposite for Happy songs 
 
- Relaxing –stressful: we could not find easy-to-interpret relationships between this 
emotional component and the features used.  
 
 Sadness Happiness Sleepy- Energetic Relaxing-Stressful 
 Training Validation Training Validation Training Validation 
Negative 83.4906 79.6914 85.2451 82.0778 82.6866 77.4722 
Neutral 63.068 58.4321 68.6600 67.8774 71.0986 66.0278 
Positive 70.9156 64.7407 74.5627 70.2333 80.1831 75.2639 
Table 10-II: Percentage of good classifications achieved in each MLP network. The “negative” term is referred to the left 
extreme (Sadness, Sleepy and Relaxing) and the “positive” term is referred to the right extreme (Happiness, Energetic and 
Stressful) 
55 
 
- Sleepy –energetic: In this case both extremes had different main features. This fact 
conduces to think that they are not really opposite concepts or how the experiment is 
built creates some confusion.   
 
- We conclude that the energetic songs are related to high values of Spectral entropy 
(mean) with low values of Hjorth’s complexity (std). In addition we observed, that the 
sleepy songs are related, with high levels of Higuchi’s fractal dimension (std), approximate 
entropy (mean) and spectral entropy (std). 
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11 Resume and further considerations 
 
This project started with the hypothesis that there is an intrinsically (perhaps innate) emotional 
response to sounds and music, the same to everyone. This basis comes from another study, 
where they made a simple model with a neuron called interneuron. With a simple three-neuronal 
model they explain the consonance or dissonance effect when we heard two different tones 
(frequencies). They arrived to the conclusion that consonant frequencies produce clear spike 
trains at the output of the interneuron. Taking this discovery we chose a set of information-theory 
features to characterize sounds; if a simple relation between frequencies is directly defining the 
neuronal spike trains, it seems a good idea to try to relate more complex relations in the input 
(music) with the output of our big brain system (emotions). 
 
Even if the project has been always focused on the music sounds, we started analyzing one 
database from the CHUV hospital with non-musical sounds of 2 seconds duration. This database 
was already separated in three emotional groups (positive, negative and neutral). We used this 
database to do a first study of our features. 
 
The features doesn’t work really good classifying the emotions in the CHUV database, but we 
found that they work fine making groups of same kind of sounds and really good separating 
human voice from non-human voice. In fact, an interesting further work could be to train a 
network to see which features are the most relevant. Due to the sounds characteristics (not 
homogeneous and with too with much connotation) and the fact that the database is non-
musical, we felt that it was not fair to give up with our idea of relate the Information’s Theory 
features and the emotion in music. Then, was necessary build our own database. Once we had 
that database we used a MLP network to demonstrate that both of them contained notable 
differences related to the features.  
 
How we built the database had determined, in some measure, the results obtained in the project. 
First we decided to keep the 2 seconds duration to maintain a similarity with the CHUV database.  
Then, we chose 141 samples from songs coming from different styles (we use the word samples 
because, if the song had vocal part, we chose one sample without voice and the other without). 
After, we made a web page were we provided the songs randomly to the participants and,with 
the results, we found relations between the features and the emotions.  
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 During this process some issues appeared and we think it is interesting put all them together in 
this report to motivate a future work. The first think that we should change is the number of 
songs: 141 different samples are too much and the number of ratings per song it becomes not 
enough.  
 
We described the emotion in a sound with three emotional components, three scales with 
opposite extremes: Happiness-Sadness, Relaxing-Stressful and Sleepy-Energetic. The problem is 
that, maybe, the idea of opposite emotions is not correct. For example, if we take a song from 
boss nova (like Sim from Cartola) it is difficult to say if it is sad or happy because is both at the 
same time. With this example we can see two problems; first, both extremes could appear at the 
same time, then the scale loses the sense. Second, if we classify this song as neutral (because it 
should be in the middle of the scale) when we want to classify another song as neutral because is 
not associated with sadness or happiness we must use the same point in the scale. Then the term 
“neutral” is fuzzy because applies to really different situations. For example, if we took a song 
from Dave Clarke (techno music), with almost no melody, it is difficult to describe the sadness or 
happiness (this emotional component is just not present in the song) and could be rated as 
neutral. For that reason the neutral term is something to take in account in further work.  
 
Keeping this problem in mind maybe it would be better to work with all the emotions (e.g., Sad, 
Happy, Relaxing) separately and built a scale for each one of them. (In that case, Relaxing and 
Sleepy could be the same concept). 
 
Once we collected the ratings on the database we deleted the songs with too few ratings or with 
too large standard deviation between ratings. After deleting these songs we trained the network 
with all the different classification associated to the same song. After the results, this approach is 
questionable. As far as we want to deal with a classification problem, maybe it could be better to 
choose just one final classification (putting the efforts in to choosing a god way to determinate 
which one) and then train the network with only one emotional classification for each song.  
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List of songs used to create the music database: 
 
 
08001 - Flamenco Uno-N. 
08001 - Flamenco Uno-V. 
08001 - Lack of Love II-V. 
ACDC-Rock N' Roll Train-N. 
ACDC-Rock N' Roll Train-V. 
Air-All I Need-N. 
Air-All I Need-V. 
Air-Run-N. 
Air-Run-V. 
Ali Farka Toure-Bonde-N. 
Ali Farka Toure-Bonde-V. 
Antonia Font - Wa Yeah!-N. 
Antonia Font - Wa Yeah!-V. 
Antonia Font-Icebergs i gueisers-N. 
Antonia Font-Icebergs i gueisers-V. 
Autechre-bnc Castl-N. 
Ayo-Down on my knees-N. 
Ayo-Down on my knees-V. 
Barry White-i'm gonna love you-N. 
Barry White-i'm gonna love you-V. 
Bazz-Dee - Modus Bamalip-N. 
Berri Txarrak - Lehia-N. 
Berri Txarrak - Lehia-V. 
Bigott-Afrodita carambolo-N. 
Bigott-Honolulu-N. 
Bigott-Honolulu-V. 
Biigott-Afrodita carambolo_V. 
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bob sinclair-lala song-V. 
Bob sinclair-lala song-V2. 
Bob sinclar-Taj mahal-N. 
Bob sinclar-Taj mahal-V. 
Bob sinclar-Taj mahal-V2. 
Boney M- Daddy cool-N. 
Boney M-Daddy cool-V. 
Brooklyn funk Essentials - By And Bye -V. 
Caetano Veloso-Bat Macumba-V. 
Calamaro- Flaca-N. 
Calamaro-Flaca-V2. 
Calamaro-Flaca-V1. 
Caravan Palace-Ended with the Night-N. 
Caravan Palace-Ended with the Night-V. 
Cartola-Sim-N. 
Cartola-Sim-V. 
Cassius-toop toop-N. 
Chabela Vargas - Llorona-N. 
Chabela Vargas -Llorona-V. 
Children of Bodom - Follow The Reaper-V. 
Children of Bodom- Follow The Reaper-N. 
David guetta-Gettin over you-N. 
David guetta-Gettin over you-V. 
David guetta-Gettin over you-V2. 
Dj Food- The riff-N. 
Extremoduro- Sucede-V. 
Extremoduro-Sucede-N. 
Fanfare Ciocarlia-Gili Garabaldi09-N. 
Fanfare Ciocarlia-Gili Garabaldi09-V. 
Fela kuti - Gentleman-N. 
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Fela kuti - Gentleman-V. 
Fisherspooner - Emerge -V. 
Fisherspooner-Emerge-N . 
Fito- Abrazado a la tristeza-V. 
Fito-Abrazado a la tristeza-N. 
Infected-Vicious delicious-N. 
Infected-Vicious delicious-N2. 
Infected-Vicious delicious-N3. 
Jaco Pastorius and Path Matheny-Donkey-N. 
Jeff Mills-Gamma player-N. 
Jeff Mills-systematic-N. 
Jeff Mills-ufo-N. 
Joe Satriani-Ice 9-N. 
John Mclaughlin-Dear Dalai Lama-N. 
Jonny greenwood-Nudnik Headache-N. 
Juan Luis Guerra-Mi Padre Me Ama-N. 
Juan Luis Guerra-Mi Padre Me Ama-V. 
Juno reactor- Nitrogen Part 2-N. 
Juno reactor- Nitrogen Part 2-N2. 
Juno Reactor-Hulelam-N. 
Juno Reactor-Hulelam-V. 
Los Lobos - La Bamba-N. 
Los Lobos - La Bamba-V. 
Losoul-Taste Not Waste-N. 
LOST - Peace Through-N. 
Lost- End Title-N. 
LOST- Peace Through Superior-N2. 
Manel-Al mar!-N. 
Manel-Al mar!-V. 
Mario Galaxy-Go go go!!-N. 
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Mario Galaxy-Sweet cake galaxy-N. 
Mendetz - The Ground-N. 
Mendetz - The Ground-V. 
Miles Davis-So What-N. 
Miles Davis-So What-N2. 
Mississippi Mass Choir-Holy City-N. 
Mississippi Mass Choir-Holy City-V. 
Mississippi Mass Choir-When God's-N. 
Mississippi Mass Choir-When God's-V. 
Muddy waters-Mean Red Spider-N. 
Muddy waters-Mean Red Spider-V. 
New York Ska Jazz Ensemble - Centrifuge-N. 
Obrint pas - Som-N. 
Obrint pas- la flama-N. 
Obrint pas- la flama-V. 
Obrint pas- Som-V. 
Omar sosa-Oda al Negro-N. 
Orchestra Baobab - Bul Ma Miin-V. 
Pet Duo-N. 
Police- Every Breath You Take-V. 
Police-Every Breath You Take-N. 
Police-So Lonely-N. 
Police-So Lonely-V. 
Radiohead - 15 Step-V. 
Radiohead-Pyramid song-N. 
Radiohead-Pyramid song-V. 
Ravi Shankar-Raga malkauns alap. 
Remember Shakti-Shringar-N. 
Rolling Stones-Satisfaction-V. 
Rolling Stones-Wild horses-N. 
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Rolling Stones-Wild horses-V. 
Sakamoto-Merry Christmas Mr Lawrence-N. 
Sakamoto-Merry Christmas Mr Lawrence-N2. 
Sakamoto-Merry Christmas Mr Lawrence-N3. 
Sanseverino - Swing du Nul-V. 
Satisfaction-Rolling Stones-N. 
Scott Joplin-Country Club-N. 
Sean Paul- Gimme The Light-N. 
Sean Paul-Gimme The Light-V. 
Skazi - Out Of Space-N. 
Staff Benda Bilili - Mwana-N. 
Staff Benda Bilili - Mwana-V. 
The Champs - Tequila-N2. 
The Champs -Tequila-N. 
The chemical Brothers-Saturate-N. 
The incredible bongo band - Bongolia-N. 
The Quintet-Hot House-N. 
Tom Waits-Alice-N. 
Tom Waits-Alice-V. 
Tom Waits-Kommienezuspadt-N. 
Tom Waits-Kommienezuspadt-V. 
UR-Sonic Destroyer-N. 
Verdi - Vedi, le fosche notturne-V. 
Verdi-Vedi, le fosche notturne-N. 
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ANNEX II: pyEEG script 
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Python script used to extract the features 
 
import pyeeg 
import os 
import glob 
import numpy as np 
 
def main(): 
    
    print "Computing features" 
    d = "2sec/" 
    with open('results 2sec/pyeeg_2sec.txt', 'w') as f: 
        for filename in os.listdir(d): 
            samples = np.loadtxt(os.path.join(d, filename)) 
            print '---', filename 
            print samples 
            print samples.shape 
            v=[filename] 
 
            #Hjorth mobility and complexity 
            h = pyeeg.hjorth(samples)            
            for i in h: 
                v.append(str(i)) 
 
            #Petrosian fractal dimension 
            pfd=pyeeg.pfd(samples)     
            v.append(str(pfd)) 
             
            #Higuchi Frctal dmension 
            hfd=pyeeg.hfd(samples,8) 
            v.append(str(hfd)) 
             
             
            #Spectral entropy: To compute the Spectral entropy we used 
100 windows starting at 20Hz (first audible frequency) until 22kh 
(Nyquist frequency because we are sampling at 44100Hz). The boundaries 
were computed by using the Mel scale to achieve more resolution in the 
high frequencies.. 
            
se=pyeeg.spectral_entropy(samples,[20.1604520785868,43.9845872034653,68.5
968653217700,94.0233595469564,120.291005535509,147.427630021337,175.46198
0294129,204.423754652915,234.343633867068,265.253313678102,297.1855383766
81,330.174135490409,364.254051619155,399.461389455873,435.833446032127,47
3.408752228854,512.227113594196,552.329652511673,593.758851763335,636.558
599534063,680.774235904696,726.452600883220,773.642084024912,822.39267569
4011,872.756020021202,924.785469613031,978.536142071195,1034.06497838160,
1091.43080323499,1150.69438734317,1211.91851181662,1275.16803467199,1340.
50995953963,1408.01350664419,1477.75018613333,1549.79387383226,1624.22088
950440,1701.11007770100,1780.54289128545,1862.60347772070,1947.3787682111
6,2034.95856979364,2125.43566047481,2218.90588751591,2315.46826896891,241
5.22509857174,2518.28205411349,2624.74830938462,2734.73664983065,2848.363
59203187,2965.74950713561,3087.01874837190,3212.29978278757,3341.72532733
829,3475.43248948282,3613.56291242833,3756.26292518068,3903.68369755865,4
055.98140033624,4213.31737068282,4375.85828307631,4543.77632587040,4717.2
4938370299,4896.46122593898,5081.60170134704,5272.86693921668,5470.459557
12856,5674.58887559826,5885.47113982071,6103.32974875049,6328.39549176028
,6560.90679312859,6801.10996461539,7049.25946639346,7305.61817661177,7570
.45766987648,7844.05850494458,8126.71052193490,8418.71314937134,8720.3757
2138372,9032.01780540207,9353.96954069164,9686.57198808722,10030.17749129
73,10385.1500501608,10751.8657062515,11130.7129412395,11522.0930884306,11
926.4207579204,12344.1242758128,12775.6461379697,13221.4434787698,13681.9
69 
 
885553764,14157.7692480245,14649.2895768589,15157.0702358697,15681.649144
4916,16223.5820174511,16783.4429534647,17361.8250434132],44100) 
            v.append(str(se)) 
             
#Approximate entropy: We will find similar series from 2     
elements, the tolerance will be aprox 10% of the signal std. 
            h = pyeeg.ap_entropy(samples,2,0.002)  
                      
            #for i in h: 
            v.append(str(h)) 
             
            f.write(' '.join(v) + '\n') 
             
             
     
 
         
if __name__=='__main__': 
   main() 
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ANNEX III: MLP results from the CHUV 
database 
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