In this paper, we present a new algorithm for fast online motion segmentation with low time complexity. Feature points in each input frame of an image stream are represented as a spatial neighbor graph. Then, the affinities for each point pair on the graph, as edge weights, are computed through our effective motion analysis based on multi-temporal intervals. Finally, these points are optimally segmented by agglomerative hierarchical clustering combined with normalized modularity maximization. Through experiments on publicly available datasets, we show that the proposed method operates in real time with almost linear time complexity, producing segmentation results comparable with those of recent state-ofthe-art methods.
Introduction
Motion is a strong perceptual cue for segmenting objectsof-interest in a scene. Given a sequence of images, feature points such as corners [1] that are stably tracked over the frames show how objects have moved in the sequence. Motion segmentation deals with segmenting feature points into point subsets having each coherent motion; it is a problem of clustering feature points according to their motion.
Recently, the use of portable mobile camera systems, such as wearable cameras, has increased explosively. Online real-time processing of motion segmentation for image streams from camera systems would allow the realtime detection of objects-of-interest, such as dynamic objects. However, most previous methods [2] - [4] for motion segmentation run offline with high computational complexity, having at least quadratic time complexity. In these works, for multiple-frame observation of points, temporally linked points are obtained over all frames of an entire image sequence in the form of point trajectories. Then, these points are segmented once in the whole process. Because all frames of the entire sequence should be available for the process, these methods are suitable for processing stored images, rather than streaming images from camera systems. Several recent works [5] , [6] have dealt with online motion segmentation. However, these methods are still computationally demanding, having quadratic time complexity. Hence, they are not suitable for the portable mobile systems that have limited computing resources.
To overcome these limitations, we propose an algorithm for online motion segmentation that runs rapidly with low time complexity. Figure 1 depicts the proposed method. In the proposed method, for multiple-frame observation of feature points, we handle points that are temporally linked up to the current frame through multiple past frames. The feature points in the current frame of an image stream are represented as a spatial neighbor graph. Then, the affinities for each point pair on the graph, as edge weights, are computed through our effective motion analysis based on multitemporal intervals. Finally, these points are optimally segmented by agglomerative hierarchical clustering combined with normalized modularity maximization.
Proposed Method

Graph Representation of Feature Points
Through consecutive processes of detection and tracking of feature points in every input frame of an image stream, we get P f c = p i n P i=1 , points that are tracked up to the current frame f c through past frames. Each point p i consists of the (u, v) coordinates of the point in each frame from f b,i to f c , in the form of a point trajectory, where f b,i is the beginning frame of tracking of the point, such that f b,i ≤ f c − 1. Note that each p i might have different temporal lengths of f c − f b,i , depending on f b,i . The points P f c show how objects seen in the current frame have moved from the past frames to the current frame. For the segmentation of P f c , we represent P f c as a weighted undirected graph G = (V, E) due to its tractability of points with different temporal lengths, where V is a set of nodes, and E is a set of weighted edges for all node pairs. Each node v i ∈ V, corresponding to the point p i ∈ P f c , is located at a position of the point at f c . Each edge e i j ∈ E consists of a connection between a pair of nodes (v i , v j ) and its weight w i j that signifies an affinity between the nodes in terms of motion.
Affinity Computation Using Multi-Temporal Interval
Motion Preference Set
In this section, we present a method of computing affinities for each point pair in E, i.e. edge weights of the graph G. Given a point temporally linking a past frame f p and the current frame f c , the (u, v) displacement of the point, given as
indicates motion of the point during a temporal interval between the two frames. We can describe the (u, v) displacement of a point from f p to f c , using a rigid motion model such as an affine transformation(A), a homography(H) and a fundamental matrix(F). To infer the motion, we employ a motion preference set (MPS) [7] due to its robustness in the inference. The MPS of a point indicates the preference of the point for motion hypotheses, where multiple hypotheses for identifying the motion are generated from randomly selected subsets of all points temporally linking the two frames. The MPS of a point is a set of binary values indicating preferred (1) or non-preferred(0), where each value is obtained by taking a threshold to residues between the point and each hypothesis. Because the points P f c are temporally linked with successive past frames, we can observe a set of point motions, based on multiple temporal intervals by pairs of each past frame and the current frame. To realize this, we extend the original MPS to a multi-temporal interval-based MPS. Let f (t) p be a past frame located at f c − t, and let m (t) i be the MPS for p i ∈ P f c by the temporal interval between f (t) p and f c . Ideally, we can build a set of m (t) i for p i with the sequentially increased t = 1, · · · , τ i (= f c − f b,i ), i.e. a total of τ i MPSs for p i . However, we adjust the number of MPSs through limiting the maximum value for t according to two parameters. The first parameter is τ α , which is the number of temporal intervals to be used; it controls the temporal width for the motion analysis. The second parameter is β, which is related to the stability of MPS. To build an appropriate MPS, a sufficient number of temporally linked points should be maintained to correctly identify the motion. Let n (t) P be the number of points in P f c that temporally link f (t) p and f c . Because n (t) P decreases monotonically with increased t, we limit the maximum of t to τ β , which is the largest t such that n
P , where we typically set β to 0.5. Finally, we construct a multi-temporal interval mo-
for p i , where
Here, m i represents the preference of a point p i for the motion hypotheses according to the gradual variation of a temporal interval.
An affinity w i j for a point pair of p i and p j is computed using m i and m j . Figure 2 illustrates the computation of w i j . First, we compute a set of sub-affinities for each overlapping temporal interval of the two points, i.e. for each t from 1 to
The sub-affinity for a temporal interval is computed by the Jaccard index of the MPS pair for the temporal interval. The sub-affinity measures the similarity of preferred hypotheses between the two points, and it varies from 0 to 1 as the similarity increases. Then, we compute a final affinity w i j from the sub-affinities. Having no assumption for motion according to the temporal interval, we consider all temporal intervals to be equally weighted. Hence, we take an average on the sub-affinities, producing a final affinity:
where J(·) is the Jaccard index of the MPS pair. The w i j ranges from 0 to 1, and it is the edge weight for a pair of
It is important to exploit multiple-frame observation of the points for computing the affinities. However, most previous works [2] , [3] have strict restrictions on the temporal length of points or only allow the use of limited motion models. In contrast, the proposed method can effectively compute the affinities, handling points with arbitrary temporal length. Moreover, it allows the use of various motion models, such as A, H, and F.
Clustering on Spatial Neighbor Graph with Normalized Modularity Maximization
The segmentation of P f c represented as a graph
, taking account of the edge weights, where each cluster c i is a non-empty subset of V such that c i ∩ c j = ∅ for all i, j. For this division, we adopt the agglomerative hierarchical clustering method due to its feasibility of rapid operation while producing optimal results. Starting with each v i ∈ V as an individual entity at zero height, we build a hierarchical binary tree, called a dendrogram, by the iterative process of i) finding a node pair of v i and v j with the largest w i j and ii) merging them into a new node v k , placing v k at height 1 − w i j , including the update of the weights between v k and all the other remaining nodes. This iterative process ends when only one node remains. Here, a series of operations with E, i.e. edges for all possible node pairs, cause high time complexity of at least O(n 2 P ). Hence, in order to reduce the number of edges to be handled, we represent P f c using a spatial neighbor graph, where the graph contains edges only between spatial neighbor nodes. It holds valid because points of one object tend to be spa- tially close. A conventional method for obtaining spatial neighbors is to use a distance-based method, e.g. k-NN [8] , or a triangulation-based method, e.g. Delaunay triangulation (DT) [5] . However, as seen in Fig. 3 , k-NN might produce isolated edges within an object, particularly if k is small. While the DT guarantees not to produce isolated edges, it might yield a low ratio of edges between adjacent nodes to all edges in a graph, when compared with k-NN.
To overcome the limitations of each method, we combine k-NN and DT. Let E KNN be a set of edges obtained through using only k-NN, and E DT be those obtained through using only DT. First, we obtain E KNN given by
denotes the k closest nodes to v i , and E DT given by a set of edges that correspond to the triangle sides by DT. Then, the resultant graph G * = (V, E * ) with E * = {e i j ∈ E | e i j ∈ E KNN or e i j ∈ E DT } is obtained, where the graph retains a high ratio of edges between adjacent nodes to all edges and does not have isolated edges, as depicted in Fig. 3 . Consequently, we handle approximately 1 2 kn P edges in E * , which is much fewer than 1 2 (n P − 1)n P edges in E in most cases. Note that the affinities are computed only for edges in E * , and only neighbors defined by E * are considered for merging in the iterative process for building a dendrogram. To realize rapid building of the dendrogram on G * , we use two doubly-linked lists (DLL). The first DLL stores ordered weights of all edges in E * ; thus, it enables us to immediately find the node pair with the largest weight. Meanwhile, during the iterative process, we update the DLL only for updated edges. The second DLL stores the neighbors of each node and enables us to promptly get the neighbor nodes when merging nodes in the iterative process.
After building the dendrogram, we get clusters C by cutting off the dendrogram at a certain height. Instead of cutting at a predefined height as in [5] , [7] , we find the height for the best clustering by computing the quality of clustering at each possible cutting height. To measure clustering quality, we adopt the normalized modularity [9] given as Eq. (2) because it is suitable for handling the irregularity of a graph and is also computationally tractable:
where
w pq , and w V = e pq ∈E * w pq . Here, E * c i ,c j denotes all edges e pq ∈ E * such that v p ∈ c i , v q ∈ c j . As clustering with a higher Q NM value is better, we get clusters C from the clustering that maximizes Q NM while gaining the number of clusters n C automatically. The clusters C as segmentation results can be seen as nodes V assigned with cluster labels, where nodes in one cluster have the same cluster label. The proposed clustering method not only runs rapidly, but also provides optimal results. Another big advantage of the proposed method is that the clustering itself does not require any parameters.
Time Complexity of the Proposed Method
Each part of the proposed method runs with the following time complexity. First, the computation of edge weights includes operations of generating motion hypotheses, building MTI-MPSs with the hypotheses, and computing affinities using the MTI-MPSs. A series of these operations have linear time complexity on n P , the number of points. Next, it takes O(n P log n P ) time to obtain spatial neighbors and to perform clustering on a graph, respectively. However, the required amount of computation for the edge weights becomes larger than those of the other two parts, as the total number of motion hypotheses increases. Thus, the proposed method has almost linear overall time complexity, with an upper bound of O(n P log n P ), in typical cases such that n P < n H , where n H denotes the total number of motion hypotheses.
Experimental Results
Datasets
We used two datasets for performance evaluation: Hopkins 155 [2] and Berkeley Motion Segmentation (BMS) [3] . Among sequences of the Hopkins 155, we used nonsynthetic four sets of 31 traffic2, 7 traffic3, 11 articulated2, and 2 articulated3 sequences, where the number behind the sequence name indicates the number of objects with different motion. The dataset provides feature points that are tracked completely without errors over all frames of each sequence as well as the true labels of the points. The BMS dataset also offers four sets of 10 cars, 13 marple, 2 people, and 1 tennis sequences, with 189 frames having pixel-wise true label annotations. Because the BMS does not provide feature points, we detected and tracked the points using [1] , and obtained the true labels of the points at the annotated frames. In contrast to the points of the Hopkins 155, the obtained points for the BMS were usually incomplete due to frequent occlusion and severe view changes in the scenes.
Performance Evaluation
To verify the effectiveness of the proposed method, we validated each part of it and compared it with other state-ofthe-art methods. In the proposed method, we used k = 5, which is appropriate for rapid operations, in the combina- Fig. 4 Segmentation results using the proposed method on some sequences of the Hopkins 155 dataset (top row) and BMS dataset (bottom row), where the feature points, which are represented as circles, are assigned the same color if they are in the same cluster and edges, which are represented as lines connecting point pairs, have colors exhibiting affinities that vary from white (the most dissimilar) to black (the most similar).
tion of k-NN and DT. In addition, we built the MTI-MPSs with β = 0.5 using 200 motion hypotheses for each temporal interval, where we adopted an affine transformation as the motion model. For the BMS, we used approximately 200 feature points, handling stably tracked points, i.e. n P ≈ 200. Figure 4 presents the segmentation results of the proposed method for each sequence set of both datasets. In order to evaluate the segmentation results, we used the Fmeasure [12] , denoted by Q F , which is a standard measure that computes the degree of correspondence between true labels and estimated labels, based on the label set overlaps. Note that segmentation with a higher Q F value is better.
Investigation into the use of multi-temporal intervals. In Sect. 2.2, we computed the affinities, i.e. edge weights for point pairs, using motion analysis based on multi-temporal intervals. In this method, we could control the temporal width for the motion analysis, through adjusting the parameter τ α , which is the number of temporal intervals to be used. Here, we investigated the effect of τ α on the quality of the affinities and ensuing segmentation. For the affinities obtained at each varying τ α , we measured the Pearson correlation coefficient (PCC) [13] , which is the quality in terms of the correlation, and the ratio of separation to cohesion (RSC) [13] , which is the quality based on the extent of the sum of the affinities. First, from the true cluster labels of points, the ideal affinities could be obtained through assigning 1 to edges within a cluster and 0 to edges that connect different clusters. The PCC, denoted by Q PCC , is a measure of the linear correlation between the estimated affinities and the ideal affinities, and the RSC, denoted by Q RSC , is given as a separation divided by cohesion, where the separation and cohesion are defined as the sum of the estimated affinities corresponding to the ideal affinities of 0 and 1, respectively. We computed the quality on all measurable frames of both datasets, and obtained the average quality for each sequence set. Figure 5 presents the average Q PCC and Q RSC values for the affinities, as well as the Q F value for the ensuing segmentation, according to τ α . Note that the affinities with higher Q PCC values and lower Q RSC values are better. In both datasets, an increase in τ α brought improvements in the quality of the affinities, which enhanced the segmentation quality, although the rate of improvement slowed with an increased τ α . These results indi- cate that the use of the multi-temporal intervals with some increased τ α values enabled us to obtain high quality affinities that resulted in enhanced segmentation. In the subsequent evaluations, we used τ α = 15 because it is considered to be an appropriate compromise between the quality and computation load.
Effect of spatial neighbor graph type. In Sect. 2.3, we constructed a spatial neighbor graph using the combination of k-NN and DT, rather than the conventional use of only k-NN or DT. To determine the effect of the type of spatial neighbor graph, we measured the quality of the dendrograms and ensuing segmentation for each type of spatial neighbor graph, i.e. each graph using k-NN, DT, and the combination of them. In order to assess the dendrograms, we measured the cophenetic correlation coefficient (CCC) [14] for each dendrogram. The CCC for a dendrogram, denoted by Q CCC , is a measure of the linear correlation between the cophenetic affinities obtained from the dendrogram and the original affinities used to build the dendrogram, and thus the CCC shows how faithfully a dendrogram maintains the original affinities. We measured the quality on all measurable frames of both datasets, and obtained the average quality for each sequence set. Figure 6 presents the average Q CCC and Q F for each type of spatial neighbor graph. Note that the dendrogram with a higher Q CCC value is better. In both datasets, graphs using only k-NN exhibited the lowest performance due to the frequent generation of isolated edges within the objects. In contrast, graphs using only DT and using the combination of k-NN and DT achieved better results because they did not produce isolated edges. Furthermore, the proposed graph using the combination of k-NN and DT produced the highest quality dendrogram, which resulted in increased segmentation quality. Evaluation of running time. In order to investigate the running time and time complexity of the proposed method, we measured the running time according to the number of feature points in the BMS dataset, as described in Fig. 7 . We acquired the results using the C++ code of the proposed method on a low-end laptop (MS Windows 7 OS, i5, 2.6GHz). Compared with the other online methods [5] , [6] that require several seconds per frame with quadratic time complexity, the proposed method ran rapidly and achieved almost linear time complexity as analyzed in Sect. 2.4.
Comparison with state-of-the-art methods. We compared the proposed method with state-of-the-art offline methods, including the traditional methods [2] of GPCA, RANSAC, and LSA, and the recent methods of ALC [10] , NNMF [11] , and MSMC [4] . For all previous methods, we used the codes with the default parameters provided by each method. Because the traditional methods are only suitable for handling complete feature points, they were only tested using the Hopkins 155 dataset. We measured Q F , i.e. the segmentation quality, in the ending frame of each sequence of the Hopkins 155 dataset, and in the annotated frames of the BMS dataset. Due to the internal random operations, we obtained the quality averaged over 20 runs for each method. Figure 8 presents the segmentation quality of each method for each sequence set. The results demonstrate that the proposed method outperformed the traditional methods and produced results comparable with the recent methods, while the proposed method ran online. 
Conclusion
We proposed an algorithm for online motion segmentation that runs rapidly with low time complexity. In the proposed method, feature points are represented as a spatial neighbor graph, where the affinities as edge weights are effectively computed by multi-temporal interval motion preference sets. Then, these points are optimally segmented, maximizing the normalized modularity. We verified the effectiveness of the proposed method through experimental evaluations, which demonstrated that the proposed method can be suitable even for portable systems that process image streams in real time.
