ABSTRACT
INTRODUCTION
For several decades, the stability of control system has been researched by many researchers because of its wide usage in many fields. In recent years, more and more control problems turn to digital controllers to solve. The key point of this control method is at discrete time but not continuous time of the state variable samples. Therefore, sampled-data control systems [15, 16, 18, 19] have attracted much attention. Three main approaches have been used to research the sampled-data control of linear systems. The first approach is discrete-time models [1, 20] . The second one is impulsive model [3] . And the third is time-delay model which is via constructing Lyapunov-Razumikhin functions or Lyapunov-Krasovskii functional and using LMIs analyze the stability and design the controller of sampled-data control systems [2, 4, 15, 22, 23] .
Saturation is very common in practical application because of the technological or safety constraints. Considering the importance of the saturation, researchers have studied saturation with the problem of filtering [5] [6] [7] [8] [9] 20] and the problem of control [6-8, 10, 21] . Just as saturation, control using quantized feedback has been a hot research topic for many years. Kalman studied the effect of quantization in a sampled data system in 1956 and presented that the feedback system would exhibit limit cycles and chaotic behaviour if a stabilizing controller is quantized using a finite-alphabet. [25] studied a number of quantized feedback design problems for linear systems and the main discovery is that the classical sector bound method is non conservative for studying the design problems. The problem of quantized state-feedback control has been investigated through a quantization dependent approach in [26] and new stability and stabilization conditions have been given. Quantization has also emerged in many literatures, such as in [8] , [24] , [27] . In this paper, we develop the static output-feedback in [15] to dynamic output-feedback control system under saturation and quantization constraint. This paper concentrates on asymptotical stability of the sampled data control system under saturation and quantization constraint, controlled by dynamic output-feedback. Our aim is to analyze the performance of the closed loop system under above constraint. Firstly, a model of sampled-data system is constructed. There for, based on the discontinuous Lyapunov function and employing linear matrix inequality approach, sufficient conditions for system stability are obtained. Then, a dynamic output-feedback controller is designed on the basis of above stability. Finally, the practical utility of this method is proved by a numerical example.
The paper is organized as follows. Section 2 presents some useful lemmas and definition. Section 3 presents the system and the dynamic output-feedback controller we study. Section 4gives sufficient condition of system stability and dynamic output-feedback controller through linear matrix inequality approach. Section 5 illustrates the obtained results by a numerical example, which is followed by the conclusion in Section 6.
LEMMAS AND DEFINITIONS
In order to describe the system more clearly, we will give the following definitions and lemmas.
Lemma 1[12]The saturation function ( ( ))
u t δ can be decomposed into a linear and a nonlinear part as following
and there exists a scalar 0 1 ε < < , such that:
Lemma2 [14] For matrix R>0 and
Definition 1 A quantizer is called to be logarithmic if the set of quantization levels Π can be
where ρ is called the quantization density, besides, 1 1 
PROBLEM FORMULATION

Sampled-data system
Consider thesampled-data system scheme as the following: 
Dynamic output-feedback controller
We denote ( 0,1, 2, ) 
where h is a positive scalar which is the largest sampling interval.
In this paper, we propose to design a stabilizing dynamic output-feedback controller described by: . Based on the Definition 1，
Based on Lemma 1, we have:
and there exists a scalar
Augmented system
From above analysis, substituting (9) and (8) into (6) and (7) respectively, the closed-loop system with dynamic output-feedback control can be described as: 
t Ax t B D x t B u t x t A x t B x t t C I Cx t t
, and
0 (12) and the inequality (10) can be described by:
MAIN RESULTS
SUFFICIENT CONDITIONS OF STABILITY
In this section, we will give asymptotical control stability criteria for system (11) under saturation and quantization condition . 
where :
: 
V t V t V t V t V t t t t
In which 
( ) ( ) ( ) ( ) ( ) V t V t V t V t V t
Using Jensen inequality, we can obtain
the following can be derived: 
Substituting (17)in (16) and combining (18) and (19) into consideration, and adding saturation condition (13), we have (14) is satisfied, it can be seen that the closed loop system (11) is asymptotically stable. This completes the proof.
Explicit form of sufficient conditions
In the following theorem we will give the explicit form of the desired DOFC parameter. 
where 
Π , 22 Π , 22 Π , 22 Π is the same as given in Theorem 1, and 1 0 0
Proof: First, we decompose: (22) and in which
and simultaneously, we set
Then, we can derive 0 c q C C F = B (25) Thus, we can rewrite 1 Π as the following form:
By utilizing Lemma 4, (26) is equivalent that there exist positive scalars 2 ε satisfying
And based on Schur complement, (21) is easy to obtain and the proof is completed.
Dynamic output-feedback controller
The following theorem presents the explicit parameters of the desired dynamic output feedback controller based on theorem1 and theorem 2. , the augmented system (12) is asymptotically stable there with system (11) is asymptotically stable if there exist matrices >0, >0, >0, >0(i=1,2)
i i P M Q R and appropriate matrix S which satisfy: 
in which 
AX B W A
Proof: Since 0 P > , thus the matrix P is nonsingular, then we partition P as 11 12
Where 11 12 22 , , R 
It is easy to know 1 L and 2 L are both non-singular.
. Performing congruence transformation to the matrix inequality (21), we get 2) .
According to the denotation
In the computational process, we can get the item
, substituting (22) in it, we can obtain
By using Lemma 2, we have
Similarly, we can easily obtain 
It can be seen that all the process of proof is reversible, therefore, theorem 3 can also deduce Theorem 1 through Theorem 2, that is to say, the dynamic output feedback controller is: 
NUMERICAL EXAMPLE
In this section, a numerical example is presented to show the validity of the control approach for the sampled-data system with actuator saturation using quantized measurements.
Consider the system (6) described as:
In the following, our purpose is to design the DOFC in form (41)for the system (42), by setting 
CONCLUSIONS
In this paper, using discontinuous Lyapunov functional technique, we study the dynamic output feedback control of sampled-data system with saturation and quantization. A time-varying delay model with nonlinear items is represented as the closed-loop system, and a novel stability criterion is established by discontinuous Lyapunov functional approach.Sufficient conditions for asymptotic stability are derived employing linear matrix inequality approach and the corresponding matrix of DOFC are both designed. A numerical example shows that the results obtained in this paper are very practicable in analyzing the stability of the sampled data control system.
