INTRODUCTION
Timely data-flow is the most recent programming model that supports application developers with a rich set of primitives to develop distributed and parallel applications that consist of iterative modules over streaming data sets . The demand for fast analysis over a large volume of such data led to the development of several batch/streaming data engines such as MapReduce (Dean and Ghemawat 2008) , Apache Spark (Zaharia et al. 2010) , CStream (Şahin 2015) , Apache Storm (Apache Software Foundation 2016), IBM System S (Zou et al. 2010) , Yahoo S4 (Neumeyer et al. 2010) , SCOPE (Chaiken et al. 2008) , and Microsoft Sonora (Yang et al. 2012) . However, an important missing point of almost all above-mentioned systems is their intrinsic deficiency to brace iterative modules over incoming data (Wang 2013) , (Clauss and Gustedt 2010) , (Dudoladov et al. 2015) . Supporting such a feature is almost inevitable for developing most of emerging applications in different domains such as learning algorithms and large scale graph-based data engines.
The main advantage of timely data-flow (TDF) paradigm is that it offers all three main benefits of batch and streaming computational models within the same system. Achieving such an ambitious goal is realized by supporting a mechanism that provides application developers for designing independent yet stateful iterative and incremental computational modules. In TDF paradigm, an application can be expressed as a collection of several directed (possibly cyclic) graphs (DCG) in which the set of graph vertex actually represents the parallel tasks of the application. Such tasks can exchange data elements along the directed edges of the DCG graph. Furthermore, each application's message is labelled with a non-conventional logical time-stamp (see ) for more details) to keep the state of computations.
On the other side, one of the most critical requirements for a data-flow processing engine that runs over a server farm of tens or even hundreds of server nodes is finding an effective way to fulfil the quality of service (QoS) requirements enforced by the application owners. In almost all existing practical solutions, a conventional resource allocation algorithm often picks a new server node only if the overall computing capacity of the current resources cannot cope with unexpected spikes in the incoming workload. Nevertheless, in practical scenarios in which the amount of computing capacity is limited, it is almost impossible to avoid violating of QoS requirements for all applications over the course of their execution. A conventional resource allocation strategy, such as round robin or best effort, which is not aware of QoS enforcement level might severely damage the performance level of those applications that belong to the highest QoS level when the capacity of the available resources cannot cope with the incoming demand from all applications. In such cases, a QoS-aware resource allocation algorithm is needed to truly comply with the service-level objectives declared in SLA (service level agreement) while maximizing the overall performance of the system.
In this paper, we present an approach for the design as well as a prototype development of a close-loop controller as an elastic solution for allocating CPU shares in a TDF platform. The main key features of the proposed solution is that it considers QoS enforcement level when making resource allocation decisions. We use an ARIMA based prediction model to estimates the future rates for incoming data records per application. Then we apply a simple queue based system model proposed by Kleinrock in (Kleinrock 1976) to estimate the latency of each computational module in the next controlling interval using a history of past observations. In addition, the loop counter of each iteration module is estimated by employing a Monte Carlo sampling method, namely A A Algorithm, that uses the minimum possible number of measurements to estimate the unknown value of each loop counter. The experimental evaluation section presents the result of a series of tests that we have conducted as our evaluation study to test the performance of the proposed solution against the round robin policy with respect to both the average response time and the QoS violation rates. Particularly, the proposed solution outperforms the round-robin algorithm by an average improvement of 48% in the overall response time of processing data records, while it reduces the QoS violation incidents by a factor of 3.6 on scenarios that the available computing capacity of server nodes in the local cluster cannot cope with the total demand from all applications.
The rest of the article is organized as follows. In Section 2, we give the background knowledge and related work associated with the timely data-flow platform. Section 3 formally presents the design principle of the proposed resource allocation algorithm. In Section 4, we evaluate the performance of our solution through experiments on real systems. Section 5 briefly discusses the existing work. We then draw our conclusion in Section 6.
BACKGROUND
Timely data-flow can be considered as rather new yet evolutionary programming model for designing scalable and fault-tolerant distributed systems first introduced by Microsoft researches ). The programming model can be employed by application developers for deploying parallel programs that runs continuously over a set of streaming data for further processing. Such a streaming processing has been recently receiving a lot of attention, particularly for dealing with the upcoming issues in processing in near real-time fashion.
The new cyclic data-flow model offers all three advantages of prevalent giant models for big-data processing in one system. Particularly, it offers (1) high throughput (for batch processing systems), (2) low latency (for stream processing engines), and (3) the ability to perform iterative, stateful, and incremental computations over incoming streaming data records. In fact, the complexities of combining such features (like nesting loops inside streaming contexts or keeping the state of the computations) in one system can be easily resolved by using timely data-flow model ).
In this model, each message of any computational module is being attached with a logical time-stamp as a lightweight mechanism for the purpose of coordination among iterative and incremental processing modules. For the purpose of tracking the progress of the computations, the underlying platform keeps the set of pointstamps of all messages which are still in their execution progress. This helps each parallel worker to realize the set of pending messages that still needs to be delivered to each vertex node at any given time. It also can be used by every working threads to find out if some additional data records will be arrived in the future epochs (Chandu Thekkath 2017).
The directed graph of might consist of a a data-flow computation consists of a set of input, output, ingress, egress, feedback, and normal computational vertices. The input (output) vertex is declared to indicate a stream of data coming (emitting) from the an external producer (to an external consumer). Ingress, egress and feedback vertices are declared to identify a loop context (can be nested within other loop contexts). Such vertices are used to deliver the message in a correct order.
Controlling of the parallelism degree per each computational module can be determined by the application developer, while the underlying framework is responsible to deliver the set of right ordered messages to corresponding computational threads . So, the resource allocation of a timely data-flow system can take advantage of such a fact and concurrently execute the same computational worker thread over different data streams. To reach the best resource performance, the resource manager has to find out the amount of CPU time assigned to each worker thread in a way to (1) balance the load among them and (2) to avoid any thread becoming a bottleneck. A fair round-robin policy that simply distribute the CPU capacity equally among worker threads cannot effectively cope with the temporal abnormal rise in the incoming requests.
THE PROPOSED RESOURCE ALLOCATION SCHEMA
We consider end-to-end response time as the main performance concern of the end-users. We use a model based on queuing theory to allocate/dismiss computing resources to each sub-component of the a timely data-flow application. We also use "control theory" principles to design a robust feedback controller for allocating CPU resources in a dynamic fashion. Our target platform is a cluster that hosts several data-flow applications belong to users with different QoS enforcements.
The key idea of the proposed solution is to leave the decision of allocating CPU resources to the execution time, when it can effectually prevent the issue of capacity bottleneck. The controller measures the following metrics to determine the online state of the system. (1) the incoming traffic rate of each computational module from external source, (2) the available CPU capacity of each host, and (3) the amount of QoS violation incidents occurred so far per each user. Whereas finding an exact relationship among different parts of the system under study might result in an accurate solution, employing a simpler linear difference equation that approximates such a relationship, like the one we use in this paper, is more common in practice. Employing a similar predictive mechanism to control the computing resources in a variety of evnet-and stream-based data processing platforms is not new and has been effectively used by several researchers in the past, such as (Casalicchio et al. 2013) , (De Matteis and Mencagli 2016) , (DeMatteis and Mencagli 2017), (HoseinyF. et al. 2017a ).
We use one buffer per stateful computational module (C i ) to keep track of outstanding messages. By adjusting the percentage of the amount of CPU core cap to be assigned to the corresponding working thread of every computational module, we can respond to the temporal changes in their arrival rates while taking QoS enforcement level into account. Particularly, we approximate the end-to-end delays of each data-flow message by measuring the number of outstanding messages in each buffer at any given time. To this end, the controller uses a prediction tool to estimate the future rate of incoming data elements to each application over a finite-time horizon. Then, based on the current measurements and the predicated future states, the proposed controller takes the near-optimal CPU cap collocation decisions. We will show (in Section 4) that the given solution is robust despite the modelling errors.
We use auto regressive integrated moving average equation (ARIMA) model to estimate the input traffic rate of data records coming to each data-flow application within the next controlling interval. According to the ARIMA formula, the future values of a target random variable, λ k , where k denote the interval index, is estimated based on previous observations of such a random variable as follows.
, where ε's are i.i.d error values taken from a normal distribution with mean zero and a finite variance (e.g., a white noise). The coefficients of β and θ are updated using the least-squares regression method right after realizing a new observation.
QoS Guarantee. For the sake of designing a QoS-aware resource allocation, we use the following equations to identify by how extent a resource allocation policy can satisfy the desirable performance metric from the user's perspective Let us assume that there are exactly Q different level of QoS classes from which an enduser can choose its desirable performance level. Each class 1 ≤ q ≤ Q is associated with two values of ω * q and V q as the maximum acceptable average processing delay and an acceptable upper bound for the percentage of QoS violation incidents can occur for that class, respectively.
For example, let us assume that there are 3 different QoS classes, denoted by q = 1..3. Let us also assume that the associated upper bounds of each class is taken from V q=1..3 ∈ {0.50, 0.80, 0.99}, where the third class (i.e., q = 3) has the highest priority. So, the end-to-end response time of processing each data records belong to application from the third class can be just higher than ω * 3 only for 1% of the whole set of data records during any given period.
Controlling Algorithm. There are at least two key concepts in designing a feedback control for a computing system: (1) the measured output vector, as the system characteristic to be controlled as close as possible as to a desired value (it typically depends on the nature of workload being served); and (2) the control input vector, as the system variables that influence the system output. The input vector is manipulated either by the system administrator or an automatic controlling mechanism to modify the system output. The first step to designing a good feedback control is understanding how the input vector modifies the the measured system output. Further, it is important to realize that the system output value also depends on the system workload, that are normally unknown a priori or can change over the execution time (Hellerstein et al. 2004 ).
Besides to the control input and output vectors, there are other essential elements of a feedback control system as (i) the set-point trajectory, as the desired value of the control output vector, and (ii) the error vector, that is the difference between the set-point trajectory and the measured system output. The main duty of the automatic controller is to find a setting for the control inputs such that the system output follows the set-point trajectory as the reference point. The main advantage of using such a feedback control is that the system administrator just needs to specify the desired output value as the right set-point trajectory instead of direct steering of the input variables which requires substantial expertise set. The aforementioned queuing model can be successfully applied to handle the issue of service-level guarantees. We regulate the end-to-end response time of each data-flow application by introducing a feedback controller for manipulating the service rate (i.e., the CPU cap) of each application. The implicit objective of such a system is to maximize the number of processed data-flow requests subject to constraints on QoS enforcements (i.e., response times). In our target system, the reference set-point trajectory is the desired response time according to QoS enforcements, and the control input vector is the CPU cap of all data-flow applications at each controlling interval. The control error needs to be calculated by subtracting the average response times from the reference trajectory.
At the beginning of each interval k = 1, 2, · · · , the controlling algorithm accomplishes the following actions.
• It collects the number of pending messages in the buffer of each input module as well as the number of data records that is processed by each computational module during the previous interval.
• The controller predicts the arrival rate of messages per input module for the future step. Using such information, the controller can find out the response time of each application for the next step.
• The controller solve an optimization problem (described later) to find out the best possible CPU cap configuration per application, and then apply such an supposedly optimal solution.
• At time k + 1, the controller observes the performance of the underlying system as the feedback loop and the above cycle is repeated.
We compute the CPU cap of each application based on the following model (which is obtained from queuing analysis) for the dynamic of a TDF platform. For the data records buffered in each computational unit, we assume a first-come, first-served scheduling policy. So, the data elements depart in the same order in which they arrive to the buffer of each module. We do not assume any further restriction on the inter-arrival time distributions. Let r k denote the response time (experienced delay) of the k −th data element, τ k denote the time between the arrival of two consequent data elements at interval k, and s k denote the service time needed to process such data element. Such variables are related based on the following equation as stated in (Kleinrock 1976) .
, where (x) + denote the max{0, x}.
If a module C i resides within a loop context, then we should multiply the average delay obtained by Equation (2) with the mean value of the times that the loop context is executed, shown byη C i . We use an estimation method based on Monte Carlo sampling algorithm to estimate the mean value of the loop variable for every computational modules. This algorithm, knowns as A A Algorithm, is a fully polynomial randomized approximation scheme (FPRAS) that estimates the value ofη by using the minimum possible number of measurements (Dagum et al. 2000) .
After determining the desirable service time of each application for the CPU credit in the next controlling interval (i.e., s k+1 ), a central optimization module computes the CPU cap that must be allocated to each data-flow application . The optimization module formulates it as a capital budgeting problem, where the finite budget is the total amount of CPU share that is available on the server farm, and the reward function associated with each data-flow application is the multiplication of the QoS class that the application belongs to and its requested CPU demand. The solution can be found using a dynamic programming approach (for more details see (Powell 2007) ).
EXPERIMENTAL EVALUATION
The effectiveness of the proposed approach is carried out with respect to QoS violation rate of data-flow applications. We assessed the proposed approach against round robin greedy algorithm that tries to assign CPU share of all accessible physical machines uniformly among data-flow applications.
We use a local cluster consisting of three machines with a total number of 12 logical cores. Each machine is installed with 8 GB of main memory and equipped with a 3.40 GHz Intel i3 CPU. The proposed controller is developed in C++ and Python 2.7 on the top of a modular open-source implementation of timely data-flow in Rust. The controller runs over a dedicated machine equipped with an Intel i7 2.3 GHz CPU with 16GB of RAM and a SSD drive. It can be equally applied to other implementation of timely data-flow, such as Microsoft .NET Naiad system (Microsoft Naiad 2017).
We created n = {50, 100, 150} data-flow applications. Each application has four computational modules as a simple loop. Each module runs a dummy script that its running time varies from 0.1 second to 5.0 second with an average of 2.2 second. We also fixed the number of QoS classes to three (|Q| = 3) and randomly assign each application to one of the QoS classes. We bind the first computational module of each application to an external emitter which its generation rate is taken from a Poisson process with λ ∈ [0.5, 2], where λ represents the average number of data records generated per 0.1 seconds. The controlling interval length is chosen to be 1 second. Figure 1 depicts the average response time of the highest QoS class achieved by the proposed controller compared to the one from RR policy when the number of applications increases from 50 to 150 (x axis). The proposed algorithm can reduce the QoS violation incidents (Figure 2 ) by a factor of 3.6 compared to the RR heuristic on average, too. The experiment also confirms the need for a controlling mechanism in a environment where applications with different QoS levels share the CPU capacity. The main reason is that the static schema equally distributes the CPU shares among applications. Such a fair decision causes a severe QoS violations for applications of higher QoS classes particularity if a burst period exists in which some applications from lowest QoS class consume as much CPU capacity as they need without any restrictions. The running time of the proposed algorithm to find an optimal solution is negligible (less than 0.01 second) for a scenario with 150 data-flow applications and 3 machines. The reason is that we exploit a dynamic programming schema which can quickly find the optimal solution for the capital budget problem.
We also performed sensitivity analysis of the proposed controller against occurrence of errors in parameter prediction phase. We deliberately injected a prediction error to the generation rate parameter ranging from 10% to 90%, and then collected the relative influence of such an error on the output of the system. To this end, we use the sensitivity coefficient parameter (ψ) as introduced in (HoseinyF. et al. 2017b ) to find out how much an output vector varies if there is an estimation error of ε x in the input vector x. More precisely,
The experimental results confirmed that even an error of 90% in the prediction model has a negligible influence in the solution quality (up to 30% for delay and 13% for the QoS violation avoidance rate). The result showed that the proposed controller is robust enough against the accuracy of the prediction model to be used in real circumstances.
RELATED WORK
Several data-flow platforms have been used in different big data applications where their algorithms show iterative nature. Naiad ) has been introduced as one of the earliest attempt to design a distributed system for running parallel and iterative operations over either batch or streaming data records. C-Stream (Şahin 2015) is another elastic streaming processing engine implemented in C++11. Unlike Naiad, operator in C-Stream needs to explicitly request incoming data-tuples from the corresponding ports.
Apache Spark (Zaharia et al. 2010 ) is a fast, in-memory data processing engine to execute iterative algorithms over the streaming data-sets. It probably has the most similarity with timely data-flow paradigm when compared to other existing frameworks. On the other hand, Cilk (Blumofe et al. 1996) is the most famous work-stealing schedulers for multi-threaded parallelism, where each task produces additional workers by spawning more tasks. In the context of timely data-flow, such a work stealing from other threads is not a straightforward concept to be implemented and may increase interference among threads.
Many existing resource allocation strategies, such as (Li et al. 2014) , (Huang et al. 2016) , (Padala et al. 2009 ), (Xiaoyong et al. 2011) , (Ballani et al. 2011) , (Shen et al. 2011) , (Li et al. 2014) , (Huang et al. 2016) , manage resources based on OS level metrics, such as per core utilization, I/O capacities, and energy usage of resources while ignore the negative performance caused by interference at the shared resources, like LLC or memory bandwidth.
Using a control mechanism is not new in computing systems, such as the work in (Mencagli et al. 2014) , (Mencagli 2016) , (Abdelwahed et al. 2009 ), (Mencagli et al. 2014) , (Mencagli 2016) , and (Padala et al. 2009 ). Most of these works proposed a multi-input, multi-output (MIMO) resource controller that automatically adapts to dynamic changes in a shared infrastructure. Such models try to estimate the complex relationship between the application performance and the resource allocation, and adjusts the embedded model by measuring the clients' response time. While there are similarities between the proposed solution with previous controllers, our solution responds to the degraded performance level by measuring the number of waiting messages and then applying a more accurate queuing based formula to estimate the response time of each application.
We presented a resource allocation strategy for timely data-flow in a shared platform. Timely data-flow is a powerful and general-purpose programming abstraction for creating iterative and streaming computational components. Our aim is to design an elastic resource allocation strategy that continually monitors the important performance metrics of the underlying system and assigns the amount of CPU to DFT applications that belong to different QoS level. The effectiveness of the proposed controller has demonstrated an average improvement in latency of processing data records for all applications by 48% in average compared to the round robin policy.
Future work. We do not consider neither auto-scaling nor migration issues in this project. We realized that the proposed controller has a certain upper bound on achieving its performance when running on a local cluster, particularly when a majority of computing modules suddenly receives a vast amount of incoming data elements. In such cases, the proposed controller needs to be equipped with a migration technique so that it launches more working threads and migrates some computing modules to newly launched threads to avoid QoS violation. Furthermore, we have only compared the controller with round robin algorithm as a classic simple algorithm. The experimental result of this report was quite simple, too, as it only includes a single set of experiments where all examined applications had the same structure, consisting of a single loop, So, the next step can be a comprehensive report for comparing the effectiveness and efficiency of the proposed method with some advanced sophisticated scheduling algorithms, such as (Lai, Fan, Zhang, and Liu 2015) , to be validated more extensively under complex experimental settings.
