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Zusammenfassung:
Ausgehend von einer allgemeinen Charakterisierung einer bestimmten
Klasse von Entwicklungssystemen wird ein Ansatz für ein einfaches
Beschreibungsmodell für Systeme angegeben. Ein solches Modell ist
die Voraussetzung, um die Beschreibung der Anforderungen und des
Entwurfs eines Systems zu formalisieren.
Dieses Modell bildet die Grundlage für den dann folgenden Vergleich
der Beschreibungsmodelle und Prüfmittel dreier bekannter Entwick-
lungssysterne: SSES, PSL/PSA und SREP.
Abschließend wird die Schnittstelle derartiger Systeme zu einem au-
tomatischen Testsystem diskutiert.
Starting with a general characterization of a particular class of
software development systems, an approach for a single system de-
scription model is presented. Such a model will serve as the basis
for formalizing the description of the requirements and the design
of a system.
In this paper the model is used for comparing the description models
and checking facilities of three existing development systems: SSES,
PSL/PSA and SREP.
Finally the interface between those systems and an automatie testing
system is discussed.
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1. Einleitung
Aufgrund von Fehleranalysen und Erfahrungen bei der Entwicklung
großer Software-Systeme hat sich inzwischen die Einsicht verbreitet,
daß ei ne Erhöhung der Zuverl äss i gkeit vor a11 em durch ei ne Forma-
lisierung der Spezifikation und durch eine Methodisierung des Ent-
wurfs zu erreichen ist. Erst durch formalisierte Beschreibungshilfs-
mittel wird eine rechnergestützte Software-Entwicklung und -Prüfung
ermöglicht. Bisher ist der Anwender bei der Formulierung seiner An-
forderungen auf natürliche Sprachen angewiesen. Dies, führt häufig zu
unvollständigen, mehrdeutigen und nicht selten widerspruchsvollen
Spezifikationen, die dann die Basis für die Software-Entwicklung bil-
den. Enthält ein System systematische Fehler ~nfolge einer falsch er-
kannten oder formulierten Aufgabenstellung, so nützen auch ausführli-
che Korrektheitsprüfungen nichts.
Um zu prüfbaren Spezifikations- und Entwurfsbeschreibungen zu gelan-
gen, wurden rechnergestützte Software-Entwicklungssysteme entworfen,
die auf einem formalen Systembeschreibungsmodell beruhen.
Angeregt durch eine Diskussion über die Weiterentwicklung des Test-
systems SADAT*) sollen Prüfmittel für Spezifikation und Entwurf
und deren Schnittstellen zu einem derartigen Testsystem diskutiert
werden. Um möglichst konkret zu sein, soll dies auf der Basis exi-
stierender rechnergestützter Entwicklungssysteme geschehen.
Zu diesem Zweck werden zu Beginn die Grundkonzepte**) der drei Ent-
wicklungssysteme SSES, PSL/PSA, SREP aufgezeigt und ihre Prüfmittel
abgeleitet. Davon ausgehend werden mögliche Erweiterungen des Test-
Vgl. /Sei 76/.
**) Eine ausführlichere Beschreibung und ein Vergleich mit anderen
Systemen ist im Bericht KFK 2506 enthalten.
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systems vorgeschlagen. Bei einem derartigen Vorgehen wird immer wie-
der die Forderung nach der Berücksichtigung von Anwenderwünschen ge-
stellt. Es hat sich jedoch gezeigt, daß die Anwender nicht in der
Lage sind, ihre Anforderungen zu spezifizieren. Um sich dennoch nicht
zu weit von der Praxis zu entfernen, bleibt nur die Möglichkeit, die
Anwender zur Benutzung und Erprobung bereits fertiggestellter Produk-
te zu motivieren (mit dem Essen kommt der Appetit) und sie dann, aus-




Wir beschränken uns hier auf Systeme, die man den sogenannten Daten-
bank-orientierten Systemen zurechnen kann. Angestrebt wird dabei je-
weils ein integriertes Werkzeug von aufeinander abgestimmten Hilfs-
mitteln zur überdeckung des sogenannten Entwicklungszyklus. Das Ziel
ist, alle in den einzelnen Entwicklungsschritten gewonnenen Informa-
tionen in maschinenverarbeitbarer Form darzustellen und in einer Da-
tenbank zur weiteren Bearbeitung (Prüfung) abzuspeichern. Ein sol-






Dieses Konzept hat drei wesentliche Eigenschaften:
Unterstützung der entwicklungsbegleitenden Dokumentation. Durch
ein geeignetes Datenbankmanagementssystem ist die Dokumentation
leicht anpaßbar, änderbar, erweiterbar und stets auf dem aktuel-
len Stand. Es gibt nur eine Dokumentation, auf die sich alle
Entwickler beziehen und-uDer die sie kommunizieren.
Trennung zwischen Beschreibungsteil (Bereitstellung von Informa-
tionen) und Analyseteil (Prüfung der Informationen), wobei die
OB die Schnittstelle bildet. Diese Entkopplung erleichtert Ände-
rungen der beiden Teile.
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Durch die maschinenverarbeitbare Darstellung der Ergebnisse der
einzelnen Entwicklungsschritte können Prüfungen auf Vollständig-
keit, Eindeutigkeit und Widerspruchsfreiheit rechnergestützt
durchgeführt werden. Fehler der Aufgabenstellung und des Ent-
wurfs können frühzeitig (d.h. kurz nach dem Zeitpunkt, zu dem
sie entstehen) erkannt und beseitigt werden. Fehleranalysen ha-
ben gezei~t, daß gerade Fehler, die durch eine falsche Inter-
pretation der Problemanalyse oder aber auf eine falsche oder
unvollständige Problemanalyse zurückgehen, besonders häufig und
schwierig zu entdecken sind (nach der Implementierung).
5 -
3. Ein einfaches Systembeschreibungsmodell (SBM)
3.1 Definition eines SBM (informell)
Voraussetzung für die Entwicklung einer formalen Sprache zur Be-
schreibung der Anforderungen an ein System ist ein Modell für das zu
beschreibende System. Geht man von einem ganz allgemeinen Systembe-
griff aus, so erhält man ein ganz einfaches Modell.
Das Modell sagt aus, daß ein System aus handhabbaren Dingen besteht,
die Objekte genannt werden. Einem Objekt können ein Name und ein Typ
zugeordnet werden. Zur näheren Darstellung der Objekte muß das Mo-
dell Möglichkeiten enthalten, die jeweiligen spezifischen Eigenschaf-
ten zu beschreiben. Objekte können folglich Attribute besitzen; je-
des dieser Attribute hat einen speziellen Attributwert aus einem de-
finierten Wertebereich. Objekte können auf vielfältige Weise mitein-
ander in Beziehungen stehen; diese werden durch die Angabe von Rela-
tionen beschrieben (die Relationen sind nicht auf binäre Relationen
beschränkt).
Eine bestimmte Klasse von Systemen kann durch Spezialisierung dieses
allgemeinen relationellen Modells charakterisiert werden, indem man
die verfügbaren Objekte, Attribute und Relationen festlegt. Da noch
keine allgemeine Theorie hierfür existiert, wird man sich dabei einer-
seits auf Erfahrungen stützen, die man bei der informellen Systemde-
finition gemacht hat, andererseits auf Abstraktionen, die aus der
Implementierung von Systemen ableitbar sind. Wir wollen den Informa-
tionsraum, der von einem Beschreibungsmodell aUfgespannt wird, in
Klassen einteilen und diese Klassen Systemaspekte nennen. Jedem Sy-
stemaspekt wird eine Menge von Objekten und Relationen in dem Modell
zugeordnet. Sind die Objekte z.B. Komponenten (Moduln) eines Soft-
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ware-Systems~ so lassen sich ganz grob die beiden Systemaspekte sta-
tisch-funktional und dynamisch-leistungsorientiert (als Beziehungen
zwischen diesen Komponenten) unterscheiden.
Eine weitere Verfeinerung des Modells erreicht man, indem man Be-
schreibungsebenen einführt~ d.h. verschiedene Abstraktionsebenen der
Beschreibung (Strukturen).
Die Mächtigkeit eines Beschreibungsmodells ergibt sich aus der An-
zahl der Systemaspekte~ die beschrieben werden können~ und aus ih-
rer Adäquatheit für eine bestimmte Klasse von Systemen (Anwendungs-
gebiet).
3.2 Syntaktische Repräsentation eines SBM
Nachdem man sich Klarheit verschafft hat über die zu beschreibenden
Informationen, muß man eine formalisierte Sprache entwickeln, in der
die in dem Beschreibungsmodell enthaltenen Informationen ausgedrückt
werden können. Wir wollen eine solche Sprache Spezifikationssprache
(SPESP) nennen. Aus dem Beschreibungsmodell läßt sich ableiten~ daß
eine SPESP vier primitive Sprachelemente enthalten kann: Objekte,
Relationen, Attribute und Strukturen. Diesen wird eine definier-
te Syntax zugeordnet. Damit kann der Anwender die SPESP benutzen,
um seine Problembeschreibung präzise zu formulieren und in einer OB
abzuspeichern. Letzteres wird von einem Sprachprozessor bewerkstel-
ligt, der die Sprachkonstruktionen in SPESP in geeignete Konstruk-
tionen der OB abbildet. Dabei führt er eine Syntaxanalyse durch und
überprüft die Eingabe mit den schon in der OB enthaltenen Konstruk-
tionen auf Widerspruchsfreiheit. Der Inhalt der OB kann als abstrak-
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tes Modell der Problembeschreibung aufgefaßt werden: In diesem Mo-
dell werden Objekte durch Knoten (records) in der OB dargestellt,
während Zeiger die Relationen zwischen ihnen repräsentieren. Attri-
bute und ihre Werte bestehen aus einem Knoten für den Wert und einem
Zeiger zum Objektknoten, dem dieses Attribut zugeordnet ist. Struk-
turen werden in den Graphen expandiert, den sie darstellen.
Auf der Grundlage einer so definierten Spezifikationssprache lassen







Keine Aussagen in der SPESP-
Beschreibung widersprechen
sich; auf ein bestimmtes
Objekt wird in der gesamten
Beschreibung unter dem glei-
chen Namen Bezug genommen.
Der erzeugte Graph ist zusam-
menhängend.
Alle notwendigen Relationen
sind definiert und keine Ob-
jekte fehlen.
Gemäß der Semantik von SPESP
ist die Interpretation der
Beschreibung für alle Leser
und zu allen Zeitpunkten
gleich.
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4. Beschreibungsmodelle und Prüfmittel der drei betrachteten
Entwicklungssysteme
Wie schon in der Einleitung erwähnt, sollen hier die Grund-
konzepte der Entwi cklungssysteme SSES, PSL/PSA und SREP und
deren Prüfmittel vorgestellt werden. Diese drei Systeme ba-
sieren auf der im vorigen Kapitel angegebenen Philosophie
eines relationellen Beschreibungsmodells. Gemeinsam haben
sie eine formale Beschreibungssprache und eine Datenbank.
Die Mächtigkeit ihrer Beschreibungsmodelle ist jedoch unter-
schiedlich (SSES C PSL/PSA C SREP).
- 9
4.1 SSES - ~oftware ~pecification and ~valuation ~ystem
/Au 76/, /HoRy 76/




vollständig, eindeutig, widerspruchsfrei und testbar sein
eine gleichmäßige Abstraktionshöhe haben
maschinenunabhängig sein
Schnittstellen einfach und klar beschreiben
leicht änderbar sein
leicht verwendbar sein
Anforderungen an Fehlerbehandlung und -toleranz darstellen
die ursprünglichen Anforderungen erkennen lassen, rück-
verfolgbar sein
4.1.2 Beschreibungsmodell des SSES
Das Beschreibungsmodell von SSES kann man als Entwurfsmodell cha-
rakterisieren. Die beschreibbaren Systemaspekte beschränken sich
auf Informationen, wie sie in einem funktionellen Blockdiagramm
eines Software-Systems enthalten sind (statisch-funktionelle Struk-
tur). Darüberhinaus können Datenstrukturen, Modulschnittstellen und
Ein-/Ausgabe-Variablen eines Moduls beschrieben werden. Wesentliches
Objekt der Beschreibung ist der Modul. Als Struktur (Abstraktions-





Nachfolgend ist die Grammatik fUr Subsysteme dargestellt:
Hervorzuheben sind noch zwei weitere Systemaspekte:
RUckverfolgbarkeit der Anforderungen:
Anforderungen können bestimmten Objekten zugeordnet werden,
und während des Zerlegungsprozesses wird Uber sie Buch ge-
fUhrt
Dynamische Eigenschaften eines Objektes:
Durch die Definition von Zusicherungen (Assertions) kann das
dynamische Verhalten beschrieben werden
(z.B. a[iJ;O FOR ALL i=[l ... nJ, code=l IMPLIES (eof EQU TRUE))
Die syntaktische Repräsentation des Beschreibungsmodells wird durch
die nicht prozedurale Spezifikationssprache SSL definiert. Als Bei-
spiel sei die syntaktische Repräsentation der Relationen zur Be-














(Assertion List) ; ~
( Requirements List) ; ____
( Dat1l Object List );
( Environment Object List>;-+------
( Date Object List>;
[!&lliQ (Data Object List>] ;
( Data Object List)
[~ ( Data Object List)]
( Module Name List>; ~
(Assertion Lis ~
Identifikation eines neuen
Moduls durch seinen Namen~















Transiente Daten, die ver-
ändert werden.







Beispiel einer Modulbeschreibung in SSL:
MQllULE SORT (N:lNIEGER) j
/* MODULE TO SORT ARRAY */











I > 0 8Nll I 2 N-1
Aml
SARRAY [1] 2. SÄRRAY [1+1]
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4.1.3 Prüfmitte1 von SSES
Automatisches Testsystem
Die Eingabe für das Testsystem besteht aus Fortran-Quellcode,
der durch einen im System enthaltenen Preprozessor für strukturier-
tes FORTRAN erzeugt wurde. Um aus der Entwurfsbeschreibung in
SSL gut strukturierte Programme zu entwickeln, wurde eine ge-
eignete Fortran-Erweiterung definiert. Ein wesentliches Krite-
rium für die Erweiterung war die leichtere Analysierbarkeit des
erzeugten Codes.
Statische Analyse
Analyse des Quellcodes auf Element-, Ausdruck-, Statement-~
Modul- und Programmebene.
Dynamische Analyse




• Schätzung der Gesamtzahl von ausführbaren Pfaden
• Minimale überdeckung
• Schätzung aller Il wi chti gen ll Pfade
Obwohl das Problem der Erzeugung von Eingabedaten für den
Test eines vorgegebenen Programmstücks allgemein nicht ent-
scheidbar ist, sollen heuristische Verfahren hierfür in SSES
enthalten sein. Unterstützung ergibt sich auch durch symbo-
lische Testverfahren .
.. Unterstützung der Testdatenerzeugung durch SSL
Eine wesentliche Eigenschaft von SSL ist die Zuordnung der An-
forderungen zu den Moduln, die diese Anforderung realisieren
(Rückverfolgbarkeit). Wählt man eine Anforderung aus, so ist
man durch SSL in der Lage, alle Moduln, die diese Anforderung
erfüllen, zu identifizieren. Durch diese problembezogene Klassi-
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fizierung von Programmteilen, u.U. mit Zuhilfenahme der in ihnen
enthaltenen Zusicherungen, läßt sich die Testdatenerzeugung ver-
einfachen.
SSL-Vergleichsdaten für den Test
Die Ergebnisse der statischen Code-Analyse werden mit der
funktionellen Spezifikation in SSL verglichen (in DB):
Modulschnittstellen,
Benutzung von Variablen (Typ,Wertebereiche,
cross-reference-listing), Initialisierungen
von Variablen oder Feldern, Ein-/Ausgabe Be-
ziehungen.
The example of this section was selected to demonstrate
both the descriptive level of SSL and as many language elements
as possible. The requirement of the problem may be stated as
follows
4.1. 4 Beispiel: Telegrammverarbeitung lAu 761 ..
•
The character stream from whieh the telegrams
are eonstructed resides on a drum having fixed
length reeords; the reeord length itself is left
as an implementation option.
The ehargeable word eount is the value to be
printed and overlength words eount as one word.
"A program is required to process a stream
of telegrams. This stream is available as a
sequence of letters, digits and blanks on some
device and can be transferred in sections of
predetermined size into a buffer where it is to
be processed. The words in the telegram are
separated by sequences of blanks and each
telegram is delimited by the word 'ZZZZ'.
The stream is terminated by the occurrence
of the empty telegram, that is a telegram
with no words. Each telegram is to be pro-
cessed to determine the number of chargeable
words and to check for occurrences of over-
length words. The words 'ZZZZ' and 'STOP' are
not char~eable and words of morr thon twrlve
letters are considered overlength. The
result of the processing 1s to be a neat
listing of the telegrams, each accompanied
by the word count and a message indicating
the occurrence of an overlength word.. "
To eomplete the problem statement, several assumptions are
necessary. The following alternatives were seleeted for the
purpose of this exposition:
.. If a physieal end of file is encountered before
the logieal end of the data stream, an error
message and the partial telegram is printed.
Thc software IR orl{nnizod into rour modul,,!< !ls lndl(",tLl'd
by Figure ~~~~ The purpose of each module is given in~Table.
Figure lf.1.1fb eontains the SSL deseription of the telegram
proeessor. The right margin of the statement listing eontains
referenee notes to subsections containing detailed descriptions
of the language elements used.
A eareful examination of Figure ~~~bwill indieate an
interesting application of ,the subsystem capability. The
subroutines GET_CHAR and FILL_BUFFER oeeupy a separate sub-
system with the sole purpose of handling file 1/0. The char-
aeteristics of the device on whieh the telegrams are stored
\










MODULE DESCRIPTIONS FOR EXAMPLE
PURPOSE
Collects words belonging to each
telegram and prints them in a neat
manner along with the chargeable
word count.
Collects characters into words and
prints error mess~ges denoting over-
length word or physical record end
of file.





A I "A" CALLS "S-
CYCl./CAlLY
.~ '''A'' CAllS "8"
CONDITIONAlLY
FILL_BUFFER Enters the next physical record
from the drum into the character buffer.
GJ-0
. "A" US1:S SYSTEM SERVICE "S"
Figure 4.1.4 a: Module Structure Chart for Example
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SUbjectto charge_count ~ 0
word count:integer;
-for print;
SUbj ec t to word coun t ~ charge_count;




end; /* end of main subsystem preamble */
/* main routine to collect words and */
/* print telegram with chargeable word count */
module get telegram;
fulfills print;





executes cyclIcally get word;
satisfies -
eof_flag or word count 0




executes cyclically i o.get char(a char:char:eof flag);
creates word, eof flag; - - ---- -
accesses line printer /*prints error messages */
end -
end; /* end of main subsystem */
F"igure 4.1.4 b: SSL Description for Example
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outpu~a char, eof flag
end' - -,
/* parameterize record length */
constant record_length = integer;
type character_record = array [1 .• record_lengthJ of char;










end: /* end of subsystem preamble */
/* subroutine to fetch next */
/* character from file */
entry get char (a char; eof_flag);
fulfills ~eparate;
executes conditionally fill buffer;
modifies char index; -
creates a_char u&ing buffer [char_indexJ, eof_flag;
creates character file, char index;
satisfies eof_flag implies a-char = buffer'[char_indexJ,
end;
/* subroutine to fetch next physical */
/* record from character file */
module fill buffer;
fulfills read;
assumes char index = record_length;
accesses disk;
creates buffer, eof flag using character file
satisfies -
eof_flag implies buffer = character file
end
end /* end of subsystem */
end; /* end of specification */
Figure 4.1.4 b: SSL Description for Example (continued)
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4.2 PSL/PSA - froblem ~tatement ~anguage/froblem ~tatement ~nalyzer
/TeHe 76/
4.2.1 Ziele von PSL/PSA
Entwicklung von Methoden zur Automatisierung (so weit wie möglich)







Klärung~ welche Informationen bereitgestellt werden müssen
Entwicklung einer Sprache~in der man diese Informationen
ausdrücken kann
Entwicklung eines Systems zur Speicherung dieser Informa-
tionen in einer OB
Bereitstellung von Prüfmitteln (Widerspruchsfrei ~ vollstän-
dig~ eindeutig) und
Hilfsmitteln zur Entscheidungsfindung
Durch rechnergestützte Hilfsmittel sollen nicht nur Analysen ermög-
licht und Änderungen erleichtert~ sondern auch die Produktivität der
Systemanalytiker~ Entwerfer und Programmierer erhöht werden.
4.2.2 Beschreibungsmodell von PSL/PSA
Im Vergleich zu SSES bringt PSL/PSA eine Erweiterung der Objekttypen
in Richtung auf die Problemstellung hin wie z.B. PROCESS~ INTERFACE~
EVENT etc. und vor allem eine Ausweitung der Systemaspekte in funk-
tioneller Hinsicht, in Richtung Datenfluß-Beschreibung und - in ge-
ringem Maße - Performance-Beschreibung.
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Sys tem Dynami cs
Beschreibung der
Eingabe/Ausgabe-Schnittstelle des Sy-
stems zur Umgebung oder anderen Teil-
systemen
Statische Zerlegungsstruktur von Ob-
jekten, z.B. Modulhierarchie




Parameter, die die Größe des Systems
beschreiben und den Aufwand an Be-
rechnungen beeinflussen
Zeitverhalten des Systems; unter wel-
chen Bedingungen treten Ereignisse





Objektes, die es von einem Objekt des
gleichen Typs unterscheiden, z.B.
Synonyme, i nforme11 e Textbeschrei bung
eines Objektes, Kommentare
Informationen,die für den Projektver-
lauf von Bedeutung sind, z.B. Zeitplä-
ne, Verantwortlichkeit von Personen
für bestimmte Teilaufgaben
Die syntakti~che Repräsentation des Beschreibungsmodells wird durch
die nicht prozedurale Spezifikations~prache PSL definiert. Als Bei-











OE SCR IP TION ;
THIS PROCES~ PERFOR~S THeSE ACTl[~S NEECEC Ta INTERPRET






PAR T 0 F: PA~R Cll- PR OC E5 SI f\G ;
SUBPARTS ARE: HOURlV-PAVCHECf(-VALIDATICf\',









HO UR l Y- EPJ Pl 0vEE- RE PGR1 ;
1 I ME-CARD ,
HOURlY-E~PLOVEE-PECCRD;
PROC EoUR E;
1. COMPLTE GR05S PA)' FRC~ TIME CARO •
2. COMPLTE lAX FRO~ GRCSS PAY.
3. SUBTRACT TA) FRCM GRCSS PAY TC OBTAIf\ NET PAY.
4. UPDATE HOURl)' E~PlOYEE RECORD ACCORDINGlY.
5. UPDATE DEPARTME~l RECCRD ACCCRDINGlY.
6. GEN ERA TE PA 'tCHEC K.
NOTE: If STAlUS CODE SPECIfIES THAT THE EMPlCYEE DID NOT WORK








Auf zwei Eigenschaften von PSL sei in unserem Zusammenhang hingewie-
sen:
So, wie in einer höheren Programmiersprache bestimmte Operatio-
nen nur zwischen bestimmten Datentypen definiert sind, hängen
in PSL die erlaubten Relationen zwischen Objekten vom jeweili-
gen Typ dieser Objekte ab. Unverträglichkeiten können automa-
tisch entdeckt werden.
Die meisten binären Relationen können aus beiden Blickrichtungen
beschrieben werden, z.B. "A generates B" oder "B is generated
by A". Für den erzeugten 'Inha1t der Datenbank gi bt es dazwi schen
keinen Unterschied. In den Reports werden beide Aspekte ausge-
geben.
- 22






4.2.3 Prüfmittel von PSL/PSA
werden bei der Ausgabe der








UPDATED BV data acquisition.
Die Prüfungen einer in PSL formulierten Systembeschreibung führt der
"Problem Statement Analyzer" (PSA) durch. Er enthält auch den PSL-
Sprachprozessor, der den Inhalt der Datenbank aufbaut. Neben der syn-
taktischen Prüfung von PSL-Statements führt er dabei auch Korrekt-
heits- und Konsistenzprüfungen der neu einzutragenden Daten mit den
bereits in der DB befindlichen Informationen durch.
Mit Hilfe eines Dialogsystems lassen sich verschiedene Änderungen
und Analysen durchführen, die wie folgt zu klassifizieren sind:
• Datenbankmodifikationen Protokolle über Änderungen der DB.
Datenbankinhalte Ausgabe von DB-Informationen in
verschiedenen Formaten;
z.B. Namenslisten, die alle Objekte in der DB zusammen mit ihrem
Typ und dem Datum der letzten Änderung enthalten, Ausgabe aller
Eigenschaften und Relationen eines bestimmten Qbjektes etc.
(Reports die verschiedene Systemaspekte beschreiben).
•
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Statistiken Ausgabe von Häufigkeiten der Objekte
von einem bestimmten Typ;
Strukturinformationen die Aussagen über hierarchische Beziehun-
gen zwischen Objekten enthalten; Ausgabe des Datenflußes in gra-
phischer Form.
Prüfungen Namenskonflikte können entdeckt werden;
Oberdeckungen von Ein- und Ausgaben
werden untersucht; IILücken ll im Informati onsfl uß (Daten ~ di e ni cht
erzeugt werden, Prozesse die keine Daten erzeugen, Daten, die
nicht benutzt werden) werden aufgedeckt; das dynamische Verhalten
des Systems kann durch Prozeßverfolgungen graphisch sichtbar ge-
macht werden (Bild 4.2.3 a. b).
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Bild 4.2.3 a
MTA I'HIX:l.SS HlHI(ACT1ott tlATHIX
11111111112222222222333
12 )I,lh 7690 123456 7690 123456 7890 12
+----+--..-+- ..--+-..--+--... -+----+.........
1:0 :
2 : fTlFFR : :
J : : [) : I :
4 , : 8, , : : , •
.5 +----+---r.+----+ -+-__-+ +--+
6 : 8
7 : : DP.R : : :
8 ,,0 : :
9 , r: 0, : , :,
10 +---+--+-F..-+----+----+-.......+--+
11 , R • •
12 , OR : :
13 : , OR , : :
14, 0 , : R T: , ••
15 +R ........+-.---+_.....-+__....+-__ -+ __ -+-_+
16: FF'H 0 : I
17 ,0 : ,
IR , 'F, : FDFFR ::
19 , : , : RD, : ••
20 +----+-F--+---+----+--FDR---+--+
21: FD R:
22 : ~ ,::r r:o : I
23 , ,R F , ,0 , :
24 'F: , 0: ,
25 , : FF,
+----+----+----+----t----+--_-+--+
Legende: Die Zeilennummern bezeichnen Datennamen,
die Spaltennummern bezeichnen Prozessnamen.
Die (i, j)-Werte der Matrix haben folgende Bedeutung:
R Row i is received or used by column j (input)
U - Row i is updated by column j
D Row i is derived or generated by column j (output)
A Row i i s input to, updated by, and output of co1umn j (all)
F - Row i is input to and output of column j (flow)
Bild 4.2.3 b
Pfoces& Chaln


















Ißccess-usa-I Idell!te- 1 U
••• IRe-check-s-I ••••••• Iaccess- I E
Iucceeds I Irelation I D
+--oN rERM--+ +-TRICCERED-+
+---F:VrNT---+ +--PROCEfiS--+ +--l"F.VF.NT--+ +--PP.OCESS--+
Ioccur-rel~l Ireleilse- 1 l1nit-relea-1 lcheck- 1 •
Iase-usage--I ••••.•• lusage- 1••••••• Is e-usag~a-l•••••• ,laccess- 1
Iattr-req I !attr I Ittr-proc I lusage 1.







Dieser Report beginnt mit dem gewünschten Objekt und verfolgt alle de-
finierten Prozeß-Objekt-Prozeß Beziehungen (dynamische Relationen). Der
EVENT 'occur-release-usage-attr-reg 1 TRIGGERS den PROCESS 'release-
usage-attr', der, wenn er aktiviert wird, den EVENT 'init-release-usage-
attr-proc' erzeugt, etc.
4.2.4 Beispiel
Das Beispiel enthält die Eingabebeschreibung in PSL für einen Teil eines Lohnabrechnungssystems mit
den folgenden allgemeinen Anforderungen:
"A system called payroll processing takes employee infonnation
which comes from departments an Cf employees and produces outputs
which go to the departments ana emplohees. The system also







Die Entwurfsbeschreibung enthält nur die drei Systemaspekte System Flow, Communication Aids und
System Structure.
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l~IS I~PUT REPRESEN1S ALL THE NECESSARY INFOR~A1ION TO




l~IS OUTPUT REPRESENTS ALL T~E REQUIREO OGTPUlS OF THE




THIS SET CONTAINS O~E UNIT OF INFORMATION
FCR EACH EMPLOYEE ON THE PAYROLL, THAT IS,




T~IS rs THE ENTITY WHICH WIll RECEIVE ALL IHE ClTPUTS ANC




TI-;IS PRf1CESS REPRESENTS THE HIGHEST LEVEL PROCESS
IN THE TARGET SYSTEM. lT ACCEPTS AND PROCESSES
ALL INPUTS ANQ PRODUCES ALL OUTPUTS.;
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I~ SYSTEM SIRUCTUKE *1
I~PUT: TI~F.-CARD;
PART OF: 11;
Sy t\ Ct\ 'y fJ: T-C AK0 ;
DESCRIP1ION;
TrIS I~PUT CONTAINS THE INFORMATION ABOUI THE ~(URS THAT AN





T~IS INPUT CONTAINS THE INFORMATION NECESSARY TC





THIS INPUT CONTAINS THE INFORMATION NECESSARY TC





lHIS INPUT COt\TAINS TAX INFOR~ATICN NECESSARY TC





ItIS INPUT CONTAINS ThE INFORMATION NECES5ARY TC





T~IS OUTPUT 15 THE PAYMENT TO THE EHPlOVEE FOR ThE PREVIOLS





T~IS OUTPUT IS A LISTING OF THAT INPUT DATA THAl fAILED





IHIS 15 AN ADMINISTRATIVE RECCRD OF ALL HOURLY






THIS 15 AN ADMINISTRATIVE RE CORD





THIS REPORT PKESENTS INFORMATION








THI5 REPORT PRESENTS A LISTING OF ALL EMPLOVEES T~AT



















/. THE FCllCWING STATEMENTS PRESENT SYSTEM FLOW WITH RESPECT TO





















IHIS PROCESS STORES INFCRMATIeN ABOUT NEW E~PLDYEES ANC
l~EN PRINTS OUT A CORRESFGNDING REPORT.
PPOCESS: TEP~INATING-EMP-PROCESSING;
RECEIVES: EMPlOYMENT-TERM INAT ION-FORM;
GE~ERATES: TERM-REPORT;
OESCRIPIICN;
THIS PROCESS OELETES DATA, FOR THOSE EMPLOYEES ~~C
ARE NO LONGER CN THE PAYROLl, FROM THE FILES. 11 ALSO






THIS PROCESS PERFORMS THeSE ACTIONS NEEOED 10 I~lERPRET






THIS PROCESS PROOUCES THE PAY STATEMENT FOR SAL~GIEO
E~FlOYEES ONCE A MCNTH.
ECF
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FILE f\)UINi)EX PkINT ~OPU\JCH SMARG=5 f\~ARG=20 A""ARG:10 RM,'\RG=25 RNI"lARG=70 CM,





CESCR IP T lCIN;
THIS 15 THEENTIT~ WHICH hlLL RECEIVE ALL THE OUTPUTS ANU





oF. S I G~j ATE OEPT-EMP
AS A SY\lJNYM ;::0 K DEPARTMENTS-AND-E~PLOYEES;
OESIGNJ\TE [-LIST
AS A SYt'-JJ l\j ylvl FOR ERRDR-LI STIt\G;
CES I GNA TE E,,"P
AS A SYNlNYH l=DR E ~p UI '( EE ;
CES I H;A TE E foI P- I f\F 0
AS A SYNdN YlvI FLJR :: ~PLOYEE-I t\FCRMA TI (t\;
INTERFACE E,,"FlCYEE;
SYN'lNY\1S ARE:.: [MP;
OESCR IP T ION;
Af\l [1'''1PLDYEf. I S IDENTIFIED BY At-, E~FLOYEE "UMbER;
PART OF: DEDARTMEN1S-At\D-E~PlCYEES;
GEN ERA TE S: 1A X- \d THHCLD I t\G-CE RTI F I CATE,
11 ME -C ARD ;




THIS INPUT R~PRESEt\TS ALL THE t\F.CESSARY It\FORMATION TO
PRODUCE THE ULTPUTS FROM THE PAYSYSTEM.;
SUB PAR TS Af<- E: Tp~E·-C AR0 ,
HOUR LV-i: ,",PLOYtJEI\ T-fORtJ,
SALARIED-E~PLCY~ENT-F(R~,


































































SY~il~Y\1 S J\F F: TER"'1-frNt'J;
[[SCk PTIU"j;
THIS HJPLT Ulf\Tt\INS THE I"FLJR~ATI(f\ f\;ECESSARY TU













AS A SYN lf\Jy,'vl FOR HOURLY-EMFLCYMENT-FCRM;
CFSIG~ATE H-E~F-RFF(RT
AS fl. SY~~lWYH fnR HCUPLY-["1FLC't'Ec-REFCRT;
UUTPUT
SYi'JiJNY'1S ARE: H1REO-REPCRT;
r:CSCR IP Trr'N ;
PlIS RfP(lRT P;<ESE:HS 1NFCRMATICf\ A8CUT ,llLL P"PLOYEES





62 SYN C) 1\1 Y'1 S t\ RE: F. - LI ~ T;
{>3 Cf:SCR1PTIUN;
()I+ TH1S Ol.TPLT 1S A LISTIf\G OF THAT If\DUT D~nA ThAT FAILEO
(,5 THE If'JPLJT VALI )t\TICN RL,LES.;
66 P/\i.;T L1F: PAYSYSTEf\I-OLTPLTS;
67 O-\jcfdTt:O rlY: HOURLY-E~PLOYEE-PKGCE:SS1t\G,
08 ~ALAR1EO-EMPLCYEE-PRCCESSI~G;















t7 flS A SY~JO"i~~~ FnR H1R,[n-FMPLOYU::-i-\EPCRT;
SET HCURLY-Ef'lFLCYEE-fILe;
SLJßSET iJF: PAY;~CLL-MASTER-INFOR~AT1[";




T~IS PR0CESS PERFCRMS THeSE ACTICNS NEECEC TO INTERPRET
TP-1E CAROS TO pqi]!)UCE A PAY STATEIv'ENT FOR fACH HOURLY
E'1PLOYEE. ;
PA P T 0 F : PA YR CL L- PR OC E ~ SI f\G ;
RE CE IVES: TIM r= -C A'{ D;


























CES I GN ATE fJ AST ER - F I l E
AS A 5YNONY~1 FOR PAYRlllL-MASTER-INFCR~ATICt\;
CES IGN AT E I 1
AS A SYNONYM FOR EMPLOYEF-If\FCRMATICN;
SY~JnNY·'~S ARE: M-E1I.IP-REPGRT;
C[ SC R I P T 1(1 1'] ;
THIS IS Af\J AJ"'1If~ISTR.ATI'vE RECORD CF ALL HCURLY
['~ P UJ YEf:: S PA I [) I N 0 t-.E ~ EEI<. ;
PM~ T 0 F : PA YS " 5 TE f'J- 0 L T PUl S ;
GU~ [RA TED HY: HO UR. LY-E PPLOYEf:-PROCE 551 t\G;
P~CfIVED HY: PAYRCLL-OEPARTPEt\T;
CESIGNATE 01
AS A SYNON YM FiJR PAYSYS1EM-CLTPUTS;
CES I GI\! ATE PAY-DEPT
AS A SYN JN YM FtJ R PAYRDLL-OEPARTMEN1;
CESIGNATE PAY-~/lST
AS A S YNON Y~1 Fr) R P AYR Cl Ll- M.~ STE R- I NF CRMAT ION;
PAYCHECKCES I GNA TE
AS A SYNUNYM FOR PAY-STATEMENl;
PR(lCESS NEw-E~PLCYEE-PROCtSSING;
CESCk IP TWf\j;
THl5 PRnCE~,S STORES INFCR~ATICt\ tlBCUT f\EW O'PLUYEES AND
THEN PRIN1S OLl A CCRRESPCt\OING REFORT.;
PAR.T OF: PAYROLl-PROCESSING;






OESCR IP T ION;
THIS INPLT COt\TAINS THE INFORMATICf\ NECESSARY TU
AnD A NE~ HOURlY EMPLOYEE TO THE PAYRClL.;
PAk T ;1 F : EMPL 0 YEE- I NF 0 R tJ ATI CN ;




DE:.SCR Ir T ION;
THIS OUTPlT I S P~E PAYtJEt\T TC THE EMPLCYEE FOR THE PREVIOLJS
'~(WK PERIOD. ;
PART OF: PAYS)STEM-OUTPU1S;































































[ ES I Gf\l!\ T~ PA Y0UTS
~S A SYN~NYM Fn~ P~YSYSlf~-CLlPUTS;
Cf: S I Cf\;.'" Tl P AY P P CC
AS A SY,\J ):'JYi'·1 f=:J~ [l"Y~OLL-PRCCESSII,~;
seT PflYRCLL-fl/ASTER-INF'JRMATIUN;
SY~,IUf\IY:V\S ,ÄPE: ~ASTEK-FILE,
p 1\ y- fv';\ ST ,
S1 ;
CE- SCk I? r I\-j N ;
THIS Sf::T CC"HAINS (NE Lf\IT OF It\FCRMflTICf\
FOk [ACH EMPLOYEE CN THE PAYRGlL, THAT IS,
THUSE [~PLOYEES wHC ARE TO RECEIV~ PAYCHECKS.;
SUGSE1S M<E: 1)F::Pt\Rl~Ei\1-FILF:,








CESCR IP r WN ;
flIS DFP'\f.<.1f\1F.i\T 15 RESFCt\SIfHE FCR ALL PAYROLL uIHA.;
PA~T JF: 8ED!\RTM~N1S-A~D-E~PLGYEES;
G[h) t R,I', T r= S: H(1 UR L Y- E rv PL 0 Y rv E t\ T-F 0 R rv ,
S~LARIED-cMPLCyrvEi\T-FCRM,
EiI.1 p L0 Y:v1 F. t\ 1- TE R~ I i\ ATI Ci\ - FCR~1;








































































THIS PROCESS REPRESEN15 THE HIGH~ST LEVEL PROCESS
I\J THE TARGfT SYSTEM. IT ,<\CCEFTS M\jD FRCCESScS


















SYNONYi"1 S ARE: S-EMP-FiJRf'J;
CfSCR IP TIOr~;
THIS INPLT C(J~TAIN5 THE INFCRMATI(~ NECESSARY TO




THIS IS AN ADMINISTRATI~E RECORD OF ALL SALARIEO




CES I G~..;A T E Pl
AS A <; y~ni\l 'iM FO R PAYRCJLl-PRCCESSI NG;
Oe: SI Gt'lA TE Pl
AS A S YN] r~ Y~1 FD R GEPART~ENl 5-ANlJ-Ef'JFlCYEES;
CES I GI'~ ATE S-Ef'JP-FORt-
AS A SY~~ )N Y"1 FOR SALARIED-E~FlOY~E~T-FCPM;
OESICNATE S-EtJF-REFCRT
t\ S A SYI'IINYiv1 !=lJ R SALA~IEO-E~PLCYEE-REPCRT;
PAYSYSTEf'J-OUTPLJTS;
CESCR Ir T IUN;
THI S OLTPL T REPRE SENTS ALL THE kEQUI REC CUTPJTS OF THE











THIS PP,CiCE~5 PRODUCES THE PAY STATEfJENT FCR SALARIEO
r:;<1PLDYH.S (lNCE A i\10t\TH.;
PAR T 0 F : P 1\ YR CLL- PR OC E SSI NG ;




SYN 0 N Y'1 S '\ R- E : I] 1 9





























































CE- S I Gt\i ATE S1
AS A SYf\))~IYt: FUR rAYR()LL-MA5TER-It\FCRtJATIC~;
D~SIGNATE TAX-CERT
AS A SYNONYM F0k TAX-WITHHOLDING-CERTIFICATE;
CESIGNATE TER~-FOR~
AS A SYN)NY~~ f:nR [MPLOYMENT-TERMIt\ATICN-FOP"";
O[SIG~ATE TEP~-REP(PT
AS A SYNJNYM FOR TERMINATED-E~PLOYEE-REFORT;
TERMI"'ATING-E~P-PRuCcSSING;
T-CARn
OA1A, FCR THeSE E~FL(YEES WHO
PAYRCLL, FROM T!-JE FILES. IT ALSO













ARE NO LONGER CN THE





CES 1GN AT E
AS A SYNLJNyr·l FC1R TlI..1i:-CARD;
INPUT TI~E-CARO;
SYN[JNY~vlS ARE: T-CARD;
DESCR IP T IClN ;
THIS INPLT ClJI\TAIN5 THE INFORMATIC(\ ABCUT THE HUURS THAT AN







THIS IN P L1 CnNT4 I N5 TAX I t\F CR~ ATI C'" Nr: Cf S S /1 RY T G






r,FSCR IP T ION;
THIS rH-. P[) RT PR t SEN TS ,f)., LI STI NG CF ALL E~ P LCYEES THAT















































































































































































































C Ji\J SI 3r:; ((1'1 P AR I SON nE PD fiT
BASIC CllNTENTS ~~A. TRI Y.
An * in (i,j) me=:lns tho:lt column j is conLdn:'!d
directlll or indir~ctl'Y in r:-"'1 i. The columns
do not consist of"Jnvthing fudh~r. 1nt<>.rmerli'lte
groups ~re iJnored.
1 1111111112 2222222223 ~3333jJJ34 44444444
12345678g0 12~4567A90 1234567R90 1234567890 1234bS78
+----------+----------+----------+----------+--------+
1 I *~( *** *' I I I I I
2 T ****1** I I I I
:3 T I ***** I I I I
41 I ** T T I I
~ 1 I *** I I I I
+----------+----------+----------+----------+--------+
r, T *** I I I I I
7 I *** I ** 1* T I I
p. T *1 I ****** T I I
9 I *** I * * I ** * I I I
10 J *** I ***1 * T I I
+----------+----------+----------+----------+--------+
] 1 T I ~ ** I * *1****** I I
12 1********* I * ** I ***T********* I I
13 I I ** * I **1 *1*** I
14 I ****1** * 1 ****** I I 1
15 1*>:' *'** *** * T * I I * 1'< I "" I
+----------+----------+----------+----------+--------+
16 I *T r **** * I I 1
17 I *** I * * I * * T I I
18 I T * ** I * *1***** I I
19 T***~***** I * ** I ***1**'*** *** I I
20 TI*' * * 1 ** T * I * I
+----------+----------+----------+----------+--------+
2] 1********* I ***1 **T ***** I ** I






The number in (i, i) i s the n ufl1h~r of 0':> jec ts
3.t the lowest level ccnt'lined in roW" i from 'ibove.
The number in (i,j) (i not p-qui'i1 j) is
the number of objects 'ü the lowest level in
common between rows i i'\nd j from 3bovo..
1977.122 17:55.29 PAGE 5
1 1 1 1 1 1 1 1 1 1 2 2 ;~
1 2 J 4 5 f, '7 3 '-) 0 1 2 ;~ 4 :) 6 7 d 9 0 1 2
+---------------+---------------+---------------+---------------+------+
1 r 6 I I 6 al 6 I ti I
2 I 6 I .3 :I 1 :3 31 3 6 31 1 3 3 I 3 1 I
3 r 5 2 I 1 I 1 1 2 1 1 1 1 21 I
4 1 2 I I I I I
5 1 '31 ') 1 31 2 ? 1 1 11 1 2 2 11 :3 21,~
+---------------+---------------+---------------+---------------+------+
6 I I 3 3 J 31 3 ~ 31 3 3 I :3 I
7 I I r, 4 51 2 5 1 4 41 4 2 5 11 5 21
8 I I 7 2 1 7 I 6 1 I I
9 I I 13 If T 3 5 2 5 31 1 7 :3 6 21 4 ?1
10 I I 71 2 f) 2 4 41 4 2 6 21 7 ZI
+---------------+---------------+---------------+---------------+------+
11 I I I 11 11 3 1 11 3 10 10 31 Ö 11
12 I I I 24 4 4 121 6 ] 0 2:3 41 18 31
13 I I I g 1 2 .J 4 71 3 11J
14 I T I 1~ 41 6 4 1 4 I 4 21
15 I I I 131 J 1 12 I 10 1 I
+---------------+---------------+---------------+---------------+------+
16 I I 1 1 6 1 1 I
17 1 I I 1 7 J 6 21 4 21
18 I I I I 10 10 31 7 :n
19 I I I 1 23 41 17 31





































• • • I-TERMINATI-I
• • .. ION-FORM I
• • .. +-GENERATES-+
























• • • •
• +--- INTF----+ ..






• .. • •
+----SEf----+ +----SET----+ +----SET----+ +----SET----+
IDEPARTMENT-I IHOURLY- I ISALARIEC- I IPAYROLl- I
I FIl E I I EMPLO YEE- I I EMPlOYEE- I I tJ.ASTER- I
I I IFILE I I F IL E I I INFORHATION I










I EMP lOY EE- I




IF~PlOYEE- I •••.••••••••••••••••••••••••• IDEPART~ENT I ••••••••••••••••••••••••••••• IEMPlOYMENT-!






+ -R. ECE I VE S-- +
+--J UTP UT---+
I ERROR- I
I II STI NG I
I I •





+-RECE I VE S--+
34
4.3 SREP - ~oftware ~equirements Ingineering frogram
/Al 76/. /BeBi 76/, /DaVi 76/
4.3.1 Ziele des SREP
Entwicklung von Methoden und Hilfsmitteln zur Senkung der Entwick-
lungskosten und -zeiten. Dies sollte vor allem durch Formalisierung
der Spezifikations- und Entwurfsphase erreicht werden, um die hier
entstehenden Fehler frühzeitig in den Griff zu bekommen.
Entwicklung einer formalen Sprache zur Beschreibung der An-
forderungen, die die folgenden Eigenschaften unterstützen
sollte: Eindeutigkeit, Entwurfsunabhängigkeit, Testbarkeit,
Modularität und bessere Kommunikation.
Entwicklung rechnergestützter Hilfsmittel zur Prüfung auf Wider-
spruchsfreiheit, Vollständigkeit und Korrektheit.
Aufgrund des speziellen Anwendungsgebiets von SREP - große Real-
zeitsysteme - werden zwei zusätzliche Forderungen aufgestellt:
Leistungs- und Zeitanforderungen sollten in überprüfbarer Form
ausgedrückt werden können
Die dynamischen Eigenschaften des Systems sollten durch Simula-
tion überprüfbar sein.
Bemerkung: In PSL kann zwar das Zeitverhalten eines Systems durch
EVENTs, die andere CONDITIONS und EVENTs-triggern, aus-
gedrückt werden, der Analysator ist jedoch derzeit noch nicht in
der Lage, diese Zeitbedingungen zu korrelieren oder eine Folge von
widersprüchlichen oder unmöglichen Zeitanforderungen zu erkennen.
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4.3.2 Beschreibungsmodell von SREP
SREP basiert in seiner Philosophie auf PSL/PSA und erlaubt, abgese-
hen von einer unterschiedlichen Terminologie, die Beschreibung der
gleichen Systemaspekte.
Da in Realzeitsystemen die Kommunikation zwischen Moduln und deren
zeitlicher Ablauf eine wesentliche Rolle spielen, enthält das Be-
schreibungsmodell von SREP entscheidende Erweiterungen bei der Be-
schreibung des dynamischen Verhaltens von Systemen.
Diese Erweiterungen lassen sich in zwei Systemaspekten zusammenfas-
sen:
Beschreibung der Anforderungen an den Ablauf von Prozessen
Formulierung von überprüfbaren Leistungsanforderungen (perform-
ance)
Auf die durch diese Erweiterung möglich gewordenen dynamischen Ana-
lysen (Simulation) wird im Abschnitt Prüfmittel eingegangen.
Die syntaktische Realisierung des Beschreibungsmodells wird durch
die Spezifikationssprache RSL definiert. Objekte, Attribute und Re-
lationen sind aus PSL nach RSL übernommen. Hinzugefügt wurde die
Darstellung des Realzeitsystems durch die sogenannten R-Nets (Re-
quirement-Nets), die die Reaktionen des Systems auf äußere Ereig-
nisse beschreiben (stimulus-response-Darstellung). In RSL wird die-
ses Ablaufmodell durch Erweiterung des schon in PSL eingeführten
Strukturkonzepts (dort nur statisch) beschrieben.
Es gibt zwei Typen von Strukturen:
R-Net
(SUBNET)
es modelliert den Ablauf der Verarbei-
tungsschritte und dient zur Spezifikation




ein Graph, dessen Knoten Daten zum Test
von Leistungsanforderungen enthält und
dessen Kanten mit den möglichen Wegen in
der entsprechenden R-NetjSubnet Struktur
übereinstimmen. (In der graph. Repräsen.:.
tation werden die Knoten deshalb direkt
in das R-Net eingezeichnet).
Eine RSL-Beschreibung besteht aus einer oder mehreren Abschnitten,
die "definitions" genannt werden. Eine "definition" besteht wieder-








Ex tens i on-
Management-Segment
Segment
Dieses Segment beschreibt Informationen die für das Projektmanage-





Dieses Segment beschreibt die grundlegenden Verarbeitungsschrit-
te, die im System enthalten sein sollen (entspricht etwa einem
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PROCESS in PSL). Innerhalb eines Alpha können der funktionalen
Beschreibung der Anforderungen ausführbare Beschreibungen (zu
Simulationszwecken) durch die Relationen BETA und GAMMA zuge-
ordnet werden. Die BETAs sind funktionelle Modelle eines ALPHA
und dienen der funktionellen Simulation. Die GAMMAs sind ana-
lytische Modelle von Algorithmen eines analytischen Tests und
dienen der analytischen Emulation. Beziehungen zu den Daten des
Datensegments werden durch spezielle Sprachelemente von RSL aus-
gedrückt: SELECT, CREATE, DESTROY, FORM, FOR EACH.
Beispiel:
ALPHA: find-student-address.
DESCRIPTION: This Alpha finds the address










SELECT NEXT FROM student-file
SUCH THAT student-id = student-file.student-id



















Ein R-Net spezifiziert die Folge von ALPHAs, die erforderlich
ist, um die gewünschten Zustandsänderungen durchzuführen und
die entsprechenden Systemantworten zu erzeugen. Verschiedene
Beschreibungsebenen können durch SUBNETS spezifiziert werden
(hierarchische Graphenstruktur).
Ein R-Net besteht aus einer Menge von Knoten, die ALPHAs und
SUBNETs repräsentieren, und aus einer Menge von Strukturierungs-
knoten, die die möglichen Ablaufstrukturen charakterisieren.
Es gibt drei Arten von Strukturierungs-Knoten: AND, OR und FOR
EACH. AND-Knoten dienen zur Beschreibung von parallelen Ab-
lauffolgen (mit impliziter Synchronisation am Ende der Verzwei-
gung), OR-Knoten zur Beschreibung bedingter Ausführungsfolgen;
FOR EACH gibt an, daß ein Prozess oder eine Menge von Prozessen
wiederholt auszuführen ist.
Beispiel 1:
R NET: PROCESS RADAR RETURN.
- STRUCTURE: - -
INPUT INTERFACE RADAR RETURN DUFFER
EXTRACT MfASliREMl:NT - -
00 (STAiUS • VALID RETURN)





DHERMINE IF OUTPUT NEEOEO
00 DETERMlNE IF REDUNDANT
OETERM 1NCEL[VATION
TE RMINATC





Sampie lLNET in RSL.




The problem is the following:
"(1) A patient monitoring program is required for
a hospital. (2) Each patient is monitored by an
analog device which measures factors such as pulse,
temperature, blood-pressure, and skin resistance.
(3) The program reads these factors on a periodic
basis (specified for each patient) and stores
these factors in a data base. (4) For each patient,
safe ranges for each factor are specified (e.g.,
patient X's valid temperature range is 98 to 99.5
degrees Fahrenheit). (5) If a factor falls out-
side of the patient's safe range, or if an analog





orSCRIPTlON, 'OEFlNES ANALOG OEVICE HEASUREflENTS'.
TRACES TO: Hl:SSAGE OEVICE_REPORT.
Hl:SSAGE: OEVI CE_REPORT.
PASSEO THROUGH: INPUT_INTERfACE fROH_OEVICE.








ASSOCIATES: OATA PATIENT NUl1ßER,
OATA SAFE FACTOR RANGE FILE
fACTOR_HISTORV. -
OATA: SAfEJACTOR RANGE.
INCLUDES: DhTA LO"," :>~(~~u~[, OATA HI :"m:~!iU~Et
OATA LOW-TEHPERA1U~E. OATA-HI fltll'H<A1UftE,




CONTA'NS: OATA HEASUREHENT_T1HE. OATA HPULSE.




INPUTS :OATA OEVICE_OATA, OATA SAfEJACTOR_RANGE.
OUTPUTS: RANGE.
OESCRIPTlON: "THIS PROCESSING STEP fIRST RETRIEVES THE SAFE
FACTOR OATA ASSOCIATEO WITH THE OEVICE. CGMPARES
THE OEVICE OATA TO THE SAFE FACTOR RArlGES fOR
THE PATIENT BEING MCNlTOREO. ANO OETERMI:iES
WHETHER THE FACTCRS ARE IN BOUNDS (RANGE SAfE)
OR OUCOF_BOUNDS". - -
DATA: PATlENT_DEVICE_NUMBER.




In diesem Segment werden die logischen Beziehungen (z.B. hier-
archisch) zwischen Daten und ihr Zusammenhang mit den verschie-
denen Komponenten des Systems beschrieben.
Als spezielle Typen gibt es z.B. INPUT-INTERFACE/OUTPUT-INTER-
FACE, durch welche die Ein-/Ausgabe Schnittstellen eines Teil-
systems beschrieben werden können.
Den Daten können Attribute zugeordnet werden, z.B. MAXIMUM-
VALUE, MINIMUM-VALUE, UNITS, INITIAL-VALUE, LOCAL, GLOBAL. Ne-




RANGE: monday, tuesday wednesday,
thursday, friday.
Validation-Segment
Mit Hilfe von R-Nets, ALPHAs und DATA-Segmenten werden die funk-
tionellen Anforderungen beschrieben. Das Validations-Segment
dient zur Beschreibung der Leistungsanforderungen (Performance).
Durch Validationspunkte werden bestimmte Pfade in einem R-Net
identifiziert und Validationspfade genannt. Validationspfade
werden zur Oberprüfung der Leistungsanforderungen herangezogen.
In den Validationspunkten werden die zur überprüfung notwendi-
gen Daten gesammelt, um später einer Analyse unterzogen zu wer-
den. Die Beschreibung eines Validationspfades besteht aus der
Angabe der Folge seiner Validationspunkte. Zeitanforderungen
können z.B. einem Validationspfad durch die Attribute MAXIMUM-
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TIME und MINIMUM-TIME und die entsprechende Einheitenangabe
UNITS zugeordnet werden. Komplexere Leistungsanforderungen, die
abhängig sind von mehreren Validationspfaden, können auch ana-
lytisch durch algorithmische Beschreibungen von Testbedingungen
in den Validationspunkten formuliert werden.
Extensions-Segment
RSL ist erweiterbar; der Anwender kann neue Objekte, Relationen
und Attribute definieren.
4.3.3 Prüfmittel von SREP
Aus der Sicht des Anwenders besteht der Analysator REVS von SREP
aus folgenden Komponenten:
Verarbeitung von RSL und etwaiger Erweiterungen·
Syntaxprüfung, Erstellung eines abstrakten Modells in der OB
Interaktive Erstellung von R-Nets
Graphische Ein-jAusgabe (Menütechnik)
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Analyse des Beschreibungsmodells in der OB und Erzeugung von
Analysereports
Prüfung auf Widerspruchsfreiheit, Vollständigkeit;
dies ist auf verschiedenen Hierarchieebenen möglich
(siehe PSL-Reports).
Prüfung der R-Net-Strukturen: Gibt es nur einen Start-
knoten? Enthalten die R-Nets nur die erlaubten Verzwei-
gungsstrukturen?
Prüfung des Datenflusses durch die R-Nets: Werden lokale
Daten benutzt, bevor sie initialisiert werden? Werden Da-
ten in mehr als einem parallelen Pfad initialisiert?
Prüfung der Spezifikationsebenen: Sind alle Subnets de-
finiert? Werden Subnets rekursiv benutzt? Alle ALPHAs
und Subnets müssen mindestens in einem R-Net verwendet
worden sein.
Erzeugung einer Simulation
Zur überprüfung des dynamischen Systemverhaltens wird das in der
OB befindliche abstrakte Modell der Systemanforderungen in aus-
führbaren Code für eine Simulation übersetzt. Dabei wird die Ab-
laufstruktur jedes R-Nets zur Entwicklung einer PASCAL-Prozedur
benutzt, deren Kontrollfluß die R-Nets-Struktur implementiert.
Jeder Prozeß (ALPHA) im R-Net wird ein Aufruf für eine Prozedur,
die aus dem Modell (BETA) oder dem Algorithmus (GAMMA) für die
durch ALPHA spezifizierten Anforderungen besteht. Die Datenstruk-
turen für die Simulation werden entsprechend ihrer Beschreibung
in der OB synthetisiert.
Ausführung der erzeugten Simulation
Das oben erzeugte Programm kann mit Zeiten für den Start und das
Ende der Simulation versehen werden. Entsprechend den in den Va-
lidationspunkten enthaltenen Testbedingungen können verschiedene
Testanalysen durchgeführt werden (u.a. kann angegeben werden,
welche Daten überwacht werden sollen und in welchem Validations-
pfad).
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Enthalten die Testbedingungen z.B. Speicheranforderungen t so
läßt sich die Planung von Overlay-Strukturen erleichtern. Da-




EXAMPLE - AN AIRCRAFT ENGINE MONITOR
(Nach Folien von B. Boehm. TRW)
REQUIREMENTS SPECIFICATION
A MICROPROCESSOR AIRCRAFT ENGINE MO~IITOR FOR USE ON BOTH EXPERIMENTAL
AND IN-SERVICE AIRCRAFT
CAPAB 1LI TI ES:
1, MONITOR 1 TO 10 ENtINES
2, MONITOR
I. 3 TEMPERATURES (0 TO 1000· c)
b, 3 PRESSURES (0 TO 4000 PSIA)
c, 2 SWITCHES (OFF,. ON)
3, MONITOR EACH ENGINE AT A SPECIFIED RATE (,1 T9 10 PER SEC)
4, OUTPUT WARNING MESSAGE IF ANY PARAMETER FALLS OUTSIDE ~
PRESCRIBED LIMITS
5, OUTPUT WARNING MESSAGE AND ACTIVATE AUDIO ALARM IF ANY
PARAMETER FALLS OUTSIDE PRESCRIBED LIMITS
6, RECORD HISTORV OF EACH ~NGINE
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PROCCSSING LOGIe IS DEFINED BY AN R-NET
~:
• WO_tNGIIlE_DATA









ROCESSING STEP: COMPARE TO LIMITS.
INPUTS:- SENSOR DATA. ~ARAMETER LIMITS.
OUTPUTS: MEASURrHtNT_STATUS. ENITINE-fAULTS
AUTOMATEn ERROR CHECKS PROVIDE IMMEDIATE ANALYSIS OF
THE REQUIREMENTS CONSISTENCY AND COMPLETENESS
~MJ)(
LIST OF DATA wITH NO SOURCE.- - --
+:>
m














PI ALRH H I.- -PI AL;;<H LO.- -PI WARN Pil.- -PI WARH LO.- -,.2 ALRM HI.- -"2 ALRM LO.
,.2-WARH-HI.- -P2 WARH LO.- -


































: .... =;. =-:
,-: - ., ..... _ .. ~: Ir
t1.. -.. ..:." = j '. : .. : ~... .. __.•
R E'VS-RADX IMPUT-ERRORS OUTPUT-BOTH L<X;-ALL TRANSP-
ADOFILE ERRORS
SELECT VI~ TRACKBAll ENT~Y- CONJINUE, INTE~RUPT9 OUTPUT OFflINE









V~JDATION PATH : ALARM RESPONSE.
VALIDATION-PATH : WARNJ~ RESPONSE.
I R "'t!l)C: C Q-NNAND -; -
LIST OF HEAHI NQ..ES~_VAL IDAT'ION_PATHS.
V~IDATION PATM : ALARM RESPONSE.
VALIDATION-PATH : MULTIPLEXER CONTROL.~
V~IDATION-PATH : WARNIN~ RESPONSE.
(RAOX CO~~N~~ -




V~I~ATtON PATH : ~AQM ~ESPOHSE.
V~IDATION=PATH : MULTIPLEXER_CONT.OL. ~-- __
v~ID~TION PATH : W~NIN~ RESPOHSE. ~ ~
( ~ AD)( C Ol'41"1floND -: -
LIST OF UNSPECIFIED MAXIMUH TIMES.- --
IF NO ERRORS 0




OF THAT TYPE EXIST
IN THE SPECIFICATION[f'.AI>X CO~ANI>'"
LIST OF EMPTY EHTITIES.- -
( Ii AI> X C 1]M"'1 A ND ..
LIST OF USElESS EHTITIES.z _
r R ADlC C~ftND"
LIST OF USElESS VALIDATION POINTS.
( R ADX COH'1AND"
LIST OF USElESS INTERFACES.
R E 'v" S-RADX I NPUT-ERRORS OUTPUT-BOTH LO~-ALL TRAMSP-
All D ~ I LEE R,. OR S
SELECT VIA T~A(KBAlL ENTRY- CO~NUE, INTEi~UPT, OUTPUT OFFLINE
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SAMPLE OF AUTor1ATED DOCUMENTATION
LIST ~t_rNPUT_INTERFAC[_DEFl~ITIOHS
I





--- CO~NECTf:D Te ...----.- -------
INPUT_IN1ER~ACE I MUx_I~Pur
PASSLS,
-- ---.----- -f'IESSAGE I ENGYNE_MEASl'RE:MENTS --------.---
MAttE SV
OAT~ I HEASUREMENTS
I Ne LUDE s---.----~------­
OATA I SE~SOR_OArA
IIIj(LUDES
-----------------0 A f Ir- I -ME .1 5Up E' O_P \----
DArl I ~cASU~fO_P2
D~ TA I ·HE ASUl:I[O... P3
---- --------------V~TAl ME "SURE'I)_ Tt -----,..-
04T4 I HEASUQfD_T2
UATA I HE~SURED_Tl
-----.----vO ATA- .- -5\01 I TC H... DA TA· _. - - .----------0
INCLUOES
OAT& I ~EASUR~D_Sl







FILE I SET.. lP_LIST
CONTAINS
-----~OA~ A-+-S ET...;UP_0 4 f,A-~------­
INCLUDES
DATl • NEW_PARA~ETERS
________________.J.JO)...! LJ-Nf 101 ...VAL ur --.-----
MADE BY
DATA t COHHAND ... TvPE
_bA u -1 _ENG Nu.-O _
MESSAGE" • H~STO~Y... REQUEST
AUTOMATED NCLASSICALN SPECIFICATION FO~1ATS COULD BE PRGVIDED
3.1.4.1 INPUT INTERFACE DEFINITION.
3.1.4.1.1 MUX INPUT. The Data Processor sha11 interface to the
ENGINE MULTIPLEXER and shall be capab1e of receiving the
ENGINE MEASUREMENTS messages.
3rl.4. 1. 1.1 ENGINE MEASUREMENTS MESSAGE. Each message of this type
shall be made of SENSOR DATA and SWITCH DATA .
."
3.1.4.1.1.1.1 SENSOR DATA. This message component sha11 1nclude the
following infonnatiorr fie1ds:
(a) MEASURED P1











SOME BENEFITS OF US"ING SREM IS'REP
, THE LANGUAGE AHD METHODS PREcLV'bE TYPICAL AMBIGUITIESJSUCH AS:
- CAN THE ENGINES BE MONITORED AT DIFFERENT RATES?
- DOES "OUTPUT WARNING" MEAN EACH TIME OR JUST THE FIRST TIME?
- ARE "PRESCRiBED LIMITS" ESTABLISHED FO~ EACH PARAMETER OR ARE
THERE ONLY ONE MINIMUM AND ONE MAXIMUM.
- ARE IHE "PBESCRIBED LIMITS N FOR "WARNING" DIFFERENT THAN THOSE
FOR ALARM'? "
• AUTOMATED ERROR CHECKS DETECT ERRORS OF CONSISTENCY AND COMPLETENESS J
SUCH AS:
- HOW ARE "PRESCRI~ED LIMITS N DEFINED?
- HOW QUICKLY MUST THE SYSTEM OUTPUT A NWARNING" OR R ALARM"?
- WHAT DOES A "WARNING MESSAGE" CONTAIN?
- WHAT IS TO BE DONE WITH THE HISTORY DATA FOR EACH ENGINE?
, AUTOMATED DOCUMENTATION PAYS HIGH D!V!DEND~
- ONE COMPUTER RUN YIELDS COMPLETE SPECIFICATION WITH ALL CURRENT
REVISIONS.
- SAME THOROUGHNESS 15 APPLIED TO EVERY REVISION -- LAST MINUTE




5. Schnittstelle *) zu einem automatischen Testsystem
Auf dem Hintergrund der in den letzten Kapiteln diskutierten Be-
schreibungsmodelle für die Spezifikation und den Entwurf von Soft-
ware sollen einige mögliche Verbindungen zu einem automatischen
Testsystem skizziert werden.
Es lassen sich folgende Gesichtspunkte betrachten:
5.1 Unterstützung des Testsystems durch Informationen, die
durch das Spezifikations-jEntwurfssystem in der OB bereitge-
stellt werden. Insbesondere soll die Aus~ahl von Testdaten
aus der Programmstruktur erleichtert werden (Testdatenerzeu-
gung).
5.2 Bereitstellung von Informationen, die als Vergleichsdaten
zwischen dem Spezifikations-jEntwurfs-Modell und der Imple-
mentierung dienen
(Konsistenzprüfung der Implementierung).
5.3 Unterstützung des Entwurfs durch das Testsystem.
5.4 Sonstige Erweiterungen des Testsystems.
*) Oie Ausführungen beziehen sich nur auf inhaltliche Aspekte
der Schnittstelle, nicht auf deren Form. Es wird davon aus-
gegangen, daß sich die zur Verfügung gestellten Informatio-






Ganz allgemein sind Assertions gültige Beziehungen zwischen Va-
riablen. Sie können zur nicht-prozeduralen Beschreibung von Al-
gorithmen di enen und somit bereits inder Spezifi kati ons-/Entwurfs-
phase formuliert werden (siehe SSES). Die bei automatischen Pro-
grammbeweis-Systemen angewandten Methoden der Formulierung von
Beziehungen zwischen Variablen (Assertions) und der Herleitung
von Verifikationsbedingungen können in gewisser Weise zur Lö-
sung des Problems der Testdatenerzeugung übertragen werden. Aus-
g~hend von einer Zusicherung für die Eingangsvariablen zeigt man,
daß die Folgerungen aus den Eingangsbedingungen zusammen mit den
Anweisungen entlang den möglichen Wegen durch das Programm
schließlich die Zusicherungen für die Ausgangsvariablen erfül-
len. Die Verifikationsbedingungen für die einzelnen Pfade werden
aus der Eingangszusicherung und den Anweisungen automatisch er-
stell t.
Die Testdatenermittlung aus der Gemeinsamkeit von ähnlich durch-
laufenen Teilpfaden wird durch Assertions erleichtert, da aus
den Zusicherungen Testalgorithmen abgeleitet und den entsprechen-
den Stellen zugeordnet werden können (Retten von Zwischenzustän-
den) .
Meistens werden Assertions vorgeschlagen. die sich auf die For-
mulierung von logischen Ausdrücken zwischen Variablen beschrän-
ken (S tu cky) .
Robinson und Roubine haben bei der Definition ihrer Entwurfsspra-
che SPECIAL /RoRo 76/ (Specification and ~ssertion hanguage) um-
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fangreichen Gebrauch von Assertions gemacht, z.B. bei der For-
mulierung von Zustandstransformationen, Fehlerbedingungen, in-
varianten Moduleigenschaften und Bedingungen, die zu einem be-
stimmten Zeitpunkt der Programmausführung erfüllt sein müssen.
Die Sprache basiert auf dem Zustandsmodell von Parnas.
Eine Entwurfsbeschreibung in SPECIAL eröffnet weitere Möglich-
keiten der Testunterstützung. (Der Anhang enthält eine Entwurfs-
beschreibung in SPECIAL).
Folgende Fragen sind zu untersuchen:
Können Assertions zur Bildung von Eingabeklassen herangezogen
werden, die zu verschiedenen Aktionsfolgen führen?
Wie können die zur Simulation verwendeten Validierungspfade und
Validierungspunkte (SREP) des Entwurfsmodells zur Testunter-
stützung herangezogen werden, z.B. zur Erkennung von unabhängi-
gen Programmteilen, Hilfestellung beim Abschätzen von lirelevan-
tenil Pfaden und beim Test von Zeitbedingungen?
5.1.2 Entwurfsmethoden
Folgende Fragen und Ideen haben wir zu diesem Aspekt:
Welchen Einfluß haben spezielle Entwurfsmethoden auf die Test-
barkeit von Programmen (z.B. hierarchische Modularisierung =>
level by level testing)? Die Testbarkeit könnte Teil eines Qua-
litätsmaßstabes für Entwurfsmethoden sein.
In letzter Zeit wurden Entwurfsmethoden entwickelt, die auf
einer formalen Zerlegungsmethode beruhen. Z.B. beruht die Ent-
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wurfsmethode HOS /HaZe 76/ auf sechs Axiomen, deren Verwendung
eine notwendige und hinreichende Bedingung für einen Entwurf
sind, der auf zuverlässig~n Schnittstellen basiert. Aus diesen
Axiomen lassen sich 3 gültige Zerlegungsstrukturen ableiten:
Man erkennt, daß bei diesen Zerlegungsstrukturen die Klassifi-
zierung des Eingabebereichs einer Funktion (Modul) als Kriterium
für die Zerlegung formal beschrieben wird. Da dies für den ge-
samten Entwurf gilt, können diese Informationen als Hilfe bei
der Zerlegung des Eingabebereichs für das gesamte Programm in
eine endliche Zahl von Äquivalenzklassen herangezogen werden
und damit den Test unterstützen.
Unter dem Begriff "structured design" /StMyCo 74/ werden ver-
schiedene Bindungstypen für Moduln (functional, sequential,
logical, coincidental etc.) eingeführt und Aussagen über die
Spanne von Systemhierarchien (steil/flach) unter dem Aspekt
des Entwurfs gemacht. Diese Aussagen müßten bzgl. ihrer Aus-
wirkungen auf die Testbarkeit untersucht werden.
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5.2 Daten aus dem Entwurf für den Test
Wenn das Entwurfssystem die entsprechenden Informationen bereit-




Vergleich der Ergebnisse der statischen Programm-Analyse mit
den entsprechenden Informationen in der OB (Modulschnittstellen,
cross-reference-listen, Programmstruktur).
Vergleich der Eingangs-/Ausgangs-Assertions mit Ergebnissen
des Programmtests (Wertebereiche, Invariante Prädikate).
Vergleich der aus der Programmstruktur abgeleiteten Pfadprädika-
te mit den korrespondierenden, in der Spezifikation enthalte-
nen Zusicherungen.
Vergleich der durch Simulation ermittelten (worst-case) Zeitbe-
dingungen eines Validierungspfades mit entsprechenden Zeitmes-
sungen des Programms anhand der Validierungspunkte (SREP).
Spezifikation von Ausführungsfolgen und Ausführungsmöglichkeiten
durch Assertions, verbunden mit path-expressions, und überprü-
fung des aktuellen Programmverhaltens anhand der Spezifikation.
Z.B. ASSERT LOCAL (DEF-A; REF-A *) *
Eine Ausführungsfolge, die A enthält~ muß mit der Defi-
nition von A beginnen, gefolgt von 0 oder mehr Ausfüh-
rungen von A. Dieses Muster kann beliebig oft wiederholt
werden ICh 76/.
In SREP werden die Anforderungen an ein System durch die Beschrei-
bung der Eingabestimuli der zu durchlaufenden Pfade und der An-
gabe der Systemantworten spezifiziert. Nach Vorgabe entsprechen-
der Eingaben können die daraus durch Test ermittelten Systemant-
worten mit den spez. Antworten verglichen werden und so zur Kon-
sistenzprüfung zwischen Implementierung und Spezifikation beitra-
gen.
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5.3 Daten aus dem Test für den Entwurf
Folgende Informationen können vom Testsystem in die OB eingetragen
werden und den Entwurf unterstützen:
Aufwandsaussagen über gewünschte Systemänderungen
Hinweise auf Systemoptimierungen aus der Ausführungs-




Entwurfsmethoden/Programmrichtlinien, um das Testen zu erleich-
tern, können aus den Testerfahrungen entwickelt werden .
Ausgehend von einem funktionellen Simulationsmodell für den Ent-
wurf (SREP), mit dessen Hilfe nur grobe Leistungsaussagen möglich
sind, erhält man schrittweise genauere Aussagen, indem man immer
mehr funkti onelle "stubs 11 durch al gori thmi sche Modelle ersetzt;
vorausgesetzt, das Testsystem ist in der Lage, Leistungsmessungen
in einer derartigen Umgebung (stubs, Code) durch einen geeigneten
Testrahmen durchzuführen. Rückgemeldete Zeitmessungen könnten z.B.
die Zerlegungsstruktur beeinflussen.
Sonstige Erweiterungen des Testsystems
Einige weitergesteckte Ziele für die Entwicklung von Testsystemen
sind:
Sprachunabhängigkeit (Syntaxgesteuert /No 75/) .








Speicherung der getesteten Moduln zusammen mit Testdaten und
Testresultaten in einer OB. Bei Änderungen von Moduln können
"Abweichungsreports" erzeugt werden, aus denen man entnehmen
kann, ob nur die beabsichtigten Änderungen gemacht wurden. Da-
durch wird verhindert, daß bei der Korrektur von Fehlern neue
Fehler entstehen .
Test von Systemen, die "Stubs" enthalten, unvollständige Sy-
steme (statisch/dynamisch).
Test auf verschiedenen Sprachebenen (basic block, statement,
expression, module, whole system).
Verifikationsmethode, die auf den komplementären Eigenschaften
des Programmtests und Programmbeweises beruhen (z.B. Verifika-
tion von Synchronisationsschemata, Test von komplexen Programm-
strukturen, die u.a. diese Schemata enthalten).
Heuristische Testverfahren zur Erzeugung von Eingabedaten für
den Test eines vorgegebenen Programmstücks.
Teststrategien und ihre Relevanz zur quantitativen Bestimmung
eines Maßes für Software-Zuverlässigkeit.
Symbolischer Test.
Trace der Testgeschichte auf Sprachebene, Testarchivierung.
Testen der Robustheit von Programmen /eo 76/.
•
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Test von parallelen Programmen
auf Codeebene /RaKi 75/ (schwierig. da bei gleichen Ein-
gabedaten die Fehler nicht reproduzierbar sind. Sie soll-
ten deshalb durch konstruktive Maßnahmen verhindert wer-
den) •
auf Modellebene /CoQu 77/.
Model-referenced-testing /Je 76/.
Unterstützung bei der Interpretation von Testergebnissen
(Welches Programmverhalten wird erwartet) .
Abhängigkeit der Testergebnisse vom Programmierstil.
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A n h a n g
Beispiel einer Entwurfsspezifikation in SPECIAL /RoRo 76/





{ hun&-up, huneL..up_buL_connected, dial_tone, dialing,
dialed_unconnect.ed_number, ringin&-another_phone, bein&-rung, connected,
busy J :








VFUN state( phone) -> ps: $( state of "phone")
HIDDEN:
INITIALLY ps = ?:
VFUN connection( phone) -> phone 1: $ ( "phone 1" i3 the phone that "phone"
has dialed and is either connected or
ringing)
HIDDEN:
INITIALLY phone1 = ?:




INITIALLY phone_number = 7:
VFUN valid_phone_number(phone_number) -> BOOLEAN b: $(TRUE for all valid
phone numbers)
HIDDEN;
INITIALLY TRUE $(initialized by the phone company);
VFUN directory(phone_number) -> phone; $( "phone_number" that
corresponds to "phone")
HIDDEN:
INITIALLY TRUE $( initialized by the phone comp~ny)
OVFUN install (phone_number) -> phone; $( creat,es a new designaLor










OFUN disconnect(phone_number): $( disconnects phone corresponding
to "phone_number")
DEFINITIONS








OFUN pick_up_phone(phone): $( "phone" is picked up)
EXCEPTIONS
state(phone) = 7:
NOT state(phone) INSET hunK-up, hunK-up_but_connected, beinK-rung J:
EFFECTS
IF state(phone) = hun&-up
THEN $( picking up to dial) 'state(phone) = dial_t.one
ELSE IF state(phone) = beinK-rung
THEN $( answering phone)
, state(SOME phone 1 : connection( phone 1) = phone) = connected
AND 'state(phone) = connected
ELSE $(resuming existing connection) 'state(phone) ~ connected:
OFUN dial(phone; d): $( dials a digit "d" from "phone")
DEFINITIONS
INTEGER j IS LENGTH(buffer(phone»:
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phone_number_id newbuf
IS VECTOR(FOR i FROM 1 TO j + 1
: 1F i <= j THEN buffer(phone)[i] ELSE d):




state(phone) 1NSET {dial_tone, dialing}
=> $( update buffer and change state) 'buffer(phone) ~ newbuf
AND (IF phone1 -= 7
THEN $( a valid number has been reached) IF state(phone1) = hun&-up
THEN $( ringing begins) 'state(phone) = ringin&-another_phone
AND 'state(phone1) = bein&-rung
AND 'connection(phone) = phone1
ELSE $( busy signal) 'state(phone) = busy
ELSE IF valid_phone_number(newbuf)
THEN $( not a connected number)
'state(phone) = dialed_unconnected_number
ELSE 'state(phone) = dialing):
OFUN han&-up(phone): $( hangs up "phone")
EXCEPTIONS
state(phone) = 7:
state(phone) INSET { hun~up, bein&-rung, hun&-up_but_connected }:
EFFECTS
IF EXISTS phone1 : connection(phone1) = phone
THEN $(connection NOT terminated)
'staLe(phone) = hun&-up_but_connecLed
ELSE $(back to original state)
'state(phone) = hun&-up
AND 'buffer(phone) = VECTOR()
AND (conneclion(phone) -= 7 => $(connected \.0 someone else)
'conneclion(phone) = 7
AND 'state(connecLion(phone» =
(IF sLaLe(phone) = ringin&-another_phone
THEN $(ringing stops) hun&-up
ELSE $(terminates connection) dial_tone»;
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Erläuterungen zum Beispiel:
The example is a specification for a telephone system of a single area code.
This is not a software system: it is implemented in hardware and its 0-
functions correspond to physical acts performed by people. However, the
telephone system is a good example because everyone understands it, as opposed
to most complex software systems. The system contains the following general
design decisions:
· Telephones are named by adesignator type (phone_id) rather than a
telephone number. This corresponds to real life, in which a telephone
is physically protected, i.e., knowing the number of a phone is not
sufficient to be able to pick up that phone and dial from it.
The mapping between phone numbers and connected phones is an invertible
function. This is not true in a phone system with more than one area
code, because a single phone number may identify different phones in
different areas and because a phone is known by a different number when
dialed from within the area than when dialed from outside the area.
• The state of a phone is indicated by the scalar type "phone_state".
Based on the state of the phone, different things happen when an 0-
function is called. These states can later be mapped to particular
switch positions in the actual phone circuits.
• The phenomenon that a connection can be terminated only by the party
that initiated the call. Thus if the called party hangs up, the
connection still exists, and the hung up phone has state "hung_up_but
connected".
There are also several features of SPECIAL whose use is worth pointing out:
Use of a subtype to characterize a digit. Note that in this case there
is no chance of misusing the subtype, since digits are only used with
the equality operator.
• Use of vectors to represent phone numbers. The intensional vector
constructor is used in the O-function "diaI".
• Use of the SOME expression in the O-function "pick_up phone". In this
case there is only one value of "phoneI" satisfying the given
assertion.
The reader can see other ways of writing module specifications with the
same properties as those above. The style to be chosen in writing specifications
depends on onels desire for conciseness, readability, or even provability of
the specifications. It is also possible to see that specifications may differ
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considerably from their implementations. In fact, the difference between
specification and implementation is often so great that specifications cannot
be construed in any way as a guide to the programmer on how to write an
efficient implementation. Such information must often be supplied separately
from the module specification.
