The asymptotic behavior of inhomogeneous conservation laws is considered. The attractor of the equation is characterized. The relationship between attractors of the equation and that of its parabolic regularization is studied.
Introduction
In this paper, we shall characterize the global attractor for the hyperbolic equation
(1.1) ut + f(u)x = g(u), t>0, X£SX, and study the relationships between the attractor of (1.1) and that of the singularly perturbed parabolic equation
(1.2) ut +f(u)x = g(u) + euxx, where e > 0 is a small parameter. We assume that the functions /, g satisfy the following hypotheses:
(HO /6C2(1,E), /»>/0>0.
(H2) g(u) has finitely many zeroes, ax < a2< ■■■ < a2k+x , all simple; and there is a constant Mo > 0 such that (1.3) ug(u)<0 for|«|>M0.
We consider equations (1.1) and (1.2) on the unit circle Sx , which is equivalent to imposing periodic boundary conditions of some period L. For (1.1), the initial data uq is assumed to be in the space BV(SX) = {u£ LX(SX) : ux is a finite measure on Sx} of functions of bounded variation on Sx. Under the hypothesis (Hi), a solution u(x, t) of (1.1) is said to be an admissible solution if, for almost all t > 0, the right-and left-hand limits of u(x, /) with respect to x exist and satisfy the entropy condition (1.4) u(x~ , t) > u(x+ , t).
It is known that the initial value problem has a unique weak admissible solution u(x, t) with the property that u £ C° ((0, oo) : LX(SX)), u(-, t) £ BV(SX) (see, for example, Kruzkov (1970) , Vol'pert (1967) ). Throughout this paper, we consider only admissible solutions and, for any Uo £ BV(Sx), we let u°(-, t, uo) = $>°(t)uo be the solution of (1.1) with initial data u0 .
Since BV(SX) c Lp(Sx) for any 0 < p < +oo, we can discuss the flow defined by (1.1) in Lp(Sx)nBV(Sx) example, Babin and Vishik (1989) , Hale (1988) , and Temam (1988) .
We say that \p : K -> 1 is a traveling wave solution of (1.1) with wave speed c if y/(x-ct) is a solution of (1.1) for all (x, t) £ Sx xR. We say that colp(uo) is a traveling wave with wave speed c of (1.1) if there is a real constant c and a traveling wave solution y/ : E -> K of (1.1) such that for any tp £ colp(uo) , u°(x, t,cp) = y/(x -ct).
The following result has been proved by Fan and Hale (1992) and Lyberopoulos (1992). Theorem 1.1. //(Hi), (H2) are satisfied and u(x, t) is an admissible solution of (1.1), then, for any 0 < p < +oo, cou(u(-, 0) ) exists and is either one of the zeros of g or a traveling wave with wave speed f'(a2m), where m = m(uo) depends upon u(-, 0) = «o• In Section 3, we prove the following result concerning the globally defined and bounded solutions of (1.1). Theorem 1.2. Let s/0 be the set of cp £ BV(SX) such that the solution <&°(t)tp of (1.1) is defined and bounded for (£l.
Then, for any 0 < p < +00, and any cp £ s/q, otu(9) and cou(cp) exist and are either an equilibrium point or a traveling wave. Furthermore, s/o is a global attractor in LP(SX); that is, for any bounded set Be BV(SX), distz/(Si)(<I)0(073 ,^o)^0 as t -00.
In Theorem 3.7, we give a more complete characterization of relationships between the a-limit set and w-limit set of an orbit.
Section 4 is devoted to a discussion of some of the relationships between the solutions of (1.1) and (1.2). The space of initial data for (1.2) is taken to be the set of functions in H2(SX). For any u0 £ H2(SX), we let ue(•, t, u0) = &(t)u0 denote the solution of (1.2) with initial data u0 ■ The mapping Oe(0, t > 0, is a C°-semigroup on H2(SX).
As we have done above, for the semigroup Q>e(t) on H2(SX), we can define the positive orbit y+(B) of a subset B of H2(SX), the co-limit set coH2(B) of B, invariant sets and the global attractor for the semigroup <£>e(t). It is known that the global attractor sft exists for (1.2). Furthermore, for any cp £ s/e, either coHi(cp) is a traveling wave or aHi(cp) and coHi(cp) belongs to the set of equilibrium points of (1.2) (see Fiedler and Mallet-Paret (1989) ).
The ultimate goal would be to prove that the limit of J^ as e -> 0 is equal to 4-At this time, only partial results have been achieved. We proved that any orbit of (1.2) in s/e, together with its a-limit set and colimit set converge almost everwhere to a similar orbit of (1.1) as e -► 0. See Theorems 4.1 and 4.3 for a precise statement. This topic will be treated in the near future.
We remark that dim sfo = +oo, whereas dim s/( < +oo for each e > 0. Therefore, it is very interesting to know if sfe -► s&o as e -> 0 in the Hausdorff sense. We also remark that the tools for the discussion of the flows on s/o and srft seem to be completely different. For s/q , we exploit the theory of generalized characteristics, whereas, for s/t, the discussion relies heavily upon invariant manifold theory and the oscillation number of a function.
Preliminaries
A fundamental tool in our investigation is the notion of generalized characteristic of Dafermos (1977) . A Lipschitzian curve x = £(t), defined on an interval [a, b] , is called a characteristic curve associated with the solution u(x, t) of
From Filippov (1960) , for any (x, t) £ R x (0, oo), there exists at least one backward characteristic c;(t, x, f) .defined on a maximal interval (s, t], s > 0, such that £(t, x, t) = x. The set of backward characteristics through (x, t) spans a funnel confined between a minimal and a maximal backward characteristic through (x, t). We denote the minimal and maximal backward characteristics respectively by £-(t, x, f), £+(t, x, t). A characteristic £(•), defined on [a, b] , is called genuine if u(£,(t)~, t) = u(£(t)+, t) for almost all t£ [a, b] .
We need the following three results of Dafermos (1977) 
and, for almost every t £ (a, b),
Lemma 2.3. The minimal and maximal characteristics £_(/, x, t), c;+(t, x, t) are genuine and are obtained by solving equations (2.3) with initial conditions at t = t respectively given by (x, u(x~ , t) ) and (x, u(x+, t)).
Corollary 2.4. Two distinct genuine characteristics can intersect only at their endpoints.
The following result can be found in Fan and Hale (1992) and is based on Kruzkov (1970) .
Theorem 2.5. If f £ CX(R, R) and (H2) is satisfied, then the solution u(x, t) of (1.1) satisfies the estimate (2.5) \\u(-, 0IIl~(si) < max(||u0||z~(<>'), M0) , for t > 0.
Corollary 2.6. Backward characteristics through any (x, t) are defined on [0, t] .
3. The connecting orbits and attractor of (1.1)
In this section, we study the composition of the attractor of (1.1) and some properties of connecting orbits.
We define the range 31 (u(-, t)) of a function u(-, t) by (3.1) 3l(u(-,t)):={u(x±,t):x£R}.
In Fan and Hale (1992) , we proved the following lemmas.
Lemma 3.1. If u(x, t) is a solution of' (1.1), then 3?(u(-, t)) is a closed interval.
Lemma 3.2. There exists a constant To, depending only on the period L, the function f, and the zero set {ax, ... , a2k+x} of g(u) such that, for t > To, 3?(u(-, t)) contains no more than one point of the set {ax, ... , tf2/t+i} • Furthermore,
In the following result, we let TVj(u) be the total variation of a function u on the interval /.
Lemma 3.3. For any r > 0, there is a positive constant C = C(r) such that, if u(x, t) is a solution of (1.1) with \\u(-, 0)||/.°° < r, then, for t >0,
+ 2CL. Proof. We consider first the decreasing variation of the solution u(x, t). Let £(t) be an extremum backward characteristic and let £(F) = Vi < v2 < ... < yin = £,(t) + L be a partition with u(y2j_x, t) > u(y^, t), j = I, ... , n.
For each ; = 1, 2, ... , n, let £-(t; y2j-X, t) = £,2j-i(t) (resp. £+(t, y2J, t) -£2/(0 ) De the minimal (resp. maximal) backward characteristic through the point (y2j-X, t) (resp. (y2j-i, t)). From Lemma 2.2, the maximal backward characteristic £2y satisfies the systems of equations:
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use and the minimal backward characteristic £y-X satisfies the systems of equations:
It is easily seen that
Since v2j-X(t) > v2j(f), uniqueness of the solutions of the initial value problem for ordinary differential equations implies that v2j-X(t) > vy(t) for t £ [0, t] . since v2j-X(t) > v2j(t). This fact, together with (3.3), yields
for t £ (0, i). From equations (3.4), (3.5), we deduce that
Using this relation and (3.5), the Z.°°-boundedness of u(x, t), and the facts that Uj(x, 0) £ [u0(Zj(0)+, 0), Mo(^(0)", 0)] and there is a 8(r) > 0 such that f"(u) > S(r) > 0 for |w| < r, we deduce that
where TV~ denotes the decreasing variation. For the increasing variation of u(x, t), we employ a similar argument using a partition with u(y2j_{, t) < u(y2j ,t), j = I,... , n , and the maximal and minimal characteristics £+(t; yy-x, T), £-(t, yij, 0 • This will complete the proof.
Lemma 3.4. For any r > 0, there exists a positive constant C = C(r) such that, if u(x, t) is a solution of (1.1) with u(x, 0) = Uq(x) and TV\o,l\(uo) + ||wol|z«> < r, then, for any At > 0, (3.6) / \u(x, t + At) -u(x, t)\dx < C\At\. / \u(x,t + At)-u(x,t)\dx< I I {\f'(u)\\ux\ + \g(u)\\dxdt <C\At\, which is (3.6).
Corollary 3.5. If B c BV(SX) and maxUoeB(TV{u0(x), x £ Sx}) < -foe, then there is a positive constant C = C(B) such that
(ii) the set of solutions Q>°(t)B, t £ R+ , is compact in the sense ofpointwise convergence; (iii) the set of solutions Q>°(t)B is compact in Lp(Sl x [0, T]) for any T > 0 and any p > 0.
Proof. We recall that the necessary and sufficient condition for a function to be of bounded total variation on the set U = Sx Let sfo be the set of globally defined and bounded solutions of (1.1); that is, (3.7) sf0 = { u0 £ BV(SX) : <S>°(t)u0 is defined and bounded for t £ R}.
Also, for any bounded set B c BV(SX), we define (3.8) <o_,{Si)(B) = f) a_,m |J <b?>(t)B T>0 t>X as the w-limit set of B in LP(SX). We can prove the following result.
Theorem 3.6. For any bounded set B in BV(SX), the co-limit set co^^i^B) exists, is compact in LP(SX), belongs to BV(SX), and is invariant under <D°(f). Furthermore, sfo is the global attractor of (1.1) in LP(SX); that is, (3.9) distL"(51)(<D0(07i, sfo)-> 0 as t -> +oo.
Proof. The fact that cou^^B) exists, is compact in LP(SX), and belongs to BV(SX) is clear from Lemma 3.3 and Corollary 3.5. The invariance under <J>°(0 will be apparent from the proof we give of (3.9).
There is a constant C such that TV [0, L] License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use for j = 1,2, ... . For the fixed integer N > 0, let jN be so large that tj > N for all j > jN . If we define Uj(x, t) = O0(/; + t)uoj for j > jn and t > -N, then we deduce from Lemma 3.3 and (3.4) that there is a constant Cn such that TV(Xt}€S\X[_NNX(Uj) < Cn ■ As a consequence, we can extract a subsequence of the Uj, which we denote with the same symbols, such that Uj(x, t) -> u(x, t) almost everywhere in Sx x [-N, N] . By the diagonalization process, we can find a subsequence, which we again denote by Uj and a function u(x, t) such that Uj(x, t) -> u(x, t) almost everywhere in S'xl as j -* oo. Furthermore, TV(Xt)£S\K[-N,N]{uj) ^ Cn for every N. By Lemma 3.3, we may also assume, restricting the subsequence if necessary, that Uj(x, 0) -► u(x, 0) almost everywhere in Sx as j -> co. The function u(x, t) is an admissible weak solution of (1.1) and hence u(x, 0) £ sfo . This leads to a contradiction of (3.10) since pointwise convergence and L°°-boundedness imply IP -convergence. The theorem is proved. Now we study the structure of solutions of (1.1) in the attractor. In Theorem 1.1, we have noted that the w-limit set of any orbit of (1.1) is either a constant £{ax, ... , a2k+x} or a traveling wave with speed f'(a2i), I £ {1,2, ... , k} . If uc(x, t) is a solution of (1.1) which exists for t £ R and cp(x -ct) is a traveling wave such that uc(x, t) -cp(x -ct) -> 0 as t -> oo, then we say that uc(x, t) connects to cp at t = +oo. Similarly, if there exists a traveling wave y/(x -ct) such that uc(x, t) -\p(x -ct) -> 0 as t -► -oo, then we say that uc(x, t) connects to ip at t = -oo. For any function tp on [0, L] , we define the oscillation number Card J^ as the cardinal number of the set
<p(x+) = tp(x-) = 0}.
Theorem 3.7.
(i) Any element of sfo must connect at t = +00 to either a traveling wave or a constant £ {u : g(u) = 0}. (ii) If uc(x, t) is not a traveling wave and connects to a nonconstant traveling wave cp of (1.1) at t = +00 with speed f'(a2m) for some m £ {1, ... , k}, then uc(x, t) must connect to either a traveling wave y/ of (1.1) at t = -00 with the same speed or tp must connect to a constant solution ip = a2m at t = -00. Furthermore, Card ^,-a2m < Jr¥-aim ■ (iii) If uc(x, t) connects to a constant b at t = +00 and uc(x, t) ^ b for all x, t, then b = a2m+x for some m and uc(x, t) connects at t = -00 to a traveling wave \p with speed either f'(a2m) or f'(a2m+2).
Proof. Conclusion (i) is a restatement of Theorem 1.1. We now prove (ii). Since uc(x, t) connects to tp(x-f'(a2m)t) at +00, from Lemma 3.5 of Hale and Fan (1992) , a2m is in the interior of 3i(cp(--f'(a2m)t)). Therefore, we deduce from Lemma 2.3 that (3.11) a2m £ R(uc(-, t))c(a2m-x, a2m+x) for t > T0.
We claim that (3.11) is true for any t £ R. Indeed, let (X, T) £ Sx x R be such that either uc(x+, T) or uc(x~, T) = a2m. Then £(/;x, T) = f'(a2m)(t -T) + x, t < T, is an extremum backward characteristic of (1.1) and uc(Z(f, x, T)± , t) = a2m a.e. in (-00, T). Hence, a2m £ R(uc(-, t)) for t £ R. This fact together with Lemma 3.2 imply that (3.12) a2m £ R(uc(-, t)) c (a2m-x, a2m+x) for t e R.
By translation of variables, we may assume, without loss of generality, that f'(a-im) = 0 and uc(0, T) = a2m = uc(L, T) for some T £ R. It follows that (3.13) Zi(t) = 0 and £2(t) = L, -oo < t < T, are genuine backward characteristics of (1.1). We consider the extremal backward characteristcs £±(t; x, t) of (1.1) emanating from (x, t) for x £ (0, L), t < T. For all t < t, these functions satisfy I i_(t;X, t) = X, v(t) = uc(x±,t),
and, for almost all t < t, v(t) = u(£,±(t, x ,t), t). From Corollary 2.4 and (3.13), we have £±(f; X, t) £ (0, L) for t < t. Since f'(u) > 0 on (0, L), these last two remarks and (3.14) imply that £±(7;x, f) is monotone with respect to t. Thus, the limits
L] x (-oo, T). We now investigate the limit of £±(-oo; x, t) as t -» -oo. We claim that either there is a y(x) such that (3.16) lim £±(-oo; X, t) = y(x) t->-oo
or there exist yx(x) < x < y2(x) such that, for any sequence tj -> -oo, we have (3.17) lim £±(-oo; x, tj) = either yx(x) or y2(X).
tj-> -OC
To prove this claim, we let £(-oo;x, t) designate either £+(-oo;x, t) or £_(-oo;x, t). If (3.16) does not hold, then there are two sequences tj -» -oo , lj -> -oo , such that lim £(-oo; x, //) =yi(x), Jim £(-oo; x, f,-) = y2(X) > yx(x).
tj-> -00 tj-> -00
We first prove that y2(x) > x > yx(x). If the contrary holds, for example, if x > y2(x) > yi(X), then there are integers jx, j2 such that tjt > tJ2 such that X > £(-oo, x, tjx) > £(-oo, x, tJ2). These two inequalities imply that £(/, x, tjx) and £(t, X, tj2) intersect, which contradicts Corollary 2.4. Thus, y2(x) > x > Vi(x). For the same reason, there can be no other limit points of £(-oo,x,f) as f -»• -co . This completes the proof of the claim and so either (3.16) or (3.17) holds.
Our next objective is to show that (3.16) holds for almost all points in [0, L] .
If (3.17) holds, then there exist TV > 0 such that, for all t < -N, we have either
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Let ti (resp. t2) be a value of t such that (3.18) (resp. (3.19)) is satisfied. For t < min{tx, t2} and £(7, X, t) denoting either £+(/, X, t) or £_(f, X, f), we define (3.20a) S~(t) = {x£ [£(;, x, /,), £(r, x, t2)]: |£_(-oo, x, f)-j>,(x)| < ||yi(x)-x|}, (3.20b)
By Corollary 2.4, we see that S±(t) are intervals and S+(t) U S~(t) = [£(?, X, h), £(t, X, t2)]. Thus, we can write
Using a similar proof as the ones for Corollary 3.11 and Lemma 3.13 of Fan and Hale (1992) , we observe that x(t) is a characteristic curve and that x(t) -* x as t -* -oo.
For any x £ (yx(x), x), we want to show that (3.16) holds. Let {tj} be such that lim,J__00£(-oo, x, tj) = yx(x) < x. For each tj, there exists a positive constant Nj such that £(f,x,f;) < x for t < -Nj. Thus, £(t,X,tj) < £(t, x, s) for t < s < -Nj and we therefore have We deduce that lim5_>_00£(-oo, x, s) = yx(X) by letting 5 -> -oo, tj -+ -oo, tj > s in view of (3.22) and (3.21). If we apply the same argument to y2(x), we complete the proof of our assertion that (3.16) holds for almost all points in [0, L] .
Let us now suppose that (3.16) holds. From (3.14), we deduce that (3.23) / U?±dv=X-S(t,X,T)
Juc(Z(t,x,t),t) g\v) for all t < t. From (2.4), v(t) = mc(£+(?,x, t), t) for all t < t. From (3.14), (3.12), and (3.16), this implies that wc(£(?, X, t), t) -> a2m as t -► -oo monotonically. If we now use (3.23) and (3.16), we have rMx,l) f(v\ lim / L^LLdv = x -y(x).
The integrand in this expression is of fixed sign and hence the integral is monotone with respect to uc(x, t). Thus, limf__00 uc(X, t) exists. Since (3.16) holds for almost all points in [0, L] and lim^.oo uc(X, t) exists, we can define a function y/(x) by the relation (3.24) lim uc(x, t) = ^(x).
It remains to show that y/ defined by (3.24) is a traveling wave solution of (1.1). To this end, we multiply (1.1) by a test function n(x) £ C°°(SX) and integrate to obtain
Letting T -> -oo and using (3.24) in this expression yields
Therefore, ip is a traveling wave solution of (1.1) if it is admissible. The admissibility will follow from the following lemma.
Lemma 3.8. Let uc(x, /) bean L°° bounded solution of (1.1) defined for (el and let fo be given in (Hi). Then there exists a constant C depending only on \\uc\\Loo and g such that, if x,y £R, x > y and either u(x+, t) or u(x-, t) is greater than either u(y+, t) or u(y-, t), then, for -oo < t <t, 0<«(x*, i)-u(y±, t) < j-J^'Jl.y
Proof. Let £,(t) = £(/; x, t), C,(t) = £(/; y, t), be given maximal or minimal characterestics. Since characteristics cannot intersect, we have £(7) > C,(t) for all t < t. There are functions v(t),v(t) = u(x± , t), w(t), w(t) = u(y± , t), such that (£, v) and (C,,w) are solutions of (2.3). 
Using this relation and (3.25), we obtain
As a consequence of this inequality and the definition of v(t) and w(t), we have the assertion in the lemma.
[Proof of Theorem 3.7 continued]. We use this lemma to prove that tp in (3.24) is admissible. We need only to prove that y(x~) > <p(x+) for any point of discontinuity x of ip. Indeed, if there is an xq of discontinuity of y/ such that fp(x0~) < w(Xq) , then, by taking x = Xo~S, y = xq+S , d > 0, in Lemma 3.8, we obtain 0 AC 0 < uc(xo + 8,t)-uc(xo -S,t)< -.j--=?t-.
Jo(l~e c)
Letting t -> -oo and S -► 0 in this relation, we obtain 0 < yf(xo)~*l/(xo) -®> which is a contradiction. Thus, ^(x) is an admissible traveling wave solution of (1.1).
It remains to prove that the oscillation number of cp -a2m is no more than that of y/ -a2m . Recall that
and that (3.27) lim uc(x, t) = cp(x) a.e.
t-*oo
We claim that (3.28) lim uc(xo, t) = a2m for all x0 £ JY<?-a2m.
If this is not true, then there is a subsequence {tj}, tj -> oo as j -> oo, and an eo > 0 such that \uc(xq, t) -a2m\ > eo for j = 1, 2, ... . Without loss of generality, we can assume that uc(x0 ,t)-a2m>eo, j =1,2, ... , since the other case can be handled in a similar way. Since Xo is a point of continuity of cp and (3.27) is satisfied, for any 6 > 0, there exists an x £ (xo -S, Xo) such that lim uc(x, t) = cp(x) < a2m + ^.
t->oo Z
If we use Lemma 2.8 with x = xo, y = x, t = tj, t = 0, we have 0 < wc(xo, tj) -uc(x, tj) < CXS for some constant Cx independent of j. If j -<■ oo, we obtain 0 < eo/2 <CXS for all 5 > 0. This is a contradiction and shows that (3.28) is satisfied.
We now want to show that yKp-a2m c jVv-a2m which implies Card yKp-a2m < Card yVy,-alm and will complete the proof of Part (ii) of Theorem 3.7. Let xo £ ^-a2m and let £(7; xo, s) be £*(?; x0, s). Then the functions £(?; xo, s) and v(t; s), for t < s satisfy the equations dt, ,,, . dv (3.29) -di = f{v)> -dl = 8{v)> £(s;x0,s) = x0, v(t;s) = uc(Z(t;x0,s),t), v(s; s) = uc(x0, s).
Thanks to (3.12), hypothesis (H2) and (3.29), if uc(x0, s) ^ a2m , then we have either Let us now prove part (iii) of the theorem. Suppose that uc(x, t) connects to a constant b £ {ax,a2, ... , a2k+x} at t = +00. If b = a2m, then the arguments from (3.26) to (3.32) show in effect that uc(x, t) = a2m .
Therefore, suppose that b = a2m+x . Without loss of generality, we may assume that uc(x, t) £ a2m+x. In view of Lemmas 3.1 and 3.2, 3?(u(-, t)) c («2m > fl2m+2) for all t £R. We claim that (3.34a) either 3?(uc(-, t)) c (a2m+x, a2m+2), (3.34b) or 3l(uc(-, t)) C (a2m , a2m+x) for t £ R. If we assume that this is not the case, then the fact that 3?(u(-, /)) is a closed interval implies that there exist ?o > x\ > x2 G R such that either uc(xx+, t0) or uc(xx~ , t0) £ (a2m , a2m+x) U (a2m+x, a2m+2) and either wc(x2+, t0) or uc(x2 , t0) = a2m+x.
For definiteness, we suppose that (3.36) uc(xy~ , t0) £ (a2m , a2m+x), uc(x2 , t0) = a2m+x.
The other cases may be discussed in a similar way. Consider the genuine backward characteristics _(t) = x2 and £i(7) = £(/,xi, to), which satisfy the equations d£\ fl, , dvi (3.37) -dT = f{Vxh 1T = g{Vi)' vi(to) = uc(xx , to), $x(to) = xxTherefore, vx(t) -» a2m exponentially as /-> -oo and d£/dt -» f'(a2m) as t -> -oo . This implies that there exists t < to such that £1 intersects either £2 or £2 + L at t, which contradicts Corollary 2.4. This proves (3.34). Once (3.34) is proved, we can apply the proofs of part (ii) starting from (3.12) to yield that uc(x, t) -y/(x -f'(a2m)t) -> 0 a.e. as t -> -oo in case (3.34b) holds and uc(x, t) -y/(x -f'(a2m+2)t) -> 0 a.e. as (-» -oo in case (3.34a) holds, where y/ is a traveling wave solution of (1.1) with wave speed f'(a2m) and f'(a2m+2), respectively.
The limit of parabolic regularizations
In this section, we consider the parabolic regularization of (1.1),
where e > 0 is a parameter. For a fixed time interval [0, T] , if ue (-,t, uq) is the solution of (4.1) with u(-, 0, «o) = "o L- Tartar (1979) has shown that, as e -> 0, ue(-, t, Uo) converges on [0, T] to the solution of (1.1) with the same initial value. For (4.1), Fiedler and Mallet-Paret (1989) have shown that the attractor sfe of (4.1) in H2(SX) consists of equilibrium points, traveling waves, and orbit connections between them. As remarked in the introduction, the ultimate goal would be to prove that the limit of sfe as e -> 0 is equal to sfo . At this time, we can show only that a connecting orbit of (4.1) converges almost everywhere to that of (1.1) as e -► 0. A similar statement holds also for the traveling wave solutions of (4.1) and (1.1). The method of proof is similar to Tartar (1979) .
Theorem 4.1. If B = {uec(x, t), 0 < e < eo} is a set of connecting orbits of (4.1), then there is a subsequence {ucc"(x, t)} of B converging to uc(x, t) as e -> 0 a.e. in Sx xR where uc(x, t) is a connecting orbit of (1.1). Proof. In this proof, we let ue = u\ £ B . By condition (H2) and the maximum principal, the set B satisfies maxuE6a ||we||z~ < C. Thus, there is a subsequence of B, denoted by {we(x, t)} again, and a function u £ L°°(SX xR,R) such that (4.2) ue -u(x, t) in Lco(Sx xR;R).
Then there is a family of Borel probability measures {v(X,t); (x, t) £ Sx xR} such that, for each g 6 C(K), we have (4.3) g(u*(x, t)) -g(x, t)= I g(X)dv{Xtt)(X) in L°°(SX x R, R).
Jv. Let tp £ C2(R) be any convex function, let / be as in (4.1) and define (4.4) y,(u) = ftp'(s)f'(s)ds.
Then (p(u'(x, t)) -4>(x, t)= (p(X)du{xJ)(X), (4-5) « f y/(ue(x, 0) -<P(x, t)= y/(X)dv{xJ)(X), Jr in L°°(SX x R+ ; R). By using (4.4) and (4.2), we find that (4.6) <p(u% + y,(u()x = e<p(u<)xx -ecp"(ue)(ux)2 + <p'(u()g(if).
Letting cf>(u) = u2 in (4.6) and integrating over Sx x [0, T] , we obtain / (u'(x, T))2dx= f (ue(x,0))2dx-I f e(ux)2dxdt + 2 [ [ ueg(ue) dxdt. Jo -As1 It is not difficult to show that ue is uniformly bounded in Lco(Sx xR). As a consequence, we see from (4.7) that (4.8) sup/ / e(ux)2dxdt < oo.
c>o Jo Jsl
Thus, e</>(w£)jc ^ 0 in L2(SX x [0, T] ) and, hence, tcj)(u)xx -* 0 in W~X'2(SX xR+). Furthermore, e(j>"(u()(ux)2 and uecp(ue) are bounded in (S1 x [0, T] ), the space of signed Radon measures on S1 x [0, T] with finite mass. As a consequence, the right hand side of (4.6) is compact in W~l<2(Sl x [0, T] ) by Corollary 1 of Chapter 1 of Evans (1990) . This enables us to apply the Div-Curl Lemma (Murat(1978) ).
Lemma 4.2 (Div-Curl Lemma). Assume that {vk}, {wk} are two bounded sequences in L2(U;R"), U c R", such that (i) {div vk} is compact in W~X'2(U), (ii) {curl wk} is compact in W-X-2(U; R"xn). 
