We establish an existence result for strongly indefinite semilinear elliptic systems with Neumann boundary condition, and we study the limiting behavior of the positive solutions of the singularly perturbed problem. r
Introduction
In the 70s, Keller and Segel [12] studied the chemotaxis of an amoeba using a system of parabolic differential equations. Later, Gierer and Meinhardt [8] studied the activation-inhibition of two chemical components as a model of pattern formation again deducing a system of differential equations. Experimental evidence showed that the solutions must concentrate about a point, that is, a spike-layered behavior. Under some assumptions, the stationary solutions of these two biochemical systems are solutions of a nonlinear elliptic equation.
The first approach to solve these elliptic systems was given by Ni and Takagi. In a series of papers [13] [14] [15] [16] [17] they studied the shape of the positive solution of an equation of a prototype
where O is a bounded domain in R N with smooth boundary @O; and e is a parameter. Using the ground state solution w of the equation
and its exponential decay they obtained, for e small, an upper estimate of the critical value given by the Mountain Pass Lemma. Moreover, they proved the existence of a nontrivial solution u e of (1) and (2) . Using the uniqueness of the ground state, they proved that u e concentrates about a point PA@O where P maximizes the mean curvature of the boundary. Our main goal is to study the same phenomena for the nonlinear elliptic system
where the exponents p and q are below the critical parabola, that is,
One of the main characteristic of this system is that the functional associated to (4) and (5) is strongly indefinite. Using linking theorems De Figueiredo and Felmer [4] and Hulshof and Van der Vorst [11] proved the existence of nontrivial solutions of Eqs. (4) for Dirichlet boundary conditions. However, the Neumann problem (4)-(5) allows constant solutions. A direct application of linking theorems cannot avoid this kind of solutions. To obtain nontrivial solutions, one estimates the critical value from above by e N ; and push it below the energy of constant solutions by taking e40 small. But the estimate of the critical value given by the linking approach is difficult to handle. We use a different framework, the dual variational formulation of the problem, which allow us to find a critical point of the related functional by the Mountain Pass Lemma. Indeed, we use the ground state solution of the problem
to construct a test function. By a ground state solution of (7) we mean the least energy solution of (7) . It was proved in [5, 18] the existence of a ground state solution of (7) and the exponential decay at infinity of the solution and their derivatives. These facts enable us to obtain an upper bound for the critical value described by the Mountain Pass Lemma. Then, we are able to show that (4) and (5) possesses at least one nontrivial solution. Furthermore, using a characterization of the critical value given by the Mountain Pass Lemma we show that the corresponding solutions are actually positive. Thus, we get our first result.
Theorem 1.1. There exists e 0 40 such that system (4)-(5) possesses at least a nontrivial positive solution z e ¼ ðu e ; v e Þ provided that 0oeoe 0 :
Next, we investigate the limit behavior of the positive solutions as e-0: Using a blow-up technique, we obtain a uniform L N -bound in e: Then, we study the behavior of the maxima of ðu e ; v e Þ obtained in Theorem 1.1. We obtain the following result. Theorem 1.2. Let P e and Q e be a maximum point of u e and v e ; respectively and suppose that Nþ2 NÀ2 4p; q: Then (i) P e and Q e are on the boundary @O for e small, (ii) P e and Q e approach to a point P on the boundary when e-0:
The restriction p; qo Nþ2 NÀ2 is due to an application of Liouville Theorem for systems. The best result we know requires such a condition.
We also consider the asymptotic behavior of the critical value c e of the associated dual functional which is defined in (11) . Let ðu; vÞ be a ground state solution of (7) and
Denote by a the maximum of the mean curvature of the boundary @O: Our result is as follows.
where g is a positive constant.
The conclusions of Theorem 1.3 will be completed by finding a lower estimate of the critical value. It is usually studied by using the uniqueness of the ground state of (3). However, up to our knowledge, there is no uniqueness result for (7) in the literature. To solve this problem and inspired by the work [7] , we use a ground state solution of (7) to construct a test function which will give us the right lower bound.
Finally, we study the case e40 large. We obtain Theorem 1.4. There exists e Ã 40 such that if e4e Ã ; system (4)-(5) has only constant positive solutions. More precisely, if e4e Ã ; u ¼ v ¼ 1 is the only positive solution of system (4)-(5).
The work is divided as follows: in Section 2 we state the dual formulation of the system and prove the existence of a solution for (4)- (5) . Then, in Section 3, we show that this solution is positive. In Section 4 we find an upper bound for the critical value associated to the solution. Also, it gives that the solution is nontrivial for e40 small. This completes the proof of Theorem 1.1. In Section 5 we prove Theorem 1.2 and obtain the lower bound to conclude Theorem 1.3. Finally, we prove Theorem 1.4 in Section 6.
Dual functional and existence
The energy functional associated to (4) and (5) 
Because of the indefinite sign nature of the quadratic part, one uses a linking theorem to find a critical point. See [4, 5, 10, 11] . But the critical value described by the linking theorem is not easy to handle as the one described by the Mountain Pass Lemma. Thus, we need an alternative functional given by the dual variational principle to apply the Mountain Pass Lemma. To define the dual functional, we consider the quadratic part and the nonlinear part separately. For the quadratic part we need to recall some analysis. We know that the inclusion 
With these two relations, we define on X Ã the dual functional
Because T e is self-adjoint, we have the following relation between the two components of w:
Let u ¼ T e w 2 ; v ¼ T e w 1 : Then (12) is transformed to the original system
with the boundary condition (5). Thus, ðu; vÞ is a solution of system (4)- (5) . On the other hand, the dual functional evaluated at the critical points but with respect to the u and v variables gives
Replacing ðu; vÞ in (10) we have that
Therefore, at a critical point both functionals coincide, that is,
Hence, solutions of (4) and (5) In the same way, we define the dual functional for functional (9) defined in the whole R N by
As we mentioned, critical points of J e will be found by the Mountain Pass Lemma. Let us prove that J e satisfies the conditions of this lemma.
Lemma 2.1. There exist r40; a40 such that J e ðwÞXa; if jjwjj X Ã ¼ r:
Hence, we have
Since T e is continuous, there is a b40 such that with c a positive constant. We have
Similarly,
Consequently,
There exist t40 and % wAX Ã such that J e ðt % wÞp0:
Proof. Let % w be fixed and such that R O w 1 T e w 2 dx40: Since Proof. Let fw n gCX Ã be a (PS)-sequence of J e ; that is, jJ e ðw n ÞjpC; J 0 e ðw n Þ-0:
Thus for w n ¼ ðw 1 n ; w 2 n Þ; we have,
Because fJ e ðw n Þg is a bounded sequence, we obtain
This gives
Therefore, jjw n jj X Ã is bounded. Let z n ¼ ðT e w 2 n ; T e w 1 n Þ: Since T e is bounded, it follows that jjz n jj X pC;
and for E ¼ H 1 ðOÞ Â H 1 ðOÞ we obtain
Solving the equations A e z Hence we have a subsequence fz k n gCfz n g such that z n k ,z in E and X : Furthermore,
where e 1;n and e 2;n goes to 0 in the corresponding spaces. Therefore, for T e w ¼ z ¼ ðu; vÞ
The right-hand side goes to zero as n-0 and the proof is completed. &
where
for some fixed % wAX Ã :
Proposition 2.1. The functional J e has a critical point w e such that J e ðw e Þ ¼ c e :
Proof. Using Lemmas 2.1-2.3, and the Mountain Pass Lemma, we obtain a critical point w e : & Obviously, system (4)- (5) has constant solutions (0,0), (1,1), and ðÀ1; À1Þ: Although Proposition 2.1 implies that system (4)-(5) has a solution z e ¼ T e w e ; with z e ¼ ðu e ; v e Þ; it does not confirm that the solution is nontrivial, that is, a nonconstant solution. To obtain a nontrivial solution of (4)- (5), in Section 4 we will find an upper estimate of c e such that c e is strictly less than the energy of the constant solutions for e small. We first show in next section that the solution is positive.
Positive solutions
To obtain positive solutions we need to prove the following equivalent characterization of the critical value for systems. Let us define 
The nontrivial critical points of J e ðtwÞ satisfy
We can define % t as the unique solution of this equality for w fixed. Then, we can write
Let gAG be a path. If for all gAG; g-Ma| then the inequality is proved. If there exists g ¼ ðg 1 ; g 2 Þ such that gðtÞeM for all tA½0; 1; then we have
and
This is a contradiction with the Mountain Pass characterization of c e : Consequently, 
The critical points of h þ ðt; wÞ in t; which we called t e ; satisfy
By (16) and (17) we have
which implies t e ¼ 0 or 1. Therefore,
In the same way, we have
Decomposing J e ðw e Þ we obtain
The critical points of f ðtÞ satisfy
Again by (16) and (17) we obtain
Substituting them in (23) we obtain 0 ¼ ðt 
Upper bound for the critical value
Let PA@O be a point at the boundary. We fix a coordinate system about P such that x ¼ FðyÞAC 1 where F is related to the local parametrization of the boundary about P and it is defined in [16] 
We 
We begin with the following proposition.
Lemma 4.1. We have the estimate
as e-0:
Proof. Consider the system Thus, solving for x e we have
Let % x e ðxÞ ¼ x e ðexÞ; % f e ðxÞ ¼ f e ðexÞ; and % c e ðxÞ ¼ c e ðexÞ: Then, system (31) changes to
in O e ¼ fx: exAOg: Since the right-hand side of (32) is a smooth function with compact support. Estimating by Newtonian potential and the interpolation theorem [9] we obtain as e-0;
where we used the estimate given in Lemma A.1 in [16] 
for e40 small, and a denotes the mean curvature at the point P: Denote R ¼ 
Proof. 
On the other hand, it was proved in [5] the estimate uðxÞpce Àyjxj ; for 0oyo1 fixed and jxj large. Then, using again (34), the second integral can be estimated by 
where b is a positive constant.
Proof. To prove this result, we will use the Implicit Function theorem. Choosing w as in Lemma 4.1 and using (29) we obtain 
which gives sð0; 1Þ ¼ 0 and Since d4
The inequality has no solution if p41: We obtain a contradiction. If the coefficient of B 0 is nonnegative, we have 2 p X1 þ d4 
where c N is defined by (8) , and
Proof. Let w e ¼ ðt 0 f p e ; sðt 0 Þc q e Þ where t 0 is given in (38). Then, 
Lemma 4.3 implies where b is the constant given in (38). Similarly,
Replacing in (42), we get
Since ðu; vÞ is a ground state of (7) and ðu; vÞ is radially symmetric we have that
We conclude that
Now we complete the proof of Theorem 1.1 by Proposition 4.1.
Proof of Theorem 1.1. We remark that the only constant solutions of (4)-(5) are ðÀ1; À1Þ; (0,0), and (1,1), and
By Proposition 4.1, it yields J e ðw e Þ ¼ c e o% c for e40 small. We conclude that w e is nontrivial, and by results in Proposition 4.1 it is positive. &
Lower bound for the critical value
In this section we prove Theorems 1.2, 1.3, and we find a lower bound for the critical value. We assume that ðu e ; v e Þ is the solution obtained in Theorem 1.1 and 1op; qo where c40 is a constant independent of e:
Proof. We will use a blow-up argument as in [2] . We sketch the proof. Denote u n :¼ u e n and v n :¼ v e n and suppose there exists e n -0 as n-N; and such that
We may assume for some constant l n that
with b 1 ; b 2 40 to be determined later. Suppose u n ðx n Þ ¼ jju n jj L N -N; with x n -x 0 AO; and l n jju n jj L N ¼ 1: Then, l n -0 as n-N: Let w 1;n ðyÞ ¼ l b 1 n u n ðe n l n y þ x n Þ and w 2;n ðyÞ ¼ l b 2 n v n ðe n l n y þ x n Þ: The Laplacian with respect to the y variable is ÀD y w 1;n ðyÞ ¼ e which gives us the equation
Choosing b 1 ; b 2 such that
and using L p and Schauder's estimates we have
Thus, ðw 1 ; w 2 Þ satisfies the system
with w 1 ð0Þ ¼ 1: This is a contradiction with the Liouville-type results for systems [3] . In the case x n -x 0 A@O we may argue in the same way by using Liouville theorem in the half-space. & provided that 0oeoe 0 :
Proof. Since ðu e ; v e Þ is a solution of (4) and (5),
We can assume that pXq41: On the other hand, using Young's inequality we have
e dx:
By ( Proof. Assume that one of the inequalities is false, for example, there exists a sequence e j -0 such that r j ¼ dðP e j ; @OÞ e j -N:
Let us define % u j ¼ u e j ðP e j þ e j zÞ and % v j ¼ v e j ðP e j þ e j zÞ for zAB r j : These new functions satisfy the system
On the other hand, using Lemma 5.3 we see that there is a constant C40 such that Z From [5] , we know that a solution ðu; vÞ of (24) has an exponential decay as jxj-N: Thus, for r j X2R;
Denoting I A the functional I; defined as in (10) Lemma 5.5. When e-0; P e and Q e -P: Moreover, for e small both P e and Q e are on the boundary @O:
Proof. First, we show that P ¼ Q: Suppose by contradiction that there is a sequence e j -0 such that P j ¼ P e j satisfies r j ¼ dðP j ;QÞ e j -N as j-N: Let B 2k be a ball centered at Q with radius k40 . Let F be the parametrization of the boundary at Q; with Fð0Þ ¼ Q: Defineũ
where % B where z a ground state of (7). Since ðu j ; v j Þ :¼ ðu e j ; v e j Þ is a solution of (4) and (5) we obtain
We split O in two domains as O ¼ FðB Re Þ,ðO\FðB Re ÞÞ with r j X2R: Using (47) and the estimate of det DF given in (34) we get that
Applying a Harnack-type inequality in a neighborhood of P; a ball BðP 0 j ; eÞ [13, Lemma 4.3], we get a constant C Ã independent of e such that at least
By the estimates on FðB Re Þ and O\FðB Re Þ; Proposition 3.1, and taking e ¼ e À R
we get
which is again a contradiction. Hence P ¼ Q: Now we prove that P e A@O for e40 small. Suppose P e e@O for all e40: Let C denote the parametrization of the boundary at P such that P ¼ Cð0Þ: Denote p e ¼ CðP e Þefz n ¼ 0g: We reflect the functionũ j about the hyperplane z n ¼ 0 then @ũ j @n ¼ 0 on this hyperplane. Because P e is a local maximum, we also have that But from Lemma 5.4, we know that x e ¼ Z e Àp e e -0 as e-0: Then, because 0 is a maximum point of u we obtain that 04
which is a contradiction. Thus, P e A@O: In the same way we may show that Q e A@O: & Proposition 5.1.
Proof. Let P e be a maximum point of u e on % O: By Lemma 5.4, we know that P e A@O and P e -PA@O as e-0:
In the set O e ¼ Let V e be a neighborhood of P e : There is a local parametrization C e of the boundary at P e such that C e ð0Þ ¼ P e ; C Because of the convergence of P e ; we can consider that C e -C in a C 2 sense, the local parametrization of the boundary at P:
Denote by J A the functional J e restricted to the set A; then Let us call J 1 and J 2 the second and third integrals in (52), using the exponential decay we get that where f þ ¼ maxff ; 0g and f À ¼ minff ; 0g: To get the limit behavior of these integrals, we first notice that 
where g is the same constant given in the upper bound, and a is the mean curvature at the point P: From (50), (53), and (54) we obtain the lower estimate. & Proof of Theorem 1.3. Using the two bounds given in Propositions 4.1 and 5.1, we obtain the asymptotic formula for the critical value c e of J e : &
Positive constant solutions
In this section we prove Theorem 1.4. We follow the arguments in [15] . First we have a priori estimates for the positive solutions of (4) and (5). 
