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Abstract
The ability to observe at tiny length scales has enabled key advances across
the physical and life sciences. Much of what we know about the structure of
cells and tissues comes from experiments on the micron length scale, enabled
by new microscopy techniques. Modern manufacturing is increasingly con-
cerned with materials that are structured on the nanometre scale, and devices
which have ever-smaller features. Manipulating and measuring microscopic
objects is a problem common to fields as diverse as microfabrication and cell
biology, and it is these challenges that my doctoral studies have addressed.
Tiny sizes mean tiny forces; so small that the light from a laser can be
used to propel objects. Optical tweezers, a technique pioneered some two
and a half decades ago, exploit light’s momentum to trap and manipulate
objects. Now an established tool, single particles can be trapped and tracked
to measure forces on a molecular scale, and this work is responsible for much
of our current knowledge of motor proteins. This thesis describes advances in
the holographic technology used to control multiple optical traps (and hence
many trapped particles), as well as a new microscopy technique which enables
fast 3D position measurement of many particles using a camera. Together,
these improvements have enabled a number of experiments performed by
myself and other members of the Glasgow Optics group. This is an important
step towards using microscopic tools to work with nanometric objects, which
would allow one to map out tiny structures on cell surfaces or assemble
devices piece by piece.
Optical traps act as Hookean springs. Thus, if we measure the displace-
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ment of a trapped object, we can find the force exerted by the optical trap.
The custom stereomicroscope described in Chapter 2 generates two images
of the sample from different viewpoints. 2D tracking of particles in each of
the stereo images gives 3D positions for each particle. This takes less than
200µs per image pair, and yields an accuracy of around 2 nm over a 10µm
axial range. The principal motivation for stereoscopic particle tracking is the
ability to work with multiple particles—each object can be tracked simulta-
neously in 3D as they are manipulated by the optical tweezers. Aside from
accurate particle tracking, the images can also be relayed to the operator via
a stereoscopic display, allowing perception of objects’ 3D positions.
Holographic Optical Tweezers (HOT) use a reconfigurable diffractive op-
tical element, a Spatial Light Modulator (SLM), to dynamically reshape the
laser beam. This can steer, defocus or split the laser beam to produce mul-
tiple optical traps in arbitrary 3D positions. The graphics card acceleration
described in Chapter 3 speeds up the rate at which we can control an SLM
by several orders of magnitude. Faster control makes it possible to react to a
particle’s Brownian motion, and create a stiffer optical trap by dynamically
updating the trap position to exert maximum force on the trapped object. I
have used closed-loop control to reduce the axial and lateral Brownian fluc-
tuations of a particle in an optical trap. Using a dual-beam trap (which has
a greater working distance and field of view, at the expense of very low axial
stiffness) I have decreased the range of axial motion from around 1µm to
50 nm in Chapter 6. This increase in stiffness of over 300 times means the
residual Brownian motion is not dissimilar to the fluctuations one finds in
single-beam optical traps. This makes counterpropagating traps an interest-
ing and viable option for manipulating extended objects such as micro-tools
and biological samples.
Active feedback is one method by which the “stiffness” of an optical trap,
or ensemble of traps, might be altered. However, it is also possible to use a
structured light field to tune this property. Chapter 5 puts forward changes
to the beam shape as a candidate for tailoring the stiffness of an optical trap.
vBy shaping the light field of the optical trap using an SLM, I have increased
the axial stiffness of an optical trap such that, instead of being much weaker
in the axial direction, the trap becomes nearly isotropic. Engineering light
fields with SLMs is a very powerful technique, and Chapter 4 also describes
its use to cancel out imperfections in the optical system. In fact, it was
possible to use the SLM as a wavefront sensor to recover the pattern that,
when displayed on the SLM, would cancel out the aberrations and restore
the optical traps to optimal performance.
Sophisticated manipulation technologies are only useful if they can be ef-
fectively controlled, and consequently I have developed a number of improved
interfaces to gain more control over the trapped particles. Chapter 7 de-
scribes a tactile interface, which restores the sensation of touch when dealing
with the counterintuitive dynamics of the micro-world. I have also developed
a custom multi-touch interface using an Apple iPad (described in the same
chapter). This gives full control of multiple particles in 3D, and is simple and
convenient enough to be used while adjusting the microscope or operating
other equipment at the same time.
Overall, this work describes a number of technologies which have been
enhanced to enable fast, 3D trapping and tracking of beads and multi-part
probes. By creating simple, reliable systems and coupling them to an in-
tuitive interface, I have endeavoured to produce developments which are of
use to the non specialist as well as to experts in optical tweezers—a number
of which are now available commercially (Section 8.7). These technologies
form the basis of a toolkit for working with multi-part probes in optical
tweezers, and they should bear fruit in the coming years as a new form of
scanning-probe microscopy emerges.
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Introduction
Light is often used to transfer energy to microscopic systems, whether it is
exciting a fluorophore or changing the conformational state of a photoacti-
vated molecule. However, the momentum of light can also play an important
role in experiments across the physical and life sciences. Optical tweezers
exploit this to perform very sensitive force measurements and delicate ma-
nipulations. Over the four decades since Ashkin’s seminal paper [1], optical
micromanipulation has developed from qualitative physics experiments to
provide precise tools that can be used to manipulate and measure forces and
displacements on the single-molecule level.
Working at micron length scales introduces us to many challenges, not
least of which is the very different nature of forces. Macroscopic motion is
governed by inertia and gravity, whereas the microscopic world is ruled by
viscosity and Brownian motion [4,5]. This is the result of scaling laws; mass
decreases linearly with volume, but drag is more closely related to area [6].
1
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Figure 1.1: Illustration of an optical trap being used to measure the force
exerted by a kinesin molecule walking along a microtubule, as done in [2,3].
Both forces decrease as we move to smaller length scales, but inertial forces
decrease more quickly. Manipulation of objects small enough to inhabit a mi-
croscope slide consequently requires very little force, so even the momentum
carried by a laser beam is enough to move them.
The simplest model of an optical trap is a spring, where a trapped parti-
cle feels a force pulling it back towards the trap centre. This force increases
linearly with its distance from the equilibrium point. This enables optical
tweezers to make sensitive force measurements, detecting forces 1000 times
smaller than those accessible with Atomic Force Microscopes (AFMs). In-
stead of a mechanical cantilever, the spring in optical tweezers is made of
light. An optical spring confers two main benefits: firstly, it is several or-
ders of magnitude softer then an AFM cantilever, and secondly there is no
requirement to have mechanical access to the sample, meaning that closed
sample cells can be used. This soft spring has enabled groundbreaking ex-
periments on single molecules, such as measuring the step sizes and forces
exerted by single molecular motors such as kinesins [2] and myosins [3]. The
elasticity and hence conformational properties of DNA have also been probed
with this technique [7].
Optical tweezers are formed with a focused laser beam, which is de-
flected by the particle [8]. It is this deflection of the light that gives rise
to the forces applied to trapped objects, which can range in size from a few
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nanometres [9, 10] to tens or hundreds of microns [11]. A microscope objec-
tive is usually used to focus the laser beam onto the sample, and thus optical
tweezers are generally combined with optical microscopy (tweezers systems
are often based around a high-magnification microscope). This introductory
chapter describes the optical systems used, the forces exerted, and some of
the applications of optical tweezers.
My doctoral work has comprised a number of improvements to the tech-
nology of optical tweezers, most significantly the position and force mea-
surement technique described in Chapter 2 and faster control of the optical
traps as set out in Chapter 3. While these techniques are applicable to
many measurement and manipulation experiments, I have developed them
in the context of working with optically actuated micro-tools as described in
Section 1.5, using holographic optical tweezers.
1.1 Optical forces
Precise modelling of the forces and torques exerted by optical tweezers is
most often done using Generalised Lorentz-Mie theory, however the simple
ray-optical model (strictly valid only for the largest particles used in optical
tweezers) [12] provides an excellent qualitative insight into the physics under-
lying optical tweezers. Fundamentally, optical tweezers function because of
the momentum of light. As light passes through a trapped particle, its direc-
tion, and hence its momentum, is changed by the particle. This means that
the light exerts a force on the particle, which (for particles that are stably
trapped) acts to move it back towards the laser focus. The simple ray-optical
model of light focused through a sphere tells us that the light’s direction is
unchanged when the sphere is precisely at the laser focus, as illustrated in
Figure 1.2. When the bead is laterally displaced from the focus, it deflects
the laser beam in the same direction, resulting in a force that draws it back
to the optical axis. Similarly, when the bead is displaced axially it changes
the divergence of the laser beam. As we must sum over the whole beam to
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Figure 1.2: A simple model of the gradient force resulting from a laser beam
being focused through a small glass sphere. As the sphere is displaced from
the focal point, it bends the light, changing its momentum. This in turn
exerts a force on the particle. The laser is propagating upwards in each
figure. Video on enclosed disc.
find its momentum, a beam with lower divergence will have a higher overall
momentum than a beam with high divergence. Thus, if the particle moves
behind the focus (and decreases the divergence of the light exiting the trap),
it has increased the momentum of the light in the axial direction and hence
feels a force pushing it back towards the focus [13]. Borrowing a term from
Rayleigh scattering theory, this force is often referred to as the “gradient”
force as it moves the particle up the intensity gradient, towards the point of
maximum intensity (the laser focus).
To complete our qualitative picture of the forces, we must take into ac-
count that the bead will not perfectly refract the light; some of it will be
absorbed and some reflected. This results in a small but significant force
pushing the particle in the direction of propagation of the laser beam, often
referred to as the “scattering” force, illustrated in Figure 1.3. For this rea-
son, the equilibrium position of beads in a trap does not place the centre of
the particle on the centre of the focus, rather the particle sits behind this
position (i.e. further along the direction of propagation of the laser). This
is also the reason we need to use a tightly focused beam for a single-beam
trap: were it not for the axial restoring force, the particle would be moved
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Figure 1.3: An illustration of the “scattering force” due to a partially re-
flective particle in an optical trap. Some of the incident light is reflected,
causing a force normally in the same direction as the incident light. This
displaces the equilibrium position of a bead in an optical trap axially, so it
is held slightly behind the focus (left). Extended optical traps, such as line
traps (right), can cause particles to move along the bright region due to the
scattering force.
onto the beam axis then simply pushed along the direction of propagation of
the laser. In fact, our qualitative model can go further, demonstrating that
the maximum force we can exert pulling a particle against the direction of
propagation is limited by the divergence of the light entering the particle.
The maximum possible axial momentum the light can have on exiting the
particle is reached when the beam is fully collimated, i.e. the angle of the
cone of light is close to zero. If we use a more weakly focused beam, it has a
higher axial momentum before entering the particle. Even if the particle fully
collimates the light, the axial momentum cannot increase by a large amount,
and consequently we can reach only very small axial forces. The point where
the gradient force can overcome the scattering force to create a stable trap
in 3D varies depending on the size and type of particle being trapped, but
it is typically at a high Numerical Aperture (NA), usually greater than one
when working in water. It is worth noting that this corresponds to a cone
angle much higher than that depicted in Figure 1.2, often exceeding 130◦.
Shaping the beam used to generate the optical traps allows some of these
forces to be tuned: for example, ring-shaped beams [14, 15] can increase
axial stiffness by effectively increasing the divergence of the beam before
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the particle (if we block out the centre portion of the beam, more of the
light is propagating at higher angles to the optical axis, and hence its axial
momentum is lower). Laguerre-Gaussian beams focus to a ring-shaped spot,
which can also increase the axial stiffness of an optical trap by concentrating
more of the light at the edges of the particle. Shaping the beam to change
the trap’s stiffness is discussed further in Chapter 5.
1.1.1 Non-conservative forces
The gradient force corresponds to a ready-made “potential”, that of the
intensity of the laser beam. Even in the case of larger particles, what we refer
to as the gradient force will not transfer energy to a particle provided we look
over a time interval where it starts and finishes in the same place. However,
the scattering force is non-conservative, meaning that it can transfer energy.
For example, if a particle is pushed along the beam axis in the centre of
the optical trap but then moves towards the edge of the beam (where the
scattering force is weaker) and then moves in the opposite direction back to
its starting point, the scattering force will have done work on the particle
[16, 17]. This means that it is not strictly correct to define a potential for
an optical trap where the scattering force is not zero. However, in most
situations where optical traps are currently used, the non-conservative effects
are sufficiently small not to have a great effect on force measurement [18].
One notable exception is when the trapping potential is extended, so the
scattering force can be used to push particles along paths, often referred to
as “optical guiding” [19,20]. An excellent demonstration of non-conservative
forces is that of particles circulating around a ring-shaped trap as shown in
Figure 1.4, which has been used to study both the angular momentum of
light and the colloidal dynamics of such a system [21, 22]. Optical tweezers
were also instrumental in the experimental verification of the fluctuation
theorem [23,24], another non-equilibrium effect observed in small systems.
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Figure 1.4: Beads circulating in a ring-shaped Laguerre-Gaussian laser beam,
as used in the works by O’Neil [21] and Roichman [22] amongst others.
1.1.2 Rayleigh scattering: very small particles
For particles which are very much smaller than a wavelength of light, we
can model their interaction with the electromagnetic field of the laser beam
as a single induced dipole. This is the origin of the terms “gradient force”
and “scattering force”, as the equations separate quite neatly into the two
different forces. Placing a polarisable particle in an electric field will induce
dipole moments throughout the particle, but in the case of a very small
particle it is acceptable to model this as a single point dipole at the centre of
the particle. As the electric field of the light is oscillating, the particle’s dipole
moment also oscillates, and thus it re-radiates (or “scatters”) some of the
light. This scattered light goes in all directions and not just the direction of
the incident light, so its average momentum is zero as the different directions
cancel out. This means the difference in momentum between incident and
scattered light pushes it in the direction of the incident light, the “scattering
force”. However, there is another effect at play—the interaction of an electric
dipole with a gradient in the electric field. This acts to pull the particle
towards the point of maximum intensity, the laser focus. The size of the
induced dipole, and hence the magnitude of both gradient and scattering
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Figure 1.5: Trap strength as a function of particle size, using Mie theory,
ray optics and Rayleigh scattering. Rayleigh scattering, where the particle
is modelled as a point dipole, is valid for particle sizes much less than a
wavelength and predicts stiffness varies as radius cubed. Ray optics is the
opposite case, where stiffness is inversely proportional to radius, and is valid
in the limit of large particles. Mie theory (and the various extensions to it)
is an exact solution to Maxwell’s equations for the scattering of a plane wave
by a sphere, and encompasses coherent effects such as resonances in addition
to being valid for all particle sizes. Curves are reproduced from [26].
forces, depends not only on laser power but also on particle size. It increases
very sharply with particle radius a, being proportional to volume, i.e. a3, for
very small particles [9]. This is illustrated in Figure 1.5, where the cubic curve
matches the exact Mie theory curve for particles much less than a wavelength
in size. This model is sufficient for very small dielectric particles, however it
is also possible to trap metal nanoparticles. In this case, plasmonic effects
can lead to resonances and other effects not explained by a simple dipole
model [25].
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1.1.3 Mie scattering: intermediate sized particles
Ray-optical modelling of the forces is valid for particles much bigger than a
wavelength of light (around 10µm or larger), however most particles used
are smaller than this. Too small for ray optics and too large for approxi-
mation by a single dipole, these intermediate-sized particles are most often
dealt with using a generalisation of Mie theory [13,26–29]. This is an analytic
solution of Maxwell’s equations for a plane wave interacting with a dielectric
sphere. It is often combined with T-matrix formalism (which uses a ma-
trix to represent the relationship between input and output light fields) to
make estimates of trap potentials and stiffness values for micron-sized parti-
cles [30,31]. Non-spherical particles, however, require more computationally
demanding modelling such as finite-element simulations that solve Maxwell’s
equations numerically [32].
1.2 System designs for optical tweezers
The single-beam gradient trap is a basic design pattern which has been re-
fined and extended in many ways, however most systems have many elements
in common. The essential feature of single beam optical tweezers is a high-
NA objective lens, to create a small focal volume which is tightly localised
in three dimensions. Modern microscopes generally produce an image at in-
finity, which means that we use a tube lens to bring the image into focus on
the camera. This also means that projecting an optical trap is as simple as
coupling a collimated laser beam into the back aperture of the objective, as
shown in Figure 1.6.
Additional optics are typically needed to adjust the width of the laser
beam, and to align it both in the sample and on the back aperture. If the
spacing between each pair of lenses is equal to the sum of the focal lengths,
tilting the beam in the Fourier plane shown in Figure 1.7 translates the focus
in the sample without changing the direction of the cone of light entering the
focal point, a condition known as “telecentric imaging”. This is necessary
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Figure 1.6: The optical system for a single-beam gradient trap. A laser beam
is expanded with a telescope and then focused by a high-NA microscope.
The location of beam steering optics and detection optics for back focal
plane interferometry are shown. Fold mirrors and beamsplitters are omitted
for clarity, but usually the system is arranged such that the microscope is
vertical (often a commercial inverted microscope is used). The remainder of
the optics can then be laid out on an optical breadboard.
for the trap properties (stiffness, etc.) to remain constant as the trap is
moved around the sample, which is particularly important when making force
measurements. Figure 1.7 shows a number of methods of moving an optical
trap, ranging from a steerable mirror (for a single movable optical trap) to a
Spatial Light Modulator (SLM) which can create multiple traps at arbitrary
positions in 3D [33]. Besides their cost, the simpler beam steering designs
(such as a single mirror or two mirrors and beamsplitters) are often favoured
when forces are to be measured using an interferometric approach, which is
complicated by the use of SLMs or Acousto-Optic Deflectors (AODs).
1.2.1 Dual traps
The simplest method for creating two optical traps is to divide and re-
combine the laser beam with two polarising beamsplitters, as shown in Fig-
ure 1.7. This gives rise to two orthogonally polarised traps which can be
independently steered. However, any drift due to the laser will be com-
mon to both and this has been used to cancel out drift from sensitive force
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Figure 1.7: Beam steering and multiplexing techniques for movable and/or
multiple optical traps: (a) steerable mirror in Fourier plane, (b) polaris-
ing beamsplitters and two steerable mirrors, (c) Acousto-Optic Deflectors
(AODs) and (d) Spatial Light Modulator (SLM).
measurements [34, 35]. Such set-ups have been used to make sensitive mea-
surements of biomolecules such as DNA [34], as well as to explore physical
concepts in bistable traps [36].
1.2.2 Time-shared traps
When more than two optical traps are required, splitting and recombining
the laser with beamsplitters becomes cumbersome and inefficient. A com-
mon way around this problem is to use either a scanning mirror or a pair
of Acousto-Optic Deflectors (AODs) to move the trapping laser between a
number of trap sites very rapidly [37]. If the laser is scanned much faster
than the characteristic “corner frequency” of the optical traps1 (i.e. the par-
ticles do not have time to diffuse away from the trap positions while the
laser is elsewhere), the fluctuations are averaged out and the system behaves
as if there were multiple traps. Multiple traps created in this way do not
1The corner frequency ωc is the nominal maximum frequency at which the particle
responds to the trap—motion above this frequency is effectively free diffusion. This is
discussed further in Section 1.4.3.
CHAPTER 1. INTRODUCTION 12
interfere with each other (as only one trap is present at any given instant),
however they can only be scanned in 2D. More recently, multiple AODs have
been used to create a scanning lens, allowing the focus to be shifted axially.
This opens a number of exciting possibilities for 3D imaging, however its low
optical efficiency means that this technique will need further development
before it can become a viable optical trapping system [38].
1.2.3 Holographic optical tweezers
Holographic Optical Tweezers (HOT) use a computer-controlled optical el-
ement to modify the phase of a laser beam [33, 39, 40]. This allows great
flexibility both in the number of traps created and in the shape of each trap.
By using a Spatial Light Modulator (SLM) [41] to insert a hologram corre-
sponding to the interference of several plane waves into the Fourier plane, a
single beam can be multiplexed into multiple beams that produce an array
of traps. However, the SLM also allows the beams to be defocused and hence
the traps can be moved in three dimensions [42]. In fact, one can do much
more than change the focus—it is possible to re-shape the beam to alter the
trap characteristics (Chapter 5) or correct for aberrations (Chapter 4).
By tilting the laser beam in the Fourier plane, i.e. the back focal plane
of the objective, it is possible to move the focal spot laterally. One way of
achieving this would be to use a prism, however this is not easy to reconfigure.
Alternatively, we can use a re-programmable liquid crystal display or Spatial
Light Modulator (SLM) to modify the phase of the laser beam in the same
way that a prism does, as shown in Figure 1.8. The phase shift from a prism
is proportional to the thickness of the prism, however a phase shift of one full
wavelength is equivalent to no phase shift at all. This means we can “wrap”
the phase back to zero again, hence the periodic jumps from black (no phase
shift) to white (one wavelength of retardation) in Figure 1.8.
It is also possible to display a virtual lens on the hologram, again having
phase jumps every time the phase delay reaches a full wavelength. To shift
the trap to an arbitrary position in 3D, we can combine the two phase shifts
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Figure 1.8: Holograms displayed on an SLM can be used to shift the opti-
cal trap laterally (by emulating a prism), axially (by displaying a lens), or
any combination of the two. It is also possible to create multiple spots by
displaying the interference pattern between the beams required to generate
each individual spot.
simply by adding them, as shown in Figure 1.8. The phase shift required
to move a trap to position x, y, z as a function of u and v, the vertical and
horizontal positions on the hologram, is simply:
φxyz(u, v) =
(
ku
f
)
x+
(
kv
f
)
y +
(
k (u2 + v2)
2f 2
)
z mod 2pi
where k = 2pi/λ is the wavenumber, f is the focal length of the Fourier
transform lens after the SLM. The three terms correspond to shifts in the x,
y and z directions respectively.
The simplest method of creating multiple spots is to calculate the holo-
gram φi(u, v) for each spot, and then to sum the light fields resulting from
this [43]. To do this, we represent each light field as a complex number hav-
ing a uniform amplitude and a phase given by the hologram, such that the
final hologram is:
φtotal = arg
(∑
i
Ai exp(ıφi)
)
(1.1)
where
∑
i denotes a sum over all the spots i, Ai sets the amplitude and
phase of each spot, and arg() denotes taking the phase of a complex number.
CHAPTER 1. INTRODUCTION 14
However, in general this method produces more than just the desired spots:
we only modulate the phase of the laser beam and not the amplitude, which
means there is too much light on some parts of the hologram. This surplus
light shows up as “ghost orders”, extra spots that are produced but were
not intentionally in the hologram. Ghost orders are a particular problem
in highly symmetric arrays of traps, especially if all the amplitudes Ai are
identical (i.e. the spots all have the same phase).
By using iterative algorithms, it is possible to create highly efficient,
uniform arrays of spots. These algorithms generally optimise the relative
phase (arg(Ai)) of the light fields which are summed to create the final holo-
gram [44, 45]. The most effective algorithms are iterative Fourier transform
algorithms, the first example of which was used by Gerchberg and Saxton [46]
to analyse X ray diffraction patterns. Such algorithms iteratively transform
between the spot pattern actually produced by the hologram and the holo-
gram itself, replacing the intensity in each plane but preserving the phase
as shown in Figure 1.9. By repeatedly optimising the intensities in the two
planes, very good results can be obtained quickly—despite having nearly a
million degrees of freedom, convergence is often reached in ten or twenty
iterations.
There are many generalisations of the basic G–S algorithm [47,48] which
make it converge faster, or reduce its tendency to get stuck in local minima.
DiLeonardo et al. implemented a version which does not use Fourier trans-
forms, but calculates the intensity and phase of the spots directly [45]. For
the specific case of optical tweezers, this can be more efficient and also allows
the use of spots which are not in the focal plane of the sample.
A simpler approach (though it is less effective for large, regular arrays)
is to randomise the phase of each spot, corresponding to adding a random
constant to each of the φi terms in the sum. Adding artificial noise to the trap
positions in a large array can decrease the symmetry enough to significantly
improve the quality of the array. The traps need only be jittered by a few
hundred nanometres in order to realise this improvement, and this degree of
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Figure 1.9: The Gerchberg-Saxton algorithm is an efficient way of produc-
ing optimised holograms for complicated patterns. Fast Fourier Transforms
(FFTs) are used to transform repeatedly between the hologram plane and
the target plane. In each plane, the intensity is replaced either with the
target intensity or with the known illumination pattern, and the algorithm
converges to a stable solution after surprisingly few iterations.
asymmetry is insignificant for many applications of trap arrays [49].
One can reduce the appearance of ghost orders near the spots of interest
even further by deliberately decreasing the efficiency of certain points on the
SLM (either analytically or with an iterative algorithm), thus modulating
both intensity and phase [50, 51]. This does, however, entail a decrease in
the intensity of the desired spots as a necessary consequence of the removal
of the ghost orders. It is also possible to go some way towards correcting for
imperfections in the SLM with software: Persson et al. have compensated
for the response time of the liquid crystal layer [52] and crosstalk between
adjacent pixels [53].
Simple algorithms are often favoured not just because they are easier to
implement, but because they require less calculation time. When manipu-
lating particles, it is useful to be able to update the hologram as fast as the
SLM can display it, usually around 60Hz. However, even with a relatively
fast multi-core CPU (for example a quad core 3Ghz Pentium 4), holograms
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can only be calculated at the required resolution around ten times per sec-
ond and this has been a serious limitation on holographic tweezers in the
past. However, the use of consumer graphics cards has enabled much faster
hologram generation as described in Chapter 3. This allows the tweezers
system to react on the timescale of the particle’s Brownian motion, which
enables active feedback to increase the effective stiffness of a trap [54,55]. As
modern graphics cards have increased in power it has even been possible to
implement iterative algorithms in real time [56], though with higher latency
than the simple algorithms used for active feedback.
In addition to creating multiple focused spots and moving them around,
SLMs allow very general modifications to be made to the light beam. As
such they have been used to generate optical traps carrying orbital angular
momentum, dubbed “optical spanners” [57,58] and create extended line and
ring traps [59, 60]. This ability to modify the shape of the focal spot in 3D
is used to trade off axial and lateral stiffness in a trap in Chapter 5. Focal
spot engineering with SLMs has also been used in microscopy, for example
providing edge enhancement [61] or 3D tracking [62].
1.2.4 Laser sources
One of the fundamental requirements of an optical tweezers system is the
laser, which is often the most expensive component of any trapping set-up.
The wavelength of laser used is important for biological experiments, as ab-
sorption of the laser causes heating and other effects and can lead to damage
of the sample, or “opticution” [63]. This is of particular relevance when live
cells are to be trapped directly, and a number of studies on various organ-
isms [64,65] have suggested that damage is minimised by using near-infrared
wavelengths, although it is important to check cell viability for the particular
cells and laser system used in any new experiment. The two most frequently
used wavelengths are 1064 nm and around 820 nm. These coincide with local
minima in the optical absorption spectrum of water, as well as corresponding
to commercially available laser technologies. The water absorption curve is
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Figure 1.10: The optical absorption curve for water, overlaid with some
common laser wavelengths. Green (532nm) light is typically avoided when
biological specimens are to be used, leaving the regions around 800nm (tun-
able Ti:Sapphire lasers or diodes at 780nm or 830nm) and 1064nm (Nd:YAG)
as the most convenient wavelengths. Data taken from [66,67].
shown in Figure 1.10 along with some common laser wavelengths. The former
wavelength is that of Nd:YAG lasers, available as “turn-key” Diode Pumped
Solid State (DPSS) lasers which require no set-up other than switching them
on and adjusting the power level. Commercial Titanium:Sapphire lasers are
also available, with wavelengths between about 780 nm and 830 nm. These
lasers are more complicated (as they are frequently supplied with the option
to tune the output wavelength or produce short pulses), however they are
available in reliable, commercial systems.
Pointing stability, i.e. the drift of a laser’s output beam over time, is
another parameter in an optical tweezers system which has an effect on force
measurement. Combined with the stability of the rest of the optical system,
it sets an upper bound on the length of experiments which can be performed
before drift (either of the laser or of the microscope optics) degrades the
accuracy of force or position measurements. Typically, drift starts to become
noticeable after tens of seconds [68, 69]. It is possible, however, to alleviate
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drift by taking differential measurements between two traps [34]. Power
stability should also be taken into consideration, as variation in the laser
power will lead to a corresponding change in the stiffness of the optical trap.
1.2.5 Objective lenses and beam shape
Single-beam optical traps require a high numerical aperture (NA) in order
for the trap to be stable in three dimensions. Combined with the small size of
objects usually trapped, this leads to the use of high-magnification, high-NA
objectives, typically 100× or 60× with an NA of at least 1.2. These objec-
tives are usually designed for fluorescence microscopy, and are usually oil- or
water-immersion. The use of water-immersion objectives minimises spherical
aberration, which is another limiting factor for 3D trapping; too much spher-
ical aberration can degrade the trap’s axial stiffness to the point where it is
no longer stable in the axial direction [70], particularly for small or highly
scattering particles [10]. Changing the refractive index of the immersion oil
is one way of alleviating this problem for oil-immersion objectives, which has
been used to good effect with nanoparticles [10, 71]. Other aberrations in-
duced by misalignments or imperfections in the system, or by heterogeneities
in the sample, can give rise to a mis-shapen focus leading to different stiff-
nesses in different directions or even the failure to trap particles altogether.
To address this problem, a number of adaptive optics approaches have been
taken, including the technique described in Chapter 4. Aberrations can be
cancelled out using the same SLM which steers the beam in holographic
optical tweezers [72–74].
1.3 Counterpropagating optical traps
Some years before demonstrating the single-beam gradient trap now referred
to as “optical tweezers”, Ashkin demonstrated the stable trapping of particles
between the foci of two counterpropagating beams, at much lower NA [1].
This sidesteps the issue of particles being pushed out the back of the trap
CHAPTER 1. INTRODUCTION 19
SLM SLM SLM(a) (b) (c)
mirrorfibre
objectivelens
Figure 1.11: Different configurations for forming counterpropagating optical
traps: (a) two opposing objective lenses, (b) two fibres, and (c) a single
objective lens and a mirror, using an SLM to create two foci displaced from
each other axially.
by radiation pressure, as the scattering forces from the two beams cancel out
when the particle is central. The particle is trapped laterally by the same
mechanisms as in a single-beam trap, however axial trapping is provided by
a combination of gradient and scattering forces. Most usually, the foci of
the two beams are displaced to put them outside of the particle as shown
in Figure 1.11, such that when it moves towards one focus the scattering
force from that trap is higher and pushes it back towards the centre. This
approach frees us from the constraints of high-NA objective lenses and allows
a much larger field of view. This also isolates the trapped object from the
high light intensity at the laser foci. It is worth noting that the intensity at
the focus of a low-NA lens is already much reduced from the peak intensity
at a high-NA focus.
Counterpropagating traps can be formed using two opposing objective
lenses and still leave sufficient clearance for large sample cells [75] or even
a side-looking microscope or spectroscopy system [76]. It is also possible
to form a counterpropagating trap without any lenses, simply by using two
optical fibres. The tips of the fibres replace the foci of the two beams in
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the lens-based system, and objects are stably trapped between them. Dual
fibre optical traps have been used to hold and deform biological cells [77].
This deformation allows the mechanical properties of the cell to be probed,
and this has been investigated in the context of some medical conditions,
most notably cancer [78]. The two-fibre geometry does not use a microscope
objective, and thus it is more flexible in that it can be integrated with a
microfluidic chip [78], which has been used to allow a much higher throughput
of cells than is attainable with microscope-based optical tweezers.
More recently, counterpropagating optical traps have been realised with
a single objective lens [79, 80]. By using a low-NA lens in a holographic
optical tweezers system, it is possible to create foci over an extended axial
range. A mirror placed behind the sample can reflect some of these foci back
into the sample. Thus, any beam which would focus behind the mirror actu-
ally focuses inside the sample, but is propagating in the opposite direction.
This enables a single objective to produce multiple counterpropagating traps,
which can be freely moved in 3D. This approach is arguably more convenient
than the dual objective geometry, and has the advantage of being able to
alter the focal planes of each beam individually. In contrast, most dual ob-
jective systems alter the balance of intensity in upper and lower beams, which
consequently changes the equilibrium trapping position. However, in both
cases the axial stiffness can be very low, and the active feedback described
in Chapter 6 can be used to dramatically increase the accuracy with which
particles are placed in z [81, 82].
1.4 Force and position measurement
As discussed in Section 1.1, an optical trap exerts a force on the trapped ob-
ject which is modelled well (for small separations) by a Hookean spring, i.e.
the force is linearly proportional to the displacment. Thus, we can measure
forces by measuring the displacement of a bead and multiplying by a spring
constant to find the force. Particles can typically be tracked with resolu-
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tion better than a few nanometres, and spring constants are usually around
1µNm−1. Brownian motion sets a fundamental limit on the accuracy of
forces which can be measured, but typically tens to hundreds of femtoNew-
tons can be attained if data is averaged over a few seconds. The experimental
hardware used to measure forces and displacements falls into two categories:
laser-based detection and video camera systems.
1.4.1 Laser position detection
When a trapped object is displaced from the laser focus, it alters the distribu-
tion of light leaving the trap. In the case of a sphere, this results in a change
in direction of the light which causes a translation of the intensity pattern in
the back focal plane of the condenser lens, as illustrated in Figure 1.12. The
shift of the pattern is usually measured with a position sensitive detector
(PSD) or a quadrant photodiode (QPD) as shown in Figure 1.12 [83, 84].
A PSD returns the coordinates of the centre-of-mass of the light hitting its
active surface, while a QPD simply returns the total intensity hitting each
of the four quadrants of the detector. In the latter case, the shift of the
pattern is given by the difference between the two halves of the detector,
as shown in Figure 1.12. This method of detection has been reported with
precision down to 0.1 A˚ [85], with bandwidths of up to 1MHz. However, it
does require relatively precise alignment and calibration of the relationship
between detector signal and distance. Looking at the forward scattered laser
light gives the displacement of the particle relative to the laser focus, which
means it will be relatively insensitive to drift in the laser beam’s direction.
However, if the focus does shift and the measurement depends on the par-
ticle’s absolute position in the sample (e.g. a long molecule is fixed at one
end to the slide and at the other end to a trapped bead), then drift in the
laser’s direction will look like a change in the particle’s displacement, even if
the particle stays in the same place.
Extending this technique to multiple particles requires separating out the
light which has passed through each optical trap. This is most often done
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Figure 1.12: Quadrant photodiodes are an extremely sensitive way of mea-
suring the position of a trapped object, by looking at the deflection of the
beam. As the beam is bent, it is displaced in the back focal plane of the
condenser. The two halves of the QPD are therefore illuminated differently,
and the difference between the two halves is proportional to the particle’s
displacement.
using a polarising beamsplitter, where the two traps have orthogonal polari-
sations [34]. However, care must be taken to avoid crosstalk between the two
traps when using laser-based position detection [86]. It is also possible to
use a dichroic mirror in combination with separate “detection lasers” of dif-
ferent wavelengths, however these detection lasers must be precisely aligned
with each optical trap and so very high pointing stability is required in all
the lasers used to keep the system accurate over a long period of time. In
the case of time-shared optical traps using an acousto-optic modulator or a
scanning mirror, it is possible to separate the particles by precisely timing
the readout of the detector [37, 87, 88]. This has also been used to track
several particles in a line-shaped optical trap, made by rapidly scanning a
single trap back and forth [89].
Axial tracking is also possible using a quadrant photodiode or PSD, by
looking at the divergence of the light [85, 90]. Axial displacement of the
particle will make the light more or less divergent and, if it is arranged
to slightly overfill the detector (or the condenser has a lower NA than the
objective), this will change the total intensity incident on the detector as
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Figure 1.13: Quadrant photodiodes can be used to measure axial displace-
ment by exploiting the change in divergence of the beam. If the detector
is overfilled, an increase in divergence (due to the trapped particle moving
closer to the microscope objective) will cause the signal to decrease. Simi-
larly, if the particle moves away from the microscope objective, more light is
concentrated onto the photodiode and the signal increases.
shown in Figure 1.13. The relationship between intensity and axial position
is also approximately linear over the optical trap.
Calibration of the relationship between displacement and detector signal
is generally carried out using a precision stage [90]. A particle identical to
those used for force measurement is fixed to the microscope coverslip and
moved in steps of a known size, and the resulting signal is recorded. This
relationship is dependent on the size and composition of the particle, and
the refractive index of the medium. It must therefore be repeated for each
particle size and material used. The range over which such a detection scheme
is linear is around the same as the region over which the optical trap has a
linear force-distance relationship.
By collecting all of the light which has passed through the particle, it is
in theory possible to extract the force on the particle with no calibration, by
simply considering the change in momentum of the light. This has been done
using counterpropagating traps with relatively low numerical aperture [91].
However, it is rarely possible to reach this level of efficiency when using
a high-NA trapping objective even with oil immersion condensers, and so
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empirical calibration remains the norm. Also, the force extracted is the total
force on the sample: if other objects distort the beam, this will introduce
artefacts.
1.4.2 Video particle tracking
Position measurement using a laser is precise and provides very high band-
width. However it is often challenging to align and calibrate such systems,
and extending them to multiple particles is difficult. It is possible to pre-
cisely locate particles in a video image, often to an accuracy of around one
hundredth of a pixel [92] corresponding to a few nanometres. Particle track-
ing microscopy is often used to make measurements of flow or viscosity in
Particle Imaging Velocimetry (PIV), where tracer particles are added to a
system and their trajectories are analysed [93]. Often these particles are
the same glass or plastic micro-beads used in optical tweezers experiments,
imaged using either bright-field or fluorescence microscopy. PIV can be per-
formed with a camera operating at standard video frame rates, a few tens
of Hertz. In optical tweezers, it is often necessary to observe the motion of
a trapped object at high speed, with a bandwidth of thousands of Hertz, as
the motion of a trapped particle averages to zero over times on the order of
a few tens of milliseconds. Early camera-based optical tweezers experiments
increased the viscosity of the trapping medium to slow down phenomena of
interest [94], however this is no longer necessary [95]. Relatively inexpensive
CMOS cameras now meet this requirement, attaining frame rates of several
kHz [68, 96] up to tens of kHz for more sophisticated cameras [97]. This is
generally achieved by reading out only a subset of the pixels on the sensor
chip, which decreases the time required to acquire an image and transfer it
to a computer.
Tracking optically trapped particles requires relatively simple image anal-
ysis, which can now be performed on-the-fly using a typical desktop com-
puter. When a small spherical object is slightly behind the focal plane of
the microscope, it appears as a bright spot surrounded by a dark ring under
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Figure 1.14: A typical image of a 2µm silica bead in an optical tweezers
system and some methods of tracking it. The distributions of intensity are
shown beside each image. The centre of mass works by finding the mean x
and y position of the intensity, which can locate the particle to 1/100 of a
pixel. From left to right, the images are unprocessed, thresholded (i.e. pixels
set to black if they are below a threshold), binarised (as before, but set to
white if they are above the threshold) and background subtracted (a constant
is subtracted from the image and negative pixels are clipped to zero). The
last scheme is less susceptible to camera noise and exhibits less discretisation
than the threshold approaches.
bright-field illumination. After removing the background with a threshold
function, simple centre-of-mass algorithms can track particles in 2D with a
precision of a few nm and a bandwidth of several kHz [68, 96]. Figure 1.14
shows a typical image of a 2µm bead in an optical trap, and the image after
a threshold function has been applied. The “centre of mass” algorithm then
operates on the background subtracted image to find the centre of the par-
ticle, by considering the mean position of the intensity in the image. This is
a very efficient calculation to perform, as it requires just three summations
over the pixels in an image, which can be done simultaneously. If the in-
tensity of the pixel at position (x, y) is Ix,y, we evaluate SI =
∑
x
∑
y Ix,y,
Sx =
∑
x
∑
y x× Ix,y and Sy =
∑
x
∑
y y× Ix,y. The position is then given as
(Sx/SI , Sy/SI). This is analogous to calculating the mean of a dataset, where
the points are weighted by their intensities. A slightly more subtle point is
the difference between background subtraction and thresholding: the former
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Figure 1.15: An x–z slice through the light scattered by a glass bead in a
high-NA, bright field microscope. The beads position is shown, together with
camera images from various depths. Scale bar is 1µm.
subtracts a constant from the image such that the background is zero, while
the latter sets pixels to zero if they are below a given value but leaves other
pixels either unchanged or set to their maximum value. The latter approach
means that pixels which are close to the threshold value can flicker on and
off, which can cause noise on the position signal in some cases.
A well-designed particle tracking algorithm can attain a resolution of
order 1/100 pixel, or typically about 1 nm [98]. Tracking particles with sub-
pixel accuracy enables camera-based systems to make force measurements
which approach the thermal limit on accuracy set by Brownian motion [68].
More sophisticated analysis of images allows particles to be tracked over a
larger axial range (for example, the symmetry based algorithm described in
Chapter 2. Image analysis can even recover particles’ axial positions [99], by
exploiting the fact that a bead’s appearance on the camera varies with its
depth, as illustrated in Figure 1.15. Axial measurements require calibration
for each different bead and medium used (as changes in refractive index, etc.
will change the appearance of the bead), and so a closed-loop piezo stage is
usually required for calibration, as with laser-based detection schemes.
Digital Holographic Microscopy (DHM) has been used for particle track-
ing in the context of optical tweezers [100]. DHM also uses sophisticated
image analysis to recover 3D position information, this time from an image
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taken using coherent light. It is possible to fit to an analytic model based
on generalised Lorentz-Mie theory to the image of a particle. This approach
recovers 3D position as well as size and refractive index, however this is par-
ticularly demanding and only approaches video rates when accelerated with
Graphics Processing Unit technology [101]. Using coherent light in imaging
carries with it the inherent problem of speckle; any light scattered from out-
side of the focal plane (for example dust on lenses or out-of-focus objects in
the sample) will interfere with the image. This can cause degradation of im-
age quality, requiring careful calibration and removal of the noisy background
image.
Detailed image analysis will become faster as computer power increases,
but at the present time stereoscopic particle tracking as described in Chap-
ter 2 and other techniques based on a modified imaging system [62] have the
advantage of giving 3D information with only relatively simple image analy-
sis. Stereoscopic imaging produces two images of the sample from different
viewpoints, then uses parallax to find depth information. Once the pixel
size of the camera and angle between the viewpoints are known, there is no
need for further calibration and thus this technique is relatively robust to
changes in trapped objects, etc. Typically, bright-field illumination is used
to maximise the available light, but instead of illuminating on axis, two off
axis sources are used. This produces a double image, where the two images
of a particle converge when it is in focus. After using either colour [102] or
a Fourier filter [15] to separate the two images, particle tracking can be per-
formed on each, and the particle’s 3D position extracted with an accuracy
of nanometres [55].
Image analysis with a camera can also measure other properties, for ex-
ample the distortion of objects held in an “optical stretcher” [77]. This is
one case where it is difficult to reduce the optical signal to something which
can easily be picked up by a photodiode, and thus camera tracking is by
far the easiest option. Cameras can be used to track heterogeneous objects
such as cells [98], which will provide a distorted signal when measured using
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back-focal-plane interferometry.
1.4.3 Particle dynamics and calibration
Any particle immersed in a fluid is constantly bombarded by the atoms or
molecules of the medium, as they undergo random thermal motion. This
gives rise to Brownian motion, or diffusion, of the particle [4, 103, 104]. By
analysing this random motion, it is possible to learn both about the optical
trap and about the medium in which the trapped object is immersed. This
is essential if we are to make force measurements, as we relate the force F to
the displacement of the particle x using the stiffness of the optical trap κ:
F = κx
The simplest approach to this comes from thermodynamics; the equiparti-
tion theorem tells us that, on average, the energy stored in each degree of
freedom in a system is kBT/2, where kB is Boltzmann’s constant and T is the
temperature. The energy stored in a linear spring (such as our optical trap)
is κx2/2. Thus, by averaging over many measurements of the bead’s position
we can find ⟨x2⟩ (where the ⟨⟩ denote averaging over time), and calculate the
stiffness:
κ = kBT/
⟨
x2
⟩
At the small length scales of optical tweezers, the mass of a trapped object is
insignificant compared to viscous drag effects and the motion is overdamped,
i.e. the particle will not keep moving due to intertia, but will stop once it
is no longer being pushed along. Neglecting inertia allows us to describe its
motion with a simple equation:
γx˙+ κx = ζ
where x is the position of the bead and x˙ its velocity, γ is a friction coefficient
(proportional to the viscosity of the fluid) and ζ is a fluctuating force term,
representing the random collisions of molecules with the trapped particle.
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Figure 1.16: A typical power spectrum, measured by video particle tracking.
It has the characteristic Lorentzian shape, with a plateau at low frequency (as
the particle’s diffusion is curtailed by the trap) and a tail proportional to ω−2
(corresponding to free diffusion over short timescales). The crossover between
the two regions is determined by the ratio of trap strength to fluid viscosity.
The mean squared displacement (right), shows the same information in the
time domain.
An untrapped particle follows a random walk, where the distance travelled
after a time t is proportional to the square root of t. Trapped particles also
move in this way, but after a short time the trap acts to pull the particle
back towards the centre, and limits the distance travelled. This is most often
visualised by plotting the Power Spectral Density (PSD) of the particle’s
position fluctuations, which has a characteristic Lorentzian shape shown in
Figure 1.16 and described by the equation:
PSD =
2kBT/piγ
ω2c + ω
2
where ωc = κ/γ is the “corner frequency” [105]. This is described more fully
in Chapter 3.
Analysis of the power spectrum allows the trap stiffness κ to be deter-
mined in some situations where the simple equipartition expression is unreli-
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able. One can determine other properties of the system, such as viscosity and
even viscoelastic moduli, by further analysing the motion of a trapped object
as described by its PSD [106–108]. Equivalently, this analysis can use the
Mean Squared Displacement (MSD) or the autocorrelation function, which
represent the same information in the time domain. It is also possible to
probe viscoelastic properties by actively driving the bead’s motion (through
moving the trap [109] or the use of spinning, birefringent particles [110]) and
observing the bead’s response, which can achieve a higher signal-to-noise
ratio in some circumstances.
1.5 Optically Actuated Tools
Optical tweezers usually employ micron-sized dielectric spheres to couple op-
tical forces to the specimen being probed. This has worked very well for
experiments with biopolymers [111], however the radius of curvature limits
the usefulness of such spheres for techniques such as contact imaging. This
can, of course, be improved by the use of smaller spherical probes [85, 112],
though more of the trapping laser will then hit the sample. This intensely
focused light can damage sensitive specimens, and conversely the sample will
distort the laser beam, which can lead to errors in force or position measure-
ment. An alternative approach is the use of tools, extended structures which
feature sharp tips that interact with the sample and larger structures which
can be manipulated with the laser beam.
Micron-sized dielectric spheres are the most convenient objects to hold in
optical traps, and can be conveniently tracked by a variety of methods. It
is little surprise, then, that most optically actuated tools incorporate micron
sized “handles” for the trapping laser to manipulate. The other essential
ingredient for a tool or probe is the part that interacts with the object we
are investigating. As the size of the tip strongly affects the resolution of
our sensing, be it contact imaging or probing for molecular interactions, the
minimum feature size attainable is a key parameter when considering how to
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Figure 1.17: An illustration of an optically actuated micro tool, with two
handles and a sharp tip, probing the surface of an object.
make such tools. The simplest design for a probe consists of two handles and
a sharp tip, arranged such that they are collinear as shown in Figure 1.17.
Such a probe can be said to have five useful degrees of freedom, as rotation
about its symmetry axis is both hard to effect and difficult to detect. Probes
of this sort have many of the advantages discussed, in that they allow the
use of a tip much sharper than the trapping handles, and they remove the
trap sites from the object being probed, but any deviation from cylindrical
symmetry introduces error into the reconstructed position of the tip, through
unaccounted-for rotation. To escape some of these limitations, one might
add a third trapping handle to the tool. At the expense of increasing the
complexity of its fabrication, this provides access to all six degrees of freedom
and increases the possibilities for shaping the optical spring that holds it in
place.
Much of the prior work on tools has used counterpropagating, low-NA
traps [75,113] and has not yet demonstrated precise tracking and force mea-
surement. Many of the techniques described in the coming chapters have
been developed in the context of the “Optical AFM” project, which aims
to use optically actuated tools to probe tiny forces and structures, combin-
ing some of the advantages of Atomic Force Microscopy (AFM) and optical
tweezers. I have worked closely with colleagues at the University of Bristol,
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where much of the work on probe development and calibration has taken
place, to apply the techniques in this thesis (particularly Chapters 2 and 3)
to micro-tools. Over the last few years, we have worked with probes assem-
bled from rods and spheres [114, 115], individual micro-rods [116], naturally
occurring structures [117] and tools made using two-photon polymerisation.
Key to understanding the requirements of working with micro tools are
the extra degrees of freedom afforded by such objects. Whereas a spherical
bead has three useful degrees of freedom, a rigid, non-spherical tool has
six: its orientation becomes important. As the object rotates, the probe tip
will usually move. Thus, measuring the position of the probe is no longer
sufficient to find the interaction point. Similarly, forces applied to the probe
will not just show up as a displacement from its equilibrium position, but as a
rotation from its equilibrium orientation. Understanding the motion of such
tools and how best to calibrate them has been the subject of experimental
[115, 118] and theoretical [119, 120] investigation at Bristol. An important
point arising from this is that the motion of such tools is no longer trivially
separable into x, y and z components. This means that measuring the axial,
as well as lateral, position of the probe is important. Chapter 2 aims to
address this problem in a way which permits simultaneous monitoring of
multiple points. This allows us to follow the motion of several trapping
handles (which, being micron-sized, are easy to track) and then recover the
motion of the tip (a much harder object to track directly). The motion of the
tip, and the force passing through it, allows us to produce contact images
of soft objects, and measure femtoNewton forces without illuminating the
specimen with intense laser light.
1.6 Discussion
Optical trapping is now a well-developed technique, able to manipulate micron-
sized objects such as beads and cells. It is capable of applying and measuring
forces from tens of picoNewtons down to femtoNewtons, on multiple particles
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simultaneously. This has been used to break new ground in research into the
properties of biological molecules such as DNA and molecular motors like
kinesins and myosins. As the technique continues to develop, the potential
for its use in biological and biophysical experiments as well as its availability
to non specialists is continually increasing.
In the following chapters, I will describe the developments I have made in
this technique during my doctoral studies, as well as some of their applica-
tions. The technological advances include speeding up hologram generation
with a GPU and fast 3D tracking in a stereomicroscope. These are important
steps in the development of optically actuated micro-tools. The impact of
these technologies on counterpropagating traps is also investigated in Chap-
ter 6, where I show they can increase the stiffness of a low-NA trap to values
normally only found in high-NA, single beam tweezers.
Chapter 2
Stereoscopic 3D particle
tracking
Holographic Optical Tweezers (HOT) [33, 40] allow multiple particles to be
held in place and moved interactively [43]. Traps can be placed arbitrarily in
three dimensions [121], and repositioned quickly [54]. However, the displace-
ments and forces involved in these manipulations have usually been measured
only in two dimensions with a video camera, as the majority of 3D tracking
techniques are incompatible with HOT. Stereoscopic imaging extends video
particle tracking into 3D, and this chapter documents the construction of
such a system to track particles with 2 nm accuracy in the axial direction.
Access to this information allows the use of micro-tools [114,115] and arrays
of probes [95] to make measurements not possible with a single trapped bead.
Real-time force data can also be used to servocontrol an optically trapped
object (as described in Chapter 3), or relayed to the user. Restoring force
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perception in this way (described in more detail in Chapter 7) increases dex-
terity for fine manipulation tasks, and enables the operator to qualitatively
investigate a sample prior to quantitative measurements.
Measurement of the axial displacement of a single particle can be per-
formed by looking at the interference pattern formed by the laser light trans-
mitted through the sample, often termed Back Focal Plane interferometry
(BFP interferometry) [83–85]. This approach has achieved excellent accu-
racy (sub-nanometre in some cases) and bandwidth (up to tens or hundreds
of kHz), but requires considerable effort to track more than two particles [89].
In order to track multiple particles using BFP interferometry, it is necessary
to separate the light from each optical trap after it has passed through the
sample. For two traps this can be done using a polarising beamsplitter, and
for more time-shared traps it is possible to demultiplex the signal to recover
positions for each trap [37,88,89]. However, holographically controlled traps
have the same polarisation and are not time-shared, which precludes either
of these techniques. Fluorescent beads also allow measurement of axial posi-
tion by monitoring the intensity of fluorescence excited by the trapping laser
(in a two-photon process) [122], or by an evanescent wave from the cover-
glass [123]. Both these fluorescence techniques achieve an axial accuracy of
around 10 nm, but as fluorescence is measured with a single photodetector
they are again unsuitable for use with multiple traps. The latter technique
is further restricted to measurements close to the microscope coverglass by
the exponentially decaying evanescent field.
Stereomicroscopy was the first technique to allow perception of depth
in microscopes. Just as in normal vision, each eye of the microscopist is
presented with a view of the sample from a slightly different angle. This
means that the difference in an object’s lateral position in the two images
varies linearly with depth, as shown in Figure 2.1. This is one of the ways the
human brain judges distance (for most people, this is the primary method).
We can replicate this very simply in a computer vision system, by tracking an
object’s two dimensional position in each image, then finding the difference in
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Figure 2.1: An illustration of stereoscopic imaging. Each eye is presented
with a view in which the x position of an object varies with its z position.
By tracking in x and y in both images, we can recover z.
x position between the images and multiplying by a scaling factor to recover
the axial position.
The combination of intuitive depth perception for the operator and quan-
titative measurement of axial displacement afforded by stereomicroscopy is
an excellent match to the 3D manipulation capabilities of holographic opti-
cal tweezers. As the particle need only be tracked in 2D in each image, 3D
position information can be extracted at up to several kHz. This makes it
possible to enhance trap stiffness in 3D with feedback control, as described
in Chapter 3. This is particularly useful in the axial direction, where trap
stiffness is usually lower. Forces can also be relayed to the operator in real
time (Chapter 7), which is an important step towards creating an intuitive
and transparent way of interacting with micron-sized objects.
Some other video-based techniques allow measurement of axial position,
however this is at the expense of relatively demanding image analysis which
limits the speed to tens of frames per second [124, 125]. Digital holographic
microscopy is a promising technique for three dimensional microscopy [126],
where coherent light is used instead of the normal white light illumination to
allow better resolution and/or numerical refocusing of the image after it has
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been acquired. This can be used to generate a stack of axial sections of the
sample from a single acquired image, which in turn allows 3D information to
be recovered. This technique has been applied to optical tweezers in recent
years, by illuminating the sample with a collimated laser beam [124]. This
in-line holography requires a very simple optical set-up, yet yields a wealth
of information such as particle size and refractive index contrast when im-
ages are analysed by fitting to generalised Lorentz-Mie theory predictions
for light scattered from a spherical particle. However, this analysis currently
does not exceed tens of frames per second even when accelerated with Graph-
ics Processor Unit (GPU) technology [124]. It is possible to use less exact
methods to recover position information faster, such as numerical Rayleigh-
Sommerfeld back-propagation [101] or analysing a recovered x–z plane [127].
While this is an excellent way of tracking multiple particles at tens of frames
per second, it is still not yet fast enough to track a few particles at kHz rates.
2.1 Optical system
Axial resolution in a stereoscopic imaging system depends on the angle be-
tween the viewpoints. If we can track a particle with a resolution of δ in 2D,
the resolution in z is δ/ tanα, where α is the angle between each viewpoint
and the optical axis. The set-up described in this chapter consequently has
a relatively large separation angle of 72◦, i.e. α ≈ 36◦. Bright-field imaging
with this separation angle requires illumination with an extremely high Nu-
merical Aperture (NA), which is achieved using two 1.5mm acrylic optical
fibres placed directly above the sample [15]. The fibres are illuminated with
a pair of high intensity white LEDs, and a drop of water is used to more effi-
ciently couple the light from the fibres into the glass microscope slide. This
structured illumination is much more efficient than trying to fill the aperture
of a high-NA condenser, only to discard most of the light.
Dam et. al. also used structured illumination to generate stereoscopic
images [102, 128]. However, their system (based around lower-NA counter-
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Figure 2.2: Outline of the imaging system used to produce stereo images.
4f imaging is used to image the sample, and again to re-image the sample.
The Fourier filter separates the images viewing the sample from the left and
the right.
propagating optical traps) used different colours for the two viewpoints. This
enabled them to separate the light using a colour camera. My system does
not use different colours or polarisations to distinguish the two views of the
sample, to ensure that differences between the two viewpoints are not due
to colour or polarisation anisotropies in the sample. Instead, the light from
each fibre is separated in the Fourier plane of the sample, i.e. the image plane
of the microscope’s back aperture. A pair of apertures in this plane regu-
larise the point spread function of the fibre-illuminated image, and behind
each aperture there is a wedge prism (Comar 01-JW-25). The two beams are
deviated by 1◦ in opposite directions, producing two separate images on the
CMOS camera, as illustrated in Figure 2.2.
Separating the images optically preserves the benefits of traditional stere-
omicroscopy, for example it is possible to make use of other imaging modes
(e.g. fluorescence). It also provides very good optical efficiency, as the only
additional components are lenses and prisms which have small losses. This
allows the use of short exposure times and hence frame rates of up to 1 kHz on
CHAPTER 2. STEREOSCOPIC 3D PARTICLE TRACKING 39
the Prosilica GC640M CMOS camera. With a more sensitive camera (EoSens
1362CL, Mikrotron, Germany), it is possible to track at over 10 kHz [97]. The
field of view is 30µm across, limited by the size of the sensor in the cam-
era. The apertures in the Fourier plane are 1mm in diameter, which sets
the NA of each view at 0.3. This gives a diffraction-limited resolution of
λ/(2NA) ≈ 900 nm, compared to 220 nm for the full NA of the objective.
Particles are visible over an axial range of 10µm, and a displacement of
one pixel on the camera corresponds to 150 nm in the sample. Distortion
of the image between the two views of the sample should show up as non-
flatness, i.e. if a bead is raster scanned over the XY plane it should appear
to have different equilibrium axial positions as a function of lateral position.
Performing this experiment gives a flatness of field of around 100 nm. This
drops to better than 20 nm if we allow for slight misalignment of the SLM
with respect to the imaging optics (by fitting a 3× 3 transformation matrix
which relates the coordinates used to generate holograms for the SLM and
coordinates measured on the camera, where the off-diagonal terms were less
than 1%).
The holographic optical tweezers system uses a Boulder Nonlinear Sys-
tems XY Series SLM imaged onto the back aperture of the objective (Zeiss
Achroplan 100x, NA 1.2) similar to [15], controlled using the high-speed
OpenGL software described in Chapter 3. The SLM is illuminated with
an expanded 670 nm laser beam (Roithner LaserTechnik) with a maximum
power of 300mW.
2.2 Image analysis
3D tracking in a stereoscopic system can be accomplished by tracking an
object’s 2D position in both images. High speed cameras and desktop com-
puters can now acquire and process images at several kHz [68]. Stereo video
tracking as described in this chapter can provide on-the-fly 3D tracking
data at 1 kHz, making it suitable for use in force feedback [129] and other
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closed-loop systems [54]. However, most objects of interest in optical tweez-
ers change their appearance as they move through the focus, particularly
in bright-field imaging. This means that the usual approach of applying a
threshold and finding the centre of mass of a bright particle (see Chapter 1)
will not work if we are to track particles on both sides of the focal plane.
Often we are concerned with tracking symmetric objects, such as micro-
spheres. Despite changes in their appearance as they go from one side of the
focal plane to the other, the image is always symmetric (provided the system
is reasonably well aligned). It is possible to track symmetric objects quite
simply without a template, using a simple mathematical transform, referred
to here as the “symmetry transform” [130]. This is a 1D operation, applied
to each row (or to each column) of an image. For a row of pixels p(x), the
symmetry transform is:
S(x) =
∫ a
x′=−a
p(x− x′) p(x+ x′) dx′ (2.1)
where a is generally chosen such that x ± x′ does not fall outside of the
available image data. p(x) should have a constant subtracted from it such
that its mean is zero.
Applying this transformation to each row yields an image with bright
regions where the input image had a centre of symmetry. This is illustrated
in Figure 2.3 for images of a 2µm bead at different depths. The position of
the maximum in the marginal distribution (i.e. the sum of each column in
the transformed image) gives the x position of the particle. A similar analysis
is performed for y, operating on each column of the image. The position of
the maximum is estimated with sub-pixel accuracy by numerically taking the
first derivative, smoothing the derivative with a local linear regression [131],
and performing linear interpolation to find the zero crossing. This approach
is equivalent to fitting a quadratic to the peak. All these operations are
linear and require no iteration, which means that finding the maximum is
not computationally demanding.
This transform’s main advantage is that it has no parameters to set other
than the search area and it requires no templates. This makes it robust to
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Figure 2.3: Images of a 2µm bead at different depths, before and after
processing with a symmetry transform. The marginal distributions show a
clear maximum for all depths. The transform, i.e. equation (2.1), is only
evaluated over the central 40 pixels, hence the edges of the processed images
and marginal distributions are fixed at zero. Video on enclosed disc.
changes in the system (such as differently-sized objects or a different refrac-
tive index of the bead) and obviates the need for sensor calibration routines or
template images. The only parameter not already required for 2D tracking on
a camera is the convergence angle of the beams, and the trap’s force-distance
relationship can be calibrated using the equipartition theorem [68] or the re-
laxation time [132]. The scaling from pixels to microns can be determined
from geometric optics, or by using a calibration slide. This is independent of
the stereo separation angle, as the microscope performs telecentric imaging
(i.e. lateral distances are not distorted, as in an orthographic projection).
It is also necessary to determine the position of the left and right views of
the sample on the camera, however this only gives rise to a constant offset
in position.
As the transform is performed independently on each row of the image,
it is extremely efficient. A modern desktop PC (Intel Core i7 2.8Ghz) can
perform several such transforms simultaneously in around 150µs, on 60× 60
pixel regions of interest. In practice, the speed is limited by the camera
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frame rate to around 1 kHz. However, the particle tracking routine (including
fetching the region of interest, processing the image and fitting the peak) was
performed in less than 200µs. The 1D transform could be easily parallelised
to take advantage of the processing power of a Graphics Processing Unit
(GPU), which can outperform the CPU by an order of magnitude. However,
in that case the movement of image data to the graphics card would have to
be managed carefully to avoid this becoming the new bottleneck.
2.3 3D vision
The stereo imaging system produces two real images from left and right view-
points. This allows us to give depth perception to the user through the use of
a stereoscopic display (Zalman ZM-M220W). For simplicity and to maximise
light efficiency, the images are taken from the same CMOS camera used for
force measurement. This can be done using the multicast capability of the
GigE Vision compatible camera (Prosilica GC640M), which relays the im-
ages from one camera to multiple computers over a small ethernet network.
Using a second computer allowed the images to be processed and displayed
without slowing down force measurement or interfering with the feedback
loop rates. It is also possible, using multiple threads communicating asyn-
chronously, to achieve similar performance on a single, multi-core computer.
This was done when using the stereo system in conjunction with a Camer-
aLink camera (Mikrotron EOSens 1362-CL) which allowed frame rates of up
to 1000Hz at 1280 × 512 pixel resolution (and was proportionally faster for
smaller regions of interest). Frames from a steroscopic video are shown in
Figure 2.4, recorded using a reduced separation angle (to make the 3D effect
more natural) and combined as the red and blue colour channels to allow
them to be viewed with red–blue glasses.
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Figure 2.4: Frames from a red–blue anaglyphic video, showing a cube of
2µm beads being tumbled in 3D using holographic optical tweezers. The
left and right eye images are captured by the stereomicroscope described in
this chapter, and combined in software to make the anaglyphic video. Video
online [55] or on enclosed disc.
2.4 Particle tracking accuracy
By tracking a bead which is firmly attached to a surface it is possible to assess
the precision of the measurement system. This reveals a standard deviation
of 3 nm in x, y and z at 400Hz, with an Allan variance which decreases with
averaging time until about 0.1 s, where the error in position is around 1 nm in
all three dimensions. Thermal drift and laser pointing instability then cause
the repeatability to deteriorate on timescales longer than a few seconds, as
observed on a similar system in 2D [68]. Another method of estimating the
error, which can be performed in real time, is to look at the difference in
y positions of the two images of an object, similar to [98]. Motion in z
should not affect the images’ motions in y, and thus any difference in the
two positions must be due to error. It is necessary to ensure that the two
images of a particle are not at exactly the same height on the camera so that
camera noise is uncorrelated between the images, as the noise is correlated
along each sensor line (when using the GC640M).
Comparing y coordinates estimates the error on a single image as ap-
proximately 1− 2 nm, though this takes into account only error in the image
tracking and not drift and vibration in the system. As this method can be
performed during force measurement, it is possible to use this error estimate
to disable force feedback when the force signal is unreliable (e.g. when there
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Figure 2.5: Measures of particle tracking accuracy, as a fixed 3µm bead is
stepped axially. (left) Error as estimated from the apparent motion of a
fixed bead, and from the difference in the two measured y values. (centre)
The bead’s path, as reported by particle tracking and by the stage. (right)
Measured position and stage position, showing a linear fit.
is no particle in the trap). Both error estimates are plotted as a function
of depth in Figure 2.5, using a 3µm silica microsphere stuck to a coverslip
and scanned in 1µm steps over the entire axial range. Figure 2.5 also shows
the path taken by the bead, as reported by the stereoscopic tracking system
and by the encoders on the Newport M-MFN25CC linear translation stage.
Plotting stage position against measured z position shows the sensor to be
linear to within 1% over the range of −11µm to 5µm. The stage position
was scaled by a constant factor to match the measured particle position.
This agreed with the predicted scaling factor (due to the changing depth of
immersion oil) to within 10%. Exact agreement is not expected, as the pre-
diction is from a simple geometric model that does not account for spherical
aberration due to the oil immersion objective [90].
Analysing the Power Spectral Density (PSD) of the position fluctuations
allows us to estimate white noise due to the camera. Figure 2.6 shows the
PSD of a trapped 5µm silica bead’s fluctuations, with a reduced region of
interest on the camera allowing it to run at 1 kHz. The PSD of a trapped
bead’s fluctuations is Lorentzian in shape [105], meaning it falls off as 1/f 2
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Figure 2.6: Power Spectral Density of a 5µm silica bead’s position fluctua-
tions in an optical trap, from 60000 positions of the bead recorded at 1ms
time intervals. A Lorentzian fit (smooth line) is overlaid.
at high frequencies. Noise due to inaccurate measurement of the particle
position should be uncorrelated between adjacent frames, so it is constant
with frequency and causes the PSD to exceed the 1/f 2 trend (a straight line
on the log-log plot in Figure 2.6) at high frequencies. Aliasing due to the
camera’s finite frame rate also has this effect, however it is counteracted by
the low pass filtering due to exposure time. Assuming that all the deviation
from the Lorentzian at high frequency is due to camera noise yields an error
estimate of around 1 nm on each data point (i.e. around 0.03 nmHz−1/2).
This is in agreement with the estimate from comparing y positions.
2.5 Discussion
The stereomicroscope described in this chapter provides both quantitative
data and qualitative depth perception when looking at the micron-sized ob-
jects in an optical tweezers system. There is a trade-off here between pre-
senting a natural view of the sample (requiring a physiologically appropriate
separation angle of ≈ 10◦) and attaining the highest possible particle track-
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ing accuracy (where a larger separation angle is desirable). The separation
angle of 72◦ used here was chosen to maximise accuracy at the expense of
aesthetics. This gives axial tracking with a resolution only 1.4 times less than
the lateral resolution, enabling nanometre precision in tracking beads. This
is the primary advantage of my approach over the projector-based approach
of Dam et al. , where a much smaller numerical aperture and separation
angle were in use and hence the axial position error was much higher.
Axial tracking range is limited by the depth of field of the imaging sys-
tem, which in this case is of order 10µm. This can be varied by changing
the effective NA of the images, either by varying the size of the Fourier plane
apertures, or by changing the distance of the fibres from the sample. The
use of plane wave illumination, such as that used in digital holographic mi-
croscopy, would enable much better depth of field whilst retaining the speed
and simplicity of stereoscopic imaging. However, longer depth of field is
not always desirable; in crowded samples it can result in a much less uni-
form background, which interferes with accurate particle tracking. The axial
range over which an object can be seen is set by the NA of the bright-field
illumination and the 3D pattern formed by light scattered from that object.
Typically, this gives a higher value than that expected for a point source
given the NA of the objective [130]. Thus, the depth of field in this system is
similar to that obtained with the same objective lens in standard bright-field
mode, typically around 10µm.
The apertures in the Fourier plane perform the important function of
making the point spread function more symmetric in each image, at the ex-
pense of reducing the resolution of the images, making sub-micron objects
harder to track. Without the apertures, particles near the microscope’s focal
plane look asymmetric, an effect which increases as the separation half-angle
α is increased. This effect is simply understood if we consider the scatter-
ing cross-section of a bead, as shown in Figure 1.15. If the illumination and
imaging are both on-axis, we are taking a horizontal slice through an axisym-
metric pattern. However, the stereo illumination means that this scattering
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pattern is now skewed with respect to the axis, and consequently our slices
through it (which are still horizontal) no longer produce symmetric images.
Artificially reducing the NA of the system with apertures blurs out this ef-
fect at the expense of resolution, but this is not the only Fourier filter that
could be used. The same re-imaging system can also implement dark-field
imaging [133], which has a simpler scattering cross-section that may be more
symmetric when tilted, as well as providing better contrast for small objects.
Alternatively, more sophisticated image analysis could be used to exploit the
elliptical shapes found in the off-axis bright-field scattering pattern rather
than assuming circular symmetry.
The primary benefit of removing the apertures is increased light through-
put for high speed imaging, but the system as presented here can already
image at up to 10 kHz. A better model of the imaging system may also
improve the range over which we can track particles with good linearity, per-
haps improving performance for tracking asymmetric particles such as tools.
The resolution of the imaging system also ultimately limits the precision with
which particles can be tracked. However, the Cramer-Rao bound (a limit de-
rived from information theory) places this constraint at the sub-nanometre
level for a 3D PSF not dissimilar to that of the system described in this
chapter [62, 134].
The particle tracking method used is free from lengthy calibration steps
and does not require a threshold setting as it works for both bright and dark
beads. This is due to the symmetry transform, which it uses to track symmet-
ric objects regardless of appearance. This transform is extremely efficient,
providing kHz speeds without requiring GPU processing or other detailed op-
timisation of the code. Tracking particles in 2D using video microscopy and
a cross-correlation function would allow one to follow non spherical objects
such as biological cells or micro-tools [75,114,135]. This could be applied to
images from a microscope such as ours, enabling 3D tracking of the position
and orientation of complex objects.
Robust tracking of multiple objects in three dimensions is a key challenge
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in the use of optically actuated tools [115]. Tracking multiple points on an
extended probe allows the recovery of its orientation as well as its position,
giving access to all six degrees of freedom of a rigid body. Combined with
the fast holographic control described in the next chapter, this technology
has enabled feedback control of extended tools [118] to be extended to three
dimensions. Stereo tracking will be used to enable faster 3D contact imaging
with optically trapped probes, extending previous work using 2D tracking
[117]. The stereoscopic system described in this chapter has also been used
to provide 3D stiffness measurements when optimising a trapping system for
metallic nanoparticles [136], and to observe particle stacking and guiding in
Mathieu beams [137].
Chapter 3
Fast holographic control
Closed-loop control is a mainstay of modern engineering; the availability of
effective sensors has enabled more precise control of systems as diverse as
Compact Disc players and high-end fighter jets. When using holographic
optical tweezers as a tool to perform delicate operations on the micron scale,
the ability to sense and react to the forces involved in real time is crucial to
achieve good dexterity. In particular, optical traps are often much less stiff
axially than they are radially [15, 85] and the ability to compensate for this
would improve tasks where the particle must be constrained axially. Faster
SLMs and my work on high-speed hologram generation means holographic
optical tweezers systems are now fast enough to reach these goals [54].
Various techniques have been used to effect feedback control over opti-
cally trapped objects, often in a bid to reduce the effect of Brownian motion.
Most commonly, galvanometer-driven mirrors or Acousto-Optic Deflectors
(AODs) have been used in conjunction with Quadrant Photo diodes (QPDs)
49
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to provide high bandwidth feedback [138, 139]. These are extremely effec-
tive in the x–y plane, however most AOD systems provide no method of
controlling z. 3D control of a laser focus for multiphoton microscopy has
been demonstrated using four custom AODs [38], however this has yet to be
applied to optical tweezers due to its extremely low efficiency (a few percent).
Other actuators such as piezoelectric nanopositioning stages [140] or mod-
ulating the intensity of the trapping laser [7] have also been used, though
these approaches have not proved effective for position-clamping (they were
used to ensure a constant force was applied by the trap). Many such feed-
back systems are used in biological experiments [3], where position or force
feedback control can help prevent damage to biological specimens or increase
measurement sensitivity. Closed-loop control of HOT has been demonstrated
for slowly varying biological forces [141], however the performance of such a
system has not been discussed for a bandwidth of more than 0.2Hz. Typi-
cally the SLM can only be updated at a few tens of Hertz and has a response
time of tens of milliseconds, meaning that the system is unresponsive at
the short time-scales required to reduce thermal motion. Recently, intensity
modulation was used to cool a particle trapped in a vacuum to milliKelvin
temperatures [142]. This system is extremely powerful and did work in 3D,
however its experimental complexity makes it difficult to envisage as a tool,
and it would be prohibitively difficult to extend to multiple traps.
Recent improvements in the speed of liquid-crystal based SLMs com-
bined with modern camera technology [68,96] mean that holographic optical
tweezers are now able to react to a particle’s motion in a few milliseconds.
In addition to axial servocontrol, tracking the position on a camera allows
multiple particles to be tracked and servocontrolled, a significant advantage
over QPD-based systems. Measuring the trapped object’s position with a
camera is also inherently suited to position-clamping, as it measures the ab-
solute position of the particle rather than its displacement from the (rapidly
moving) laser spot.
As described in Chapter 2, stereomicroscopy allows us to measure the
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axial position of particles and thus exploit the unique 3D capabilities of HOT
to position-clamp in three dimensions [55]. This allows much more complex
trap configurations to be used with feedback, for example a tool or probe
controlled by multiple traps [75, 114–116,118].
Increasing the rate at which trap positions can be updated also improves
the responsiveness of the holographic system when manipulating objects.
This results in smoother motion, and increases the speed at which traps can
be moved before trapped particles are dropped due to the distance between
successive trap positions being too large. This responsiveness is particularly
important if the system is to be used with a force feedback interface, or if
force measurements are to be made as the traps are moved. Large steps
while moving particles (a consequence of a low update rate) can result in
artefacts in the recorded force data, and can destabilise a force-feedback
system (which is in effect a kind of servocontrol, where the operator forms a
part of the control loop). Increasing the update rate of the SLM minimises
these artefacts, however it is important to take them into account when
making precise force measurements at the same time as moving the traps.
3.1 GPU hologram calculation
In order to suppress the motion of a particle as much as possible, it is desirable
not only to be able to calculate holograms at the update rate of the SLM,
but to be able to generate them in the minimum possible time to minimise
latency τlag. To this end, I have implemented the well-known non-iterative
algorithm based on direct superposition of wedges and lenses [33] in OpenGL
Shader Language, which runs on the system’s graphics processor.
An optical Fourier transform transforms the expanded beam incident on
the SLM into a diffraction limited spot. Thus, to produce a single spot we can
use the simple analytic expression for a plane wave given in Section 1.2.3. To
maximise the speed with which holograms are generated, the OpenGL holo-
gram engine then simply superposes the complex fields from each spot, again
CHAPTER 3. FAST HOLOGRAPHIC CONTROL 52
as described in Section 1.2.3. Iterative algorithms are often used to optimise
the hologram, which is particularly important for large arrays, however in
this case the improvement in speed outweighs the imperfections in the holo-
grams produced. The vast majority of these iterative algorithms optimise the
relative phases of the spots [45] (i.e. they add a constant phase shift term
to each spot). It is therefore possible to use such an algorithm to optimise
the phases in a separate, slower process and use the optimised phases with
this simple algorithm if efficiency or uniformity become limiting factors. The
OpenGL code accepts a phase parameter for each spot, to allow this to be
done. Randomising these phases leads to significantly improved results with
regular arrays, for example the Shack-Hartmann arrays projected in Chap-
ter 4. Randomising the positions of the traps in the array also breaks the
symmetry and goes a long way towards decreasing ghost spots and improving
uniformity [49]. In a system where each trap is being moved in response to
independent Brownian motion, one would expect this inherent “jittering” to
be sufficient to make iterative optimisation less important.
Driven by the demand for realistic 3D graphics, modern GPUs have a
large number of processing cores (112 for the nVidia GeForce 9800 GT used
for much of the work described in this chapter), which can execute custom
“shader programs” during rendering. This has previously been used to calcu-
late φi(x, y) as arrays and then to sum the arrays [143], however I have used
a single custom shader to allow the entire algorithm to be executed in par-
allel. This implementation evaluates the summation of the holograms from
each spot (1.1) using one loop over i (the spot index) for each pixel, rather
than calculating φi as an array for each spot and summing afterwards. This
reduces the memory requirements of the algorithm dramatically, which re-
moves a significant bottleneck from the system’s performance. The flowcharts
in Figure 3.1 show the two possibilities together with the memory require-
ments. Combined with the OpenGL environment which allows rendering
directly into the framebuffer, this means the holograms can be calculated
without writing or accessing large arrays and can be rendered directly into
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Figure 3.1: Flowcharts of the hologram calculation algorithm, showing the
memory required to calculate a hologram w × h pixels in size with N spots.
The left hand flowchart iterates over pixels first, then has an inner loop that
calculates the contribution from each spot and sums them. The outer loop
can be trivially parallelised, and the whole algorithm requires only slightly
more memory than the output framebuffer. The right hand flowchart reverses
this order, as has been done in a number of previous implementations [43,
143], requiring an entire frame of memory for each spot. Even if optimised
to re-use memory, the large number of memory accesses is prohibitively slow.
the framebuffer in a single pass. This is a significant advantage over nVidia’s
more flexible CUDA environment where the hologram must be calculated
as a large array then re-rendered from texture memory to the frame buffer.
The OpenGL program takes less than a millisecond to calculate and display
a hologram, allowing us to achieve sufficiently low latencies to make feedback
viable.
Minimising latency also involved a detailed examination of the graphics
drivers’ buffer management; in order to provide smooth 3D graphics, modern
graphics accelerators use one framebuffer to hold the image currently on
screen and another to hold the image which is currently being rendered.
These buffers are swapped when the GPU has finished rendering a frame.
This is often constrained to occur at fixed intervals, such that the buffer
is never swapped during a “vertical retrace”, i.e. when the graphics card
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is sending a frame to the monitor (or SLM in this case). This is generally
desirable, as it prevents “tearing”, where the displayed image contains part
of one frame and part of the next because the buffers were swapped halfway
through updating the screen. However, to optimise frame rates in games
most graphics cards introduce extra buffers, so that the graphics processor
is never waiting for the buffers to swap. This leads to the maximum possible
quality of graphics in games, but comes at the expense of several frames of
latency. This can have a serious impact on the performance of a closed loop
system, so the graphics drivers were set not to lock buffer swaps to screen
updates. To prevent “tearing”, we then use a second process rendering into
a very small OpenGL window to detect when vertical retrace events occur
(by locking its buffer swaps with the screen update) and swap the buffers in
the main hologram generation program between these events. This approach
does not remove tearing entirely, however it does reduce it significantly, and
when it occurs it is usually only the top few lines of pixels which are affected.
An oscilloscope was used to probe one of the bus lines to the SLM, which
allowed us to verify that the tearing was reduced even when operating at
200Hz.
Aside from much higher speed and lower latency, calculating the holo-
grams on the GPU also frees up the main processor for other tasks. This
allows, for example, image processing or the user interface to be run on the
same computer as hologram generation without adverse effects on speed. In
fact, GPU technology has advanced to the point where mobile phones can
now calculate holograms at tens of frames per second [15].
3.2 Modelling a particle in a closed-loop trap
The motion of a particle in an optical trap is well described by the Langevin
equation [105]:
mx¨+ γx˙+ κx = ζ(t) (3.1)
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where m is the particle’s mass (the inertial term mx¨ is small and usually
neglected), x is the position of the particle, γ = 6piηa is the hydrodynamic
drag coefficient (for a sphere of radius a in a fluid with viscosity η) and ζ(t)
represents the force exerted on the bead by the thermal motion of the fluid
molecules. The restoring force from the optical trap enters through the κx
term, which assumes a Hookean optical trap at x = 0 with spring constant
κ. This equation also holds for y and z independently, as the model used
here is separable. By taking the Fourier transform of (3.1) and using the
equipartition theorem to give the power spectrum of ζ as γkBT/pi, where kB
is Boltzmann’s constant and T is absolute temperature, we can derive the
power spectrum for x (stated in Section 1.4.3) as
(iωγ + κ)x˜ = ζ˜(ω) (3.2)
Sx =
γkBT
pi
(
κ2 + γ2ω2
)−1
(3.3)
for a trap without feedback, where x˜ denotes the Fourier transform of x and
Sx is its power spectrum. We can modify (3.1) to include a varying trap
position in the restoring force term:
mx¨+ γx˙+ κ (x− xtrap(t)) = ζ(t). (3.4)
Ideally, xtrap would be proportional to −x and the only effect of feedback
would be to increase the effective stiffness of the trap κ′ = kBT/ ⟨x
2⟩. How-
ever, each element of the feedback system (outlined in Figure 3.2) introduces
latency and filtering. Latency in the system of τlag (i.e. xtrap(t) ∝ x(t− τlag))
gives rise to the term exp(ıωτlag), while the response of the SLM is modelled
as an exponential decay, having the Fourier transform 1/(1+ıτr). The discrete
updates of the SLM (a new hologram is displayed every τSLM = 5ms) lead to
aliasing (which we neglect) and a filter term sinc (piω/ωSLM) exp(−iωτSLM/2).
Aliasing, represented by the term
∑
m δ(ω − 2pim/τSLM), can be neglected
as the power spectrum falls sharply with ω, and the sinc term acts as an
anti-aliasing filter. This leads to an expression for x˜trap of
x˜trap ≈ −x˜× f˜(ω)sinc (ω/τSLM/2) e
−iω(τSLM/2+τlag)
1
1 + ıτrω
(3.5)
CHAPTER 3. FAST HOLOGRAPHIC CONTROL 56
where f˜(ω) represents filtering in the control loop (which is, for the rest of
this chapter, set to a constant proportional gain G). The response time of
the SLM is τr = 2ms. Substituting (3.5) into (3.2), we can derive the power
spectrum for a bead in a closed loop holographic trap:
Sx = γkBT/pi
∣∣−ω2m+ iγ + κ
+κf˜(ω)sinc (piω/ωSLM) e
−iω(τSLM/2+τlag)/(1 + iτRω)
∣∣∣−2 (3.6)
Due to the approximation made in (3.5) that aliasing in the feedback signal is
unimportant, this result is only valid for cases where the update frequency of
the SLM is much greater than the knee frequency of the trap; with currently
available technology this restricts us to relatively weak traps or highly viscous
fluids. Figure 3.4(a) shows this spectrum plotted along with experimental
data for a 5µm bead in a trap with κ = 2.1µNm−1. The spectra exhibit
the expected suppression of Brownian motion at low frequencies (decreasing
the variance by a factor of 1 + G), but have a resonance at a frequency
of approximately (2τSLM + 4τlag + 2τr)
−1. Control theory establishes it is
impossible to achieve a broadband reduction in the system’s sensitivity to
error, and hence this resonance cannot be eliminated [138]. However, as the
underlying power spectrum for G = 0 has a Lorentzian shape, the impact of
the resonance on the particle’s position distribution decreases as it is moved
to higher frequencies; thus the improvement in effective trap stiffness depends
to a large extent on minimising latency in the system.
To obtain the expected improvement in spatial localisation, we can cal-
culate the variance of the particle’s position distribution ⟨x2⟩ (and similarly
⟨y2⟩) by numerically integrating the power spectrum. For a standard 60Hz
SLM, we would not expect a significant reduction in ⟨x2⟩. However, with
an SLM running at 203Hz the improvement could be as much as 50%.
The improvement for a 5µm bead in a relatively weak holographic trap
(κ ≈ 2.1µNm−1) is shown in Figure 3.4(b) along with experimental data,
as a function of feedback gain G. It shows a reduction in ⟨x2⟩ as gain is
increased, which reaches a minimum and starts to increase again. At higher
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gains, the assumption in (3.6) that the restoring force is unlimited becomes
invalid, as the trapping force falls off once |x− xtrap| ⪆ a. In practice this
means the bead is lost from the trap.
3.3 Experimental setup
As outlined in Figure 3.2, the trapping beam is generated by a 532 nm fre-
quency doubled Nd:YAG laser (Opus, Laser Quantum, Stockport, UK), op-
erating at an output power of 1Watt). The beam’s polarisation is controlled
via λ/2 waveplates to maximise diffraction efficiency. The beam is expanded
and directed onto a Boulder Nonlinear Systems Spatial Light Modulator (XY
Series) 512× 512 pixels, operating at 203Hz, 16 bit. The diffracted beam is
then sent via a polarising beam splitter cube into an inverted Zeiss Micro-
scope (Axiovert 200). The same objective lens (Zeiss 100× Plan-Neofluar oil
immersion, NA 1.30) was used for trapping and imaging the particles onto
a Prosilica GC640M camera. The frame rate of this camera depends on the
field of view, for example a single bead can be imaged at over 1 kHz and
a triangular configuration of beads about 14µm across could be imaged at
460Hz. Image analysis and feedback control were performed in LabVIEW
running on a quad core computer, which also contained the graphics proces-
sor used for hologram calculation. A centre of mass algorithm was used for
2D tracking as described in the introduction, prior to incorporating the 3D
tracking methods of Chapter 2.
3.4 Results
It is important to distinguish the addressing rate of the SLM and the speed
with which a beam can be steered in practice. To measure the beam steering
speed of the SLM, it was used to switch the laser spot between two posi-
tions repeatedly. The intensity at these two positions was measured using
the camera at a frame rate of 1.6 kHz and is plotted in Figure 3.3. This
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Figure 3.2: (a) Experimental setup; a 532nm laser beam is expanded then
steered via an SLM onto the back aperture of the microscope objective. This
same objective is then used to view the sample with bright-field illumination.
The Gantt chart to the right outlines the steps in one iteration of the loop.
N.B. Each iteration starts before the previous one completes, so τSLM < τlag.
shows the response to a 50Hz square wave, and is close to the exponential
approximation in Section 3.2 with a response time τR ≈ 2ms. The asym-
metry in the response may be due to nonlinearities in the camera’s response
and the overall decrease in diffraction efficiency as the SLM switches from
one hologram to the next.
The power spectra of a single bead’s fluctuations about the target position
are shown in Figure 3.4 for various values of feedback gain G. The trap had
an open loop stiffness of κ = 2.1µNm−1, measured by fitting a Lorentzian to
the power spectrum in the case of no feedback. This had a corner frequency
fc = κ/(2piγ) ≈ 4.0Hz. The response time was taken as 2ms to match the
experimentally observed response of the SLM. This left additional latency as
the only parameter to fit; the best fit value was 10ms. A good agreement is
seen for low feedback gains, though at higher gains the resonance is less sharp
than predicted, and there is more noise power at very low frequencies than
we expect. The former effect may be due to the finite trap depth as discussed
above, and the low frequency discrepancy is likely due to drift in the optical
system [68]. However, the system still performs as expected, reducing the
CHAPTER 3. FAST HOLOGRAPHIC CONTROL 59
0 10 20 30 40 50 60
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Time ms
In
te
ns
ity
 (a
rb.
un
its
) Position 1Position 2
Model
Figure 3.3: Intensity at two points, when the SLM is used to switch the
laser spot between them. The solid line shows the modelled response of
Section 3.2, with τR = 2ms.
mean squared displacement by 44% corresponding to an increase in effective
trap strength κ′ = kBT/ ⟨x
2⟩ of 77%. The data shown in Figure 3.4 were
collected with the high speed camera running at 1 kHz. The exposure time
was close to 1ms, and this finite exposure time acted as an antialiasing filter.
The deviation from the Lorentzian curve at high frequencies arises from the
noise floor of the camera system, however its contribution to ⟨x2⟩ is extremely
small.
The results in Figure 3.4 are for a single particle, and could be reproduced
with other techniques such as AODs. The advantage of holographic optical
tweezers is that we can easily extend this to multiple particles, and to that end
Figure 3.5 shows three trapped beads and histograms of their displacements
from the trap centres (x and y). The variance of their position distributions
was reduced by 47% on average when position-clamping was turned on. This
demonstrates the unique ability of holographic optical tweezers and camera-
based position measurement to perform feedback on multiple optical traps.
The power spectra are also shown in Figure 3.5(c), for no feedback and for
the optimal gain G = 1.7. These power spectra are very similar to those
shown in Figure 3.4, for a single particle. This is in spite of the fact that
the larger region of interest necessitated a slower frame rate for the camera
of 460Hz (c.f. 1 kHz). This shows the slower frame rate does not affect
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Figure 3.4: (a) Experimentally measured power spectra (points) and the-
oretical curves (lines) from (3.6) for a 5µm bead in a trap with stiffness
κ ≈ 2.1µNm−1. (b) The variance of the particle’s displacement as a function
of feedback gain, with experimental data as points and the theoretical curve
as a line. Model parameters and experimental data are the same for both
plots.
the system’s performance, only the range over which power spectra can be
plotted. The resonance at approximately 100Hz is most likely mechanical
in origin, though it is also possible that mains frequency fluctuations in the
illumination intensity play a role. The height of the resonant peak was similar
for both the G = 0 and G = 1.7 cases, and it accounted for less than 5% of the
variance in each measurement. Filtering out the resonance gives a slightly
greater improvement (by a few percent) in ⟨x2⟩. Other configurations of
beads, such as a line, were also used and similar results were obtained.
Using stereomicroscopy to determine the bead’s axial position, it is possi-
ble to increase the effective axial stiffness by a factor of more than three. This
is better performance than we obtain in x and y, which is in part attributable
to the lower open loop trap stiffness in z. The power spectral density of the
bead’s open loop position fluctuations follows a Lorentzian shape with a knee
frequency which is proportional to trap stiffness [105]. Thus, in z (where the
trap is weaker and hence the knee frequency is lower), more of the bead’s
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Figure 3.5: Three 5µm beads in optical traps (a), along with a histogram of
the position distributions (b) and the power spectra of their motion (c) with
and without feedback. The variances with and without clamping, and the
percentage decrease in ⟨x2⟩ and ⟨y2⟩ are shown in the legend.
motion is due to low frequency fluctuations which fall within the bandwidth
of the feedback system. With position clamping enabled, the ratio of axial
to lateral stiffness was improved from 1 : 2.9 to 1 : 1.1 The in-plane stiffness
was also increased as shown in Figure 3.6. The increase in lateral stiffness is
much less than that obtained with AODs, however the improvement we see
agrees with the theoretical prediction given the bandwidth of the system.
3.5 Discussion
The ability to effect high-speed control over the position of the trapping laser
focus makes HOT a much more responsive tool for manipulation. Calculating
the holograms required to steer and multiplex the laser beam is no longer the
limiting step in such a system; the slowest link in the chain is now the SLM.
While the liquid crystal response time is a significant limitation, the speed
with which we can transfer holograms to the SLM from the graphics card
is also a potential bottleneck. Custom PCI Express interfaces can be used
to sidestep graphics card limitations, at the expense of requiring much more
data transfer inside the computer; Boulder Nonlinear Systems supply such an
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Figure 3.6: Scatterplots of a 5µm silica bead’s position fluctuations with
and without position clamping, showing (x, y, z) stiffnesses for both cases.
Histograms of x and z motion are shown on the graphs as lines on the bottom
and right edges of the graphs.
interface capable of uploading holograms at just over 2 kHz. Operating SLMs
at very high refresh rates, such that the update interval is less than the crystal
response time, would seem to be pointless. However, this would allow the
use of transient holograms that could “overdrive” the liquid crystal and make
it respond faster, a technique which is already used in LCD monitors and
televisions. As computer technology continues to develop, there is no doubt
that hologram generation and transmission rates will increase. Liquid crystal
technology is also continually getting faster, which may one day allow SLMs
to attain speeds similar to those of AODs. It is also possible to deliberately
sacrifice diffraction efficiency for speed, either by using a liquid crystal layer
that is too thin (i.e. cannot produce a full wavelength of retardation) or
by using a different type of crystal. Ferroelectric liquid crystals typically
have response times of a few hundred microseconds, but they can usually
only apply a limited phase retardation, and are often restricted to binary
holograms by the requirement to DC balance the control voltage (this is
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necessary to avoid degradation of the crystal). It is also possible to improve
matters by taking time-dependence into account when calculating holograms,
for example Persson et al. developed a method to minimise the intensity
fluctuations seen when moving spots in HOT [52].
Closed-loop feedback has great promise for overcoming many of the lim-
itations of HOT technology, for example constraining a particle within an
approximately spherical volume despite the lower stiffness shown in the ax-
ial direction by an open-loop optical trap. While the latency in the system
presented here is still not low enough to reduce the Brownian fluctuations in
a stiff optical trap, it can make significant contributions when working with
larger objects such as multi-part tools. This is borne out in Chapter 6 with
10µm beads in a counterpropagating geometry. There, I attained an increase
in the axial stiffness of more than three orders of magnitude, when using the
system at its maximum laser power (i.e. highest attainable open-loop stiff-
ness). When using optically controlled tools, it is sometimes desirable to
shape the properties of each individual trap, or of the whole trapping sys-
tem, to tailor the way in which a tool interacts with the sample. Closed loop
control allows much of this work to be done in software, which is easy to
change, rather than by optimising the optical system each time.
Acknowledgements
The initial, 2D implementation of this system was done jointly by Dr. Daryl
Preece (then a PhD student in the Optics group) and I. Daryl’s contribution
was the camera and particle tracking subsystem, and the control logic in Lab-
VIEW was jointly written between us. My responsibility was the OpenGL
hologram generation, and interfacing to the prototype Boulder Nonlinear
Systems spatial light modulator. The subsequent 3D implementation of the
system is entirely my own work.
Chapter 4
Aberration correction
One of the great advantages of SLM technology is the freedom to create arbi-
trary phase structures. This means that we are not limited to beam steering,
but we can use the SLM to improve the performance of our optical system
by cancelling out aberrations due to imperfections in the optical elements
or their alignment. Indeed, we can use the SLM to synthesise a wavefront
sensor which allows us to determine the phase pattern that will cancel out
said aberrations, as described in this chapter.
Shack-Hartmann wavefront sensors were inspired by a method for aligning
and optimising telescopes [144], where an array of holes was inserted into
the pupil plane and the distortion of this array revealed aberrations in the
telescope. Modern Shack-Hartmann sensors employ an array of lenslets to
focus a collimated beam into an array of spots. The displacement of each spot
is proportional to the tilt of the wavefront at that point, and the resultant
tilt information can be integrated to recover phase information. Wavefront
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sensors are also used in microscopy and opthalmology [145–147] to improve
imaging in conjunction with adaptive optic elements, particularly deep in
the sample [148]. The lenslet arrays employed by Shack-Hartmann sensors
have been used to create arrays of optical tweezers [149]. Conversely, the
SLM found in a holographic optical tweezers system can be used as a Shack-
Hartmann wavefront sensor, as described in this chapter [74].
Considerable attention has been paid to the estimation and correction
of aberration in SLM-based optical systems, as diffraction limited perfor-
mance is particularly important when trapping small particles or creating
sophisticated optical landscapes. Methods include adding manually adjusted
superpositions of Zernike polynomials to the hologram [72], interfering subdo-
mains of the SLM with undiffracted light [73,150], and iteratively optimising
a Laguerre-Gauss doughnut mode [151]. Discrete Shack-Hartmann sensors
have also been used to estimate the wavefront distortion in HOT [152]. In
HOT, the SLM is generally imaged onto the back aperture of a microscope
objective, such that a plane wave from the SLM is focused to a point in the
sample.
In order to recover the wavefront shape, the SLM is segmented into an ar-
ray of circular apertures, each of which displays a different blazed diffraction
grating. Each aperture is then focused by the Fourier transform lens into one
spot in the array as shown in Figure 4.1. Each spot is from a different part
of the SLM. By observing the distortion of this array, we are able to estimate
the tilt of each region on the SLM. The tilt information can then be used to
estimate a phase map of the aberration that is subtract from the hologram
to correct the wavefront. The displacement of the spots is relatively large,
allowing some analysis of the image by eye. Automated analysis simply re-
quires tracking the spots, so a correction hologram can be estimated from a
single image of the spot array.
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Figure 4.1: Schematic of the SLM-based Shack-Hartmann sensor showing the
reference array and the Shack-Hartmann wavefront sensor. The displacement
of the spots between the two patterns can be used to recover the wavefront.
Relay optics have been omitted for clarity.
4.1 Hologram Design
Using the “Red Tweezers” control software, incorporating the fast hologram
generation described in Chapter 3 [153], I construct a hologram consisting of
an array of apertures. Each circular aperture contains a blazed diffraction
grating of different pitch, such that each grating focuses to a different point
in the focal plane, shown in Figure 4.1. The hologram does not have curva-
ture and so is not a lenslet array as used in the “Adaptive Shack-Hartmann
Sensor” [154, 155]. Instead, it uses the objective lens to focus the light and
simply displaces the focal spots from each of the apertures, similar to the
displacement of images for the scene-based adaptive optics method in [156].
The correction can thus be performed in situ, without modifying a standard
HOT set-up. Each spot in this array has a reduced Numerical Aperture
(NA), as it comes from a different part of the back aperture. Previous work
has used an SLM in a different plane, such that each spot comes from a
different part of the SLM but still fills the whole back aperture [157].
It is also possible to create an array of spots where each spot comes
from the whole SLM [45] as shown in the “reference” array in Figure 4.1.
In this case, smooth aberrations will primarily affect the shape of the spots
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Figure 4.2: The optical system used in the experiment.
and not the geometry of the array. This provides a very simple way of
generating a reference image, and greatly simplifies the set-up of this system.
Taking the displacement of each spot in the Shack-Hartmann array from its
corresponding spot in the reference image removes artefacts resulting from
inaccuracies in the placement of the regions of interest on the camera, etc.
4.2 Optical System
The experiment was performed in the holographic optical tweezers system
shown in Figure 4.2. To image the sample plane, the microscope slide was
replaced with a mirror. For some experiments, additional aberration was
introduced by using an aberrated SLM as a mirror. The aberrated SLM was
switched off and placed just after the beam expander, replacing a mirror.
This “aberrated mirror” introduced around three wavelengths (peak to peak)
of aberration, which is not unreasonably high for an SLM [158]. As the beam
was collimated by adjusting the beam expander, defocus would have been
removed, leaving astigmatism as the predominant aberration [159].
It was also possible to image the reflection of the array from the coverglass-
water interface in a sample, however the reflection of spots from different
parts of the array was not uniform. This is due to the Fresnel reflection
coefficient varying as a function of incident angle and polarisation, and was
improved by the use of circularly polarised light. The reflection was also
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Figure 4.3: Images of the Shack-Hartmann array reflected from a coverglass-
air interface.
relatively faint as the refractive index difference of a glass-water interface
is less than 0.2. To improve this without sacrificing experimental conve-
nience, an empty sample cell was used, replacing the glass-water interface
with a glass-air one, which greatly increased the brightness of the reflected
image. This also ensured that aberrations due to the coverslip were present.
While it should not be significant when using an index-matched oil immersion
objective, the coverslip introduces spherical aberration in water immersion
objectives and it is thus important to include it when making corrections.
The array of spots was quantitatively analysed using LabView and Na-
tional Instruments’ Vision library. An image of the sample was split into
an array of sub-images matching the array of spots. For each sub-image,
a threshold function was applied and the centre of mass of the spot calcu-
lated. To cope with varying brightnesses of the spots, the threshold for each
sub-image was scaled by the maximum brightness in that region. The spot
displacements were then analysed by fitting a linear combination of the first
15 Zernike polynomials to recover a phase map of the aberration. This re-
covered phase map was then subtracted from the hologram on the SLM to
correct for aberration.
4.3 Results
Arrays of spots were projected into the sample using the SLM as described.
Some images of the Shack-Hartmann array are shown in Figure 4.3. This
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Figure 4.4: Images of the Shack-Hartmann array when a helical phase term
is added to the SLM. The green line is at the same angle in each image,
as a reference for the distortion of the array. The spots “twist” around the
central spot as helical phase is added to the SLM, with the optical singularity
at the centre of the SLM showing up as a distortion of the central spot into
an annulus.
also shows distortion of the array by misalignment of the hologram with the
back aperture and by the presence of astigmatism. The array can therefore
be used as a tool for aligning the system even without automated analysis.
To illustrate the sensitivity of the technique, Figure 4.4 shows images taken
with helical phase added to the SLM. Even for an additional shift of one
wavelength around the SLM, distortion of the array is visible by eye.
The system was initially corrected for aberrations arising from the beam
expander and SLM (the aberrated mirror was not used). This correction
was performed with the spot pattern reflected from both a mirror and a
coverslip, and the results are shown in Figure 4.5. There are some differences
in the Zernike coefficients obtained when using the mirror and the coverslip,
however the correction hologram generated using the mirror still leads to a
marked improvement in the spot size on the coverslip. The largest aberration
term is astigmatism, as has previously been reported [72, 159]. The RMS
deviation from flatness was about 0.35λ, and the RMS difference between
the two holograms was 0.12λ.
An aberrated mirror before the SLM was then used to degrade the beam
quality in the system, and the Shack-Hartmann sensor was employed to cor-
rect the resultant, larger aberrations. Figure 4.6 shows images of the focal
spot as a mirror is scanned through the focus, demonstrating the much im-
CHAPTER 4. ABERRATION CORRECTION 70
Figure 4.5: Images of the focal spot before and after correction. All images
are reflections from a coverglass-air interface. Also shown are the Zernike
coefficients recovered by the two corrections, in wavelengths peak-peak.
proved point spread function, along with the phase map of the recovered
aberration. To further verify the improvement in beam quality, I used the
system to trap 800 nm silica beads. Figure 4.7 shows scatterplots of a beads
motion over 15 seconds in traps with and without the correction applied.
The bead was tracked using the stereomicroscope described in Chapter 2.
The trap strengths in x, y and z as estimated from the position fluctua-
tions were increased by a factor of more than four, from 0.95, 3.1, 0.33 to
11, 11, 1.4µNm−1. This is much greater than that seen in [72] but is sig-
nificantly less than that estimated in [152] (for a larger aberration than we
see here). The aberration (about 3 wavelengths, dominated by astigma-
tism) was typical for a HOT system. This experiment was repeated with
2µm beads and a much less dramatic improvement was observed, due to
the larger beads decreased sensitivity to spot shape. However, when using
Laguerre-Gauss modes to trap the 2µm bead [14], the system did benefit
from the correction.
Quantitative measurement of the sensitivity and range of this method is
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Figure 4.6: Point spread function before and after correction.
Laguerre-Gauss 0,1 modes are also shown, as a sensitive indi-
cator of aberrations. Zernike coefficients for the correction are
(−0.91, 1.52, 0.55, 0.26,−0.46,−0.22,−0.01,−0.02, 0.05,−0.04,−0.13),
for the modes given in Figure 4.5.
Figure 4.7: Scatterplots of an 800nm silica bead trapped in the laser focus
with and without the correction applied.
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Figure 4.8: Recovered Zernike coefficients when individual Zernike modes
are deliberately added to the system, and signal-to-noise ratio for different
severities of aberration. The right hand plot shows the aberration measured
when a small amount of each Zernike mode is added to the hologram. This
was repeated for different amplitudes of distortion, and the resultant signal
to noise ratio is plotted on the left. The smallest distortions that can be
detected are around 0.01 wavelengths peak to peak, and the sensor starts to
fail for aberrations that are more than about 5 wavelengths peak to peak.
Mode numbers are the same as Figure 4.5.
possible by looking at known aberrations. The different Zernike modes used
in correction were displayed on the SLM in addition to the Shack-Hartmann
hologram, and the resultant wavefront was measured. This should give a
response where all coefficients are zero except the one displayed on the SLM,
so the ratio of the displayed mode to the background modes indicates how
well the sensor is performing. This is shown for each of the 12 modes used
in Figure 4.8. By plotting the signal-to-noise ratio (SNR) against aberra-
tion strength, we can determine the smallest detectable aberration. This is
a few hundredths of a wavelength peak-peak, however imperfections in the
mirror or imaging lenses will introduce systematic errors not detectable by
this method. Aberrations of around 10 wavelengths peak-peak could be mea-
sured, after which the spots deviated from their assigned regions of interest.
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4.4 Discussion
In this chapter, I have demonstrated the use of a Spatial Light Modulator
as a Shack-Hartmann type wavefront sensor. The same SLM is also used to
correct the wavefront in a closed-loop adaptive optics system. The advantage
of this technique compared to other methods lies primarily in its ease of use
and robustness; two images (sensor and reference) are sufficient to estimate
errors in the system, with only one scaling factor remaining to be determined
(the scaling between spot displacement and wavefront tilt). This is simple
to determine experimentally, or can be calculated with geometric optics.
The optical system is the same as that usually found in holographic optical
tweeers.
Diffraction places the most restrictive limit on this technique; the size of
each spots in the array is inversely proportional to the size of the aperture
corresponding to that spot. To access higher spatial frequencies, more sub-
apertures are needed, corresponding to smaller apertures and larger spots.
The spots must be separated from each other on the camera, which places
an upper bound on the number of apertures that can be used. This in turn
limits the maximum spatial frequencies which can be detected and corrected
for. Focusing through turbid media, which has been achieved using interfer-
ometric techniques [73,150] is therefore not feasible with a Shack-Hartmann
sensor. However, the system is much faster than the interferometric tech-
niques, and is robust in the presence of large but smooth aberrations, mean-
ing it succeeds in cases where the iterative approach of Jesacher et al. [151]
would not converge.
Projecting the spot pattern onto a mirror (or other reflecting surface)
in the image plane is a very convenient method, however it is sensitive to
aberrations in the mirror, and aberrations between the mirror and the cam-
era can affect the wavefront recovered. As the area occupied by the spot
pattern is only a few tens of microns, I would not expect flatness to pose a
major problem. However, the double-pass through the objective means that
aberrations relating to the objective (and other imaging optics) may not
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be estimated correctly. This could be circumvented by using a fluorescent
sample, such that the light returning through the objective was diffuse. A
fluorescent sample would also allow the measurement of spherical aberration
(and other aberrations) due to immersion media, etc. which are currently
not detectable as the reflection is from a plane in front of the sample.
Aberrations as small as a few hundredths of a wavelength are detectable
by this method, though drift and systematic error from the imaging optics
mean this should be regarded as a lower bound. The difference between
the corrections estimated looking at reflections from a coverslip and from
a mirror was about 0.12λ RMS, which gives an idea of the accuracy ob-
tained in practice. The maximum aberration measurable is currently limited
by displacement of the spots beyond their regions of interest on the cam-
era. Reducing the number of spots [155] or using a more sophisticated spot
tracking algorithm [160] would extend the range even further than the ten
wavelengths reported here.
Computer analysis of the spot pattern is not the only way in which this
technique can be used; looking at the intensity of the spots allows us to
determine the intensity distribution on the SLM, or to pinpoint any clipping
of the beam which is occurring. It allows for very simple alignment of the
expanded laser beam onto the SLM, and of the imaging optics to relay the
SLM onto the back aperture of the microscope objective. This is, in part,
because the intensity of the spots is directly proportional to the illumination
intensity at each aperture on the SLM. Thus, the intensity profile of the
beam illuminating the SLM can be estimated, which is useful when designing
holograms with the Gerchberg-Saxton algorithm [46]. This also makes it
obvious when clipping of the beam has occurred, as spots are missing from
the array. Carefully aligning the optics before correcting for aberrations helps
to maximise the performance of the system. The Shack-Hartmann holograms
in this chapter aid both alignment and correction, making them a useful tool
for setting up and maintaining HOT systems.
Chapter 5
Trap shaping
Typically, each trap is formed as a diffraction-limited spot in the sample
plane, as the microscope objective’s back aperture is completely illuminated
with a Gaussian or flat-top beam. However, by changing the illumination
profile, we would expect to be able to alter the stiffness in the lateral and
axial directions. Shaping the potential of an optical trap can lead to more
effective sensors, for example one might use a trap which is weak along the
measurement direction but strong in other directions to make a measurement
of small forces, without the bead moving too far from the measurement axis.
Tailoring trap stiffness, both optically (as set out in this chapter [15]) and
through active servocontrol like that discussed in Chapter 3, is also important
when working with multi-part tools. In this case, the Brownian motion of the
tip (i.e. the part of the tool which interacts with the sample) can be optimised
by shaping the potential experienced by each of its trapping handles.
This was first discussed by Ashkin in the context of a ray optical model
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[12], where he noted that rays from the edges of the microscope aperture
contribute more to the trap’s axial stiffness (and less to its radial stiffness)
than those in the centre. This means that a flat-top beam has a higher
axial stiffness than a Gaussian beam of the same power, and that decreas-
ing the numerical aperture (i.e. using only the centre of the back aper-
ture) decreases the axial stiffness relative to the lateral stiffness. The use
of Laguerre-Gaussian beams to enhance axial stiffness agrees with this ray-
optical model [14], however more general control is possible by controlling
the radial intensity profile at the back aperture.
Control over the optical field used to generate a trap could also make
difficult-to-trap objects easier to trap, for example objects which experience a
large scattering force. By removing light from the centre of the back aperture
of the system, we decrease the on-axis component of the light’s momentum
(light propagating at an angle to the optical axis, i.e. from the edges of the
back aperture, has a smaller component of its momentum along the optical
axis). This in turn means that light absorbed or scattered isotropically from
the particle (which has zero net momentum, and hence usually accelerates
the particle along the beam axis) will exert less force. As rays at the centre
of the back aperture contribute little to the axial stiffness, an annular beam
could enable stable axial trapping of small, high-index particles, possibly
including metallic nanoparticles.
5.1 Axial and lateral stiffness
The Point Spread Function (PSF) of even a high-NA objective lens is longer
axially than it is wide. This results in a lower trap stiffness in the axial
direction, as seen in Chapter 1. Different parts of the back aperture of
the objective correspond to rays entering the focus from different directions,
which we expect will contribute differently to the stiffness of the optical trap
[12]. I have measured this using the SLM to synthesize different apertures
in the back focal plane (by redirecting some of the light to the zero-order
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Figure 5.1: Placing different apertures in the back focal plane of the mi-
croscope objective can change the trap properties. Here we consider (a) no
aperture, (b) a circular aperture that reduces the effective NA and (c) an
annular aperture that blocks the centre of the back aperture. (d) As the
SLM modulates phase and not amplitude, unwanted light is redirected to
another point, rather than absorbed by the SLM.
undiffracted spot, effectively modulating the amplitude of the light reflected
from the SLM [161,162]). The apertures used here are either simple circular
apertures (which effectively reduce the NA of the trap) or annular apertures,
which block out the central region as shown in Figure 5.1.
It is possible to use non-axisymmetric intensity patterns in the Fourier
plane to produce optical traps with extended shapes, such as line traps [59]
(line traps result from modulation of the back aperture with a function like
sinc(klx), where kl sets the length of the line). By varying the phase gradient
along the line, it is possible to set the scattering force, for example to push
beads along a line trap. For long line traps like those used in [60], even small
intensity fluctuations from imperfections in the system can prevent beads
travelling along at a uniform rate, however short line traps could function
as constant-force springs (in contrast to the usual Hookean springs found in
optical tweezers). This could be useful when working with micro-tools where
one might need to maintain a constant force against a sample.
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Figure 5.2: (a) Stiffness of an optical trap for a 5µm silica bead created with
various apertures at the back focal plane of the microscope objective. The
values of stiffness are per unit power in the trap. On the left of the dotted
line, an aperture is placed on the SLM to reduce the effective NA, and on
the right a centre stop is used to block the centre of the beam. The radii of
both are displayed on the top axis, as fractions of the back aperture of the
microscope objective (i.e. the dotted line corresponds to no aperture). (b)
The same stiffnesses for fixed illumination power. (c) Mean position of the
bead when trapped with each aperture.
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Figure 5.3: Stiffness of an optical trap with various apertures, for (a) a 2µm
silica particle, (b) a 3µm silica particle, (c) a 5µm polystyrene particle.
5.2 Experimental results
For each particle, a progression of apertures was used. The results presented
here are all for axisymmetric apertures, so we expect the variation to be be-
tween the axial and lateral stiffness. First, simple circular apertures starting
at low NA and working up to full NA were applied. Secondly, the stiffness
from rays near the edge of the back aperture was probed with annular aper-
tures blocking out a small section in the middle of the beam, which was
gradually expanded until the particle was lost. These apertures are shown
on the horizontal axis in Figure 5.2. For each aperture, the equipartition
theorem applied to the particle’s position fluctuations allows us to estimate
stiffness as κx = kbT/ ⟨x
2⟩. This was measured over intervals of 1.5 seconds
and averaged over 10-20 intervals. The resultant stiffnesses in x, y and z are
plotted in Figure 5.2. Data shown here has been normalised by the power in
the optical trap, so the curve represents stiffness per unit optical power in
the trap (an un-normalised plot is shown in Figure 5.2(b)).
This procedure was repeated for beads with a number of different sizes
and materials. Figure 5.3 shows results for 2µm and 3µm diameter silica
beads and for 5µm polystyrene, where the same trends are visible. For the
low-NA traps (left side of the graph), the axial stiffness is much lower than the
radial stiffness. In this regime, the scattering force becomes more prominent,
resulting in a shift of the equilibrium trapping position to further behind the
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Figure 5.4: Position histograms for three beads trapped with different aper-
tures, showing different axial stiffnesses.
focus. When ring-shaped traps are used, the axial stiffness starts to approach
the radial stiffness. The scattering force has a smaller influence here relative
to the gradient force, resulting in the bead’s equilibrium position being closer
to the focus. This effect can be seen in Figure 5.2(c).
It is possible to create multiple traps with different apertures, as shown
in Figure 5.4, where three beads are trapped with different axial stiffness. If
the trap configuration includes some traps with high axial stiffness and some
with low axial stiffness, it is possible to make use of the whole back aperture
and create the traps with high optical efficiency.
5.3 Discussion
By controlling the intensity distribution at the back aperture, the axial stiff-
ness can be varied from nearly 0 to almost the same as the radial stiff-
ness. This can be applied to the use of optically controlled tools and probes
[75, 114, 118], for example if a one-dimensional force measurement is to be
made, the trap could be made less stiff along the direction of force measure-
ment. Similarly, when axial force must be applied to an object, a shaped
trap would allow this to be done with less light used per unit force required.
Compared to the active feedback in Chapter 3, it is important to note that
an optically shaped trap does not involve rapidly updating the SLM. While
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Figure 5.5: An optically trapped paddle wheel, fabricated by two photon
polymerisation and driven using the scattering force [135]. This could be
driven very effectively using shaped optical traps, some with high axial stiff-
ness and some with very low axial stiffness. Photomicrograph courtesy of
Asavei et al. [166]
optical trap shaping cannot reproduce all the capabilities of active control,
it is inherently free from noise and resonances introduced by an imperfect
control loop. This is advantageous in situations where it is important not to
add energy to the system, and also removes the requirement for a high speed
SLM.
Traps with a small effective NA have a larger scattering force relative to
the axial stiffness, which is weak due to the extended axial PSF. This is a
property shared by Bessel beams [163], recently exploited to hold beads just
above a surface for UV nanopatterning [164]. Using an SLM to shape the
trap means that we can alter the characteristics of a trap dynamically and we
are able to have multiple traps, each with a different shape. When using light
to power micro-machines, for example [135,165,166], it can be advantageous
to have some traps with high axial stiffness and some which are dominated
by the scattering force (i.e. very low axial stiffness). If both shapes of trap
are required, this can be done with very good efficiency. In particular, the
work in [166] used an out-of-focus trap to push the blades of a paddle wheel
(micrograph in Figure 5.5) with the scattering force, without trapping the
blades. By using one or more low-NA optical traps, it would be possible to
do this with better efficiency, while having a higher axial stiffness in the two
optical traps holding the spherical “handles” on the structure, as shown in
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Figure 5.5.
It is also worth noting that laser power affects the equilibrium axial po-
sition of a particle. Optical forces scale with the power of the trapping laser,
while other forces (such as the particle’s weight) remain constant. This can
be seen in Figure 5.2(c) where the particle“sags” in the trap at the extremes
of the graph, where the apertures are small and thus only a small amount
of the available optical power is sent to the trap. This effect suggests that
it could be possible to use an optical trap to weigh trapped particles, which
will have masses in the region of 10−15 kg.
Optical traps having a shape other than a simple focused spot are very
difficult to generate in a controlled way using any method other than HOT.
Using an SLM gives an unprecedented degree of control over the wavefront,
which allows us not only to correct the wavefront and regain the optimal
focus (as in Chapter 4), but also to deliberately change the structure of the
optical trap [167]. This is another tool available to HOT, which can easily
be added without modifying any optics, and indeed can be different for each
trap in a multi-trap configuration. Such tailored optical potentials should
prove themselves very useful when working with extended objects that have
multiple trapping points.
Chapter 6
Counterpropagating
holographic traps
In its usual form, a holographic optical tweezers system uses a high-NA micro-
scope objective to generate an intensity maximum which is tightly localised
in three dimensions. This traps objects axially because the “gradient force”
is high enough to overcome the “scattering force”. However, two counter-
propagating, diverging beams can also trap particles, and this chapter shows
how the high speed control methods of Chapter 3 can increase the stiffness of
such a trap by several orders of magnitude. This makes the residual Brownian
motion comparable to that in a single-beam trap.
Dual beam traps predated the single beam gradient force trap by more
than a decade [1]. They have since been implemented using opposing objec-
tive lenses [76, 168], fibres [77, 169], a mirror behind the sample [79, 80, 170]
or even optical phase conjugation [171]. In dual beam traps, the scattering
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Figure 6.1: Schematic of the trapping and imaging system. The laser is split
into two beams with the SLM, one of which is reflected by the mirror to form
a backward-propagating focus. A right angle turning prism provides a side
view, from which we can find the axial position of objects. N.B. this figure
is rotated by 90 degrees compared to Figure 6.2; the optical axis is vertical
in the experiment.
forces from the two beams cancel out when the particle is in the centre, and
act to push the particle back when it is displaced axially. This removes the
requirement for high numerical aperture, and enables the use of long work-
ing distance objectives and lower magnifications than are typically used for
single beam tweezers.
The use of lower magnification objectives also opens up the possibility of
manipulating larger objects [11] and of adding a side view to the system [172].
Both of these can use multiple objective lenses [1, 81], however it is also
possible to use a single objective with a modified sample cell. This is done
by placing a mirror behind the sample and creating focal spots in front of
and behind the mirror using an SLM [79,80]. The mirror then reflects one of
these to give two spots with opposite directions of propagation, as shown in
Figure 6.1, and these foci can form a counterpropagating optical trap. This
has been referred to as “macro-tweezers” [11] because of the much larger
objects which can be trapped, and the greater working volume afforded by a
low-magnification objective. By adding a prism at the side, we can use the
same objective to view the sample from two orthogonal directions [11].
Counterpropagating traps can achieve very high axial forces by turning off
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the upwards- or downwards-propagating beam. However, the axial stiffness
is usually very low and consequently Brownian motion causes the particle’s
axial position to vary by as much as several microns, precluding accurate
positioning or force measurement. This combination of low stiffness and
high maximum force makes the system an ideal candidate for closed loop
control. Applying the high speed control methods described in Chapter 3 to
the macro-tweezers geometry supresses a great deal of the particle’s Brownian
motion. The bandwidth of the control loop described in this chapter is an
order of magnitude higher than that previously reported using a GPC-based
system [81], resulting in much smaller residual motion and a greatly reduced
resonance.
Position clamping in single-beam gradient traps [3,138,139,173] requires a
bandwidth of many kHz to achieve a large suppression of residual Brownian
motion. However, the larger objects which can be trapped in the macro-
tweezers exhibit less high-frequency motion due to the greater viscous drag
forces they experience. More of their motion falls within the bandwidth of
the control loop, and consequently the SLM and camera can be used to sup-
press much more of their motion than when working with smaller objects.
Also, servocontrol of a single-beam trap does not increase the maximum force
available; this is still determined by the laser power and optical properties
of the particle. In contrast, actively controlling axial position in the coun-
terpropagating trap by changing the power in the upper and lower beams
allows much larger forces to be used than are found for any position of the
particle in the static trap.
6.1 Method
6.1.1 Optical System
Figure 6.2 shows the optical system, similar to that described in [15] but with
an Olympus 10×, 0.2NA objective, and a different focal length lens in front
of the SLM to fill the objective’s back aperture. A 300mW, 671 nm DPSS
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laser system (Roithner LaserTechnik) was used, and a corresponding band-
reflecting mirror was placed behind the sample. Two fibres, similar to those
in [15], were used to illuminate the sample from above and from the side.
The sample cell was prepared as in [79], with a square cross-sectioned cuvette
(VitroCells 8240) and a miniature right-angle prism (NT45-385, Edmund
Optics). An air gap underneath the cell ensured the focal planes for the
bottom and side views coincided approximately in the middle of the cell.
The fast SLM (Boulder Nonlinear Systems) runs at 203Hz, as detailed in
Chapter 3. A fast CMOS camera (Mikrotron EoSens 1362-CL) was used to
monitor the position of the bead from the two viewpoints which allowed re-
covery of its 3D position. Image acquisition and control logic were performed
in LabVIEW (National Instruments). Regions were defined on the camera
corresponding to bottom and side views, then smaller regions were extracted
around the trapped particles, which were tracked with a symmetry transform
implemented in C as used in Chapter 2. A CameraLink Full framegrabber
(National Instruments PCIe 1433) provided sufficient bandwidth to run the
camera at 1 kHz with a field of view 1280× 512 pixels (1.6× 0.6mm) across.
6.1.2 Control Logic
Trapped objects can be moved in z either by axially shifting the two foci
or by adjusting the balance of power between the upper and lower beams,
keeping total power constant. The latter method allows large forces to be
exerted (by concentrating all the power in one or other beam), so we use this
to effect closed-loop control. Shifting the foci allows the equilibrium position
of the bead to be moved over a large axial range while keeping the foci
relatively close (thus maximising the lateral force), so we use this to position
the bead in open-loop mode. The foci are centred on the position set-point
in closed loop mode. Changing intensities can also change the equilibrium
position with fixed focal planes [81], however stable traps can only be formed
between the two foci, limiting either the axial range or the maximum lateral
force.
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Figure 6.2: The sample cell and optical system used to implement closed loop
control in the “macro-tweezers” geometry. Samples were held in a square
cuvette, with a mirror immediately above it. A right-angle turning prism
provided the side view, and an air gap was left directly underneath the sample
such that the side view and bottom view would both focus on the centre of
the cuvette when viewed through the same objective, from below.
A simple proportional controller is used to minimise the displacement of
the bead from the setpoint [54,139]. More precisely, the balance of power in
the two beams β = (P↑ − P↓)/Ptotal = az∆z where ∆z is displacement, az is
feedback gain and P↑, P↓ are the powers in the two beams. However, as the
force due to changing β is nearly independent of the particle’s position, the
controller is effectively integrated by the bead on timescales smaller than the
autocorrelation time, which is several seconds (z˙bead ∝ β and hence zbead ∝∫
β dt).
The control loop runs at 1 kHz, the speed of the camera. The SLM is
updated each time it refreshes, which occurs at the maximum frame rate
(203Hz). The system’s round trip latency is in the region of 10ms, which
means the servo loop becomes resonant at around 20Hz. This is a significant
limitation when working with small objects where there is significant Brow-
nian motion above this frequency, which cannot be compensated for with
servocontrol. However, the larger objects which can be trapped in counter-
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Figure 6.3: A scatterplot of the motion of a 10µm silica particle in the
trap with and without feedback (100 s of data at 1 kHz), along with power
spectra of the particle’s motion and corresponding stiffness values for different
feedback gains az in the axial direction.
propagating traps are more strongly damped by the surrounding fluid, and
consequently they exhibit less high-frequency motion. This means that a
greater proportion of their Brownian motion can be cancelled out.
6.2 Results
Using the system described above, a 10µm silica sphere was held in a trap,
and then servocontrol was activated laterally, axially, and in 3D. A scatterplot
of the bead’s motion in y and z is shown in Figure 6.3(a). Stiffness in x,
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y and z (as estimated using the equipartition formula, κz = kBT/ ⟨z
2⟩) was
increased from (0.14, 0.08, 0.004)µNm−1 to (1.9, 0.85, 1.3)µNm−1. A stiffness
of 1.5µNm−1 was reached when the particle was clamped only in z. As the
feedback gain is increased, the particle’s position fluctuations decrease—the
standard deviation of the position fluctuations in z was 1µm in open-loop
mode and 53 nm with feedback. Power spectra for axial motion are given in
Figure 6.3 as a function of gain, along with a plot of effective stiffness against
gain. The y axis is the long axis of the cuvette. The ends of the cuvette
were connected to small plastic hoses to simplify the process of loading a
sample. These hoses were clamped shut during measurements, but residual
fluid flow made the y direction more susceptible to mechanical interference.
This, combined with slight misalignments, may explain the lower stiffness in
y.
Active feedback not only reduces position fluctuations, it also improves
the speed and settling time when moving particles over longer distances.
Figure 6.4 shows particle tracks for a 10µm bead moved in a square wave
pattern in the axial direction. In open-loop mode, the axial position of the
two foci (separated by 20µm, chosen to maximise axial stiffness) were shifted
to move the trap centre to the position set-point. The axial stiffness is very
low, so the relaxation time of the trap was much longer than the few seconds
between flips. With closed-loop control, the bead quickly reached the set-
point. The response time of the bead was limited by the maximum speed
which could be reached by the particle, with all the power in one beam. This
is why the response is predominantly linear rather than exponential. The
amplitude of 20µm was the maximum possible without the bead being lost
from the trap in open-loop mode.
Holographic optical tweezers and camera-based position sensing make it
simple to extend closed-loop control to multiple particles: Figure 6.5 shows
three beads position-clamped in 3D. The stiffness of these traps was approx-
imately 0.7± 0.2µNm−1 in 3D. Weaker traps are to be expected relative to
the single-trap case as the same laser power is divided between three traps.
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Figure 6.4: Response of a 10µm bead to a square-wave control signal, with
and without feedback. Video online [82] or on enclosed disc.
Provided the regions of interest corresponding to each trap were distinct (i.e.
separation ≥ 20µm), crosstalk between traps was not observed.
6.3 Discussion
The use of closed loop control in a counterpropagating optical trap can sig-
nificantly increase both the effective stiffness of the trap and the maximum
axial force it can apply. The servocontrolled trap is stiff and stable when the
two foci are close together, which maximises the available lateral force (in the
open loop system one must compromise between axial stability when the foci
are well separated and maximum lateral force when they are close together).
This is important when manipulating particles over the comparatively large
distances, and hence high speeds, accessible using a low-magnification ob-
jective. This implementation uses a high-speed camera [97] and a fast SLM
with optimised hologram generation to increase the bandwidth of the system
by an order of magnitude compared to previous work [81]. Its bandwidth
is sufficient to increase the axial trap stiffness by a factor of 300, thereby
suppressing a significant portion of the particle’s position fluctuations due
to Brownian motion. Also, the ability to axially reposition the foci increases
the maximum force available to us compared to a fixed-focal-plane system
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Figure 6.5: Three 10µm beads simultaneously clamped in 3D, with scatter-
plots of their position. Stiffness values are shown below the image.
such as [76].
Having a side view allows very simple 3D tracking of particles for closed
loop control, and is a useful addition to existing techniques. Digital holo-
graphic microscopy can track objects in 3D [100,126], but requires demanding
image processing making it too slow for closed-loop control at present. It also
requires coherent light and often a high-NA objective. Similarly, stereoscopic
particle tracking [15,55,102,128] achieves high resolution only in conjunction
with high-NA optics. Looking from the side has been implemented before
using an additional objective [172], however the convenience of a modified
sample cell [11] is a significant advantage.
Holographic dual-beam traps are a useful addition to our toolkit for micro-
manipulation, as they extend the range of sizes and sample geometries that
are compatible with optical manipulation. The ability to work with large ob-
jects without sacrificing accuracy in position allows the use of larger optically
actuated tools [113, 117], which could prove simpler to manufacture. Larger
sample volumes also permit a wider range of specimens to be investigated,
and allow larger areas to be probed without having to shift the microscope
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stage. As objects are held between the foci rather than in a focus, the peak
intensity experienced by the trapped object is much less. Dual beam traps
are thus well suited to working with biological samples, and might prove use-
ful in work with motile micro-organisms, which require high powers to trap
effectively. Improving the axial confinement in such systems is important
for them to be useful, and this has lead to a combined acoustic and optical
trapping system being developed [174]. The work in this chapter, however,
provides a method which allows objects to be repositioned axially rather than
simply confined to a plane, and requires no equipment over and above the
SLM which is already in use.
Chapter 7
Interface technology
In the preceding chapters, I have documented many of the capabilities of
holographic optical tweezers. The technique affords a great deal of flexibility
in the way we interact with microscopic objects as it can deal with multiple
points of contact, in arbitrary 3D configurations, with force measurement in
real time. In a number of situations, the limiting step is not the experimental
hardware but the software interface used to control it. More specifically, the
primary way of interacting with optical traps is to use a mouse. A standard
mouse, however, only gives 2D control of a single point and offers no sensation
of force.
The interfaces described in this chapter addresses this limitation, by us-
ing a 3D force feedback joystick to restore the tactile feedback that is lost
when operating via a computer. Many current consumer devices, such as the
iPad, have a multi-touch interface that is a perfect match to the problem of
controlling many particles at once. I have taken advantage of this rich in-
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Figure 7.1: Scaling factors between the microworld and the macroworld (filled
arrows), and the distortion of dynamic parameters which follows by dimen-
sional analysis (hollow arrows).
terface technology to create an intuitive multi-touch control application for
holographic optical tweezers, building upon previous work using a custom
multi-touch table [175].
Increasing the degree of automation is another approach to realise the
full potential of parallel optical manipulation. Machine vision systems are
very effective at performing specific tasks, for example automated assembly
of microfabricated components [168, 176, 177]. This makes good use of the
capability to manipulate particles simultaneously (in their case using coun-
terpropagating optical traps). However, human control greatly speeds up
trying out new experiments and dealing with problems which the computer
has not encountered before.
7.1 Force feedback remote handling
Everyday tasks are possible thanks to our ability to see and touch. Neither
sense is sufficient on its own; touch supplies the fine force perception nec-
essary for delicate operations, while vision gives the necessary overview of
the task. Touch is also faster; we are able to resolve information at up to
1 kHz instead of 24Hz for vision [178]. This is important for macroscopic
tasks such as picking up a soft piece of fruit, and is equally relevant to tricky
operations on the micron scale where we must be careful to exert just the
right force. Force perception through the hand is much more intuitive than
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an indicator on a screen, and this is particularly important when interacting
with objects that cannot readily be seen in the microscope.
Most tweezers systems use a mouse or a standard joystick to control the
optical trap. Although more complex methods of position control have been
tried [175,179], force feedback has been relatively unexplored. Restoring the
sense of touch when using macroscopic robotic manipulators, termed “force
feedback remote handling”, has improved the operator’s dexterity in surgery
and nuclear energy applications. It has also been explored for non-contact
manipulation with magnetic levitation by Van West et al. [180]. Within
optical tweeers, haptic interfaces have been shown to help guide the user in
following a path [181] and avoiding collisions [182] by generating an artificial
force field to help guide the operator. This “haptic assistance” was shown to
assist the user in performing various tasks, though it does not allow the user
to feel the forces actually experienced by the particle.
Forces measured using a quadrant photodiode have been relayed to the
operator in optical tweezers by Arai et al. [183]. However, this system used
a piezoelectric nanopositioning stage to move the sample relative to a static
optical trap, meaning that the operator sees the background, rather than the
particle, moving. As well as being confusing for the operator, this technique
is very difficult to extend to multi-particle manipulation: indeed, the authors
have since implemented a holographic system building on the work described
in this chapter [184].
The technique of “force feedback remote handling” refers to the use of
2 robots, a “slave” and a “master”, in our case the optical tweezers and a
3 axis force feedback joystick (Novint Falcon) respectively. The information
passed between these two systems needs to be transformed, as forces and
displacements have very different magnitudes in everyday manipulation and
in the microscope (Figure 7.1). The relationship between master and slave
systems is known as the “coupling” (see Figure 7.2(a)). The work presented
here uses constant scaling factors, but more sophisticated schemes have been
tried to compensate for latencies or other quirks of the manipulation system
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Figure 7.2: (a) Schematic of the control system for force feedback in optical
tweezers. Duser and Dmicro are respectively the displacement of the user’s
hand and the position set point of the laser. Dbead−Dtrap is the deviation of
the bead from the trap centre and Vmicro is the mirror speed command. Fmicro
and Fuser are the estimated forces exerted on the object by the environment
and the force feedback to the user. (b) Response of the system to a motion
of the controller at a constant speed. The mirror lags behind the desired
trajectory by 200ms, and for a 5µm bead, the delay behind the trap is 50ms.
The two force curves match exactly, showing good transparency in force.
Microworld quantities have been scaled to macroworld units.
used [185]. In our case, force measurement in the optical tweezers system is
used to create the sensation of touch on the joystick.
Microscopic dynamics are very different from conventional macroworld
mechanics. On the metre scale, bulk forces like mass and inertia are the most
important effects. On the micron scale, optical forces, viscosity, adhesion
forces and Brownian motion are the predominant forces on trapped objects
[5, 6]. The differences between the scaling factors (shown in Figure 7.1) for
position and force cause distortion of the perception of the environment.
For example, stiffness and viscosity are perceived as stronger than they are
relative to displacements.
Because the dynamics of the two systems are different, there may be
stability problems: deviations between the systems will increase instead of
converging to zero, and the system will start to oscillate. This places limits
on the scaling factors we can use to amplify forces and reduce displacements.
As these scaling factors are necessarily large (to convert microns and pi-
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coNewtons to centimetres and Newtons), the system is extremely sensitive to
perturbations and delays, as discussed in more detail by Pacoret et al. [186].
This means that it is important to mimimise latencies in the control loop, as
well as measuring forces and moving the trap as quickly as possible. Energy
introduced to the system by coupling two actuators with such high scaling
factors must be dissipated for stable operation, and it is thus fortunate that
most optical tweezers experiments are performed in liquid media. As viscous
effects dominate inertial ones, the system is overdamped and viscous drag
dissipates much of the unwanted motion.
7.1.1 Experimental configuration
In the optical tweezers, a camera tracks the position of the trapped object [68,
187]. Initially, a motorised mirror was used to steer a single trap in 2D, and
a camera was located behind the trap steering mirror, such that the optical
trap was always centred in the field of view. In later work using holographic
tweezers, the position was measured using the stereoscopic system described
in Chapter 2. This also afforded the user depth perception, by relaying the
left and right images of the stereomicroscope to the operator’s eyes with a
stereo monitor (Zalman ZM-220W).
Forces measured on the trapped object were fed back as a force on the
operators hand by the motorised axes of the haptic interface. The position
of the joystick was scaled and used to control the position of the optical trap.
The spherical handle of the Novint Falcon joystick used here is appropriate for
working with microspheres, however other handles might be more appropriate
for working with differently shaped objects. For example, a sharp-tipped
probe might work well with a pen-shaped handle, which not only resembles
the probe but also provides access to the orientational degrees of freedom of
such a tool.
Figure Figure 7.3 shows a schematic representation of the experiment.
Trapping is achieved using a CW Ti:sapphire laser system (M2, SolsTiS)
which provides up to 1.3W at 830 nm, as described in [188]. This is steered
CHAPTER 7. INTERFACE TECHNOLOGY 98
Figure 7.3: The laser beam is steered by a computer-controlled mirror, pro-
viding one trap with a power of approximately 30mW. Camera 1 images
a 60µm wide area of the sample, while camera 2 takes high-speed images
centered on the optical trap for particle tracking and force measurement.
using a computer-controlled, micrometer driven mirror allowing us to position
the trap anywhere within the field of view. The tweezers are based around
an inverted microscope, where the same objective lens, 100x 1.3NA, (Zeiss,
Plan-Neofluor) is used to both focus the trapping beam and to image the
resulting motion of the particles.
Initially, two CMOS cameras were used to view the sample, with bright-
field illumination. One was in the traditional location (immediately after
the objective and tube lenses and therefore unaffected by the beam steering
optics), and provides a wide field of view to see the experiment (Prosilica
EC1280, camera 1). The other (Prosilica GC640M, camera 2) uses a reduced
region of interest to take high speed images. The position of camera 2 behind
the beam steering mirror (analogous to de-scanned detection in a confocal
microscope) means that the trap will always be in the centre of the camera,
and the workspace is limited only by the field of view of the microscope.
Thus, by measuring the deviation of the particle position from the centre
of the image, we can measure the force without knowing the position of the
trap exactly. This makes the force measurement insensitive to position error
and latency in the mirror control system. Positioning the camera behind
the steering optics makes force measurement simpler and faster, and permits
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Figure 7.4: (a) A bead is pushed along the edge of a silicon cube, maintaining
contact as it moves. The force acting on the bead is shown as arrows, at
130ms intervals. (b) Histogram showing the force applied to a wall as the
bead was moved along it, trying to maintain a constant force. The path
followed (line) and force on the bead (arrows) are shown in the insert. (c)
Frames from a video sequence showing a 5µm silica bead being inserted into
a crack in a piece of chrome. Video online [129] or on enclosed disc.
a larger workspace compared to a quadrant photodiode or a camera in the
traditional position. A bandwidth of order 1 kHz is required for smooth
perception of force, and this is reached by using a region of interest on the
second camera 50 pixels across. The limiting factor in the responsiveness of
this system is the steerable mirror. This approach was later improved by
Pacoret et al. [186], by replacing the micrometer-actuated mirror with one
mounted on a galvanometer, gaining orders of magnitude in the speed at
which the beam could be steered.
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7.1.2 Force feedback in 2D
Several tasks were performed using the mirror-based force-feedback system,
using a 5µm bead trapped with a stiffness of about 1µNm−1. The trap was
calibrated using the equipartition method described in Section 1.4.3. First,
we interacted with some silicon cubes, 100µm across. Figure 7.4(a) shows
the path taken by the bead and the force acting on it as it was pushed
around the corner of a cube. The system allowed intuitive perception of the
reaction force when the bead was in contact with the cube, and of the viscous
drag when it was moved through the water. Without feedback, this task is
difficult: the bead often escapes from the trap or encounters adhesion on the
corner. With force feedback, those problems are greatly reduced.
To demonstrate the improvement in dexterity due to haptic feedback,
we used a simple task: the bead was moved into contact with a cube then
pushed along the edge for 20µm, attempting to maintain a constant force.
This was performed ten times each with haptic feedback and with only visual
feedback, and we recorded the force applied against the cube every 100ms
during the task. Haptic feedback resulted in the bead escaping from the trap
less often; two attempts have been discarded due to failing the task with
only visual feedback. The remaining eight trials resulted in a total of 1600
data points each, which are shown in Figure 7.4(b). Haptic feedback enabled
better precision in maintaining a constant force during each repetition of the
task.
As an example of micromanipulation, 5µm beads were used to explore
the surfaces of pieces of chrome. Haptic feedback made it very clear when
contact had been made with the surface, and enabled precise control of the
force applied through the bead. One example was a chrome fragment with a
crack into which a bead could be inserted, shown in Figure 7.4(c). Locating
the entrance of the crack was made simpler by haptic feedback as the bead
could be felt slotting into place. Haptic feedback also made it possible to
apply just enough force to insert the bead, without applying any more than
was necessary. This is especially relevant to micromanipulaion to avoid ad-
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Figure 7.5: Left and right stereo images of a 5µm bead rolled up the surface
of an oil droplet. (right) The path of the probe bead as it traces out the
coverslip and oil droplet in the y-z plane. Video online [55] or on enclosed
disc.
hesion, and to microassembly, where the forces involved are often important
to position parts correctly.
7.1.3 Force feedback in 3D
By using the stereoscopic particle tracking described in Chapter 2 to measure
the displacement of the trapped bead from the centre of the trap, it is possible
to generate force data in real time. The CMOS camera was run at 400 frames
per second, with a region of interest 659 × 220 pixels in size. This enabled
particles to be tracked as they were moved around with HOT, and hence the
3D joystick could be used both to control the position of the particles in 3D
and to relay the measured forces to the user at 400Hz.
Brownian motion and drag forces could be perceived by the user in three
dimensions, as well as contact forces from the microscope coverglass, inac-
cessible to the 2D system as the force is only in z. Most importantly, the
system allowed perception of forces from objects “touched” with a trapped
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Figure 7.6: Measured force and position data as a 3µm silica bead was
pressed against the coverslip. We see (a) viscous drag as the particle is
moved down, (b) contact force as the bead is pushed against the coverslip,
(c) a force in the other direction as the bead is removed, and (d) viscous drag
as it is moved up.
bead, such as the oil droplet shown in Figure 7.5. The accompanying video
demonstrates that we can generate quantitative force and position data at the
same time as performing force-feedback micromanipulation in 3D. It opens
the way to interactively scanning 3D scenes with a bead [85,189] or even an
optically trapped tool [114,117].
Forces were measured using the camera and relayed to the joystick in a
control loop running at 400Hz, while the fast holographic control system of
Chapter 3 updated the SLM at 203Hz. The SLM had a response time of
around 3ms [54], making the system much more responsive than the previous,
mirror-based haptic interface.
It was possible, using the high-speed SLM, to activate closed-loop posi-
tion clamping (as described in Chapter 3) at the same time as interactively
manipulating particles. Figure 7.6 shows a 3µm silica bead being pressed
against the coverslip with and without position clamping. Initially, we see
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the Stokes drag force as the bead is moved towards the coverslip (labelled
‘a’ in Figure 7.6). This force is the same whether or not position clamping
is enabled, showing that the system estimates constant forces consistently.
As the coverslip is rigid, we assume the bead does not move once it has
made contact. The force-extension curve (labelled ‘b’) therefore represents
the apparent stiffness of the trap, which is increased by active feedback. The
enhanced drag force as the particle leaves the surface (‘c’) and as it makes
contact (between ‘a’ and ‘b’) is due in part to hydrodynamic interaction with
the coverslip [112,190].
Shorter-range effects such as electrostatic potentials and structured water
layers also affect the interaction between the bead and coverslip, for exam-
ple preventing the bead sticking to the coverslip [191, 192]. These forces are
also important in Figure 7.5, however as they are relatively short-range (a
few nanometres) the surfaces of the droplet and the coverslip can reasonably
be modelled as rigid and non-stick. Effects due to multiply-scattered light
between the bead and coverslip [90] are not apparent here due to the lower
trap stiffness used. All the forces in Figure 7.6 are calibrated by the equipar-
tition method [90], and the graph is plotted from 20000 data points taken at
400Hz.
At present, the force relayed to the user assumes an infinitely fast feed-
back system which results in exaggerated high-frequency forces, visible in
Figure 7.6 as increased noise. Modelling the system should allow us to cor-
rect for this effect, which is important if we are to take force measurements
in position-clamped mode [173].
7.2 Multi-touch micromanipulation
Apple’s multi-touch tablet computer has been the focus of much attention
since it was launched in early 2010, and it has encouraged further develop-
ment of the multi-touch interface technology used by the latest generation of
smartphones. This includes the idea of multi-touch gestures where the user
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Figure 7.7: The iTweezers interface as shown to the user. Video online [193]
or on enclosed disc.
can, for example, zoom in on an image by moving two fingers further apart.
The iPad provides a 10 inch colour screen with capacitive touch sensor, and
it is capable of processing up to 11 simultaneous touches and relaying them
to the active application. iTweezers, an application I have written for the
iPad, uses this multi-touch technology to control multiple particles in 3D.
7.2.1 Implementation
Images are streamed from the microscope and displayed on the iPad, over-
laid with markers representing optical traps as shown in Figure 7.7. Using
the JPEG compression available in the National Instruments Vision library,
we can stream up to 20 frames per second from the control PC to the iPad
over a wireless network (limited by available CPU power on the iPad—an
iPad 2 can reach 40Hz). Up to 11 optical traps can be simultaneously
dragged around, and they can be created and removed with a double-tap
on the screen. Double-tapping with multiple fingers creates multiple optical
traps simultaneously, which is very useful when trapping non-spherical ob-
jects [114]. The interface represents the axial position of optical traps by the
size of the ring-shaped markers. This leads naturally to the use of “pinch”
gestures, where stretching or squeezing a marker with two fingers moves the
corresponding particle up or down. All these functions are demonstrated in
the video (online).
The trap co-ordinates are synchronised over the wireless network with a
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desktop computer, which controls the SLM using the same LabVIEW soft-
ware used elsewhere in this thesis [153]. Trap positions can also be modified
on the computer and changes sent to the iPad, which allows the interface to
be switched on and off without losing the traps.
Translating the microscope stage from the iPad interface is achieved by
tilting the device. The accelerometer data is relayed to the control PC,
which then controls the stage (ASI MS-2000) via a serial link. Variable-
speed control is possible, and a dead zone is defined when the iPad is nearly
horizontal to avoid accidental drift of the stage.
To make it as responsive as possible, the interface runs as a native ap-
plication on the iPad, which allows the use of Apple’s gesture recognition
toolkit. This toolkit simplifies the implementation of multi-finger gestures
and ensures that particles are moved smoothly (fingers can be followed at up
to 200Hz), preserving continuity for each touch. Continuity and smoothness
are important to avoid dropping particles, and processing touches on the de-
vice also frees up resources on the control PC. Markers representing optical
traps are drawn on the iPad, so they follow the user’s fingers closely even
when the video image lags behind (by 200–500ms). This keeps the system
responsive, so latency in the video stream only shows up as particles lagging
behind the trap markers as they are moved and does not cause particles to be
lost from their traps. Video lag could be decreased (and frame rate increased)
by using a more sophisticated video streaming codec and further optimising
the network code, however there is relatively little to be gained from higher
video frame rates and even sophisticated streaming protocols often involve
significant latency.
7.2.2 Interactive hologram demo
When talking about holographic optical tweezers to non specialists, one of
the most frequently asked questions is what the holograms look like. To help
explain this, I have released an application which uses the iPad (or iPhone)
GPU to render these holograms as the backdrop to the trap markers (see
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Figure 7.8: Screenshots of the interface being used to generate holograms on
the iPad GPU, downloadable from the iTunes store as “iHologram”.
Figure 7.8) instead of the microscope image. This application is available
free of charge from the iTunes store, and does not require a tweezers system
to operate. Its main aim is to illustrate the key points of Fourier optics and
diffraction as used in a tweezers system, in an accessible way. It also functions
as a showcase for the multi-touch interface, and for the GPU technology
which is used to generate holograms at high speed (Chapter 3).
7.2.3 Further interface improvements
Controlling the positions of optical traps is the core purpose of the optical
tweezers interface, but not its only function. A number of instruments are
often connected to the tweezers control program, such as the microscope
stage, illumination, camera and laser controller. Replicating the controls in
selected LabVIEW programs on the iPad makes it possible to control these
items from the simple touch interface. I have implemented this function in a
virtual drawer which slides in and out as required, and requires little or no
modification to the program being controlled on the PC.
Another improvement to the interface is the integration of haptic feed-
back. While it is not possible to get the detailed 3D force information that
can be relayed through the joystick used earlier in this chapter, it is possi-
ble to provide useful information to the operator via audio and vibrotactile
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Figure 7.9: A task used to assess the effectiveness of vibrotactile feedback in
iTweezers. Users were asked to collect beads and move them through a maze
to the blue target area.
feedback. Lamont et al. [194] worked with me to extend iTweezers with a
“tactor” attached to the back of the iPad. Dynamically synthesised sounds
and vibrations give feedback proportional to the magnitude of the force act-
ing on the beads. This interface also indicates the strength of the traps when
the user starts to move them, and indicates when a particle has been lost
from a trap. These simple audio and tactile cues can be interpreted more
readily than the images on the iPad screen, especially as the trapped objects
can easily be obscured by the operator’s fingers. An experiment where users
were asked to perform tasks with and without feedback demonstrated that
the extra feedback improved their performance. To ensure consistency, this
experiment was performed using a simulation of the optical tweezers system,
which I built in to the application. Realistic images are generated on the
device, making the user experience very similar to that obtained using a real
tweezers system.
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7.3 Discussion
As optical tweezers are increasingly used by non-specialists, effective, in-
tuitive interfaces become ever more important. Force feedback is a very
powerful way of increasing the dexterity of someone using optical tweezers,
restoring the tactile sensation that allows our hands to perform delicate op-
erations in everyday life, such as picking up a soft fruit without crushing
it. Awareness of the forces involved is also extremely useful when exploring
surfaces with optically trapped probes, as maintaining contact with a surface
without dropping the probe is a difficult problem. While computer control
can implement constant-force scanning of objects, a human operator in the
control loop has much more scope to adapt to the object being probed, per-
haps modifying the motion of the probe based on the video image as well
as the measured force. This avoids situations where an automated scan fails
and must be restarted from scratch, as the operator is able to fix problems
as they occur.
One of the limitations of the current system is the trade-off between field
of view and speed. While the two-camera system overcomes this limitation
for a single particle, the stereo tracking uses a single camera for both the view
relayed to the user and the raw data for particle tracking. CMOS camera
technology is constantly increasing in speed and so this limit on measurement
bandwidth is being raised. However, a more elegant approach would be the
use of smart camera technology to move particle tracking into the camera
hardware [195, 196]. This means that image data need only be acquired at
standard video rates, while high-speed particle position information can be
obtained with low latency and minimal commitment of processing power from
the control computer. Pacoret et al. took an alternative approach to more
responsive manipulation–instead of replacing the mirror with an SLM, they
used a galvanometer-driven mirror. This gave a very responsive actuator
(galvanometers can respond faster than 1 kHz), and kept the fast second
camera. However, this approach does not scale to multiple particles and
consequently their research group is also active in the development of smart
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cameras [196].
The force feedback interface, particularly when combined with the stereo-
scopic vision system described in Chapter 2, is excellent for tasks requiring
the highest level of immersion in the experiment. However, often optical
tweezers are used in conjunction with other technologies (microfluidics, for
example), meaning that operation of a microscope or other equipment must
occur simultaneously with operation of the tweezers system. In this case, it
is imperative that the tweezers interface is extremely fast and simple to use,
and iTweezers has risen to this challenge in a number of experiments. The
iPad-based interface allows intuitive control of a holographic optical tweez-
ers system using a dedicated application on the iPad and the LabVIEW
application “Red Tweezers” running on a host PC. Multiple particles can be
simultaneously manipulated in 3D, overcoming a long-standing limitation of
mouse-based interfaces.
Wireless control means that the tweezers system can be operated from
outside the lab. Remote control can be useful for laser safety or contamina-
tion control reasons. It also allows the interface to be repositioned within the
lab, allowing real-time monitoring of the camera image as the laser is aligned
or the illumination is adjusted, without moving the control PC inside the
laser area. The interface is responsive and easy to use, so even inexperienced
users can trap particles, move them around and translate the microscope
stage. The iPad app is more effective than the mouse-based interface for
these tasks, and has a much shallower learning curve [194]. It is my hope
that, in the future, this interface technology will improve the usability and
uptake of optical tweezers by non-specialists.
iTweezers is now available as a free download from the iTunes store (in-
cluding the simulation for demo purposes), and has been used to control
experiments in a number of other research groups. I have also adapted it
for Kleindiek Nanotechnik GmbH to control their piezoelectric nanomanip-
ulators, used in electron microscopy. As multitouch interfaces become more
commonplace in consumer devices, applications like this have the potential
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to make scientific instruments easier and more intuitive to operate. This
realises the full potential of the instrumentation, and enables the scientists
operating it to focus on scientific problems rather than the limitations of
their equipment.
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Chapter 8
Conclusions
As science asks ever more questions on tiny length scales and engineering
is increasingly concerned with micro-structures, the need for robust, sim-
ple and precise micromanipulation is clear. The technologies described in
this dissertation have been designed and implemented with robustness and
simplicity, as well as functionality, in mind. One of the key advantages of
cameras over interferometric tracking is their ease of use, which is a crucial
factor in the uptake of a new technology by non-specialists. The convenience
and versatility of cameras and spatial light modulators have led to an in-
creasingly large community of users of holographic optical tweezers, despite
the higher bandwidths available with acousto-optic deflectors and quadrant
photodiodes.
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8.1 Stereoscopic tracking
Reliable, linear tracking of objects over a three dimensional volume is a
valuable tool for position and force measurement in optical tweezers. It also
has wider applications, for example in particle imaging velocimetry or other
microscopy techniques, where the ability to image and track in 3D can be
used without combining it with optical tweezers. Within optical tweezers, it
complements interferometric methods by providing a simple, easier to align
system which is independent of the laser. This last point is important, as
camera tracking measures the absolute position of objects in the sample cell,
rather than their displacement from the laser focus. In many situations,
for example when the laser is rapidly moved in closed loop control or when
trapped objects are used to map out a surface, this is a significant advantage,
though for static force measurements it can be useful to measure displacement
directly rather than estimating and subtracting the position of the laser.
Independence from the laser also means that holographic optical tweezers,
which create a complicated interference pattern in the back focal plane, can
be combined with camera tracking to give manipulation and measurement
of multiple particles. Quadrant photodiodes or position sensitive detectors
looking at transmitted laser light still attain higher bandwidths, however
camera-based tracking does perform fast enough to enable closed loop con-
trol. Camera technology is constantly improving; real time tracking at 10 kHz
is possible using modern cameras [97] and this upper limit is constantly in-
creasing. In this thesis, I have used stereoscopic particle tracking to demon-
strate the first closed loop control of optically trapped objects in 3D, and
it has also been used to effect the first servocontrol of optically actuated
microtools [118].
Working with non-spherical objects (such as micro-tools or even cells)
requires the relaxation of a number of assumptions, and implies that our
system must be robust to imperfections such as misshapen trapping handles
and non-orthogonal modes of motion. These problems create difficulties for
holographic microscopy and back focal plane interferometr
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Figure 8.1: The stereoscopic imaging system, packaged to fit a Zeiss in-
verted microscope (left), along with an improved, 3D printed mount to fit
the “Cube” tweezers system described later in this chapter (right).
robust tracking described in Chapter 2 maintains performance for imperfect
objects, allowing me to work with non-spherical probes and paving the way
for new probing and imaging techniques based around optically controlled
tools.
This technology has developed from initial experiments to a mature sys-
tem, transferred from my lab bench to collaborators’ laboratories in Bristol.
Figure 8.1 shows the system built by Graham Gibson and I, packaged to fit
a Zeiss inverted microscope using the standard add-on ports. I have contin-
ued to refine this system, most recently redesigning the fibre mount to take
advantage of 3D printing technology, which enables me to precisely place the
fibres at the correct angle. This eliminates the most difficult part of the align-
ment process and makes the stereo imaging system much more user-friendly,
as well as ensuring the best performance is reached.
During my PhD I have also worked with Elliot Scientific (St. Albans,
UK) to commercialise the 2D particle tracking software used in the Glasgow
Optics group, an important step towards this technology gaining wider use.
More generally, computer vision in microscopy has a great deal to offer the
physical and life sciences. Applications include following the transport of
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mitochondria through cells [197], monitoring cell signalling, and measuring
the deformation of optically “stretched” cells [77]. These examples are but
a few of those in the literature to date, and we have yet to realise the full
potential of computer vision in microscopy.
New modes of microscopy have the potential to give new insights into
physical, chemical and biological processes, and the use of Fourier filters in
microscopes is a mainstay of many forms of optical microscopy. For example,
dark-field, phase contrast and differential interference contrast (DIC) are all
techniques which can be implemented with a simple Fourier filter. More gen-
eral filters can be used to shape the point spread function of the microscope
in many ways. In effect, the stereomicroscope in Chapter 2 produces an X
shaped point spread function (in the x–z plane), but with a more compli-
cated filter it would also be possible to produce other shapes. A phase-only
filter implemented on an SLM in the same plane as the stereo filter has been
used to create a double helix point spread function [62,134], where the axial
position of objects shows up as a rotation of the two spots relative to each
other. Furhapter, Maurer and co-workers also used a spatial light modulator
to implement various forms of microscopy (both conventional imaging modes
and optimised ones with sophisticated filters) [61, 198]. Compared to these
patterns, Fourier filtering with two wedge prisms and apertures is a simple
technique, however this simplicity allows it to be robust and efficient. Avoid-
ing diffractive optics in the imaging path also removes the problems of low
diffraction efficiency and chromatic aberration, making it possible to image
at high speed with white light.
8.2 Fast control
Historically, one of the biggest criticisms of SLM-based systems is the slow
rate at which holograms can be updated. Recalculating the kinoform to
move the beam has always been a computationally intensive task that has
placed a limit of a few Hertz on the maximum refresh rate attainable with
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holographic tweezers. Using graphics card technology takes advantage of the
massively parallel processing unit already present in most computers, and has
sped up by several orders of magnitude the rate at which we can generate
holograms. In fact, with the OpenGL software written during my PhD,
the limiting step is now the refresh rate of the DVI interface to the SLM.
This is closely followed by the response time of the liquid crystal, which also
limits the maximum speed attainable. However, driven at least in part by
the demand for faster response times in commercial display devices, both
the liquid crystals and their drive electronics are increasing in speed. The
application of techniques used in consumer devices (for example “overdrive”,
which actively adjusts the cell voltage to speed up its response) to SLMs will
allow them to reach higher update rates. In turn, this will enable control of
processes currently too fast to be accessible with holographic systems. Apart
from better position clamping, faster holographic projection could be used
to implement new scanning microscopy techniques or to probe cell signalling
on a millisecond timescale [199].
There has been an increasing interest in recent years in the use of graph-
ics processors for parallel processing. This technique, known as General Pur-
pose Graphics Processing Unit (GPGPU) programming, has been enhanced
by toolkits from GPU manufacturers, such as nVidia’s CUDA system, and
OpenCL (by the Khronos group). Applied to problems as diverse as mod-
elling fluid dynamics and analysing X-ray diffraction data, the availability of
huge amounts of cheap computing power has allowed many experiments and
simulations to be carried out which would previously have required access
to large, specialised supercomputers. In optical manipulation, GPGPU pro-
cessing not only enables more sophisticated hologram algorithms to be used
but also allows more computationally intensive image analysis [101]. In the
future, this could enable digital holographic microscopy to be performed in
real time or permit many more objects to be simultaneously tracked than is
currently possible.
A natural use of the ability to track objects and adjust the laser at high
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speed is my work on closed loop control (Chapter 3), which enables better
control of optically trapped objects. This is particularly noticeable when
working with very large objects, either using the “macro-tweezers” system
described in Chapter 6 or working with multi-handle objects in conventional
single-beam traps [118]. Tailoring the trap’s characteristics to suit the exper-
iment in hand can be accomplished with modified feedback algorithms [116].
This has particular promise for non-spherical tools, where one might, for ex-
ample, want to constrain the position of one point on the tool (most usually
the tip) as tightly as possible [118]. By generalising the feedback gain to cou-
ple different degrees of freedom (for example, reacting to a rotation of the
object by translating the optical traps), we can affect the trapping dynamics
of extended objects and exert better control over the motion of probe tips.
This level of control is analogous to the various imaging modes present in
atomic force microscopy, and is an important step towards realising scanning
probe microscopy in optical tweezers.
8.3 Aberration correction
Adaptive optics uses reconfigurable optical elements to cancel out distortions
in a light beam resulting from the optical system or an inhomogeneous sam-
ple. As SLMs can display an arbitrary phase pattern, it makes sense to use
this ability to correct the system for aberrations. When using an SLM, the
problem is not how to change the wavefront, it is simply one of determining
the correct phase function to cancel out the aberrations.
A number of methods have been used to achieve this, from image analysis
on higher-order beams [151] to interferometry that can recover a sharp spot
even through very highly scattering media [73, 150]. This latter approach
is able to recover very accurately the phase and amplitude of the wavefront
distortion, at the cost of taking some time to acquire the necessary data.
The Shack-Hartmann sensor described in Chapter 4 provides a much faster
readout of the distortion, suitable for real time measurement. This means
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that aberrations can be reduced by improving the alignment of the optics
before using the SLM to correct the wavefront. While the SLM can correct
for a great deal of aberration, it cannot restore beams which have been
clipped due to misalignments in the system. It is also more efficient to
correct relatively weak aberrations rather than trying to fix unnecessarily
aberrated beams.
Facilitating quicker, better alignment of the optics in HOT is a significant
benefit of the Shack-Hartmann sensor. Indeed, ensuring good alignment and
compensating for misalignment is a very important part of making systems
robust enough to be used outside of a specialist optics laboratory, by users
whose primary concern is not the optical system but its application. Further
automation of the correction process will ensure that holographic tweezers
generate optimal traps every time, with alignment procedures that might be
as simple as clicking a “calibrate” button.
Adaptive optics might also extend the scope of optical trapping to deeper,
more biologically relevant samples. While most tweezers experiments pass
the beam through nothing more than a few microns of distilled water, many
biological applications demand trapping deeper into the sample, or trapping
within a medium which is not optically homogeneous. Adaptive optics is
capable of restoring imaging quality deep into samples that distort the beam
[145, 148, 200], so there is no reason it should not be capable of enabling
optical trapping experiments in challenging samples.
8.4 Trap shaping
As well as correcting for unwanted aberrations to restore a diffraction-limited
focal spot, the SLM can be used to deliberately deform the laser focus, shap-
ing the stiffness of the optical trap to suit particular tasks, as done in Chap-
ter 5. This allows the optical trap to have a spring which is softened in
one direction and stiffened in another, permitting, for example, tight con-
straint in lateral position while giving the probe freedom to move along the
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measurement direction.
Optically adjusting the trap characteristics can be done simply, without
monitoring the motion of the trapped object. However, more sophisticated
optical control is possible when closed loop feedback is used to alter the trap
properties. Rather than simply increasing the stiffness (which can be done
more effectively by increasing the laser power), closed loop control allows
the trap to dynamically respond to the trapped object’s motion. Static
trap shaping and active feedback have different advantages; the latter can
effect virtual stiffnesses which are not possible in an open-loop system, while
the former can be used to distribute the available laser power in the most
efficient manner possible. They can also be used in combination, and key to
both is the ability to reconfigure the traps’ properties on-the-fly, thanks to
the flexibility afforded by the SLM.
8.5 Counterpropagating traps
The addition of a mirror to the back of the sample cell allows low numerical
aperture optics to project counterpropagating foci through a single objective
lens. Using a spatial light modulator to do this means that the optical
system is kept simple, and the 3D positions of upper and lower beams can
be adjusted independently. While such systems typically do not attain the
same optical stiffness as conventional high-NA optical traps, the addition of
feedback control allows them to constrain objects to a similar volume (around
60 nm in each dimension). The larger available workspace allows objects tens
to hundreds of microns in size to be manipulated, while the ability to tightly
constrain objects makes the system suitable for force and position sensing.
It might be easier to fabricate microscopic tools with handles tens of microns
in size, and while these would not be useful in a conventional optical tweezer,
the “macro-tweezers” geometry makes their use practicable.
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8.6 Interface technology
If we are to create effective tools, we must find methods of controlling them
which are robust, powerful and easy to use. The multi-touch interface de-
scribed in Chapter 7 fulfils this brief for many qualitative experiments, pro-
viding intuitive control over multiple traps. It has since proved invaluable
in the optical manipulation of self-assembling structures, where the opera-
tor must react to the growth of crystalline tubes in real time, often while
adjusting other apparatus. The importance of effective interfaces is often
overlooked in the design of scientific equipment, but in order to realise the
full potential of a technology it is crucial that the operator has an effective
way of controlling it. Furthermore, equipment which is intuitive to use allows
scientists to spend less time learning to use equipment, and thus tackle more
ambitious projects.
Force feedback interfaces are an interesting way of enhancing remote ma-
nipulation, and the force feedback system presented in Chapter 7 certainly
restores a missing link by allowing the operator to feel the forces involved in
micromanipulation. This sort of interface can enhance the dexterity of ex-
perienced users by giving them tactile information they can react to quickly,
and it can shorten the learning curve for new users of the technology by
making the strange dynamics of the micro-world quite literally more tangi-
ble. Adding vibrotactile feedback to iTweezers provides many of the benefits
of force feedback, while preserving the advantages of the tablet interface such
as portability, multi-particle control and the ability to use it at the same time
as operating other equipment.
More generally, well-designed interfaces can enhance the use of new tech-
nologies enormously. My work on the tablet interface to holographic tweezers
has been picked up by a number of other research groups and companies, and
I have worked with Kleindiek Nanotechnik GmbH to bring multi-touch tech-
nology to their mechanical nanomanipulators. These use stick-slip piezo-
electric motors to move nanometre sized tips inside electron microscopes,
for nanofabrication or electrical measurement. Like iTweezers, the system
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Figure 8.2: Piezoelectric nanomanipulators developed by Kelindiek Nan-
otechnik GmbH along with the tablet interface I developed, based on iTweez-
ers. Video online (Glasgow University’s iTunesU site) or on enclosed disc.
focuses on a microscope image (in this case an image from an electron micro-
scope as shown in Figure 8.2), and the operator can manipulate the tips in
3D with gestures on the image. However, the nanomanipulators provide rel-
ative, rather than absolute, positioning and consequently the interface uses
touch zones resembling trackballs, which can be continuously scrolled. In-
corporating inertia (as is commonly done on modern touch-screen devices
for displaying web pages) allows the tips to be moved quickly and smoothly,
whilst retaining the ability to make small, controlled movements.
While each system has its own quirks and challenges, the ability of a rich,
multi-touch interface to give the operator unfettered access to the available
features is a common theme. To this end, I am involved in a project which
aims to bring multi-touch control to LabVIEW, enabling engineers and sci-
entists to trivially take advantage of touch interfaces to control their custom
equipment, realising many of the goals of Chapter 7 with significantly less
work required on the part of the developers of the apparatus to be controlled.
8.7 Commercialisation
The culmination of much of the work described in this thesis has been the
construction of a portable optical tweezers instrument, shown in Figure 8.3.
Removing the requirement for collaborative experiments to be performed in
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the optics lab extends the scope of experiments which can be performed
with researchers from other disciplines, and freeing the instrument from the
constraints of a large optical bench opens up a number of possibilities for
new experiments. The potential of holographic optical micromanipulation is
huge, and taking it out of physics labs should help us find new experiments
only possible in conjunction with scientists from other disciplines, including
cell biology and chemistry amongst many others.
Miniaturising the optical system to fit underneath a motorised microscope
stage (the optical unit measures approximately one cubic foot) not only en-
ables portability, but actually improves performance; its small size reduces
the influence of thermal drift and mechanical interference. The “Cube” is
now commercially available from Boulder Nonlinear Systems (Boulder, CO),
incorporating many of the technologies described in this thesis. In particu-
lar, it uses the fast SLM control technology of Chapter 3, a re-imaging arm
that enables different imaging modes as used in Chapter 2, and aberrations
arising from the necessarily shorter focal length lenses are corrected using
the method described in Chapter 4. The system is controlled using “Red
Tweezers”, the LabVIEW program developed throughout my PhD, and also
features the touch-screen interface “iTweezers” outlined in Chapter 7. As
well as the developments outlined in this thesis, the Cube owes much to the
experience of Dr. Graham Gibson, with whom I jointly designed and built
it.
The Cube was designed with non-specialist users in mind, and as such re-
quires relatively little set-up or alignment. The alignment that is required is
simplified by the placement of mirrors as close as possible to conjugate planes
in the system, in an effort to minimise cross-talk between the adjusters. En-
closing the laser beam in an interlocked housing is an important safety feature
which allows the system to be used outside a laser lab (and, indeed, at trade
shows and public science demonstrations). All the alignment controls are
accessible with the laser guards in place, which eliminates the need for laser
safety eyewear during normal use. As well as making an optical set-up which
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Figure 8.3: The “Cube”, a portable optical tweezers instrument which incor-
porates many of the techniques described in this thesis. It is now commer-
cially available from Boulder Nonlinear Systems. Photograph by G. Gibson.
is easier to use, building the portable tweezers provided the opportunity to
optimise the optomechanics. The most critical part of any microscope is the
mounting of the sample and objective relative to each other. In the Cube,
this is done using a custom aluminium tripod and a motorised microscope
stage (ASI MS-2000), which allows the system to function effectively even
when not placed on a mechanically isolated optical table. Miniaturising the
optics also prompted the use of a 1070 nm fibre laser (IPG Photonics), which
helps mechanical stability as well as removing a major heat source from the
optical assembly. As the illumination is also delivered by fibre (using white
LEDs as in Chapter 2 for either stereo or standard bright-field illumination)
the only remaining heat source on the Cube is the camera. Combined with
the fact that all the optics are enclosed, this is what makes the Cube more
stable than the best system previously built in our lab [68].
Having now built and characterised the Cube, it is destined to be used
for a number of experiments that would have been difficult or impossible
to do with previous tweezers systems. Using the counterpropagating traps
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described in Chapter 6, I will set up optical trapping inside an anvil cell,
enabling us to work in an environment compressed to as much as 50GPa.
Collaboration with experts in high-pressure phenomena will then be made
possible by the Cube’s portability. Another possibility opened up by the size
of the system is investigating the weight of particles. By tipping the Cube
on its side, we change the direction of gravitational forces relative to the
optics. This should enable the measurement of weight (or buoyancy) forces
on a picogram scale. In addition to its uses in our lab, the availability of
the portable tweezers as a commercial product will give access to scientists
from many more diverse backgrounds and, I hope, promote the use of optical
tweezers in applications far beyond the scope of this thesis.
In addition to the Cube tweezers system, I have been involved in two
other transfers of technology. Elliot Scientific (St. Albans, UK) now sell
a Camera Particle Tracking add-on to their optical tweezers system, which
was also developed and transferred by myself and Graham Gibson. This
complements their acousto-optic deflector based tweezers system, and their
quadrant photodiode force measurement system. In fact, one major advan-
tage of the camera system is that it can allow the QPD to be calibrated
without the need for an expensive closed-loop piezo stage to generate known
displacements. I have also produced a modified version of the iTweezers ap-
plication described in Chapter 7 which will soon be marketed by Kleindiek
Nanotechnik GmbH (Tu¨bingen, Germany) as a more intuitive way of control-
ling their nanomanipulators. All three of the technology transfers described
in this section took place under the “Easy Access IP” scheme (indeed, the
Elliot Scientific deal was the first under the scheme), which facilitates very
simple transfer of technology to industry [201]. By dramatically reducing the
amount of work and investment required (relative to a conventional scheme
where patents are applied for and then licensed to the company), the Easy
Access IP scheme made it possible to bring these technologies to a much
wider audience. This model for technology transfer enables engagement be-
tween academia and industry which would otherwise not be financially viable
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for the university or the company, and has meant that I was able to work
with a number of companies without taking large amounts of time out of
research.
8.8 Optically actuated tools
Optically controlled probes and tools have been the motivation for many of
the technologies explored during my PhD. Now that 3D trapping and track-
ing are working reliably, the next step is to realise scanning probe imaging
with optically trapped probes. Ultimately, this should become a complemen-
tary technique to atomic force microscopy, with several orders of magnitude
better force sensitivity, though consequently lower position resolution. There
are many challenges to overcome, such as the fabrication of sharp, function-
alised probe tips and the tendency of micro-objects to stick together with
forces higher than those available using optical tweezers. However, optically
controlled tools and probes are promising candidates for working with micro–
and nano–objects, and should complement work on optically actuated micro-
machines from the MEMS community [135,165,202].
During the work detailed in this thesis I have worked closely with Prof.
Mervyn Miles’s Nanoscience group at the University of Bristol, particularly
with David Phillips, James Grieve, Stephen Simpson and David Carberry.
Their work on the design and fabrication of optically actuated microtools
is the counterpart to my work on multi–point positioning and measurement.
Together, we are working towards the use of optically controlled probes which
are able to map out nano structures and measure femtoNewton forces, with-
out exposing the sample to the intense laser trapping light as happens in
photonic force microscopy. Imaging was demonstrated using a naturally oc-
curring structure [117], and work is ongoing with synthetic probes that have
sharper tips. These probes will be tracked using the microscope described in
Chapter 2 and controlled as in Chapter 3. Figure 8.4 shows some of our first
probes made using two-photon polymerisation, imaged on the Cube tweez-
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Figure 8.4: A microscopic tool, fabricated using two-photon polymerisation,
imaged on the Cube tweezers system.
ers system in a variety of imaging modes. From the stereoscopic image, it
is possible to recover precise force, position and orientation data in three
dimensions [203].
Many of the applications of microscopic tools are in biology, where it is
particularly important to isolate the specimen from the intense light of the
trapping laser. Working with biological samples also requires the system to
be robust to detritus in the trapping medium, which is a particular challenge
for systems using coherent light such as digital holographic microscopy. The
stereoscopic particle tracking I have described is relatively simple, and this
simplicity brings with it an inherent robustness which is a great advantage
when working with imperfect samples.
8.9 Conclusion
Holographic optical tweezers have developed from the first few experiments
with home-made SLMs to powerful tools, built around cutting-edge imag-
ing and beam shaping technology. They can measure some of the smallest
forces in nature, and manipulate microscopic objects more delicately than
any other technology in widespread use. The work presented in this disserta-
tion develops this technology to provide better control and measurement of
optically manipulated objects in 3D, particularly non-spherical objects such
as tools. By using fast cameras rather than back focal plane interferometry,
I have ensured that the technology is simple to use, align and calibrate, and
is as reliable as the microscope it is built around. As we progress towards
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the use of optically controlled tools and micro-machines, I look forward to
seeing (and touching) the microscopic world with new eyes.
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