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The present work is devoted to the study of the dynamics of multi-photon processes
in semiconductor heterostructures. A time-dependent description is important for
understanding in detail the transient response of semiconductors excited by ultra-
short optical pulses.
In the ﬁrst part of this thesis, we set up a phenomenological model based on rate
equations, in order to investigate the possibility of measuring degenerate two-photon
gain in a semiconductor microcavity. The ampliﬁcation predicted by the model is
fairly low (∼ 2%) and mainly limited by the intra-band relaxation of the carriers,
which leads to rapid saturation.
In the second part, we develop a general theory for the dynamics of multi-photon
processes in semiconductors. It will give insight into complex eﬀects related to the
coherence between the bands, which are not included in usual absorption coeﬃcients
or susceptibilities. For this purpose, we derive eﬀective multi-band Bloch equations
that include resonant multi-photon processes induced by two linearly polarized elec-
tromagnetic pulses of frequency close to the band gap and close to the half of the
band gap respectively. The beneﬁt of the proposed approach is two-fold. First, the
description of the dynamics is restricted to a reduced number of bands. However,
the discarded bands are not neglected, but consistently taken into account in the
higher order processes. Second, all quantities appearing in the eﬀective multi-band
Bloch equations vary on the same time scale, which makes the numerical integration
much more eﬃcient. The time-dependent polarization current, as well as some sus-
ceptibilities, are derived on a consistent level of approximation, and are discussed
in detail. The propagation of the electromagnetic ﬁelds is neglected.
Such a model is appropriate for the description of low-dimensional quantum con-
ﬁned systems (e.g. quantum wells or quantum wires) excited by two colinearly prop-
agating pulses. It accounts for various linear and nonlinear optical processes, such as
one- and two-photon absorption, second-harmonic generation, diﬀerence-frequency
mixing, or coherent control of photocurrent. In this thesis, the general theory is
applied to the study of three speciﬁc physical situations.
First, we investigate the charge and spin current in a symmetric AlGaAs/GaAs
quantum well, injected by interference between one- and two-photon inter-band
transitions. We identify new coherent terms in the expression of the current, which
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contribute signiﬁcantly to the terahertz emission. The eﬀects of the Stark shifts and
the inter-valence band two-photon transitions are also calculated and discussed.
Second, we calculate the anisotropic two-photon absorption spectra of an Al-
GaAs/GaAs V-shaped quantum wire with realistic band structure. The Coulomb
interaction is taken into account within the Hartree-Fock approximation. The vari-
ous excitonic peaks are identiﬁed with respect to the involved subbands and to the
symmetry properties. We also show that excitons that are dark for one-photon ex-
citation may become bright for two-photon spectroscopy, when the light is polarized
perpendicularly to the growth direction, but not along a symmetry axis of the wire.
Finally, the last application focuses on the optical injection of current in the
presence of excitonic eﬀects. Concentrating on the same AlGaAs/GaAs V-shaped
quantum wire, we show that the Coulomb interaction within the Hartree-Fock ap-
proximation induces terahertz oscillations in the injected charge current. The oscil-
lation frequency corresponds to the energy spacing between the two lowest excitonic
resonances, slightly below the band gap, excited respectively by the laser pulse with




La présente thèse est dédiée à l’étude de la dynamique des processus à plusieurs
photons dans les hétérostructures à semi-conducteurs. Une description de la dépen-
dance temporelle est importante pour une compréhension détaillée de la réponse
transitoire de semi-conducteurs excités par des impulsions optiques ultracourtes.
Dans la première partie de la thèse, nous développons un modèle phénoménologi-
que basé sur un ensemble d’équations de bilan, aﬁn d’étudier le gain à deux photons
dégénérés dans une microcavité à semi-conducteurs. L’ampliﬁcation prédite par le
modèle est relativement faible (∼ 2%) et limitée principalement par la relaxation
intra-bande des porteurs, qui débouche sur une saturation rapide.
Dans la seconde partie, nous développons une théorie générale pour la dynamique
des processus à plusieurs photons dans les semi-conducteurs. Elle permettra d’ac-
céder à des eﬀets complexes, liés à la cohérence entre les bandes, qui ne sont pas
inclus dans les habituels coeﬃcients d’absorption ou susceptibilités. Dans ce con-
texte, nous dérivons un ensemble d’équations de Bloch eﬀectives à plusieurs bandes,
incluant des processus résonants à plusieurs photons induits par deux impulsions
électromagnétiques linéairement polarisées, de fréquence ω1 et ω2, avec ω1 et 2ω2
proches de l’énergie de la bande interdite (ou «gap»). L’approche proposée présente
essentiellement deux avantages. Premièrement, la description de la dynamique est
restreinte à un nombre limité de bandes. Toutefois, les bandes éliminées ne sont pas
négligées, mais inclues de manière consistante dans les processus d’ordre supérieur.
Deuxièmement, toutes les quantités apparaissant dans les équations de Bloch eﬀec-
tives varient sur la même échelle de temps, ce qui permet une intégration numérique
beaucoup plus eﬃcace. Le courant de polarisation dépendant du temps, ainsi que
certaines susceptibilités, sont dérivés de manière consistante avec les approximations
précédentes, et sont discutés en détail. La propagation des champs électromagné-
tiques est négligée.
Un tel modèle est approprié pour décrire des systèmes à basse dimension avec
conﬁnement quantique (puit quantique, ﬁl quantique, etc.) excités par deux impul-
sions avec directions de propagation colinéaires. Il tient compte d’une variété de
processus optiques, linéaires et non linéaires, tels que l’absorption à un ou deux
photons, la génération de seconde harmonique, le mélange de fréquences, ou encore
le contrôle cohérent de photo-courant. Dans cette thèse, la présente théorie générale
est employée pour décrire trois situations physiques spéciﬁques.
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Tout d’abord, nous étudions les courants de charge et de spin dans un puit quan-
tique symétrique en AlGaAs/GaAs, injectés à l’aide d’interférences entre transi-
tions à un et à deux photons. Nous identiﬁons de nouveaux termes cohérents dans
l’expression pour le courant, qui contribuent de manière signiﬁcative à l’émission
terahertz. L’impact de l’eﬀet Stark dynamique et des transitions à deux photons
entre bandes de valences est également évalué et discuté.
Ensuite, nous calculons le spectre d’absorption à deux photons, anisotropique,
d’un ﬁl quantique en V (en AlGaAs/GaAs), décrit par une structure de bande
réaliste, en tenant compte de l’interaction coulombienne dans l’approximation de
Hartree-Fock. Les diﬀérents pics excitoniques sont identiﬁés en fonction des sous-
bandes impliquées et des propriétés de symétrie de l’exciton. De plus, nous montrons
que les excitons inaccessibles par excitation à un photon peuvent être visibles par
spectroscopie à deux photons, si le faisceau est polarisé dans une direction perpen-
diculaire à l’axe de croissance, mais diﬀérente d’un axe de symétrie du ﬁl.
Finalement, la dernière application de la théorie concerne l’injection de photo-
courant en présence d’eﬀets excitoniques. Prolongeant notre étude sur le ﬁl quan-
tique en V ci-dessus, nous montrons que l’interaction coulombienne, dans l’appro-
ximation de Hartree-Fock, provoque des oscillations terahertz dans le courant de
charge injecté. La fréquence d’oscillation correspond à l’espacement en énergie en-
tre les deux plus basses résonances excitoniques dans la bande interdite (ou «gap»),
excitées respectivement par l’impulsion laser de fréquence ω1 proche du gap et par
celle de fréquence ω2 proche du milieu gap.
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In recent decades, electronic transitions involving more than one photon have at-
tracted much attention in many ﬁelds of optics. Although the theory of multiple
quantum transitions was ﬁrst studied in 1931 by Maria Göppert-Mayer [1], it was
necessary to await the appearance of lasers, and thus of the possibility to generate
radiation of very high intensity, to open the way to experimental studies at the
beginning of the Sixties [2, 3]. Since then, the importance of multi-photon tran-
sitions was demonstrated for many applications. The generation of coherent light
by stimulated two-photon emission is rapidly proposed [4], but the ﬁrst continuous
two-photon laser was realized only much later in a gaseous medium [5]. Other major
applications of the multi-photon transitions appeared in spectroscopy. First, let us
mention the Doppler-free two-photon spectroscopy in gases [6], thanks to which the
Doppler broadening related to the motion of the atoms can be eliminated. Second,
one takes advantage of the fact that the selection rules for electronic transitions
involving several photons diﬀer in general from those for transitions implying only a
single photon. Consequently, multi-photon spectroscopy becomes an interesting tool
to collect complementary information to conventional spectroscopy, in particular on
energy levels inaccessible to one-photon absorption. Moreover it provides additional
degrees of freedom by varying the polarizations of the various electromagnetic waves
with respect to one another and to the crystal axes. The theoretical description of
these selection rules and polarization dependence for the diﬀerent crystallographic
point groups was initiated by Inoue and Toyozawa [7] and eventually extended by
several authors [8–12].
In semiconductors, two-photon absorption plays a signiﬁcant role in many appli-
cations. Let us mention the ultrafast dynamics of optical ampliﬁers [13], ultrafast
optical switching [14], generation of squeezed electromagnetic states [15] and coher-
ent control of photocurrent [16].
From the theoretical point of view, two diﬀerent approaches are usually used
to evaluate the multi-photon transition probabilities. The least spread, proposed
by Keldysh [17], works in the so-called S-matrix formalism and was applied to
semiconductors by various authors for simple isotropic eﬀective-mass models [18–
20]. The wave functions of the initial and ﬁnal states required by this method
are derived from the exact solutions of the Schrödinger equation for an electron
subjected to an electromagnetic plane wave (Volkov states).
The second approach uses perturbation theory to higher orders [1] to calculate
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the electronic transition probability. In this method, the multi-photon transitions
involve a complete set of intermediate states, usually Bloch functions or excitonic
states, whose individual contributions are weighted by the optical coupling and the
energy spacing. An alternative use of the perturbation theory is the calculation of
optical susceptibilities in the formalism of the nonlinear response [21]. The absorp-
tion coeﬃcient and the refractive index can then be extracted from the real and
imaginary parts of the susceptibilities. In practice, it is in general necessary to re-
strict the complete set of intermediate states to a ﬁnite sub-set supposed to provide
the main contribution to the transition probability. In this context, many models
including various bands were proposed for two-photon excitation of an electron from
a valence band to a conduction band. For three-dimensional crystals, let us mention
models with two bands [22–24], three bands [25, 26], four bands [27–29] and seven
bands [30, 31]. Furthermore, several authors included also excitonic eﬀects in their
theories [22, 23, 30, 32].
With the progress in crystal growth techniques, the research on two-photon tran-
sitions extended to semiconductor nanostructures in the eighties. It turned out that
the two-photon conduction-to-valence-band absorption in quantum wells depends
strongly upon the polarization of the electromagnetic ﬁeld with respect to the di-
rection of quantum conﬁnement [33, 34]. Furthermore, a precise calculation of the
two-photon transition rate in quantum wells with ﬁnite barriers may require the
contribution due to the continuum states. Pasquarello et al. [35] concluded that
the continuum contribution is negligible for polarization in the layer plane, whereas
it becomes important in the case of polarization along the growth axis. Excitonic
eﬀects have also been included within diﬀerent models [36–38].
Whereas two-photon absorption has been studied extensively in quantum wells,
both experimentally and theoretically, it has received much less attention in quan-
tum wires. First measurements of two-photon absorption spectra were reported in
rectangular [39] and V-shaped quantum wires [40], while Shimizu et al. [41] and
Ogawa et al. [42] developed a simple eﬀective-mass model with excitons included
through an analytically solvable model for an electron-hole pair interacting with
a modiﬁed Coulomb potential [43]. Khurgin [44] also computed the two-photon
absorption for quantum wires with square cross section of diﬀerent widths, but
neglected excitonic eﬀects.
The calculation of accurate transition probabilities requires a good knowledge
of the electronic band structure. Most of the results published (and all studies
quoted above) were obtained with a k ·p theory [45] valid around the band extrema,
associated to envelope function methods [46, 47] in the case of heterostructures.
Other ab-initio approaches, known as “tight-binding” and pseudo-potential models
were sometimes used for bulk crystals [48–51].
The previous overview concentrated on two-photon absorption. This is a pecu-
liar multi-photon process related to the third-order susceptibility χ(3), which also
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describes several other nonlinear optical processes, as, for instance, stimulated Ra-
man scattering. On the other hand, many common nonlinear processes, such as
sum- and diﬀerence-frequency mixing, including second-harmonic generation and
parametric ampliﬁcation, are related to the second-order susceptibility χ(2). For
the latter to be nonzero, the system must not have a center of symmetry. This
is easily achieved in semiconductors, by engineering asymmetric heterostructures
and/or applying an external electric ﬁeld. Furthermore, the optical nonlinearities
are enhanced when certain frequencies fall in the vicinity of transition frequencies of
the medium (“resonance enhancement”). In this context, several theoretical studies
focused on the second-order susceptibility in asymmetric (multi-) quantum wells,
especially for second-harmonic generation, enhanced by conduction-to-valence band
transitions [52–63], or enhanced by inter-subband transitions between conduction
subbands [64, 65] or valence subbands [66–70].
All theoretical works quoted above focused on absorption probabilities and/or
susceptibilities and are valid for multi-photon transitions in the stationary regime
only. The approach used to include their eﬀects on the dynamics is generally limited
to a phenomenological description based on rate equations [71–73]. The subject of
this thesis is to ﬁll this gap by developing a theory for the dynamics of multi-photon
transitions, initiated in the past nineties by Selbmann et al. [74] who studied the
interaction of an electromagnetic wave with a one-dimensional diatomic chain.
In the ﬁrst part of this thesis, we consider the feasibility of two-photon gain in a
semiconductor microcavity. This question is addressed in chapter 2 with a simple
model of rate equations describing the interplay between the density of electromag-
netic energy in the cavity and the density of electron-hole pairs in two parabolic
bands of the embedded quantum wells.
The second part of this thesis is dedicated to a microscopic theory for the dy-
namics of multi-photon processes in semiconductors. A time-dependent description
is important for understanding in detail the transient response of semiconductors
excited by ultrashort pulses, as is the case for instance by pump and probe mea-
surements. It gives insight into complex eﬀects related to the coherence between
the bands, which are not included in usual absorption coeﬃcients or susceptibili-
ties. For this purpose, eﬀective multi-band Bloch equations are derived in chapter 3.
The theory includes resonant one- and two-photon processes (and their interplay),
induced by two linearly polarized electromagnetic pulses of frequencies close to the
band gap and close to the half of the band gap respectively. The beneﬁt of the
proposed approach is two-fold. First, the description of the dynamics is restricted
to a reduced number of bands. However, the discarded bands are not neglected, but
consistently taken into account in the higher order processes. Second, all quantities
remaining in the eﬀective multi-band Bloch equations vary on the same time scale,
which makes their numerical integration much more eﬃcient.
The model is appropriate for the description of low-dimensional quantum conﬁned
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systems (e.g. quantum wells or quantum wires) excited by two colinearly propagat-
ing pulses. It accounts for various linear and nonlinear optical processes, such as
one- and two-photon absorption, second-harmonic generation, diﬀerence-frequency
mixing, or coherent control of photocurrent.
The nonlinear phenomena described by the eﬀective equations of motion may be
strongly coupled, especially when the optical frequencies become equal to transition
frequencies of the medium. In this context, an interesting issue that can be properly
addressed by our model is the interplay between diﬀerent processes. By way of
example, let us mention the competition between two-photon absorption/gain and
parametric ampliﬁcation (a χ(3) and χ(2) process respectively), when the optical
frequencies approach and eventually cross the band gap.
An accurate description of the optical transition rates requires also a detailed band
structure. In chapter 4, we thus summarize the envelope function technique and
calculate the energy bands and momentum matrix elements of a typical quantum
well, including the valence-band mixing. Some important symmetry properties are
also discussed.
The eﬀective multi-band Bloch equations are ﬁnally applied to three situations,
discussed in chapter 5, 6 and 7 respectively. First we study the optical injection
of pure charge and spin current in a quantum well by interference between one-
and two-photon transitions induced by two phase-related femtosecond laser pulses
of frequency ω and 2ω. Second, the two-photon absorption spectrum of a V-shaped
quantum wire is computed, taking into account the Coulomb interaction within the
Hartree-Fock approximation. And third, with the same model including excitonic
eﬀects, we show that the interferences between excitonic coherences result in an
oscillating charge current, when the quantum wire is excited slightly below the
band gap by two laser pulses of frequency ω and 2ω. Finally, the conclusions are
drawn in chapter 8.
The content of this thesis can be divided in two parts of unequal length. The
ﬁrst part contains only chapter 2, which addresses the feasibility of two-photon gain
in a semiconductor microcavity. The second part gathers chapter 3–7, which focus
on the microscopic theory and its applications. Although both parts concern the
dynamics of multi-photon processes in semiconductor heterostructures, they may
in principle be read independently. The reader interested only in the microscopic
theory can skip chapter 2 and start with chapter 3.
4
2 Feasibility study for degenerate
two-photon gain in a semiconductor
microcavity
2.1 Introduction
Whilst two-photon absorption in semiconductors received much attention, degen-
erate two-photon gain has virtually not been looked at in semiconductors. A few
years ago, Ironside estimated two-photon gain [75] and concluded about the feasibil-
ity of ampliﬁcation devices. There are peculiarities linked with two-photon gain that
makes it attractive. While the one-photon gain does not depend on the ampliﬁed
beam intensity, the two-photon transition gain increases linearly with intensity. As
a result, the ampliﬁcation is boosted at high optical powers, and a two-photon laser
displays a threshold typical of a ﬁrst order phase transition [5, 76]. The two-photon
laser has been a recurring theme in quantum optics since its proposition in 1964 [4].
It has also been a quite elusive experimental goal, mainly because of the smallness
of typical two-photon stimulated emission rates and the high saturation intensities.
The ﬁrst population inversion and gain was achieved 14 years after the ﬁrst propo-
sition [77], the ﬁrst pulsed two-photon laser operation in 1981 [78], the two-photon
micromaser in 1987 [79], and ﬁnally CW operation was reached in 1992 [5]. From
the theoretical point of view, the ﬁeld has remained quite vivid [80–91], with semi-
classical or quantum models, addressing many interesting aspects of two-photon
laser operation, like threshold behavior, dynamic instabilities, quantum features,
the good and bad cavity limit, few and many atom situations, non-degenerate oper-
ation, driven operation, chaotic dynamics, etc... Today the ﬁeld is spurred by appli-
cations involving the purely quantum aspects of light, like quantum cryptography
and precision measurements, as well as quantum teleportation [92, 93]. In semicon-
ductors, two-photon gain could also be advantageous by releasing constraints linked
with the semiconductor band-gap of common practical materials, e.g. provide lasing
at 1.55µm in GaAs.
In this chapter, we restrict to the investigation of “pure” degenerate two-photon
gain in semiconductors. By the adjective “pure”, we mean that only pure population
eﬀects are the source of the two-photon gain. The characteristic of a pure two-
photon ampliﬁer or laser is to provide phase independent gain. In principle, such a
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population can be achieved by electrical or optical pumping, the main requirement
on the pumping mechanism being that it does not inject coherence. Ironside [75],
who investigated the feasibility of two-photon gain in semiconductors, did neglect a
number of important eﬀects like saturation. In this chapter, we take a closer look
at this issue and analyze realistically the magnitude of pure two-photon gain in the
case of several quantum wells (QWs) embedded in a resonant microcavity. The role
of the microcavity is to provide integrated mirrors at the mid-gap wavelength and
enhance the photon lifetime.
Let us discuss a suitable pumping mechanism. In semiconductors, the required
high injection rates eliminate in practice electrical pumping, and suggest the use of
intense pulsed coherent optical beams. The optical pumping eﬃciency is in princi-
ple maximum at resonance. However, at resonance, (phase-dependent) parametric
processes would occur simultaneously and signiﬁcantly contribute to the two-photon
gain/absorption. We are thus left with oﬀ-resonant optical pumping, which requires
an eﬃcient internal relaxation mechanism.
In the following, the dynamics of the degenerate two-photon transition at the
semiconductor band-edge is studied with the help of a set of coupled phenomeno-
logical rate equations. The system is modeled by considering electron-hole pair den-
sities, interacting with two electromagnetic ﬁelds described by homogeneous photon
densities. The pairs created by the pumping ﬁeld relax to lower energy states,
where they interact with the two-photon resonant ﬁeld. The relaxation is speciﬁed
by a characteristic time and the two-photon transition cross-section is estimated
from two-photon absorption measurements [94]. The photon lifetimes are set by the
Bragg mirror reﬂectivities, and the eﬀect of the feeding pulses is described by source
terms. Using these equations, we estimate, with realistic physical parameters, the
integrated gain that can be expected in a pump-probe measurement. We also de-
rive an analytical formula for the diﬀerential transmission, resulting from various
approximations on the rate equations.
The chapter is organized as follows. In section 2.2 the rate equation model is
derived. The numerical results are discussed in section 2.3. Section 2.4 presents an
analytical approximation showing clearly the dependence of the gain on the various
physical parameters. Finally, conclusions are drawn in section 2.5.
2.2 Model
In the following, we assume the injection of two diﬀerent quasi-monochromatic
electromagnetic ﬁelds: the pump pulse of frequency ω1 (wavelength λ1) and the
seed pulse of frequency ω2 (wavelength λ2). Their frequencies fulﬁll the condition




Figure 2.1: Several quantum wells (QW) at maxima of the ﬁeld intensity in a λ-cavity
(∼ 0.5 µm) delimited by two distributed Bragg reﬂectors (DBR). The length of the
whole structure is about 15 µm.
given by
Ii(t) = I¯i cosh−2(t/Ti) , i = 1, 2 (2.1)
where the pulse durations at half maximum correspond to 1.76Ti.
2.2.1 Heterostructure
We assume the optimized microcavity structure shown in Figure 2.1. An AlGaAs
λ2-cavity is delimited by two AlGaAs/AlAs λ2/4 Bragg reﬂectors with an aluminum
concentration of 31.5%. Several identical GaAs quantum wells are placed at anti-
nodes of the electric ﬁeld in the cavity. The number of wells is included in the
model through the total width l of the active region and the density of states in
the QWs. The right and left reﬂectivities Rr and Rl, the spectral width of the
cavity mode, and the eﬀective length L of the cavity are obtained by solving the
Helmholtz equation by a numerical method equivalent to standard transfer matrix
calculations.
For our calculations, GaAs QWs have been used. However, in order to avoid
absorption in the substrate, they could be replaced by deeper InGaAs QWs.
2.2.2 Rate equations
The electromagnetic waves are included in the model in terms of the photon densities
S1 and S2 for the ω1- and degenerate ω2-photons respectively. The cavity does not
signiﬁcantly aﬀect the ω1-pulse, as the frequency ω1 can easily be set to a lateral
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node of the harmonic of the λ2-cavity reﬂectivity. The pump photon density is


















due to the mirror losses. c is the speed of light and nc (nw) the refractive index
in the cavity (well) for the corresponding frequency. The time evolution of the
homogeneous S2 density is therefore given by
S˙2 = −S2/τ2 + R2 . (2.5)
Here, I1 and I2 have to be understood as the intensities of the light entering the
cavity and must therefore be divided by adequate in-coupling coeﬃcients to retrieve
the intensities outside the microstructure.
The band structure of the quantum wells is modeled by two parabolic bands and
the corresponding carriers described by three electron-hole pair densities N1, N2
and N3 (Figure 2.2). The N1 states are excited by absorption of single ω1-photons.
Due to intra-band scattering, the created e-h pairs relax with a characteristic time
τr to the N2 states, where they couple to the ω2-pulse by stimulated two-photon
transitions. Because of the energy conservation, the densities N1 and N2 of e-h
pairs interacting with photons are limited by the spectral widths of the ω1-pulse and
the cavity mode respectively. N3 regroups all optically inactive pairs with energy
between 2ω2 and ω1, and are used as intermediate states for the relaxation from
N1 to N2. Direct transfer from N1 to N2 is neglected. The states with energy below
2ω2 do not contribute to the dynamics, and are considered to be always occupied.
The whole process is described by the following set of rate equations.
N˙1 = −A(N1 − N¯1)S1 − θ(N1) (Nmax3 −N3)/τr (2.6)
N˙2 = −12B(N2 − N¯2)S2
2 + θ(N3) (Nmax2 −N2)/τr (2.7)
N˙3 = +θ(N1) (Nmax3 −N3)/τr − θ(N3) (Nmax2 −N2)/τr (2.8)














Figure 2.2: Parabolic subbands e1-h1 of the quantum wells divided in three regions
with electron-hole densities N1, N2 and N3. The densities N1 and N2 are coupled to
the electromagnetic ﬁelds of frequency ω1 and ω2 by one- and two-photon transitions
respectively. The energy ranges of the optically active carriers are related to the
spectral widths ∆ωi of the two ﬁelds, and the maximal densities Nmax1 and Nmax2 are
thus given by (2.10). One must keep in mind that the number of states in the two
bands are identical despite the diﬀerent curvatures (not shown here).
where θ(N) is the Heaviside function taking the value 1 or 0 for positive or negative
N respectively. The density of states of a two-dimensional parabolic band is given by
m/(π2). The total densities of optically active states Nmax1 and Nmax2 are limited






where j is the number of QWs and mr is the reduced mass of the e-h pairs. Nmax3
corresponds to the sum of intermediate states between 2ω2 and ω1. N¯1 (respec-
tively, N¯2) is the transparency density and A (B) is related to the diﬀerential gain of
the one-photon (two-photon) transition. These quantities are deﬁned more precisely
in what follows. All densities S and N correspond to a surface unit.
The physical model for the relaxation process in the rate equations (2.6) to (2.8)
deserves some comments. The maximal two-photon ampliﬁcation should be achieved
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in high excitation regime, and the priority in our model is thus given to the situ-
ation of strongly occupied bands, which means N1 and N3 close to their maximal
values. The central assumption related to this conﬁguration is that the density of
unoccupied states (Nmax2 − N2) decreases with a characteristic in-scattering time
τr, that does not depend on the large population density at higher energy. On the
contrary, a carrier transfer modeled by an out-scattering rate, i.e. N˙1 = −N1/τr
and N˙3 = −N3/τr, would imply N˙2 = N3/τr in order to fulﬁll carrier conservation.
The transfer rate from the large reservoir N3 to the optically active density N2
would then strongly depend on the value of N3. The Heaviside functions just stop
the relaxation process if there are no more carriers available, and ensure so that the
densities remain positive. This blocking mechanism is very simple, but describes
the main eﬀects and contributes only during the initial phase where the inversion
is building up. The Pauli blocking, on the other hand, is described by the fact that
the relaxation slows down when the density of unoccupied ﬁnal states Nmaxi − Ni
decreases, and eventually stops when all states are occupied (Ni = Nmaxi ).
As a ﬁnal remark, we do not assume thermal equilibrium, although it is clear
that the model does not take into account the details of the carrier distributions
within the three groups. The densities Ni are not related by a Fermi distribution
but evolve independently out of mutual equilibrium, due to the ﬁelds and to the
transfer between the three populations. However, if the relaxation is faster than the
optical transitions, one recovers thermal equilibrium in the sense that the density
N3 (respectively, N1) remains zero as long as the states of lower energy are not all
occupied, i.e., as long as the density N2 (respectively, N3) is not maximal.
The linear material gain g1 is deﬁned by dI1/dz = g1 I1 where I1 is the light inten-
sity and z the position. The carrier density dependence of the gain is approximated
by the linear relation g1(N1) = a(N1 − N¯1) where the diﬀerential gain a and the
transparency density N¯1 are related to the usual absorption coeﬃcient α and the
maximal density Nmax1 through the two conditions g1(0) = −α and g1(Nmax1 ) = +α.
The positive absorption coeﬃcient α is deﬁned/measured for an unexcited system.
The ﬁrst condition thus expresses the fact that the gain is the negative of the absorp-
tion, whereas the second equation assumes that the gain at full population inversion
is equal to the absorption at zero population.
The two-photon gain can be described by dI2/dz = g2 I22 (note the square here,
and the units implied). In a similar way as for the one-photon case, it is reasonable
to assume g2(N2) = b(N2 − N¯2) and the relations g2(Nmax2 ) = +β and g2(0) = −β
where β is the usual two-photon absorption coeﬃcient. For our case, β depends on
the two-photon absorption cross-section, which can be obtained from measurements,
and Nmax2 is the full inversion density and will be estimated from the corresponding
one-photon case (at λ2).
We want to stress here that N¯1 and N¯2 are not the transparency densities at
thermal equilibrium usually used in lasers [95], because they relate only to the
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optically active population within ∆ω1 and ∆ω2 (Figure 2.2). This explains the
low values in Table 2.1.
For the gain in the QWs, we ﬁnally get
g1(N1) = (2α/Nmax1 )(N1 −Nmax1 /2) (2.11)
g2(N2) = (2β/Nmax2 )(N2 −Nmax2 /2) . (2.12)
In order to take into account the standing wave pattern and the length of the active
region (QWs) in the microcavity, a conﬁnement factor Γ2 has to be included in the
two-photon term, and is calculated below. It describes the fact that S2 represents
the averaged photon density in the whole cavity and not only in the wells. As a
result, the quantities A, B and N¯i in the rate equations can be written as
A = (2α/Nmax1 )(c/nw) (2.13)
B = (2β/Nmax2 )(c/nw)
2(Γ2)2ω2/l (2.14)
and
N¯1 = Nmax1 /2 (2.15)
N¯2 = Nmax2 /2 . (2.16)
nw is the refractive index in the well for the corresponding frequency. Our descrip-
tion by means of averaged photon densities implies that any change by mirror losses
or absorption/emission in the QWs is instantaneously spread over the entire cavity.
The conﬁnement factor Γ for the one-photon transition is deﬁned by the equation
R = ΓgtU (2.17)
connecting the electromagnetic energy variation per time unit R to the total elec-
tromagnetic energy U in the cavity. gt is the gain coeﬃcient per time unit. If the
inﬂuence of the QWs is neglected, the energy density u is constant over the cavity,
and
U = Lu = L (u(e) + u(m)) (2.18)
where u(e) and u(m) are related to the electric and magnetic ﬁelds respectively.
According to the continuity equation, the source term for the energy density is
given by r = 2gtu(e). As the QWs are narrow with respect to the wavelength, R can
be approximated by R  l r = 2gtl u(e)w , and the conﬁnement factor expressed as
Γ = 2(l/L)(u(e)w /uc) . (2.19)
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The subscripts label the energy in the cavity (c) and in the well (w). Whereas
the total energy density u is constant over the cavity, its electric and magnetic
contributions display a standing wave pattern. At a maximum of the electric ﬁeld,
the magnetic energy vanishes and u(e)w = uw. As the electric ﬁeld is continuous at
interfaces, the conﬁnement factor for the linear regime ﬁnally becomes
Γ = 2(l/L)(nw/nc)2 . (2.20)
It can be shown (Appendix A) that in the limit where the inﬂuence of the active




Γ2 + (1− Γ)2 . (2.21)
For small Γ as is the case in our structure, Γ2 is therefore close to Γ.
We deﬁne the total relative ampliﬁcation as the ratio ∆S2/Stot2 between the ad-
ditional ω2-photons ∆S2 resulting from the stimulated two-photon emission, and
the total photon density Stot2 introduced in the cavity. The former is calculated by
the diﬀerence between the time-integrated mirror losses with and without the pump






∆S2/Stot2 is therefore equivalent to the diﬀerential transmission.
2.3 Numerical results
In the following, we choose realistic parameters and solve numerically the two-
photon gain dynamics for an optimized λ2-cavity containing 11 QWs of 70 Å width.
As the two-photon absorption increases with the transition energy, the latter should
be chosen well above the band gap. Therefore we take ω2 = 0.80 eV for the two-
photon frequency, and ω1 = 1.65 eV for the one-photon frequency. We use high
mirror reﬂectivities of 99.76% and 99.80%, which corresponds to 59 layers on a GaAs
substrate for the right facet and 52 layers with an air-AlGaAs interface for the left
(input-) facet respectively. This leads to an eﬀective cavity length L = 2.3 µm and a
conﬁnement factor Γ2  0.077. Taken into account the reduced eﬀective mass mr =
0.0556m0 of the e-h pairs, the spectral width ∆ω2  0.056 meV of the microcavity
corresponds to a density of optically active states per well N tot2 /j = 1.3 · 109 cm−2.
Such a narrow linewidth is in accordance with present growth possibilities, as a
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One-photon transition energy ω1 1.65 eV
Two-photon transition energy 2ω2 1.60 eV
Left mirror reﬂectivity Rl 99.80%
Right mirror reﬂectivity Rr 99.76%
Eﬀective length of the cavity L 2.3 µm
Number of quantum wells j 11
Width of the quantum wells l 11 × 70 Å
Conﬁnement factor Γ2 0.077
Carrier relaxation time τr 100 fs
λ2-photon lifetime in the cavity τ2 11.5 ps
One-photon absorption coeﬃcient α 2000 cm−1
Two-photon absorption coeﬃcient β 20 cm/GW
Refractive index in the well (ω1/ω2) nw 3.72/3.38
Refractive index in the cavity (ω1/ω2) nc 3.48/3.27
Reduced eﬀective mass mr 0.0556 m0
Density of states available for
the one-photon transitions Nmax1 11 × 3.0 · 1010 cm−2
Density of states available for
the two-photon transitions Nmax2 11 × 1.3 · 109 cm−2
Density of intermediate states for
the relaxation Nmax3 11 × 1.2 · 1012 cm−2
Table 2.1: Physical parameters used in the rate equations.
Fabry-Pérot resonator with a measured linewidth of 0.84 Å (0.12 meV) at 930 nm
(1.33 eV) has already been grown [96].
The details of the pumping scheme are not important as long as the pump is
strong enough. Thus, a pump pulse with a peak intensity I¯1 = 1 GW/cm2 and a
duration of 1 ps at half maximum is well suited for our purpose, and its spectral
width ∆ω1 = 1.3 meV corresponds to a density of available e-h states Nmax1 /j 
3.0 · 1010 cm−2. According to the energy spacing between the one- and two-photon
transitions, the density of intermediate states for the relaxation is Nmax3 /j  1.2 ·
1012 cm−2. The crucial two-photon absorption coeﬃcient β  20 cm/GW at 0.8 eV
is taken from measurements in a multiple quantum well waveguide [94], and the
less important one-photon absorption coeﬃcient α is set to a reasonable value of
2000 cm−1. Finally, the high carrier density injected by the pump suggests to take
a short relaxation time τr of 100 fs. All these physical parameters are summarized
in Table 2.1.
Figure 2.3 shows the diﬀerential transmission ∆S2/Stot2 versus the peak intensity
I¯2 of the two-photon ﬁeld for a pulse duration of 1 ps at half maximum. The curve
displays a clear unique maximum of ∼ 2.3% at the optimal peak intensity Iopt2 
7 MW/cm2. Numerical calculations taking into account the spectral distribution
of the pulse and the structure of the microcavity indicate that ∼ 9% of the pulse
energy couples to the cavity mode. The peak intensity outside the microstructure
13
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Figure 2.3: Diﬀerential transmission as a function of the peak intensity of the two-














Figure 2.4: Time evolution of the carrier and photon densities for a two-photon peak
intensity I¯2 = 2.5 MW/cm2 below the optimal value. The photon densities S1 and
















Figure 2.5: Time evolution of the carrier and photon densities for the optimal two-
















Figure 2.6: Time evolution of the carrier and photon densities for a two-photon peak
intensity I¯2 = 30 MW/cm2 above the optimal value. The photon densities S1 and S2
have been scaled.
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should therefore be about 80 MW/cm2. The increase of the relative gain reﬂects
the nonlinear behavior of the two-photon ampliﬁcation, whereas, for higher optical
power, saturation takes place. The time evolution of the carrier and photon densities
is shown in Figures 2.4–2.6 for two-photon intensities below, at, and above the
optimal value, respectively. As the pump pulse transits through the cavity, the e-h
pairs are excited and relax rapidly to the bottom of the bands. The carrier density
N2 increases until it reaches full inversion (N2 = Nmax2 ). Then, the intermediate
N3 states start to be ﬁlled, whereas N1 can not exceed the transparency density
Nmax1 /2. The ω2-pulse enters the microstructure with a delay of 0.5 ps, in order
to interact with already strongly excited quantum wells. So, when the seed pulse
feeds the cavity, the photon density S2 increases, and eventually starts to deplete
the N2 states. For intensities below I
opt
2 , N2 only slightly decreases, whereas for
I2 ≥ Iopt2 , the quantum wells become transparent at the two-photon frequency (N2 =
Nmax2 /2). This shows that from I
opt
2 upwards, the optical intensity is high enough to
recombine more pairs than actually available through the relaxation process. This
excess energy is therefore not ampliﬁed, and reduces the diﬀerential transmission.
After the entire ω2-pulse entered the cavity, the photon density S2 decreases expo-
nentially with time constant given by the transmission of the mirrors, and eventually
reaches once again the optical intensity at which the two-photon transition rate ex-
actly compensates the relaxation. N2 then increases once more, as there are still
carriers at higher energy.
These results indicate that the two-photon pulse burns a narrow spectral hole
in the carrier density. The ampliﬁcation is therefore seriously limited by the ﬁnite
relaxation rate of the e-h pairs and the narrow spectral width of the optically active
region. Furthermore, the related saturation of the gain implies the existence of an
optimal input intensity maximizing the diﬀerential transmission.
2.4 Analytical approximations
In order to get a better insight into the dependence of the diﬀerential transmission
on the various physical parameters in the model, it is useful to dispose of a simple
analytical formula. The two-photon transition requiring high optical intensities, it is
not possible to work with a CW excitation, and the steady state solution of the rate
equations is not very appropriate. In the following, we use several approximations to
derive an expression for the maximal ampliﬁcation ∆S2/Stot2 . We also demonstrate
numerically that this analytical expression is adequate in our parameter range.
The upper limit for the carrier relaxation from N1 to N2 is given by N˙2 =
Nmax2 /(2τr), and the maximal two-photon emission rate reads S˙2 = Nmax2 /τr. The
intensity of the two-photon pulse in the cavity is suﬃcient to recombine all available
16
2.4 Analytical approximations









If the photon lifetime τ2 is much longer than the pulse duration, the photon density
in the cavity can be approximated by
S2(t) = Stot2 exp(−t/τ2) , (2.24)
which means that all photons are injected simultaneously in the cavity. The light-
matter interaction during the rise time of the photon density is therefore neglected,
and one expects the corresponding diﬀerential transmission to be underestimated.
By using the condition S2(∆t) = Smin2 , where Smin2 is the smallest density required











The upper limit to the two-photon ampliﬁcation is given by the number of e-h
pairs injected by the pump, and eventually feeding the density N2. The carrier
relaxation to the region 2, and therefore the potential gain, increases as N2 decreases.
However, as we neglect spontaneous and non-radiative recombination, N2 can not
become smaller than Nmax2 /2 under operation. On the other hand, the two-photon
emission is maximal for full inversion (N2 = Nmax2 ), and vanishes at transparency
(N2 = Nmax2 /2). To estimate the lowest ω2-photon density needed to achieve the
maximal ampliﬁcation, we therefore set N˙2 = 0 in equation (2.7), and put N2 =
Nmax2 /2 in the relaxation term and N2 = Nmax2 in the two-photon transition term.








The last free parameter in (2.25) is Stot2 , which is proportional to the pulse inten-
sity. As can be easily shown, the relative gain ∆S2/Stot2 is maximal for S
tot
2 =




2 exp(−∆t/τ2), it implies













The required ω2-pulse intensity is also related to the cavity photon density by
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In order to check the validity of the approximations, we compare the value of
the previous expressions with the numerical solution of the rate equations, us-
ing the same parameters as in section 2.3. With the full model, we obtained
∆S2/Stot2 = 2.29% and I¯2 = 7.0 MW/cm
2, whereas the formulas (2.27) and (2.28)
give 2.00% and 10.5 MW/cm2, which is in good agreement considering the rather
crude approximations.
As expected, the relative gain augments with increasing two-photon absorption
coeﬃcient β, density of optically active states Nmax2 , or relaxation rate 1/τr. A
ten times faster relaxation (τr=10 fs) would increase the gain by a factor three to
reach 6%–7%. However, it is probably more useful to know how it depends on the
geometrical quantities like the number of QWs, the eﬀective cavity length and the
mirror reﬂectivity, as they can be easily engineered. For this purpose, let us consider
a cavity resonant at wave vector k0 with two identical reﬂectivities Rl = Rr ≡ r2.
At the cavity center, where the interferences are constructive, the electric ﬁeld for
an incoming plane wave of wave vector k = k0 + δk is given by
E(k) ∝ 1 + r e
−iδkL
1− r2 e−i2δkL . (2.29)
Thus, the spectral width 2δk of the corresponding intensity I(k) ∝ |E(k)|2 at half
maximum is given by




As the optically active density of states is related to the spectral width by Nmax2 ∝











where we forget about the prefactor, which does not depend on the geometry. We
also made use of the fact that the active length l is proportional to the number of
wells j. Furthermore, by expressing the photon lifetime and the conﬁnement factor
































Figure 2.7: Maximal diﬀerential transmission calculated by the analytical expres-
sion (2.32).
First, as the active length l is given by the total width of all QWs, the ampliﬁcation
increases linearly with the number of wells. This is, however, limited by the fact that
the position of the active material has to be close to the ﬁeld maxima in the cavity.
Furthermore, the factor l/
√
L implies that lengthening the cavity and adding the
same number of QWs at each new maximum of the interference pattern also lead
to better performance. Second, higher mirror reﬂectivities improve the gain, as
depicted in Figure 2.7, showing that the narrowing of the cavity mode is more than
compensated by the increase of the photon lifetime.
Non-radiative recombination has been neglected in our model, but it should not
signiﬁcantly alter our results. These losses indeed remove excited carriers, but it
occurs on a much longer timescale than the cavity lifetime.
2.5 Conclusion
We have developed a model of rate equations for the pure degenerate two-photon
gain in an optically pumped microcavity containing several quantum wells. We
limited ourselves to oﬀ-resonant pumping in order to eliminate the phase-dependent
two-photon parametric gain. Using this rate equation model, we estimated, with
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realistic parameters, the integrated diﬀerential transmission that can be expected in
a pump-probe measurement. The two-photon ampliﬁcation turns out to be mainly
limited by the relaxation time of the electron-hole pairs and the narrow spectral
width of the cavity mode, both restricting the number of carriers available for the
optical transitions. As expected, the gain increases with the light intensity, but
rapidly reaches a maximal value of a few percent and then decreases, because the fast
two-photon stimulated recombination is no longer compensated by the relaxation
of the electron-hole pairs injected at higher energy by the pump. Typically, a λ-
cavity containing 11 QWs would give a maximal integrated ampliﬁcation of ∼ 2.3%
for a peak intensity of ∼ 80 MW/cm2. This result suggests that two-photon gain
may indeed be observable, but the low value will severely limit its possible usefulness.
Non-radiative recombination and other cavity losses have been neglected but should
not signiﬁcantly alter our estimates.
An analytical formula for the diﬀerential transmission, resulting from various
approximations on the rate equations, has been derived and shown to be adequate.
Its structure highlights the inﬂuence of the multiple physical parameters entering
the model. The increase of the mirror reﬂectivities can, in principle, especially be
used to improve the ampliﬁcation, despite the narrowing of the optical cavity mode.
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3 General theory: eﬀective multi-band
Bloch equations, current and
susceptibility
3.1 Introduction
The main scope of this thesis is to develop a dynamical theory for multi-photon
transitions. It will also provide theoretical foundations for the phenomenological
model used in chapter 2, and extend the ﬁeld of research to processes where diﬀerent
electromagnetic ﬁelds excite the same states.
In particular, a theory accounting for the dynamics of the system is required
for investigating the transient response of a medium excited by ultrashort pulses.
This is, for instance, important for a detailed description of pump and probe mea-
surements. Furthermore, various nonlinear processes may occur simultaneously and
interfere, especially when the optical frequencies of the electromagnetic ﬁelds are
close to transition frequencies of the medium. In this context, a time-dependent
description also gives insight into complex eﬀects related to the coherence (or mi-
croscopic polarization) between the bands.
In the last decades, extensive work was done on the calculation of two-photon
transition probabilities or third-order susceptibilities [22–31, 33–38, 41, 42, 44, 48–
51]. However, the time-dependent modeling of two-photon processes in semicon-
ductors is generally limited to a phenomenological description based on rate equa-
tions [71–73]. On a microscopic level, the study of the dynamics of multi-photon
transitions was initiated only in the past nineties by Selbmann et al. [74] who consid-
ered a one-dimensional diatomic chain. More recently, Král and Sipe [97] included
two-photon transitions within a Green’s functions formalism for the study of opti-
cally injected current, but they limited their model to two isotropic and parabolic
bands.
In the following, we develop a dynamical theory for multi-photon transitions by
deriving a reduced set of eﬀective multi-band semiconductor Bloch equations. No
restricting assumptions will be made on the details of the energy and momentum
dispersion. The model can thus be applied to any heterostructure deﬁned by its
band structure.
The beneﬁt of the proposed approach is two-fold. First, the description of the
21
3 General theory: eﬀective multi-band Bloch equations, current and susceptibility
dynamics is restricted to a reduced number of bands. Yet, the discarded bands are
not neglected, but consistently taken into account in the higher order processes.
Second, all quantities remaining in the eﬀective multi-band Bloch equations vary on
the same time scale, which makes their numerical integration much more eﬃcient.
This theory does not account for the wavevectors of the electromagnetic ﬁelds.
Thus, all pulses are assumed to propagate along the same direction. Morever, it
implies that propagation eﬀects must be negligible. However, the theory can be
extended to propagating ﬁelds, when completed by Maxwell’s equations.
The proposed model is well appropriate for the description of low-dimensional
systems, like quantum wells or quantum wires, excited along a direction of conﬁne-
ment. It takes into account various linear and nonlinear optical processes, such as
one- and two-photon absorption, second-harmonic generation, diﬀerence-frequency
mixing, or coherent control of photocurrent.
First, we discuss the choice of the gauge for the electromagnetic interaction in the
dipole approximation. The equations of motion are then established in the density
matrix formalism and expressed in the rotating frame. A perturbative approach is
used to eliminate the far oﬀ-resonant bands and reduce the density matrix to a ﬁnite
set of states. The withdrawn states are included in the equations as a perturbation
up to ﬁrst order in the inverse of the detuning between the corresponding inter-band
frequency and the optical frequency [21]. The transitions to the eliminated bands
have thus to be far oﬀ-resonant, i.e. with a large detuning, for the perturbative
expansion to be valid. One is left with an eﬀective Schrödinger equation for a
reduced density matrix where the withdrawn bands appear as intermediate states in
an eﬀective interaction which is quadratic in the ﬁeld (and linear in the inverse of the
detuning). In a second step, we collect the part of the interaction giving rise to quasi-
resonant transitions and neglect the (small) oﬀ-resonant contributions (generalized
rotating wave approximation). The resulting equations are specialized to the case of
quasi-resonant one- and two-photon transitions from valence to conduction bands.
Once the main equations are established, we detail how the time-dependent po-
larization current is calculated from the reduced density matrix and extract the
one- and two-photon absorption coeﬃcients. We then outline how the Coulomb
interaction can be included within the Hartree-Fock approximation. Finally, the
decoherence and thermalization of the carrier distributions are added through phe-
nomenological relaxation times.
3.2 Interaction with an electromagnetic ﬁeld: choice of
gauge
The one-particle Hamiltonian for a crystal interacting with an electromagnetic (EM)
ﬁeld can be expressed as H = H0 +HI , where H0 is the Hamiltonian in the absence
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of the ﬁeld. The form of the EM interaction Hamiltonian HI depends on the gauge.
In the dipole approximation, HI is given by −eEr or eAp + e2A2/2m0 in the
length gauge or velocity gauge respectively. The equivalence between these two
electromagnetic interaction forms has been widely discussed in the last decades. It
is a matter of fact that they are related to each other by a gauge transformation
and therefore describe the same physical situation. In practice however, they may
lead to diﬀerent results, in particular for transition rates, due to approximations
usually needed to perform explicit calculations. The exact Hamiltonian is indeed
often replaced by a simpler eﬀective Hamiltonian, and the gauge invariance can be
aﬀected. In the following, we review some aspects of the gauge invariance, and
discuss our choice of the velocity gauge.
3.2.1 The current gauge
Starace [98] showed that for Hamiltonians containing non-local potentials, the dipo-
lar interaction terms Er and Ap are no more related by the usual gauge transfor-
mation. Thus, he modiﬁed the interaction by applying the principle of minimal
electromagnetic coupling, in order to preserve gauge invariance. This new inter-
action form couples the electrons to the ﬁeld by their current v ∝ [r,H0] and is
sometimes referred to as interaction in the current gauge. This procedure was gener-
alized to multi-photon processes by Girlanda et al. [99], extended to arbitrary ﬁelds
(beyond the long wavelength approximation) by Ismail-Beigi et al. [100], and used
on several occasions [34, 35, 50, 99, 101, 102]. The justiﬁcation of this modiﬁed
electromagnetic coupling is based on two central properties. First, in the case of
Hamiltonians containing only local potentials, the modiﬁed interaction reduces to
the usual Ap interaction in the velocity gauge. Second, it is equivalent to the Er
interaction in the length gauge through the usual gauge transformation.
In practice, non-local potentials may arise when the complete set of eigenstates
of an initial Hamiltonian containing only local potentials is restricted to a given
subset which is then used as an approximate basis for the problem. In this case,
it is not surprising that the gauge invariance is aﬀected, as the latter is related to
unitary transformations in the complete Hilbert space. The subspace spanned by
the restricted set of eigenfunctions is not necessarily gauge invariant. The procedure
of Starace is an elegant way to restore gauge invariance in such a case.
3.2.2 Extended Bloch states and Er interaction in crystals
One should also note that the dipole interaction Er is not well deﬁned in solid state
material because the electron state is not spatially localized as is in atoms. Arnold
and Hutchings [103] thus argue that the momentum interaction Ap is the natural
one to use for electrons in crystals even though the material in form of nanostruc-
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tures may exhibit bound states. On the other hand, Aversa and Sipe [104] applied
standard length gauge perturbation theory to calculate nonlinear susceptibilities in
crystals by using the treatment of the position operator previously described by
Blount [105], to overcome the problem related to the extended Bloch states. They
also showed that this length gauge formulation leads to an additional term in the
Bloch equations, coupling states with diﬀerent wavevectors.
In the case of heterostructures, one has to calculate either momentum or position
matrix elements in the framework of an envelope function method. In Burt’s the-
ory [47], this is easily achieved for the momentum operator p. As the latter exhibits
the full translational symmetry, its action on the envelope functions and periodic
basis functions can be separated in a convenient and exact way. By contrast, the
position operator r is not periodic at all and leads to strongly non-local expressions
in the equation for envelope functions. Thus, from the technical point of view, it is
much more convenient to work in the velocity gauge.
3.2.3 Choice of a basis
We stress that it is possible to expand the wave functions in any arbitrary, but
complete, set of basis functions. Yet, sometimes one may need to interpret the
expansion coeﬃcients as occupation probabilities, which requires the basis functions
to be eigenstates of a gauge invariant observable1. Also note that a same quantum
mechanical wave function may correspond to diﬀerent physical states in diﬀerent
gauges. Thus, one should always be aware of the gauge that is currently used.
The expansion in terms of eigenfunctions |n〉 of the unperturbed Hamiltonian H0
may be interpreted in two ways: i) the complete set of functions |n〉 is a mathe-
matical basis of the Hilbert space, without referring to a physical observable, or ii)
the basis functions correspond to eigenstates of a gauge invariant observable: the
energy.
The second approach requires a more careful analysis. Indeed, the expansion
coeﬃcient must be gauge invariant to yield unambiguous occupation probabilities.
The basis functions should thus be deﬁned as eigenstates of a gauge invariant ob-
servable. Unfortunately, this condition is not fulﬁlled by the Hamiltonian (it is the
time-dependent Schrödinger equation, that is gauge independent, not the Hamil-
tonian). Yang [106] suggested to use what he called the particle’s gauge-invariant
energy operator to deﬁne the basis states for the expansion. In the length gauge,
this energy observable reduces to the unperturbed Hamiltonian H0 and the physical
interpretation of the basis states |n〉 as energy eigenstates remains unambiguous
even in presence of an electric ﬁeld. This led Kobe [107] to argue that if eigenstates
of the unperturbed Hamiltonian H0 are to be used for the basis states, the dipole
1An observable is always gauge invariant
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interaction in the length form is the proper perturbation. Although this is a speciﬁc
choice of gauge, it is the only one for which the basis functions do not depend on
the electromagnetic ﬁeld.
3.2.4 Present choice of gauge: the velocity gauge
In this thesis, we want to develop a theory for multi-photon transitions in crys-
talline heterostructures. As discussed above, the dipole interaction in the length
gauge (Er) is inadequate for periodic systems, because the position matrix ele-
ments between extended Bloch states are ill-deﬁned. Similar diﬃculties arise in the
current gauge, when evaluating the matrix elements of v ∝ [r,H0] appearing in
the corresponding interaction. By contrast, the momentum matrix elements can be
calculated in a proper way with Burt’s envelope function method, which makes the
interaction in the velocity gauge (Ap) a much better candidate. Therefore, we prefer
to work in the velocity gauge, despite the fact that the Hamiltonian may not remain
gauge invariant after the system is restricted to a limited number of energy bands.
This choice implies that, in the presence of an EM ﬁeld, the basis functions |n〉 are
no more eigenstates neither of the Gauge invariant energy operator introduced by
Yang, nor of the total Hamiltonian including the EM interaction. So we adopt here
the interpretation where the complete set of eigenfunctions of H0 is simply used as
a mathematical basis for the expansion. Nevertheless, note that before and after
the interaction with electromagnetic pulses, the physical interpretation as energy
eigenstates is always well justiﬁed because the eigenfunctions of the Hamiltonian
have an identical form in the diﬀerent gauges.
Finally, we emphasize that we want to consider macroscopic quantities that do not
refer to a restricted set of states but involve the whole system, like the macroscopic
polarization. Thus, the choice of the gauge and of the expansion basis, as well as its
physical interpretation, should not aﬀect the end-result. The restriction to a limited
number of bands is an approximation that may indeed break gauge invariance.
However the level of accuracy is in the end set by the judicious choice of the basis
and by the degree of validity of the approximations, and not by an a posteriori
restoration of gauge invariance (e.g. the current gauge procedure), though the latter
is always a desirable property.
3.3 Bloch equations
As a basis of the Hilbert space, we use the eigenstates of the eﬀective one-particle
crystal Hamiltonian H0, deﬁned by
H0|n,k〉 = En,k|n,k〉 , (3.1)
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where n and k label respectively the energy bands and the wavevectors in the un-
conﬁned directions. Note that the information on the crystal geometry is contained
in the exact form of H0. The equations in this chapter are therefore valid for any
heterostructure.
In the velocity gauge, the Hamiltonian for an electron interacting with a classical
electromagnetic ﬁeld is given by
H = H0 +
e
m0
A · π , (3.2)
where A is the classical vector potential, and
π = p +

4m0c2
σ ∧∇V (r) (3.3)
is the momentum operator including the spin-orbit coupling. Here V (r) is the mi-
croscopic potential of the crystal and σ is the vector (σx σy σz) with the Pauli
matrices as components. The elementary charge e is positive. For optical fre-
quencies, the momentum of the electromagnetic ﬁeld can be neglected compared to
the crystal momentum of the electrons. As a consequence, the spatial variation of
the potential vector A can be ignored2 (dipole approximation) and only electronic
states with equal wavevector are coupled by the electromagnetic interaction. This
approximation restricts the application domain of the theory to excitation schemes
with co-linear beams. Moreover, it neglects the propagation of the electromagnetic
ﬁelds. Thus, this theory is essentially valid for small active regions like quantum
wells and quantum wires, excited by beams propagating along a conﬁnement di-
rection. Note that it can be extended to propagating ﬁelds, when completed by
Maxwell’s equations.
We now assume that a certain density of carriers can be excited. In the many-

















where c†n,k and cn,k are respectively the creation and annihilation operators for the




2The typical wavelength of the optical ﬁelds inducing inter-band transitions in GaAs is about
several hundred nanometers, which is large compared to the lattice period (< 1 nm).
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The Schrödinger equation −i∂tρ = [ρ,H] for the density matrix
ρmn,k = 〈c†m,kcn,k〉∗ (3.6)
(note the complex conjugate) is given by









where Ωnn′,k = (En,k − En′,k)/ are the inter-band frequencies. As the electro-
magnetic interaction in the dipole approximation couples only states with equal
wavevectors, the Hamiltonian is diagonal in k. We are therefore left with an inde-
pendent set of diﬀerential equations for each wavevector. For the sake of conciseness,
the indices k will thus be omitted in what follows, except when explicitly required.
We emphasize that the band-diagonal momentum matrix elements, which are
usually neglected in the Bloch equations, are taken into account here since they
give an important contribution to the inter-band two-photon transitions [74]. The
diagonal elements are in fact zero at zone center in a centro-symmetric crystal, but
may become large with increasing k-vector.
3.4 Unitary transformation to the rotating frame
A ﬁrst step to obtain diﬀerential equations for slowly varying functions is to elim-
inate the oscillations related to the diagonal part of the Hamiltonian. This is best
achieved in the rotating frame deﬁned by the unitary transformation ρ˜ = UρU †
where U = exp(iΛ) is diagonal with [74]







The Schrödinger equation (3.7) then becomes












ρ˜mn(t) = ρmn(t) eiΦmn(t) (3.10)
and
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We emphasize that the transformation of the Schrödinger equation (3.7) into (3.9)
is exact. The rotating wave approximation has not yet been done.
3.5 Expansion into multi-photon transitions involving
diagonal momentum matrix elements
The diagonal part of the initial Hamiltonian containing the band-diagonal momen-
tum matrix elements Πnn is eliminated by the unitary transformation (3.8). In
the transformed Schrödinger equation (3.9), these elements appear exclusively in
the time dependent phases Φmn, and can be treated separately from the terms in-
volving the oﬀ-diagonal momentum matrix elements. The diagonal contribution
can now be easily expanded in a form highlighting the underlying multi-photon
transitions [74], as it is shown in this section.












)T ∈ R3 , (3.12)
with slowly varying envelopes Aj(t). Note that elliptically polarized light can be
described in (3.12) by the superposition of two cross-polarized ﬁelds with same
frequency. According to the vector potential (3.12), the phases (3.11) become





sin(ωj t + φj) , (3.13)
where for the integration, the time dependence of the envelopes Aj was neglected
compared to the fast oscillations with optical frequencies ωj . We also assumed that
the electromagnetic ﬁelds vanish in distant past: A(−∞) = 0. To handle the sine
functions in (3.13), we expand the exponentials eiΦ appearing in the Schrödinger
equation (3.9) into an inﬁnite sum of Bessel functions Jn (Appendix B):
eiz sin θ =
∑
n∈Z
Jn(z) einθ . (3.14)
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where we have introduced the shorthand notations
N ≡ (N1 N2 · · · Ns) Ni ∈ Z (3.16)
ω ≡ (ω1 ω2 · · · ωs) (3.17)
φ ≡ (φ1 φ2 · · · φs) (3.18)
with the scalar products
N ◦ ω ≡
s∑
j=1
Nj ωj , N ◦ φ ≡
s∑
j=1


























and contains the product of Bessel functions related to the sum over the frequencies










mn) Nj = ±1 ,
0 Nj = ±1 .
(3.23)
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Finally, the property J−n(z) = Jn(−z) of the Bessel functions leads to the useful
symmetry Gjmn(−N) = Gjnm(N).
3.6 Resonant and oﬀ-resonant states
The Schrödinger equation (3.15) gives the time evolution of the density matrix for
the complete system consisting in an inﬁnite number of energy bands. Yet, all
these states do not participate to the same degree to the dynamics. For a given set
of electromagnetic waves (3.12), the dominant contribution comes from the bands
with inter-band energy spacings close to a frequency combination N ◦ω = ∑j Njωj.
Furthermore, the larger the Nj ’s, the smaller the associated transition probability.
Consequently, it is well justiﬁed to consider only the terms with small Nj’s among
the resonant transitions. According to this, we divide the bands into two sets:
• A set A containing the ﬁnite number of bands with inter-band frequencies close
to N ◦ω for Nj restricted to the multi-photon transitions we are interested in.
The bands belonging to A are labeled by a, a′, . . . (or A, A′ used later).
• A set B containing all remaining bands. The dynamics of the electrons de-
scribed by them is assumed to be negligible. The bands belonging to B are
labeled by b, b′, . . . .
In the following, the bands of group A will be called (quasi-) resonant bands and the
bands of group B oﬀ-resonant bands, with respect to the energy mismatch between
the optical frequencies and the inter-band frequencies. According to this distinction,
the Schrödinger equation (3.15) splits into three sets of diﬀerential equations mixing
































































































































As the bands of A are coupled through quasi-resonant (multi-) photon transitions,
at least one of the complex exponentials on the r.h.s. of (3.24) is slowly varying
in time. Thus, the reduced density matrix3 elements ρ˜aa′ are expected to display
essentially a slow dominant time-dependence. By contrast, the remaining matrix
elements ρ˜ab and ρ˜b′b show rapid oscillations governed by the detunings between
N ◦ ω and the inter-band frequencies. Taking advantage of this, we derive a closed
set of diﬀerential equations for the time-evolution of the reduced density matrix ρ˜aa′ ,
by iteratively replacing ρ˜ab′ , ρ˜ba′ and ρ˜b′b in (3.24) by the r.h.s. of (3.25) and (3.26),






′) F (t− t′) ρ˜(t− t′) , (3.27)
3The density matrix limited to the bands of group A
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where ρ˜(t) is the reduced density matrix in the rotating frame and F (t) a function of
the ﬁeld envelopes Aj(t). Both are slowly varying in time. Here the frequency Ω−ω
is a generic symbol for the detunings of the type Ωab −N ◦ ω or Ωbb′ −N ◦ ω. The
resonant and oﬀ-resonant bands are chosen in order to ensure that these detunings





′) F (t− t′) ρ˜(t− t′)  e
i(Ω−ω)t
Ω− ω F (t) ρ˜(t) (3.28)
to be valid. The latter will be detailed in section 3.8. It is assumed that F (t) vanishes
in distant past, which is fulﬁlled here, because, according to the Bloch equations,
F (t) is proportional to the vector potential. Furthermore, the integration of (3.25)
and (3.26) requires initial conditions for ρ˜b′b and ρ˜ab. It is reasonable to consider the
situation with no coherence (or microscopic polarization) between diﬀerent bands
before the electromagnetic ﬁelds are switched on. The initial occupation of the
eliminated oﬀ-resonant bands is however given by the carrier distributions ρ˜(0)bb which
can be non-zero, especially for valence bands. More formally, we assume the initial
conditions
lim
t→−∞ ρ˜ab(t) = 0 (3.29)
lim
t→−∞ ρ˜bb
′(t) = δbb′ ρ˜
(0)
bb . (3.30)
After lengthy calculations where we keep only the terms up to the third order





](1) + [∂tρ˜AA′](2) + [∂tρ˜AA′](3) . (3.31)
The three terms on the r.h.s. contain the eﬀective interaction terms that are respec-
tively linear, quadratic and cubic in the ﬁelds Aj. The linear and quadratic terms
read [







































































































The terms that are cubic in the ﬁelds are given in appendix C. The sums over α and






are taken over the spatial directions x, y and z. The indices j and k label the quasi-
monochromatic waves Aj cos(ωjt + φj) of (3.12) and range from 1 to s. Remind
that a wavevector label k must be added to each pair of band indices.
The ﬁrst term on the r.h.s. of the multi-band Bloch equations (3.31) includes
all multi-photon processes, i.e. to any order in the ﬁelds, involving only resonant
bands. The second term (respectively, third term) describes the contribution of the
eliminated oﬀ-resonant bands as intermediate states to the multi-photon interac-
tions up to the second order (respectively, third order) in the ﬁelds. The diagonal
momentum matrix elements of the resonant bands are contained in the G-functions.
The second term on the r.h.s. of (3.33) contains the initial carrier distributions
ρ˜
(0)
bb of the far oﬀ-resonant bands, stemming from the integration of (3.26). This
reﬂects the presence of electrons in the eliminated bands and their eﬀect on multi-
photon transitions. These states can not in general be considered as unoccupied in
the distant past, especially in the valence bands. Their contribution can however
be neglected in practice, as we now show. First we remind that we consider only
quasi-resonant optical transitions between bands in A. In other words, we shall keep
only the dominant slowly varying part of the Bloch equations i.e. the terms with
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small detunings ΩAA′ − (N + N ′) ◦ ω compared to the optical frequencies. Second,





















ΩAA′ − (N + N ′) ◦ ω








by exchanging the dummy indices (j, α,N) and (k, β,N ′) in its second part. The
expression within the brackets clearly indicates that (3.34) can be safely neglected
for quasi-resonant processes, i.e. for small detunings ΩAA′ − (N + N ′) ◦ ω.
The multi-band Bloch equations give the dynamics of a reduced number of states
taking into account the contribution of the eliminated oﬀ-resonant bands in a per-
turbative way. However, the remaining terms are not yet necessarily all slowly
varying in time. The ﬁnal selection of the dominant processes has still to be done
and will depend on the optical frequencies and on the band structure of the crystal.
3.7 Eﬀective multi-band Bloch equations for one- and
two-photon transitions
We are now considering the case of one- and two-photon transitions between con-
duction and valence bands in a semiconductor. The ensemble A of resonant bands
is divided into two sets of subbands: the conduction bands {c} and the valence
bands {v}. Physical quantities and processes will be designated by the adjectives
intra-band if they involve only subbands from the same set and by inter-band if
they concern subbands from both sets. We assume that the intra-band energy spac-
ings are much smaller than the inter-band energy diﬀerences. This condition is well
fulﬁlled by the lowest conduction subbands and the highest valence subbands of a
semiconductor quantum well or quantum wire, for which the model will be applied
in chapters 5–7. In the following, the conduction bands are labeled by c, c′, c′′, . . . ,
and the valence bands by v, v′, v′′, . . . . Such a distinction is not relevant for the
eliminated oﬀ-resonant bands and we continue to designate them by the subscript b.
3.7.1 Specialization to the case of two quasi-monochromatic ﬁelds
As we are interested in one- and two-photon inter-band transitions, the eﬀective
Bloch equations (3.31) are specialized to the case of two quasi-monochromatic elec-
tromagnetic ﬁelds
A = A1 cos(ω1t + φ1) + A2 cos(ω2t + φ2) (3.35)
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of frequency ω1  Eg and ω2  Eg/2 where Eg is the inter-band energy gap.
Furthermore, the sum over N = (N1, N2) is limited to (±1, 0), (0,±1) and (0,±2),




G2mn(±1, 0) = 0 (3.36)








In a ﬁrst step, we drop the oﬀ-resonant contributions involving the eliminated
bands B. Thus, among the terms of second-order in the ﬁelds, those displaying
rapid oscillations in time are now neglected with respect to the slowly varying con-
tributions, in the spirit of the rotating wave approximation. As discussed above, the
optical frequencies ω1 and 2ω2 are close to the inter-band frequencies Ωcv, whereas
the intra-band frequencies Ωcc′ and Ωvv′ are much smaller. As a consequence, we can
restrict ourselves to the dominant contributions oscillating with the low frequencies
Ωcc′, Ωvv′ , Ωcv − ω1 and Ωcv − 2ω2. By keeping the corresponding terms of second
order in the ﬁeld envelopes A1 and A2, the eﬀective Bloch equations become
∂tρ˜ = −i [H˜ ρ˜− ρ˜ H˜†] (3.39)
































































































































The non-hermiticity of H˜ will be discussed in section 3.7.3. Remind that a wavevec-
tor label k must be added to each pair of band indices e.g. Ωcv → Ωcv,k.
The r.h.s. of the transformed equation of motion (3.39) contains only driving
terms which are linear or quadratic in the ﬁelds. The slowly varying linear driving
terms (referred to as quasi-resonant terms) give the dominant contribution to the
one-photon transitions whereas the ones displaying rapid oscillations (oﬀ-resonant
terms) do not contribute signiﬁcantly. As they may however be important for
the resonant higher-order processes of interest to us (two-photon transitions, Stark
shift, . . . ), we can not simply discard them. To treat these terms, we have devel-
oped a consistent scheme which amounts to use the same perturbative approach for
rapidly oscillating terms as in the ﬁrst step where we eliminated the far oﬀ-resonant
bands and reduced the density matrix. As a result, we obtain an additional set of
quasi-resonant quadratic terms. This reﬂects the fact that the bands of group A
participate also to higher-order transitions as intermediate states. In the eﬀective
Bloch equations (3.39), the linear terms oscillating with central frequencies Ωcc′±ωj
or Ωvv′±ωj contribute to the resonant second-order processes in H˜cc′ or H˜vv′ respec-
tively, and those of frequency Ωcv −ω2 are important for the two-photon transition






Ωab ± ωj (3.44)
in (3.40) to (3.43), taken over the eliminated oﬀ-resonant bands b ∈ B, have to be
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Ωan ± ωj , (3.45)
taken over all bands n for which the corresponding denominator Ωan ± ωj is large
enough. In other words, the sum over n includes all bands of B, and some bands
of A. This procedure is similar to the one used to eliminate the oﬀ-resonant bands
(group B) and is depicted in appendix D. Note that the diagonal momentum matrix
elements must be excluded from the sum over n. Indeed, they did not appear
in the linear terms of H˜cc′ and H˜vv′ , because they were already removed by the
transformation to the rotating frame (§ 3.4). However, their resonant contribution
to the second order processes, i.e. transitions where the intermediate state is either
the initial or the ﬁnal state, was taken into account by the expansion into Bessel




in the second term on the r.h.s. of (3.42) and (3.43). Note that (3.46) has not
exactly the same structure than the expressions in the sum (3.45). Therefore, these
two quadratic terms can not be put together in a more compact form.
3.7.2 Discussion of the band-diagonal momentum matrix elements
One may wonder why in (3.42) and (3.43) the second-order terms involving diagonal
momentum matrix elements dot not have exactly the same form as those including




Ωav − ω2 =
ΠcvΠvv
Ωvv − ω2 +
ΠccΠcv
Ωcv − ω2 (3.47)
instead of the actual
Πcv(Πcc −Πvv)/ω2 = ΠcvΠvvΩvv − ω2 −
ΠccΠcv
Ωcc − ω2 . (3.48)
First we note that the diﬀerence between the two is proportional to
Ωcv − 2ω2
ω2 (Ωcv − ω2) , (3.49)
and is therefore comparable to the small contribution (D.9) neglected while extend-
ing the intermediate states to the bands of group A in the quadratic terms (3.45)
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(see Appendix D). Second it appears that, if for the processes involving the diago-
nal momentum matrix elements one uses the procedure outlined in the appendix D














If, following Appendix D, one neglects the small corrections given by the last two
terms, one ﬁnds the expected transition amplitude (3.47). However, in the special
case of diagonal momentum matrix elements, this approximation is not necessary,
because some of the terms in (3.50) cancel exactly, and one recovers (3.48). We thus
keep the speciﬁc form (3.48) rather than (3.47), because it is the natural one.
3.7.3 Discussion of hermiticity: symmetrized eﬀective Hamiltonian
We emphasize that the perturbative approach described above does not preserve her-
miticity, as can be seen from the Bloch equations (3.39) to (3.43). This is related to
the second-order interaction terms with energy mismatch. Indeed, the denominators
(Ωnv − ω2) and −(Ωcn − ω2) in H˜cv and H˜vc are not equal if Ωcv = 2ω2. The same
problem appears for the denominators in H˜cc′ and H˜vv′ if Ωcc′ = 0 and Ωvv′ = 0.
The departure from hermiticity is however of the order of the terms neglected when
making the far-oﬀ-resonance approximation for the intermediate levels. Therefore
it is justiﬁed to symmetrize the eﬀective Hamiltonian. A crucial beneﬁt is to ensure
accurately the total charge conservation in the crystal during calculation.
Finally, among all quadratic terms obtained, we retain consistently the slowly
varying ones (generalized rotating wave approximation). The resulting multi-band
Bloch equations for the symmetrized eﬀective Hamiltonian H¯aa′ = (H˜aa′ + H˜∗a′a)/2


















































































The reduced density matrix ρ˜ in the rotating frame has been replaced by the new
symbol ρ¯ in order to stress that all rapid oscillations have been suppressed. Also
keep in mind that a wavevector label k must be added to each pair of band indices






(H¯mn,kρ¯nm′,k − ρ¯mn,kH¯nm′,k) . (3.55)
It must be reminded that all sums over the intermediate states n do not cover
the same bands. Indeed, as discussed above, the sums over n include all far oﬀ-
resonant bands eliminated from the equation of motion (set B), as well as the
bands of the reduced density matrix (set A) for which the corresponding frequency
denominator Ω ± ωj is large. By contrast, the quadratic contributions from the
transitions with small detuning Ω± ωj are automatically contained in the resonant
linear interaction of H¯cv. Thus, the terms in H¯cc′ (respectively H¯vv′) containing ω2
include all resonant and oﬀ-resonant states, whereas for ω1 one has to exclude the
valence bands (respectively, the conduction bands) of group A in the sum related to
the denominators Ωnc + ω1 (respectively, Ωnv − ω1). The sum over n in H¯cv refers
to all bands in A and B. Finally, the bands leading to diagonal momentum matrix
elements have to be excluded from all sums over n, as indicated explicitly.
In the inter-band elements H¯cv of the eﬀective Hamiltonian, one can identify
the one- and two-photon transition amplitudes between valence and conduction
bands, involving respectively the electromagnetic ﬁelds A1 and A2. The one-photon
transitions induced by the ﬁeld of frequency ω2 have been completely neglected. The
ﬁeld of frequency ω1 can however still induce inter-band two-photon transitions, but
with a large energy mismatch. The associated probability is therefore extremely
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weak compared to the resonant ﬁrst-order process.
The diagonal part of H¯cc′ and H¯vv′ contains the AC Stark shifts, and the oﬀ-
diagonal elements describe intra-band two-photon transitions where one photon is
absorbed and one photon emitted. Both frequencies ω1 and ω2 contribute to these
resonant processes. Further details on the various nonlinear phenomena described
by the above equations can be found in section 3.10.
The eﬀective equations (3.51) diﬀer from the well-known Semiconductor Bloch
Equations [108, 109] because we keep all intra-band momentum matrix elements
(including the band-diagonal ones) and all quasi-resonant contributions of both fre-
quencies. In the rotating frame, this was achieved by replacing the rapidly oscil-
lating linear interaction terms by eﬀective interactions which are quadratic in the
ﬁeld and eventually keeping only the slowly varying ones among them (generalized
rotating wave approximation). This is well justiﬁed close to resonance and leads to
a Schrödinger equation with all interaction terms (one- and two-photon processes)
varying on the same time-scale (the pulse duration), which makes the numerical
integration much more eﬃcient.
3.8 Restrictions due to the slowly varying envelope
approximation
Let us consider more in detail the limitations, that the main approximation (3.28)
imposes on the slowly varying envelopes Aj. In the case where the equations are
restricted to interaction terms of ﬁrst- and second-order in the electromagnetic ﬁeld,
the function F (t) in the integral of (3.28) is simply proportional to Aj (see (3.36)

















A˙αj (t− t′) ρ¯(t− t′) + Aαj (t− t′) ˙¯ρ(t− t′)
]
, (3.56)
where the dots on Aαj and ρ¯ denote the time derivative. Neglecting the second term
on the r.h.s. is justiﬁed only if the corresponding integrand is much smaller than the
integrand on the l.h.s.. In other words, the vector potential and the density matrix
element must satisfy




| ˙¯ρ(t)/ρ¯(t)|  |Ω− ωj| . (3.58)
For the ﬁeld envelope of a typical (sech-) laser pulse Aj(t) ∝ [cosh(t/T )]−1, the
condition (3.57) reduces to
1
T
 |Ω− ωj| . (3.59)
Let us illustrate this with the one-photon transitions of frequency ω2  Ωcv/2
neglected in section 3.7. For a pulse duration of 100 fs at half-maximum of intensity
and a band gap5 Ωcv of 1.5 eV, the inequality (3.59) is well satisﬁed, as it becomes
T = 56.7 fs  2/Ωcv = 0.88 fs.
3.9 Polarization current
In the previous sections, we set up eﬀective multi-band Bloch equations governing
the time evolution of the system. We now want to rely the reduced density matrix,
solution of these equations, to a macroscopic observable. In the following, we thus
derive an expression for an eﬀective polarization current that must be consistent
with the previous approximations.




Tr[−ev ρ] , (3.60)
where the velocity operator v is related to the momentum operator π by
v = (π + eA)/m0 . (3.61)
The symbol V denotes the dimension of the crystal in the unconﬁned directions,
namely the volume of the bulk, the surface of the quantum well or the length of












A(t) δmn) ρnm,k(t) . (3.62)
This expression has to be put in a form containing only the reduced density matrix
i.e. the bands for which the time evolution is calculated. This can be done by
the same perturbative approach as above. In accordance with the approximations
5typical GaAs/AlGaAs quantum well
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made to derive the eﬀective multi-band Bloch equations (3.51), the polarization
current has to be calculated to the next order in the ﬁelds, to properly include the
two-photon transitions.
First, the reduced density matrix ρaa′,k is expressed in the rotating frame in-
troduced in section 3.4. Expanded to the ﬁrst order in the ﬁeld, the transforma-
tion (3.10) becomes















The obvious k indices have been dropped.
Second, the rapidly varying density matrix elements ρab,k and ρba,k are also
expressed in the rotating frame, and then approximated by the integrated r.h.s.
















Ωa′b − σωj .
(3.64)
Note that, in this approximation, the rotating frame transformation is restricted to
the zeroth order in the ﬁeld: ρab,k = ρ˜ab,k e−iΩab,kt. This is consistent with our goal
to derive an eﬀective polarization current up to the ﬁrst order in the ﬁeld.
Finally, the remaining density matrix elements ρbb′,k in (3.62) must be replaced
by the integrated r.h.s. of (3.26). However, the equation of motion (3.26) does not
contain any element of the reduced density matrix ρ˜aa′,k, but exclusively ρ˜ab,k and
ρ˜bb′,k. Thus, the latter must again be substituted by the formal solution of (3.25)
and (3.26), in order to obtain an expression involving the reduced density matrix.
In the polarization current, this would lead to terms of the second order in the ﬁeld.
Therefore, we can consistently neglect the contribution of ρbb′,k.
























with ρaa′,k and ρab,k approximated by (3.63) and (3.64). Keeping only the terms
oscillating with frequency close to ω1, ω2 and 0, the polarization current becomes
j = jAA + jAB + j0 . (3.66)
The three terms on the r.h.s. are detailed in what follows. Among them, only the
ﬁrst one depends on the reduced density matrix.





where the eﬀective current operator JAA is deﬁned by the sub-blocks















































































The symbol ρ˜ was replaced by ρ¯ to emphasize the restriction to the dominant contri-
bution resulting from the eﬀective multi-band Bloch equations (3.51). Remind that
a wavevector label k must be added to each pair of band indices e.g. Ωcv → Ωcv,k.




mn Jmn,kρ¯nm,k. As in the
preceding section (§ 3.7), the contribution of the oﬀ-resonant ﬁrst-order processes
to the resonant second-order transitions has been taken into account by extending
the sum over the eliminated bands b to all intermediate states n leading to large
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denominators Ω±ωi (see Appendix D). Notice that the diagonal momentum matrix
elements are not excluded from these sums. Finally, we point out that, unlike for
the Hamiltonian, it is not necessary to symmetrize the eﬀective current operator J ,
because it is already hermitian.
The two remaining contributions to the polarization current (3.66) do not depend



























































On the other hand, the time-reversal symmetry6 ensures that the momentum matrix










and that the energies are related by
En,k = En¯,−k. (3.76)





6see also § 4.4.1
44
3.9 Polarization current













































In order to highlight the physical origin of j0 and jAB, let us change to the frequency
domain and replace the density of current by the corresponding polarization P (ω) =
(iω)−1 j(ω), and the vector potential by the electric ﬁeld E(ω) = −iωA(ω). The
relations (3.74) and (3.79) can then be expressed as





































One recognizes respectively the (real) ﬁrst-order susceptibility related to the con-
stant electronic density , and the (real) ﬁrst-order susceptibility due to the optical
coupling between the principal bands (group A) and the eliminated bands (group B).
In the next chapters, we mainly focus on the “low frequency” part of the polariza-
tion current. The contributions j0 and jAB as well as the higher order terms in jAA
oscillate with frequencies around ω1 or ω2. The slowly varying part of the current
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3.10 Linear and nonlinear optical processes described by
the model
The eﬀective multi-band Bloch equations (3.51), and the related polarization cur-
rent (3.66), describe the dynamics of the electrons in a crystal excited by two elec-
tromagnetic ﬁelds A1 and A2 of frequency ω1 and ω2 with ω1 and 2ω2 close to the
inter-band transition energies. This restriction on the frequencies reﬂects the under-
lying approximations: we neglected the oﬀ-resonant processes (generalized rotating
wave approximation). In this context, the model accounts for the various nonlinear
optical phenomena that are strongly enhanced when certain frequencies fall in the
vicinity of transition frequencies of the medium (“resonance enhancement”). They
can be classiﬁed in two categories according to the involved resonance: nonlin-
earities enhanced by i) quasi-resonant inter-band transitions, or ii) quasi-resonant
intra-band transitions.
The ﬁrst category implies real or virtual quasi-resonant inter-band transitions:
ﬁrst-order processes with detuning Ωcv − ω1 for the ﬁeld A1, and second-order
processes with detuning Ωcv − 2ω2 for the ﬁeld A2. These nonlinearities involve,
respectively, the linear and quadratic interaction terms in the inter-band matrix
elements H¯cv of the eﬀective Hamiltonian (equation (3.54)).
The second category implies real or virtual quasi-resonant intra-band transitions:
second-order processes with detuning Ωcc′ or Ωvv′ for both ﬁelds. These processes
involve the quadratic interaction terms in the intra-band matrix elements H¯cc′ and
H¯vv′ (equations (3.52) and (3.53)).
In the following, we list several optical nonlinear phenomena that are included in
the present model, and give the corresponding ﬁrst-, second- or third-order suscep-
tibilities.
i) Inter-band resonance enhancement
One-photon absorption χ(1)(−ω1;ω1)
Second-harmonic generation χ(2)(−2ω2;ω2, ω2)
Second-order diﬀerence frequency mixing χ(2)(ω2 − ω1;−ω2, ω1)
Two-photon absorption χ(3)(−ω2;−ω2, ω2, ω2)
Third-order diﬀerence frequency mixing χ(3)(ω1 − 2ω2;−ω1, ω2, ω2)
Injection of photocurrent χ(3)(0;−2ω2, ω2, ω2)
ii) Intra-band resonance enhancement
Optical rectiﬁcation χ(2)(0;−ω2, ω2)
AC Stark eﬀect χ(3)(−ω2;ω2,−ω2, ω2)
We emphasize that these various processes are not independent, but take place
simultaneously and interfere. Thus, the theory developed in this chapter is well
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adapted to the study of the interplay between these competing processes when the
optical frequencies are close to resonance.
3.11 One- and two-photon absorption coeﬃcient
In this section, we detail how to extract the one- and two-photon absorption coef-
ﬁcients from the time-dependent polarization current (3.67) obtained after solving
the eﬀective multi-band Bloch equations (3.51). For this purpose, we separately con-
sider the case where the system is excited by one- or two-photon transitions only.
In the framework of the present model, this corresponds respectively to A1 = 0 or
A2 = 0 in the total ﬁeld A (equation (3.35)).
As the following chapters will focus on nonlinear optical processes in symmet-
ric AlGaAs/GaAs quantum wells and V-shaped AlGaAs/GaAs quantum wires, we
restrict the main results of this section to the corresponding crystal classes7 (respec-
tively, D4h and C2v).
3.11.1 Two-photon absorption and third-order susceptibility
The polarization current related to the two-photon transitions induced by the optical

















































µγβα(τ3, τ2, τ1) e−i(ω3τ3+ω2τ2+ω1τ1)
(3.88)
7We neglect the small inversion asymmetry of GaAs.
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are the Fourier transforms of the ﬁeld and of the response function of the medium.
Before going further, let us replace the density of current by the corresponding
polarization ∂tP (t) = j(t), and the vector potential by the electric ﬁeld E(t) =














× Eγ(ω3)Eβ(ω2)Eα(ω1) ei(ω3+ω2+ω1)t (3.89)
where the third-order susceptibility χµγβα is related to the response function Qµγβα
by8




with ωσ = ω3 + ω2 + ω1. The nonlinear polarization (3.89) is now inserted in
Maxwell’s vectorial wave equation
∇ ∧ (∇ ∧E(r, t)) = −(nr
c
)2 ∂2t E(r, t)− µ0∂2t P (r, t) , (3.91)
where nr is the refractive index, and specialized to the case of a monochromatic
wave
E(r, t) = E(r) eiωt + c.c. = E0 e−ikr+iωt + c.c. . (3.92)
The wavevector is related to the frequency by k = (nrω/c)nˆ with nˆ a unit vector.










where we made use of ∇E = 0 and introduced the shorthand notation χµγβα =
χµγβα(−ω;−ω, ω, ω). The factor 3 comes from the intrinsic permutation symme-
try [21]
χµγβα(−ω;−ω, ω, ω) = χµβγα(−ω;ω,−ω, ω) = χµβαγ(−ω;ω, ω,−ω) .
Note that the wave envelope E0 varies with position inside the medium, due to the
nonlinear susceptibility. However, we assume that this variation is suﬃciently slow
8if ω1 = 0, ω2 = 0, ω3 = 0, and ωσ = 0
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to approximate the second derivative of the ﬁeld by
−∇2Eµ(r)  2i(k ·∇)Eµ(r)− k2Eµ(r) . (3.94)
Let us now multiply equation (3.93) by Eµ(r)∗ and take (twice) the imaginary part:












The following chapters will focus on nonlinear optical processes in symmetric Al-
GaAs/GaAs quantum wells and V-shaped AlGaAs/GaAs quantum wires (crystal
class D4h or C2v respectively9). For these speciﬁc symmetries, the only nonzero
susceptibility tensor elements are those with suﬃxes all equal or equal in pairs [21].
The previous equation then reduces to
















where the factor 2 in the second line comes from the intrinsic permutation sym-
metry [21]. Note that the last two terms may describe a linear-circular dichroism.
However, in this work we restrict ourselves to linearly polarized light, i.e. E = Eeˆ
with eˆ ∈ R3, and we have thus (Eµ∗)2(Eν)2 = |Eµ|2|Eν |2. With the ﬁeld intensity














The two-photon absorption tensor βµν is deﬁned by
(nˆ ·∇)Iµ = −
∑
ν
βµν IµIν , (3.98)
9We neglect the small inversion asymmetry of GaAs.
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i − 2χµµµµi δµν
]
. (3.99)
Note that from the experimental point of view, it is diﬃcult to distinguish between
the diﬀerent contributions βµν to the absorption. Photo-Luminescence Excitation





βµν eˆ 2µ eˆ
2
ν . (3.100)
Furthermore, in order to obtain an unambiguous deﬁnition of an absorption quantity
in a system of reduced dimensionality, the volume V in the density of current (3.62)
has to be replaced by L (the length of the wire) or S (the surface of the quantum
well) [110]. The ill-deﬁned lengths in the conﬁned directions are absorbed in the
deﬁnitions of the one-photon absorption coeﬃcient α in units of m−1, 1 and m for
3D, 2D and 1D respectively, and in the two-photon absorption coeﬃcient β in units
of m/W, m2/W and m3/W for 3D, 2D and 1D respectively.
3.11.2 Connection to the eﬀective multi-band Bloch equations
Now that we have related the two-photon absorption coeﬃcient to the third-order
susceptibility, we need a formula to calculate the latter from the time-dependent
density matrix.
In the special case where the reduced density matrix is obtained by solving the
eﬀective multi-band Bloch equations (3.51), the polarization current (3.67) corre-


























eiΩcv,ktρ¯vc,k(t) + c.c.. (3.102)
Note that the additional contributions of frequency Ωcv,k + ω appearing in (3.101)
are neglected in (3.70). In fact, they correspond to strongly oﬀ-resonant two-photon
processes.
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On the other hand, the response function reduces to
Rµγβα(τ3, τ2, τ1) = δ(τ3) δ(τ2 − τ1) R¯µγβα(τ1) . (3.103)
The ﬁrst delta-function accounts for the fact that the expression (3.70) for the
current induced by inter-band two-photon transitions is directly proportional to the
time-dependent ﬁeld. The second delta-function reﬂects the coupling between the
electrons and the squared ﬁeld in the eﬀective two-photon part of the Hamiltonian
(3.54). The response function in the frequency domain thus becomes




µγβα(τ1)e−i(ω2+ω1)τ1 ≡ Q¯µγβα(ω1 + ω2) , (3.104)
and the third-order susceptibility describing the two-photon absorption is given by
χµγβα(−ω;−ω, ω, ω) = −ω−4 Q¯µγβα(2ω) ≡ χ¯µγβα(−2ω; 2ω) . (3.105)









where [A2](ω) and jµγ(ω) are the Fourier transforms of A(t)2 and jµγ(t) respectively.
Thanks to this relation, combined to equation (3.99), we are now able to extract
the absorption spectrum from the polarization current, itself given by the time-
dependent reduced density matrix.
Before closing this subject, we note that the expression (3.102) for the current








γµβα(−2ω; 2ω) . (3.107)
The small discrepancy is of the order of (Ωcv − 2ω2)/(Ωcn − ω2)2 and could be
eliminated by symmetrizing the current operator (3.70) in the same way as it has
been done for the Hamiltonian (3.54).
3.11.3 One-photon absorption and ﬁrst-order susceptibility
To complete this discussion on absorption coeﬃcients, let us brieﬂy introduce similar
equations for the one-photon case. First, we note that for theD4h andC2v symmetry
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all ﬁrst order susceptibilities χµν with diﬀerent superscripts vanish. The one-photon
absorption coeﬃcient α =
∑
µ α
µeˆ 2µ is thus given by
αµ = − ω
nrc
χµµi . (3.108)
The ﬁrst-order susceptibility can then be extracted from the polarization current
(3.67) induced by one-photon transitions only (i.e. A2 = 0). The same procedure





where Aµ(ω) is the Fourier transform of the component µ of the ﬁeld A(t).
3.12 Coulomb interaction within the Hartree-Fock
approximation
In this section, we add ﬁrst-order corrections due to the Coulomb interaction to the
eﬀective multi-band Bloch equations. Thus, we reproduce a derivation of the coher-
ent part of the semiconductor Bloch equations [108], where the Coulomb contribu-
tion is taken into account within the time-dependent Hartree-Fock approximation.
Here we need an equation for the time evolution of the density matrix, includ-
ing both the quasi-resonant eﬀective two-photon transitions discussed above and
the Coulomb repulsion. However, we neglect the cross terms between the elec-
tromagnetic ﬁeld and the Coulomb interaction that result from the perturbative
expansion. Each interaction is thus treated separately and the resulting eﬀective
interaction Hamiltonians are ﬁnally added.
Disregarding the electromagnetic ﬁeld, the many-body Hamiltonian with Coulomb




























where c†n,k and cn,k are respectively the creation and annihilation operators for the















3.12 Coulomb interaction within the Hartree-Fock approximation
where Gq(r, r′) is the real Green’s function of the Fourier transformed Poisson
equation[∇((r)∇)− q2(r)]Gq(r, r′) = δ(r − r′) (3.112)
accounting for the position dependent dielectric function of the crystal (r). Note












The Heisenberg equation −i ∂tc = [H, c], which gives the time-evolution of the
annihilation and creation operators, leads to diﬀerential equations connecting the




































These equations for c†c are not self-consistent, as they involve also four-particle
operators. To complete the system, one can write down the time derivative of the
four-particle products, which then introduce six-particle operators. This procedure
can be repeated up to the correlation order one decides to include. But at some
point, further approximations are necessary to express the highest correlation in
function of the lower ones, and close the set of equations.
Here we restrict ourselves to diﬀerential equations involving expectation values
of two-particle operators that are diagonal in wavevector indices. In the time-
dependent Hartree-Fock approximation [111], the expectation values of the four-
particle operators are thus simply replaced by products of density matrix elements:
〈c†n′′,k−qc†n,k′+qcn′,k′cm,k〉  ρmn′′,kρn′n,k′ δq,0 − ρmn,kρn′n′′,k′ δk′,k−q (3.116)
with
ρmn,k = 〈c†m,kcn,k〉∗ . (3.117)
One is left with the following closed set of diﬀerential equations for the density
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The ﬁrst parenthesis on the r.h.s. is the direct or Hartree term, the second one
the exchange or Fock term. We disregard the direct term. Notice that it can-
cels exactly [112] if one neglects the Coulomb-induced transitions between diﬀer-
ent bands and the wave function dependence of the Coulomb matrix element, i.e.
[Vq]
m,m′;n,n′






















On the other hand, we limit the model to the Coulomb interaction between the
quasi-resonant bands of the ﬁnite set A (see § 3.6), and denote the conduction and
valence bands by the usual band indices c and v respectively. The inter-band10







are considered. Furthermore it is reasonable to assume that the Coulomb contribu-
tion of ﬁlled bands is already taken into account by the eﬀective bulk parameters
(band energies, eﬀective masses, . . . ). The occupation numbers ρvv,k of the elec-
trons in the valence bands can thus be replaced by ρvv,k− 1 in the Coulomb terms.
10between conduction and valence bands
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The Coulomb interaction terms in the equations (3.120) to (3.122) can now be
added to the eﬀective multi-band Bloch equations (3.51). However, they must both
be expressed in the same rotating frame. This amounts to replace the density matrix
elements ρmn,k by ρ¯mn,k eiΩmn,k t in the above equations. Remind that the cross-
terms between the dipole interaction and the Coulomb coupling are neglected.
Note that the transformation to the rotating frame (3.10), introduced to derive
general slowly varying Bloch equations, displays a strong subband and wavevector
dependence. As a consequence, several exponential functions eiΩmn,k t appear in the
eﬀective multi-band Bloch equations. This might not be adequate for the numerical
integration, especially in case one desires to include the Coulomb interaction. To
avoid this, one may perform the additional transformation
ρˆcc′,k = ρ¯cc′,k e−iΩcc′,k t (3.123)
ρˆvv′,k = ρ¯vv′,k e−iΩvv′,kt (3.124)
ρˆcv,k = ρ¯cv,k e−i(Ωcv,k−Eg)t , (3.125)
where Eg is the energy gap (Ωcv,k  Eg). The transformed density matrix ρˆ re-
mains slowly varying in time. This procedure removes the exponentials eiΩcc′,kt and
eiΩvv′,kt, and replaces eiΩcv,k t by eiEgt, in the eﬀective Hamiltonian (3.52)–(3.54) and
in the polarization current (3.68)–(3.70). However, additional terms −iΩcc′,kρˆcc′,k,
−iΩvv′,kρˆvv′,k and −i(Ωcv,k−Eg)ρˆcv,k appear on the r.h.s. of the equation of motion
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for ρˆ.
3.13 Comments on the electron-hole picture
For convenience, we worked in a pure electron picture to derive the multi-band Bloch
equations. An important advantage is that one does not have to specify the nature
of the bands in the derivation of the general eﬀective equations (3.31). However,
the electron-hole picture may be preferred in some circumstances. In this section,
we outline the procedure to follow to express the equations in a properly deﬁned
electron-hole basis.
For particles with half-integer spin, the time-reversal operator K satisﬁes the
property K2 = −1 [113]. This symmetry is responsible for the Kramers degeneracy
of the ±k states (the symmetry of the dispersion curve around k = 0). A second
consequence is the existence of bands that are mutually conjugate by time reversal.
We denote them by n and n¯. In other words, the creation operators c†n,k and c†¯n,k





−1 = −c†n,−k .
(3.126)
Note that such a deﬁnition for mutually conjugate bands implies that the band
indices can not be permuted. The irreducible representations to which the states
|n,k〉 and |n¯,k〉 belong depend of course on the corresponding little group of k. For
instance, in the case of Cs symmetry, the states of the conjugate bands n and n¯
would belong to 1E1/2 and 2E1/2 respectively. In this section, mutually conjugate
valence bands (respectively, conduction bands) satisfying (3.126) are exceptionally
designated by v and v¯ (respectively, c and c¯). We emphasize that, in all other
sections of this chapter, v and c denote any valence band and conduction band.
To deﬁne properly the holes, we require that the creation operators for holes and
electrons with identical quantum numbers satisfy the same group transformation-
laws and the same convention (3.126), as discussed in [114, 115]. For mutually
conjugate valence bands v and v¯, we thus introduce the creation operators for holes
b†v,k = +cv¯,−k
b†v¯,k = −cv,−k .
(3.127)
The hole related to the absence of an electron in the valence band v (respectively,
v¯) is thus labeled by the corresponding conjugate band v¯ (respectively, v). This ex-
presses the fact that the hole and the electron related by (3.127) belong to mutually
conjugate representations. As outlined by Fetter and Walecka [116], this deﬁnition
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for holes, including the choice of phase, ensures that the creation operator b†v,k (re-
spectively, b†¯v,k) transforms according to the irreducible representation denoted by
v,k (respectively, v¯,k).
Let Cb and Vb be the ensemble of all conduction bands and all valence bands
respectively, independently of their properties under time-reversal. The occupation
number for electrons (e) and holes (h) are then deﬁned by
neµ,k = 〈c†µ,kcµ,k〉 µ ∈ Cb
nhν,k = 〈b†ν,kbν,k〉 ν ∈ Vb .
(3.128)
The electron-electron (e), hole-hole (h) and electron-hole (x) microscopic polariza-
tions can be written as
peµµ′,k = 〈c†µ,kcµ′,k〉∗ ∀µ, µ′ ∈ Cb
phνν′,k = 〈b†ν,kbν′,k〉∗ ∀ν, ν ′ ∈ Vb
pxµν,k = 〈c†µ,kb†ν,−k〉∗ ∀µ ∈ Cb, ∀ν ∈ Vb .
(3.129)
Consequently, the transformation relating the density matrix used throughout this
chapter to the occupation numbers (3.128) and microscopic polarization (3.129) in
the electron-hole picture reads
nec,k = ρcc,k n
h
v,k = 1− ρv¯v¯,−k
nec¯,k = ρc¯c¯,k n
h
v¯,k = 1− ρvv,−k ,
and
pecc′,k = +ρcc′,k p
h
vv′,k = −ρv¯′v¯,−k pxcv,k = +ρcv¯,k
pec¯c¯′,k = +ρc¯c¯′,k p
h
v¯v¯′,k = −ρv′v,−k pxc¯v¯,k = −ρc¯v,k
pecc¯′,k = +ρcc¯′,k p
h
v¯v′,k = +ρv′v¯,−k p
x
c¯v,k = +ρc¯v¯,k
pec¯c′,k = +ρc¯c′,k p
h
vv¯′,k = +ρv¯′v,−k p
x
cv¯,k = −ρcv,k .
The density matrix in the eﬀective multi-band Bloch equations can now be reformu-
lated in terms of the above quantities. However, note that the energy, momentum
and Coulomb matrix elements are then still deﬁned in terms of electronic wave
functions. In order to work consistently in the electron-hole picture, one may also
express the matrix elements of these operators in the same electron-hole basis. This
is achieved by introducing a hole wave function that is the image of the correspond-
ing electron wave function through the time reversal operator K. Note that in
this case, the phase factors of (3.127) cancel with those appearing in the hole wave
functions.
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Nevertheless, in this thesis we choose to work in a pure electron basis, without the
above hole concept. This has the following advantage. As we work with one type of
particles only (electrons), we do not have to specify the nature of the bands in the
derivation of the general equations (see for instance equation (3.31)). Thus, it is not
necessary to distinguish notationally11 between the microscopic polarizations (3.129)
involving valence and/or conduction bands, and we can use a much more compact
notation.
However, as the states in the valence bands are in general occupied, the valence-
band occupation number ρvv,k is not always an adequate quantity. For practical
purpose, we thus replace ρvv,k by 1− ρvv,k when required (and allowed). In partic-
ular, this substitution is convenient for the description of the thermal equilibrium
in the valence bands (see section 3.14). Strictly speaking, 1 − ρvv,k is not the dis-
tribution of properly deﬁned hole-particles in the valence band v, but describes the
absence of electrons.
3.14 Phenomenological thermalization and decoherence
In this section, we introduce phenomenological relaxation times to describe the
thermalization and decoherence in the multi-band Bloch equations.
The loss of coherence between the states of the bands m and n is described by
∂tρ¯mn,k = −ρ¯mn,k/τmn , m = n , (3.130)
with τmn the decoherence time. As a consequence, the oﬀ-diagonal elements of the
density matrix vanish exponentially. The carrier distribution nν,k, deﬁned by
nc,k = ρ¯cc,k for conduction bands (ν = c), (3.131)
nv,k = 1− ρ¯vv,k for valence bands (ν = v), (3.132)





and is thus modeled by
∂tnν,k = −(nν,k − fν,k)/τνν . (3.134)
11besides the electronic band labels
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The energy dispersion ν,k is deﬁned by
c,k = +Ec,k for conduction bands, (3.135)
v,k = −Ev,k for valence bands, (3.136)
and the chemical potential µν and temperature Tν (kBTν = 1/βν) of the particle












This thermalization mechanism conserves the density of energy and density of
particles in each band. However, both densities evolve in time, due to the elec-
tronic transitions induced by the electromagnetic ﬁeld. Also note that the relax-
ation (3.134) leads to a quasi-equilibrium with a diﬀerent temperature in each band.
Finally, we emphasize that the above relaxation can not be related to elastic scat-
tering only, despite the energy is conserved, because the total momentum vanishes
exponentially.
This model based on phenomenological relaxation times is easy to implement, but
has several limitations. First, the total density of energy and carriers is not con-
served during the time evolution, despite the fact that the distribution in the band
tends to the correct thermal equilibrium. Second, the scattering is not weighted by
the exchange of momentum and energy between the involved particles. The in- or
out-scattering rate depends only on the instantaneous occupation of the considered
state, and not on the detailed distribution in the band.
Overcoming these limitations would require a much more complex model describ-
ing many-body eﬀects. Let us mention two of them. First, the microscopic carrier-
carrier scattering can be taken into account by expanding the Coulomb interaction
beyond the Hartree-Fock approximation [108]. Second, the evolution to thermal
equilibrium with the lattice can be modeled by the Fröhlich interaction between
electrons and LO-phonons [117]. A detailed treatment of the so-called quantum
kinetics in semiconductors, using nonequilibrium Green’s function techniques, can
be found in Haug and Jauho’s book [118].
3.15 Conclusion
In this chapter, we detailed a general procedure to derive eﬀective equations of mo-
tion for electrons in a crystal, interacting with several quasi-monochromatic waves.
The key point of this theory is that the ﬁnal eﬀective equations describe the time
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evolution of a reduced density matrix accounting only for a limited set of signiﬁcative
bands (depending of the situation). However, the withdrawn bands, which have to
be far oﬀ-resonant with respect to the optical transitions, are included as a pertur-
bation up to the ﬁrst order in the frequency detuning. A second important feature
of the model is that all remaining quantities vary on a same time-scale, namely the
pulse durations, which makes the numerical integration much more eﬃcient. For
this purpose, the equations of motion for the density matrix, expressed in the rotat-
ing frame, were restricted to the slowly varying dominant contribution, in the spirit
of the rotating wave approximation.
These eﬀective equations of motion were specialized to the case of semiconductors
with several conduction bands and valence bands, interacting with two electromag-
netic ﬁelds of frequency respectively close to the band-gap energy, and to the half of
the band-gap energy. The ﬁnal eﬀective multi-band Bloch equations (3.51) take con-
sistently into account all quasi-resonant interaction terms up to the second order in
the optical ﬁelds. They include various linear and nonlinear optical processes, such
as inter-band one- and two-photon absorption, coherent control of photocurrent,
second-harmonic generation, diﬀerence-frequency mixing, or the AC Stark shifts.
Once the eﬀective multi-band Bloch equations were established, we also derived
and discussed an expression for an eﬀective macroscopic polarization current (3.66)
that is consistent with the previous approximations. From this time-dependent
current, we then extracted the one- and two-photon absorption coeﬃcients (equa-
tions (3.109) and (3.106) respectively). Finally, we outlined how the Coulomb in-
teraction can be included within the Hartree-Fock approximation.
In the following, the eﬀective multi-band Bloch equations (3.51) will be applied
to optical processes in diﬀerent semiconductor heterostructures. In chapter 5, we
calculate the charge and spin current injected in a symmetric quantum well, by
interference between one- and two-photon transitions. Then we focus on nonlinear
optical phenomena in a V-shaped quantum wire, taking into account the Coulomb
interaction within the Hartree-Fock approximation. First, the two-photon absorp-
tion coeﬃcient of the quantum wire is calculated in chapter 6. Second, in chapter 7,
we show that the interferences between excitonic coherences result in an oscillating
charge current, when the quantum wire is excited slightly below the band gap by
two laser pulses of frequency ω and 2ω.
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4 Band structure of the quantum well
4.1 Introduction
An accurate description of optical transitions in semiconductors requires the use of a
detailed band structure. Indeed, the resonant transition energies are set by the inter-
(sub)band frequencies. The oscillator strengths associated to the various excitation
channels depend upon the momentum matrix elements between the involved bands.
Furthermore, to account correctly for the polarization anisotropy [29, 31], one has to
include the strong valence-band mixing. The band structure is particularly rich in
heterostructures, due to the splitting into subbands induced by the conﬁnement, and
can also be engineered to some extent. To illustrate its importance, let us mention
the complex inter-subband dynamics induced by an optical excitation, which may
signiﬁcantly aﬀect the macroscopic polarization, as it will be shown in chapter 5.
In this chapter, we introduce the well-known k ·p method to calculate the realistic
band structure of a typical GaAs/AlGaAs quantum well. The results will be used
in the next chapter, together with the eﬀective multi-band Bloch equations derived
in chapter 3.
In section 4.2, the k·p envelope function method is derived in detail. In section 4.3,
we outline the numerical method using ﬁnite elements. Finally, section 4.4 is devoted
to the band structure of a speciﬁc symmetric quantum well, and to the related
symmetry properties of the states.
4.2 k · p envelope function method
In this section, we give an overview of Burt’s “exact” envelope function formulation.
The reader interested in more details is advised to refer to the review paper by Burt
[47] and the citations therein.
The main idea of the k ·p envelope function method is to replace the microscopic
details of the Hamiltonian (§ 4.2.1) by a limited number of bulk parameters in
order to obtain an eﬀective eigenvalue equation for the macroscopic heterostructure.
This is achieved by expanding the wave functions into an inﬁnite sum of periodic
Bloch functions multiplying slowly varying envelope functions (§ 4.2.2). The former
can be eliminated by projecting the equation onto them and one is left with a
diﬀerential equation for the latter only. The inﬁnite number of envelope functions
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required by this expansion is then restricted to those expected to give the dominant
contribution. The eliminated part is however replaced by eﬀective bulk parameters
resulting from a perturbative approach (§ 4.2.3). This procedure leads to an eﬀective
mass equation. In a similar way, the resulting eigensolutions are used to calculate
eﬀective momentum matrix elements (§ 4.2.4).
4.2.1 Schrödinger equation
As a starting point, we consider the Schrödinger equation
H ψ(r) = E ψ(r) (4.1)




+ V (r) +

4m02c2
(∇V (r) ∧ p) · σ (4.2)
where V (r) is the microscopic potential of the heterostructure and σ is the vector
(σx σy σz) with the Pauli matrices as components. Note that V (r) includes the
macroscopic potential modulation of the heterostructure as well as the underlying
crystal periodicity (Figure 4.1). Far from the interfaces, V (r) thus recovers the full





for the kinetic energy and
π = p +

4m0c2
σ ∧∇V (r) (4.4)




[H, r] . (4.5)
Thus, in the Heisenberg picture, π/m0 represents the velocity operator v = r˙.
4.2.2 Envelope expansion
We consider a complete set of functions Un(r) that are periodic with respect to a
Bravais lattice. The envelope functions Fn(r) for an arbitrary wave function ψ(r)
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Figure 4.1: Microscopic potential V (r) of a quantum well (full line). The heterostruc-
ture is modeled by three regions (1,2 and 3) with abrupt interfaces (dashed line).
















are limited to wavevectors k in the ﬁrst Brillouin zone for Fn and to the reciprocal-
lattice vectors G for Un. For a given basis, the wave functions are therefore com-
pletely determined by their coeﬃcients Fn. These envelope functions are necessarily
slowly varying in the sense that their Fourier transforms are restricted to the ﬁrst
Brillouin zone. This implies, together with the periodicity of the basis functions Un,





〈F (i)n |F (j)n′ 〉〈Un|Un′〉0 = δij . (4.9)
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where Ω is the crystal volume and Ω0 the unit cell volume of the Bravais lat-
tice. For practical purpose, the basis functions Un are deﬁned as the zone-center
eigenfunctions of the bulk Hamiltonian of a selected region in the heterostructure
(usually the conﬁned region). The important point is to use the same basis func-
tions throughout the entire crystal, even if they are not everywhere eigenstates of
the local Hamiltonian. Nevertheless, we assume an unique Bravais lattice for the
whole heterostructure. As a consequence, the crystal potential at large distance
from the interfaces has the periodicity of the basis functions. Moreover, as the bulk
eigenfunctions are orthonormal, the relation (4.9) becomes∑
n
〈F (i)n |F (j)n 〉 = δij . (4.12)
The basic idea of the method is to bring both sides of the Schrödinger equa-
tion (4.1) into the envelope expansion form (4.6) and project the resulting equation
onto the basis functions Un. The expansion is easily performed for the kinetic energy



















πnn′ = 〈Un|π|Un′〉0 (4.14)
Tnn′ = 〈Un|T |Un′〉0 . (4.15)
The expansion of V ψ is however more tricky, as the potential V of the heterostruc-
ture does not have the full periodicity of Un. The Fourier transform of V involves
all wavevectors k + G and its envelope expansion therefore leads to non-local ex-




Vnn′(r, r′)Fn′(r′) d3r′ . (4.16)
However, at large distances from any interface, the potential V (r) reduces to the








The details of the potential variation at the interfaces are now neglected and the
1For the deﬁnition of Vnn′(r, r′), refer to [47].
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heterostructure is modeled by diﬀerent regions i with abrupt interfaces (Figure 4.1).




θ(i)(r)V (i)(r) , (4.18)
where θ(i) equals one in the region i and zero elsewhere, and V (i) is the appropriate
local bulk potential. For slowly varying envelope functions on the scale of the
lattice period, only small k vectors are of importance. Thus, restricting the Fourier
expansion of (4.18) to small wavevectors is expected to be a good approximation













nn′ = 〈Un|V (i)|Un′〉0 . (4.20)
With the expansions (4.13) and (4.19), the projection of the Schrödinger equation











Hnn′(r)Fn′(r) = E Fn(r)
(4.21)
where
πnn′(r) = 〈Un|π|Un′〉0 (4.22)
Hnn′(r) = 〈Un|H|Un′〉0 (4.23)
take the local bulk value at the position r.
4.2.3 Eﬀective-mass equation for heterostructures
Let us now consider a heterostructure with a d-dimensional conﬁnement of electronic





where r⊥ and r are the space coordinates in the conﬁned and unconﬁned directions
respectively (r = r⊥ + r and r⊥ · r = 0). Ω is the volume of the unconﬁned
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(3 − d)-dimensional subspace2 and k the related wavevector. In what follows, we
omit the wavevector label of the envelope functions, except when explicitly required.


















k · πnn′(r⊥)fn′(r⊥) +
∑
n′
Hnn′(r⊥)fn′(r⊥) = E fn(r⊥) (4.25)
where ∇⊥ and ∆⊥ denote respectively the gradient and the Laplacian restricted to
the coordinate r⊥.
The inﬁnite number of electronic bands is now divided into two sets A and B.
The NA envelope functions in group A, labeled by a, a′, . . . , are dominant while the
remaining functions in group B, labeled by b, b′, . . . , are small and are eliminated in
a perturbative way. Note that this procedure is similar to the one used in chapter 4,
for the elimination of the far oﬀ-resonant bands in the eﬀective multi-band Bloch
equations. In the spirit of the eﬀective mass equation, the bulk energy of the bands
to eliminate is usually far from the considered eigenenergy E. For slowly varying





2(−∆⊥ + k2 ) + πbb · (−i∇⊥ + k)
]
fb
can thus be safely neglected with respect to (E −Hbb)fb, and the equation for fb
can be approximated by





πba′ · (−i∇⊥ + k)fa′ + Hba′fa′
]
. (4.26)
If one replaces fb in equation (4.25) for n = a by the expression (4.26), one is ﬁnally





(p⊥ + k)γaa′(p⊥ + k) +
1
2m0




(πaa′ + δπˇaa′)(p⊥ + k) + Haa′ + δHaa′
}
fa′(r⊥) = E fa(r⊥) . (4.27)
For each pair of band subscripts aa′, γaa′ is a 3-by-3 matrix, δπˆaa′ and δπˇaa′ are
2for d = 3, Ω = 1
3after further approximations not detailed here
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E −Hbb . (4.31)






and the superscripts α and β label the three spatial directions x, y and z.
In the following, γβα, δˆπα and δˇπα refer to the corresponding NA-by-NA matrices
associated to the directions α and/or β whereas γ, δˆπ, δˇπ and δh denote the full
tensors. According to the above expressions, they satisfy the relations (γαβ)† = γβα,
(δˆπα)† = δˇπα and δh† = δh. The tensor γ represents the (inverse) eﬀective mass due
to the eliminated bands, and δπ and δh are ﬁrst-order corrections to momentum and
energy respectively. The inﬂuence of δˆπ and δˇπ was discussed in [120] by Foreman.
They are neglected here (as in most works), together with δh.
The zone-center Bloch functions of the conﬁned region (e.g. a quantum well or
quantum wire) are chosen as the periodic basis function Un. In the conﬁned region,
Haa′ reduces thus exactly to the zero wavevector bulk energies Ea of the remaining
bands a ∈ A (the oﬀ-diagonal elements are all zero) and γaa′ and πaa′ are the appro-
priate local bulk tensors. Out of the conﬁned region, Un are no more eigenfunctions
of the corresponding bulk Hamiltonian, and Haa′ and γaa′ will diﬀer slightly from
the bulk values. This divergence is however neglected, as is generally done. More-
over, πaa′ depends on position only through the potential gradient in the spin-orbit
part. We disregard this material dependence and replace the momentum matrix in
the entire heterostructure by its value in the conﬁned region. The eﬀective mass
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πaa′(p⊥ + k) + Eaδaa′
}
fa′(r⊥) = E fa(r⊥) (4.33)
where the piecewise constant functions γaa′(r⊥) and Ea(r⊥) take the local bulk
value. Remind that the eigensolution E and fa(r⊥) depend on k. We denote them
by E(i)k and f
(i)
a,k
(r⊥), where i is the subband label.
The envelope functions fa(r⊥) have to be continuous at the interfaces. Integrating
over an inﬁnitesimal volume about the interface, one ﬁnds that∑
a′
γaa′(p⊥ + k) fa′(r⊥) (4.34)
is also continuous. The eﬀective mass tensor γ is discontinuous at interfaces and
so are the derivatives of fa. Foreman gives a detailed discussion on these boundary
conditions in [121]. They are similar to the one given by Bastard [46]. However,
note the absence of the bulk momentum. This is due to the fact that we have
disregarded the material dependence of its spin-orbit part. The matrix elements
πaa′ are thus constant over the entire heterostructure.
4.2.4 Momentum matrix elements








〈f (i)n,k |(p⊥ + k)|f
(j)
n′,k 〉⊥ δnn′ + 〈f
(i)
n,k
|f (j)n′,k 〉⊥ πnn′
]
δkk ′




dr⊥ f(r⊥)∗g(r⊥) . (4.35)
By using the same perturbative scheme to eliminate the remote bands B as for the





















4.3 Finite element method
The momentum matrix elements between two states with diﬀerent wavevectors k
are zero. The eﬀective mass tensors and momentum matrix elements of the bulk
(γaa′ and πaa′ respectively) are the same as in the eﬀective mass equation (4.33).
Note that if we deﬁne the eﬀective envelope function Hamiltonian H˜ and eﬀective


















〈f (i)a,k |π˜aa′ |f
(j)
a′,k 〉⊥ δkk ′ , (4.38)





[H˜aa′ , ⊥r] . (4.39)
In the unconﬁned direction, the matrix element of the position operator r is however
not well deﬁned.
As it can be seen from the eﬀective mass equation (4.33), the complex microscopic
potential of the heterostructure is replaced by a limited number of bulk parameters
at zone center: eﬀective mass γaa′ , energy Ea and momentum πaa′ . Note that the
eﬀective mass is deﬁned by the formal second-order expression (4.28). However, the
structure of this tensor is equivalent to the general form resulting from the theory of
invariants [122], based only on the spatial symmetry of the bulk crystal. The values
of these parameters are usually ﬁtted to experimental results. Once the envelope
functions and eigenenergies have been obtained by solving the eﬀective mass equa-
tion (4.33), the momentum matrix elements can be calculated with formula (4.36).
This is done in section 4.4.4 for the symmetric AlGaAs/GaAs quantum well used
in chapter 5. The numerical method using ﬁnite elements is outlined in the next
section for the one-dimensional case.
4.3 Finite element method
In this section, we introduce the ﬁnite element method used to solve the eﬀective
mass equation (4.33). This numerical method will be applied to the band structure
calculation of the quantum well used in chapter 5. For this reason, we consider
here the case of a one-dimensional conﬁnement, i.e. a quantum well with planar
interfaces. The position vectors in the unconﬁned and conﬁned directions, r and
r⊥, correspond to the coordinates (x, y) and z respectively. To solve the diﬀerential
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eigenvalue equation (4.33) for the envelope functions, we use the ﬁnite element
method outlined in what follows (see e.g. [123] for a good introduction).
In section 4.3.1, the equations to be solved are ﬁrst expressed in appropriate units.
In section 4.3.2, the problem is then discretized for the simplest case of piecewise
linear basis functions. The corresponding generalized eigenvalue problem is detailed
in section 4.3.3. In section 4.3.4, we introduce the mapping onto a master element,
which simpliﬁes the numerical integration. The piecewise linear basis functions are
explicitly given in section 4.3.5. Finally, in section 4.3.6, we outline how the method
can be generalized to higher order basis functions.
4.3.1 1D eﬀective mass equation in appropriate units
We ﬁrst introduce dimensionless quantities by expressing length, energy and mo-
mentum in the new units lu, eu and πu respectively, where lu is a characteristic










z → z lu H → H eu π → π πu
k → k/lu E → E eu
























f(z) = E f(z) , (4.41)
where H is the diagonal bulk Hamiltonian at zone center (Haa′ = Eaδaa′). The





















|f (m)〉⊥ , (4.42)
where α is the unit vector in the direction α = x, y, z. The sums over µ and ν
cover the unconﬁned directions x and y.
The eﬀective mass tensors γµν , the momentum πµ and the bulk Hamiltonian H
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Ω1 Ω2 Ω3 Ω4
Figure 4.2: Piecewise linear basis functions ui for a 4-element mesh.
are NA × NA matrices, where NA is the number of bands in group A (see sec-
tion 4.2.3). They multiply the envelope function f(z), which is a vector with NA
components. We dropped the band indices and the explicit summation for the
matrix-vector products. For the sake of simplicity, the vectorial nature of these
quantities is ignored in the following derivation. This is not restrictive, and the
eigenvalue equation to solve will be generalized at the end of section 4.3.3.
4.3.2 Discretization
The ﬁnite discretization volume [0, L] within the one-dimensional real space Ω⊥ is
divided into Ne = Nn+1 cells or elements Ωe deﬁning a grid with Nn internal nodes
(Figure 4.2). The elements and the internal nodes are labeled by e = 1, . . . , Ne and
j = 1, . . . , Nn respectively. The node j with coordinate zj is therefore shared by
the two cells Ωj and Ωj+1. To each internal node j, we associate a function uj(z)
taking the value 1 at zj and 0 outside the two adjacent elements Ωj and Ωj+1.
The set {uj(z)}Nnj=1 of Nn basis functions generates a subspace L of L2(R), and the





with fj = f(zj). The function f˜(z) ∈ L is therefore equal to f(z) at the nodes of
the grid.
For bound states, the envelope functions f(z) have to vanish at large distance
of the quantum well. In the ﬁnite element formulation, these boundary conditions
become f˜(0) = f˜(L) = 0. In the present case, they are already naturally included
in the expansion (4.43), as the basis functions centered on the nodes 0 and Nn + 1
on the border of the domain [0, L] have been omitted, and u1(0) = uNn(L) = 0.
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4.3.3 Generalized eigenvalue problem
The envelope function in the eﬀective mass equation (4.41) is now replaced by
the approximate expansion (4.43), where we take care that any material interface
coincide with a node. The resulting equation is then multiplied by the basis functions
uj and integrated over [0, L]. The diﬀerential equation reduces to the generalized
eigenvalue problem
K · v = λM · v (4.44)
where v is the column vector
v =
(
f1 f2 ... fNn
)T
, (4.45)
and K and M are hermitian Nn-by-Nn matrices. The stiﬀness matrix K can be
expressed as







































dz ui H uj (4.52)
and the mass matrix M is given by
Mij =
∫
dz uiuj . (4.53)
The indices µ and ν in the sums take the value x and y, and u′ is a shorthand
notation for the derivative du/dz. Once the eigenvalue problem is solved, the mo-
mentum matrix elements between two states approximated by the vectors v(n) and
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Figure 4.3: A generic ﬁnite element Ωe with linear shape functions.




〉 = v(n)†P v(m) (4.54)





























α uj . (4.58)
The derivatives of the discontinuous eﬀective mass tensors γ in (4.47), (4.48) and
(4.56) have been eliminated by integrating by parts. Note that all quantities in
(4.41), except f(z), are constant within any element Ωe. To construct the matrices
K and M , one has therefore to integrate only products of basis functions and/or
their ﬁrst derivatives.
For practical purpose, the basis functions uj are divided into element shape func-
tions ueν , deﬁned locally over each element e (Figure 4.3). Let us illustrate this with













The symbol (e, ν)j denotes all shape functions ueν composing the basis function uj.
Piecewise linear basis functions are constructed by two shape functions (ν = 1, 2),
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Note that the mass matrix carries the non-orthogonality of the basis. This is ex-
pressed by the non-diagonal nature of the matrix.
The generalization of (4.44) and (4.54) to the multi-band case where γµν , πµ and
H are NA×NA matrices is straightforward. The elements Kij , Mij and Pij become
NA×NA matrices. Note that the elements Mij (and meµν) are replaced by diagonal
matrices with equal elements. Each element fi of the vector v (equation (4.45))
becomes itself a vector of NA components. Consequently, K, M and P stand for
NnNA ×NnNA hermitian matrices, and v for a vector of NnNA components.
4.3.4 Master element
The master element is the interval Ωˆ = [−1, 1] with coordinate ξ ∈ Ωˆ. Inside each
element Ωe, we introduce the bijective mapping
Te : Ωˆ → Ωe (4.61)
ξ → z .
This transformation has to be “smooth” in the sense that it corresponds to a defor-
mation of the master element Ωˆ into Ωe. In the one-dimensional case, Te is given
by
z(ξ) = ze−1 +
he
2
(1 + ξ) , (4.62)
where he = ze − ze−1 is the length of the element Ωe. The mapping Te transforms
the shape function ueν(z) deﬁned over the element Ωe into the master shape function
uˆν(ξ) deﬁned over Ωˆ.
To construct the matrices K and M , one has to integrate products of shape
functions and/or their ﬁrst derivatives only. Using the mapping on the master
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dξ gˆ(ξ) , (4.63)
where gˆ(ξ) has to be replaced by uˆµ(ξ)uˆν(ξ), uˆ′µ(ξ)uˆν(ξ) or uˆ′µ(ξ)uˆ′ν(ξ). The prime
denotes the derivative with respect to ξ. As one usually uses polynomial basis func-









wl gˆ(ξl) , (4.64)
where wl is the weight of the integration point ξl. This method is simple, reliable,
and exact for a polynomial of degree Ng2 − 1. For piecewise linear basis functions,
Ng = 2 is therefore suﬃcient.
4.3.5 Piecewise linear basis functions
We give here the explicit form of the piecewise linear basis functions and the corre-





+(z − zj−1)/hj z ∈ Ωj




ue1(z) = −(z − ze)/he z ∈ Ωe (4.66)









(1 + ξ) ξ ∈ [−1, 1] (4.69)
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Figure 4.4: A master element with 3 nodes and piecewise quadratic shape functions.
4.3.6 Higher order element shape functions
The previous discussion focused on linear shape functions. The solution of the dif-
ferential eigenvalue problem was thus approximated by piecewise linear functions.
The method can however be easily extended to polynomial basis functions of higher
degree. For shape functions of degree k, we identify k+1 nodes (including the end-
points) which divide the element into k segments. To every element, one associates
k + 1 shape functions (one per node). For each node j, the shape function uˆj(ξ)
deﬁned on the master element is zero at all nodes except j where it takes the value 1.
This is illustrated for k = 2 in Figure 4.4. The expansion (4.43) remains the same,
but the number of internal nodes Nn is related to the number of elements Ne by
Nn = kNe−1. The eigenfunction is now approximated by piecewise polynomials of
degree k. Because the overlap region between two shape functions can include up to
k+1 nodes, the stiﬀness matrix K and mass matrix M have k non-zero upper/lower
diagonals.
4.4 Symmetric quantum well
In the following, we consider a symmetric GaAs/AlGaAs quantum well with growth
direction along [001]. The Bravais lattice of the corresponding bulk crystal is zinc
blende, which is not invariant under spatial inversion. The inversion asymmetry in
GaAs has however very small eﬀects on the valence band structure and is therefore
neglected. Thus, the heterostructure we are interested in reduces to the centro-
symmetric case.
First we derive general properties of the eigenstates and the momentum matrix
elements, following from the spatial inversion and time reversal symmetries (§ 4.4.1).
Then, we give the zone-center wave function of the bulk and the related eﬀective
parameters we use (§ 4.4.2), and discuss the constraints on the envelope functions
they impose (§ 4.4.3). Finally, we show the calculated energy bands and momentum
matrix elements of the quantum well (§ 4.4.4).
78
4.4 Symmetric quantum well
4.4.1 Symmetry related properties
Let K and I be the anti-unitary time-reversal operator and the unitary spatial
inversion operator respectively. For a system with half-integer spin they have the
properties K2 = −1 and I2 = 1 [113, 122].
Let ψk be an eigenstate of the Hamiltonian H(k) with energy Ek and wavevector
k. We show now that KIψk is not only an eigenstate of H(k) but also orthogonal
to ψk. In other words, the eigenspace of H(k) associated to the energy Ek and
wavevector k is at least of dimension 2. First, we note that the operator KI is
antiunitary with (KI)2 = −1. Second we compute the scalar product
〈ψk|KIψk〉 = 〈(KI)2ψk|KIψk〉 = −〈ψk|KIψk〉 , (4.70)
where we have used the anti-unitary property of KI. It follows that
〈ψk|KIψk〉 = 0 , (4.71)
and the band structure is at least twice-degenerate.
Let us now denote the two states with same energy and wavevector by |n,k〉 and
|n¯,k〉 where n and n¯ label the two degenerate bands. The four eigenstates of the
Hamiltonian with same energy |n,+k〉, |n¯,+k〉, |n,−k〉 and |n¯,−k〉 for k = 0 are
generally related to each other by
I|n,+k〉 = +eiφ |n,−k〉 (4.72)
I|n¯,+k〉 = +eiφ¯ |n¯,−k〉 (4.73)
K|n,+k〉 = +eiθ |n¯,−k〉 (4.74)
K|n¯,+k〉 = −eiθ¯ |n,−k〉 . (4.75)
One easily shows that
(KI)2|n,+k〉 = −ei(φ+θ−φ¯−θ¯)|n,+k〉 , (4.76)
and with (KI)2 = −1, one gets
ei(φ+θ)/2 = ±ei(φ¯+θ¯)/2 . (4.77)
By choosing the phases of the wave functions like
|n,±k〉′ = ei(θ∓φ)/2 |n,±k〉 (4.78)
|n¯,±k〉′ = ei(θ¯∓φ¯)/2 |n¯,±k〉 (4.79)
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with
ei(φ+θ)/2 = +ei(φ¯+θ¯)/2 (4.80)
for gerade wave functions, and
|n,±k〉′ = ei(θ∓φ∓π)/2 |n,±k〉 (4.81)
|n¯,±k〉′ = ei(θ¯∓φ¯∓π)/2 |n¯,±k〉 (4.82)
with
ei(φ+θ)/2 = −ei(φ¯+θ¯)/2 (4.83)
for ungerade wave functions, one ﬁnds respectively
I|n,+k〉′ = +|n,−k〉′ (4.84)
I|n¯,+k〉′ = +|n¯,−k〉′ (4.85)
K|n,+k〉′ = +|n¯,−k〉′ (4.86)
K|n¯,+k〉′ = −|n,−k〉′ (4.87)
and
I|n,+k〉′ = −|n,−k〉′ (4.88)
I|n¯,+k〉′ = −|n¯,−k〉′ (4.89)
K|n,+k〉′ = −|n¯,−k〉′ (4.90)
K|n¯,+k〉′ = +|n,−k〉′ . (4.91)
The choice of (4.80) and (4.83) ensures that KI|n,+k〉′ = |n¯,+k〉′ in both cases.
The symmetry relations IπI = −π and KπK = −π thus imply
πmn,+k = −πmn,−k = +πn¯m¯,+k = −πn¯m¯,−k (4.92)
πmn¯,+k = −πmn¯,−k = −πnm¯,+k = +πnm¯,−k (4.93)
for states with same parity, and
πmn,+k = +πmn,−k = +πn¯m¯,+k = +πn¯m¯,−k (4.94)
πmn¯,+k = +πmn¯,−k = −πnm¯,+k = −πnm¯,−k (4.95)
for states with opposite parity.
Note that the noncompulsory choice of diﬀerent phases according to parity ensures
that the above relations remain valid for k = 0. Indeed, equations (4.84) and (4.88)
80
4.4 Symmetric quantum well
must be seen as the deﬁnition of the band label n in the two-dimensional subspace
associated to −k, with respect to n in the subspace associated to +k. This is not
possible at zero wavevector, as there are no more two distinct subspaces, and the
behavior under the inversion operation is necessarily dictated by parity.
For a quantum well oriented along a principal axis (e.g. [001]), the only symmetry
which leaves k invariant besides the identity is the in-plane reﬂection. The little
group of k is therefore Cs. Group theory tables [124] show that both irreducible
representations4 (irreps) 1E1/2 and 2E1/2 of the double group Cs are one-dimensional
and related to each other by the time-reversal operation. In other words, the states
labeled with the band index n and n¯ belong to 1E1/2 and 2E1/2 respectively. The
momentum operators  · π and ⊥ · π, parallel and perpendicular to the quantum
well, belong respectively to the irreps A′ and A′′. Therefore, the representation
products
A′ ⊗ 1E1/2 = 1E1/2 A′′ ⊗ 1E1/2 = 2E1/2
A′ ⊗ 2E1/2 = 2E1/2 A′′ ⊗ 2E1/2 = 1E1/2 (4.96)
imply the important result
⊥ · πnm,k = 0 (4.97)
 · πnm¯,k = 0 . (4.98)
These properties are used in section 5.2.
4.4.2 Eﬀective mass and momentum tensors
As basis for the envelope function expansion, we take the zone center Bloch states of
the lowest conduction band and of the highest valence band. At zero wavevector, the
former is doubly degenerate and belongs to E1/2 (or Γ6 according to the notation
of Koster [125]), whereas the latter is four times degenerate and belongs to F3/2
(or Γ8).
The crystallographic point group of GaAs is Td, which does not contain the
spatial inversion operation. It follows that the partner functions of the irreps are
not necessary gerade or ungerade. However, the departure of the inversion symmetry
is small and will be neglected here. The basis can therefore be approximated by
either gerade or ungerade functions, depending on the state. As the conduction
band and valence band wave functions are strongly s-like and p-like respectively,
4We follow the notation of Altmann and Herzig [124] for the irreducible representations.
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one uses the basis functions
|12 12 〉 = |S〉 ⊗ |+〉 (4.99)
|12 1¯2 〉 = |S〉 ⊗ |−〉 (4.100)
and
|32 32 〉 = +
1√
2
( |X〉+ i |Y〉 )⊗ |+〉 (4.101)
|32 12 〉 = +
1√
6
{( |X〉+ i |Y〉 )⊗ |−〉 − 2|Z〉 ⊗ |+〉} (4.102)
|32 1¯2 〉 = −
1√
6
{( |X〉 − i |Y〉 )⊗ |+〉+ 2|Z〉 ⊗ |−〉} (4.103)
|32 3¯2 〉 = −
1√
2
( |X〉 − i |Y〉 )⊗ |−〉 (4.104)
for E1/2 and F3/2 respectively5. They are arranged as follows:
{|12 12〉, |12 1¯2〉} for E1/2 (4.105)
{|32 32〉, |32 12〉, |32 1¯2〉, |32 3¯2〉} for F3/2 . (4.106)
In the band structure model we use here, the equation (4.33) does not couple the
conduction bands to the valence bands. The eﬀective envelope function equation
(4.33) is solved independently for the conduction subbands and the valence subbands
of the quantum well, using only the basis of E1/2 and F3/2 respectively.
The doubly degenerate conduction band is described by the isotropic eﬀective-
mass mc i.e.




The two degenerate conduction bands are thus independent and the correspond-
ing eﬀective envelope function equation (4.33) reduces to two (equivalent) one-
dimensional equations. For the valence bands, the eﬀective Hamiltonian reduces
to the four-by-four Luttinger Hamiltonian. The valence-band mixing is given by
5Altmann and Herzig [124] use the two notations |j m〉 and |j m〉• to distinguish between basis
vectors which are respectively gerade and ungerade under spatial inversion. In the present
work, the vectors | 3
2
m〉 of F3/2 correspond actually to | 32 m〉• in their tables. We dropped the
bullets for the sake of legibility.
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where γ1, γ2 and γ3 are the usual Luttinger parameters. The minus sign in front of
the matrices comes from our choice to work with electrons only, instead of holes.
In this model, the momentum matrix elements πcv between the conduction bands
and valence bands of the bulk are not explicitly used for the eigenstate calculation.
Their contribution is however taken into account in the eﬀective masses. On the
other hand, the momentum matrix elements πcc′ between the two conduction bands
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or πvv′ between the four valence bands of the bulk vanish by symmetry.
Nevertheless, the inter-band bulk momentum πcv is still required in equation (4.36)
for the calculation of the momentum matrix elements between subbands of the quan-







































where the parameter P is related to the Kane energy EP by
P =
√
m0EP /2 . (4.117)
Once the bulk parameters mc, γ1, γ2, γ3, EP and Eg (the band-gap energy)
are known for all materials composing the heterostructure, the envelope function
equation can be solved and the momentum matrix elements calculated.
4.4.3 Symmetries of the envelope functions
In the following, we give the symmetry properties of the envelope functions due to
the invariance of the Hamiltonian under spatial inversion and time-reversal. The
basis vectors of E1/2 and F3/2 are respectively gerade and ungerade under spatial
inversion i.e.
I |12 m〉 = +|12 m〉 m = 1¯2 , 12 (4.118)
I |32 m〉 = −|32 m〉 m = 3¯2 , 1¯2 , 12 , 32 (4.119)
and the time-reversal operation acts like
K |12 1¯2〉 = +|12 12 〉 (4.120)
K |32 12〉 = −|32 1¯2 〉 (4.121)
K |32 3¯2〉 = −|32 32 〉 . (4.122)
84
4.4 Symmetric quantum well
The reciprocal relations are obtained with K2 = −1. It follows that
KI |12 1¯2〉 = |12 12〉 (4.123)
KI |32 12〉 = |32 1¯2〉 (4.124)
KI |32 3¯2〉 = |32 32〉 . (4.125)
As mentioned above, the eigenfunctions of the present symmetric quantum well
belong to the two irreps 1E1/2 and 2E1/2 of Cs, the corresponding little group of k.
With respect to this group, the basis function |12 1¯2〉, |32 12 〉 and |32 3¯2〉 belong to 1E1/2
whereas |12 12 〉, |32 32〉 and |32 1¯2〉 belong to 2E1/2. On the other hand, any envelope
function f(z) can be written as
f(z) = f+(z) + f−(z) (4.126)
where f+(z) and f−(z) are gerade and ungerade under the in-plane reﬂection, and
therefore belong to the irreps A′ and A′′ of Cs respectively. The representation
products (4.96) thus imply that any eigenfunction 1ψ or 2ψ belonging to 1E1/2 or
2E1/2 respectively can be written as
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2 )− |32 3¯2〉
(4.128)
where the envelope functions labeled by the subscript “+” and “−” are respectively
gerade and ungerade. If 1ψ and 2ψ represent the two degenerate states with same
energy and same wavevector, they are related by 2ψ = KI 1ψ modulo an arbitrary










In the speciﬁc case described in section 4.4.3, where the coupling between the
conduction bands and the valence bands is neglected, the envelope functions related
to the bases (4.105) or (4.106) are respectively zero for the valence subbands or zero
for the conduction subbands. Furthermore, the two degenerate conduction bands
are independent, because the eﬀective mass tensor (4.107) is band-diagonal. The
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Symbol Parameter AlxGa1−xAs Unit
mc Eﬀective mass of the 0.0665 + 0.0835x [m0]
conduction band
γ1 Luttinger parameter 6.790 − 3.000x [–]
γ2 Luttinger parameter 1.924 − 0.694x [–]
γ3 Luttinger parameter 2.681 − 1.286x [–]
EP Kane parameter 28.8 [eV]
Eg Energy gap 1.423 + 1.247x [eV]
∆Ec/∆Ev Band oﬀsets 68/32 [–]
Table 4.1: Bulk band structure parameters [127] of AlxGa1−xAs used in this study.
The energy gap is shifted to the room temperature value.
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2 )− |32 3¯2〉 . (4.131)



















+ |12 12〉 , (4.135)
depending on the state.
4.4.4 Speciﬁc band structure
In this section, we give the band structure of a 70 Å thick GaAs/Al0.4Ga0.6As
symmetric quantum well with growth direction along [001], calculated with the
bulk parameters in Table 4.1 [127].
The energy bands of the quantum well are shown in Figure 4.5. All bands are
doubly degenerate6 and related by the time reversal times spatial inversion operation
6belonging respectively to the irreps 1E1/2 and 2E1/2 of the point group Cs
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(KI). The Figures 4.6–4.13 display the corresponding in-plane momentum matrix
elements (4.36) for the lowest conduction band c1 and the three highest valence
bands v1, v2 and v3. We show only the matrix elements between bands belonging
to 2E1/2. The elements between 1E1/2-bands are related to the former by KI and
thus given by complex conjugation (see (4.92) and (4.94)). According to (4.97),
the in-plane momentum elements involving both 1E1/2 and 2E1/2 states are all zero.
The phase factors of the eigenfunctions are chosen in order to fulﬁll (4.129). These
eigenenergies and momentum matrix elements will be used in chapter 5.
4.5 Conclusion
This chapter was devoted to the band structure of a typical quantum well. First, we
detailed Burt’s k · p envelope function method yielding an eﬀective mass equation
for the heterostructure. Second, we outlined the ﬁnite element method used to
numerically solve this eigenvalue problem. Finally, we explicitly calculated the
band structure of a symmetric AlGaAs/GaAs quantum well, and discussed general
symmetry properties of the corresponding eigenstates. The computed eigenenergies
and momentum matrix elements are required in chapter 5.
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Figure 4.5: Band structure of a 70 Å thick GaAs/Al0.4Ga0.6As quantum well calcu-











































































Figure 4.6: Inter-band momentum matrix element πxv1c1 between the
2E1/2 valence















































































Figure 4.7: Inter-band momentum matrix element πxv2c1 between the
2E1/2 valence













































































Figure 4.8: Inter-band momentum matrix element πxv3c1 between the
2E1/2 valence


















































































Figure 4.9: Intra-valence-band momentum matrix element πxv2v1 between the
2E1/2
















































































Figure 4.10: Intra-valence-band momentum matrix element πxv3v1 between the
2E1/2
















































































Figure 4.11: Intra-valence-band momentum matrix element πxv3v2 between the
2E1/2

















































































Figure 4.12: Band-diagonal intra-valence-band momentum matrix elements πxvv of the





























Figure 4.13: Band-diagonal intra-conduction-band momentum matrix element πxc1c1




5 Optical injection of charge and spin
current in quantum wells
5.1 Introduction
In the following, we illustrate the general theory developed in chapter 3, with a
ﬁrst application involving simultaneous one- and two-photon transitions induced by
ultra-short laser pulses, namely optical injection of current by quantum interference.
In recent years, this process has attracted considerable interest in semiconductors.
It has been demonstrated that quantum interference between one- and two-photon
absorption leads to measurable directional photocurrent in bulk for inter-band ex-
citation [16, 128] and in quantum wells (QWs) in the case of conduction band to
continuum transitions [129]. Two coherent electromagnetic ﬁelds of frequency ω
and 2ω, with ω below and 2ω above the band gap, couple the same initial and ﬁnal
states and induce a polar asymmetry in the momentum space distribution of the
carriers, which can be controlled by the relative phase of the beams. One can also
show that this directional photocurrent is a manifestation of the third-order non-
linearity χ(3)(0;−2ω, ω, ω) [130]. Such optical injection of current by femtosecond
pulses has for instance been used for terahertz wave generation [131], or proposed
for demonstration of current echoes [132]. With the same interference scheme, it is
also possible to generate directional spin current, as shown by Bhat and Sipe [133],
which can be of great interest in future spintronic applications. Optically injected
charge current that, according to the theory, should be spin-polarized, was measured
in bulk-GaAs [134]. Recently, pure spin current (without an accompanying charge
current) was injected in bulk [135] and quantum wells [136]. Current relaxation by
scattering with LO phonons was also included in the theoretical description by a
Green’s functions formalism [97]. Finally, we note that the research is now extended
to other materials than GaAs, like GaN [137] and ZnSe [135].
To the best of our knowledge, all work published in this ﬁeld concerns bulk semi-
conductors, excepted the early measurements by Dupont et al. [129] who considered
conduction band to continuum transitions, and the very recent measurement of pure
spin current by Stevens et al. [136]. Both of them concerned AlGaAs/GaAs multiple
quantum wells. In this chapter, we study the dynamics of charge and spin current
injection by quantum interference between one- and two-photon inter-band transi-
tions, essentially for the case of quantum wells. The investigation of these processes
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in heterostructures is of great interest as the latter introduce new degrees of freedom
and tunability. In order to study the temporal behavior, we use the speciﬁc multi-
band semiconductor Bloch equations derived in chapter 3, which go beyond Fermi’s
golden rule used by most authors. Our model treats the whole dynamic of the low-
est conduction band and the three highest valence bands, quasi-resonantly coupled
by two slowly-varying monochromatic electromagnetic ﬁelds. The contribution of
the far oﬀ-resonant intermediate states to the second order processes (Stark shifts
and two-photon transitions) is taken into account within a perturbative approach
and the carrier thermalization is included by phenomenological relaxation times.
The calculation of the two-photon transitions requires the inter-subband momen-
tum matrix elements, especially the band-diagonal part [74]. They are obtained
with a k · p envelope function method [47] accounting for the non-parabolic band
structure (chapter 4). We also calculate the far ﬁeld THz emission taking into ac-
count the radiation from the charge current related to the coherence between the
subbands, and show that they may contribute signiﬁcantly to the emission. Finally,
the inﬂuence of the AC Stark shifts and inter-valence-band two-photon transitions
on the charge current is evaluated and discussed.
The chapter is organized as follows. In section 5.2, we start with a simple in-
troduction to the core phenomenon of current generation by quantum interference
between single and two-photon transitions. Then, in section 5.3, we summarize the
equations used throughout this chapter. Section 5.4 is devoted to the numerical
study and the discussion of the results obtained with the multi-band semiconductor
Bloch equations including all the relevant terms. Finally, the conclusions are drawn
in section 5.5.
5.2 Quantum interferences between one- and two
photon transitions
The interferences between one- and two-photon transitions can lead to diﬀerent
transition probabilities for states with opposite wavevectors k and -k (Figure 5.1).
This generates an asymmetric carrier distribution in reciprocal space, resulting in a
net charge or spin current. In this section, we give a short insight into the physics
behind this process in the case of a centro-symmetric crystal, by using simple group
theoretical arguments. One has to emphasize that the spatial inversion symmetry
is not mandatory for the subject discussed here, but it is convenient. Together with
time-reversal symmetry it implies that all energy bands are doubly degenerate.
The dipole interaction A · Π between the carriers and electromagnetic ﬁelds is
expressed in the velocity gauge where
A(t) = A1 cos(2ωt + φ1) + A2 cos(ωt + φ2) (5.1)
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Figure 5.1: Asymmetric inter-band excitation due to the interference between one-
and two-photon transition.











σ ∧∇V ] (5.2)
is proportional to the momentum operator π.
For each pair of degenerate bands (n, n¯), it is suﬃcient for our purpose to consider
the four eigenstates of the Hamiltonian with same energy: |n,+k〉, |n¯,+k〉, |n,−k〉
and |n¯,−k〉 (k = 0). They can be chosen so that the momentum matrix elements
display the symmetry properties
Πmn,+k = −Πmn,−k = +Πn¯m¯,+k = −Πn¯m¯,−k (5.3)
Πmn¯,+k = −Πmn¯,−k = −Πnm¯,+k = +Πnm¯,−k (5.4)
between two states with same parity, and
Πmn,+k = +Πmn,−k = +Πn¯m¯,+k = +Πn¯m¯,−k (5.5)
Πmn¯,+k = +Πmn¯,−k = −Πnm¯,+k = −Πnm¯,−k (5.6)
between two states with opposite parity (see § 4.4.1). Furthermore, for a quantum
well oriented along a principal axis (e.g. [001]), the in-plane reﬂection symmetry
ensures that ⊥ ·Πmn,k = 0 and  ·Πmn¯,k = 0, where ⊥ and  are respectively
99
5 Optical injection of charge and spin current in quantum wells
perpendicular and parallel to the quantum well. For an optical ﬁeld polarized in
the plane of the quantum well, the n → m¯ transitions are therefore forbidden, and
we can restrict ourselves to the cases n → m and n¯ → m¯.
We now consider resonant one- and two-photon transitions from two degenerate
valence bands v and v¯ to two degenerate conduction bands c and c¯. The v → c




















Ωcn,k− ω . (5.8)
The sum
∑
n is taken over all energy bands, and Ωcn,k is the inter-band frequency.
The total transition probability is given by
|a1,k + a2,k|2 = |a1,k|2 + |a2,k|2 + 2Re(a1,k∗a2,k) . (5.9)
The ﬁrst two terms on the right-hand side are phase-independent and can not gener-
ate asymmetric carrier distributions with respect to the inversion. Thus, the current
is only injected by the interference term
Ik = 2Re(a1,k∗a2,k) . (5.10)
The amplitudes a¯j,k (and b¯j,k) for the v¯ → c¯ transitions are obtained by replacing
c by c¯ and v by v¯ in the above expressions. Let us deﬁne
ηk = 2b∗1,kb2,k (5.11)
η¯k = 2b¯∗1,kb¯2,k (5.12)
with the properties ηk = −η−k and ηk = η¯∗k. The interference terms Ik and I¯k for
the v → c and v¯ → c¯ transitions respectively become
Ik = Re(ηk) cos(2φ2 − φ1) + Im(ηk) sin(2φ2 − φ1) (5.13)
I¯k = Re(ηk) cos(2φ2 − φ1)− Im(ηk) sin(2φ2 − φ1) . (5.14)
The velocity of an injected electron |n,k〉 is given by −Πnn,k/e, and the expec-








5.2 Quantum interferences between one- and two photon transitions
with the symmetry properties
σnn,k = σnn,−k = −σn¯n¯,k = −σn¯n¯,−k . (5.16)
The contribution of the state |n,k〉 to the charge and spin current is given by jn,k =
Πnn,kIk and sn,k = −σnn,kΠnn,kIk respectively. The spin has been multiplied by
2e/ to be expressed in the same units than the charge. The symmetry properties
(5.3) involve Ik = −I−k and I¯k = −I¯−k. Thus, the net charge current j and spin
current s obtained by summing over the four states in the same doubly degenerate
band are given by
j ∝ 4Re(ηk) cos(2φ2 − φ1) (5.17)
s ∝ 4 Im(ηk) sin(2φ2 − φ1) . (5.18)
Note that these expressions are valid for single independent (degenerate) bands.
In case of multiple subbands, the currents must be generalized to account for the
subband-mixing (see § 5.3.3).
The total injected current is obtained by adding the contributions of all states.
Yet each set of four resonantly excited states related by time reversal and spatial
inversion will contribute in the same way to the current. Thus, the equations (5.17)
and (5.18) show that the charge and spin currents are related respectively to the
real and imaginary part of the same tensor η describing the interference between
one- and two-photon transitions. Both current amplitudes can be controlled by the
relative phase between the two electromagnetic waves, but not through the same de-
pendence. Therefore, two linearly polarized beams can be used to inject either pure
charge or pure spin current by tuning the phase diﬀerence to 0 or π/2 respectively.
This is illustrated by Figure 5.2 and Figure 5.3 showing the carrier distribution in
the lowest (doubly degenerate) conduction band of the symmetric GaAs/AlGaAs
quantum well described in section 4.4.4 (Figure 5.4). In both bands, the electron
distributions generated by only one beam (one- or two-photon transitions) are sym-
metric with respect to the spatial inversion. This symmetry can be suppressed if the
two electromagnetic ﬁelds interfere. For zero phase diﬀerence (Figure 5.2), the two
asymmetric distributions are equal and lead to a (spin-unpolarized) charge current.
When the phase diﬀerence corresponds to π/2 (Figure 5.3), the two distributions
are no more identical but related to each other by spatial inversion, which results
in a pure spin current.
In this chapter we focus on the photocurrent generated by femtosecond pulses in
quantum wells through inter-band transitions. In such structures, the inter-valence-
band frequencies are comparable to the spectral width of the pulses, and one can
no longer use a simple two-band model. As we shall see in the next sections, the
inter-subband coherence plays a signiﬁcant role in this study, especially concerning
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the THz emission. Furthermore, to obtain the proper polarization dependence, one
has to take into account the valence-band mixing.
In the following, we use adequate multi-band semiconductor Bloch equations
(§ 3.7) for the description of the optical current injection. They are applied to
the speciﬁc case of a quantum well with realistic band structure (§ 4.4.4), as well
as to bulk GaAs. Yet, the above model based on Fermi’s golden rule highlights the
underlying physical process, especially the phase dependence, which is somewhat
hidden in the Bloch equations.
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(a) One-photon transitions induced by the A1




















(b) Two-photon transitions induced by the A2






















(c) One and two-photon transitions induced
by the A1 and A2 laser pulses co-polarized
along the x axis, with a phase diﬀerence φ1−
2φ2 = 0.
Figure 5.2: Carrier distributions in the 1E1/2 conduction band generated by (a) one-
photon transitions (b) two-photon transitions (c) one- and two-photon transitions.
The carrier distributions in the conjugate 2E1/2 conduction band are identical.
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(c) 1E1/2 (full line) and 2E1/2 (dashed line)
Figure 5.3: Carrier distributions in the doubly degenerate conduction bands 1E1/2 and
2E1/2 induced by the A1 and A2 laser pulses (cross-) polarized along the y and x axes
respectively, with a phase diﬀerence φ1 − 2φ2 = π/2.
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Figure 5.4: Band structure of a 70 Å thick GaAs/Al0.4Ga0.6As quantum well (QW)
used in the calculations (band gap: 1.491 eV). The barriers of the QW correspond
approximatively to the upper and lower border of the frame. The arrows indicate the
optical transitions included in the model: (1) one- and two-photon transition between
valence and conduction bands, (2) AC Stark shift, (3) inter-valence band two-photon
transitions.
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5.3 Model
Before discussing the numerical results, let us brieﬂy summarize the equations de-
rived in chapter 3 and used throughout this chapter.
5.3.1 Optical pulses
The linearly polarized electromagnetic laser pulses are given by
A(t) = A1(t) cos(ω1t + φ1) + A2(t) cos(ω2t + φ2) (5.19)









Aαj (t) ∝ [cosh(t/T )]−1, α = x, y, z . (5.21)
The pulse durations at half maximum of intensity correspond to 1.76T . The optical
frequencies must satisfy ω1  2ω2  Eg/ where Eg is the energy gap. For the
calculations in this chapter, we use ω1 = 2ω2.
5.3.2 Eﬀective multi-band Bloch equations
In the rotating frame, the time evolution of the reduced density matrix




































































































For the sake of simplicity, the k-vector indices have been omitted but should be
added after each couple of band subscripts. The superscripts α and β label the
spatial directions x, y and z.
In the above expressions, the sums over n include all far oﬀ-resonant bands elim-
inated from the equation of motion, as well as the bands of the reduced density
matrix, for which the corresponding denominator Ω ± ωj is large. By contrast,
the quadratic contributions from the transitions with small detuning Ω ± ωj are
automatically contained in the resonant linear interaction of H¯cv′ .
These eﬀective multi-band Bloch equations take consistently into account all
quasi-resonant interaction terms up to the second order in the optical ﬁelds. They
include the interference between various nonlinear optical phenomena, such as inter-
band one- and two-photon absorption, coherent control of photocurrent, second-
harmonic generation, diﬀerence-frequency mixing, or the AC Stark shifts. Because
the optical frequencies lie in the vicinity of transition frequencies of the medium,
these nonlinear processes are strongly enhanced by quasi-resonant real or virtual
transitions.
In the following, we consider a symmetric AlGaAs/AlAs quantum well with
growth direction along [001]. The small inversion asymmetry of GaAs is neglected.
The heterostructure reduces to the centro-symmetric case, for which the second-
order susceptibility is zero [21]. Therefore, all dominant optical processes are re-
lated to ﬁrst-order and third-order susceptibilities. The dominant quasi-resonant
transitions we are left with are detailed below and sketched in Figure 5.4.
The matrix elements H¯cv describe the one- and two-photon transitions between
valence and conduction bands. They also account for the generation of photocurrent.
The oﬀ-diagonal Hamiltonian matrix elements H¯cc′ and H¯vv′ describe Raman-like
inter-subband two-photon transitions, whereas the diagonal part contains the AC
Stark shifts.
The relaxation of the system is described by the phenomenological model dis-
cussed in section 3.14. We use a unique characteristic time τ for the thermalization
of the carrier distribution and for the decoherence. This corresponds to τmn = τ
in (3.130) and τνν = τ in (3.134).
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5.3.3 Polarization current
The diﬀerentiation between charge and displacement current is somewhat arbitrary,
as the whole polarization current is related to carrier movement. We will distinguish
them in the frequency domain. Direct measurements of the electric current, e.g.
through the voltage associated with charge accumulation [16], are sensitive only to
the low frequencies as the higher (optical) frequencies can not be time-resolved and
vanish through the time-integration. On the other hand, the high-frequency part of
the current aﬀects the optical properties of the medium and can be well described
by optical susceptibilities. The low-frequency polarization current describing the














In what follows, we distinguish between two contributions. First, the diagonal









is the current associated to the band n. The sum
∑
n is taken over the conduction
bands and valence bands. Second, the oﬀ-diagonal terms give rise to a charge current


















v =v′ are taken over all pairs of diﬀerent conduction bands
and valence bands respectively. Note that the presence of coherence means that the
quantum states of the carriers are not given by the occupation of the bands only.
The theoretical works published up to now concern two-band models and/or focus
on the electronic transition probabilities using Fermi’s golden rule. Such models do
not take into account the inter-subband coherence and give only access to the charge
current associated to the carrier distribution in the band. However, as mentioned
above, the charge current that can be experimentally measured includes both con-
tributions, and it will be shown in section 5.4 that the part related to the coherence
may indeed be important.
Note that the rapidly oscillating inter-band coherences ρcv do not explicitly appear
in the low-frequency part of the current but indeed contribute to the inter-subband
coherence and populations through the semiconductor Bloch equations.
One expects that the current related to the coherence oscillates with the inter-
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subband frequencies and its contribution may therefore vanish in a time-integrated
measurement. However it also aﬀects the electromagnetic radiation due to the
variation in time of the current. Indeed, the power of the far-ﬁeld THz emission

























Therefore, one can also distinguish between the two contributions P = Ppop + Pcoh
related to the coherence and population respectively. As we will see, the inter-
subband coherence may signiﬁcantly contribute to the radiated power.
By analogy to the charge current, we deﬁne the current of spins aligned along β





where σβ are the Pauli matrices and vα the velocity operator. The superscripts α
and β denote cartesian components.
5.4 Results
5.4.1 Introduction
In the following, we discuss numerical results obtained with our model for two
interfering femtosecond laser pulses. First, the optically injected charge current,
related to the asymmetric carrier distribution in the bands (see Figure 5.2), and
the corresponding far-ﬁeld THz emission are calculated for a symmetric 70 Å wide
GaAs/AlGaAs quantum well (QW). The latter is detailed in section 4.4.4, and its
band structure is shown in Figure 5.4. Especially the contribution of the inter-
valence-band coherence will be emphasized. We also give a quantitative comparison
to bulk values. Then, using other beam polarizations, the generated pure spin
current in the QW is computed. Finally, the inﬂuence of the AC Stark shifts and
the inter-valence-band two-photon transitions are calculated and discussed.
For the calculations discussed in what follows, eight energy bands have been used
in the reduced density matrix: the lowest conduction band and the three highest
valence bands, all of them being doubly degenerate. However, in order to estimate
the contribution of the other bands shown in Figure 5.4, we have also performed
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calculations where we included them i) in the reduced density matrix, or ii) as
far oﬀ-resonant states (i.e. states that are not described by the reduced density
matrix but nevertheless used as intermediate states in the quadratic interaction
terms). First, it turns out that for the optical frequencies used in this study the
neglected bands are almost not excited by the pulses and the results are not aﬀected
qualitatively. Therefore, the corresponding inter-band transitions can be considered
as oﬀ-resonant. Second, the two-photon transition amplitude is modiﬁed when these
additional bands are taken into account. Nevertheless, this increases the injected
current by only 10-15% in our typical conditions.
All subsequent results were obtained with two laser pulses (A1 and A2 in (5.19))
polarized along principal axes in the plane of the quantum well (TE mode). Both
have a duration of 100 fs at half maximum (of intensity). The peak intensities
of the two pulses are chosen to lead separately to the same carrier injection in
order to obtain a high contrast in the interference. Two pairs of frequencies ω1/ω2
were used: 1.54/0.77 eV and 1.60/0.80 eV for the one-photon/two-photon beams,
which corresponds to excitation ∼50 meV and ∼110 meV above the band gap of the
quantum well (1.491 eV). In both cases, the peak intensity of the two-photon pulse
A2 is taken to be 10 GW/cm2. The corresponding peak intensities of the one-photon
pulse A1 are 18 MW/cm2 and 42 MW/cm2 for the lower and higher frequencies
respectively. These values lead to injected carrier densities in the quantum well of
0.8 1011 cm−2 and 1.6 1011 cm−2 when both beams are present.
The current decay is related to the thermalization of the carrier distributions, and
more speciﬁcally to the relaxation of the total crystal momentum in each band. Let
us consider the two main mechanisms which govern electron scattering: emission
of LO-phonons and carrier-carrier Coulomb interaction. The latter can further be
divided into intra-band (electron-electron) and inter-band (electron-hole) scattering.
Král and Sipe [97] already considered the emission of LO-phonons in bulk GaAs for
carriers excited at high energy (600 meV above the band gap), and obtained a
current decay time of 50 fs. In the present work, the excitation energy is much
lower (50 and 110 eV above the band gap) and the corresponding relaxation is thus
expected to be slower [138] (∼200 fs). At high density, carrier-carrier scattering may
however become dominant. But by contrast to the former mechanism, the Coulomb
interaction conserves the total momentum of the carrier distribution. The fast intra-
band scattering alone is thus not suﬃcient for the current to vanish but needs the
interplay with inter-band scattering and/or phonon emission. Usual thermalization
times due to carrier-carrier Coulomb interaction (about 100 fs and 1 ps for the intra-
and inter-band contributions respectively) are in general related to symmetric out-
of-equilibrium distributions and may therefore not be appropriate in the context of
current injection. A detailed description of the current decay is diﬃcult because of
the asymmetric distributions, and we ﬁnally use the phenomenological relaxation




In the following, we focus exclusively on results obtained for two EM pulses with
TE polarization (in the plane of the QW). The beams are always polarized along
principal axes af the crystal. Note that the charge current injected with one beam
in TM polarization is more than one order of magnitude smaller, and there is even
no current generated when both ﬁelds are polarized perpendicular to the QW.
5.4.2 Charge current
Figure 5.5 shows the calculated charge current burst j(t) (equation (5.27)) injected
by beams co-polarized along a principal axis and with zero phase diﬀerence (φ1 −
2φ2 = 0). The current ﬂows parallel to the one-photon polarization (there is no
current injection perpendicular to the polarizations). Notice that due to the lateral
conﬁnement of the quantum well it corresponds to a current per length unit (A/m).
The exponential decay is directly related to the phenomenological thermalization
of the carrier distribution. As there is no low-frequency inter-band coherence, the
charge current (thick line) can be separated into the currents in the conduction bands
(thin dashed line) and in the valence bands (thin full line). The main contribution
comes from the carrier motion in the conduction band because of the higher band-
diagonal momentum matrix element i.e. the higher velocity of the electrons. The
oscillation of the current in the valence bands is due to the inter-subband coherence
(Figure 5.6). As discussed above, the charge current j can be divided into two
parts, jpop and jcoh, related to the populations and the coherences respectively. The
oscillations appear only in jcoh and correspond to the inter-valence-band frequencies.
It is interesting to note that only jpop contributes to the time-integrated cur-
rent that is usually measured. Indeed, for 1.54 eV (respectively 1.60 eV),
∫
jcohdt
represents only 0.54% (-0.13%) of the total charge current and 3.9% (-0.76%) of
the current in the valence bands. The negative sign for 1.60 eV means that the
time-integrated contribution of jcoh diminishes the total integrated current.
The charge current jpop in the valence bands can further be divided into the
current in the diﬀerent subbands (Figure 5.7). Their relative contributions depend
on the photon energy because of the complicated dispersion of the momentum matrix
elements due to the valence-band mixing.
The multi-band Bloch equations include also correctly the saturation eﬀects due
to the time-evolving phase space ﬁlling. However, our results indicate that the high
ﬁeld intensities (10 GW/cm2 for the two-photon pulse) used in this study are not
suﬃcient for the saturation to become important. The decoherence time is also too
short to allow Rabi ﬂopping.
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(a) ω1 = 2ω2 = 1.54 eV
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(b) ω1 = 2ω2 = 1.60 eV
Figure 5.5: Injected charge current along the one-photon polarization for (a) ω1 =
2ω2 = 1.54 eV and (b) ω1 = 2ω2 = 1.60 eV. Thin lines: charge current in the






















(a) ω1 = 2ω2 = 1.54 eV

















(b) ω1 = 2ω2 = 1.60 eV
Figure 5.6: Injected charge current in the valence bands along the one-photon polar-
ization for (a) ω1 = 2ω2 = 1.54 eV and (b) ω1 = 2ω2 = 1.60 eV. Thick line: total
charge current in the valence bands (j = jpop + jcoh). Thin lines: charge current
related to the populations (jpop) and to the coherences (jcoh).
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(a) ω1 = 2ω2 = 1.54 eV


















(b) ω1 = 2ω2 = 1.60 eV
Figure 5.7: Injected charge current jpop related to the populations in the valence
bands along the one-photon polarization for (a) ω1 = 2ω2 = 1.54 eV and (b)
ω1 = 2ω2 = 1.60 eV. For each band label v1, v2 and v3, the current is summed over
the corresponding pair of degenerate subbands.
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5.4.3 Comparison with current injection in bulk
The calculated peak intensities of the density of current in the QW (25 A/m for
1.54 eV and 79 A/m for 1.60 eV) are certainly much higher than to be expected in
a real measurement. Indeed, it has been shown [139] that some eﬀects that have
been neglected, like frequency chirp in the pulses or spatial variation of the phase
due to the frequency dependence of the refractive index, can strongly reduce the
current injection. Yet it is useful to compare current intensities in QWs to bulk
values obtained with the same model and in a similar conﬁguration. The structure
of the multi-band Bloch equations (3.51) remains the same except that the k-vectors
become three-dimensional. The electronic energies and dipole matrix elements for
the bulk are the values corresponding to the (doubly degenerate) conduction band
and to the four-valence-band Luttinger Hamiltonian used for the band structure
calculation of the well. The density of current (3.84) relates to a volume unit (the
surface of the quantum well is replaced by the crystal volume).
As the band gap for the QW (1.491 eV) and the bulk (1.423 eV) are diﬀerent, we do
not compare the injected currents for equal beam frequencies, but for equal energy
diﬀerences with respect to the band gap. Thus we calculate the current generated in
a GaAs bulk crystal by two pulses of frequency 1.47 eV and 0.735 eV (50 meV above
the band gap) and co-polarized along a principal axis. The used peak intensities
of 16 MW/cm2 and 10 GW/cm2 for the one- and two-photon beam respectively
excite independently a carrier density of 1.6 · 1016 cm−3 in the conduction band.
The model gives a maximal injected current of 1900 µA/µm2 in the bulk, which
has to be compared to the 25 A/m obtained in the QW for the frequency 1.54 eV
(also 50 meV above the QW band gap). The bulk value is therefore comparable
to the current expected by approximatively 77 QWs per µm, insofar as the wells
can be taken as independent. Indeed, these QWs would be separated by barriers of
only 60 Å. We have to mention here that, for numerical reasons, the calculation for
the bulk case was done with a lower discretization of k-space than for the quantum
well, and the convergence was not completely achieved.
5.4.4 Far-ﬁeld THz emission
The power spectrum (5.31) of the far-ﬁeld THz emission from the QW is plotted in
Figure 5.8 and Figure 5.9 for the photon energy 1.54 eV and 1.60 eV respectively.
The dashed lines show the power Ppop radiated only by the charge current pulse jpop
whereas the full lines represent the total THz emission P = Ppop +Pcoh originating
from jpop + jcoh. One can clearly see the contributions from the ﬁeld emitted by
the current jcoh due to the inter-subband coherences. The additional peaks around
5 and 10 THz are related to the coherences between the pairs of valence subbands
v1-v2 and v2-v3 respectively. The polarization between v2 and v3 for 1.54 eV, as
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well as between v1 and v3 for both energies, are too small to be visible on this
scale. The positions of these peaks are given by the inter-subband frequencies and
are therefore speciﬁc to the quantum well geometry. The radiated power for 1.60 eV
is about 10 times higher than for 1.54 eV, but the relative contribution of the
inter-valence-band coherences to the total THz emission is much more important
for the smaller injection energy. This can be explained by the dependence of the
momentum matrix element between v1 and v2 on the wave vector k (Figure 5.10).
The lasers with frequency 1.54/0.77 eV and 1.60/0.80 eV excite mainly the states
of the two highest valence bands with k-vector around 0.25 nm−1 and 0.4 nm−1
respectively. The v1-v2 momentum matrix element is maximal in the ﬁrst case, and
then decreases with increasing wavevector. The related polarization is expected to
follow the same trend. On the other hand, the contribution jpop to the injected
charge current is about 3-4 times higher at 1.60 eV than at 1.54 eV. The related
radiation Ppop becomes therefore dominant at higher laser frequencies. Figure 5.8
also shows the eﬀect of a shorter thermalization and decoherence time of 100 fs
on the spectrum. The contribution Ppop from the populations is shifted to higher
frequencies because of its faster decay, and the diﬀerent peaks of Pcoh are no longer
well resolved.
It is important to emphasize that the low frequency part of the current jcoh
discussed above is also related to the interferences between the two ﬁelds, as is the
current jpop generated by the asymmetric population distribution. Indeed, there is
almost no THz emission when only one beam is present.
5.4.5 Spin current
As the spin current is also dominated by the carriers in the degenerate conduction
band, we restrict ourselves to these two bands. Furthermore, laser pulses polarized
in the TE mode do not generate any coherence between bands m and n¯ which do
not belong to the same irreducible representation 1E1/2 or 2E1/2 of Cs, the little
group of k. Indeed, the involved momentum matrix elements Πmn¯ are equal to zero
in the plane of the quantum well (see § 4.4.1). Therefore, with the band structure
model described in section 4.4.4, the spin current in the conduction bands reduces
to








and sxβ = syβ = sαz = 0. The left sum has to be taken over the two degenerate
conduction bands with spin σ = +1 and σ = −1 pointing along the conﬁnement
direction z. The spin current is expressed in the same units as the charge current,
and 2 was therefore replaced by −e in (5.33).
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(a) τ = 200 fs













s] Ppop + Pcoh
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(b) τ = 100 fs
Figure 5.8: Power spectrum of the far-ﬁeld THz emission for ω1 = 2ω2 = 1.54 eV
calculated with two diﬀerent thermalization and decoherence times: (a) τ = 200 fs
and (b) τ = 100 fs. Full line: total THz emission P = Ppop + Pcoh due to the total
charge current j = jpop + jcoh. Dashed line: THz emission Ppop due to the charge
current jpop only. Both ﬁgures are plotted on the same scale.
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(a) τ = 200 fs


















(b) τ = 100 fs
Figure 5.9: Power spectrum of the far-ﬁeld THz emission for ω1 = 2ω2 = 1.60 eV
calculated with two diﬀerent thermalization and decoherence times: (a) τ = 200 fs
and (b) τ = 100 fs. Full line: total THz emission P = Ppop + Pcoh due to the total
charge current j = jpop + jcoh. Dashed line: THz emission Ppop due to the charge
current jpop only. Both ﬁgures are plotted on the same scale.
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Figure 5.10: Inter-valence band momentum matrix elements 2|πx|2/m0.
The pure spin current (5.33) injected by cross-polarized laser beams with a phase
diﬀerence φ1 − 2φ2 = π/2 is shown in Figure 5.11. The frequencies and intensities
are the same as in the case of the charge current injection discussed above. The
pulses are polarized along two principal axes, and the spin current ﬂows parallel to
the two-photon polarization without any net charge ﬂow. However, a small charge
current due to the oﬀ-resonant states subsists in the orthogonal in-plane direction
(along the one-photon polarization). There is no THz emission polarized along
the spin current direction and only a small radiation polarized perpendicularly to
it (Figure 5.12). The latter is essentially due to jcoh parallel to the one-photon
polarization. The charge current and the THz emission are respectively about one
and two orders of magnitude weaker than for the preceding conﬁguration with co-
polarized beams and no phase diﬀerence.
5.4.6 AC Stark shifts and inter-valence-band transitions
The multi-band semiconductor Bloch equations (5.23) include all processes de-
scribed by quasi-resonant interaction terms up to the second-order in the EM ﬁelds,
but only the inter-band transitions contribute directly to the current injection. Nev-
ertheless, the inﬂuence of the inter-subband transitions on the charge current gen-
eration remains an interesting issue.
Figure 5.13 displays the time-integrated charge current
∫
j(t) dt versus the photon
energies, in the cases where the Stark shifts (ACSS) and/or the inter-valence-band
(IVB) transitions are neglected or not. The laser pulses are co-polarized along one
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(a) ω1 = 2ω2 = 1.54 eV
















(b) ω1 = 2ω2 = 1.60 eV
Figure 5.11: Injected spin current in the conduction bands along the two-photon
polarization for (a) ω1 = 2ω2 = 1.54 eV and (b) ω1 = 2ω2 = 1.60 eV.
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Figure 5.12: Power spectrum of the far-ﬁeld THz emission along the one-photon
polarization, in the conﬁguration for spin current injection (cross-polarized beams
with a phase diﬀerence of π/2). Full line: ω1 = 2ω2 = 1.54 eV. Dashed line:
ω1 = 2ω2 = 1.60 eV.





























Figure 5.13: Time-integrated charge current versus the photon energy ω1 = 2ω2,
with and without the AC Stark shifts (ACSS) and/or the inter-valence-band (IVB)
transitions. The two lower/upper curves correspond to calculations with/without the
AC Stark shifts. For both of these pairs, the full line includes the IVB transitions
whereas for the dashed line they are neglected. Band gap of the quantum well:
1.491 eV.
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of the principal axes, with no phase diﬀerence (φ1 − 2φ2 = 0) and constant peak
intensities of 42 MW/cm2 and 10 GW/cm2 for the one- and two-photon beams re-
spectively. The AC Stark eﬀect mainly shifts the current curve to higher energies, in
accordance with the ﬁeld-induced band gap change. This results in weaker injected
current for given optical frequencies, especially close to the band gap. At higher ex-
citation energy, both computed currents become comparable, because the AC Stark
shifts decrease for electronic states with higher k-vector. The contribution of the
IVB Raman-like two-photon transitions to the total charge current is rather weak.
Indeed, they mainly aﬀect the carrier distributions in the valence bands, whereas
the charge current is dominated by carriers in the conduction band.
5.5 Conclusion
The model of multi-band Bloch equations including one- and two-photon inter-
band transitions, the AC Stark shifts and inter-valence band two-photon transitions,
developed in chapter 3, was used to calculate the injection of charge and spin current
and the corresponding THz emission in a symmetric semiconductor quantum well.
This allows us to evidence for the ﬁrst time that the inter-subband coherences
are important for the THz radiation (Figure 5.8 and 5.9). We also discussed the
inﬂuence of the Stark shifts and the inter-valence-band transitions on the current
injection.
The decay of the current has been included in the model by the mean of a phe-
nomenological relaxation time. A microscopic description of the thermalization of
the carrier distributions would therefore be an important improvement. Interaction
with LO-phonons has already been considered by Král and Sipe [97]. Intra-band
Coulomb scattering can not directly cause the decay of the current, as it conserves
the total crystal momentum in the band, and its inter -band counterpart takes place
on a longer time-scale.
122
6 Two-photon absorption in quantum
wires with excitonic coherence
6.1 Introduction
In the previous chapter, we investigated the interplay between one- and two-photon
transitions in a quantum well with realistic band structure, but neglected the
Coulomb interaction. The latter can in principle easily be included in the eﬀective
multi-band Bloch equations, as outlined in section 3.12. In practice, the integration
of these equations of motion is however limited by the computation time and the
memory space. Therefore, in order to keep the complexity on a reasonable level,
we focus our attention on a one-dimensional case. In this chapter, we calculate and
discuss the two-photon absorption spectra of a realistic V-shaped quantum wire, in-
cluding the Coulomb coupling within the Hartree-Fock approximation. Besides their
physical relevance, these results also provide a good check of our numerical code in a
more simple case. In this sense, the following study can be seen as a preliminary to
further investigations of nonlinear optical processes. Indeed, in chapter 7, the same
model is applied to the optical injection of current, taking into account excitonic
eﬀects.
Two-photon absorption has been looked at especially in quantum wells, both
experimentally [94] and theoretically [35, 41], whereas it has received much less
attention in quantum wires (QWRs). First measurements of two-photon absorption
spectra were reported in rectangular [39] and V-shaped [40] QWRs, while Shimizu et
al. [41] and Ogawa et al. [42] developed a simple eﬀective-mass model with excitons
included through an analytically solvable model for an electron-hole pair interacting
with a modiﬁed Coulomb potential [43].
Recently [140], the inﬂuence of spatial symmetry and time-reversal symmetry was
used to provide stringent conditions for the construction of excitons in QWRs with
well-deﬁned selection rules for one-photon transitions. In particular, it was shown
that in V-shaped QWRs with Cs symmetry1, the three possible linear polarizations
of light interact with three classes of excitons (A1, B1 and B2), whereas the forth
class (A2) can not be accessed (notations are changed with respect to [140]). How-
ever, two-photon spectroscopy involves alternate selection rules. Thus it becomes
1Cs will be extended to C2v is section 6.2
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Figure 6.1: V-shaped quantum wire, orientated with respect to the bulk crystal axes.
interesting as a tool to collect complementary information.
In this chapter, we ﬁrst calculate the anisotropic two-photon absorption spectra
of an AlGaAs/GaAs V-shaped QWR with realistic band structure, and identify
the various excitonic peaks with respect to the involved energy subbands and the
symmetry properties. Then we show that the formerly dark A2-excitons may become
bright when the light is polarized along a direction that is not a symmetry axis.
The two-photon absorption coeﬃcient is obtained by integrating the eﬀective
multi-band Bloch equations (§ 3.7) including the Coulomb interaction within the
Hartree-Fock approximation (§ 3.12). The model treats the Coulomb interaction
between ﬁve doubly-degenerate conduction subbands and eight doubly-degenerate
valence subbands. Additional subbands that are important for the two-photon ab-
sorption are also taken into account as intermediate states in the transition ampli-
tude.
In section 6.2, we detail the realistic V-shaped QWR we use in this chapter.
Section 6.3 is dedicated to the symmetry properties of the excitons and to the related
optical one- and two-photon selection rules. The calculated two-photon absorption
spectra including excitonic eﬀects are shown and discussed in section 6.4. Finally,
the conclusions are drawn in section 6.5.
6.2 Band structure
In the following, we consider a V-shaped AlxGa1−xAs/GaAs (x = 0.337) quantum
wire (QWR) orientated with respect to the crystal main symmetry axes, as shown
in Figure 6.1. The symmetry group of the underlying crystalline structure is Td.
Thus, the heterostrucruture exhibits the Cs symmetry, with unique symmetry plane
σy. However, the inversion asymmetry in GaAs has only very small eﬀects on the
valence band structure. Therefore, it is neglected here. Within this approximation,
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Symbol Parameter AlxGa1−xAs Unit
mc Eﬀective mass of the 0.0665 + 0.0835x [m0]
conduction band
γ1 Luttinger parameter 6.790 − 3.000x [–]
γ2 Luttinger parameter 1.924 − 0.694x [–]
γ3 Luttinger parameter 2.681 − 1.286x [–]
EP Kane parameter 28.8 [eV]
Eg Energy gap 1.519 + 1.247x [eV]
∆Ec/∆Ev Band oﬀsets 68/32 [–]
Table 6.1: Bulk band structure parameters [127] of AlxGa1−xAs used in this chapter.
the QWR possesses two symmetry planes σx and σy, deﬁned by their normal axes x
([11¯0]) and y ([110]) respectively. Together with the identity E and the binary rota-
tion C2z = σxσy, they form the crystallographic point group C2v that is considered
here. In the following, x, y and z denote unit vectors parallel to the axes.
For the band structure computations, the exact contour is extracted from a Trans-
mission Electron Microscope (TEM) picture. The conﬁned electronic states in the
GaAs/AlGaAs QWR were calculated by Dupertuis [140, 141] with k · p theory:
the bulk conduction band is a doubly degenerate S-like band, and the bulk valence
band is described by the four-bands Luttinger Hamiltonian. The bulk band struc-
ture parameters are shown in Table 6.1, and the energy subbands of the QWR are
displayed in Figure 6.2. This band structure already led to a one-photon absorption
spectrum in good agreement with the experimental results [142]. The momentum
matrix elements of the QWR are obtained by the formula (4.36). The bulk mo-
mentum matrix elements πaa′ between a conduction band and a valence band are
given by the Kane matrices (4.114) to (4.116), whereas the elements between two
conduction bands or two valence bands are equal to zero due to symmetry.
6.3 Excitons
The excitonic contributions are included in the eﬀective Bloch equations through the
Coulomb interaction within the Hartree-Fock approximation (§ 3.12). The required
Coulomb matrix elements were calculated by Dupertuis [142], by solving the Poisson
equation (3.112) with position dependent dielectric function. In the following, we
classify the excitons with respect to the symmetry properties, and deduce well-
deﬁned optical selection rules for one- and two-photon transitions.
The electronic one-particle states with non-zero crystal momentum k do not be-
long to the irreducible representations (irreps) of the zone-center point group C2v.
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Indeed, the only symmetry operation which leaves the associated energy subspace
invariant, besides the identity E, is the reﬂection with respect to the symmetry plane
σy. Thus, the corresponding little group of k is Cs, which has two one-dimensional
irreducible spinor representations, 1E1/2 and 2E1/2. Let us denote the eigenstates
related to 1E1/2 and 2E1/2 by |n, k〉 and |n¯, k〉 respectively, where the pair n and
n¯ refers to the pair of subbands that are degenerate at zone-center. Taking into
account the condition σx2 = σy2 = K2 = −E, with K the time-reversal operator,
the eigenstates can always be chosen to fulﬁll
σx |n,+k〉 = + |n¯,−k〉 , σx |n¯,+k〉 = − |n,−k〉 , (6.1)
σy |n,+k〉 = +i|n,+k〉 , σy |n¯,+k〉 = −i|n¯,+k〉 , (6.2)
C2z |n,+k〉 = +i|n¯,−k〉 , C2z |n¯,+k〉 = +i|n,−k〉 , (6.3)
and
K |n,+k〉 = +|n¯,−k〉 , K |n¯,+k〉 = −|n,−k〉 . (6.4)
The last equation reﬂects the fact that the subbands n and n¯ are mutually conjugate
by time-reversal.
Excitonic quantum numbers may be deﬁned from the irreps of product states of
single particles, since the Coulomb interaction always belongs to the invariant rep-
resentation and thus mixes only product states with a given representation. Insofar
as the wavevector of the electromagnetic ﬁeld is neglected, only the excitons with
center-of-mass wavevector equal to zero are optically active. As a consequence, all
optically active excitons exhibit the zone center symmetry and can be labeled by the
irreps of the point group of the QWR. Furthermore, excitons being product states
of two particles with half-integer spin, their total spin is integer. By contrast to
the single particle case, excitons therefore belong to the irreps of the single group.
In QWRs with C2v symmetry, the optically active excitons can consequently be
classiﬁed according to the four one-dimensional irreps denoted by A1, B1, A2 and
B2.
To go further, let us ﬁrst describe the electronic states in terms of the single-
particle creation operators
a†n,k |0〉 = |n, k〉 a†n¯,k |0〉 = |n¯, k〉 . (6.5)


















µ/µν x y z xx yy zz xy yz zx
Γ B1 B2 A1 A1 A1 A1 A2 B2 B1
Table 6.2: Optical selection rules for diﬀerent types Γ of excitons in a quantum
wire with C2v symmetry, for the absorption of one photon (1-PA), two co-polarized
photons (2-PA) and two cross-polarized photons (2⊥-PA). The symbols µ and µν





nv/(Ωnv − ω). Only the allowed transitions are displayed. All other transi-
tions are forbidden. Note that Γ also represents the irreps to which the interactions














[a†c,kav¯,k − a†c¯,−kav,−k] . (6.9)
Note that these states are self-conjugate under time-reversal, as shown by Koster et





, ∀ Γ ∈ {A1, B1, A2, B2, } . (6.10)
On the level of the Hartree-Fock approximation, the excitons are described in the
eﬀective Bloch equations only through the microscopic coherence 〈BΓcv,k
†〉. Never-
theless, they appear as excitonic resonances in the macroscopic polarization.
The optical excitation in the dipole approximation is described by the linear
interaction
Πµcv , µ ∈ {x, y, z} (6.11)






Ωnv − ω , µ, ν ∈ {x, y, z} (6.12)
for resonant two-photon transitions. The matrixΠ (proportional to the momentum)
is deﬁned by (3.5). Under the spatial symmetry operations, the linear interactions
transform like the cartesian components µ ∈ {x, y, z}, whereas the quadratic inter-
actions transform like the product µν of two cartesian components. The irreps of
C2v to which they belong are shown in Table 6.2. Taking into account these sym-
metries, the excitonic selection rules are derived and summarized in the same table.
Only the allowed transitions are displayed. All other transitions are forbidden.
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For one-photon excitation, as already discussed by Dupertuis [140], the three pos-
sible linear polarizations of light interact with three independent classes of excitons:
A1, B1 and B2. The fourth class A2 appears to be dark.
By two-photon excitation with light polarized along a symmetry axis x, y or z,
only excitons of the type A1 can be accessed. A2-excitons remain dark. This se-
lection rule breaks down when the light is polarized along an arbitrary direction
in the plane perpendicular to the QWR. It emerges from the last columns of Ta-
ble 6.2, that the contribution of the two-photon interaction (6.12) mixing the x and
y polarizations may indeed access the A2-excitons.
Finally, when spin splitting is ignored in the conduction band, it can be shown
[144] that the A1 and B1 excitons are degenerate, as well as A2 and B2.
6.4 One- and two-photon absorption spectra
6.4.1 Model
The absorption spectra are calculated by solving the time-dependent eﬀective Bloch
equations (3.51), taking into account the Coulomb interaction within the Hartree-
Fock approximation (§ 3.12). The one- and two-photon absorption coeﬃcients, α(ω)
and β(ω) respectively, are extracted from the time-dependent macroscopic polar-
ization current by the procedure detailed in section 3.11. We restrict ourselves to
the low density regime by exciting the system with suﬃciently low optical intensity.
As a consequence, the Coulomb interaction [Vq]c,c
′;c′′,c′′′ and [Vq]v,v
′;v′′,v′′′ between
electrons in the conduction subbands or between electrons in the valence subbands




The calculations are performed with a reduced density matrix describing the 6
lowest pairs of conduction bands and the 8 highest pairs of valence bands. The two
bands deﬁning a pair are conjugate by time-reversal. A pair of conduction bands is
completely degenerate and a pair of valence bands degenerate at zone center. The
bands are labeled as follows: ci denotes the ith pair of conduction subbands, starting
from the bottom, and vi denotes the ith pair of valence subbands, starting from the
top. To correctly describe the two-photon transitions, one should in principle take
into account a complete set of intermediate states. In practice however, we restrict
ourselves to the 12 lowest pairs of conduction bands and the 24 highest pairs of
valence bands. In terms of the notations introduced in chapter 3, this corresponds
to 28 bands in group A and 44 bands in group B. The decoherence is modeled by a
unique characteristic relaxation time τ = 200 fs leading to a broadening of ∼3 meV.
According to the notations used in section 3.14, this corresponds to τmn = τ , ∀m,n.
In order to obtain an unambiguous deﬁnition of an absorption quantity in a
quasi-one-dimensional QWR, the volume V in the density of current (3.62) has to
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Figure 6.2: Band structure of a V-shaped AlGaAs/GaAs quantum wire. Two bands
that are degenerate at zone center are mutually conjugate by time-reversal (full line
and dashed line).
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be replaced by the length of the wire [110]. The ill-deﬁned lengths in the conﬁned
directions are absorbed in the deﬁnition of the one-photon absorption coeﬃcient α
in units of m instead of m−1, and in the deﬁnition of the two-photon absorption
coeﬃcient β in units of m3/W instead of m/W.
6.4.2 Results: light polarized along a symmetry axis
The two-photon absorption spectra for the three polarizations along the high sym-
metry axes x, y and z are displayed in Figure 6.3–6.5. With these speciﬁc po-
larizations, one accesses independently the components βxx, βyy and βzz of the
two-photon absorption tensor (3.100), which are related to the imaginary part of
the third-order susceptibilities χxxxx, χyyyy and χzzzz respectively (equation (3.99)).
For comparison, the calculated one-photon absorption spectra for the three inde-
pendent polarizations are shown in Figure 6.6. Note that most of the periodic
oscillations appearing in the part of the spectrum corresponding to the continuum,
especially for the x-polarization, are due to the ﬁnite discretization in reciprocal
space, and are not physical.
These results require some comments on the numerical convergence. Two-photon
transitions involve a complete set of intermediate states. Consequently, bands that
are not, or only weakly, excited by the electromagnetic ﬁeld may nevertheless
strongly contribute to the transition probability between other bands. However,
one expects that these contributions decrease with increasing distance in energy.
As mentioned above, 12 pairs of conduction bands and 24 pairs of valence bands
were used for the calculations in this chapter. For light polarized along the axis
x or y, the same computations with only 6–9 pairs of conduction bands and 8–12
pairs of valence bands lead to very similar spectra with only quantitative diﬀerences
(10%-20%). This suggests that the spectra for light polarized along the axis x or y
have qualitatively converged. This may not be the case for light polarized parallel to
the z axis. Indeed, the convergence with respect to the number of included bands
seems to be slower in this case. For instance, a strong peak related to the c2v4
coherence appears at ∼1.602 eV when only 9 pairs of conduction bands are used.
This peak disappears only when the 10th pair of conduction bands is added.
Let us now analyze the two-photon absorption spectra more in detail. First, we
emphasize that, according to the discussion in section 6.3, all excitonic peaks ap-
pearing in the three two-photon absorption spectra correspond to the same kind of
excitons, namely the ones that belong to the irrep A1. The subbands giving the
dominant contribution to the main peaks have been identiﬁed and are displayed
above the peaks. Second, we observe a strong polarization anisotropy, especially
between the directions parallel and perpendicular to the QWR. Indeed, the asso-
ciated excitons involve diﬀerent combinations of conduction subbands and valence
subbands. This polarization anisotropy was already predicted by Spector [33] and
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Shimizu et al. [41]. Let us review their arguments in the framework of the present
model.
Analysis without valence band mixing
We consider a simpliﬁed model where the valence band mixing is neglected. In
this case, any electronic state is described by a wave function of the form ψ(i)a =
f
(i)
a Ua, with Ua the zone-center Bloch function of the (bulk-) band a and f
(i)
a the
envelope function deﬁning the subband i of the QWR (we dropped the wavevector
label). First, we note that because the intermediate states for the higher-order
transitions are the eigenstates of the QWR, any two-photon transition channel is
given by the product of one inter-band2 and one intra-band3 momentum matrix
element. Second, we calculate the eﬀective momentum matrix elements given by
equation (4.36). For isotropic parabolic bands, the eﬀective mass tensor γαβaa′ is band-
diagonal and isotropic, i.e. γαβaa′ = γaaδaa′δαβ , and the band-diagonal elements of the
bulk momentum πaa′ vanish. Thus, the inter-band momentum matrix elements in
the direction  between a conduction subband i (a = c) and a valence subband j
(a = v) are given by
〈ψ(i)c |π|ψ(j)v 〉 = πcv 〈f (i)c |f (j)v 〉⊥ , (6.13)
and the intra-band momentum matrix elements between two conduction subbands
i and j (a = c) or two valence subbands i and j (a = v) are obtained by
〈ψ(i)a |π|ψ(j)a 〉 = γaa 〈f (i)a |(p⊥ + k)|f (j)a 〉⊥ . (6.14)
In the case of light polarized along an unconﬁned direction (), the latter reduces
to
〈ψ(i)a |π|ψ(j)a 〉 = γaak 〈f (i)a |f (j)a 〉⊥ , (6.15)
whereas for light polarized along a conﬁned direction (⊥), it becomes
〈ψ(i)a |⊥π|ψ(j)a 〉 = γaa 〈f (i)a |⊥p⊥|f (j)a 〉⊥ . (6.16)
These results imply important selection rules with respect to the parity of the en-
velope functions under the spatial reﬂection σy. Equation (6.13) shows that inter-
band momentum matrix elements between states described by envelope functions
of opposite parity are equal to zero for any direction of polarization. By contrast,
intra-band elements between envelope functions of opposite parity vanish for a polar-
2between a conduction subband and a valence subband
3between two conduction subbands or two valence subbands
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Figure 6.3: Two-photon absorption spectrum of the V-shaped quantum wire for light
linearly polarized in the x direction (parallel to the QWR). Full line: Coulomb in-
teraction included within the Hartree-Fock approximation. Dashed line: Coulomb
interaction neglected. Eg: energy gap of the QWR.




























Figure 6.4: Two-photon absorption spectrum of the V-shaped quantum wire for light
linearly polarized in the y direction (perpendicular to the QWR). Full line: Coulomb
interaction included within the Hartree-Fock approximation. Dashed line: Coulomb
interaction neglected. Eg: energy gap of the QWR.
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Figure 6.5: Two-photon absorption spectrum of the V-shaped quantum wire for light
linearly polarized in the z direction (perpendicular to the QWR). Full line: Coulomb
interaction included within the Hartree-Fock approximation. Dashed line: Coulomb
interaction neglected. Eg: energy gap of the QWR.
























x  || QWR
y ⊥ QWR
z ⊥ QWR
Figure 6.6: One-photon absorption spectrum of the V-shaped quantum wire for the
three possible linear polarization of light. Eg: energy gap of the QWR.
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ization vector  ‖ x (equation (6.15)) or  ‖ z (equation (6.16)), whereas intra-band
elements between envelope functions of identical parity vanish for a polarization
vector  ‖ y (equation (6.16)). Therefore, the product between one inter-band and
one intra-band element
〈ψ(i)c |π|ψ(n)a 〉〈ψ(n)a |π|ψ(j)v 〉 (6.17)
vanishes i) between states ψ(i)c and ψ
(j)
v with envelope functions of identical parity
when the light is polarized along the conﬁned direction y, and ii) between states
with envelope functions of opposite parity when the light is polarized along the
unconﬁned direction x or along the conﬁned direction z. Consequently, in the
framework of this simpliﬁed model, an electromagnetic ﬁeld with frequency close to
the half of the band gap and with a polarization vector  ‖ y (respectively,  ⊥ y)
can induce an inter-band coherence only between subbands of opposite (respectively,
identical) parity.
A peculiarity of the intra-band momentum matrix elements is the strong polar-
ization anisotropy due to the quantum conﬁnement (compare equations (6.15) and
(6.16)). By contrast, the anisotropy of the inter-band elements comes essentially
from the underlying crystal symmetry. In the absence of valence-band mixing, the
anisotropy of the inter-band elements (6.14) is even completely given by the bulk
momentum matrix element πcv. As a consequence, the two-photon absorption dis-
plays a strong qualitative polarization anisotropy due to the quasi-one-dimensional
quantum conﬁnement.
In a bulk crystal modeled by isotropic bands, the two-photon inter-band tran-
sitions would excite P -like excitons oriented along the polarization vector of the
light. Consider now the deformation of these states due to the conﬁnement, when
placed in V-shaped QWR (Figure 6.7). It is obvious that the Px-exciton is much
less aﬀected by the QWR, than Py and Pz. The strong absorption below the band
gap, for the polarization parallel to the x axis (Figure 6.3), can thus be explained
by the existence of bound Px-like excitons. In the other directions, however, the
conﬁnement strongly aﬀects the initial bulk excitons and the spectra can no more be
interpreted in terms of P -like excitons. Also note that, because of the weaker lateral
conﬁnement (along the y axis), one may expect the spectrum for the polarization
parallel to y to display some quantum-well-like features.
Analysis with valence band mixing
In our calculations involving a realistic band structure, the situation is more complex
because of the valence band mixing. In fact, the conduction subbands still have a
well deﬁned parity under the spatial reﬂection σy, as they derive only from a single
isotropic parabolic band. However, the valence subbands are based on the four-
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Figure 6.7: P -like bulk excitons. The dashed line shows the quasi-one-dimensional
V-shaped quantum wire.
bands Luttinger Hamiltonian. Each eigenstate is thus described by four envelope
functions. If the spin quantization axis is chosen parallel to y, it follows from group
theoretical arguments that these functions, which multiply the four basis states
|32 ,m〉y with −32 ≤ m ≤ 32 , are alternatively odd and even with increasing m.
Of course, the four envelope functions do not necessarily have the same weight,
and a dominant parity may be associated to the eigenstate. However, with the band
structure model used here, some states do not exhibit a clear dominant parity. This
is what we observe in the calculated two-photon absorption spectra in Figure 6.4
and Figure 6.5, corresponding to the direction of polarization y and z. The involved
subbands satisfy only partially the above selection rules. Indeed, without valence-
band mixing, an excitonic peak associated to a given set of subbands would never
appear in both absorption spectra. For instance, the exciton peaks labeled by c3v2
show that the states in the valence subband v2 are described by even and odd
envelope functions.
Figure 6.3–6.5 also contain the TPA spectra without excitonic eﬀects. We note
an enhancement of the two-photon absorption due to the Coulomb interaction for
the three linear polarizations.
6.4.3 Results: light polarized along the direction x+ y
Let us now discuss the absorption of light polarized along a direction that is not
a symmetry axis of the nanostructure. For this purpose, we consider an electro-
magnetic ﬁeld with polarization vector  parallel to x + y. The corresponding
two-photon absorption spectrum β(x+y)(ω) is given in Figure 6.8. For comparison,
we also show, in the same ﬁgure, the TPA spectra βxx(ω) and βyy(ω) for light polar-
ized along the symmetry axes x and y. At least one additional peak, with respect to
βxx and βyy, appears clearly in β(x+y). From the symmetry analysis in section 6.3,
we know that the corresponding excitonic coherence must belong to the irreps A1 or
A2. Nevertheless, to distinguish between the two types of excitons, a more detailed
investigation is necessary.
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Figure 6.8: Two-photon absorption spectrum of the V-shaped quantum wire for light
linearly polarized along x + y, x and y.






























Figure 6.9: Contribution of the susceptibility tensor elements χκλµν to the two-photon
absorption spectrum of the V-shaped quantum wire. The curve label κλµν (respec-
tively, µννµ+µνµν) designates the absorption related to the imaginary part of χκλµν
(respectively, χµννµ + χµνµν).
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According to (3.100), the total absorption coeﬃcient for the direction of polar-




(βxx + βyy + βxy + βyx) . (6.18)
We emphasize that from the experimental point of view it is diﬃcult to measure
directly the diﬀerent contributions βµν to the total absorption coeﬃcient. In fact,
excitation with light polarized along x, y or x+y gives access to βxx, βyy or β(x+y)
respectively. This information would be suﬃcient to extract βxy + βyx, which,
according to (3.99), is related to the imaginary part of the susceptibility
χxxyy + χyyxx + χxyyx + χxyxy + χyxxy + χyxyx . (6.19)
However, only the last four terms of (6.19) involve A2-excitons, whereas the ﬁrst
two terms involve A1-excitons. Thus, in order to determine the nature of the peaks
appearing in the calculated spectrum β(x+y), we have to compare the contributions
from the diﬀerent elements of the third-order susceptibility tensor. The two-photon
absorption related to imaginary part of these elements is shown in Figure 6.9. Note
that χxyxy = χyxxy and χyxxy = χyxyx, due to the intrinsic permutation symmetry.
First, we notice that the part of the two-photon absorption related to χxxyy
and χyyxx is much smaller than the part described by χyxxy and χxyyx. Second,
some of the additional peaks of β(x+y) clearly originate from χyxxy and χxyyx. The
strongest one is labeled by the involved subbands c4v3. These peaks reﬂect the
presence of A2-excitons. Indeed, the corresponding susceptibilities derive from the
transition amplitude (6.12) with (µ, ν) = (x, y) and (µ, ν) = (y, x). From a more
physical point of view, they describe the microscopic process where two photons
with diﬀerent polarization (x and y) are absorbed. Consequently, we argue that
the formerly “dark” excitons A2 might be observable in V-shaped QWRs by two-
photon spectroscopy with light polarized perpendicularly to the growth direction z,
but not along one of the symmetry axes x and y.
Finally, we remark a small diﬀerence between the susceptibilities χxyyx and χyxxy.
As discussed in section 3.11 (see equation (3.107)), this is due to the contribution
of the slightly oﬀ-resonant two-photon transitions inherent to the band dispersion.
6.5 Conclusion
Using the multi-band eﬀective Bloch equations derived in chapter 3, we calculated
the two-photon absorption spectra of a V-shaped AlGaAs/GaAs QWR with a realis-
tic band structure including the valence-band mixing. The Coulomb interaction was
taken into account within the Hartree-Fock approximation. We discussed the strong
polarization anisotropy and identiﬁed the dominant excitonic peaks for excitation
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by light polarized along the three principal symmetry axes.
Excitons that belong to the irreducible representation A2 of the crystallographic
point group C2v are “dark” for one-photon spectroscopy and two-photon spec-
troscopy with light polarized along the symmetry axes x, y and z. We have shown
that such A2-excitons might however be observable with a polarization vector paral-
lel to the direction x+y. One of them has clearly been identiﬁed on the calculated
absorption spectrum.
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quantum wires with excitonic eﬀects
7.1 Introduction
In the following, the eﬀective multi-band Bloch equations, derived in chapter 3, are
applied to the optical injection of current in the presence of excitonic eﬀects. Coher-
ent control of charge current generated by quantum interference between one- and
two-photon absorption has attracted considerable interest, since the ﬁrst measure-
ments in semiconductors [16, 129] (see chapter 5 for details). However, it has not yet
been investigated how it may be aﬀected by the Coulomb interaction. Nevertheless,
new interesting phenomena may be expected, as it will be shown in this chapter.
This ﬁrst investigation concentrates on a one-dimensional system: the realistic V-
shaped AlGaAs/As quantum wire (QWR) studied in chapter 6. We give ﬁrst results
concerning the charge current generated in the QWR, and the associated terahertz
emission, when the lowest B1 and A1 excitonic resonances are excited simultaneously
by one- and two-photon transitions. Because of the diﬀerent symmetry properties
of the involved excitons, the injected charge current displays oscillations due to the
quantum interference between the excitonic coherences. The oscillation frequency is
given by the energy spacing between the excitons. This phenomenon has the same
origin than the polarization interference between excitons with diﬀerent energy,
observed in quantum wells by four-wave mixing (see e.g. [145–147]). However, the
excitation scheme described in this chapter makes the resulting modulation of the
inter-band coherence also appear as oscillations in the charge current, which is
directly related to the occupation of the bands.
7.2 Model
The dynamics is described by the eﬀective multi-band Bloch equations, that in-
clude nonlinear processes such as two-photon transitions or AC Stark shifts. The
model is detailed in chapter 3, and the important equations are summarized in sec-
tion 5.3, so that we do not reproduce them here. However, note that the wavevector
k is now one-dimensional and the surface S in the polarization current (5.27) is
replaced by the length L of the QWR. The Coulomb interaction is treated within
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··· between electrons in the conduction subbands or between electrons




The QWR described in section 6.2 is simultaneously excited by two laser pulses
A1 cos(ωt+φ) and A2 cos(2ωt), which induce respectively (quasi-) resonant one- and
two-photon inter-band transitions. With respect to the notations used throughout
this thesis, the frequencies and phases of these ﬁelds correspond to φ1 = φ, φ2 = 0
and ω1 = 2ω2 = 2ω (see equation (5.19)). The two pulses have a duration of
100 fs at half maximum (of intensity) and are co-polarized along the quantum wire
(x axis). The optical frequency 2ω = 1.57 eV corresponds to an excitation energy
in the middle between the two lowest c1v1 excitonic resonances for light polarized
along the x axis, namely the lowest B1-exciton in the one-photon absorption spec-
trum (Figure 6.6) and the lowest A1-exciton in the two-photon absorption spectrum
(Figure 6.3). The spectral widths of the pulses are suﬃciently large to cover both
resonances. The peak intensities are chosen to get a high contrast in the interference:
7 MW/cm2 and 10 GW/cm2 for the A1- and A2-pulse respectively. The decoher-
ence and the thermalization of the carrier distributions are modeled by a unique
characteristic time τ . According to the notations in section 3.14, this corresponds
to τmn = τ , ∀m,n. The calculations are essentially done for a long relaxation time
τ = 1 ps.
The equation of motion is solved for a reduced density matrix describing the three
lowest pairs of conduction bands and the four highest pairs of valence bands (Fig-
ure 6.2). The two bands deﬁning a pair are conjugate by time-reversal symmetry. In
order to correctly describe the two-photon transitions, one should in principle take
into account a complete set of intermediate states. In practice however, we restrict
ourselves to the 12 lowest pairs of conduction bands and the 24 highest pairs of
valence bands. In terms of the notations introduced in chapter 3, this corresponds
to 14 bands in group A and 58 bands in group B.
7.3 Results and discussion
In Figure 7.1, we show the charge current1 (5.27) injected along the quantum wire
for two values of the phase diﬀerence between the pulses: φ = 0 and φ = π/2. The
results are displayed for a long relaxation time (τ = 1 ps), and compared to the
values obtained in the same conﬁguration but without Coulomb interaction. The
power spectrum of the associated terahertz emission (5.31) is displayed in Figure 7.2.
When the Coulomb interaction is taken into account within the Hartree-Fock
approximation, a strongly oscillating charge current appears. First, we note that
1low-frequency part of the polarization current
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Figure 7.1: Charge current along the V-shaped quantum wire for two diﬀerent optical
phases: φ = 0 (full line) and φ = π/2 (dashed line). Thick lines: the Coulomb
interaction is taken into account within the Hartree-Fock approximation. Thin lines:
the Coulomb interaction is neglected. Relaxation time τ = 1 ps. The shaded curve
on the bottom of the ﬁgure shows the time-dependence of the optical pulses in the
QWR.

















Figure 7.2: Power spectrum of the far-ﬁeld THz emission for two diﬀerent optical
phases: φ = 0 (full line) and φ = π/2 (dashed line). Relaxation time τ = 1 ps.
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the current diminishes and the oscillations disappear, when the Coulomb interaction
is neglected. This indicates that excitonic resonances are involved. Second, the
oscillations subsist even after the optical pulses vanished. We also checked that the
oscillation frequency does not depend on the pulse frequencies, insofar as the same
resonances are excited. Finally, there is no current injected when only one beam is
present.
7.3.1 Charge current injection: two contributions
The oscillating current is present in both phase conﬁgurations (φ = 0 and φ = π/2).
However, as it can be seen from the terahertz spectra, an additional (broader)
contribution appears for φ = 0.
To investigate this phase dependence, let us ﬁrst remind the phenomenon of cur-
rent injection by interference between one- and two-photon transitions. As discussed
in section 5.2, the same initial and ﬁnal states are coupled by two coherent electro-
magnetic ﬁelds of frequency 2ω and ω. The interferences between the two processes
induce a charge current, whose amplitude can be controlled by the relative phase
between the two pulses: the current is maximal for the phase φ = 0 and zero for
the phase φ = π/2.
The oscillating charge current in Figure 7.1 separates into two contributions. The
amplitude of one part of the current can be controlled by the relative phase between
the beams. In particular, it vanishes for φ = π/2. By contrast, the rest of the
current can not be switched of by tuning the phases of the pulses. The oscillations
we are interested in appear in this second contribution. Figure 7.3 shows that the
amplitude of the oscillating current (after the pulses vanished) is not aﬀected by the
optical phase φ. Nevertheless, the phase of the oscillations can still be controlled.
In the terahertz emission, the oscillations of the current appear in both spectra
as a sharp peak centered around 2 THz. In the case where an additional current is
injected by tuning the phase to φ = 0, a broader contribution with higher frequency
tail is superimposed on the peak.
We emphasize that in the present case, the optical frequencies are detuned with
respect to the inter-band transition frequencies, as the QWR is excited slightly below
the band gap. The injected charge current (and carrier densities) for φ = 0 would
be much higher, if the subbands of the QWR were excited resonantly. However, in
this chapter, we focus on the excitonic contributions below the band gap.
In order to isolate and analyze the current oscillations, we concentrate now on the
situation where no additional current is injected by interference between one- and
two-photon transitions (i.e. φ = π/2). In this case, the peak in the power spectrum
of the far-ﬁeld terahertz emission is centered at ∼ 2.13 THz (or ∼ 8.8 meV).
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Figure 7.3: Charge current along the V-shaped quantum wire for diﬀerent optical
phases φ. Relaxation time τ = 1 ps.
7.3.2 Analysis: interference between B1 and A1 excitonic coherences
The low-frequency oscillations in the polarization current are generated by interfer-
ences between B1 and A1 excitonic coherences stimulated respectively by the A1
and A2 electromagnetic ﬁelds. Indeed, the selection rules discussed in section 6.3
imply that the eﬀective one- and two-photon interactions excite only excitons be-
longing to the irreps B1 and A1 respectively. The strong peak of the excitonic
ground state in the one-photon absorption spectrum (Figure 6.6) indicates that
the A1-pulse primarily builds up the lowest B1 excitonic coherence related to the
subbands c1 and v1. On the other hand, the A2-pulse stimulates the A1 excitonic
resonances associated to the same subbands, that appear close to the band edge in
the two-photon absorption spectrum (Figure 6.3). The statement that this process
involves mainly excitons related to the subbands c1 and v1 is conﬁrmed by the small
amount of current injected in the other subbands. Indeed, Figure 7.4 shows that the
essential contribution to the charge current is given by the electrons in the subband
pairs c1 and v1. The oscillatory motion of the electrons in the lowest conduction
band c1 is illustrated in Figure 7.5, where we have plotted the carrier distribution2
in reciprocal space, at diﬀerent times during the evolution.
To get a better insight into the underlying physical process, let us illustrate this
phenomenon by a simple two-band model. For this purpose, we consider an undoped
2a diagonal element of the reduced density matrix
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Figure 7.4: Charge current in the diﬀerent subbands. Relaxation time: τ = 1 ps.
Optical phase: φ = π/2.




















Figure 7.5: Carrier distribution in the lowest pair of conduction subbands c1 at diﬀer-
ent times (0.7, 0.8 and 0.9 ps). The distribution is shown for the subband belonging
to 1E1/2. The distribution in the conjugate subband belonging to 2E1/2 is similar.
Optical phase: φ = π/2.
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semiconductor described by the occupation number nk = ρcc,k = 1 − ρvv,k and the
inter-band coherence pk = ρcv,k. The semiconductor Bloch equations (SBE) that





















where Ωk is the inter-band frequency and Πk the inter-band momentum matrix
element. After mixing the two equations, one is left with
d
dt
|pk|2 = (1− 2nk) d
dt
nk . (7.2)
Let us assume initial conditions that correspond to an unexcited system: nk(0) =










valid for all times. For weak excitation, it reduces to nk  |pk|2. Following the
perturbative scheme developed in chapter 3, the dipole interaction in the SBE (7.1)
can easily be replaced by eﬀective ﬁrst- and second-order interactions describing
resonant one- and two-photon transitions. Thus, the relation (7.3) remains valid for
the interference process we want to discuss here.
Let us now assume that we excite simultaneously two excitonic resonances at
frequencies Ω1 and Ω2. The corresponding coherence is given by
pk = p¯1,keiΩ1t + p¯2,keiΩ2t , (7.4)
where, in the case of quasi-resonant optical excitation, the functions p¯i,k are slowly
varying in time. The squared module of this coherence becomes






For weak excitation, this expression is almost equal to the carrier distribution nk. As
a consequence, the occupation number nk oscillates with frequency Ω1 − Ω2. Now,
if the coherences p¯1,k and p¯2,k are respectively even and odd as functions of the
wavevector k, and of comparable magnitude, then the resulting carrier distribution
is asymmetric in k-space, leading to a macroscopic charge current. The impor-
tant point here, is that the excitonic frequencies do not depend on the wavevector
k. Thus, all occupation numbers nk oscillate in phase. It follows that the related
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Figure 7.6: Lowest B1 and A1 excitonic resonances in the one-photon absorption
(1PA) and two-photon absorption (2PA) respectively. The absorption spectra are
calculated for thermalized carrier distributions that correspond approximatively to
the carrier densities excited in the conﬁguration for current injection. Decoherence
time: τ = 1 ps (note that the spectra in chapter 6 correspond to τ = 0.2 ps).
Eg: energy gap of the QWR.
charge current oscillates with frequency Ω1 − Ω2 given by the energy spacing be-
tween the involved excitonic resonances. This is what we observe in Figure 7.1–7.5.
First, the lowest B1 and A1 excitonic coherences excited by the A1 and A2 pulses
display respectively an (even) S-like and (odd) P -like shape in reciprocal space (not
shown). Second, the central frequency of the peak in the THz power spectrum
(∼ 8.8 meV) corresponds approximatively to the energy spacing between the B1-
and A1-excitons related to the bands c1 and v1 (∼ 8.6 meV) shown in Figure 7.6.
The small discrepancy is discussed in what follows.
First, the energies of the excitonic resonances shift with higher carrier density.
At zero density, the lowest B1 and A1 excitons are separated by ∼ 9.7 meV. The
absorption spectra shown in Figure 7.6 are calculated for ﬁnite thermalized carrier
distributions corresponding to the densities of energy and densities of carriers that
are injected by the two laser pulses in the conﬁguration for current generation:
∼ 2×2·104 electrons/cm at ∼ 75 K in the lowest pair of conduction bands and ∼ 2×
2·104 holes/cm at ∼ 18 K in the highest pair of valence bands (the temperatures are
given by the average energy of the excited carriers). Nevertheless, these thermalized
carrier distributions are not exactly equal to the optically injected distributions. The
latter increase while the current is building up, and evolve during the subsequent
oscillations and thermalization (see Figure 7.5). This aﬀects the excitonic energies.
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Second, the A2 laser pulse excites also excitonic resonances at higher energy.
Indeed, the two-photon absorption spectra in Figure 7.6 shows that the absorption
near the band gap and the one due to the lowest A1 exciton are of comparable
magnitude. These (bound or unbound) excitons also interfere with the B1 exciton,
and aﬀect the current.
Finally, if one wishes to identify precisely the energy spacing between the excitons
in the terahertz emission, then all contributions that come from the build-up and
decay of the current should ﬁrst be deconvoluted from the power spectrum.
To summarize, the two pulses of frequency 2ω and ω build up two inter-band
coherences, which interfere. This results in an asymmetric carrier distribution in
the bands. The key point is that the beams excite two excitonic resonances of
diﬀerent energies. As a consequence, the corresponding coherences oscillate with
diﬀerent frequencies. This leads to an injected current that oscillates with frequency
given by the energy spacing between the excitons.
Concerning the coherent control of the injected current, we note that the optical
phases of the beams can not be used to tune the amplitude of the oscillating current.
This is related to the fact that, even in the stationary regime, there is no constant
phase relation between the interfering coherences. However, one can modify the
phase of the oscillations. By contrast, if the two beams excite two resonances
with identical energies, then the associated coherences oscillate in phase (with same
frequency). In such a case, the current does not oscillate. However, the constant
relative phase between the coherences can be shifted by the optical phases of the
beams, which allows to control the current injection rate for all times.
7.3.3 Dependence on the relaxation time
In Figure 7.7, we show the calculated time-evolution of the optically injected charge
current for diﬀerent relaxation times (1 ps, 0.5 ps and 0.2 ps) and φ = π/2. The
power spectrum of the corresponding terahertz emission is displayed in Figure 7.8.
One sees that the relaxation time must be suﬃciently long, for the current oscilla-
tions to be observable. This implies low carrier densities, and thus weak excitation.
On the other hand, the oscillations appear in the charge current, which is directly
related to carrier distribution in the bands. Therefore, from the experimental point
of view, a stronger signal requires higher carrier densities, which accelerates the
decay of the current. This issue deserves further investigations.
7.4 Conclusion
Using the eﬀective multi-band Bloch equations including the Coulomb interaction
within the Hartree-Fock approximation (chapter 3), we calculated the charge current
injected in a V-shaped AlGaAs/GaAs QWR, when excited slightly below the band
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Figure 7.7: Charge current along the V-shaped quantum wire for diﬀerent relaxation
times τ (1 ps, 0.5 ps and 0.2 ps). Optical phase: φ = π/2. The shaded curve on the
bottom of the ﬁgure shows the time-dependence of the optical pulses in the QWR.


















Figure 7.8: Power spectrum of the far-ﬁeld THz emission for diﬀerent relaxation times
τ (1 ps, 0.5 ps and 0.2 ps). Optical phase: φ = π/2.
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gap by two phase-related femtosecond laser pulses of frequency ω and 2ω. The
two optical beams excite independently the lowest B1 and A1 excitonic resonances.
We have shown that the interferences between these excitonic coherences result in
terahertz oscillations in the low-frequency polarization current, that subsist after the
laser pulses vanished. For a long decoherence time (1 ps), these oscillations appear as
a peak in the power spectrum of the far-ﬁeld terahertz emission. By contrast to the
current injected by resonant one- and two-photon inter-band transitions discussed
in chapter 5, this oscillating current can not be switched of by tuning the relative




In this thesis, we investigated the dynamics of two-photon transitions in semicon-
ductors. The modeling of these processes was approached on diﬀerent levels of
complexity.
First we developed a rate equation model to study the feasibility of two-photon
ampliﬁcation in a semiconductor microcavity. We estimated the integrated two-
photon gain that can be expected in a pump-probe measurement. Although two-
photon absorption is an important process, the ampliﬁcation predicted is fairly low
(∼2% for 11 imbedded quantum wells) because of the limiting intra-band relax-
ation and the very high pumping rate and optical intensities that are required. A
better insight into the dependence of the gain on the various physical parameters
was obtained by deriving an analytical formula resulting from various adequate
approximations on the rate equations.
Second, we developed a new general theory of multi-band eﬀective Bloch equa-
tions for quasi-resonant one- and two-photon transitions in semiconductors. This
theory leads to equations of motions that consistently account for all quasi-resonant
interaction terms up to the second order in the optical ﬁelds. They include vari-
ous interfering linear and nonlinear optical processes, such as inter-band one- and
two-photon absorption, coherent control of photocurrent, second-harmonic genera-
tion, diﬀerence-frequency mixing, or the AC Stark shifts. Since all electronic states
do not participate to the same degree to the dynamics, we selected the important
bands to deﬁne a reduced density matrix for which the time evolution is calculated.
Yet the bands eliminated from the dynamics may contribute to the second-order
transitions as intermediate states. They were thus included within a perturbative
scheme in an eﬀective dipole interaction. A similar approach was used to derive
an eﬀective expression for the macroscopic polarization current that is consistent
with the physical information retained in the eﬀective multi-band Bloch equations.
We ﬁnally identiﬁed the diﬀerent contributions to this current. Since this approach
is new, the entire procedure and the involved approximations have been largely
detailed.
We would like to emphasize that the various nonlinear phenomena described by
the eﬀective equations of motion may be strongly coupled, especially when the op-
tical frequencies become equal to transition frequencies of the medium. In this
context, an interesting issue that can be properly addressed by our model is, for
instance, the interplay between two-photon absorption/gain and parametric ampli-
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ﬁcation (a χ(3) and χ(2) process respectively), when the optical frequencies approach
and eventually cross the band gap.
In this thesis, we focused on an important application of this model, namely the
optical injection of charge and spin current originating from the interferences be-
tween one- and two-photon transitions induced by ultrashort pulses. We ﬁrst inves-
tigated this time-dependent phenomenon in a symmetric AlGaAs/GaAs quantum
well with realistic band structure. As an important result, the separate contribu-
tions of the populations and inter-valence-band coherences to the charge current and
THz emission were identiﬁed for the ﬁrst time. We also calculated and discussed
the inﬂuence of the Stark shifts and Raman-like inter-valence-band transitions.
The carrier-carrier Coulomb interaction can be included in the eﬀective multi-
band Bloch equations in a standard way. We solved them numerically within the
Hartree-Fock approximation in a quasi-one-dimensional case, namely for a V-shaped
AlGaAs/GaAs quantum wire. As a ﬁrst result, we obtained the strongly anisotropic
two-photon absorption spectra including excitonic eﬀects. Furthermore, we showed
that the excitons belonging to the irreducible representation A2 of the crystallo-
graphic point group C2v, which are “dark” in one-photon spectroscopy, may be
observable in two-photon spectroscopy with light polarized along a direction that is
not a symmetry axis of the heterostructure.
With the same model, we calculated the charge current injected in a V-shaped
AlGaAs/GaAs QWR, when excited slightly below the band gap by two phase-related
femtosecond laser pulses of frequency ω and 2ω. The two optical beams excite
independently the lowest B1 and A1 excitonic resonances. First results showed that
the interference between these excitonic coherences induce terahertz oscillations in
the low-frequency polarization current. For a long decoherence time (1 ps), these
oscillations appear as a clear peak in the power spectrum of the far-ﬁeld terahertz
emission. The oscillation frequency corresponds to the energy spacing between the
lowest B1 and A1 excitons.
The present work can be extended in many directions. Let us mention two of
them. A ﬁrst important task would be a more detailed investigation of the many-
body eﬀects. One could start with a study of the inﬂuence of Coulomb correlations
at high density. A more challenging improvement of the model is the inclusion
of Coulomb scattering beyond the Hartree-Fock approximation. This may lead to
interesting physics especially because of the complicated asymmetric carrier distri-
butions that can be generated by the one- and two-photon absorption interference
scheme.
Another way that can be taken, is extending the present model to eﬀective
Maxwell-Bloch equations, that account for the propagation of the emitted light
(the polarization) and its back-coupling to the carriers. An interesting application
would be, for instance, the investigation of the time-dependent interaction between
electromagnetic pulses and quantum wells in a Fabry-Pérot resonator.
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A Conﬁnement factor for two-photon
transitions
This appendix is devoted to the relation between the conﬁnement factors for one-
and two-photon transitions. The following notations will be used.
Swi Density of ωi-photons in the quantum wells (QWs)
Sci Density of ωi-photons in the cavity (without the QWs)





nc Refractive index in the cavity
nw Refractive index in the quantum well
Γ1 Conﬁnement factor for one-photon transitions
Γ2 Conﬁnement factor for two-photon transitions
g1 One-photon material gain coeﬃcient
g2 Two-photon material gain coeﬃcient




























Γ22 g2 . (A.2)
The time-derivative S˙c+wi expresses the photon density variation in the microcavity.
The products Γ1 g1 and Γ22 g2 represent the gain coeﬃcients for equivalent photon
densities homogeneously distributed over the entire structure (cavity and QWs). It
follows that
Sc+w1 =










A Conﬁnement factor for two-photon transitions
If one assumes that the optically active region (i.e. the QWs) does not aﬀect the
cavity modes, then the ratios
Sc+w1 /S
w















must be identical. The two-photon conﬁnement factor Γ2 is therefore related to the
one-photon conﬁnement factor Γ1 by
Γ22 =
Γ12










cos(z sin θ − nθ) dθ n ∈ Z z ∈ C (B.1)
Properties
J−n(z) = (−1)nJn(z) = Jn(−z) (B.2)
















C Third-order interaction terms
In the following, we give all interaction terms that are cubic in the electromagnetic
ﬁelds. Up to the third order in the ﬁeld, the eﬀective multi-band Bloch equation




](1) + [∂tρ˜AA′](2) + [∂tρ˜AA′](3) . (C.1)
The ﬁrst- and second-order terms are detailed in chapter 3 (see (3.32) and (3.33)).
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D Second-order transitions with
resonant bands as intermediate
states
In this appendix, we detail how we include the bands deﬁning the reduced density
matrix (group A), as intermediate states in the second-order terms of the eﬀective
Hamiltonian (§ D.1) and eﬀective polarization current (§ D.2).
D.1 Eﬀective multi-band Bloch equations
The (non-hermitian) eﬀective Bloch equations (3.39) for the reduced density matrix
have the general form










The square matrices Hˆj are slowly varying in time compared to the oscillations of
frequency Ωj =0. Furthermore we assume Ω0  0, so that the only low-frequency
term in the Hamiltonian H˜ is H˜0. In the Bloch equations deﬁned by (3.40) to (3.43),
the slowly varying part H˜0 contains the linear and quadratic terms of frequency
Ωcv−ω1, Ωcv−2ω2, Ωcc′ and Ωvv′ , whereas the high frequencies in H˜j =0 correspond
to Ωcv + ω1, Ωcv ± ω2, Ωcc′ ± ωj and Ωvv′ ± ωj.
Because of the rapidly oscillating terms in H˜, the solution of (D.1) contains also
a high frequency part besides its dominant slow part ρ˜0. In general, the frequencies





njΩj with integer nj’s. However, for our purpose,
this set of frequencies is restricted to the Ωj’s appearing in the Hamiltonian (D.2).
This is justiﬁed by the fact that we want to derive an eﬀective equation of motion for
ρ˜0 up to the second order in the H˜j’s. By contrast, the neglected harmonics would
contribute only to a higher order, once approximated by an expression containing
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where all matrices ρˆk are slowly varying in time. The diﬀerential equation (D.1)
now becomes





[H˜j ρ˜k − ρ˜kH˜†j ] . (D.4)
In what follows, we isolate the dominant contributions in the Bloch equations and
eliminate the terms displaying rapid oscillations. The latter may however contribute
resonantly to higher orders and have therefore to be included in the corresponding
eﬀective transition amplitudes. In other words, the second term on the r.h.s. of
(D.4) may contain a signiﬁcant low-frequency part. This contribution is added to
H˜0 in order to get an eﬀective equation of the form ∂tρ˜0 = −i [H¯ ′ρ˜0− ρ˜0H¯ ′], where
H¯ ′ is slowly varying in time and includes all resonant second-order processes. This
eﬀective equation is ﬁnally symmetrized by introducing the hermitian Hamiltonian
H¯ = (H¯ ′ + H¯ ′†)/2, and becomes ∂tρ˜0 = −i [H¯, ρ˜0].
To start, let us write down the low-frequency part of the Bloch equation (D.4):









The notation {...}l designates the restriction to the contribution of frequencies near
Ωl. The slowly varying second-order terms of the ﬁnal eﬀective Hamiltonian H¯ are









[H˜j ρ˜0 − ρ˜0H˜†j ]
}
k
= −i [Hˆkρ˜0 eiΩkt − ρ˜0Hˆ†k e−iΩkt] . (D.6)
The second line is commented below. By integrating this diﬀerential equation, we
obtain
ρ˜k  Ωk−1[Hˆkρ˜0 eiΩkt + ρ˜0Hˆ†k e−iΩkt] , (D.7)
where we have used the fact that Hˆk is slowly varying in time compared to the
complex exponentials. Furthermore, in distant past, the ﬁelds were switched oﬀ
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and the system was at equilibrium i.e. Hˆk(t = −∞) = 0 and ρ˜k =0(t = −∞) = 0.
The matrices ρ˜k =0 have been neglected in the second line of (D.6), as they would
contribute only to the next order in the H˜j’s when replaced recursively by the
solution of (D.7). The Bloch equation (D.5) now becomes



















where the second and third term on the r.h.s. are restricted to the frequency com-
binations satisfying Ωj + Ωk  0 and Ωj − Ωk  0 respectively. The last term can













Thus it can be safely neglected, because Ωj − Ωk  0 due to the restriction to the
low frequency part {. . . }0.
Finally, the symmetrized eﬀective Hamiltonian H¯, restricted up to the second
































for the density matrix ρ¯ ≡ ρ˜0 expressed in the rotating frame, reduced to a ﬁnite
number of resonant states, and restricted to all resonant processes up to the second
order in the ﬁelds. This procedure, applied to the Hamiltonian deﬁned by (3.40) to
(3.43), leads to the eﬀective Bloch equations (3.51) to (3.54).
D.2 Eﬀective polarization current
In a similar way as for the eﬀective Hamiltonian, one has to include the resonant
second-order processes in the polarization current. Let Π be the momentum matrix
restricted to the bands in group A. To the ﬁrst-order in the ﬁeld, the polarization
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according to the expansion (D.3). After substituting the rapidly oscillating part
























The cyclicity of the trace was used in the second line. Keeping only the frequen-
cies of interest to us, we are left with the terms needed to extend the sum over
the eliminated bands b in (3.68), (3.69) and (3.70) to all bands n leading to large
denominators.
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E Power spectrum of the far-ﬁeld
emission
The electromagnetic radiation emitted by a density of current j(r, t) in the ﬁnite






j(r′, t− |r − r′|/c)
|r − r′| d
3r′ (E.1)
(c is the speed of light). Far from the volume V , |r − r′| can be approximated by






j(r′, t− r/c) d3r′ . (E.2)
The total power P radiated by the volume V at time t is given by the energy current
leaving the sphere of radius r at time t + r/c. Let Σr be the spherical surface of
radius r centered on the volume V , and
dσ = r2 sin θ dθdφ eˆr (E.3)
the positively orientated surface element (in spherical coordinates). The radiated




S(r, t + r/c) dσ , (E.4)
where S is the Poynting vector deﬁned by
S = E ∧H = − 1
µ0
∂tA ∧ (∇ ∧A) . (E.5)
The spatial derivative in (E.5) is now replaced by a time derivative by using the
following relation:
∂rj(r′, t− r/c) = −1
c
∂tj(r′, t− r/c) . (E.6)
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