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bstract
In this paper, the optimal design of process systems generically used in chemical industries is studied. The closely coupled nature of optimal
esign specification of the equipment, the determination of the optimal process parameters in steady-state, moreover, some issues of the application
f optimal control is shown. The solution of the overall optimization problem including (i) optimal design of the equipment and (ii) specification of
ts optimal control strategy can be found relying on two different design concepts, namely, on the conventionally used sequential or, on the newly
merged simultaneous design approaches. This paper gives the theoretical background of the ideas and presents a comparative summary of the
pproaches. The two approaches are contrasted to each other in which the effects of the interaction of optimal process design and optimal control
s highlighted. A new simultaneous optimization procedure providing economic and operability benefits over the traditional stand-alone approach
s proposed. The applicability of the idea is demonstrated by means of a design study carried out for optimal design of a coaxial heat exchanger
nd a reactive distillation column for the synthesis of ethyl tert butyl ether (ETBE), relying on the benefits of the utilization of optimal control.
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. Introduction
In order to improve the quality of the design of process control
ystems in the chemical industry, several methods of optimiza-
ion have been developed in the last decade. Process optimization
ethods may result in a more economical and safer process
peration even under the presence of the unavoidable modeling
ncertainties and external disturbances. Traditionally, different
ptimization methods are used for the specification of the equip-
ent and for determination of the basic process parameters in
teady-state. This procedure may be referred as the design of the
rocess, for some applications see Refs. [1,2].
Another interesting issue of the process optimization is
elated to control problems. Up to now, simple PI control con-
gurations, sometimes with optimal tuning of the controller
arameters, have been used in controller design practice in the
∗ Corresponding author.
E-mail address: jean-michel.reneaume@univ-pau.fr (J.M. Reneaume).
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hemical industry. The application of the idea of optimal control
as received some attention quite lately.
Initial research in the optimization of chemical processes
ocused mainly on the development of the process and con-
rol system design as independent sequential procedures. It was
hown for distillation systems quite recently that tackling the
ptimization problems of both process design and control simul-
aneously may result in numerous economic benefits over the
raditional sequential design approaches, see Refs. [3–6].
It has been recognized early that it has a number of advantages
f, beyond traditional concepts of process engineering, some
nowledge about the process dynamics is also taken into consid-
ration when the process operation is detailed and the equipment
pecification is made during planning: active operational man-
gement of chemical processes by using control with adequate
election of control parameters may contribute to energy effi-
iency and safety, significantly [7,8]. A classical example of this
as shown in Ref. [9], where the product (the output heat) of a
ubular reactor was used to preheat the input feed. Even though
his application was interesting to show how the utilization of the
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2rocess dynamics may contribute to a more economic process
peration, the proposed configuration involves difficult process
ontrol problems. The most important message of this appli-
ation was, however, that, besides the use of the optimization
ethods of the design in steady-state, it is at least as important
o take the dynamics of the process into consideration yet in the
arly stages of the process specification.
In this paper the effects of the interaction of process design
nd control is investigated with special focus on the application
f optimal control. The basic contribution of this work is the use
f the idea of optimal control instead of simple PI schemes in
he joint process/controller design. Our work will concentrate
n the conception of a process and its optimal control capable
o maintain the operative point of the equipment in presence of
xternal disturbances on a certain operation interval so that some
redetermined economic criteria are satisfied. In this contribu-
ion, the external disturbances are supposed to be known as a
unction of time (sinusoidal perturbations are generally consid-
red). Uncertain parameters lying in a given interval are out the
opics of this paper.
In order to show the advantages of the proposed idea, two
asic optimization strategies are compared with each other in
his paper. According to the first strategy, which can be viewed as
he traditional approach, the optimization of the process design
nd the related optimal control problems are thought separately
nd they are considered as sequential design procedures. In
he second strategy, process design and control are optimized
imultaneously in the same design step.
In the simultaneous design two different solution methods
f the optimization problem are proposed. By the first method,
rocess and control design is carried out relying on Pontryagin’s
inimum principle [10–12]. The Euler-Lagrange equations are
erived from the underlying optimization problem which are
hen solved by using a discretization technique. This method is
alled the Optimal Control approach. According to the second
ethod, the optimal control problem is included in the con-
traints of the design problem explicitly, which is then solved
y using the technique of successive quadratic programming
SQP). This method is called the Optimal Design approach. In
oth cases, the idea of the solution of the original infinite dimen-
ional optimization problem is relied on the discretization of
he state and control variables and the optimization problem is
onsidered on a finite time horizon.
The paper is organized as follows. In Section 2 the formu-
ation and the alternative solution methods of the optimization
roblem which will be discussed in this paper is presented. First,
he mathematical concepts of the sequential and simultaneous
esign strategies are summarized. Then, the idea of the proposed
esign approaches applied to these strategies (referred as Opti-
al Control and Optimal Design) are described in details. It is
hown how the application of Pontryagin’s minimum principle
ogether with its particular solution methods is embedded in the
ndividual approaches.For demonstrating the idea proposed in the previous section,
he stream of discussion in Section 3 is built around a simple
llustrative example in which the optimal design of a coaxial
eat exchanger is considered. In Section 4, a more challenging
a
t
txample, namely, the optimal design of a catalytic distillation
rocess that has received particular attention recently is consid-
red. More precisely, we will consider ethanol and isobutene
therification in order to produce ethyl tert butyl ether (ETBE).
he summary of the simulation results concludes the discus-
ion.
. Problem statement
Let our objective be to design the process together with its
ptimal control able to maintain feasible operation of the equip-
ent (operability of the process) in the presence of disturbances
ver a desired time horizon. The problem can be stated as fol-
ows:
min
(t),xo,u(t),uo,d
ω(d) + S(x(tf), tf) +
tf∫
to
g(x(t), u(t), d, t) dt (1)
ubject to:
˙(t) − fθ(x(t), u(t), d, t) = 0, ∀t ∈ [to, tf] (2)
(to) − xo = 0 (3)
(to) − uo = 0 (4)
θ(x(t), u(t), d, t) ≤ 0 (5)
∈X ⊂ Rn is the vector of state variables, u∈U ⊂ Rm is the
ector of manipulated (control) variables and d ∈Dp ⊂ Rq is
he vector of time invariant design variables. In this contribu-
ion, design variables are assumed to be continuous. Discrete
esign variables will be considered in future works. xo ∈X ⊂ Rn
respect. uo ∈U ⊂ Rm) is the vector of initial conditions of the
tate variables (respect. control variables).
The objective function (1) to be minimized includes the annu-
lized investment cost ω(d) and the operating (control) cost. S is
he terminal term of the control cost. The functiong(·) is assumed
o be continuously differentiable with respect to all variables.
Eq. (2) refers to the dynamic process model that results in
set of differential and algebraic equations (DAEs) with the
orresponding initial conditions (3) and (4). This model is sub-
itted to process disturbances: notation fθ is used to indicate
hat the known time varying perturbation θ(t) is part of the
esign setup but θ(t) itself is not a variable of the problem.
he vector field f is assumed to be continuously differentiable.
q. (5) refers to the generic design constraints. Note that there
s no assumption on the control which can be arbitrary func-
ion of time except that it is piecewise continuous. The solution
f this optimization problem can be found in two different
ays as they will be characterized briefly in the following sec-
ions.
.1. Sequential design and controlAccording to the first strategy, which is followed tradition-
lly in the practice, the optimization of the process design and
he related optimal control problems are thought separately and
hey are considered as sequential design procedures. First, the
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2esign is performed for a specific working point in steady-
tate. Then, for a given solution of the steady-state design
roblem, one determines the optimal control in a subsequent
ptimization step. This two step approach can be summarized
s follows.
Step 1. Optimal Design. The optimal design problem in steady-
state can stated as a minimax Nonlinear Programming Problem
(NLP):
max
θ
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
min
xo,uo,d
ω(d) + (tf − to) g(xo, uo, d)
s.t.
fθ(xo, uo, d) = 0
qθ(xo, uo, d) ≤ 0
xo ∈X ⊂ Rn, uo ∈U ⊂ Rm
d ∈Dp ⊂ Rq
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(6)
The basic idea of the solution of this NLP problem (6) is that
the performance criterion is minimized with respect to the per-
turbation θ that maximizes the cost functional, that is to say the
worst-case effect of θ.
For sake of simplicity, in this contribution, problem (6) is
solved for fixed values θo of θ: minimum value, maximum
value and nominal value. Subsequently, the optimal steady-
state solutions x∗o, u∗o, d∗ of the modified problem (6) are used
to construct the initial condition of the optimal control problem
when the design parameters are fixed at the value set d∗.
Step 2. OptimalControl. The above obtained design (d∗) is now
evaluated dynamically in the presence of the perturbations and
with consideration of dynamic control constraints. It can be
easily seen that, in general, a great number of constraints are
violated. The objective is therefore to search for the optimal
control rule that ensures the operability of the process accord-
ing to the performance criterion. The optimal control problem
can be formulated as:
min
x(t),u(t)
S(x(tf), tf) +
tf∫
to
gd∗ (x(t), u(t), t)dt
s.t.
x˙(t) − fθ(t),d∗ (x(t), u(t), t) = 0
qθ,d∗ (x(t), u(t), t) ≤ 0
x(to) − x∗o = 0
u(to) − u∗o = 0
x∈X ⊂ Rn, u∈U ⊂ Rm
∀t ∈ [to, tf]
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(7)
The optimal control problem (7) defined above is then solved
using the Pontyragin’s minimum principle. This will be
detailed in more depth in a subsequent section..2. Simultaneous design and control
In the simultaneous approach the design and the control are
ptimized simultaneously. If the terminal part S(x(tf), tf) in theerformance function (1) is equal to zero, the problem (Eqs.
1)–(5)) is stated as follows:
min
x(t),xo,u(t),uo,d,ξ
ω(d) +
tf∫
to
g(x(t), u(t), d, t) dt
s.t.
x˙(t) − fθ(t)(x(t), u(t), d, t) = 0
qθ(t)(x(t), u(t), d, t) + ξ2 = 0
x(to) − xo = 0
u(to) − uo = 0
x∈X ⊂ Rn, u∈U ⊂ Rm
xo ∈X ⊂ Rn, uo ∈U ⊂ Rm
d ∈Dp ⊂ Rq, ξ ∈Z ⊂ Rz
t ∈ [to, tf]
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(8)
here the inequality constraints are transformed into equality
onstraints by the introduction of slack variables ξ.
For the solution of the optimization problem (8) two dif-
erent solution strategies are proposed. In the first strategy, the
ptimal control problem is included in the constraints of the
esign problem explicitly, which is then solved using an SQP
echnique. This method was referred as Optimal Design strategy
n the introduction.
In the second strategy, the design and control optimization
s carried out on the basis of Pontyragin’s minimum principle.
he Euler-Lagrange equations are obtained from the prob-
em of optimization. The algebraic-differential equation system
s discretized then solved by the Newton–Rapshon numeri-
al method. This was called Optimal Control strategy. These
ptimization strategies are summarized in the following sec-
ions.
As the solution of the optimal control problem embed-
ed in both the solution strategies is based on the application
f Pontryagin’s minimum principle we will, therefore, also
resent the solution to Pontryagin’s minimum principle for
he special case when the terminal cost S in the performance
unction (1) is considered zero. The derivation of the solu-
ion is based on the classical calculus of variations as it
ollows.
.2.1. Optimal design strategy
The optimization problem (8) can be reformulated as:
min
xo,uo,d
ω(d) + Jo(xo, uo, d)
s.t.
fθ(xo, uo, d) = 0
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
qθ(xo, uo, d) ≤ 0
xo ∈X ⊂ Rn, uo ∈U ⊂ Rm
d ∈Dp ⊂ Rq,
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(9)
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2In problem (9), Jo(xo, uo, d) is given by:
o(xo, uo, d) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
min
x(t),u(t),ξ
tf∫
to
gd(x(t), u(t), t)dt
s.t.
x˙(t) − fθ(t),d (x(t), u(t), t) = 0
qθ(t),d (x(t), u(t), t) + ξ2 = 0
x(to) − xo = 0
u(to) − uo = 0
x∈X ⊂ Rn, u∈U ⊂ Rm
ξ ∈Z ⊂ Rz, t ∈ [to, tf]
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(10)
roblem (10) represents the optimal control problem for the
nown initial conditions and given design variables. According
o Pontryagin’s Minimum Principle, a necessary condition for
he optimal solution of problem (10) is given as follows:
Let u∗(t) be the optimal control trajectory for the problem
10) and let x∗(t) be the corresponding optimal state trajectory.
hen, there exists a differentiable costate n-vector function λ(t)
nd differentiable multipliers ϕ(t), such that:
∂H
∂λ
= x˙(t) → x˙(t) = fθ(t)(x(t), u(t), d, t)
∂H
∂ϕ
= 0 → qθ(t)(x(t), u(t), d, t) + ξ2 = 0
∂H
∂x
= − ˙λ(t) → − ˙λ(t) =
[
∂g
∂x
+ λT(t)∂f
∂x
+ ϕT(t)∂q
∂x
]
∂H
∂u
= 0 →
[
∂g
∂u
+ λT(t)∂f
∂u
+ ϕT(t) ∂q
∂u
]
= 0
∂H
∂ξ
= 0 → 2ϕ(t)Tξ(t) = 0
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(11)
or all t ∈ [to, tf]. The appropriate state and control boundary con-
itions (3) and (4) are also added to system (11). The necessary
ransversality condition occurs:
Sx − λ(t))δx|t=tf + (H(t) + St)δt|t=tf = 0 (12)
or all t ∈ [to, tf]. Sx and St are the derivatives of the terminal
ost S with respect to the state and the time, respectively, δ is the
nfinitesimal operator and H is the Hamiltonian of the system
hich is defined in terms of g(·), λ(·) and ϕ(·) as:
(x(t), u(t), λ(t), ϕ(t), t) = g(x(t), u(t), t)
+λTfθ(x(t), u(t), t)
+ϕT(qθ (x(t), u(t), t) + ξ(t)2) (13)
ince the terminal cost S in Eq. (1) is equal to zero, the transver-
ality condition (12) results as:(tf) = 0 (14)
hen, including the equations obtained in (11) in the restrictions
f problem (9), the overall optimization problem can be stated
p
rs:
min
x(t),xo,u(t),uo,d,ξ
ω(d) +
tf∫
to
g(x(t), u(t), d, t) dt
s.t.
fθo (xo, uo, d) = 0
qθo (xo, uo, d) ≤ 0
x˙(t) − fθ(t)(x(t), u(t), d, t) = 0
qθ(t)(x(t), u(t), d, t) + ξ2 = 0
˙λ(t) = −
[
∂g
∂x
+ λT(t)∂f
∂x
+ ϕT(t)∂q
∂x
]
∂g
∂u
+ λT(t)∂f
∂u
+ ϕT(t) ∂q
∂u
= 0
2ϕT(t) ξ(t) = 0
x(to) − xo = 0
u(to) − uo = 0
λT(tf) = 0
x∈X ⊂ Rn, u∈U ⊂ Rm
d ∈Dp ⊂ Rq, ξ ∈Z ⊂ Rz
t ∈ [to, tf]
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(15)
roblem (15) results in a NonLinear Dynamic Optimization
roblem constrained by a set Differential and Algebraic Equa-
ions (DAE). One should note that this DAE system corresponds
o a Two Point Boundary Value Problem (TPBVP). Various dis-
retization techniques may be used to transform problem (15)
nto a Nonlinear Programming (NLP) problem that can be solved
sing an adapted optimization algorithm (SQP in our case). We
an refer to this solution approach as theExplicitOptimalDesign
olution approach of problem (15).
For complex chemical processes (such as reactive distilla-
ion), the optimization problem may result in a very large sized
roblem. Too many process variables may cause numerical diffi-
ulties (even with small degree of freedom) which tend to make
he problem computationally untractable: variable initializa-
ion, variable scaling, gradient evaluation. Thus, it is interesting
o investigate how to implement an optimization procedure to
mprove stability and feasibility on this constrained (occasion-
lly large-scale) optimization problem.
For these numerically untractable cases the so called Implicit
ptimal Design solution method (in contrast to the explicit
pproach presented above) is proposed as it is shown in Fig. 1.
According to this scheme, the SQP manages the design vari-
bles and the initial values of the control variables. The model
f the system is solved in steady-state in order to calculate the
nitial conditions of the state variables. Then the cost functional
s computed solving the optimal control problem (10).
.2.2. Optimal control strategy
In the Optimal Control strategy, the Pontryagin’s minimum
rinciple is now applied directly to the problem (8).
A new equation is added to system (11): derivatives with
espect to the design variables are equal to zero. Necessary
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onditions yield to:
∂H
∂λ
= x˙(t) → x˙(t) = fθ(t)(x(t), u(t), d, t)
∂H
∂ϕ
= 0 → qθ(t)(x(t), u(t), d, t) + ξ2 = 0
∂H
∂x
= − ˙λ(t) → − ˙λ(t) =
[
∂g
∂x
+ λT(t)∂f
∂x
+ ϕT(t)∂q
∂x
]
∂H
∂u
= 0 →
[
∂g
∂u
+ λT(t)∂f
∂u
+ ϕT(t) ∂q
∂u
]
= 0
∂H
∂ξ
= 0 → 2ϕ(t)Tξ(t) = 0
∂ω
∂d
+
tf∫
to
(
∂H
∂d
)
dt = 0 →
∂ω
∂d
+
tf∫
to
(
∂g
∂d
+ λT(t)∂f
∂d
+ ϕT(t) ∂q
∂d
)
dt = 0
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(16)
or all t ∈ [to, tf]. The appropriate state and control boundary
onditions (3) and (4), respectively, are also added to system
16). As said before, since the terminal cost S in Eq. (1) is equal
o zero, the transversality condition is equivalent to: λ(tf) = 0.
is the Hamiltonian (Eq. (13)).
The DAE system is discretized, then solved by the
ewton–Rapshon numerical method.
emark 1. Since at the initial point steady-state is assumed,
quation fθo (xo, uo, d) = 0 is included is system (16). The first
quation of system (16), written at t = to:
˙(to) = fθ(to)(x(to), u(to), d, to) = 0
emark2. The controlu∗(·) is a local minimum of the problem
10) if it satisfies Eq. (11) and
∂2H
> 0
∂u2
valuated for u = u∗ is positive definite. This condition is
alled Legendre-Clebsch condition [13]. The Optimal Design
nd Optimal Control approaches, as they were presented in
d
TFig. 2. Schematic diagram of the coaxial heat exchanger.
ections (2.2.1) and (2.2.2), respectively, are equivalent if the
egendre-Clebsch condition is locally satisfied.
. Application to a coaxial heat exchanger
In this section, the methodology is illustrated considering a
ery simple example: a coaxial heat exchanger (CHE). As shown
n Fig. 2, typical CHE consists of one pipe placed concentrically
nside another larger diameter pipe.
As said before, this is a simplified example: heat capacities
re constant; heat transfer between hot and cold streams occurs at
verage temperature. Then, on the basis of the energy balances,
he model of the process is written as:
˙Tho
˙Tco
]
=
⎡
⎢⎢⎣
qhρhCph (Thi − Tho )
K1
− UA
K1
( ¯Th − ¯Tc)
qcρcCpc (Tci − Tco )
K2
+ UA
K2
( ¯Th − ¯Tc)
⎤
⎥⎥⎦ (17)
here (K1) and (K2) coefficients are given by:
1 = CphρhVh2 and K2 =
CpcρcVc
2
, (18)
verage temperatures ( ¯Th) and ( ¯Tc) are calculated as:
¯h = Thi + Tho2 and
¯Tc = Tci + Tco2 , (19)
nd finally, the heat transfer area (A) and the volume (Vh), respec-
ively (Vc), filled by thehot, respectively cold, fluid are computed
s:
= πDi, Vh = πD
2
i 
4
and Vc = πD
2
e
4
− Vh (20)
n this model (Eqs. (17)–(20)), the state variables are the outlet
emperatures of the hot (Tho ) and cold (Tco ) streams:
(t) = [Tho Tco ]T
he manipulated variable is the volumetric flowrate of the cold
tream (qc):
(t) = qc
he time invariant design parameters are the diameter of the
nner tube (Di) and the total length of the equipment ():
= [Di ]TThe temperature of the inlet hot flow is subject to a sinusoidal
isturbance:
hi = 338.7 + 2.22 sin(1.55t) (21)
Table 1
Parameter values of the heat exchanger
Parameter Notation Value
Specific heat capacity of hot fluid (J/(kg K)) Cph 1666.34
Specific heat capacity of cold fluid (J/(kg K)) Cpc 3914.65
Hot flow rate (m3/s) qh 7.865e−4
External diameter (m) De 0.05
Density of hot fluid (kg/m3) ρh 881.01
Density of cold fluid (kg/m3) ρ 1021.17
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Table 2
Coaxial heat exchanger—state and design variables and costs: Best-case, nom-
inal and worst-case steady-state designs
Best-case Nominal Worst-case
Tco (K) 309 310 311
Diameter (m) 3.78e−2 3.75e−2 3.71e−2
Length (m) 28.26 29.96 31.95
Cold flow rate (m3/s) 4.30e−4 4.36e−4 4.75e−4
Investment cost ($) 639.35 676.25 710.27
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eat transfer coefficient (W/(m2 K)) U 401.51
nlet temperature of the cold stream (K) Tci 299.5
he time invariant, known parameters are given in Table 1.
The objective is to determine the design parameters (d) of
he CHE together with its optimal control (u(t)) which is able
o maintain, at minimum annual total cost, the temperature of
he hot side (Tho) in the close vicinity of a reference temperature
T refho ) over a finite time horizon of interest, in the presence of
isturbances in the temperature of the hot flow (Thi ). Constraints
elated to the maximum and minimum pressure drops for both
treams are included in the problem. For sake of controllability,
he manipulated variable (u(t) = qc) is also maintained in the
lose vicinity of its nominal capacity.
.1. Sequential design and control
According to the first strategy presented before, the optimal
esign and the related optimal control problems are thought sep-
rately and they are considered as sequential procedures as it
s followed traditionally in the practice. For the CHE design
escribed previously, the steady-state optimal design problem
an mathematically be stated as follows:
min
Di, , u(0), x(0)
c1A + tf(c2u(0) + c3Pcu(0) + c4Phqh)
s.t.
F (x(0), u(0),Di, ) = 0
Veh ≥ 0.45
Vec ≥ 0.45
x1(0) = T refho
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(22)
n which ci are the different cost coefficients. The total
apital cost is proportional to the heat transfer area: (c1 =
92.0 $/m2). Operating cost includes the cost of the cold water
c2 = 0.0264 $/m3) and the cost of the two pumps (c3 = c4 =
5e−4 $/W/h). tf is the total operating time of the process sup-
osing the life-cycle of the equipment is 15 years and the yearly
ate of operation is 6000 h/year. It is also assumed that the oper-
tion of the process is periodic over the cycles of 8 h. Ph,
espectively Pc, is the pressure drop in the pump operating
t the hot, respectively cold, side. Pressure drops are calculated
rom the Fanning equation:
2 2
Ph = 2fcρhVeh
Di
and Pc = 2fcρcVec
De − Di (23)
here (fc) is the Fanning factor (equal to 0.001) and (Veh),
espectively (Vec), is the velocity of the hot, respectively cold,
T
Hperating cost ($) 251.87 266.60 280.21
otal cost ($) 891.24 942.82 990.49
uide:
eh = 4qh
πD2i
and Vec = 4u
π(D2e − D2i )
(24)
he first constraint includes the process model (17) in steady-
tate (t = 0). The inequality constraints are relative to the
equired minimum water speed (Vemin = 0.45 m/s) in the pipes.
ecall that higher water speed improves the heat transfer and
inimizes fouling. The last constraint ensures that the process
eaches its objective: the output temperature of the hot fluid
hould be equal to the reference 314.81 K.
The above NLP problem (22) is solved using an SQP method.
hree cases were considered according to the value of inlet hot
emperature: (a) nominal case: the inlet hot temperature was
xed at its nominal value (338.70 K), (b)worst-case: the inlet hot
emperature was set to its highest value (340.92 K), (c)best-case:
he inlet hot temperature was set to its lowest value (336.48 K).
Table 2 summarizes the capital costs along with the optimal
alue of the design variables. It can be seen that for the worst-
ase design, a significant 5.05% additional cost (back-off) is
equired with respect to the nominal economic optimum. This is
ue to increased capital cost with over-design of the heat transfer
rea of the CHE.
All the design setups were dynamically tested by simulation,
n the presence of the sinusoidal disturbance on the inlet hot
emperature. It can be easily shown that in order to be able to
aintain feasibility of the operation (respect to the constraint rel-
tive to the velocity and the output temperature of the hot fluid)
he utilization of control is required. In our case, an optimal con-
rol scheme is adopted. The performance criterion includes both
conomic and controllability criteria: minimize the total cost
hile maintaining the hot temperature and the cold flow at their
eference values T refho and q
ref
c . This performance requirement
an be formulated as a quadratic cost function:
= 1
2
tf∫
0
[c2u(t) + c3Pcu(t) + c4Phqh
+c5(u(t) − qrefc )
2 + c6(x1(t) − T refco )
2]dt (25)
he Hamiltonian of the system can be written as:
= 1
2
(c2u + c3Pcu + c4Phqh
wt
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cost of water and the operating cost of the pumps. Operating
cost 2 is the penalty cost associated with the deviation between
the output temperature of the hot fluid and the reference temper-
ature. As said before, Operating cost 2 is equal to zero only for+c5(u − qrefc )
2 + c6(x1 − T refho )
2)
+λ1
(
qhρhCph (Thi − x1)
K1
− UA
K1
( ¯Th − ¯Tc)
)
+λ2
(
uρcCpc (Tci − x2)
K2
+ UA
K2
( ¯Th − ¯Tc)
)
+ϕ1
(−4qh
πD2i
+ 0.45 + ξ21
)
+ϕ2
(
−4u
π(D2e − D2i )
+ 0.45 + ξ22
)
(26)
hereλi andϕi are the co-state and multipliers variables, respec-
ively. By the application of Pontryagin’s minimum principle
system (11)), the optimal control problem results in the follow-
ng DAE system:
Process model: Eq. (17)
Minimum velocity constraints:
−4qh
πD2i
+ 0.45 + ξ21 = 0 (27)
−4u
π(D2e − D2i )
+ 0.45 + ξ22 = 0 (28)
Adjoint system:
˙λ1 = −c6(x1 − T refho ) + λ1
(
qhρhCph
K1
+ UA
2K1
)
− λ2 UA2K2
(29)
˙λ2 = −λ1 UA2K1 + λ2
(
uρcCpc
K2
+ UA
2K2
)
(30)
ϕ1ξ1 = 0, ϕ2ξ2 = 0 (31)
Optimal control equation:
1
2
c2 + c3
(
96fcu2ρc
(De − Di)((D2e − D2i )π)
2
)
+c5(u − qrefc ) + λ2
ρcCpc (Tci − x2)
K2
−ϕ2 4
π(D2e − D2i )
= 0 (32)
This system includes four differential equations, nine equa-
ions altogether. There are nine independent variables: the state
ariables (Tho and Tco ), the co-state variables (λ1 and λ2), the
ultipliers (ϕ1 and ϕ2), the slack variables (ξ1 and ξ2) and the
ontrol variable (qc). Boundary conditions include final con-
itions on the co-state variables (14) and initial conditions on
he state variables: (x(0)) is solution of the steady-state design
roblem (22), considering the nominal value of the perturbed
ariable. Fig. 3. Output temperature of the hot fluid for different design setups: nominal
ase (continuous line), worst-case (ragged line), best-case and reference (grey
ine).
Fig. 3 shows the profiles of the temperature of the hot fluid. It
hould be noted that, for both the nominal and the worst-case, the
ptimal control can not maintain the outlet hot temperature in the
lose vicinity of the reference over the entire time horizon: when
he minimum velocity constraint is saturated (Fig. 4), the gap
etween the outlet hot temperature and the reference temperature
ncreases.
The optimal control can maintain the temperature of the hot
uid over the entire time horizon only in the best-case. Indeed,
his case has been optimized for a minimal input temperature of
he hot fluid which results in an under-sized design. The con-
rol respects the minimum velocity constraints (0.45 m/s) and
aintains the output temperature of the hot fluid at its reference
alue.
Table 3 shows the operating costs obtained for the system
ubject to perturbations while using the sequential approach. Of
ourse time invariant design parameter and investment cost are
he same as those presented in Table 2. Operating cost 1 is theig. 4. Water speed at the cold side for sequential and simultaneous approach.
Table 3
Comparison of sequential and simultaneous strategies
Best-case Nominal Worst-case Simultaneous
Diameter (m) 3.78e−2 3.75e−2 3.71e−2 3.93e−2
Length (m) 28.26 29.96 31.95 29.07
Flow rate reference (m3/s) 4.30e−4 4.36e−4 4.75e−4 4.41e−4
Investment cost ($) 639.35 676.25 710.27 683.57
Operating cost 1 ($) 312.16 259.85 260.14 263.42
Operating cost 2 ($) 0.0 3.42 3.55 0.0
Total cost 1 ($) 951.53 936.10 970.42 947.00
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•otal cost 2 ($) 951.53
he best-case. Comparing Operating cost 1 for the dynamic pro-
ess (Table 3) and Operating cost for the steady-state (Table 2),
ne should note that, for the best-case, dynamic operation cost
s greater than steady-state operating cost. Input temperature of
he hot fluid will always be higher or equal to the reference
emperature of the design requirements. Consequently, the cold
ater flowrate will always be higher or equal to the reference
ux in order to be able to satisfy the minimum speed con-
traint. At the opposite, for the nominal and the worth cases, the
ynamic operating cost is lower than the steady-state operating
ost.
.2. Simultaneous design and control
In order to determine the design parameters (Di, ) and the
ptimal control profiles simultaneously, the CHE illustrative
xample has been solved using to the two approaches presented
arlier. According to the Optimal Design approach [14], invest-
ent cost is included in expression (25) as follows:
= c1πDi + 12
tf∫
0
[c2u(t) + c3Pcu(t) + c4Phqh
+c5(u(t) − qrefc )
2 + c6(x1(t) − T refco )
2]dt (33)
hen J is minimized and this minimization is subject to the
ollowing constraints:
Process model (17)
Minimum velocity constraints (27) and (28)
Adjoint system (29)–(31)
Optimal control Eq. (32)
The optimization variables are: the state variables (Tho and
co ), the co-state variables (λ1 and λ2), the multipliers (ϕ1 and
2), the slack variables (ξ1 and ξ2), the control variable (qc) and
he time invariant design parameters () and (Di). The prob-
em has been solved using a SQP algorithm. For this simple
xample, the Explicit Optimal Design solution strategy has been
sed.
According to the procedure proposed as the Optimal Control
pproach, the Hamiltonian is modified including the investment9.52 973.97 947.00
ost relative to the design parameters:
= c1πDi + 12(c2u + c3Pcu + c4Phqh
+c5(u − qrefc )
2 + c6(x1 − T refho )
2)
+λ1
(
qhρhCph (Thi − x1)
K1
− UA
K1
( ¯Th − ¯Tc)
)
+λ2
(
uρcCpc (Tci − x2)
K2
+ UA
K2
( ¯Th − ¯Tc)
)
+ϕ1
(−4qh
πD2i
+ 0.45 + ξ21
)
+ϕ2
(
−4u
π(D2e − D2i )
+ 0.45 + ξ22
)
(34)
pplying Pontryagin’s minimum principle, Eqs. (17) and
27)–(32) are obtained. Furthermore, as said before (system
16)), additional equations are derived: derivatives with respect
o the design parameters:
Derivative with respect to the CHE length
∂ω
∂
+
tf∫
to
(
∂H
∂
)
dt = 0
then
c1πDi +
tf∫
to
(
c3
(
32fcρcu3
π2(De − Di)(D2e − D2i )
2
)
+c4
(
32fcρhq3h
π2D5i
)
− λ1
(
8qh(Thi − x1)
π2D2i
)
−λ2
(
8u(Tci − x2)
π2(D2e − D2i )
))
dt = 0 (35)
Derivative with respect to the CHE internal diameter∂ω
∂Di
+
tf∫
to
(
∂H
∂Di
)
dt = 0
160fcρhq3h
π2D6i
)
− λ1
(
16qh(Tci − x1)
πD3i 
− 8U
D2i ρhCph
( ¯Th − ¯Tc)
)
16UD2i
D2i )
2
ρcCpc
)
( ¯Th − ¯Tc)
)
+ϕ1
(
8qh
πD3i
)
−ϕ2
(
8uDi
π(D2e − D2i )
2
)
dt=0
(36)
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Table 4
Simultaneous design strategy with minimal and maximal velocity constraints
Simultaneous
Diameter (m) 4.03e−2
Length (m) 29.52
Flow rate reference (m3/s) 4.05e−4
Investment cost ($) 710.29
Operation cost 1 ($) 241.22
Operation cost 2 ($) 0.0
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tthen
c1π +
tf∫
to
{c3}
(
32fcρcu3
π2
De + 5Di
(De − Di) (D2e − D2i )
2
)
− c4
(
−λ2
(
16uDi(x2−Tci )
π(D2e − D2i )
2 −
(
8U
(D2e − D2i )ρcCpc
+
(D2e −
The whole system includes 11 equations: (17), (27)–(32),
35) and (36). There are four differential equations and 11 inde-
endent variables: the state variables (Tho and Tco ), the co-state
ariables (λ1 and λ2), the multipliers (ϕ1 and ϕ2), the slack
ariables (ξ1 and ξ2), the control variable (qc) and the time
nvariant design parameters () and (Di). The above system
s discretized and the resulting algebraic nonlinear equations
re solved using a Newton–Raphson technique. (11 × n) Equa-
ions, where n is the number of discretization points, are to be
olved.
Within the simultaneous approach, both the Optimal Design
nd the Optimal Control solution strategies have been used.
s expected, the optimization variables (state variables, time
nvariant design variables and control variables) have the same
ptimal values: the two solution strategies are equivalent from a
athematical point of view. For such a simple example, the two
ormulations are also equivalent if one considers the numerical
erformances and the formulation load. The second point, which
s the main conclusion, is that a feasible solution is achieved:
he control can maintain the temperature of the hot fluid on the
ntire time horizon. In Table 3, these results are compared to
hose obtained according to the sequential approach.
For comparison between the sequential and simultaneous
pproaches, only the sequential best-case can be selected: per-
ormance requirements are satisfied only for this case (then
perative cost 2 is equal to zero).
Comparing the different costs, one should note that the simul-
aneous strategy results in capital cost 6.91% higher than the
equential one. On the other hand, it provides significantly lower
perating cost (15.61% less). Finally, for this example, the total
ost is lightly reduced.
It can be interesting to consider a constraint for the maximal
peed of the flowrate (problem of erosion for example). The new
roblem in steady-state can be written as:
min
Di, , u(0), x(0)
c1A + tf(c2u(0) + c3Pcu(0) + c4Phqh)
s.t.
F (x(0), u(0),Di, ) = 0
0.65 ≥ Veh ≥ 0.45
0.65 ≥ Vec ≥ 0.45
ref
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(37)x1(0) = Tho
All the simulations were repeated using the new constraints.
he results obtained for the design in steady-sate are the same as
hose presented in Table 2: the new constraints are not saturated.
o
s
t
aotal cost 1 ($) 951.51
otal cost 2 ($) 951.51
evertheless new design has been obtained for the simultaneous
pproach (see Table 4).
Then, we calculated the new optimal control. Fig. 5 shows
he output temperature and velocity variation for the best-case
nd the new simultaneous case. It is interesting to note that
hen the speed reaches its constrained maximal value, the con-
rol saturates and it is not be possible to maintain the reference
emperature [6].
Therefore, in this case, the sequential approach does not per-
it to find an acceptable control, which underlines the usefulness
f the simultaneous approach. Indeed, Fig. 5 a shows that the
aximal speed is never reached when the simultaneous approach
s applied. The control is not therefore ever saturated and the
eference is always maintained.
.3. Conclusion
This simple example illustrates the fact that the more con-
trained the problem is, the more difficult it is to obtain a feasible
rocess operation using the sequential solution strategy: consid-
ring the minimum fluid velocity constraints, only the sequential
est-case is feasible on the whole time interval; considering the
dditional maximum velocity constraint, the hot fluid temper-
ture can not be maintained at its reference value, even in the
equential best-case.
On the other hand, using the simultaneous solution strategy,
better process operability can be achieved: the hot fluid tem-
erature is maintained at its reference value. Of course, it is
ot always possible to achieve a feasible solution, even with
he simultaneous solution strategy: decreasing the upper bound
f the cold fluid speed, D will decrease and, consequently, thei
peed of the hot fluid (interior tube) will increase. If one reaches
he upper bound of the hot fluid speed, the problem will not have
feasible solution.
Fig. 5. (a) Water velocity at the cold side for the sequential design best-case
(continuous line) and the simultaneous approach (ragged line) with minimal
and maximal velocity constraints (b) deviation of the output temperature of hot
fluid from the reference (grey line) for the sequential design when minimal and
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4.1. Sequential design and control
The optimal design problem, in steady-state, is stated as fol-
lows:
Table 5
ETBE reactive distillation column characteristics
Fixed operating parameters Value
Feed 1
Stage 3
Flow rate (mol/s) 0.02853
Temperature (K) 323
Composition
Ethanol (mol%) 100
Feed 2
Stage 8 951.51
Temperature (K) 342.38
Composition (nominal)aximal velocity constraints are applied.
On such an example, operability benefits are greater than
conomic benefits.
. Application to the catalytic distillation
In this example the production of ETBE from the etherifi-
ation of isobutylene with ethanol is considered in a catalytic
istillation column (Fig. 6). The reaction takes place on tray 4,
and 6 of the column: 400 g of Amberlyst 15 Wet is introduced
n each reactive stage. Ethanol is fed on tray 3 and butenes are
ed on tray 8. Inlet streams are described in Table 5. Operat-
ng pressure is equal to 9.5 kPa. The column is modelled using
he classical Mass Equilibrium Summation Heat (MESH) equa-
ions: vapor–liquid equilibrium is assumed on each stage (except
otal condensor). The combination of alcohol, olefin and ether
orms a highly non-ideal liquid phase and azeotropes have been
etected experimentally [15]. Liquid nonideality is modelled
sing the UNIFAC model. For reactive stages, the mass bal-
nces are modified by the introduction of a reaction term. The
inetic law is taken from Ref. [16]. Liquid hold-up is evaluated
sing the Francis correlation. More information on the catalytic
istillation process can be found in Ref. [5].
PFig. 6. Reactive distillation column for ETBE process.
The objective is to determine the design parameters (diameter
f the column Dc, area of the condenser Sc and flow rate of the
utene feed Fa) together with its optimal control, at minimum
nnual total cost, when the butene feed is subject to a sinusoidal
isturbance in its composition (i-butene/n-butene) given by:
iB = 0.3 + 0.025 sin(0.15t) (38)
he control variables are the reflux (R) and the reboiler duty (Qr).
hen, one needs to seek for the optimal control that maintains
he ETBE composition at the bottom of the column, as close as
ossible to a reference value: xref = 0.83.n-Butene (mol%) 70
i-Butene (mol%) 30
ressure (kPa) 9.5
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Table 7
Catalytic Distillation design variables and costs: best-case, nominal and worst-
case steady-state design
Best-case Nominal Worst-case
Diameter (m) Dc 9.222e−2 9.533.e−2 9.874e−2
Condenser area (m2) Sc 0.348 0.3695 0.392
Feed rate (mol/s) Fa 7.555e−2 8.179e−2 8.9315e−2
Reboiler duty (kW) Qr 4.139 4.428 4.758
Reflux R 3.964 3.659 3.361
Water cost ($) 35.57 37.36 39.41
Vapor cost ($) 996.47 1065.90 1145.33
Profit ETBE ($) 20398.18 20214.15 20014.90
Investment cost ($) Cinv 661.68 685.78 712.33
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x,Dc, Sc, Fa,Qr, R
Cinv + Cop
s.t.
f (x, Dc, Sc, Fa, Qr, R) = 0
Dc ≥ Dmin
xETBE,ne = xref
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
(39)
he minimized objective function is equal to the total annualized
ost. It includes the investment cost (Cinv):
inv = Ccol + Ctray + Ccond
here (Ccol) is the annualized installed cost of the column shell:
col = 15
(
M& S
280
)
101.9D1.066c H0.802c (2.18 + Fc)Ffac
Ctray) is the cost of the internal parts of the column:
tray = 15
(
M& S
280
)
4.7D1.55c NaFcFfac
nd (Ccond) is the annualized installed cost of the condenser [17]:
cond = 15
(
M& S
280
)
101.3S0.65c Fc
M&S) is the Marshall and Swift index (1050). (Hc) corresponds
o the column height (1.5 ft). (Fc) is a material factor (equal to
nity in our case for stainless steel at the operating pressure).
Ffac) is a scale factor (equal to 2). The operating cost (Cop) is
alculated as follows:
op = c1Qr + c2Fw + c3Fa − c4B
n which ci are the costs of the exchanger duties, the raw mate-
ial and the product. Table 6 shows the numerical values of the
ifferent costs.
In the first constraint of problem (39), f represents the steady-
tate process model: equilibrium model using MESH equations.
he inequality constraint refers to the minimum column diam-
ter calculated using the equation proposed by [18]. In order
o solve the corresponding Nonlinear Programming Problem
NLP), a Successive Quadratic Programming (SQP) method has
een used [19]. Three cases are considered according to the value
f feed 2 composition (perturbed variable): (a) nominal case: the
omposition is fixed at its nominal value in i-butene (0.3/07 i-
utene/n-butene), (b) worst-case: the composition is set to its
able 6
TBE reactive distillation column: coefficients for the evaluation of the operat-
ng costs
nit
Vapor cost c1 8.055e−6 US$ kW−1
Cooling water cost c2 2.642e−5 US$ kg−1
aterials
Butene cost c3 8.25e−3 US$ mol−1
roduct
ETBE cost c4 25.3e−3 US$ mol−1
w
T
C
W
V
P
I
E
O
Tperating cost ($) Cop −741.73 1051.52 3187.09
otal cost ($) −80.04 1737.31 3899.51
owest value in i-butene (0.275/0.725) and (c) best-case: the
omposition disturbance is set to its highest value in i-butene
0.325/0.675). Table 7 summarizes the capital cost along with
he optimal value of the design variables.
It can be seen that for the worst-case design a significant
24.25% additional cost is required with respect to the nominal
conomic optimum. This is due to the necessity to increase the
ow rate of butene feed in order to compensate the lowering of
he fraction in isobutene. Note that the reaction is equimolar in
thanol and isobutene. In the best-case, the increased fraction
n isobutene is compensated decreasing the butene flow rate. Of
ourse, the diameter of the column increases with the feed rate.
All the design setups were tested by a dynamic process sim-
lation. It can be easily seen that, in order to be able to maintain
easibility of the operation in the presence of the sinusoidal inlet
omposition disturbance, the utilization of some control policy
s required. In our case, an optimal control scheme is adopted.
he performance criterion of the optimal control is to maintain
he ETBE composition at a reference value (xref). Reflux and
eboiler duty are also maintained in the vicinity of their reference
alues, while minimizing the operating cost. This performance
riterion can be formulated as a quadratic cost function:
=
tf∫
0
(P1(xref − xETBE,ne)2 + P2(Rref − R)2+P3(Qrefr − Qr)
2 + Cop)dt (40)
here Pi are constants associated to the particular cost types.
able 8
atalytic distillation: costs of the optimal control problem (sequential strategy)
Best-case Nominal Worst-case
ater cost ($) 41.48 37.15 39.42
apor cost ($) 1041.80 1063.42 1107.17
rofit ETBE ($) 18628.14 20259.15 21965.73
nvestment cost ($) 661.68 685.78 712.33
($) 0.151 0.154 0.211
perating cost ($) 1284.9 1005.77 1368.14
otal cost ($) 1946.58 1691.55 2080.47
Table 9
Comparison of the optimal solutions: time invariant optimization variables and costs
Sequential nominal Simultaneous Simultaneous*
Diameter (m) Dc 9.533e−2 9.464e−2 9.464e−2
Condenser area (m2) Sc 0.3695 0.3699 0.3619
Feed rate (mol/s) Fa 8.179e−2 8.181e−2 8.181e−2
Reboiler duty (kW) Qrefr 4.428 4.350 4.350
Reflux Rref 3.659 3.585 3.585
Water cost ($) 37.15 35.93 37.11
Vapor cost ($) 1063.42 1047.01 1046.92
Profit ETBE ($) 20259.15 20243.10 20242.99
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Table 8 shows the operating costs obtained while solving the
ptimal control problem (11) using the Pontryagin’s Minimum
rinciple.
It can be seen that, in each case, the optimal control maintains
he system in the vicinity of the reference ETBE composi-
ion over the entire time horizon: the value of the term E =
1
tf∫
0
(xref − xETBE,ne)2 is quite small.
As expected, this result is similar to the one obtained with
he heat exchanger example (Table 3): the smallest total cost is
btained for the nominal case.
.2. Simultaneous design and control
In the simultaneous approach, the design and the control
re optimized simultaneously, using an objective function that
ncludes both the performance of the design and the control:
= Cinv +
tf∫
0
(P1(xref − xETBE,ne)2 + P2(Rref − R)2
+P3(Qrefr − Qr)
2 + Cop)dt (41)
ccording to the simultaneous approach (problem (8)), the
bove modified objective function is minimized. The optimiza-
ion variables include the time invariant design parameter:
= [Dc, Sc, Fa]T
t
o
i
d
Fig. 7. Comparison of the optimal solutions: reflux and reboiler duty for the sequ681.21 679.94
1008.11 1010.18
1689.31 1690.12
he control variables and their initial conditions (reference val-
es):
(t) = [R(t),Q(t)]T and uo = [Rref,Qref]T
nd the state variables (x(t)), with their initial conditions (xo).
ccording to the Equilibrium model, state variables are, for
ach equilibrium stage: vapor and liquid compositions, vapor
nd liquid flow rates, temperature, liquid hold-up. This mini-
ization is submitted to a set of constraints that includes the
ynamic process model, the minimum diameter constraint and
he perturbation law.
The total number of variables is equal to (((2nc + 10)(ne −
) + 2(2nc + 8) + 6)np) where (np) is the number of discretiza-
ion points, (nc) the number of components and (ne) the number
f trays of the column. Since this model is quite complex, we
ave used the Implicit Optimal Design solution strategy (cf. Sec-
ion (2.2.1) and Fig. 1): for the considered example, with 600
iscretization points, the optimal control sub-problem results in
nonlinear algebraic system with more than 110,000 variables
nd equations. The great sparsity of the Jacobian, matrix (more
han 99.9% of the elements are equal to zero) has been exploited.
n order to reduce the computational load, analytical derivatives
ave been generated.
The results of the sequential and the simultaneous optimiza-
ion methods are presented in Table 9. The considered sequential
ptimization is the Nominal case. Optimal values of the time
nvariant optimization variables are presented together with the
ifferent costs.
ential approach (continuous line) and simultaneous approach (ragged line).
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aig. 8. Vapor velocity (black) and maximum vapor velocity (grey): sequential
pproach (continuous line) and simultaneous approach (ragged line).
In this example, the different costs are not really affected
y the solution strategy. The optimal control policy (Fig. 7) are
lso quite similar. Reflux and reboiler duty are lower in the case
f the simultaneous approach. Furthermore, the amplitude of
he sinusoidal variation is lower in the simultaneous approach.
his is a first interesting result from a process operation point of
iew.
As said before, a minimum diameter constraint is con-
idered. The minimum diameter calculation is obtained from
he maximum velocity of the vapor phase in the column:
he column is designed to operate at 80% of the flooding
elocity. Therefore, flooding velocity is a function of vapor
roperties (temperature, composition, etc.) which are time
ependent. It also depends on the geometrical parameters of
he plate. In this study, these parameters (weir height, weir
ength, etc.) are supposed to be fixed and known. In Fig. 8,
he vapor velocities for both the sequential and the simulta-
eous approaches are compared to the maximum velocities.
or the simultaneous approach, the constraint is satisfied over
he entire time horizon. At the opposite, with the sequen-
ial approach, flooding may occur since the constraint is
iolated.
For some practical reasons, it can be interesting to consider a
ew constraint: outlet temperature of the cold utility (Tw) (water
tream from the condenser) should be lower than a maximum
alue. Considering the sequential approach, at the design step,
he new optimization problem in steady-state is modified as
ollows:
min
x,Dc,Sc,Fw,Qr,R
Cinv + Cop
s.t.
f (x,Dc, Sc, Fa,Qr, R, Fw) = 0
DC ≥ Dmin
xETBE,ne = xref
Tw ≤ 325.5K
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(42)
Note that the results obtained for problem (42) are the same
s those presented in Table 9(problem (39)): the new constraint
s not limiting. For the simultaneous approach, however, the
ptimal design parameters are lightly altered. The results are
resented in Table 9(column entitled ‘Simultaneous*’).
i
m
a
dig. 9. Outlet temperature of the cooling water in the condenser: sequential
pproach (continues line) and simultaneous approach (ragged line).
Fig. 9 shows the outlet water temperature for both the
imultaneous and the sequential approaches. Considering the
imultaneous approach (ragged line), one should note that the
aximum temperature constraint is satisfied over the complete
ime horizon. Now let us consider the sequential approach (con-
inuous line). If the maximum temperature constraint is included
n the optimal control problem, no solution could be found:
t the optimal control step of the sequential approach, the
ime invariant parameters, such as exchanger area, are fixed;
or these values, there is no control policy that can satisfy
he operating constraint. If the maximum temperature con-
traint is not included, as shown in Fig. 9, the constraint is
iolated.
.3. Conclusion
The second example is much more challenging than the previ-
us one: there are many more equations and variables; the model
s much more complex (nonlinearity, rigorous thermodynamic
odels, etc.).
From the economical point of view, simultaneous and sequen-
ial results are very similar (Table 9). Actually, as in the previous
eat exchanger simple example, the simultaneous approach is
roved to be better from the operability point of view: the vapor
elocity is lower than the maximum flooding velocity on the
hole time interval. Using the sequential approach, flooding
ccurs!
Furthermore, if an additional constraint is introduced (maxi-
um outlet temperature of the cold utility), there is no solution
ccording to the sequential approach (the constraint has to be
iolated for the fixed values of the design parameters). Again the
imultaneous approach is proved to be better since an optimal
ontrol policy is found.
. General conclusions—future work
The emergence of the generic idea of optimality in the
dvanced methods of planning and implementation of complex
nteracting processes in chemical industry is probably one of the
ost important design principles in the past ten years. Uniquely
mongst modern theories, optimal design and control can han-
le state, energy and actuator constraints in a straightforward
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iay, enabling plants to operate more closely to their ultimate
rofitable margins.
Initial research in the optimization of chemical processes
ocused mainly on the development of the process and con-
rol system design as independent sequential procedures. Recent
esults of research in this field have demonstrated that pro-
ess and control design performed simultaneously may result
n numerous economic benefits over the traditional sequential
esign approaches. In this paper the effects of the interaction of
rocess and control design with special focus on the application
f optimal control is investigated.
The basic contribution of this work is twofold. From the
ne hand, the application of the idea of optimal control in
he process control design instead of the use of tradition-
lly used PI controllers is a relatively new idea which has
een considered in the chemical engineering practice quite
ately. From the other hand, the simultaneous design, by merg-
ng process and control optimization into a single design
hase, provides considerable operability benefits over traditional
pproaches.
The simultaneous approach, with the synergistic combination
f the two optimization ideas integrates the design specifica-
ions of the process and control design problems into a single
erformance criterion. As a result, it fuses process and control
ptimization into a single design procedure in which the two
ptimization problems become closely coupled. With a simple
llustrative example (coaxial heat exchanger), the effectiveness
f the integrated design approach was demonstrated proving to
chieve a better design both from economic and operability point
f view. The integrated strategy was also successfully applied
o a catalytic distillation process, which has a great industrial
elevance in advanced petrochemical technologies, by showing
ow better operability can be achieved using the simultaneous
pproach.
In future works the introduction of discrete design vari-
bles and discrete control policy is to be considered. In order
o improve the probability to find the exact global optimum,
ew global dynamic optimization techniques must be developed.
tochastic programming tools may be of great interest. Imple-
entation of the optimal control policy is another challenging
ssue: optimization of the control loop structure and optimization
f the controller parameters. Though the presented results are
apable to handle process perturbations, process uncertainties
re to be considered too: in this contribution, external distur-
ances are supposed to be known. Furthermore, in the considered
xamples, these perturbations are sinusoidal. For sake of gener-
lity, uncertain parameters are to be considered. Such parameters
ie in a given interval and no specific models are required to
escribe the time dependence. Then a new solution strategy must
e developed.
omenclature
heat transfer area (m2)
bottom flow rate (mol/s)
cost coefficient
cost ($)
p specific heat capacity (J/(kg K))
m
o
o
odesign parameter
c column diameter (m)
e diameter of the outer tube (m)
i diameter of the inner tube (m)
(·) process model
c friction factor
a feed flow rate (mol/s)
c material factor
fac scale factor
w water flow rate (mol/s)
(·) operating cost ($)
Hamiltonian
c column height (ft)
length (m)
&S Marshall and Swift index
c number of components
e number of trays of the column
p number of discretization points
pressure (bar)
i penalization cost
P pressure drop (Pa)
volumetric flowrate (m3/s)
(·) design constraints
r reboiler duty (kJ/s)
reflux ratio
terminal term of the operating cost ($)
c condenser area (m)
time (h, s)
temperature (K)
control variable
heat transfer coefficient (W/(m2 K))
volume (m3)
e velocity (m/s)
state variable
molar composition (reactive distillation example)
feed molar composition
reek letters
co-state variable
annualized investment cost ($)
Lagrange multiplier
density (kg/m3)
perturbed parameter
slack variable
ubscripts
cold
ol column
ond condenser
final
hot
input
nv investment
in minimum
initial
output (heat exchanger example)
p operating
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