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Neutron scattering experiments continue to improve our knowledge of spin fluctuations in layered
cuprates, excitations that are symptomatic of the electronic correlations underlying high-temperature su-
perconductivity. Time-of-flight spectrometers, together with new and varied single crystal samples, have
provided a more complete characterization of the magnetic energy spectrum and its variation with carrier
concentration. While the spin excitations appear anomalous in comparison with simple model systems,
there is clear consistency among a variety of cuprate families. Focusing initially on hole-doped systems, we
review the nature of the magnetic spectrum, and variations in magnetic spectral weight with doping. We
consider connections with the phenomena of charge and spin stripe order, and the potential generality of
such correlations as suggested by studies of magnetic-field and impurity induced order. We contrast the
behavior of the hole-doped systems with the trends found in the electron-doped superconductors. Return-
ing to hole-doped cuprates, studies of translation-symmetry-preserving magnetic order are discussed, along
with efforts to explore new systems. We conclude with a discussion of future challenges.
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1. Introduction
It is now 25 years since the remarkable discovery
of high-temperature superconductivity by Bednorz and
Mu¨ller,1) and this year is also the centennial anniversary
of the original discovery of superconductivity in the lab
of Kammerlingh Onnes. Possible polaronic effects moti-
vated the initial decision to look at cuprates,2) but a role
for magnetism soon became clear. Anderson3) pointed
out that undoped cuprates should be Mott insulators,
with antiferromagnetism driven by superexchange, and
antiferromagnetic order in La2CuO4+y was quickly iden-
tified by neutron diffraction.4) The possibility that an
unconventional pairing mechanism involving antiferro-
magnetic spin fluctuations5,6) might be driving high-
temperature superconductivity quickly became an im-
portant research theme.
Over the last quarter century, a great deal of progress
has been made in characterizing the magnetic corre-
lations in cuprate superconductors. Our focus here is
on neutron scattering studies, but there has also been
much complementary work with techniques such as nu-
clear magnetic resonance (NMR) and muon spin rota-
tion (µSR). Much of the progress in neutron work is
due to the gradual improvement in sample quality, and
especially the growth of large, high-quality single crys-
tals. Another factor has been the development at spal-
lation sources of time-of-flight spectroscopy with two-
dimensional, position-sensitive detectors, which comple-
ments the use of triple-axis spectrometers at reactor
sources.7)
There have already been a number of reviews of neu-
tron scattering work on cuprates,8–12) as well as on rel-
evant theoretical work.13–17) Two of us were involved in
a review published in this same venue five years ago.18)
Here we will emphasize work done since then.
The rest of this article is organized as follows. The
next section provides some relevant background infor-
mation. For the class of hole-doped cuprates, we dis-
cuss the magnetic excitation spectrum in §3, we draw
connections with the phenomenology of stripe order in
§4, and we consider the impact of impurities on the
Cu site in §5. Section 6 covers electron-doped cuprates,
Pr1−xLaCexCuO4+δ (PLCCO) in particular. In §7, we
review evidence for exotic magnetic order associated with
the pseudogap phase, and efforts to search for magnetic
excitations in new systems, such as Bi2+xSr2−xCuO6+δ.
We conclude in §8 with a summary and consideration of
future challenges.
2. Background
The common structural feature of all cuprates is the
CuO2 plane. Within these layers, the Cu atoms form an
approximately square lattice, with O atoms at the bridg-
ing positions between nearest-neighbor Cu’s. It is often
sufficient to consider a tetragonal, or pseudo-tetragonal,
coordinate system, with a ∼ 3.8 A˚ corresponding to the
nearest-neighbor Cu-Cu spacing. With such a choice, we
can express wave vectors in terms of the reciprocal lattice
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Fig. 1. (Color online) Representative phase diagrams for hole-
doped La2−xSrxCuO4 and electron-doped Pr1−xLaCexCuO4+δ,
showing antiferromagnetic (AFM), superconducting (SC), and
spin-glass (SG) phases. Below the crossover line labelled T ∗ is the
pseudogap regime.
units (rlu) (2pi/a, 2pi/a, 2pi/c).
Figure 1 shows representative phase diagrams for hole-
and electron-doped cuprates. In the undoped state, we
have an antiferromagnetic insulator. Each Cu atom has
a half-filled 3dx2−y2 orbital, corresponding to a spin
S = 1/2. The nearest-neighbor spins are coupled by the
superexchange interaction, with magnitude J ∼ 0.1 eV.
Antiferromagnetic order doubles the size of the unit cell
relative to the tetragonal phase, and, within the planes,
is characterized by the ordering wave vector QAF =
( 12 ,
1
2 , 0). [Theorists often combine this with the rlu, but
with a set to 1, so that QAF = (pi, pi) in two dimen-
sions.] Inelastic neutron scattering studies of La2CuO4
show that the magnetic excitations are fairly well de-
scribed by spin-wave theory,19–22) with the excitations
extending over a band width of∼ 2J . For YBa2Cu3O6+x,
which has a CuO2 bilayer in each unit cell, one distin-
guishes between spin excitations that are in-phase be-
tween neighboring layers (acoustic mode) or out-of phase
(optical mode).
There are some cases where we have to take ac-
count of structural deviations from tetragonal. For
La2−xSrxCuO4 (LSCO), the structure over much of
the phase diagram is the so-called low-temperature or-
thorhombic (LTO) phase, in which the unit cell volume
is doubled, with a rotation of the in-plane principal axes
by 45◦. In this structure, the not-quite-orthogonal Cu-O
bonds are equivalent to one another, but the antiferro-
magnetic wave vectors (1, 0, 0)o and (0, 1, 0)o are not.
(We will label wave vectors in the LTO coordinate sys-
tem with a subscript “o”.) It is important to distinguish
the LTO phase of LSCO from the orthorhombic struc-
ture of superconducting YBa2Cu3O6+x (YBCO). In the
latter, the unit cell size is the same as that of the tetrag-
onal, but Cu-O bonds along the a axis are shorter than
those along the b axis.
Looking at Fig. 1, one can see that long-range antifer-
romagnetic (AF) order is destroyed by a very small con-
centration (2%) of doped holes. With further doping, a
spin-glass phase develops at low temperatures and coex-
ists with the superconducting (SC) phase for x & 0.06 in
LSCO.8,18) The doping level corresponding to the max-
imum SC transition temperature, Tc, is referred to as
“optimal”. Below the crossover line indicated as T ∗, one
has the so-called pseudogap phase. With electron-doping
the situation is somewhat different. The AF ordering
temperature, TN, decreases more slowly with carrier con-
centration, and the superconducting phase appears with
maximum Tc near the point where TN → 0.
In the hole-doped cuprates, the spin excitations are
significantly modified by the presence of charge carriers,
as we will discuss in the next section. For samples in the
vicinity of optimal doping, there is a redistribution of
magnetic spectral weight on cooling through Tc. A spin
gap opens, and weight appears in a “resonance” peak
above it.9,23–26) It has been argued27) that the ratio of
the resonance energy to the superconducting gap energy
has a universal value of 1.3.
3. Magnetic excitations
3.1 Universal magnetic spectrum
The inelastic-neutron-scattering (INS) technique using
high-flux pulsed neutrons has unveiled the overall spin
dynamics of hole-doped cuprates, which extends over a
large energy scale, comparable to the bandwidth of ∼2J
found for the AF parent phase. While doping causes sub-
stantial changes to the magnetic spectrum, a consistent
pattern has been identified, as the “hour-glass” disper-
sion was first established in the acoustic magnetic excita-
tions of YBa2Cu3O6.6
28) and in La1.875Ba0.125CuO4.
29)
A comparison of the effective magnetic dispersions about
QAF for several different cuprate families is shown in
Fig. 2.
The spectrum can be thought of in terms of two com-
ponents, separated by an energy Ecross at the waist of
the hour glass. (We note that, while the q width of the
magnetic scattering is smallest at Ecross, it is a matter
of taste whether one describes the q dependence there
as a single commensurate peak or a set of unresolved in-
commensurate peaks.) The upwardly dispersing portion,
above Ecross, looks similar to what one would expect from
AF spin fluctuations with a finite gap, and it is relevant
to note that the results for different cuprate families ap-
pear to scale with J for the parent AF insulators. If one
considers a fixed excitation energy and looks at the distri-
bution of spectral about QAF, it is rather isotopic,
30–33)
with a possible diamond shape having points oriented
along [110] and [11¯0] directions.28,29,34,35) Below Ecross,
there appears to be a downward dispersion. A series of
studies on detwinned single crystals of YBa2Cu3O6+x
indicate that, at least for underdoped samples, the dis-
tribution of spectral weight is quite anisotropic, with the
dispersion effectively occurring only along the [100] direc-
tion.34,36–39) Such an anisotropy cannot be identified in
underdoped LSCO within the superconducting regime,
as there is no structural anisotropy between the two
Cu-O bond directions; however, the low-energy excita-
tions disperse down to the incommensurate wave vectors
( 12 ± δ, 12 , 0) and ( 12 , 12 ± δ, 0) at E = 0. We will consider
2
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Fig. 2. (Color online) Magnetic dispersion relation along (0.5 +
h, 0.5, 0)tetra in various cuprates, corresponding to wave vectors
parallel to the Cu-O bonds. Data are for La1.875Ba0.125CuO4,29)
La1.84Sr0.16CuO4,32) YBa2Cu3O6.6,28) YBa2Cu3O6.5,30,31) and
Bi2Sr2CaCu2O8+δ.
40) The energy is scaled by J for the AF parent
material.12,41)
the connection with stripe order in §4.
To demonstrate that the hour-glass dispersion is uni-
versal, one would like to observe it in cuprate families be-
yond LSCO and YBCO. The system Bi2Sr2CaCu2O8+δ
(Bi2212) is of particular interest, as it is the prototyp-
ical system for studies with angle-resolved photoemis-
sion spectroscopy (ARPES) and scanning tunneling spec-
troscopy (STS). The challenge has been to grow crystals
of sufficient size for inelastic neutron scattering studies.
Initial experiments on smaller crystals allowed one to
observe the temperature-dependent development of the
resonance peak below Tc,
42–45) but identifying the dis-
persion was a challenge.46) Recently, large crystals of
optimally-doped were successfully grown,47) enabling the
direct measurement of the magnetic excitations.40) The
effective dispersion is indicated by the open circles in
Fig. 2. The good consistency with the other systems sug-
gests that this behavior is universal.
3.2 Impact of doped holes
While the excitations dispersing upwardly from Ecross
appear to evolve into the AF spin waves as doping is
reduced, the downwardly-dispersing excitations clearly
reflect the impact of the doped holes, as they have no
simple correspondence with any features of the parent
AF. The temperature dependence of the spectral weight
distribution also reflects the behavior of the itinerant
charges. The development of a spin gap and the pile up
of weight into a resonance peak are generally associated
with cooling through Tc.
If the low-energy spin fluctuations are associated with
particle-hole excitations near the Fermi level, then it
is natural for a spin gap to develop when supercon-
ductivity occurs and gaps out the low-energy electronic
states.48,49) Interactions can pull magnetic weight below
twice the superconducting gap energy, resulting in the
resonance peak. This has been a very popular interpre-
tation.16)
There are some results that the particle-hole excita-
tion picture has difficulty explaining. For example, in
LSCO the resonance occurs at an incommensurate wave
vector,24,25) whereas the calculations tend to put it at
QAF. Also, the calculated spectra for T < Tc have
the lower energy excitations dispersing in the directions
along ( 12 ± δ, 12 ± δ) and ( 12 ± δ, 12 ∓ δ) (due to the nodal
structure of the superconducting d-wave gap),48,50–52)
which is inconsistent with experiment.53)
As we discuss in §5.3, substituting large-moment Fe
ions into overdoped cuprates can yield magnetically-
ordered states that seem to require magnetic interac-
tions via the conduction electrons. Thus, it appears that
conduction electrons will respond to embedded local mo-
ments. The question in the underdoped regime is whether
they can be responsible for magnetic correlations in the
absence of any local moments.
From an alternative perspective, the low-energy spin
excitations come from the same local Cu moments as the
high energy ones. Stripe correlations, as discussed in §4,
provide a motif in which mobile charge carriers and local
magnetic moments can coexist.13) The incommensurabil-
ity of the low-energy excitations is then a direct result
of the doped holes. The development of a spin gap and
resonance indicates a coherent response of the moments
to the superconductivity, but a thorough explanation in
terms of a stripe picture has yet to be provided.
3.3 Evolution from spin waves to hour-glass
How does the magnetic dispersion change as one goes
from the AF to the SC phase? In LSCO, there is an in-
tervening spin-glass regime, characterized by incommen-
surate spin order, with the ordering wave vectors rotated
by 45◦ from those in the superconducting regime.18) In
orthorhombic notation, the spin ordering wave vectors
are (0, 1 ± δ, 0)o, with δ ∼ x. Despite the rotation, the
magnetic excitations exhibit a dispersion quite similar to
the hour-glass of the superconducting regime. Figure 3
shows the dispersion determined for LSCO x = 0.04,
compared with that of a few related samples.54)
An interesting feature is that the low-energy spin fluc-
tuations La1.96Sr0.04CuO4 disperse only along the [010]
direction and not along [100],54) similar to the nematic-
like response of YBCO x = 0.3, 0.35, and 0.45.37,38)
This dynamical anisotropy is present even above the on-
set temperature of the static order. A theoretical study
suggests that the nematic-like response originates from
fluctuating spin stripes driven by the charge nematic or-
dering.55) The phenomenological model reproduces the
observed magnetic excitation spectra.
The excitations at energies above Ecross have been
characterized by time-of-flight measurements on LSCO
x = 0.05.56) The original data have been reanalyzed by
3
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Fig. 3. (Color online) Magnetic dispersion relation along qK
in La1.96Sr0.04CuO4 (filled circles) below 10 K and at 290
K (filled diamonds) (Ref.54)). For comparison, magnetic dis-
persion relations in other related compounds are also shown.
The filled triangles, filled squares, and open squares are data
of La1.95Sr0.05Cu0.97Zn0.03O4, La1.95Sr0.05CuO4 (Ref.56)), and
La1.875Ba0.125CuO4 (Ref.29)), respectively. It is noted that the
peak positions are 45◦ rotated in La1.875Ba0.125CuO4. The thick
shaded bars represent the full width at half maximum of the ex-
citation peaks in La1.96Sr0.04CuO4. The broken lines are visual
guides.
Hiraka et al.,57) and the dispersion is presented in Fig. 4.
The high-energy dispersion is consistent with the spin
waves of the x = 0 phase, though with a slightly reduced
J . Curves for LSCO x = 0.085 and 0.16 are also shown in
Fig. 4, and we can see that there is a gradual softening
of the high-energy excitations, which can be described
by a decrease in the effective J describing the disper-
sion. At the same time, the low-energy, long-wavelength
excitations disperse from the incommensurate wave vec-
tors. Hole doping clearly reorganizes the excitations be-
low Ecross, but has a more modest effect on the effective
dispersion above it.
Returning to Fig. 3, it is intriguing that the slope of
the effective low-energy dispersion, which corresponds to
a velocity, shows little variation with doping. If the veloc-
ity is independent of doping, while the incommensurabil-
ity is linear in x for x . 18 , then one would expect Ecross
to be proportional to x.58,59) In Fig. 5, values for Ecross
extracted from neutron scattering studies29,32,33,60,61)
are plotted. Each symbol represents an estimate from
interpolating a parabola through the low-energy disper-
sion, while the error bars indicate the energy range over
which constant-energy cuts are consistent with a single
ω
 (m
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)
(1+q, 0) (r.l.u.)
x = 0
(J = 132 meV)
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Fig. 4. (Color online) Magnetic dispersion of spin-glass LSCO
with x = 0.05 determined by time-of-flight spectroscopy. The thick
horizontal bars (light blue) represent peak width from constant-
ω cuts. For reference, results from LSCO with x = 0 (antiferro-
magnetic insulator), 0.085 (underdoped superconductor), and 0.16
(optimally-doped superconductor) are shown by separate (black,
red, and green) curves, respectively.19,32,35)
peak of minimum width. The results are consistent with
Ecross ∼ x for x . 18 . This trend is opposite to the grad-
ual decrease observed for high-energy, antiferromagnetic-
like spin excitations,18) which we will discuss shortly.
Given the continuous evolution of Ecross with doping,
providing a connection with La1.875Ba0.125CuO4 where
charge and spin stripe order is known to occur,29) it is
considered that charge stripes and moment modulation
are likely to be an important part of the incommensurate
response in the diagonal incommensurate phase. In terms
of a stripe picture, the dominant magnetic interaction
would be superexchange within locally antiferromagnetic
domains. There is still a challenge to understand why
the dispersion of the low-energy excitations is not sig-
nificantly affected by the rotation in stripe orientation.
One possibility suggested by Granath62) is that a diag-
onal stripe might consist of a staircase pattern of bond-
parallel stripes, in which case local interactions would
be independent of average stripe orientation. Granath62)
found that such a pattern is necessary in order to obtain
consistency with the photoemission experiments.63)
The magnetic excitations have been studied theoreti-
cally in a wide range of doping on the basis of the Hub-
bard model by Seibold and Lorenzana.64,65) The mag-
netic excitation spectra from the stripes almost repro-
duce the overall feature of the hour-glass excitations.
However, the calculations predict much larger values for
Ecross in the region of x <0.07 than those observed ex-
perimentally in LSCO, as shown in Fig. 3. It has been
suggested that much of that discrepancy can be elimi-
nated by taking account of disorder, which softens and
broadens the excitations.65) Furthermore, it is noted
that, while spin-wave calculations for a diagonal-stripe
model59,66) provide a good description of the magnetic
spectrum observed in insulating La2−xSrxNiO4,67,68)
4
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Fig. 5. Plot of Ecross vs. x in LSCO (filled circles),
La2−xSrxCu1−yZnyO4 (open triangle), and La2−xBaxCuO4
(open circle) (Refs.29,32,33,54,60,61)). The dashed line is a guide
to the eye.
they have difficulty in reproducing the hour-glass-like
spectrum in LSCO.
3.4 Magnetic spectral weight
Besides the dispersion, it is also important to consider
how the frequency-dependent magnetic spectral weight
evolves with doping. Neutron scattering directly mea-
sures the dynamical structure factor, S(Q, ω), which is
proportional to χ′′(Q, ω)/(1−e−~ω/kBT ), where χ′′(Q, ω)
is the imaginary part of the dynamical susceptibility. By
integrating χ′′(Q, ω) over Q (within a Brillouin zone)
one obtains the local susceptibility, χ′′(ω). There is a
sum rule for S(Q, ω); integrating S over Q and ω yields
〈S2〉, corresponding in the present case to the mean-
squared spin per Cu atom. The thermal factor connect-
ing S and χ′′ goes to unity as T → 0, so integrating the
low-temperature local susceptibility over ω also gives a
measure of the mean-squared spin.
We begin by considering χ′′(ω) in LSCO x = 0.05, as
shown in Fig. 6.56,57) In the range of 50 to 150 meV, the
magnitude is comparable to that for spin waves in the
ordered antiferromagnet at x = 0. There is a substantial
upturn at low frequency, which appears to correspond to
the weight that correspond to the static order parameter
in the AF. Thus, in the spin-glass phase, the frustration
of AF order by the doped holes causes the low-energy
correlations to remain dynamic. Comparing with the re-
sults for LSCO x = 0.085,35) indicated by the red curve
in Fig. 6, we see that the enhanced low-energy weight
appears to be suppressed as one moves into the super-
conducting regime.
We can also see from Fig. 6 that χ′′(ω) for x = 0.05
begins to fall substantially below the x = 0 result for
~ω & 200 meV. For x = 0.085, the fall off begins at a
slightly lower energy. Stock et al.31) were the first to iden-
tify this trend, and to show that it occurs in several dif-
ferent cuprate families. In particular, they estimated the
energy ~ω∗ at which χ′′(ω) falls to half of that for that
AF phase. In the top of Fig. 7, we have reproduced their
plot, together with a point for the LSCO x = 0.05 sam-
ple. Further evidence for a universal trend of reduction
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Fig. 6. (Color online) χ′′(ω) at 10 K determined by pulsed-
neutron scattering experiments. The line (light-blue) through the
data points is a guide to eyes. Results from LSCO with x = 0
and 0.085 are indicated by solid lines (green and red, respec-
tively).19,35)
in magnetic bandwidth with doping is provided by Ra-
man measurements of two-magnon scattering.41) Stock et
al.31) also pointed out that this energy scale is quite sim-
ilar to the pseudogap energy that has been determined
from a number of electronic probes, such as ARPES and
STS.69) We note that this energy scale is also virtually
identical to the energy gap determined from an analy-
sis70) of the temperature dependence of the Hall effect
in LSCO,71) and it has the same doping dependence as
the mid-infrared gap determined by optical reflectivity
measurements on YBCO.72)
Why would magnetic spectral weight disappear above
the pseudogap energy? Consider first the parent insula-
tor phase. The AF order and spin-waves are well-defined
there because they occur at energies well below the gap
(∼ 2 eV) for charge excitations.8) The superexchange en-
ergy that drives the AF correlations is a consequence of
the competition between the strong onsite Coulomb re-
pulsion between Cu 3d electrons and the kinetic energy
of these electrons, which can be reduced by hopping be-
tween neighboring sites.74) For this magnetic mechanism
to survive hole doping, it should be favorable to main-
tain a particle-hole excitation gap. When magnetic exci-
tations exceed that gap, they may no longer be defined,
a connection noted by Stock et al.31) It has been estab-
lished from ARPES studies75) that the pseudogap has a
strong dependence on the electronic momentum k. For k
oriented at ∼ 45◦ to the Cu-O bonds (nodal direction),
there is no gap, but the pseudogap is large for k paral-
lel to the Cu-O bonds (antinodal direction). If we think
about charges in an AF background,76,77) then an elec-
tron near the Fermi energy moving in the nodal direction
5
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Fig. 7. (Color online) (a) ω∗ plot following Stock et al.,31) where
open symbols indicate for a number of cuprates the energy at which
χ′′(ω) becomes half of that of undoped La2CuO4. Stock et al.31)
have pointed out that the p dependence ~ω∗ is quite similar to that
of ~ωpg determined by various electronic probes.69) The crosses in-
dicate Ecross, from Fig. 5. The filled symbols are the corresponding
points for LSCO x = 0.05.57) (b) Plot of Zχ vs. hole doping for
LSCO, where Zχ is the ratio of the frequency-integrated local sus-
ceptibility to that predicted by spin-wave theory for a 2D AF.57)
Filled symbol is for LSCO x = 0.05; open squares, LSCO;20,21)
open circles, YBCO.73)
can hop on the same AF sublattice; no spin flips are in-
volved, so there is no conflict with the AF correlations.
In contrast, an electron hopping in the antinodal direc-
tion, along Cu-O bonds, can only do so by flipping spins
and disrupting the AF correlations. Thus, it is physically
reasonable that the antinodal pseudogap sets an upper
limit for the existence of locally-AF spin correlations.
There is also interesting structure and temperature de-
pendence in the spectral weight for ~ω . Ecross. As men-
tioned in §2, near optimal doping and above, a spin gap
opens below Tc and weight moves into a resonance peak
above it. In YBCO and Bi2212, the resonance energy is
similar to Ecross. In LSCO, the spin gap is much smaller
than Ecross; for optimal doping, the resonance energy is
∼ 18 meV,24,32) and there is still a feature there just
above Tc.
24) Lipscombe et al.35) have followed the tem-
perature evolution of the the structures in χ′′(ω) below
Ecross on cooling from 300 K to low temperature. We
have plotted the doping dependence of Ecross for the the
LSCO-related samples with red crosses in Fig. 7 to con-
trast it with ~ω∗. It is comparable to the upper limits
for 2∆sc, where ∆sc is the effective superconducting gap
determined at the edge of the Fermi arc, as identified in
a recent ARPES study.78)
The overdoped regime provides another opportunity
to probe the relationship between spin fluctuations and
superconductivity. The evidence for depressed magnetic
spectral weight at low frequencies has been discussed
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Fig. 8. (Color online) S(ω) spectra of overdoped La2−xSrxCuO4
with x = 0.25 and 0.30 compared with La2−xBaxCuO4 with x =
1/8, from Ref.79)
previously.18) More recently, Wakimoto et al.79) have
measured the magnetic excitations of La2−xSrxCuO4
(LSCO) with x = 0.25 and 0.30 up to 100 meV using
pulsed neutrons at ISIS. They found that χ′′(ω) is di-
minished over the entire energy range compared to un-
derdoped samples. In particular, magnetic excitations
at ω < 60 meV have completely vanished in the non-
superconducting x = 0.30 sample, as shown in Fig. 8.
In related work, Lipscombe et al.80) reported a qualita-
tively similar spin excitation spectrum in the overdoped
x = 0.22 sample, with a strong depression of the local
susceptibility in the range of 40–70 meV. These results
are consistent with a gradual suppression of AF spectral
weight with overdoping, and in parallel with the reduc-
tion in Tc.
The bottom panel of Fig. 7 shows Zχ, the ratio of
the frequency-integrated χ′′(ω) relative to the spin-wave
theory prediction for a two-dimensional AF, obtained
for LSCO. It demonstrates that doping causes a grad-
ual decrease of the mean-square magnetic moment as
one moves away from the AF phase. There are exper-
imental indications for a similar trend in YBCO.13,81,82)
Therefore it is likely to be a universal trend in the hole-
doped cuprate superconductors that the antiferromag-
netic spectral weight decreases with doping, especially
in the overdoped regime. We note, however, that a re-
cent resonant inelastic x-ray scattering (RIXS) study of
spin fluctuations in YBCO has interpreted the measure-
ments as indicating rather little renormalization of J or
reduction of spectral weight with doping.83) Further com-
parisons of RIXS and neutron measurements on similar
samples are needed to resolve this discrepancy.
Uemura84) has reviewed evidence that a reduced frac-
tion of the normal-state carriers participate in the su-
perfluid density for overdoped samples. He has argued
that there may be a short length scale phase separa-
tion between normal and superconducting regions. If AF
spin correlations are important to the superconductivity,
such a phase separation and the reduced superfluid den-
sity in overdoped samples would be compatible with the
6
J. Phys. Soc. Jpn. FULL PAPERS
La2-x
 
Bax
 
CuO4
0.100 0.125 0.150
0
10
20
30
40
50
60
70
TSO
LTLO
LTLO
+
LTT
TCO
SO
CO
bulk SC
LTO
Tc
T
LT
bulk SC
LTT
 
 
Te
m
pe
ra
tu
re
  (
K
)
hole doping (x)
Fig. 9. (Color online) Phase diagram for La2−xBaxCuO4 as a
function of temperature and doping as determined from single crys-
tals.93) Transitions are indicated as follows: structural transition,
TLT, (gray) squares; charge stripe order (CO), TCO, (blue) circles;
spin stripe order (SO), TSO, (red) circles; bulk superconducting
Tc, (green) diamonds. The low-temperature phase is either low-
temperature tetragonal (LTT), low-temperature less orthorhombic
(LTLO), or a coexistence of the two.
reduced magnetic spectral weight.
4. Stripes and superconductivity
4.1 Impact of crystal symmetry
The downward-dispersing excitations of the hour-glass
spectrum connect (in the case of LSCO and LBCO), or
extrapolate (in the case of YBCO), to the incommen-
surate wave vectors associated with spin-stripe order.
For 214 cuprates with a lattice symmetry that makes or-
thogonal Cu-O bonds inequivalent, both charge and spin
stripe order have been experimentally identified.85,86)
The role of charge and spin stripes has been controver-
sial.12,13,87) Much of the focus has been in terms of a type
of order that competes with superconductivity; however,
recent observations of two-dimensional (2D) supercon-
ducting correlations coexisting with stripe order88,89)
have led to suggestions of a more intimate connection
with pairing and the phase of the superconducting order
parameter.90–92)
Several groups have explored the doping dependence
of stripe order in La2−xBaxCuO4 with neutron and x-
ray scattering.93–97) A phase diagram for stripe order
in La2−xBaxCuO4, as reported by Hu¨cker et al.,93) is
shown in Fig. 9. As one can see, the onset of charge
stripe order is limited by the structural transition from
the low-temperature orthorhombic (LTO) phase to the
low-temperature tetragonal (LTT); static spin stripe or-
der develops at a lower temperature. When compar-
ing the results from various studies, there are some
quantitative discrepancies regarding stripe ordering tem-
peratures at particular doping levels; however, these
are likely due to uncertainties in the Ba concentra-
tion. It has been shown93) that the discrepancies can
be resolved by calibrating the composition through the
doping-dependent transition temperature from the high-
temperature tetragonal phase (HTT) to the LTO,98) with
the assumption that the transition temperature varies
linearly with x. Note that Dunsiger et al.97) have also
confirmed the rotation in stripe direction from vertical
to diagonal on reducing x from 0.08 to 0.05 and 0.025.
As demonstrated by Abbamonte et al.,99) charge stripe
order can also be detected by resonant soft x-ray diffrac-
tion. That technique has now been used by Fink et
al.100) to determine the phase diagram for charge or-
der in La1.8−xEu0.2SrxCuO4. The Eu-doped system is
of interest because the charge-ordering transition is well
separated from the structural transition, from LTO to
LTT, whereas the structural transition appears to limit
the onset of charge stripe order in La2−xBaxCuO4, as
indicated in Fig. 9. The occurrence of spin stripe order
in La1.8−xEu0.2SrxCuO4 was previously determined by
muon spin-rotation spectroscopy101) and confirmed for
one composition (x = 0.15) by neutron diffraction.102)
An early observation of checkerboard-like modulations
in the electronic density of states for Bi2Sr2CaCu2O8+δ
and in Ca2−xNaxCuO2Cl2 observed by scanning tunnel-
ing spectroscopy (STS)103,104) caused some researchers
to raise questions105–107) about the interpretation of the
spin and charge order peaks detected previously by neu-
tron and x-ray diffraction. As a check, Christensen et
al.108) used polarized neutrons to characterize the mag-
netic superlattice peaks and the low-energy spin fluctu-
ations in a crystal of La1.48Nd0.4Sr0.12CuO4. Their re-
sults were consistent with a unidirectional stripe modu-
lation together with collinear spin order, although they
could not rule out a more complicated two-dimensionally
modulated noncollinear spin structure. It is interesting
to note that more recent STS studies, especially on
Bi2Sr2CaCu2O8+δ, have found that the electronic mod-
ulations break four-fold rotational symmetry, consistent
with a locally unidirectional modulation.109,110) In fact,
Parker et al.111) have shown that stripe-like modulations
in Bi2Sr2CaCu2O8+δ are strongest for hole concentra-
tions p ∼ 1/8, similar to the 214 cuprates.
As mentioned above, the detection88,89) of 2D super-
conducting correlations, appearing concomitantly with
spin stripe order, in La2−xBaxCuO4 with x = 1/8 has
changed the discussion concerning the nature of stripes.
The superconductivity in the cuprates is driven by inter-
actions within the CuO2 planes; however, the presence
of a Josephson coupling between the planes drives the
superconductivity to 3D order before 2D order can be
detected. To explain the results in LBCO, it is necessary
to find a mechanism associated with the stripe order that
can frustrate the interlayer Josephson coupling. The con-
cept of the pair-density-wave (PDW) superconductor has
been proposed as part of one such mechanism.90,91) The
idea is that the pair wave function has d-wave character
within each charge stripe, but, in contrast to the uniform
d-wave state, the phase of the pair wave function changes
phase by pi from one stripe to the next, as indicated in
Fig. 10. When one combines this finite q superconduc-
tivity with the fact that the stripe orientation rotates
90◦ from one layer to the next in the LTT phase, it is
not hard to see that the Josephson coupling should aver-
age to zero (for 3D long-range stripe order). The PDW
state was originally introduced90) to explain the decrease
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Fig. 10. (Color online) Schematic diagram of CDW, SDW, and
PDW orders, indicating the relationships among the phases of the
modulations.
in the Josephson plasma resonance detected by c-axis in-
frared reflectivity112) on approaching the LTT phase, and
the onset of stripe order, in La1.85−yNdySr0.15CuO4.
In the case of La2−xBaxCuO4, the PDW concept was
initially expected to explain both the frustration of the
interlayer Josephson coupling and the onset of strong
2D superconducting correlations;91) however, new exper-
iments have led to a more complicated interpretation.92)
Analysis of the gap structure of the PDW state113) in-
dicates that there should be a large gap in the antin-
odal electronic states, but that the nodal arc should be
gapless. In principle, a d-wave gap can develop on the
nodal arc associated with a uniform d-wave state. Angle-
resolved photoemission studies114,115) on LBCO x = 1/8
have found evidence for a d-wave-like gap at low tem-
perature, with the near-nodal gap closing near 40 K,115)
where the 2D superconducting correlations also disap-
pear. A possible scenario is that PDW correlations de-
velop together with the charge stripe order, and that
uniform d wave superconductivity develops on top of this
below 40 K.
Stripe-like spin order is not unique to the 214 cuprates.
Incommensurate elastic peaks have also been observed in
YBa2Cu3O6+x with x = 0.3, 0.35, and 0.45 (correspond-
ing to p = 0.052, 0.062, 0.082, and Tc = 0, 10 K, and
35 K, respectively) by Hinkov and coworkers.37,38) The
ability to resolve the split magnetic peaks was enabled
by the use of detwinned crystals. (Stock et al.116) did not
resolve incommensurability in the elastic magnetic scat-
tering from an x = 0.35, Tc = 18 K, twinned crystal.) In
fact, it was demonstrated that the spin modulation direc-
tion is uniquely oriented with respect to the Cu-O chains;
in particular, the spin and chain modulation directions
are parallel. Furthermore, Suchanek et al.117) found that
doping YBCO x = 0.6 with 2% Zn shifted magnetic
weight from the resonance to low-energy incommensu-
rate peaks. The magnetic incommensurability in YBCO
increases with doping, but δ is significantly smaller than
p, in contrast to the behavior in 214 cuprates.38)
The elastic magnetic peaks are only observed be-
low TSDW ∼ 40 K; however, the incommensurability in
low-energy magnetic excitations can be resolved up to
∼ 150 K.37,38) The onset of the anisotropy in the spin
dynamics has been discussed in terms of the development
of nematic electronic correlations.118) The onset temper-
ature is comparable to that for in-plane anisotropy of
the Nernst effect,119) and also to the onset of bilayer
superconducting correlations identified by c-axis optical
conductivity.120)
The elastic magnetic signal in YBCO disappears for
x & 0.5, as a spin gap opens; nevertheless, a “1/8” effect
has been identified by Taillefer and coworkers by examin-
ing transport properties in high magnetic fields. For ex-
ample, they have shown121) that, when superconductiv-
ity is suppressed by a c-axis magnetic field, the tempera-
ture at which the thermopower changes sign is maximum
at p = 1/8 both in YBCO and in La1.8−xEu0.2SrxCuO4.
Similarly, the temperature at which the Hall constant
changes sign in YBCO has a maximum at that same
point.122)
Boothroyd et al.123) have recently reported a study of
spin excitations in an insulating, stripe-ordered cobaltate
system, La5/3Sr1/3CoO4. The interesting feature here is
that the magnetic dispersion has the hour-glass shape
of the cuprates. This example clearly demonstrates that
such a dispersion can occur in the absence of itinerant
electrons.
4.2 Effect of a magnetic field
Neutron scattering studies of magnetic-field effects on
the incommensurate spin density wave (SDW) order from
the stripe phase, as well as on the dynamical spin excita-
tions, have been performed mostly using the LSCO sys-
tem. This system exhibits the SDW order in the under-
doped superconducting regime (0.06 < x < 0.14) while
the system has a gap in the spin excitations in the opti-
mally and slightly overdoped regime (0.14 < x < 0.22).
In this section we review the experimental results by cat-
egorizing the magnetic field effects on the SDW state in
the underdoped samples and on the spin excitations in
the spin-gapped, optimally-doped samples.
Pioneering work was done by Katano et al.124) who
reported a small enhancement of the incommensurate
magnetic order in LSCO with x = 0.12 by application
of magnetic field of 10 T along the c-axis. More drastic
enhancement by magnetic fields were observed in under-
doped LSCO125,126) and stage-4, 6 La2CuO4+y.
127,128)
The Ba-doped system LBCO is known to have a ro-
bust stripe order and a limited superconducting phase
near 1/8 doping associated with the LTT structure. The
magnetic field effect on the stripe order was reported to
be very limited in underdoped LBCO96) and in LBCO
with x = 1/8.129) Nd-doped La2−xSrxCuO4 also has a
well-developed stripe order. In this case, a c-axis mag-
netic field suppresses the subordinate order of Nd spins,
but the stripe order itself is not affected by magnetic
fields up to 4 T.130) These results indicate that the mag-
netic field generally enhances the SDW state at a cost
of the superconducting volume faction, but the degree
of enhancement depends on the volume fraction of SDW
and superconducting phases in zero field. This behavior
suggests that the “normal” state achieved by the sup-
pression of superconductivity in magnetic vortex cores
involves stripe order.131,132)
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angle neutron scattering. For x=0.145, we observe a VL re-
sembling that at optimum doping35 but only for !0H"7 T.
No VL could be detected in x=0.12, where the largest elastic
field effect is observed. Although vortices might exist in dis-
ordered structures, we find it difficult to correlate the elastic
field effect with vortex matter physics. Instead, we interpret
our data in terms of competing order parameters. Recently,
we reported the observation of a single d-wave gap in the
angle-resolved photoelectron spectroscopy !ARPES" spectra
of the x=0.145 sample.36 The most likely ZF ground state of
x=0.145 is therefore pure d-wave SC similar to that ob-
served at optimum doping. Application of a magnetic field
tunes the system into a different ground state where static IC
AF coexists with SC. This ground state resembles that of
more strongly underdoped LSCO !x"0.13", where static AF
and SC orders compete even in ZF. For x#0.12, the ordered
Cu moment at !0H=15 T is close to that the 1/8 ground
state !see Fig. 3". Therefore we argue that the effect of the
applied field is to drive the system toward the 1/8 ground
state.
IV. CONCLUSIONS
To summarize our combined !SR and neutron-diffraction
experiments, we present in Fig. 4 a schematic !0H-x phase
diagram, in which the ordered Cu moment is depicted by a
false color scheme.37 The 1/8 state and the pure d-wave SC
ground state are pictured as the dark red and the blue regions,
respectively. Colors in between represent a state where AF
and SC coexist. With the application of a magnetic field, one
can tune the pure SC state into the mixed state of AF and SC.
At the specific doping x=0.12, we found that the field drives
the system toward the 1/8 state. The different ground states
are therefore very close in energy. Our results clearly support
the notion of competing SC and static AF order parameters.
The systematics of our data shows that the existence of AF is
intrinsic and not due to defects or chemical inhomogeneities.
Any suppression of superconductivity either by a change in
chemistry or by an external perturbation goes along with a
concurrent and systematic enhancement of static magnetism.
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Fig. 11. (Color online) Phase diagram indicating relative mag-
nitude of ordered magnetic moment as a function of magnetic field
and hole doping in LSCO. Reprinted with permission from Chang
et al.126) c©2008 by the American Physical Society.
The magnetic field effect on dynamical spin fluctua-
tions was first reported by Lake et al.133) They found that
application of a 7.5-T magnetic field on the spin-gapped,
optimally-doped LSCO induces an additional spin fluc-
tu tio spectrum below the gap energy. Further detailed
measurements have shown the redistribution of the sp c-
tral weight from above to below the gap ergy.25,134,135)
The study of magnetic field effects can provide a test
of the theoretical prediction of a quantum phase tran-
sition between the superconducting phase and one in-
volving the coexistence of SDW and superconducting or-
ders.131,132) Khaykovich et al.136) performed a detailed
study of LSCO samples with x between 0.14 and 0.15,
evenutally finding that a finite magnetic field induces
SDW order in the x = 0.144 sample, which is pure su-
perconducting phase, with a small spin gap, in zero field.
This is direct evidence of the quantum phase transition,
and the composition x = 0.144 is in vicinity of the quan-
tum ritical point. Later, Chang et l.126) have observed
the magnetic-field-induced SDW orde for x = 0.145
above ∼ 7 T. Accordingly, the spin gap decreases with
magnetic field and disappears at ∼ 7 T.135) Combined
with the results of muon spin rotation (µSR) studies,
they have summarized the situation with the schematic
doping-field phase diagram shown in Fig. 11.
Recently, in a study of LBCO with x = 0.095, a field-
induced enhancement for charge stripe order was ob-
served, alo g with the enhancement of spin order.137)
Weak charge order is generally mor difficult to detect
than spin rder, which might exp ain why this effect was
not detec ed before. Gi en the strong connection between
charge and stripe order, there is a good possibility that
the field-induced SDW results also have an associated
charge order.
The impact of a magnetic field on magnetic correla-
tions has also been studied in YBCO. Measurements on
detwinned crystals of x = 0.35 and 0.45 showed an en-
hancement of the elastic incommensurate magnetic sig-
nal,38,138) with a greater relative increase for x = 0.45
where the zero-field intensity is weaker. A study by Stock
et al.139) on YBCO x = 0.33 and 0.35 (twinned) crystals
found no field enhancement of the elastic magnetic inten-
sity; however, a field was found to enhance the inelastic
magnetic response for energies . 1 meV in both samples.
5. Impurity effects and related studies
5.1 Contrasting Zn and Ni impurity effects on spin ex-
citations
Impurities in cuprates modify the carrier mobility and
the spin correlations. Therefore, impurity substitution
provides invaluable information on the interplay between
superconductivity and magnetism in cuprates. In partic-
ular, contrasting effects of nonmagnetic Zn and magnetic
Ni impurity have been extensively studied. From µSR
studies by Nachumi et al.,140) a “swiss cheese” model
was proposed for Zn-doped LSCO and YBCO: a Zn
impurity locally destroys superconductivity and induces
static spin correlation. Furthermore, scanning-tunneling-
spectroscopy studies on Zn-doped141) and Ni-doped142)
Bi2212 have revealed that superconductivity is locally
destroyed around a Zn atom, in contrast to weak degra-
dation around a Ni atom. As for the effect of impuri-
ties on magnetism, quasielastic magnetic peaks were first
observed by Hirota et al.143) in 1.2% Zn-doped LSCO
(x = 0.14; Tc = 19 K). Subsequent neutron scatter-
ing studies by Kimura et al.144) revealed that dilute Zn
doping into optimally doped LSCO induces excitations
within the spin gap, much like the magnetic-field-induced
in-gap excitations.133,135) Based on the “swiss-cheese”
model, it is likely that the in-gap excitations are pro-
duced locally by the Zn. With increasing Zn concentra-
tion, the in-gap state is enhanced, and the spin corre-
lations become more static as superconductivity is sup-
pressed.
The contrasting Zn and Ni impurity effects on spin
correlations have been studied in optimally-doped LSCO
by Kofu et al.145) using neutron scattering. Figure 12
(top) shows peak profiles of the incommensurate elastic
peak for La1.85Sr0.15Cu1−yAyO4 with A = Zn:y = 0.017
(Tc = 16.0 K) and A = Ni:y = 0.029 (Tc = 11.6 K). For
Zn:y = 0.017, a sharp elastic peak is observed at low tem-
peratures, indicating that static, locally-AF, stripe-like
order is induced by the Zn atoms. In contrast, as shown
in Fig. 12 (bottom), a temperature-independent broad
peak was observed for Ni:y = 0.029. The broad peak in-
duced by Ni is attributed to inelastic signal detected at
ω = 0 owing to coarse energy resolution. Thus, dilute
Ni impurities do not induce static spin order, whereas a
smaller concentration of Zn impurities does. In addition,
Kofu et al.145) found that dilute Ni doping does not in-
duce the in-gap state, but, instead, reduces the spin-gap
energy. The reduction of the gap energy seems to corre-
spond to the reduction of Tc by Ni. Such scaling behavior
strongly suggests the renormalization of the characteris-
tic energy of the spin excitations. A similar discussion
was made by Tokunaga et al.146) based on NMR results.
Matsuura et al.147) have performed extended neutron
scattering studies on Zn- and Ni-doped LSCO to higher
energies. Figure 13 shows the contrasting effect of the
two types of impurities on the spin excitation spectra.
Zn doping does not drastically change the peak profile,
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width !Tc is almost constant as a function of the Zn concen-
tration, while !Tc broadens with increasing Ni. It seems that
the effects on the spin-gap state are associated with the
change of the electronic state of the superconductivity.
4. Inhomogeneous picture
For impurity-doped systems, spatially inhomogeneous
pictures have been proposed17,23,24; impurities make the non-
superconducting island with radius " in the superconducting
sea and induce local moments in the island. Our results re-
vealed that the magnetic excitations in Zn-doped LSCO con-
sist of two components: the spin-gap state and in-gap state.
Combining these results, we thus consider that the supercon-
ducting sea gives the spin-gap state and the coherence be-
tween the local moments inside the nonsuperconducting is-
land results in the in-gap state. In our speculation, the
coherence of local moments is connected across the super-
conducting sea, which we call an interisland correlation. We
discuss in detail this correlation in Sec. IV B.
In Ni-doped LSCO, we observed no evidence for the in-
gap state. #SR studies and uniform susceptibility measure-
ments suggest that Ni also induces local moments in a non-
superconducting island similar to Zn.10,23–26 However in
these studies, the estimated value of radius " induced by Ni
is smaller than the case of Zn doping. In the case of Ni
doping, therefore, it is considered that the interisland corre-
lation extends not enough to be detected by neutron scatter-
ing due to small ". lower temperature appear at a lower tem-
perature Thus, we conclude that the in-gap state is invisible
and that we only observed the spin state of superconducting
sea in the case of Ni doping.
We schematically show our concept in Fig. 13 from a
viewpoint of the inhomogeneous picture. Zn induces nonsu-
perconducting islands and hardly affects the superconducting
sea, so that the spin-gap state and !Tc are almost unchanged.
On the contrary, Ni primarily influences the sea. In other
word, Ni affects the electronic and magnetic states of the
superconductivity, leading to the modified spin-gap state and
the broadening of !Tc.
B. Zn doping effects: The in-gap state
A primary effect by Zn on the spin excitations is the ap-
pearance of an in-gap state. The most obvious evidence for
the in-gap state is the upturn in the temperature dependence
of $!!Q% ,&" at &=3 meV. Previously Kimura et al. reported
the upturn behavior in Zn:y=0.008.15,16 In the present study,
we also confirmed the upturn behavior in Zn:y=0.011. In
YBa2!Cu1−yZny"3O6.97 !y=0.02", similar results have been
reported by Sidis et al.27 Their inelastic neutron scattering
measurements showed that magnetic signals emerge around
&#9 meV while the spin gap is retained and that $! at &
=10 meV is almost temperature independent below Tc. Their
results indicate the coexistence of the in-gap state with the
spin-gap state at low temperature, signifying that the appear-
ance of in-gap state is a universal phenomenon in Zn-doped
high-Tc cuprates. Note that the in-gap state appears at the
same Q position as that of the normal and high-energy states
for both LSCO and YBCO. Therefore, Zn locally slows spin
fluctuations without modifying the AF wave vector. In other
words, Zn seems to act as a pinning center of AF spin fluc-
tuations.
As for Zn:y=0.017, the in-plane static spin correlation
length "ab !#80 Å" is much longer than RZn-Zn !#29 Å"
FIG. 12. The incommensurate elastic peak intensities as a func-
tion of temperature for La1.85Sr0.15Cu1−yZnyO4 !Zn:y=0.017" and
La1.85Sr0.15Cu1−yNiyO4 !Ni:y=0.029". The top figures show q pro-
files along !a" the k direction !trajectory C in Fig. 2" for the Zn-
doped sample and !b" the h direction !trajectory D in Fig. 2" for the
Ni-doped sample at 1.5 and 40 K. Solid lines represent the result of
fits by a Gaussian function. !c" Temperature dependence of intensity
at the peak position Q= !−0.504,0.375,0" for the Zn-doped sample.
Solid and dashed lines are guides to the eye and estimated back-
grounds. !d" Temperature dependence of peak !solid circles" and
background !open circles" intensities for the Ni-doped sample. Peak
intensity corresponds to the average of intensity at Q= !
−0.37,0.5,0", !−0.38,0.5,0", and !−0.39,0.5,0", and background
intensity corresponds to the average of intensity at Q= !
−0.32,0.5,0" and !−0.44,0.5,0". Solid and dashed lines are guides
to the eye of peak and background.
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Fig. 12. (Top panels) The incommensurate elastic peak profile
for La1.85Sr0.15Cu1−yAyO4 with A = Zn:y = 0.017 (Tc = 16.0 K)
and A = Ni:y = 0.029 (T = 11.6 K). (Bottom panels) Tempera-
ture dependence of the intensity at peak position (closed circles)
and background (open circles).145)
which remains incommensurate up to at least 21 meV,
while for Ni doping a broad commensurate peak appears
by 15 meV. The former effect is attributed to the lo-
cal pinning effect of Zn, while l tter is consistent with
a reduction of the characteristic energy by Ni doping.
Therefore, Matsuura et al.147) predicted a reduction of
the crossover energy Ecross, at which a commensurate
peak starts to appear. They also proposed that Ni doping
renormalizes th upper branch of th hour-glass disper-
sion, with the energy scale of the branch directly related
to Tc.
What is the origin of the different impacts on high-Tc
superconductivity and spin dynamics between Zn and Ni
impurities? Is it simply associated with the non-magnetic
nature of Zn2+ (S = 0) and the magnetic nature of
Ni2+ (S = 1)? One possibility is that each Ni dopant
might tend to localize a hole near it.148–154) To test this
idea, polarized X-ray-absorption-fine-structure (XAFS)
measurements were performed at the Ni K-edge on sin-
gle crystals La2−xSrxCu1−yNiyO4.155,156) The measure-
ments revealed two distinct types of Ni-dopant site, with
signatures given by shifts in the edge energy and in
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Fig. 13. (a)-(c) Pr files of constant-energy scan along the
[100]ortho direction around the AF zone c t r (h = 1.0) at
T = 11 K for La1.85Sr0.15Cu1−yAyO4 with A = Ni:y = 0.029
(closed circles) and A = Zn:y = 0.017 (solid circles).147) The right
axes for rhw Zn data are shifted for ease of comparison. The dotted
lines indicat backgro nd.
RNi−O(1), wh re RNi−O(1) is the interatomic distance be-
tween Ni and in-plane oxygen O(1) (Fig. 14). A state
with a higher valence than Ni2+ was observed for xeff(≡
x− y) ≥ 0, while a state consistent with Ni2+ was found
for xeff < 0. The higher-valence state is most likely de-
scribed by Ni2+L with Seff = 1/2 (L represe ts a ligand
hole), rather than Ni3+, as proposed previously. In other
words, a hole is strongly bound around Ni on neighbor-
ing oxygen orbitals, thus forming a Zhang-Rice doublet
state; this picture is supported by theory.157) It is also
consistent with recent experimental work by Tanabe et
al.158) based on specific heat and µSR measurements.
They claimed that a Ni dopant changes its character
from a strong hole absorber, in the underdoped region,
to a Kondo scatterer in the overdoped, metallic region.
Therefore, the impact of a hole-trapped Ni impurity on
the Cu-spin network must be small in magnitude and ex-
tended in space, resulting in the renormalization of the
energy scale for magnetic fluctuations.145,147) This is a
possible reason for the smaller effect of hole-trapped Ni
on high-Tc superconductivity, as compared to nonmag-
netic Zn.
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Fig. 14. (Color online) The bond length RNi−O(1) in
La2−xSrxCu1−yNiyO4 as a function of xeff determined by Ni
K -edge XAFS measurements.156) The hole and Ni concentrations
are expressed as (100x − 100y). The upper and lower arrows
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5.2 Stability of stripe order
At ambient pressure, the lattice distortion associated
with the CDW order has so far been observed only in
the LTT phase. (We note that CDW order was observed
in the pressure-induced HTT phase of LBCO by X-
ray diffraction measurement.159)) In particular, there has
been no diffraction evidence reported for CDW order in
the LTO phase,160,161) though we have seen that there
is evidence for SDW order. Thus, the degree to which
CDW and SDW order appear together is in question. To
shed more light on this issue, the impurity effect on both
spin and charge orders has been investigated in Fe-doped
LSCO (Fe-LSCO),162–164) where the average LTO crys-
tal structure is not affected by the small concentration
of Fe dopants.
Peak profiles for SDW order in
La1.87Sr0.13Cu0.99Fe0.01O4 are shown in Fig. 15(a). Four
incommensurate (IC) peaks are located at (0.5, 0.5±δ, 0),
(0.5 ± δ, 0.5, 0) positions with δ = 0.115 ± 0.003, con-
sistent with results for Fe-free LSCO; however, the
volume-corrected intensity is much stronger in the
La1.87Sr0.13Cu0.99Fe0.01O4 system.
162) Indeed, the SDW
order in Fe-free LSCO was difficult to detect under the
identical experimental setups. The onset temperature for
the appearance of SDW peaks (Tm) of ∼ 50 K is slightly
higher than Tm ∼ 40 K in LSCO. The enhancement of
peak intensity and the ordering temperature suggest the
stabilization of SDW order by Fe-doping.
Even more importantly, an IC peak from CDW or-
der was detected in the Fe-doped LSCO sample, as
shown in Fig. 15(b). At low temperature, a clear en-
hancement of intensity was observed at (0, 2± , 0) with
 = 0.224 ± 0.002 ≈ 2δ. Since the well-defined CDW
order has not been detected in the Fe-free LSCO, the
observation of CDW order in the present system indi-
cates the inducement (or strong enhancement) of CDW
order by Fe-doping. Surprisingly, the onset temperature
for the appearance of CDW order is close to that in the
LBCO system, in which the well-stabilized CDW order is
realized at low temperature.86) Furthermore, the volume-
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Fig. 15. Incommensurate peaks from (a) SDW and (b) CDW
orders in the LTO phase of La1.87Sr0.13Cu0.99Fe0.01O4 measured
at low-temperature (closed circles) and high- temperature (open
circles).162)
corrected intensity in the present Fe-doped LSCO is half
of that in LBCO. Therefore, the Fe doping has stabilized
bulk CDW order, not just local patches. Indeed, the co-
herence length for the lattice distortion evaluated from
the width of the CDW peak, 60 A˚, exceeds the mean
distance between nearest-neighbor Fe ions (∼ 38 A˚).163)
Thus, bulk stripe order, which is identical to that ob-
served in the LTT phase, indeed exists in the present
system with LTO structure, and the static stripe order
can be realized by impurity substitution as is expected
from the the stripe-pinning picture.
5.3 Spin-impurities in the overdoped region
The Fe-doping in the underdoped region stabilizes
stripe order, as presented above. In contrast, Fe-doping
effects in the overdoped regime have suggest a different
behavior. Hiraka et al.165) substituted Cu sites with Fe
spins in overdoped Bi1.75Pb0.35Sr1.90CuO6+z, a system
for which both neutron scattering and µSR experiments
have never detected any sign of magnetic correlations.
The Fe substitution resulted in short-ranged incommen-
surate static spin correlations. Interestingly, the observed
incommensurability of δ = 0.21 is far beyond the upper
limit of δ ∼ 0.13 observed so far for LSCO and YBCO.
Instead, δ is close to the hole concentration p ∼ 0.23
estimated from ARPES experiments. Figure 16 shows
the comparison of δ in various compounds. Wakimoto
et al.166) concluded from the magnetic field dependences
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YBCO.165) The inset shows magnetic, incommensurate elastic
peaks from Bi1.75Pb0.35Sr1.90Cu0.91Fe0.09O6+z (as-grown, over-
doped sample). Dynamical data are plotted for LSCO (ω = 3 − 6
meV) and YBCO (ω 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guide for LSCO and YBCO data. The dashed line shows the linear
relation δ = x.
of resistivity and spin correlations in the Fe-doped Bi
system that RKKY coupling between the Fe-spins via
conduction electrons is the most plausible origin of the
incommensurate spin correlation, which is rather differ-
ent from the underdoped region. Substitution of Cu sites
with Fe spins for overdoped LSCO induces a similar in-
commensurate static spin correlation. In this case, the δ
is also larger than 0.12 and monotonically increases with
increase of carrier concentration up to near the upper
boundary of superconductivity.167) ARPES experiments
on the same system predict a similar doping dependence
of the δ in the overdoped region based on Fermi-surface
nesting.
These results strongly suggest a change in the degree of
electronic correlation between the underdoped and over-
doped regions. Concerning the orbital character of car-
riers in cuprates, comprehensive studies have concluded
that the doped holes predominantly enter into the oxy-
gen 2p orbital at least up to optimal doping.168–172) As
a result, the unusual physical properties of underdoped
cuprates have been analyzed mainly by ascribing a sin-
gle orbital character to the doped holes. However, in the
overdoped cuprates the orbital character is not fully un-
derstood, even though distinct doping dependencies of x-
ray absorption172,173) and optical reflectivity spectra174)
between the underdoped and overdoped regions suggest
a change in the oxygen 2p orbital character with over-
doping.
In a recent study on single crystals of LSCO covering a
broad range of doping, high-resolution Compton scatter-
ing measurements confirmed the change of orbital state
with overdoping.175) The holes in the underdoped regime
are found to primarily populate the O 2px/py orbitals.
In sharp contrast, holes mostly enter Cu-e2g orbitals in
the overdoped system. These studies in the overdoped
region reveal how the standard Zhang-Rice picture of
doped holes in this strongly correlated cuprate system
evolves into a more conventional mean-field description
of electronic states as correlations weaken with doping.
6. Electron doping
6.1 Low-energy excitations
In electron-doped (n-type) high-Tc cuprates there re-
main more unsolved issues than in hole-doped (p-type)
cuprates.176) Here, we briefly review doping dependence
of low-energy magnetic excitations of n-type cuprates
and compare the results with those for p-type cuprates.
Low-energy magnetic excitations exhibit commensurate
peaks centered at QAF for both antiferromagnetic and
superconducting phases, in contrast to the incommensu-
rate ones for the p-type superconducting cuprates.177,178)
Carrier doping or annealing under reduced atmosphere
broadens the peak width of the commensurate magnetic
signal.
Wilson et al.179) performed inelastic neutron scatter-
ing experiments on Pr1−xLaCexCuO4+δ (PLCCO) with
x = 0.12 and several different oxygen concentrations at
various temperatures (T ) with energies up to ∼ 4 meV.
They found a crossover of dimensionality in the spin
fluctuations from three dimensional in the AF phase to
two dimensional in the SC phase. They also found a T -
insensitive magnetic excitation spectrum near the opti-
mally doped SC phase.
An alternative approach was taken by Motoyama et
al.180) in a study of Nd2−xCexCuO4 (NCCO) where they
performed neutron total scattering measurements. From
the thermal evolution of instantaneous spin-spin corre-
lation length, they extracted the effective spin stiffness.
The spin stiffness is well-defined in the AF phase, de-
creasing with increasing x, and eventually reaching zero
at the AF-SC boundary. Within the SC phase, the spin
correlation length is temperature independent, with a
magnitude comparable to the superconducting coherence
length.
Fujita et al.181) performed comprehensive neutron in-
elastic scattering experiments on PLCCO over a wide
doping region, extending close to the upper critical con-
centration for superconductivity, to elucidate the nature
of low-energy spin fluctuations in the SC phase. Looking
at how the effective dispersion, the excitations appear to
form a filled cone with its tip at QAF and ~ω = 0. From
constant energy scans, one can extract the half-width-at-
half-maximum as a function of momentum, κ, which is
plotted in Figure 17 for a series of samples. For each con-
centration, κ increases linearly with ω up to ∼ 12 meV.
The inverse of the slope, ρs = ω/κ, defines the low energy
spin stiffness, which decreases linearly with increasing x
within the entire SC region, as shown by the green cir-
cles in Fig. 18. Extrapolation indicates that ρs goes to
zero near the SC/non-SC phase boundary (xc ∼ 0.21).
It is to be noted that the critical value of xc ∼ 0.21 is
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well below the percolation limit, ∼ 0.41,182,183) in the
two-dimensional square-lattice spin system. Therefore,
the observed degradation is not explained by the sim-
ple model of randomly-diluted quantum spins.
Such contrasting doping dependences of spin stiffness
defined either by the thermal evolution of the instanta-
neous (energy-integrated) spin correlation length or by
the energy dependence of the low-energy spin dispersion
width strongly suggests the contrasting nature of spin
fluctuations between the AF and SC phases, which is
possibly attributed to the existence of a quantum criti-
cal point (QCP) at the phase boundary in the electron-
doped cuprates. Furthermore, Fujita et al.181) found a
linear relation between Tc and the characteristic energy
Γ, at which the q-integrated intensity around QAF shows
a maximum, consistent with the doping dependence of
the low-energy spin stiffness mentioned above.
In the case of n-type PLCCO, the overall spectral
weight does not change much with doping concentra-
tion, even in the overdoped region (see the inset of Fig.
18). This suggests that even in the SC phase localized
spin character remains in the low energy region. This
is one possible reason why a simple band model cannot
reproduce the commensurate nature of the spin fluctua-
tions in the n-type cuprate.184) The continuous degrada-
tion of the effective magnetic interactions and the peak-
broadening upon doping reflects a more homogeneous
electronic state in the electron-doped cuprates than in
the hole-doped ones. Such contrasting behavior can be
understood if we consider the difference in the orbital
character of doped carriers in the n-type and the p-type
cuprate. In the case of n-type, the doped electrons go
into the Cu 3d-orbitals185) and continuously degrade the
spin correlations as the excess electron concentration in-
creases. On the other hand, in the case of p-type, doped
holes first enter into O 2p-orbitals. Upon overdoping,
however, the holes start entering also into Cu 3d-orbitals
yielding two types of locations for holes, that may cause
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Ref.181)
the inhomogeneous phase separation.79,84,186,187)
The resonance like enhancement of magnetic signal in
the low-energy spin excitation has been independently
studied by two groups. For PLCCO with Tc = 24 K, Wil-
son et al.188) found a resonance-like peak at QAF with
the energy Er ∼ 11 meV∼ 5.3kBTc, and they claimed
the similar relation between Er and Tc for both p-type
and n-type cuprates. On the other hand, for NCCO with
Tc = 25 K, Yu et al.
189) revealed two distinct magnetic
energy scales in the superconducting state: 6.4 meV and
4.5 meV, both of which are much smaller than the reso-
nance energy for PLCCO. According to their interpreta-
tion, the former energy is the maximum superconduct-
ing gap, but the origin of the latter has remained unex-
plained. They also discussed that the latter energy is con-
sistent with a resonance and with the recently established
universal ratio of resonance energy to superconducting
gap in unconventional superconductors. However, Zhao
et al.190) independently performed a neutron inelastic
scattering experiment on NCCO with Tc = 25 K and
found a resonance-like enhancement of magnetic signal at
∼ 9 meV. Therefore, the final conclusion on this issue is
controversial, possibly due to the experimental challenge
to account for the effects of crystal field excitations from
the rare-earth ions. Related with such contrasting prop-
erties between PLCCO and NCCO, it should be noted
that in PLCCO no clear spin gap has been observed,
while a finite energy gap was confirmed to open below
Tc in the NCCO system.
177)
Very recently, Zhao et al.191) have combined neutron
scattering and scanning tunneling spectroscopy (STS)
measurements on a pair of PLCCO samples. They found
evidence both for a resonance peak and in-gap excita-
tions. The STS results indicate that the spin resonance
(in-gap signal) is correlated (anti-correlated) with the
magnitude of the superconducting gap, which varies on
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6.2 High-energy excitations
As shown in §3, neutron-scattering experiments have
revealed a remarkable similarity of the overall magnetic
excitation spectrum in the hole-doped cuprates. In the
electron-doped superconducting cuprates however, only
two independent neutron scattering experiments have ex-
plored the overall spin excitation spectrum. The exper-
iment on PLCCO with x = 0.12 sample (Tc = 21 K)
by Wilson et al.192) found that the effect of electron-
doping is to cause a wave-vector broadening in the low-
energy (E < 80 meV) commensurate spin fluctuations
at QAF and to suppress the intensity of spin-wave-like
excitations at high energies (E > 100 meV). The ob-
tained magnetic dispersion is anomalous. If they fit it
by a two dimensional spin wave dispersion, the near-
est neighbor interaction J is obtained to be ∼ 162 meV
which is much larger than that of non-doped Pr2CuO4
(J ∼ 121 meV).193) Furthermore, the local spin suscep-
tibility χ′′(ω) is anomalously smaller than those of non-
doped La2CuO4 and hole-doped La1.875Ba0.125CuO4.
An independent high-energy inelastic neutron scatter-
ing experiment was performed by Fujita et al.194) using a
large number of single crystal of optimally doped PLCCO
(x = 0.12, Tc = 25.5 K). Magnetic intensities were again
confirmed to persist around QAF in a wide energy range
up to ∼ 180 meV, except for a gap at ~ω ∼ 60 meV, as
shown in Fig. 19. As the energy transfer ~ω increases,
the commensurate peak broadens and weaken in inten-
sity, consistent with the results of Wilson et al.192) How-
ever, the observed high-energy excitations, at least up
to 180 meV, are difficult to understand by the conven-
tional spin-wave approximation because the expected up-
per bound energy from the value of J evaluated in the
low-energy region is only ∼ 120 meV. Therefore, the au-
thors predict a different nature for the high-energy spin
excitations from that of the low energy excitations in
the electron-doped cuprate. In fact, in the high-energy
region between 100 and 180 meV, the q width shows lit-
tle variation with ~ω and is comparable to the value at
∼ 60 meV; the overall q-dependence of the spin exci-
tations is approximately pencil-shaped, as illustrated in
Fig. 20. The spin excitations extending up to the high-
energy region remind us of similar spectra observed in
the nearly antiferromagnetic metals Cr0.95V0.05
195) and
Mn2.8Fe0.2Si.
196)
The persistence of the high-energy spin fluctuations
around QAF is consistent with a result from Fermi liquid
theory197) which shows that the spin fluctuations in the
narrow range of momentum space around QAF weakens
the pairing interaction, so that Tc becomes lower com-
pared to the case of the hole-doped system. Combined
with the fact that commensurate low-energy spin fluctu-
ations can not be reproduced by a band model, this simi-
larity suggests that the itinerant nature of electrons is the
possible origin of high-energy spin excitations. The dual
structure of the spin excitations would reflect a crossover
in the nature between the itinerancy and the localization
of electrons, namely, the high-energy part of the excita-
tions is a response of quasiparticles, while the low-energy
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Fig. 20. (a) Energy dependence of the resolution corrected peak
width κ for Pr0.89LaCe0.11CuO4, from Ref.,194) and (b) the overall
shape of spin excitation spectrum In the lower figure, the horizon-
tal(vertical) length of the rectangle represents a fitted result of
full-width at half-width with assuming a single Gaussian function
(sliced energy range for the analysis).
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part involves localized spins. This energy-dependent fea-
ture from the two spin degrees of freedom is different
from what has been discussed in the hole-doped system
as introduced in §3. (In the hole-doped superconducting
system, it has been discussed that high-energy disper-
sive magnon-like modes are a sort of remnant excitation
of the AF phase, while the low-energy spin dynamics, in-
cluding the resonance feature, might originate from the
response of quasiparticles. Indeed, phenomenological the-
ory, which treats both itinerant fermions and local spins
have well reproduced the overall spin susceptibility in
YBCO.198)) Therefore, even though both systems show
evidence of dual character in the excitation spectrum and
the energy for the separation is comparable, the differ-
ences in the dispersion of spin excitations between the
n- and p-type systems suggest the different origins of the
dual nature.
7. Other topics
7.1 Exotic magnetic order in pseudo-gapped states
Varma has proposed199,200) that valence fluctuations
between a Cu atom and its O neighbors should lead
to complicated patterns of current loops. These cur-
rent loops should generate magnetic moments that break
time-reversal symmetry and four-fold rotational symme-
try, but that preserve translational symmetry. Because
of the translation symmetry, magnetic scattering from
ordered loop currents should occur only at reciprocal lat-
tice vectors. The form factor is Q dependent and falls off
rapidly with Q because of the spatially extended nature
of the magnetization density.
Motivated by Varma’s predictions, Bourges and
coworkers201–203) have performed a series of polarized
neutron diffraction experiments to test for unusual mag-
netic order. These are very challenging experiments, as
on must detect a small magnetic signal on top of a sub-
stantial diffraction intensity from the chemical order. Ini-
tial measurements on several good quality, underdoped
YBCO crystals revealed a small enhancement of the spin-
flip cross section relative to the non-spin-flip cross section
at temperatures comparable to the pseudogap regime
(Tmag ∼ 200 K for YBCO x ∼ 0.6).201) Based on the orig-
inal current loop model, one would expect the magnetic
moments to point along the c axis; however, the experi-
ment found that the effective moment direction was ap-
proximately 45◦ away from c. A collaborative experiment
with Mook202) on a large YBCO x = 0.6 crystal essen-
tially confirmed these observations. For measurements at
a given reciprocal lattice vector, the identified spin-flip
signal has the same q width as the nuclear scattering,
including along the c axis, implying long-range order.
A recent study on YBCO x = 0.45 and 2% Zn-doped
x = 0.6 crystals, where static or quasi-static incommen-
surate spin order was previously observed at low temper-
ature,37,117) found a reduced magnitude of the spin-flip
signal at Bragg wave vectors. For the x = 0.45 crystal,
the onset temperature was also reduced.
A study of LSCO x = 0.085 identified a spin-flip signal
at the tetragonal (100) reflection; however, in contrast to
YBCO, the signal was independent of Qz (indicating 2D
character) and had a correlations length of ∼ 10 A˚ within
the CuO2 planes.
204) The onset temperature was 120 K.
Greven’s group205–207) has studied unique crystals of
HgBa2CuO4+δ. Li et al.
205) identified a spin-flip signal,
similar to that in YBCO,201) for three underdoped com-
positions. More recently, intriguing inelastic responses
have been reported. After first reporting an antiferro-
magnetic resonance at 56 meV in a sample with Tc =
96 K (measured with unpolarized neutrons),207) polar-
ized neutron scattering has been used to identify a
weakly dispersing branch that connects with the reso-
nance and has roughly constant intensity across the Bril-
louin zone.206) He and Varma167) argue that this branch
is a collective mode of the loop-current state. While this
new feature is interesting, it is important to note that
studies on other cuprates have found no evidence for such
a weakly dispersing magnetic mode. In particular, a re-
cent polarized-beam inelastic study208) of YBCO x = 0.9
did find magnetic scattering close to the antiferromag-
netic wave vector in the normal state, spread over the
energy range of 10–60 meV; however, the magnetic re-
sponse did not extend outside of the AF Brillouin zone.
7.2 Exploring new systems
Neutron-scattering studies of high-Tc superconductors
reveal a close correlation between local antiferromag-
netism and the superconductivity. For instance, the hour-
glass-shaped dispersion commonly observed in the super-
conducting phase of LSCO, YBCO and Bi2212 systems
suggests the existence of a universal nature to the spin
correlations in hole-doped cuprates.28,29,46) However, it
would only take one counter example to disprove the
trend. We have hence started a systematic study of the
spin excitations in the single-layer Bi2+xSr2−xCuO6+δ
(Bi2201) system, in which the carrier concentration can
be controlled by substituting Bi ions onto the Sr site.
Figure 21 shows the inelastic neutron-scattering pro-
file measured at ~ω = 4 and 6 meV on Bi2.4Sr1.6CuO6+δ,
which is a lightly-doped sample.209) In each measure-
ment, the scan was made along along the [1,−1, 0]
through QAF. A well-defined single peak was observed
at T = 40 K (closed-circled), and a similar result was
obtained from a scan along the [1, 0, 0]. In order to clarify
the origin of the signal, we next examined the tempera-
ture dependence of the signal and measured the profile
around other magnetic zone centers with larger Q. In
Fig. 21(a), the inelastic spectrum measured at T = 10 K
and ~ω = 6 meV is shown by open squares. The peak
intensity at 10 K is weaker than that at 40K, showing
clearly the thermal evolution of the signal. This result
suggests that the signal originates from an intrinsic ex-
citation, such as a magnon or phonon. The comparison
between the spectrum measured around Q = (0.5, 0.5)
and (1.5, 0.5) is shown in Fig. 21(b) for ~ω = 4 meV.
The smaller intensity for larger Q is consistent with the
expected fall off of the magnetic form factor at larger
|Q|, and therefore, suggests that the observed intensity
is magnetic in origin. Thus, the existence of spin exci-
tations in the Bi2201 system has been demonstrated for
the first time.
The present success in observing spin excitations pro-
vides motivation to extend the study of spin correlations
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Fig. 21. Spin excitation spectra209) for Bi2.4Sr1.6CuO6+δ for
(a)~ω = 4 meV and (b) 6 meV. Filled-circles and open-squares
are the data measured around (0.5, 0.5, 0) at T = 40 K and
10 K, respectively. Open-triangles are the data measured around
(1.5, 0.5, 0) at T = 40 K.
in the B2201 system. Since both LSCO and B2201 are
single-layered systems, a comparative study should yield
valuable information about universal features of the spin
correlations.
8. Summary and remaining issues
One of the striking features of the cuprates is that,
while dynamic AF correlations tend to coexist with su-
perconductivity, AF and SC orders generally do not co-
exist. In hole-doped systems, a small density of mobile
charge carriers is sufficient to destroy long-range AF or-
der. Remnant excitations of the AF state appear to sur-
vive at higher energies, but the correlations are reorga-
nized at energies below Ecross. At the same time, there
is a strong damping of magnetic excitations at energies
greater than that of the electronic pseudogap. Further-
more, the magnetic spectral weight decreases monotoni-
cally with doping, disappearing in the overdoped regime
together with the superconductivity.
All of these effects suggest that the doped holes and
the superexchange-coupled spins organize themselves in
a cooperative way to enhance both carrier mobility and
locally AF correlations. Charge and spin stripe order is
certainly one motif that exhibits such cooperative self-
organization. In 214 cuprates, stripe order can be in-
duced by suitable lattice anisotropy or by local pertur-
bations, such as magnetic vortices or impurities. There
are indications of related nematic behavior in YBCO. An
unresolved question is: are stripes a common feature of
the hole-doped cuprates? Certainly stripe order is not
common among the cuprates. Dynamical stripes might
be more common, but are there any unique signatures
of fluctuating stripes? Stripe order is only observed at
modest temperatures, on the scale of Tc, so it cannot
explain the electronic pseudogap; nevertheless, could the
onset of the pseudogap reflect the self-organizing process
of carriers and spins? Neutron scattering studies of the
thermal evolution of spin correlations through T ∗ might
help to resolve this issue, although such measurements
will be challenging.
There has been a long-term debate over the nature
of the magnetic excitations, and the relative importance
of particle-hole excitations vs. the flipping of local mo-
ments. The trend of magnetic spectral weight vs. dop-
ing suggests that superexchange-coupled moments likely
play a dominant role over much of the phase diagram.
Particle-hole excitations must contribute at some level,
but what level is that? Is there some feature that changes
with doping in a fashion that would provide circumstan-
tial support for the role of particle-hole excitations? The
energy Ecross grows with doping, at least in the under-
doped regime, which certainly demonstrates that the car-
riers and the magnetic properties are interacting, but is
there a unique signature for particle-hole excitations?
Our conclusion that AF and SC orders cannot coex-
ist is challenged by NMR experiments on cuprate fam-
ilies with three, four, or more CuO2 layers stacked to-
gether. The NMR measurements have been interpreted
as providing evidence for the coexistence of SC and AF
orders.210) Now, these are complicated systems with in-
equivalent layers, and it can be challenging to determine
with a local whether antiferromagnetic correlations are
long-range commensurate or spatially modulated. Future
neutron scattering experiments could resolve this issues,
if suitable crystals can be grown.
In the electron-doped cuprates, mobile charge carriers
seem to be compatible with commensurate antiferromag-
netic order, although superconductivity is not. Overall,
the magnetic spectral weight appears to weaken more
rapidly than in the hole-doped cuprates. Recently, We-
ber et al.211) claimed that parents of the n-type cuprates
are not Mott insulators but Slater insulators, in which
the insulating character is a consequence of the AF or-
der. Such a system should become a metal the magnetic
order is lost; however, since the cuprates are quasi-two-
dimensional magnets with a large J , one needs to probe
the system at high temperatures, T ∼ J , to test the the-
ory. One would like to compare magnetic neutron scat-
tering with transport and optical conductivity measure-
ments. Such a neutron scattering experiment is currently
difficult to perform, but it is one of the challenging exper-
iments to try in combination with new techniques such
as high-energy polarized neutron spectroscopy. Testing
the nature of the parent material is also relevant to un-
derstanding the unusual “non-doped” superconductivity
reported in thin films of compounds such as Nd2CuO4
and Pr2CuO4.
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