If A is an operator on L, (-03, m) which commutes with the unit translation operator S defined by (S")(t) =f(t + 1) then the behavior of A is determined by its behavior on the interval (0, 1). To exploit this fact it is desirable to have a representation of A in terms of its behavior on (0,l) and such a representation is developed in Part I.
I. INTRODUCTION The results presented here are the outgrowth of investigations in the spectral theory of differential operators with periodic coefficients having a common period which can be assumed to be one. Such operators on the infinite axis (-~,a) and their inverses are distinguished by the fact that they commute with the operation S of translation by one, (5") 
(t) =f(t + 1).
The direct concern of this part is with those bounded operators in the Hilbert space L, (-~0, a) which commute with S.
If A is an operator operating on functions defined on (-m,m) which commutes with S (the terms "operator" and "commute" are used loosely here) then the behavior of A is determined by its behavior on the interval (0, 1). To exploit the fact that AS = SA it is desirable to have methods of expressing the properties of A on (-00, 00) in terms of its properties on (0, 1). The classic example of such a tool is that due to Floquet who, for the case where A is a formal differential operator with periodic coefficients, expressed any solution of Af = 0 on (-w,~) in terms of the set of solutions of Af = 0 on (0, 1).
If A commutes with S and is a bounded operator in L, (-m,m) it, and consequently its properties, are determined by the sequence of operators from 4 (0, 1) to L2 (j, j + l), j = 0, f 1, *-, defined by Xfj,j+l,(t) (Af) (t), f E L2 (0, 1) (where XE is the characteristic function of the set E defined by xdt) = 1, t 6 E, xdt) = 0, t $ El, or equivalently by the sequence of operators from L, (0, 1) to L, (0, 1) AWf = Sixw+d!fv .fE q-l 1).
What is needed to give this statement more than superficial significance is an effective means of expressing the behavior of A in terms of the behavior of A particular set of results of this nature relate the spectral reduction theory of A to that of A'(B), and a digression into spectral reduction theory is in order at this point.
For a survey of the theory of spectral operators the reader is referred to Dunford [l] . The basic definitions and theorems needed in this paper concerning spectral operators are stated below in Section II and only a brief introduction is presented here.
As is well known any self-adjoint or normal linear operator T in a Hilbert space can be represented as T = s h E(dX) where E(S) is a commuting selfadjoint projection valued measure defined on the field of Bore1 subsets of the complex plane 2 and such that E(Z) = 1, the identity projection.
If u(T), the spectrum of T, is discrete this states that T has an eigenvalue expansion T = ~c,,,&E(X) h h w ic is unconditionally convergent, and such that X, # X, implies E(h,) E(X,) = 0.
If T is an operator in a finite dimensional space then this spectral representation is the statement in operator terminology of the fact that a suitable orthonormal base for the space can be found for which the matrix representation of T is a diagonal matrix.
Suppose now that T still operates in a finite dimensional space but is not necessarily normal (and hence not necessarily self-adjoint). Then it may no longer be possible to find a base in which the matrix representation of T is diagonal, i.e., the Jordan Canonical Form for T may involve off-diagonal the difference N = T -the is not necessarily 0. Dunford in [2] has introduced the concept of spectral operators as a class for which a useful spectral reduction exists. A spectral operator, T, can be characterized as one for which there exists a projection valued measure E(S) defined over the field of Bore1 subsets of the plane which is uniformly bounded in norm, i.e., sups 1 E(S) 1 < ~0, such that S = l hE(dh) commutes with T, and such that N = T -S is a generalized nilpotent, i.e., limn+ca I N" ( lln = 0. The operator N is called the radical part of T.
An extension of this theory to unbounded operators is to be found in Bade [3] .
It will be shown in Section V below (Theorem 5.2) that if A is a bounded operator in L, (-m,m) What makes these results useful in studying a differential operator 7 of order n with periodic coefficients is that if A is the resolvent of such an operator (with suitable and natural domain of definition) then A'( 0) is the resolvent of the same operator on [0, l] Consequently it is possible to study many of the properties of the singular operator 7 in L, (-w,m) , in particular its spectral theory, by studying the properties of the regular differential operator 7 in L, (0, 1) subject to a class of relatively simple boundary conditions. This application of the representation theory will be developed in Part II. By means of this representation sufficient conditions on the coefficients of 7 that it define a spectral operator in L, (-Tm) are obtained using perturbation methods of J. T. Schwartz and H. P. Kramer heretofore applicable only to operators with compact resolvents. That the study of Q-in L, (-m,m) is, after all, more difficult than that of 7 in L, (0, 1) is manifested in the necessity of getting results "uniformly" in 8.
The operator S has its analogue in L, (-N, N) , where N is a positive integer, in the operation S, of translation by 1 modulo 2N. In Section III a representation of bounded operators in L, (-N, N) that commute with S, is developed which is closely analogous to that developed in Section V for operators commuting with S. The development of Section III is much simpler that that of Section V due to the simpler nature of SW It is hoped that the more direct arguments of Section III will aid the reader, as they aided the author, in perceiving the pattern behind the technicalities of Section V.
Section II lists known results needed concerning operator and spectral theory. The main purpose of Section II is to make it possible in later sections to refer unambiguously to a result or definition from the literature without stating the material needed in the midst of a proof.
Those results from the theory of vector valued functions that are needed in Section V are developed in Section IV.
II. LINEAR OPERATORS AND SPECTRAL OPERATORS
For ease of reference some results concerning linear operators that are needed subsequently are collected here. For results concerning linear operators in general and the theory of Banach spaces reference is made when possible to the first volume of Dunford and Schwartz [4] . One of the central purposes in this paper is to investigate linear operators commuting with translation by 1 in the context of the theory of spectral operators developed in Dunford [2] and Bade [3] . A statement of the results needed from these works is also presented below. The few results stated that do not appear in [2-41, or are not immediate corollaries of results therein, are presented with proofs.
At the time of this writing the second volume of Dunford and Schwartz [5] had not appeared in print and all references to that work are to the prepublication manuscript. Consequently reference numbers and phraseology may not coincide exactly with those in the published text.
If T is a (bounded or unbounded) linear operator, D(T) denotes the domain 371 of definition of T; p(T) denotes the resolvent set of T, i.e., the set of all complex numbers h such that (hl -T) has a bounded everywhere defined inverse; this inverse, called the resolvent of h1 -T, is denoted by R(h, T) or (hl -T)-l; U(T) denotes the spectrum of T, i.e., the complement of p(T).
DEFINITION.
A B-space (Banach space) X is called weakly complete if for every sequence {xn} in X such that lim, x*x, exists, x* in X*, there exists an element x in X such that lim, x*x, = x*x, x* in X*.
Note that if lim, x*x, exists, x* E X*, then there is at most one x such that lim,, x*x, = x*x, x* E X*.
THEOREM.
A reJlexive space is weakly complete [4, Corollary I7.3 .291.
DEFINITION.
Let X and Y be B-spaces. By B(X, Y) will be meant the B-space of bounded linear operators T with domain X and range Y and with norm 1 T 1 = SUP,,~ 1 TX I/ 1 x I. The symbol B(X) will be used for B(X, X).
The following is a special case of the uniform boundedness principle.
THEOREM.
Let X and Y be B-spaces and {T,} a sequence of bounded linear operators on X to Y. Then the limit TX = lim, T,x exists for every x in X ;f, and only if:
(i) the limit TX exists for every x in a fundamental set, and (ii) for each x in X the supremum supn I T,x I <w.
When the limit TX exists for each x in X, the operator T is bounded, and [4, Theorem 17.3.61 .
A corollary to the uniform boundedness principle which will often be used follows.
COROLLARY.
Let X be a weakly complete B-space and let {Tn} be a sequence of bounded operators on X such that supn I T,, 1 <m. If there exists a fundamental set F of X and a fundamental set G qf X* such that lim x*T,x exists for x E F and x* E G then lim x*T,x exists for all x E X and x* E X* and there is a bounded linear operator T, I T I < lim, inf I T,, I, such that lim, x*T,x = x*Tx for x E X, x* E X*.
PROOF.
Let x E span F and consider the operators S,, from X* to the field of scalars defined by S,x* = x*T,x. The hypotheses are such that the uniform boundedness principle may be applied to these operators to conclude that lim, x*T,x exists for every x* in X*. Let x* E X* and consider the operators R, from X to the field of scalars defined by R,x = x*T,x. The operators R, are uniformly bounded in norm and, as was shown above, lim, R,x exists for x in span F. Applying the uniform boundedness principle to R, yields the conclusion that lim, x*T,x exists for every x in X and x* in X*. Since X is weakly complete this implies that for every x in X there exists an element TX in X such that lim x*T,x = x*Tx, x* in X*. It follows readily that T is a linear operator on X. Since 1 x*Tx 1 = lim, 1 x*T,x 1 5 lim, inf 1 T, I I x* I ( x 1, T is bounded and j T / I lim, inf ( T, /.
THEOREM.
If T is a closed operator with nonempty resolvent set and P(h) a poZynomia2, then P(u( T)) = u(P( T)). [4, Theorem VII.9.10.] 2.7 DEFINITION.
A bounded operator Ton a B-space X is quasi-nilpotent if limn+oo 1 T" lljn = 0.
The following theorem follows from Lemma VII.3.4 of [4] .
A bounded operator T is quasi-nilpotent if and only ;f o(T) = (0).
Definitions and properties from the theory of operator valued measures that will be needed are developed below.
DEFINITION.
By a ring is meant a nonempty class of sets closed under the formation of unions and differences and by a u-ring is meant a ring closed under the formation of countable unions. AJield is a ring which contains the complement of every one of its members. If R is a ring S(R) denotes the smallest u-ring containing R. A monotone class M is a nonempty class of sets such that if {Si} izl is a sequence of sets in M for which ai C S,+l (Si 2 ai+i), 1 I i <m, then y myl %EW.
2.10 THEOREM.
Any monotone class containing a ring R contains S(R) [Halmos 6, p. 271. 2.11 DEFINITION. Let X be a Banach space and let r be a total subspace of X*. A mapping P from a ring R to B(X) is a r-countably additive measure if for every x E X and x* E r, x*P(.)x is a complex scalar valued countably additive measure on R as defined in the usual way (see Halmos [6] ). If, furthermore, for every disjoint sequence of sets {Ei}izi in R whose union is also in R, the limit on the left being in the norm topology, for every x in X then P is strongly countably additive. The mapping P is uniformly bounded with norm M if supdsR / P(S) 1 = M < 00. If I' = X*, P(e) is called weakly countably additive. If X = Y* for some B-space Y and if r is the natural imbedding of Y into Y** = X* then P(.) is called Y-countably additive.
The following theorem of B. J. Pettis will be used frequently. In the reference it is assumed that R is a u-field. An examination of the proof reveals however that only the ring properties of R are needed.
THEOREM.
A weakly countably additive measure from a ring R to B(X) is strongly countably additive [4, Theorem IV.lO .l].
If R is a field then a weakly countably additive measure from a ring R to B(X) is uniformly bounded [4, Corollary IV.10 .21.
2.14 THEOREM.
Let R be a ring, X a weakly complete B-space, P,, a uniformly bounded weakly countably additive B(X) valued measure on R and M the norm of P,. There is a unique weakly countably additive measure P(e), S(R) to B(X) such that P(S) = P,(S), 6 E R. Furthermore P has the same norm M as PO, and P is strongly countably additive.
PROOF.
The ordinary extension theory for scalar valued complex countably additive measures implies that for every x in X and x* in X* the measure x*PO(*)x has a unique extension to a complex measure on S(R) which we denote by IL(X*,X, . ). Furthermore the theory of scalar valued measures tells us that % ' x*P,(S)x [ = s;;C$, ( u(x*, x, S) !.
From the uniqueness of this extension it follows that for S E S(R), u(., ., 6) is a bilinear form. Furthermore since U(', -9 6) is a bounded bilinear form and in particular for every x* in X*, qx*, *> 6) is a bounded linear functional on X which we denote by P'(S)x*. There is no difficulty in establishing that the mapping P'(S) of X* into X* is a bounded linear transformation with norm not exceeding supgER 1 P,(S) ( = M. Since u(x*, x, *) = xP'(.)x* is a scalar valued countably additive measure for all x* in X* and x in X we know that P'(e) is X-countably additive. Since xP'(.)z* extends xP,,*(*)x*, P'(a) extends P,,(e)*. Let M be the class of all 6 E S(R) for which P'(S) is the adjoint of an operator which we call P(S). Let {Si} be a monotone set in M and let 6 = lim, Si. Then xP'(S)x* = lim, xP'(S i)~* = limi x*P(S,)x, all x* E X*. Since X is weakly complete, it follows that for each x in X there is an element which we denote by Q(S)x in X such that x*Q(S)x = lim, x*P(S,)x, x* E X*. The mapping x --+ Q(S)x is a bounded linear transformation which we denote by Q(S) and it is clear that Q(S)* = P'(S), and hence using the notational convention adopted above, P(S) exists and P(S) = Q(S). Thus M is a monotone class and hence M = S(R). Since P(a)* = P'(e) is X-countably additive, P(a) is a weakly countably additive extension of P,,(e). Hence by Theorem 12 P(o) is a strongly countably additive extension of PO(.). Q.E.D.
The content of the next lemma is that there is no difference between a commutative projection valued measure and a Boolean ring of measures. The lemma is purely algebraic.
2.15. LEMMA. Let Y be a linear space and Q a ring. Let E(e) be a function from Q to the set of all .projections on Y which are defined for ally in Y. Assume that if 6, and 6, F Q then E(S,) I?(&) = E(S,) E(S,) and that if 6, n 6, = @ the-n E(S, u S,) = E(S,) + E(S,). Then for S,, 6, E Q, E(S,n 6,) = E(S,) ES&).
PROOF. Assume S,, 6, E Q, 6, n 6, = @. Then E(S,) + E(S,) = E(S,U S,) is a projection, i.e., WI) + -W = (E(h) + E(U2 = E(S,) + E(S,) + 2E(S,) E(S,) and thus E(9W,) = 0, s,, 6, E Q, 6 , n 6, = @.
(1) An arbitrary 6, and 6, in Q may be written as 6, = (6, n S, ) 6, = (6, n S,) u (S, -6,) where the decompositions are disjoint. Hence E(S,) = E(S, n 6,) + E(S, -6,) E( S,) = E(S, n 6,) + E ( 6, -6,) and WW%) = E& n 6,)" + E(S, n S,) [E(S, -8,) + E(S, -s,)] + EC% -6,) El% -h). Now (6, n 6,) n (S, --S,) = (6, n 6,) (S, -SI) = (6 -SJ n (S2 -SI) = @ so, by using (I), E(S,)E(S,) = E(S, n S,)2 = E(S, n S2).
Q.E.D.
THEOREM.
Using the notation and hypotheses of Theorem 14, ;f PO(.) maps R into a commuting family of operators then P(s) maps S(R) into a commuting family of operators. If P,, maps R into a family of projections then P(a) maps S(R) into a family of p J ro'ec ions. t If X is a Hilbert space and PO(S) is self-adjoint, 6 E R, then P(S) is self-adjoin& S E S(R).
PROOF.
Suppose that P,,(.) maps R into a commuting family of operators. Let M be the class of all sets 6 in S(R) such that P(S)P,,(.) = P,(.)P(S). Let (6,) be a monotone sequence of sets in M and let 6 = lim, 6,. Then for any 6, in R and x in X, P(S,)P,,(S,)x = P,,(S,)P(S,)x and thus P(S)P,(S,)x = lim, P( S,)P,( 6,)x = lim, P,( S,)P(S,) x so P(S)P,,(S,) = P,,(S,)P(S) and M is a monotone class. Since M contains R by hypothesis, M contains S(R). Thus WW&) = Po(W'(~), 6 6 S(R), 6, E R. Assume now that PO(.) maps R into a family of projections and let M be the class of all sets S E S(R) such that P(S) is a projection. Let {S,) be a monotone sequence of elements in M and let 6 = lim, 6,. Then for x in X,
The first term on the right converges to 0 since P(e) is strongly countably additive. In the second term, (P(S) -P(S,))x --+ 0 for the same reason and, since 1 P(SJ 1 is uniformly bounded, the whole second term also converges to 0. Thus P2(S)x = lim, P2(S,)x = lim, P(S,Jx = P(S)x, i.e., P(S) is a projection and hence &I is a monotone class containing R by hypothesis and thus containing S(R). Suppose that X is a Hilbert space, let M be the class of all 6 in S(R) such that P(S) is self-adjoint, and assume R C M. Let {Si} be a monotone sequence in M with limit 6. Then for x in X, P(S)x = limi P(SJx = limi P*(SJx = P*(S)x, i.e., P(S) = P(S)*. Thus M = S(R). Q.E.D.
COROLLARY.
Using the notation and hypotheses of Theorem 14, if, for every 6, and 6, in R, P,(S,)P,,(S,) = P,,(S,r\, S,), then the same is true of P(e), i.e., P(S,)P(S,) = P(S,n S,), S,, S, E S(R).
PROOF.
It is trivial to verify that the hypothesis implies that PO(.) maps R into a commuting family of projections and thus by Theorem 16 P(a) maps S(R) into a commuting family of projections. That P(S,)P(S,) = P(S,n S,), Si, 6, E S(R) now follows from Lemma 15. Q.E.D.
The following definitions and results concerning bounded spectral operators are due to Dunford [2] . In [2] fields other than the Bore1 field and convergence other than strong convergence are introduced but only these two will be considered here.
DEFINITION.
If S is a Bore1 subset of the complex plane 2 then /3(S) will be used to denote the u-field of Bore1 subsets of 5'. If S = 2 the symbol /3 will be used for p(Z).
By a spectral measure is meant a strongly countably additive, commutative, projection valued measure defined on the o-field /3 of Bore1 sets of the complex plane. If furthermore E(Z) = I, E will be called a resolution of the identity.
If E is a spectral measure then by Theorem 13 supdsB 1 E(S) / <a.
Let T be a bounded or unbounded linear operator on a B-space X and let x' be a subspace of X such that TX E X' for every x E X' n D(T). Then by T ( X' will be meant the restriction of T to X' A D(T) considered as an operator in X'.
A bounded linear operator T on a B-space X is said to be a spectral operator if there exists a resolution of the identity E such that E(6)T = TE(S), S E @, and o(T 1 E(6)X)C 8, S E /I. The resolution of the identity E will be called the resolution of the identity for T.
THEOREM.
The resolution of the identity for a spectral operator T is unique.
Let T be a bounded spectral operator and A a bounded linear transformation commuting with T. Then A commutes with the resolution of the identity for T.
If E is a self-adjoint spectral measure in Hilbert space the following theorem is well known. For the general case see [2, Theorem 71. 2.24 THEOREM. Let E be a spectral measure and let K = supsss 1 E(S) /.
Let 6 be a compact subset of the plane and let f be a scalar valued function continuous on 6. Then the Riemann integral S,f(h)E(dX) exists in the uniform operator topology and If E is a self-adjoint spectral measure in a Hilbert space the constant 4 in the above inequality may be replaced by 1.
DEFINITION.
A bounded spectral operator S is of scalar type if S= J-hE(dh) h w ere E is the resolution of the identity for S.
THEOREM.
A bounded operator T is spectral if and only ;f T = S + N where S is a spectral operator of scalar type and N is a quasi-nilpotent operator commuting with S. This decomposition is unique, u(T) = o(S), and T and S have the same resolution of the identity.
DEFINITION.
If T is a bounded spectral operator the unique decomposition T = S + N of the above theorem is called the canonical decomposition of T. The operators S and N are called the scalar part of T and the radical or quasi-nilpotent part of T respectively.
Bade in [3] has extended the concept of spectral operator to include unbounded closed operators.
A closed (not necessarily bounded) operator T will be called a spectral operator if there is a resolution of the identity E such that
The domain D(T) of T contains the dense subspace
X,, = (x ] x = E(o)%, u E p, u bounded};
If 6 E ,$ E(S) D(T)C D(T) and E(G)Tx = TE(G)x, x E D(T); and
3. o(T 1 E(6)X)C 8, 6 E /3.
DEFINITION.
A spectral operator S with resolution of the identity E will be called of scalar type if
The following theorem is due to Bade [3] although he erroneously omits the condition F({O}) = 0. A corrected proof is to be found in the second volume of Dunford and Schwartz [5] .
THEOREM.
Let T be a closed operator with nonempty resolvent set. Then T is a spectral operator ;f and only if R(h, T) is a spectral operator for some (and hence all) X in p(T) with resolution of the identity F such that F({O)) = 0. Let g(z) = (h -x)-l. Then the resolution of the identity E of T is given by E(6) = F(g (6)), 6 E 8. The operator T is of scalar type if and only ifR(X, T) is of scalar type.
If T is a compact operator (and hence bounded) or if T is the inverse of a compact operator (and hence unbounded), then the simple nature of the spectrum of T simplifies the spectral theory of T. In particular, if T is spectral then its resolution of the identity will be the contour integral of the resolvent, a statement which will be made precise in Theorem 35 below. First the type of subsets of U(T) around which it is possible to integrate the resolvent must be specified. Let T be an operator on a B-space X. For S a subset of the complex plane such that S n u(T) is a spectral set let where 6, is any admissible domain such that 6, n U(T) = 6 n U(T) and (8, -S) n U(T) = CB and the integral is taken in the positive sense of complex variable theory. The following theorem is an immediate corollary of Theorem VII.9.5 in [4] .
2.34 THEOREM. Let T be a bounded or unbounded linear operator on a B-space X and let Si and 6, be such that E(S,, T) and E(S,, T) are defined. Then E(6,n 8,, T), E(S,u 6,, T) and E(S, -S,, T) are all defined and
E(S, n S,, T) = E(S,, T) E(S,, T), W, " a,, T) = E(s,, T) + JV,, T) -E(S,, T) E(S,, T), E(S, -a,, T) = E(S,) (I -E(Q).
If T is a compact operator, its spectrum consists of a sequence of points whose only possible limit point is 0. Hence /3(u(T)) is the smallest u-field containing the field of spectral sets.
The following theorem is due to Dunford [2] .
THEOREM.
If T is a compact operator in a rejlexive space X, then T is a spectral operator if and only if sup 1 E(6, I') j < DJ 8
where 6 varies over all spectral sets. If this is the case and 6 is a spectral set, E(6, T) is the value of the resolution of the identity of T on 6. The next theorem is a corollary of Theorems 30 and 35.
2.36 THEOREM. Let T be a closed operator in a reflexive space X with nonempty resolvent set and assume that for some h in p(T), R(h, T) is compact. Then T is a spectral operator if and only if
where 6 varies over all spectral sets of T and
;+I E(6,, T)x = x, XEX, where (6,) is an increasing sequence of spectral sets such that v,S,, = o(T). If T is a spectral operator and 6 a spectral set, then E(6, T) is the value of the resolution of the identity of T on 6.
III.
Although some of the results of this section are used later the primary purpose is to present the ideas which motivate Section V in a form unobscured by technical difficulties.
Let N be a positive integer. The unitary operator S, of translation by one (mod 2N) operating on L, (-N, N) and the operators that commute with S, are discussed below. A representation of an arbitrary operator that commutes with S, is given in terms of 2N operators on L, (0, 1). The results are analogous to those of Section V where operators commuting with S are studied.
The spectrum of S, is the finite number of 2N-th roots of unity and the decomposition L,(-N, N) = Nsl 0 &(j, j + 1) j=-N involves only a finite summation whereas the spectrum of 5' is the whole unit circle {z j /a 1 = 1 } and the decomposition is an infinite summation. Because of these differences the integrals of vector valued functions and infinite summations of Section V have their analogues here in finite sums. Consequently the properties of operators commuting with S, can be developed in a more direct and intuitive fashion than can the analogous properties of operators commuting with S. 2 The positive integer N will be fixed throughout. For real number t let (t) be the unique real number satisfying -N 5 (t) < N, t = (t) (mod 2N).
Observe that, for any integer j, Pnijtjnr = enijct'jN.
The following lemma is easily verified. It follows from the spectral mapping theorem, Theorem 2.6, that o(S,) C_ {eniiiN, j = 0, 1, *a*, 2N -l}. That equality holds, i.e., that a(S,) = ercii/N . *a*, 2N -l}, follows from the observation that if f E L, i--,:&hi tke formf(t) = p(t)?" t3t'N t E (-N, N), wherep(t) has period 1, then(SNf) (t) = p((t + l))enajilil'jlv = p(t)@tlN@/N = enii!Nf(t). In fact one has the following lemma.
The spectrum of S, is the 2N-th roots of unity. A necessary and su$icient condition that f E L, (-N, N) be an. eigenvector of the eigenvalue eniiiN of SN is that f(t) = p(t)FijtjN, -N < t < N, where p(t) has period 1.
PROOF.
Sufficiency has already been established. To prove the necessity let f be such that SNf = PiilNf. Let p(t) = e*"jtiNf(t). Then (S,P) (t) = e-nWt+l>/N(SNf) (t) = e-nii/Ne-xijt/N~ij/-~f(t) = p(t) and hence p(t) = p((t + I)), -N I t < N. Q.E.D.
Since S, is normal it has a self-adjoint resolution of the identity with carriero(SN) = {enijiN, j = 0, 1, *a*, 2N -1). 2 In applications SN may be physically more meaningful than S.
It is convenient to consider the points nj/N, j = 0, a*., 2N -1, rather than the points piijN, j = 0, *a*, 2N -1, and thus the following definition is made.
3.5 DEFINITION. Let Pry be the unique self-adjoint resolution of the identity with carrier {rrj/N, j = 0, *a*, 2N -I> such that
The resolution of the identity PN is, except for a change of measure, the resolution of the identity of S,. For any integer j, --oo < j <m, and f in L, (-a,,) let the operator Tj be defined by (T,f) (s) = f(s + j), s E [0, l), (T,f) (s) = 0,
The operator Ti cuts f down to the interval [j, j + 1) and shifts this piece to [O,l) . The adjoint TT cuts f down to [0, 1) and shifts this piece to [j, j + I). One has TiT,* = 0 if j # k, (T,TTf) (t) = XC&t) f(t), and (T,*T~f) (t) = x[k,k+dt)f(t +j -4.
In this section attention is restricted to T, for -N 5 j < N -1 and it is more convenient to think of Tj and Tj* for such j as being operators in L, (-N, N) . One has, for -N < j < N -1, T,S,, = Tci+l,, and
The following elementary fact will be used below. The term in brackets on the right in (2) is of sufficient importance to give it a special name. The somewhat artificial terminology to follow is used to emphasize the analogy with results in Section V.
DEFINITION.
For an operator A such that AS, = S,A, and for integer j, let Considering Ah as a function on the set IN = {rrj/N, j = 0, a*., 2N -l}, the symbolism A N Ah will be used to denote that Ah is obtained from A by the above formula.
Since A xf$1 P,(vj/N) = AI = A, (2) 
AS, = S,A and let A N A>(e). Then A is a spectral operator af and only sf Ah(B) is a spectral operator for every 8 E IN. If this is the case and af the decompositions into scalar and quasi-nilpoteut parts of A and Ah(B) are A = T + M, Ah(e) = T&( 0) + ML (t9) then TS,, = S,T, MS, = S,M and T N T;(B), M N M&(B). If E(S) is the resolution of the identity of A and Eh(0, 6) the reso-
lution of the identity of Ah(B) then E(6)S, = S,E(6) and E(S) N Eh(0, S), 6 E p.
PROOF. Let A = T + M be a spectral operator with scalar part T, quasinilpotent part M, and resolution of the identity E(S) and let AS, = S,A.
It follows from Theorem 2.23 that S, commutes with T, M, and E(S). Let T;(B), M-&(e), and Eh(B, 6) be such that TN T&B), MN MA(B)
, and E(S) N Eh(0, 6). Since T, M, and E(S) all commute it follows from Corollary 16 (d) that T&e), Mb(e), and Ei7(0, 6) all commute, 0 EI,.
Corollary 15 (e) implies that MA(B) is quasi-nilpotent, 0 E IN. Since E(S) is a commutative, projection valued measure, Corollary 15 (a), (d) implies that Eh(B, 6) is a commutative, projection valued measure, 0 E 1,. By expressing Eh(B, 6) in terms of E(6) by means of Definition 13 it is seen readily that the strong countable additivity of E(S) implies that Ek(e, 6) is strongly countably additive, 0 E IN. Since I, the identity in L, (-N, N 
IV. VECTOR VALUED FUNCTIONS
In Section V there is need for some concepts and results concerning vector valued functions. While many of these are contained in [4] they are phrased there in a more general setting. Consequently it is easier to develop here most of the results needed. It is assumed below that H is a separable Hilbert space and measurability is with respect to either Bore1 or Lebesque measure on (0,23r). 
PROOF. The B(H) valued function B'(0) E M(B(H)) if and only if (B'(B)%, y) is measurable, all x, y E H, i.e., if and only if (x, B'*(e)y) is measurable, all X, y E H, i.e., if and only if B'*(B) f M(B(H)).
4.5 LEMMA.
If B'(8) and C'(0) belong to M(B(H)) then C'( @B'(B) beZongs to M(B(H)).
PROOF. Since (C'( e)B'(e)x, y) = (#(0)x, C'*(B)y) the assertion follows from Lemmas 2 and 4. Q.E.D. 
COROLLARY. If B'(0) E M(B(H)) and P(u, U) is a polynomial in the variables u and v then P(B'(B), B'*(O)) E M(B(H)
).
DEFINITION.
For x'(e) G M(H) 1 t e x' denote the equivalence class of elements in M(H) that are equal to x'(e) except possibly on a set of measure 0. The notation x'(0) is used to denote an arbitrary element in x' and is called a representation of x'. In a similar fashion B' will denote an equivalence class of functions in M(B(H)) and B'(0) will denote a particular representation for B'.
Lower case primed letters will be used to denote vector (H)-valued functions and upper case primed letters will be used to denote operator (B(H))-valued functions. The proof for 1 < p < 00 follows from Theorems 111. 6.11 and 111.6.4 in [4] .
For p =m let {x;}: be a Cauchy sequence in L, ((O,27r) ; N) and let xi(e) be a representation of xi, 1 < i < w. The convergence of {xi} in L, ((O, 2rr) , H) implies that for almost all 6' {xi(e)} is a Cauchy sequence in the norm topology of H and hence x;(e) converges to an element x' (0) The first equality is a corollary of the preceding lemma. The second can be proved in the same manner as the preceding lemma by taking two sequences {xi}, {yj} dense in {x 1 / x [ = l} and such that We are now ready to develop the central results of this part. Our concern is with bounded operators in L, (-m,m) that commute with translation by one and it is well to recall the definition of the unit translation operator.
Let S be the operator in L,(-03, m) defined by W) (9 =f(t + 1).
LEMMA.
The operator S is unitary, i.e. S* = S-1. A bounded operator A commutes with S if and only if A* commutes with S.
Technical difficulties force the reasoning in this section to be circuitous. Consequently, though the results established are analogous to those of Section III our proofs often must take a different tack.
The reader should verify that
if and only if AS = SA, where LIM denotes limit in mean.
Let {xi}, -03 < i ~00, i integer, be a sequence of elements in a linear space X. Then for integer N > 0, Thus by a result in the theory of Fourier series (see Zygmund [7, p. 491) The converse to Lemma 4, with the inequality 1 A ( < 1 A' Ice, will be proved for progressively larger classes of functions A' in Lemmas9,11, and 12. 'nuo~ at u = 0 by the preceding lemma and thus it follows from a theorem ,f,,I;ejer (Zygmund, [7, p. 451 PROOF. This is a consequence of the fact that the (C, 1) limit of a sequence always agrees with the (C, 0) limit whenever the latter exists. Q.E.D.
DEFINITION.
Let H' be the dense subspace of L, (-03,~) of functions having compact carrier. is the operator in L, (-N, IV) given by It follows from Lemma 3.11 that PN is (except for a change of measure) the resolution of the identity for S,,, and hence and hence 1 P(0, f, g) 1 < 1 f I I g I. Thus there is a unique operator P (0) of La (-m,~) into itself of norm not exceeding one such that P(@,f, g) = (P(@)f, g) forf, g in H'. It follows immediately from the formula for P(@, f, g) that for f in H', the limit being in the mean (the summation over k is finite). Since P (0) By the theorem of Pettis, Theorem 2.12, in order to show that P(O), 0 in R, is strongly countably additive it is only necessary to show that it is weakly countably additive. To do this (see Halmos, [6, Theorem F, p. 391 which readily generalizes to complex measures) it is sufficient to show that (P(O)f, g) is continuous from above at 0, for arbitrary f, g EL, (--,a),
i.e., if {Oi} is a sequence of decreasing sets in R such that limi Oi = @, the null set, then lim, (P(O,)f, g) = 0. Letf and g b e in H'. Then (P(O,)f, g) is the finite sum
o=n j k Thus P(0) is strongly countably additive on R. That P(0) has a unique strongly countably additive, self-adjoint, commutative, and projection valued extension to #?([O, 2n)) = S(R) follows from Theorems 2.14 and 2.16. The notation P(0) will also be used for this extension.
Given f and g in H'
, the set of all 0 in b([O, 2~)) for which the formula is valid is also easily seen to be monotone class by the dominated convergence theorem, and hence is /3([0,2n)). Since P (0) 5.10 DEFINITION. Let P(0) be the resolution of the identity defined in the above lemma.
It can be shown that, except for a change of variables, P (0) is the resolution of the identity for S; more precisely S = sp eieP(dO). Thus P(0) is the analogue for S of the resolution of the identity PN of Section III. Note however that the "natural" square root of S, (Wzf) (t) = f(t + 8) can not be of the form S1j2 = Jr (eie)lj2 P(d0) f or any measurable choice of the function (eie)lj2 because S 1/2 does not commute with all operators commuting with S. PROOF. If f is in H' the summation above over k is finite and that over j is over functions with disjoint carriers, hence there is no problem in defining (Af) (t) almost everywhere though we must show it to be in L, (-m,~) .
Let f and g be fixed and arbitrary elements in H' and let the integer N be so large that f and g vanish outside (-N, N). Let X be the finite dimensional subspace of L, (O, 1) PROOF. Let E(S) be the self-adjoint resolution of the identity of S and let F(a) be the resolution of the identity of B. Since BS = SB it follows from Theorem 2.23 that E(S)F(a) = F(u)E(S). Hence by the preceding lemma there exists a bicontinuous operator A which commutes with E(S) such that A-lF(o)A is self-adjoint. Hence A commutes with S. Since a scalar type operator with self-adjoint resolution of the identity is normal, A-l&4 is normal. Q.E.D. Let R be the ring generated by half-rectangles. It follows that E'(B, S) f is measurable, 6 E R. Let M be the set of 6 E S(R) = p such that E'(B, 6) f is measurable. Let {Si} be a monotone sequence in M and let 6 = lim, Si.
Then El(8, S)f = limi E'(8, SJ f, all 0 such that B'(B) is normal, i.e., a.a. 0, and hence E'( 8, S)f is measurable and thus 6 E M. Thus M is a monotone class, hence M = /?. Q.E.D.
It is an open question whether the above result is true if one only assumes that B'(8) E L,( (O, 2~) ; B(L,(O, I))) an is scalar for a.a. f3 with essentially d uniformly bounded resolution of the identity, to say nothing of the case where B'(0) has a quasi-nilpotent part,
We now prove the analogue of Theorem 3.16. , 6) . It follows from Theorem 14 and Corollary 16 that A = B + N, BN = NB, N is quasi-nilpotent, and that E(S) is a finitely additive, commutative, projection valued measure defined for 6 in /I such that ( E(S) 1 = I E'(., 6) jm < K. To show that E(S) is strongly countably additive it is sufficient to show that it is weakly continuous from above at 0, i.e., given any decreasing sequence {Si} in /3 such that Si ---f @, the null set and any f and g in L, (--ccJ,~) that lim, (E(Si) f, g) = 0. Since E'(0, 6) is countably additive for a.a. 8, limi (E'(B, Si) f, g) = 0, a.a. 0, f, g in L, (O, 1) . Thus Lemma 17 implies (E(S,) f, g) approaches 0 for f and g in L, (-03, c-49 so E(S) is strongly countably additive.
The proof that B is a scalar type spectral operator with resolution of the identity E(S) will consist of a proof that B = JhE(a9).
Let D be the disc {. 
