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Abstract
This thesis presents two pro jects in mathematical phylogenetics. The first presents a new, statistically consistent, fast method for inferring species trees from topological gene trees under the multispecies coalescent model. The algorithm of this method takes a collection of unrooted topological gene trees, computes a novel intertaxon distance from them, and outputs a metric species tree. The second establishes that numerical and non-numerical parameters of a specific Profile Mixture Model of protein sequence evolution are generi­cally identifiable. Algebraic techniques are used, especially a theorem of Kruskal on tensor decomposition.
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Chapter 1: Introduction
Phylogenetics is concerned with the evolutionary relationships among species. In mathe­matical phylogenetics, we use mathematical tools to solve problems related to the reconstruc­tion and analysis of phylogenetic trees. This work addresses some challenges in phylogenetics using a range of mathematics tools from probability, combinatorics, and geometry. In this work two different aspects of mathematical phylogenetics are studied.For the first pro ject,“Fast inference of metric species trees from topological gene trees,” the relationships between gene trees relating biological sequences and species trees relating populations is investigated, since it focuses on improving methods for reconstruction of species trees from gene trees under a specific model.When we have DNA, or other sequences, for one gene in individuals from different species, a gene tree can be inferred that shows the evolutionary relationships of these individual sequences. A species tree shows the evolutionary relationship between the species overall, but because of biological processes such as incomplete lineage sorting, gene trees do not always match the species trees. This is illustrated in Figure 1.1.
Figure 1.1: A gene tree relating lineages A, B, C, and D within the species tree.
The conflict between gene trees and species trees makes the inference problem for species relationships challenging as standard phylogenetic methods applied to different genes for the 
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same collection of species often give different trees. The highlight of our finding is even with only topological information on gene trees and no information about the species tree, a fast combinatorial method is guaranteed to produce the correct metric species tree under ideal circumstances. After developing the theory, we analyzed simulated data using R to see how the ideas might work in practice, and got good results.The second project addresses whether it is theoretically possible to recover the parameters of a particular probabilistic model used to infer phylogenetic trees from protein sequence data if given an infinite number of observations. The model in this pro ject, called the “Profile Mixture Model” has a huge number of parameters, since some biologists feel this complexity is needed to capture the essential features of actual evolutionary changes [1]. For an n-taxon tree, the number of numerical parameters is more than 1448 + 2n - 3, which makes this problem very complicated.The techniques used in this pro ject come from a wide range of topics in computational algebra, algebraic geometry, and graph theory. These include Kruskal rank, algebraic vari­eties, tensor products, continuous-time Markov processes, and some computer software for exact computations.Chapter 2 of this thesis gives a detailed explanation of the multispecies coalescent model and contains the paper “Fast inference of metric species trees from topological gene trees”. Chapter 3 explains the Profile Mixture Model identifiability problem and contains the results of the second pro ject. Chapter 4 addresses some future questions.
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Chapter 2: Inferring Species Tree from Gene Trees1
1 Part of this chapter has been submitted to the Bulletin of Mathematical Biology as a joint publication 
with J. A. Rhodes.
As mentioned in Chapter 1, a gene tree often differs from the species tree, due to a population genetic phenomenon called Incomplete Lineage Sorting (ILS). The model that gives the framework for inferring species trees from gene trees accounting for such gene tree-species tree conflict is the Multispecies Coalescent Model, MSC.To describe this model, we first talk about a simpler discrete one that is the Wright-Fisher model. In this model, we consider N individuals in a single population at all times, where time corresponds to generations, as shown in Figure 2.1. Each row represents a generation, and each dot, a gene in the population in that generation.
Figure 2.1: A Wright-Fisher simulation: N of individuals in a single population at all time.
We move backwards in time (from the present to the past) and suppose that each gene picks a parent uniformly at random from the previous generation. It is easy to find the probability that two lineages coalescence in the parental generation since regardless of which parent the first gene picks, there is just one choice out of N for the second gene that gives coalescence. Then the probability that they will coalesce immediately in the previous gen­eration is 1/N . By the same reasoning, we can compute the probability that two specific extant lineages coalescence in generation n that is (1 - 1/N)n-1 1/N . Then the expected number of generations for coalescing of two specific lineages is N , which means when the number 
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of individuals in the population gets larger, it takes longer to have a coalescent event on average. But since the probability of coalescence of two specific lineages by generation n is 1 — (1 —1/N) n, they will eventually coalesce at some time because as n goes to infinity, this probability approaches 1.Since the expected number of generations for two lineages to coalesce is N , the population size, a small number of generations in a small population has the same impact on coalescence as a larger number of generations in a large population. This motivates a new time scale for each population that is the number of generations divided by the population size. This time scale in the continuous model is saved to be in coalescent units. Now using continuous time instead of discrete time, the Wright-Fisher model gives us Kingman's coalescent model and the extension of that to a species tree of populations is called the MSC model.In the Kingman or MSC model with time measured in coalescent units, the instantaneous rate of coalescence is 1. We also suppose that no more than two lineages may coalesce simultaneously and coalescence of different pairs is independent , and identically distributed. Since the coalescent events occur rarely we assume they occur as a Poisson process. Let h(u) be the probability that two distinct lineages do not coalesce between time 0 and time u > 0. From basic facts about Poisson processes and the fact that no coalescent event happens at time 0, we have h(u) = e-u. Since there are n2 pairs of n extant lineages, then the probability that all n lineages remain distinct at time u is
hn(u) = e-(2)u.
Now we are able to compute the probabilities of observing different topological gene trees. Although it is complicated to compute such probabilities for large trees, we begin with a 3-sample tree that is a crucial feature in the next part. As it can be seen in Figure 2.2, there are 3 possible gene trees that may relate samples of one gene per taxon from a 3-taxon species tree.
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Figure 2.2: A 3-taxon species tree ((a, b), c) with 3 possible topological gene trees with one gene sampled per taxon, A, B , C .
Since no coalescent event can occur in the terminal edges on the species tree with any one sampled lineage in them, then in the probability formulas these edges do not appear. Also we know that the probability of two lineages A, B not coalescing in t coalescent units is e-t , and if the A, B, C lineages all reach the root population on the species tree the probability of A, B coalescing first is 1 /3. Thus, the probability of observing either of the two discordant gene trees is 1/3e-t. Since the probabilities of observing these 3 topological gene trees must add to 1, then the matched gene tree has the probability 1 — 2/3e-t. It has been proved [? ] that for 4-taxon unrooted trees, the same probability formulas for the 3 possible unrooted topological gene trees are satisfied.We next present the paper “Inferring Metric Trees From Weighted Quartets via an In­tertaxon Distance.” This paper introduces ways of remetrizing a metric tree based on its 4-taxon subtrees, which is primarily a combinatorial result. However the motivation and the application of this remetrization is to inferring a species tree from gene trees under the MSC model.
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INFERRING METRIC TREES FROM WEIGHTED QUARTETS VIA 
AN INTERTAXON DISTANCE
SAMANEH YOURDKHANI AND JOHN A. RHODES
Abstract. A metric phylogenetic tree relating a collection of taxa induces weighted 
rooted triples and weighted quartets for all subsets of three and four taxa, respectively. 
New intertaxon distances are defined that can be calculated from these weights, and 
shown to exactly fit the same tree topology, but with edge weights rescaled by certain 
factors dependent on the associated split size. These distances are analogs for metric 
trees of similar ones recently introduced for topological trees that are based on induced 
unweighted rooted triples and quartets. The distances introduced here lead to new 
statistically consistent methods of inferring a metric species tree from a collection of 
topological gene trees generated under the multispecies coalescent model of incomplete 
lineage sorting. Simulations provide insight into their potential.
1. Introduction
We introduce new intertaxon distances that are computed for taxa on an unrooted 
metric phylogenetic tree based on its displayed rooted triples or quartets. The distances 
depend upon the weights — the lengths of the unique internal edge — of the rooted triples 
or quartets. These distances differ from the original intertaxon distance on the metric 
tree, but exactly fit the tree topology, allowing standard distance methods to be used to 
recover the tree from knowledge of only its weighted rooted triples or quartets. If the 
rooted triple or quartet data is noisy, so that not all are correct, this distance can still be 
used to estimate the tree. While the tree estimate will have edge lengths estimating those 
on a remetrized tree, a simple adjustment gives estimates of the original edge lengths. 
Thus these distances lead to new distance-based consensus methods for obtaining a large 
metric tree from a collection of weighted rooted triples or quartets. In particular they 
can be used in new statistically consistent methods of metric species tree inference from 
topological gene trees under the standard model of incomplete lineage sorting.
This final application is, in fact, our motivation for developing these distances. Statisti­
cal inference of a species tree under the multispecies coalescent (MSC) model of incomplete 
lineage sorting is a fundamental problem in current phylogenetic data analysis. For large 
datasets (many taxa, with sequences from many loci) that are increasingly common in em­
pirical studies, the simultaneous inference of gene and species trees by Bayesian methods 
[Liu08, HD10] may require excessive computation time. Other methods proceed by first 
inferring gene trees for each locus, and then treating these as data for a second inference 
of the species tree [VW15, ZRSM18].
Date: February 6, 2020.
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This work continues a thread of developments initiated with several methods of this 
second sort introduced by Liu and collaborators [LYPE09, LY11] for inferring a species 
tree from a collection of topological gene trees, either rooted or unrooted, under the MSC 
model. These methods, called STAR and NJst , proceed by first remetrizing the gene trees 
in a way that reflects only their topologies, next computing intertaxon distance matri­
ces from each remetrized tree, and then averaging these matrices. Finally, a standard 
distance method such as Neighbor Joining is used to construct a species tree from this 
average distance. Despite this seemingly simplistic approach, the methods are statisti­
cally consistent under the MSC model [ADR13, ADR18], and show strong performance 
in simulation studies [VW15]. Moreover, they have been shown to be based on the under­
lying notions of displayed clades and splits on the gene trees [ADR13, ADR18]. A third 
method, STEAC [LYPE09], took a similar averaging approach while retaining metric in­
formation on the gene trees. Its statistical consistency, however, requires assumptions on 
the relationship of gene tree metric units (substitution units) to species tree metric units 
(coalescent units) which may be difficult to justify.
Motivated by the STAR and NJst algorithms, the RTDC and QDC methods [Rho19] are 
based on similar distances defined from displayed topological rooted triples and quartets 
on gene trees, and give statistically consistent inference of topological species trees from 
gene trees under the MSC. Although the use of the quartet and rooted triple distances 
result in a slower algorithm than the split or clade approaches of STAR and NJst , inference 
with them is more robust to missing taxa on gene trees, and gives similar performance to, 
for instance, the highly developed quartet-based inference software ASTRAL. Moreover, 
the quartet distance has been generalized to the level-1 network setting [ABR19], playing 
a key role in the NANUQ method for fast inference of hybridization networks.
While the results presented here are analogs for metric trees of the results for topo­
logical trees of [Rho19], the remetrizations we develop are genuinely new, and not simple 
extensions of the topological quartet and rooted triple ones. Moreover, since the weights 
in coalescent units of rooted triples and quartets can be inferred from topological gene 
tree data under the MSC, one can estimate these new intertaxon distances on a species 
tree from topological gene trees alone. Thus from the same gene tree data considered 
in [Rho19], one obtains not only an estimate of the topology of the species tree, but a 
metric estimate as well. While the ability to infer a metric species tree is thus similar to 
STEAC's, the approach introduced here crucially uses no metric gene tree information, 
and thus its consistency does not depend on any assumptions of the relationship of metric 
units on gene trees and the species tree. It is thus statistically consistent under much 
broader assumptions. Although the limited simulation results we present indicate that 
further work will be necessary to produce algorithms competitive with other approaches, 
these distances provide new tools for understanding how information on a species tree can 
be extracted from the gene trees.
Although we position this work in the context of species tree inference, the basic problem 
of inferring a tree from weighted quartets is not new. Characterizations of those weighted 
quartet systems that define a metric tree have been given for both binary [DE03] and 
and non-binary [GHMS08] trees, in settings where all weights are known exactly. The 
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weighted quartet distance defined here offers advantages in any setting where there may 
be noise in the weights, and an exact fit to a single tree is not possible. Then any of the 
many methods of fitting a tree to a distance matrix may be applied for an approximate 
solution.
The remainder of this paper proceeds as follows. After introducing notation and def­
initions in Section 2, the weighted rooted triple metrization and its associated distance 
is developed in Section 3. Section 4 develops the analogs for weighted quartets. Several 
algorithms using these distances for the inference of a tree from its displayed quartets or 
a collection of gene trees are formalized in Section 5. Finally, Section 6 presents some 
preliminary simulation results, and discusses some of the practical issues of using these 
distance for inference.
Implementations of the quartet versions of the algorithms developed and used in this 
paper are available in the R package MSCquartets [ABMR19].
2. Background and Notation
By a rooted topological phylogenetic tree T r on X we mean a rooted tree whose root has 
degree ≥ 2 and all other internal nodes have degree ≥ 3, with leaves bijectively labelled 
by elements of the finite taxon set X . Directing edges away from the root, we have an 
ancestral partial order on the nodes, with the root ancestral to all others.
A rooted metric phylogenetic tree (Tr, λr) on X is a rooted topological tree together 
with a function λr which assigns non-negative weights, or edge lengths, to all edges of T r. 
We use T and (T , λ) to denote the unrooted topological and metric species trees obtained 
from Tr and (Tr, λr) in the obvious way, by suppressing the root node if it has degree 2, 
and undirecting edges.
The most recent common ancestor of taxa x, y ∈ X on a rooted tree T r is a the minimal 
node ancestral to both, denoted MRCA(x, y ). By the descendants of a node v, denoted 
desc(v ), we mean the subset of X labelling leaves that have v as an ancestor.
When considering the multispecies coalescent model (MSC) [PN88], we denote its 
species tree parameter by (σr, λr). Edge lengths on a species tree are measured in coa­
lescent units, which are units of time (in generations) inversely scaled by population size, 
so that the rate of coalescence of two gene lineages in an edge (i.e., population) on the 
species tree is normalized to 1. Such a parameter determines a probability distribution 
on rooted and unrooted topological gene trees on X, which we denote as T r or T. Under 
the MSC non-binary topological gene trees have probability 0 even when the species tree 
is non-binary. Assuming one gene lineage is sampled for each taxon in X , the topological 
tree σr and the edge lengths λr (e) for all internal edges e on σr are identifiable from 
the distribution of rooted topological gene trees T r , although lengths of pendant edges 
on σr are not. In fact, σr and λr (e) are identifiable for internal edges e even from the 
distribution of unrooted topological gene trees T when |X | ≥ 5. However, if |X| = 4 only 
the unrooted σ and its one internal edge length are identifiable [ADR11].
A resolved rooted triple is a 3-taxon rooted tree, denoted by ab|c = ba|c where the taxa 
a, b form a clade. The unresolved rooted triple, a star tree on a, b, c is denoted abc. A 
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rooted tree σr or T r on X displays the rooted triples it induces on 3-taxon subsets of 
X . A weighted rooted triple is a pair of a rooted triple together with a weight, a non­
negative real number. We view the weight for a resolved rooted triple as a length for the 
single internal edge of the triple, and allow a weight of zero only if the rooted triple is 
unresolved. A rooted triple ab|c is said to separate the pair a and c, as well as the pair a 
and b. An unresolved rooted triple does not separate any pairs of taxa on it. The set of 
rooted triples on X separating taxa a, b is denoted RT ab , and the subset of these rooted 
triples displayed on T r by RT ab(T r).
Similarly, a resolved quartet is a 4-taxon unrooted tree, denoted by ab|cd = ba|cd = 
ab|dc = ba|dc where the taxa a, b and c, d form cherries. The unresolved quartet, a star 
tree on a, b, c, d is denoted abcd. An unrooted tree σ or T displays the quartets it induces 
on 4-taxon subsets. A weighted quartet is a pair of a quartet together with a weight, a 
non-negative real number. We view the weight for a resolved quartet as a length for the 
single internal edge of the quartet tree, and only allow the weight 0 for the unresolved 
quartet. A quartet ab|cd is said to separate the taxon pair a and c, as well as the pairs a, d 
and b, c and b, d. An unresolved quartet does not separate any pairs of taxa on it. The 
set of quartets on X separating taxa a, b is denoted Qab , and the subset of these quartets 
displayed on T by Qab(T ).
Any metric tree (Tr, λr) or (T, λ) on X induces a metric dλ on X, using the sum of 
edge weights along paths between the taxa. As is well known, however, a metric d on X 
need not arise from such a weighting. If d = dλ for some λ on T , then we say d is a tree 
metric on T with weighting λ.
For nodes v and w on T , define Pv,w = {e1, e2, . . . , ek } to be the path from v to w on 
T . For a rooted tree T r , we use the same notation for the set of edges which forms a path 
from v to w when undirected.
3. Weighted rooted triple metrization of a rooted tree
Given a rooted metric tree, we introduce a remetrization of the tree, so that internal 
edge lengths become a product of their original lengths and an integer factor dependent 
on the placement of the edge in the topological tree. Although this introduces no new 
information, the value of doing this, which will be developed in later section, is to enable 
an algorithmic approach to inferring a metric tree from its weighted rooted triples, even 
in the presence of noise. The key theoretical underpinning of this is Theorem 3.1 of this 
section.
Let (Tr, λr) be a rooted metric phylogenetic tree on X. For any vertex v on Tr, denote 
by n(v) the number of taxa in X which are not descendants of v. We remetrize Tr to 
obtain a new metric tree (Tr, λr) as follows: First for each internal edge e = (u, v) with 
u the parent of v let
(1) λr(e) = λr(e) · n(v).
Then assign pendant edge lengths in such a way that the tree becomes ultrametric (i.e. 
all root-to-leaf distance are equal). To do this, we choose any number M greater than 
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where the sum is over all z ∈ X such that xy|z is displayed on T r.
Proof. With v = MRCA(x, y ) let r = v0 , v1 , v2 , . . . , vn = v be the ordered nodes on the 
path on T r from the root r to v , as shown in Figure 1. Let
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the remetrized length of every path of internal edges from the root to any other internal 
vertex, and to a pendant edge e = (u, v ) we assign length
The precise value of M will not matter in what follows so we assume some choice has been 
made and fixed. We refer to this remetrization as the weighted rooted triple metrization, 
due to Theorem 3.1 below.
To further elucidate the need for a choice of M, for x, y ∈ X let
Then -fλr (x,y) is the Gromov product (essentially the Farris transform) [DHM07] asso­
ciated to dλ,. (x,y) = 2 (M — fλr (x, y)). For x = y, the Gromov product is independent 
of the choice of M, but carries all information on the topology of the tree and its in­
ternal edge lengths. However, for tree building it is convenient to pass to a tree metric, 
which requires a choice of M. Nonetheless, the Gromov product and the tree metric are 
essentially interchangable notions.
We now show the intertaxon distance dλr associated to the weighted rooted triple 
metrization can also be expressed in terms of information on rooted triple trees induced 
from T r. For a fixed tree (T r, λr) on X displaying a rooted triple xy|z, let w(xy|z) = 
wλr(xy|z) denote the length of the internal edge on the induced metric tree on x,y,z, 
which we call the weight of xy|z.
Theorem 3.1. Suppose a rooted metric phylogenetic tree (Tr, λr) is given the rooted triple 
remetrization, (Tr, λr). Then for all x,y ∈ X, x = y,
the drop in number of decsendents from vi-1 to vi. 
For edge ei = (vi-1 , vi), let λi = λ(ei). Then
For instance the term λnkn on the right side arises because, as can be seen in Figure 1, 
there are kn rooted triple trees xy| z, one for each z on the subtree Kn, whose internal 
edge length is λn. While Figure 1 depicts no polytomies at the vi, the formula is valid 
even if there are.
Figure 1. An N-taxon binary tree with root v0 and vn = MRCA(x, y). 
The Ki are subtrees, on ki taxa.
as claimed. □
Example 3.2. Consider a binary rooted caterpillar tree (Tr, λr) on N taxa
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Rearranging equation (2) gives
Then by definition of dλ(x, y), we have
with the internal edges of weight λ1, λ2, .. . , λN-2 from the root toward the cherry. Under 
the rooted triple metrization, for each ai, aj, 1 ≤ i < j ≤ N ,
Also
where the terms arise from considering, in order, b = aj+1, αj+2,..., a1. Thus fλr(αi, αj∙) = 
aiaj|b on Tr w(aiaj|b), as Theorem 2.1 showed more generally.
Example 3.3. Let N = 2m and T r be a binary rooted balanced tree
(. . . ((a1, a2), (a3, a4)), . . . , ((aN-3, aN-2), (aN-1, aN)) . . . )
on N taxa. Suppose T r is given an equidistant metric λr where as one moves from the 
root toward any leaf the internal edge weights are in order λ1, λ2,..., λm-1. Then edge 
lengths for (Tr, λr) are
4. Weighted Quartet metrization of an unrooted tree
For an unrooted metric tree, we define a remetrization similar to that of the last section, 
using weighted quarets.
Let (τ, λ, be an unrooted metric tree on taxa X with λ(e, the length of edge e. Each 
edge e of T determines a split (bipartition) of X, X = Me U Ne, according to the taxa 
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Also, if the MRCA(ai, aj) is the child vertex of an edge of length λk, then
But also
Then fi(ai, αj∙) aiaj∣b on Tr w(αiαj|b) as Theorem 2.1 demonstrated more generally.
Lemma 4.1. Let T be an unrooted metric phylogenetic tree on taxa X . Then for all 
x, y ∈ X , x = y, and internal edges e ∈ Px,y
Figure 2. The path between taxa x and y on an N-taxon unrooted binary 
metric tree. The Ki represent subtrees.
Proof. Let Px,y = {e1 , . . . , en+1 } and Mi |Ni be the split on T associated to ei. If the path 
from x to y contains no polytomies, from Figure 2 we see by equation (3) that if ki denotes 
the number of taxa on the subtree Ki then
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on the connected components of the graph resulting from deleting e. We remetrize T by 
assigning to each internal edge e length
and to pendant edges e length λ(e) = 1. This gives a new metric tree (τ,λ), which 
we refer to as having the weighted quartet metrization, due to Theorem 4.2 below. The 
distance between x and y on the remetrized tree is
We will show this intertaxon distance can also be expressed in terms of information 
from quartet trees induced from T. As a first step, for a quartet Q let E(Q) denote the 
set of edges on the path in T which induces the internal edge of the quartet tree, and 
N(e; x, y) be the number of quartets Q ∈ Qx,y for which e ∈ E(Q). Then
and more generally
as claimed. If there are polytomies along the path from x to y , one readily sees the same 
formula applies. □
For a fixed tree (T,λ) on X displaying a quartet Q = xy|zv, let w(Q) = wλ(Q) denote 
the length of the internal edge on the induced metric tree on x,y,z, v, which we call the 
weight of Q.
Theorem 4.2. Let (T, λ) be an unrooted, binary metric tree on X with x, y ∈ X. Then
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Proof. By definition of w(Q), we have w(Q) = e∈E(Q) λ(e). Then
Example 4.3. The unrooted 8-taxon caterpillar tree
shown in Figure 3, when remetrized with the quartet metrization λ has internal edges of 
weight
and pendant edges of length 1.
Let x = a3 and y = a6. Then we have
Figure 3. An 8—taxon metric caterpillar tree (T, λ) (top) and its quartet 
remetrization (T, λ) (bottom).
as Theorem 4.2 states.
Figure 4. The 13 quartet trees on (T, λ) separating a3 and a6. Multiple 
taxa on a leaf represent choices leading to multiple quartet trees.
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The 13 quartet trees on T separating a3 and a6 are shown in Figure 4, so
Example 4.4. Consider an unrooted balanced tree
which is equal to dλ(a3,a6).
Figure 5. An unrooted 8-taxon balanced metric tree, with original edge 
lengths (top) and quartet remetrization (bottom).
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on 8 taxa as shown in Figure 5. After remetrization, we have internal edges of weight
Suppose x = a3 and y = a6. Then
On the other hand, by listing the 13 quartet trees separating a3 and a6 we find:
5. Weighted Quartet Distance Supertree and Consensus Algorithms
Since, by Theorems 3.1 and 4.2, the pairwise distances between taxa on trees given 
the rooted triple or quartet remetrizations of the previous sections can be computed from 
knowing only the weighted rooted triples or weighted quartets displayed on the original 
tree, they lead to new methods of inferring a large metric tree from that information.
After computing pairwise distances from weighted rooted triples or quartets using the 
formulas of Theorem 3.1 or 4.2, a standard distance-based tree construction algorithm 
can be used to build the remetrized tree. Then the individual internal edge lengths can 
be adjusted to remove the multiplier arising from the tree topology in the remetrization. 
If the tree construction method is robust to some noise, then the presence of a sufficiently 
small number of erroneous quartets, or sufficiently small errors in the weights, should still 
allow for construction of an approximation to the original metric tree, with pendant edges 
weights set to 1.
5.1. Inferring a tree from displayed weighted quartets. In the quartet case, we 
present this as a formal algorithm. Let M denote any method of constructing a metric 
tree from pairwise distances between taxa. For example for M one might choose Neighbor 
Joining (NJ) [SK88] or FastME [LDG15].
Algorithm 5.1. (WQDS/M) Weighted Quartet Distance Supertree with method M
Input: A collection Q of weighted quartets on taxa in X
(1) For each pair x, y ∈ X of taxa, x = y, with Qx,y ⊂ Q the subset of weighted 
quartets separating x and y , define the distance
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(2) Use the distance method M to build an unrooted metric tree (T, λ) from dλ.
(3) For each internal edge e on T with associated split Me|Ne, let
For pendant edges e, let λ(e) = 1. 
Output: An unrooted metric tree (T, λ) on X.
The first step of this algorithm, when applied to a set composed of one weighted quartet 
per choice of 4 taxa in X has running time O(|X|4): One must consider |X4 | quartets, 
each of which contributes to 4 of the |X2 | sums in that step. If M is NJ, the second step 
requires time O(|X|3) to obtain a metric tree. By traversing the edges of the tree once, 
one can compute the Me, Ne and adjust the edge lengths as in step 3, for an additional 
time of O(|X|). Thus the entire algorithm is accomplished in time O(|X|4).
For WQDS to be used, its input of weighted quartet trees must first be obtained. 
For one genetic locus one might, for example, infer all metric quartet trees on X by 
standard phylogenetic methods, and use the resulting weighted quartets. However, as 
direct inference of large trees for one locus is already well established and relatively quick, 
and older quartet methods for this problem are no longer in use, we do not further explore 
that application. Instead we consider a problem of greater current interest: inferring a 
species tree from a collection of gene trees.
5.2. Inferring a species tree from gene trees. The standard model for the generation 
of gene trees from a fixed metric species tree is the multispecies coalescent model (MSC) 
[PN88]. The species tree, denoted by σr, is rooted with edge weights in coalescent units. 
Coalescent units are obtained from more biologically natural units by inversely scaling 
the number of generations the edge represents, by the population size, as these cannot be 
separately identified under the MSC. If the population size is a constant N and the edge 
represents t generations, the edge weight is simply t/N. If the population varies with time 
s ∈ [0, t] along the edge, then the weight is
Under the MSC with one sampled gene lineage per taxon, if the species tree σr displays 
a quartet ab | cd with weight x (the length of the induced quartet tree's internal edge in 
coalescent units), then the probabilities that a gene tree will display each of the three 
resolved quartet topologies on these taxa are [ADR11]
If the rooted triple ab|c with weight x is displayed on σr, then the same formulas give 
probabilities of a gene tree displaying rooted triples ab|c, ac|b, and bc|a respectively [PN88]. 
In particular, since x > 0, the quartet or rooted triple with the highest probability of being 
displayed on a gene tree is the one displayed on the species tree.
This suggests the following algorithm for inferring an unrooted metric species tree from 
a collection of gene trees under the MSC.
Algorithm 5.2. (WQDC/M) Weighted Quartet Distance Consensus with method M 
Input: A collection of n topological gene trees on taxa X
(1) For each subset of four taxa x, y, z, w ∈ X , determine the counts of the quartets 
xy|zw, xz|yw, and xw|yz displayed on the gene trees.
(2) For each subset of four taxa x, y, z, w ∈ X, choose the dominant (i.e, most fre­
quent) quartet as the estimated quartet topology. In the case of a tie, choose 
from the most frequent uniformly at random. With ndom the number of gene trees 
displaying the dominant quartet on x, y, z, w, solve the equation
to find x as the estimated weight of the dominant quartet tree.
(3) Apply WQDS/M to the set of n4 estimated weighted dominant quartets. 
Output: An unrooted metric tree on X
As discussed in [Rho19], step (1)(a) can be accomplished in time O(|X|4n), with step 
(2) requiring only time O(|X|4). Combined with the time for WQDS/M for M=NJ 
shown earlier, the total time is O(|X|4n). Thus, the most time intensive step in the 
algorithm is tallying the displayed quartets.
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Let us say a distance method M of constructing a metric tree from pairwise distances 
is well-behaved if 1) when applied to a tree metric returns the unique tree it fits, and 2) 
is continuous at all tree metrics. The second requirement means that a sufficiently small 
perturbation in a distance table fitting a binary tree will result in an output of the same 
binary tree topology, with only small perturbations in the edge weights. Both NJ and 
Minimum Evolution (ME) are well-behaved, though in practice the heuristic FastME is 
often used in place of ME.
Theorem 5.3. Let M be any well-behaved distance method for tree building. Under the 
MSC model with one sampled lineage per taxon per gene, on a binary rooted metric species 
tree (σr, λr), the output of the WQDC/M algorithm is a statistically consistent estimator 
of both the unrooted topological tree σ and the internal edge lengths in λ.
Proof. Consider a collection of n gene trees generated under the MSC on (σr, λr). Then for 
each choice of four taxa x, y, z, w, by the law of large numbers as n → ∞ the probability 
that the dominant quartet topology matches the quartet displayed on the species tree 
→ 1. Similarly, for any choice of e > 0 the probability that the estimated weight x is 
within e of the quartet weight on the species tree also → 1. Since there are a finite number 
of sets of 4 taxa, as n → ∞ the probability that all dominant quartet topologies match 
that on the species tree, and all weights are within e of the true value also → 1.
Thus for any choice of e > 0, with probability → 1 as n → ∞ the computed pairwise 
quartet distances will be within e of the true values on the species tree with the quartet 
remetrization. Since M is well behaved, with probability → 1 it will return the unrooted 
topology of σ, with internal edge lengths differing from true remetrized values by arbi­
trarily small amounts. Adjusting the lengths of the internal edges to estimate the original 
species tree edge lengths involves dividing by a number ≥ 1, so as n → ∞ these estimates 
can also be made within e of the true values with probability 1. □
It is actually not necessary that all taxa in X are on all gene trees for statistical 
consistency. As was done in [Rho19] for the method QDC, one can relax that condition 
as long as 1) the pattern of missingness of taxa is independent of the gene tree topology, 
and 2) as the total number of gene trees goes to infinity, so does the number on which 
each set of 4 taxa appears.
Note that WQDC/M as presented above does not allow for inference of pendant edge 
weights on σ. However, if input gene trees have at least 2 samples per taxon, one can infer 
those as well, by simply considering an extended species tree obtained by appending two 
edges of length 0 to each leaf. Similar modifications allow for more samples per taxon.
Remark 5.4. ForWeighted Rooted Triple DistanceSupertreewith method M(WRTDS/M), 
one replaces the formulas in steps (1) and (3) of Algorithm 5.2 with similar one arising 
from Theorem 3.1 and equation (1). Note that M can now be chosen to assume ul- 
trametricity of the distance (e.g., UPGMA), since di approximates an ultrametric tree 
metric. If such an M is used, then a rooted tree will be returned, and an estimate of both 
the rooted topology and all its internal edges will be inferred.
Weighted Rooted Triple Distance Consensus with method M (WRTDC/M) is given 
by modifying Algorithm 5.2 to count displayed rooted triples, and use WRTDS/M.
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leads to an estimated weight of ∞ for that quartet. While this correctly indicates the 
weight should be large, it does not give the finite estimate that is typically needed for 
applying a tree building method.
Since the MSC does not give expected counts of 100% for one quartet topology for any 
finite edge weight, this situation can be interpreted as a sign of an insufficient number of 
gene trees in the data set to properly estimate the weight. One approach to addressing 
this is to treat counts of (n, 0, 0) for the 3 topologies on a given set of 4 taxa as having 
dominant count n - 1/2 out of a total of n. That is, we reduce the actual count slightly, 
by less than 1, to represent an expected count that our sample size would still be likely 
to show as 100% agreement.
This ad hoc adjustment will result in all infinite weights being replaced by the same 
finite number. But note that with such weights need not result in a good approximation 
to the desired distance between taxa. A better approach, though one that may not be 
feasible given practical data collection constraints, is simply to obtain more gene trees 
so this situation does not occur, or restrict to collections of taxa that are closely enough 
related so that all sets of 4 taxa show some quartet discordance across the gene trees.
As will be shown through simulations in the next section, WQDC/M may not perform 
as well as other methods for inferring the topology of the species tree. The reason for this 
appears to be our inability to obtain accurate estimates of the weight of quartets when 
they are displayed on all, or almost all, gene trees. While the heuristic described above 
gives us a finite estimate which is necessary to have the finite distances between taxa that 
the algorithm requires, it is unlikely to be very accurate. Even if a handful of gene trees 
display a quartet other than the dominant one, the estimate of the weight is often not to 
very accurate.
This is not an unusual situation as it often occurs when four taxa are widely placed 
on a species tree, and can occur for taxa whose displayed quartet has only a single edge 
of the species tree as its internal edge, provide that edge is long in coalescent units. 
However, simulations suggested to us that a tree inferred by WQDC/M often did correctly 
display many correct splits, and those with long edge lengths tended to be correct. That 
observation is the basis for the following algorithm. It proceeds by using WQDC/M to 
pick only one split on the species tree with the largest weight, then dividing the taxa into 
two groups by this split, and recursively building subtrees on these groups. This process 
seeks to divide the taxa into smaller groups that will be closer together, so that the poor 
behavior caused by long edges will not be present in the later stages of the recursion. 
While it cannot be expected to improve edge length estimates of longer edges, the hope 
is that the shorter lengths will be estimated well.
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A consistency result for WRTDC/M can be shown similarly to Theorem 5.3.
Remark 5.5. In applying WQDC/M to data, there is one serious practical issue that may 
need to be addressed. In a finite sample of gene trees, one may find that the dominant 
quartet for a set of 4 taxa is displayed on every gene tree. Then solving
Algorithm 5.6. (Recursive WQDC/M) Recursive Weighted Quartet Distance Consen­
sus with method M
Input: A collection of n topological gene trees on taxa X , and positive number L
(1) For each subset of four taxa x, y, z, w ∈ X, Determine the counts of the quartets 
xy∖ zw, xz∖ yw, and xw∖ yz displayed on the gene trees.
(2) If X has 3 or fewer taxa, return the unique unrooted tree on X with all edge 
lengths 1. Otherwise,
(a) Apply Steps (2) and (3) of WQDC/M to the quartet counts obtain an esti­
mated metric species tree τ .
(b) If all internal edge weights on τ are less than L, return τ .
(c) Let X0|X1 be the split of X associated to the longest edge of τ, and x0|χ1 
its length. In the case of a tie, choose the edge uniformly at random from the 
longest edges.
(d) Create taxon sets X0 = X0 ∪ {y1} and X'1 = X1 ∪ {y0}, where y0, y1 represent 
“composite taxa” for the split sets X0, X1. For each choice of 4 taxa in X'i 
compute quartet counts as follows: For quartets containing y1-i, sum over 
x ∈ X1-i the counts from Step (1) containing x in place of y1-i. For quartets 
containing only elements in Xi, retain the quartet counts from Step (1).
(e) Recursively apply Step (2) to the quartet counts for X0 and X'1 to obtain 
metric trees τ0, τ1 on X'0, X'1.
(f) Form a metric tree σ by identifying leaf y1 on τ0 with y0 on τ1, surpressing 
that node, and assigning the conjoined edge length £Xo|X1. Return σ.
Output: An unrooted metric tree on X
Step (1) requires time O(∖X∖4n). One application of Step (2) (without the recursive 
call) on quartet counts for k taxa has time O(k4). In the worse case, the split sets have 
sizes 2,k - 2 for each recursive call and at every step there is an internal edge weights 
≥ L, leading to time O(∖X∖4n + ∖X∖5) for the entire algorithm. However, variations on 
this algorithm, in which all splits with weights over L in the tree of Step (1) are retained 
might reduce the typical running time considerably in practical use.
A reasonable choice for the parameter L might be L = 2. This corresponds to the 
quartets defining an edge of length < 2 having an expected frequency of at most 1 - 
(2/3) exp(-2) ≈ 0.9098 of the displayed gene quartets matching the species tree quartet.
6. Algorithm Performance in Simulations
Although the algorithms of the last section provide statistically consistent estimators 
of a species tree from gene trees under the MSC model, their practical performance will 
be affected by several factors. First, even if gene trees are sampled from the MSC with 
no error, an algorithm cannot be expected to always infer the underlying species tree 
from a finite sample of gene trees. Second, if the input gene trees for the algorithm are 
inferred from sequences that were simulated along the gene trees under some standard 
substitution model, there is likely to be some inference error in the gene trees due to the 
finiteness of sequences. Finally, for empirical data neither the MSC nor the substitution 
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models may exactly describe the true processes, so that there is additional error from 
model misspecification. Although the performance of phylogenetic inference methods 
under model misspecification is rarely investigated, simulations can provide insight into 
the effects of the first two issues.
As an initial, and limited, investigationintotheperformanceofthe algorithms ofthelast 
section, we present some simulation analysis following the framework of [Rho19], using the 
simulated Avian data sets of [BMW14] which were also used in [VW15]. All calculations 
were performed in R using the ape [PS18] and MSCquartets [ABMR19] packages. These 
data sets for a fixed species tree contain both a sample of gene trees under the MSC, 
and inferred gene trees from sequences simulated on the sampled gene trees. In addition, 
there are similar datasets for rescalings of the species tree by factors of 0.5 and 2, to 
respectively increase and decrease the amount of incomplete lineage sorting. For details 
on the simulation and gene tree inference procedure, see the referenced publications.
To reduce computation time, we pass from the original 48-taxon species tree, to the 
30-taxon subtree described in [Rho19]. We similarly pass to subtrees of both gene trees 
sampled under the MSC, and subtrees of inferred gene trees. Although these subtrees of 
inferred gene trees may not be exactly the trees that would be inferred from the subset 
of sequences, differences are likely to be small.
We quantify the accuracy of methods in two ways. First, for topological accuracy, 
we compute the normalized Robinson-Foulds (RF ) distance between the true unrooted 
species tree and the inferred one. The normalization is such that two trees displaying 
none of the same non-trivial splits will have distance 1, and two binary 30-taxon trees 
differing by a single NNI move have distance 2/2(30 - 3) = 0.037.
Second, for metric accuracy, we use a non-standard variant of a distance of Kuhner and 
Felsenstein [KF94] between the true species tree and the inferred one. For the KF distance 
as implemented in ape, for each tree one first forms a vector whose entries correspond to 
all possible splits of the taxa, with an entry of the length of the edge defined by the split 
if it is displayed on the tree and 0 otherwise. The Euclidean distance between the vectors 
for the two trees then gives the distance. The variant we use, denoted KF [x], replaces 
any vector entry corresponding to a trivial split with 1 and any entry larger than x with x. 
This treatment of trivial splits is necessary since pendant edge lengths cannot be inferred 
from this data. The treatment of entries larger than x prevents a split that is displayed 
on both trees with defining edges of length ≥ x but of significantly different size from 
influencing the distance. We use x = 2 here, since such long edges on the true species tree 
give rise to expected quartet counts in which one is large and the others small. These are 
precisely the counts for which stochastic variation produces large variation in estimated 
lengths. Note that if two trees differed by splits with edge lengths ≥ 2, then their KF [2] 
distance would be at least 4. Thus a KF [2] distance less than 4 indicates the two tree 
topologies agree on all long-edge splits. The choice of 2 here is of course arbitrary, but 
based on the reasoning given at the end of the last section.
The simulated data sets contain 20 replicates of 1000 sampled and inferred gene trees 
for each condition, with gene trees inferred from 500 base sequences. In Figures 6 and 7 
we illustrate the mean over the replicates of the distances of inferred species trees from
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Figure 6. Simulation results on accuracy of methods of inference of species 
trees from gene trees sampled under the MSC.
the true one. Results are given for g = 100, 400, 700, and 1000 gene trees, by using 
only the first g gene trees in each simulated collection. We present results of WQDC 
(Algorithm 5.2) using both the NJ and fastME algorithms for tree building, as well as 
Recursive WQDC (Algorithm 5.6) using FastME for L = 2, 0. For comparison to other 
methods, we include ASTRAL and QDC, which were already compared for topological 
inference in [Rho19]. Internal edge lengths for trees inferred by these methods, which 
infer only topological trees, were assigned by methods that use only counts of quartets 
for sets of four taxa defining those edges, see [ZRSM18, ABMR19] for precise desciptions.
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Figure 7. Simulation results on accuracy of methods of inference of species 
trees from gene trees inferred from sequences simulated on trees sampled 
under the MSC.
For gene trees sampled from the MSC, with no inference error, Figure 6 indicates that 
WQDC, with either distance method, has considerably poorer topological and metric ac­
curacy than the other methods used. While Figure 7 shows similar results for the methods 
applied to inferred gene trees, the gap in performance between these methods and others 
is narrowed. The recursive WQDC, with L = 0 or 2 offers a clear improvement over non­
recursive WQDC in all situations. This suggests that the source of the poor performance 
of the non-recursive WQDC is indeed the poor estimation of long edge lengths, as the 
recursive algorithm operates in such a way that after splits for such edges are put into the 
tree being inferred, the length of those edges no longer influences future steps. Finally,
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since there is no substantial difference in the performance of the recursive WQDC for 
L = 0 and L = 2, it appears only long edges degrade performance. Since larger values of 
L reduce running time, this can have an impact for practical use.
When compared to QDC or ASTRAL, the recursive WQDC's performance is usually 
worse. For topological accuracy, the normalized RF distance is, however, generally less 
than the 0∙037 a single NNI move produces for a 30-taxon tree, so the difference is not 
great. Interestingly, for metric accuracy, recursive WQDC often matches the best per­
forming algorithm.
Nonetheless, on this one set of simulations ASTRID gives the best topological and met­
ric accuracy among all these quartet-based method. This suggests that if either variant of 
WQDC is to be useful for empirical inference of species trees, additional development will 
be needed. We note that while its unweighted analog QDC also is slightly outperformed 
by ASTRID, it nonetheless serves as a crucial building block to the NANUQ algorithm 
for network inference [ABR19], which does have several practical advantages over other 
network inference methods. There may be similar roles for WQDC.
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2 Chapter 3: Identifiability of a Protein Model
3.1 Abstract
The Profile Mixture Model is used to analyze protein sequence data in which various sites are suspected to follow many different substitution processes on a single evolutionary tree. A fundamental question for such a complex and highly-parameterized model is whether the parameters are identifiable. In this work this question is answered positively. The main result shows that for a tree with more than 8 taxa, both the tree topology and all numerical parameters are generically identifiable when the number of profiles is less than 77.
3.2 Introduction
If we have protein sequences for an ancestral species and its descendants, by looking at the each site, we can see that the substitution process may vary from one site to another. Sometimes the rate of change is fast, sometimes slow, and sometimes no change occurs. This behavior suggests defining different classes of substitution processes for different sites and leads to the concept of mixture models that will be explained in Section 3.3. These models may provide a better fit to data, though they have many more parameters than more standard single-class models. But if a mixture model is used in data analysis, it is important that the model's parameters are identifiable. That means parameter values can be recovered from the expected joint distribution, and thus a researcher can hope to recover parameter values from data.Allman and Rhodes [1] proved that for a general Markov (GM) mixture model when the number of classes is less than the number of states, the 4-leaf species tree topology is identifiable for DNA sequences. This result immediately applies to larger trees as well. In another work, Rhodes and Sullivant [5] showed that for an r-component identical tree mixture of the GM model of character evolution with κ-state random variables on an n-leaf
2 This chapter is being prepared to be published as a joint publication with E. S. Allman and J. A. 
Rhodes.
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binary phylogenetic tree, under mild technical conditions, both the tree parameter and the numerical parameters are generically identifiable.The model we consider in the following chapters is called the Profile Mixture (PM) Model, introduced by Quang et al. [4]. The question answered in this work is whether the parameters of this model, used to infer phylogenetic trees from protein sequence data, are identifiable. In this model, there are 20 states, corresponding to 20 amino acids, and the number of classes we are interested in is more than 60. Some parameters for this model include the 60 rates of evolution of each class, and a vector giving the relative sizes of the 60 rate classes. Other parameters in this model are: a tree topology with n taxa and 2n - 3 edge lengths, entries of a 20 × 20 symmetric matrix giving “relative substitution rates”, and for each class 20 entries of the vector of equilibrium state frequencies. Because of the complexity of the model, determining identifiability is difficult. Unfortunately, the results mentioned earlier on the GM model do not apply, since while the PM model is a submodel of the GM, it is not generic within it.The proof strategy we follow employs algebraic concepts. We use tensors to represent the probability distribution in a phylogenetic model and then Kruskal's theorem to identify components of tensors uniquely. We can borrow from algebraic geometry the idea that we can extend an identifiability result for a special choice of parameters to generic choices of phylogenetic models.Section 3.3 will more carefully introduce phylogenetic substitution models, and in par­ticular the Profile Mixture Model. Section 3.4 provides the algebraic definitions and lemmas we use, though removed from the biological setting of interest. Section 3.5 connects the phylogenetic model we study with algebraic notions. Then in Section 3.6 the proof of our main theorem on identifiability of the PM model appears.
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3.3 Markov Models on Trees
In this chapter, we define a general model of evolution of sequences along a tree. Suppose that we have a κ-state ancestral sequence and a descendant sequence along a single edge of a tree. Note that the number of states κ for DNA is 4, and for proteins κ is 20. Choose one arbitrary site in the ancestral sequence. We need the probabilities that site may be occupied by each state. We also need the probabilities of base substitutions as this site in the ancestral sequence changes to a site in the descendant sequence over time. These model parameters can be summarized in a row vector and a matrix.More formally, let T ρ be a binary rooted topological tree with root ρ. Then the general Markov model of κ-state sequence evolution along T ρ at a single site has the following parameters:
• A root distribution vector π which is a 1 × κ vector whose entries are non-negative and add to 1. The entries are the probabilities of the various bases at a single site at the root ρ of the tree.
• A Markov matrix M e for each edge e of the tree T ρ directed away from the root. M e is a κ × κ matrix whose entries are non-negative, with each row adding to 1. The i, j -entry of this matrix is the conditional probability of observing base j at the descendant node of e, if the base at the parent node is i.
For example, suppose that we have the tree shown in Figure 3.1 with root ρ and three leaves a, b, c representing extant species from which data can be obtained. Then there are four Markov matrices associated to the edges. Suppose that we have κ = 2 with state space S = {A, B }. Then for each edge, e, the Markov matrix is of the form:
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The joint distribution P of site patterns at the leaves is a 2 × 2 × 2 tensor where the entryP (i, j, k) is the probability of observing i at a, j at b, and k at c where i, j, k ∈ S .
Figure 3.1: A 3-leaf rooted tree with general Markov parameters modeling the evolution of a site from a common ancestor ρ to 3 extant taxa, a, b, c. The internal node labeled α is the most recent common ancestor of b, c.
To compute P (i, j, k ) first suppose a single site has pattern A, A, B at the leaves a, b, c, that is i = A, j = A, k = B respectively. Let π = (pA, pB ) be the root distribution. To observe this pattern at the leaves, we might have A at ρ and A at the other internal node α, so that the probability for this particular case is:
Since states at internal nodes are not observable, as they occurred in the past, summing over all possibilities of bases at ρ and α gives P (A, A, B ):
The seven other entries of P are obtained similarly.
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We model evolution at each site in sequences as independent and identically distributed trials of the same process. Thus the joint distribution P describes the expected site frequency patterns at each site in the sequence, and entries of P could be estimated from data by using the observed frequencies of site patterns in aligned sequences.For a rooted n-taxon tree and a κ-state character, the joint distribution, P , of bases at the leaves is a κ × κ ×, · · × κ tensor. To compute any particular entry of P, by the same nreasoning as for the 3-leaf tree, we sum over all possible states at the root and interior nodes, the product of entries in the matrices M e for all edges e and π that result in a fixed site pattern (i1, . . . , in) at the leaves of the tree.In most model-based phylogenetic analyses, the Markov matrices come from a continuous­time model. A continuous-time model has a rate matrix, Q, which shows the instantaneous probabilistic rate of change between different bases. The off-diagonal entries of Q are non­negative, and the diagonals are set such that each row adds to 0. Now we can define the Markov matrix for an edge e in the tree of length te > 0 based on the rate matrix. Noting that the rate matrix can be rescaled such that the average rate of substitution is one, then the branch lengths of the phylogenetic tree can be considered in units of expected number of base changes per site. Now we can compute the associated Markov matrix on an edge of length te as M e = exp (Qte).Time-reversibility is one of the common features of Markov models used in practice. This means that the same model parameters can describe the evolution between the ancestral and descendant sequences on an edge regardless of the edge's orientation. In continuous-time models, time-reversibility holds if
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This implies that if P is the joint distribution of bases in the ancestral and descendant
sequences on a single edge, then P = PT , and that π is a stable base distribution for M 
for some rij = rji . The rij are called relative rates for the model and can be viewed together with the entries of π as independent parameters. This model was introduced into phylo­genetics by Simon Tavare [7] for DNA and Quang et al. [4] for proteins. The symmetric matrix R = (rij ) is called the exchangeability matrix. Note that the diagonal entries of R are meaningless and may be set to 0 or something arbitrary.Thus far we have assumed that every site in the sequences behaves identically in Markov models. Biologically, however, it is more reasonable to imagine classes of sites with different behavior which leads to a mixture model. For a finite number of classes and a fixed metric tree T with branch lengths {te}, there is a set of parameters for each class including the usual parameters Q, π, for Markov models, and scaling parameters which are used to speed up and slow down the substitution process. Each class leads to a probability distribution of expected site frequency patterns and then we take a weighted sum of the probability distributions over the classes to describe the full model. For example, for two classes we
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A time reversible model has the feature that the root of a tree might be relocated to any other point in the tree without making any other changes to the parameters, and the joint distribution of states at the leaves will be unchanged. This will be convenient in some of our proofs since it allows us to freely move the tree root around to simplify arguments.The most common continuous-time model used for analyzing data is the general time- reversible model (GTR). Parameters in GTR models are π, Q satisfying equation 3.1, and a metric tree. The rate matrix, Q, for DNA is 4 × 4 and for amino acids is 20 × 20.Equation 3.1 implies that for i = j,
In this equation, P1 is the joint distribution for the first class and P2 is the joint distribution for the second class.The mixture model which this work focuses on is defined as the following:
Definition 1. Let T be a rooted topological tree, κ the number of states and m the number of classes. Then the numerical parameters of the Profile Mixture Model, PM=PM (T, κ, m) are:
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have a vector of weights, (w, 1 - w ), 0 ≤ w ≤ 1, which can be thought of as the relative sizes of the classes, and so the joint distribution of a mixture model is
Note that the PM model uses a single matrix R of relative exchangeability for all classes, but that the π i vary for the classes.
Definition 2. For class i, the rate matrix is Qi = Qi (R, π i ), κ × κ with off-diagonal entries those of R diag(π i ), and diagonal entries such that rows add to 0. Then the Markov matrix on edge e corresponding to class i is Mie = exp(Qi te ri ).
There is another way to think of mixture models as related to a κm-state model at internal nodes of the tree. Using notations as above, we have the following.
we obtain a tensor P describing the expected site pattern distribution with κm states at leaves for the tree T in which the classes have not been mixed. To mix the classes we can then multiply in each index of P by a mκ × κ matrix J of m stacked κ × κ identities I . Equivalently, we can instead replace the Markov matrices M e on terminal edges by M eJ. The M eJ have the following form.
Definition 4. Let R, diag(π i ), ri ≥ 0, Qi (R, π i ), Mie = exp(Qi te ri ), and Πr be as in Definition 3, but te ≥ 0 the length of terminal edge e. Then the Markov matrix on edge e, M eJ, is a mκ × κ stacked matrix of Mie's.
As can be seen in Definition 1, the PM model has many parameters and it is crucial to know whether the parameters of the model can be recovered from the site pattern dis­tribution they determine. This is the question of parameter identifiability. If a probability distribution comes from the model, can the parameters of the model which produced it, be recovered uniquely? In phylogenetics, we have two types of parameters: numerical param­eters and the tree topology. Although we care most about identifying the tree and branch lengths, all parameters might be of biological interest and identifying the tree may depend on identifying the others as well. An old result that will be used in this work repeatedly is a basic identifiability result for the GTR model.
Theorem 1. For the single class GTR model on an unrooted binary metric tree, all numerical parameters and the tree topology are generically identifiable.
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Definition 3. Let Πr be the κm-entry block vector of πi's. Then Q = Q(R, Πr ) is a block diagonal matrix of riQi's, and the Markov matrix of edge e, M e = exp(Qte), is a block diagonal matrix of the Mie 's.
Using M e in Definition 3 and a κm-element root distribution of the form
Generically identifiable means that all parameters are identifiable except those in a set of measure zero in the parameter space. The goal of this project is to obtain a similar result for the profile mixture model.
3.4 Algebraic Definitions and Lemmas
3.4.1 Definitions
In the preceding section, we have seen that the site pattern probabilities from a model form a κ × κ × · · · × κ array or tensor. In this section we give some algebraic definitions and results concerning tensors that will be useful for studying such a model.A key tool for this work is Kruskal's Theorem on the structure of certain 3-way tensors. To apply it, however, we will need to define an operation on matrices. Throughout this work, we let [n] = {1, 2, . . . , n}.
Definition 5. Let A be an n × l matrix and B be an n × m matrix. The row tensor product A r B is defined to be the n × lm matrix formed in the following way. Index columns by 
the ordered pairs (j, k), j ∈ [£], k ∈ [n], then
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Note that the precise ordering of columns usually will not matter in this work since we are typically concerned with the rank of such a matrix. When an explicit ordering is needed, it will be made clear. There is also another more well-known type of tensor product of matrices which we define here.
Definition 6. Let A be an m × k matrix and B be an n × l matrix. The tensor productA ® B is defined to be nm × lk matrix whose rows are indexed by the ordered pair (i1, j1), i1 ∈ [m],j1 ∈ [n] and whose columns are indexed by ordered pair (i2, j2), i2 ∈ [k],j2 ∈ [l] 
such that
The tensor product is also called the Kronecker product, and row and column indices may be given an explicit ordering if necessary.In the case that all matrices are the same, we have the row tensor power.
Definition 7. Let A be a m × n matrix and I be an arbitrary positive integer. Then the lth row-tensor power of A is the m × ne matrix
They form a non-trivial bipartition or split of X, denoted by I|J .
Definition 8. Let A be a k × k∙ · · × k tensor with I|J a split of the index set. Then the n
matrix flattening of A with respect to I,J, denoted FlatI|J(A), is a k|I| × k|J| matrix. If by 
permuting indices, we assume that I = {1, 2, · · · ,|I|}, J = {|I| +1,· · · ,n}, then
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To apply Kruskal's Theorem we also need to define a flattening of a tensor with respect to some partition of its indices X , when | X| = n for an n-way tensor. In the following definition, I and J are nonempty subsets of X , a set of n elements, such that
Similarly, we can make the definition of a tripartition and a flattening with respect to it. A tripartition of X here means three disjoint, nonempty sets whose union is X. For 
a tripartition of indices I U J U K = X, then assuming I = {1, 2, · · · , |I|}, J = {|I| + 1, · · · , |I| + |J|}, and K = {|I| + |J| + 1, · · · ,n}, for A of size k × k-∙× k, with indicesnX = [n],
is a 3-way tensor, where α ∈ k|I|, β ∈ k|J |, and γ ∈ k|K |.Example 1. Let A be a 20 × 20 × 20 × 20 × 20 × 20 array. Let κ = 20, I = {1, 3}, J = {4}, and K = {2, 5, 6}. Then FlatI|J|K (A) is a 202 × 20 × 203 tensor with, for example,
Definition 9. Let A be a m × nA matrix with ith row riA = (riA (1), · · · , riA (nA )). SimilarlyB, and C with m rows, and nB, nC columns respectively. Then [A, B, C] denotes the 3-way nA × nB × nC tensor
The following example illustrates Definition 9:Example 2. Let A, B , C be 2 × 2, 2 × 3, and 2 × 4 matrices respectively, 
then P = [A, B, C] is a 2 x 3 x 4 tensor as following:
Also we can extend Definition 9 slightly to define a 3-way tensor [π; A, B, C] where3-37
Before stating Kruskal's Theorem, we need the notion of the Kruskal row rank of a matrix.
Definition 10. Let A be a matrix. The Kruskal (row) rank of A is the largest number k such that every set of k rows of A are independent.
Note that the usual definition of rank of a matrix is the largest number k such that some set of k rows are independent. Thus the Kruskal rank may be less than the usual rank.
Theorem 2 (Kruskal [3]). Let A, B , C be l × nA, l × nB , and l × nC matrices with Kruskal rank p, q, r respectively. If
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then A, B , C are uniquely determined by [A, B , C ] up to simultaneous permutation and scaling 
of the rows. More precisely, if [A, B, C] = [A', B', C'] then there exist invertable diagonal 
matrices D1, D2 and a permutation P such that
Note that for two matrices A, B, the natural extension of the bracket notation gives [A, B] = ATB. So from [A, B], A and B cannot be determined uniquely, since there are many matrix products that give the same product, for instance AT B = (QA)T (QB) for any orthogonal matrix Q.Thus Kruskal's theorem shows a significant difference between matrices and 3-way ten­sors. The following example illustrates the issue with permutation and scaling for the 3-way bracket product.
is a m × 1 vector:
Example 3. Let A, B, C be as in Example 2, and A1 = P (2A), B1 = P (3B), andC1 = P1/6C where P interchanges the row order.
then P1 = [A1,B1,C1] is a 2 × 3×4 tensor:
So [A,B,C] = [A1,B1,C1].In order to apply Kruskal's theorem for matrices coming from biological models, we may face some cases which are exceptional and do not have the Kruskal rank needed for an argument. The best way to talk about these exceptional cases is using the language of algebraic varieties. By an example, we will get better understanding.Example 4. Let M be the set of all 3 × 3 matrices. Then the dimension of this set is 9. The matrices with Kruskal rank θ in this set are, up to ordering of rows:
which have a row of zeros. Up to ordering and independent non-zero rescaling of the rows,
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the matrices with Kruskal rank 1 are: 
where (a, b, c) = (0, 0, 0), (d, e, f ) = (0, 0, 0), which have all non-zero rows, with two that are multiples of one another. Those with Kruskal rank 2 are, up to ordering: 
where all rows are non-zero, (a, b, c) and (d, e, f) are independent, and (g, h, i) = α(a, b, c) + β(d, e, f) with α, β = 0.Notice that all of the sets of matrices of these particular forms have lower dimension inside 9-dimensional space (dimension at most 8). Then in that sense, most of the matrices in M have Kruskal rank 3.In order to make this more precise, we define the notation of a variety.
Definition 11. Let S be a finite set of polynomials in C[a1, . . . , an]. The zero set in Cn of polynomials in S is called the algebraic variety V (S ) associated to S . Similarly, the zero set in Cn of a finite set of analytic functions is called an analytic variety. A subset of a variety that is itself a variety is called a subvariety.
Two different sets S, S' can have V (S) = V (S'), so we define a largest set of polynomials defining a variety, called an ideal.
Definition 12. Given an algebraic or analytic variety V(S), the ideal I(V(S)) is the set of all polynomials p ∈ C[a1, . . . , an] or analytic functions in the ai such that p(v) = 0 for all v ∈ V(S). Thus S ⊂ I(V(S)). 3-40
Definition 13. A variety V is said to be irreducible if it cannot be expressed as V = V1 ∪ V2 
where V1, V2 are varieties with V1, V2 C V.
The main proposition of this section will be used to show model parameters are identifi­able except for “rare” choices. In an algebraic setting, this is expressed using the following terminology.
Definition 14. A property is generic on a variety V if it holds for all points on the variety V 
except possibly for those points in some proper subvariety U C V. When a property is generic 
on V, we will also say the property holds for generic points on V. If V is irreducible, by 
principles of algebraic geometry, U must be of lower dimension than V, and thus of measure 0 in V.
Example 5. The property of having Kruskal rank 3 holds for generic 3 × 3 matrices. To see this, observe in Example 4 that all matrices of Kruskal rank 2 or less have rank 2 or less, so they lie in the subvariety defined by the 3 × 3 determinants. This also shows the property of having full rank is generic for 3 × 3 matrices.Our main use of varieties in this pro ject is through their connection to generic identifia­bility. The following proposition provides the means of drawing generic conclusions.
Proposition 15. [5] Let V0 and V1 be two varieties, with V1 irreducible. Suppose f0 ∈ I(V0), 
and there exists a point p1 ∈ V1 with f0(p1) = 0. Then V1 V0, and the variety V0 ∩ V1 =
V(I(V0) ∪ I(V1)) is oflower dimension than V1. That is, generic points on V1 lie off ofV0.
We also need the following.
Proposition 16. Suppose V is the smallest variety containing the image of a polynomial or 
analytic parametrization. Then V is irreducible, of the same dimension as the image ofthe 
parametrization.
The smallest variety containing a set is called the Zariski Closure of the set.
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3.4.2 Rank Propositions
Since we will need to know the Kruskal rank of Markov matrices, and some related ranks, coming from the PM model defined in Section 3.3, here we give some computational results using PARI/GP about the row rank and the Kruskal row rank of such matrices. In Section 3.6, when we apply Proposition 15, the point p1 will be chosen to have one of these forms.
Definition 17. Let a1,.. . ,aκ be arbitrary complex numbers. Then M(a1,.. . ,aκ) denotes a κ × κ matrix of the form 
where s = a1 + · · · + aκ .
Proposition 18. Let M be a mκ × κ matrix formed by stacking m distinct matrices of form 
M(a1,..., aκ). Let κ = 20 and m ≤ 77. Then Mr has full row rank for I ≥ 3 and generic 
entries of M.
Proof. We begin with the special case of I = 3. An exact PARI/GP calculation (see code in Appendix) shows that by picking distinct random integers for a1 , . . . , aκ in each block in M, with κ = 20 and m = 77, we may find some p0 = M for which M0r has full row rank when 
I =3. This implies the same for m ≤ 77.
2The set of all such M is defined by linear polynomials on Cmκ and thus is a variety V1. Since V1 is parameterized, it is irreducible. Let f0 be any mκ × mκ minor of Mr, as a polynomial in the entries of M, such that f0(p0) = 0. Then by Proposition 15 the set of M for which f0(M) = 0 is a lower dimension subvariety of V1. That is, generic M give M0r of rank mκ.
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Now consider l> 3. Then
3 £—3where M0r is a mκ × q matrix and M0r is a mκ × u matrix. Since M0r has full row rankmκ for generic M, its rows are independent. Since
it is enough to know the entries of the some single column of M0r are nonzero to ensure M0r has mκ independent rows. This is true for generic choice of M. □
Remark 19. Note that for l = 2, M0r does not appear to generically have full row rank, 
as PARI/GP calculations show. Also it has been observed that when you increase the number 
m of classes by one, the difference between the number of rows and the rank of M0lr follows 
the Fibonacci sequence until the rank of M0lr hits the number of independent columns.
The next proposition in this section is a result about the Kruskal row rank, valid for all 
m 0r.
Proposition 20. For κ ≥ 2, let M be a mκ × κ matrix formed by stacking m distinct 
matrices of form M (a1,... ,aκ). For l ≥ 1, M0r has Kruskal row rank greater than or equal 
to 2 for generic entries of the M.
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Proof. Consider first the case £ = 1. The matrices of Kruskal row rank at most one lie inside the variety of matrices row rank of at most 1, is defined by the ideal generically by all 2 × 2 minors. To see that generic matrices of the given form have Kruskal row rank 2 or greater, by Proposition 15 it is enough to find one such matrix not on this variety. Choose mκ distinct positive small numbers as the free entries a1, . . . , aκ in each block of in M. Since each block of M is in the form of M(a1, . . . , aκ), then no two rows of M(a1, . . . , aκ) are multiples of each other, since the diagonal entries are the largest. No two rows of different blocks are multiples, because the ai's are distinct. Thus M has rank greater than or equal to two.The cases £ > 1 now follows by an argument similar to that at the end of the proof of Proposition 18. □
Proposition 21. Let M be a mκ2 × κ3 matrix formed by stacking m matrices of the form M(aι,··· , aκ)0r 0 M(a1, · · · , aκ). Then for κ = 20 and m < 77, a generic M has rank > mκ.
Proof. A PARI/GP calculation shows that for random integer values of ai's, M has• full row rank 400 when m = 1, which is greater than mκ = 20,
• full row rank 800 when m = 2, which is greater than mκ = 40,
• rank 1180 when m = 3, which is greater than mκ = 60,
• rank 1540 when m = 4, which is greater than mκ = 80.
For m = 5, 6, · · · , 77, the rank is at least 1540 = 20 × 77 for some choice of ai's, which shows that for κ = 20 and m < 77, M has rank > mκ.The generic rank in all these cases must be at least as large as for these random examples.
□
Proposition 22. Let M1 be of the form M in Proposition 21, and M2 be formed by stacking 
matrices of the form M (a1, ··· ,aκ) 0 M (a1, ··· ,aκ)0r. Let L be a mκ2 × mκ2 diagonal 
matrix with positive entries. Then for κ = 20 and m < 74, M2T LM1 has rank > mκ.3-44
Proof. Sylvester's rank inequality gives
Since L is a diagonal matrix with positive entries, then the rank of LM1 is the same as the rank of M1 . Then by calculations on the proof of Proposition 21 there is all choice of ai 's so that M2T LM1 has rank at least
• 400 + 400 - 400 = 400 when m = 1, which is greater than mκ = 20,
• 800 + 800 - 800 = 800 when m = 2, which is greater than mκ = 40,
• 1180 + 1180 - 1200 = 1160 when m = 3, which is greater than mκ = 60,
• 1540 + 1540 - 1600 = 1480 when m = 4, which is greater than mκ = 80.
Since this choice of ai 's for m = 4 can be extended to larger m by repeating blocks for the new classes, this shows there are choices of ai 's giving M2T LM1 rank at least 1480 for all m ≥ 4. Finally, 1480 > 20 m for 4 ≤ m < 74. These examples imply the generic rank must be > mκ. □
3.5 Algebraic Aspects of the Profile Mixture Model
In this section we relate some of the algebraic definitions we made in the previous section to the PM model. We begin by describing how a row tensor product of Markov matrices relates to a star tree.
Definition 23. Let A be a set of taxa on a star tree rooted at its internal node with pendant edges {e1, . . . , e|A|} and associated Markov matrices M ei . Then
3-45where :· denotes the row tensor product.
The entries of MA represent the conditional probability of observing different states at taxa in set A given the state at the root. This is because the entries of each M ei represent conditional probabilities of observing states at one taxon and phylogenetic models assume independence of substitution processes on different edges. Since each M ei in this equation by Definition 4 is a mκ × κ matrix, then MA is a mκ × κlAl.Next we apply the concept of flattening to a probability distribution for a Markov model on a tree. But since the flattening is defined with respect to some tripartition of a set of taxa, we need to explain what it means for a tripartition to be displayed on a tree. Let A = {a, b, c}, B = {d, f}, C = {g, h} be three disjoint subsets of a set of taxa X = {a, b, c, d, f, g, h}. Then the tree of Figure 3.2 displays this tripartition of X. More formally, a tripartition A|B|C is displayed on a tree if there is some vertex v whose deletion results in three subtrees with the elements of the sets A, B, C labeling the leaves on each.
Figure 3.2: A tree displaying A|B|C with A = {a, b, c}, B = {d, f}, C = {g, h} since deletion of the vertex v partitions the leaves into these sets.
Similarly we can have a bipartition or split displayed on a tree. For example in Figure 3.2, if A = {a, b, c} and B = {d, f, g, h}, then the tree displays the bipartition A|B of the set of taxa X. More formally, a split A|B is displayed on a tree if there is an edge e whose deletion results in two subsets with leaves labeled by the elements of A and B.Now we claim that if we have a tree T displaying a tripartition of a set of taxa, then the flattening of a joint distribution of bases at the leaves from a Markov model can be expressed using the 3-way matrix product defined in Section 3.4.
Lemma 24. Suppose T is a tree on a set of taxa X displaying a tripartition A|B|C. Let 3-46
Proof. Suppose T has a known tripartition A|B |C at vertex v. Now we can define matrices MA, MB, MC whose entries are conditional probabilities of states at the leaves in each set A, B, C, given the state at v, from the parameters on T . Let π be the base distribution at v. Then
In working with the PM model, so we will need to know the form of the Markov matrices when we fix the exchangeability matrix R. In the following lemma we prove that for a special 
R, a Markov matrix for one class has the particular form given in Definition 17.
Lemma 25. Suppose that the parameter R of the PM model is a κx κ matrix whose entries 
are all 1. Let e be an edge with te = 1. Then the Markov matrix for class i, Mie, is the form
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P be a probability distribution for a Markov model on T with s states at the internal nodes.
Then for some matrices MA, MB,MC, each with s rows,
Let MA be a matrix whose rows are obtained by the product of MA's rows and the corre­sponding entry of π, i.e. MA = diag(π)MA. Then
Proof. Suppose that R is a κ × κ matrix whose entries are all 1.
For a class i with the rate ri , let π i = (π1 , · · · , πκ ) whose non-negative entries sum to 1. Then
and since jκ=1 πj = 1, then the rate matrix is
By finding eigenvectors and eigenvalues for Qi and using the diagonalization formula we have
with
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Then the Markov matrix for an edge of length te = 1 is
where aj∙ = πj∙(1 — eri) ≥ 0 for j = 1, · · · , κ, and s = a1 + a2 + · · · + aκ. □
Now we show conversely that if we have a Markov matrix of the form of M(a1,.. . ,aκ), it comes from an exponential of a rate matrix.
Lemma 26. Given a Markov matrix, Mie of the form of M(a1,. . .,aκ) with aj ≥ 0 and s = j=1 aj suppose 0 < s ≤ 1 . Then there is a πi and ri such that for R the matrix of al l 1 s and Qi given by Definition 2, Mie = exp(ri Qi ).
Proof. Since 0 < s ≤ 1, there is a ri > 0 such that s =1 — e-ri. Let πj∙ = aj for j = 1, · · · , κ.
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Then jκ=1 πj = 1, and aj = πj (1 - e-ri ). Take
Then Mie = exp(riQi). □
3.6 Identifiability of Parameters for the Profile Mixture Model
In this section, we prove the main result that the tree parameter and numerical parame­ters of the PM model are generically identifiable. We begin by investigating the rank of the flattening of a probability distribution array with respect to a bipartition of taxa.Proposition 27. Let T be an n-taxon tree on X and consider a distribution P from the model PM=PM (T, 20, m) with m < 77. Suppose that A|B is a split of X with |A|, |B| ≥ 3.(1) If A|B is displayed on T , then FlatA|B(P ) has rank less than or equal to mκ;
(2) If A|B is not displayed on T , then FlatA|B(P ) generically has rank greater than mκ.Here “generical ly” means for al l choice of numerical parameters except those in a subset of measure zero.Before proving this result, an example gives a better understanding of the form of FlatA|B(P ).
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Figure 3.3: A 4-taxon tree with {a, b}|{c, d} split.
Let κ = 2, with states denoted 1, 2, and m = 1. Let A = {a, b} and B = {c, d} so that {a, b}|{c, d} is a split on the tree T shown in Figure 3.3. Then P is the 2 × 2 × 2 × 2
joint probability tensor of observations at the leaves of the tree, so P(i, j, k, l) = pijkl is the probability of observing state i at a, j at b, k at c, and l at d. Then the matrix FlatA|B(P) is
where the rows correspond to possible states at a and b, and the columns to possible statesat c and d.Consider the case where the terminal edges of the tree have length 0, so no substitutions occur on them. Then since A|B is displayed on T, there are many zeros in FlatA|B(P), because the states at a and b must agree, as must those at c and d, for an entry to be non-zero.Then FlatA|B(P) essentially just describes the joint distribution of states at v1 and v2 and has form
which has rank at most 2 = mκ.Now let A' = {a,c},B' = {b,d}. Since A'∖B' is not displayed on T, then with taxa ordered as a, b, c, d,
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This matrix generically has rank 4, that is, (mκ)2 . Now we prove Proposition 27.
Proof of Proposition 27. To show claim (1), suppose the split A|B is displayed on T and has associated edge e = (α, β ). Conditioning on the state at α, let MA be the matrix of size 
mκ × κ|A| whose jth row entries (j, k), for k ∈ [κ]|A|, are the probabilities of jointly observing the states k on A conditioned on state j at α. Similarly, let MB be a mκ × κ|B| matrix that describes the probability of jointly observing the states on B conditioned on the state at α. Then by rooting the tree at β, since the joint distribution at α, β is diag(π)Me it follows that
Since the Markov matrix Me associated to e is mκ × mκ, this factorization shows that FlatA|B(P) has rank at most mκ.Now suppose A|B is not displayed on T , in order to show claim (2) that the rank of FlatA|B(P) is generically greater than mκ. Let V0 be the variety of matrices of the same size as FlatA|B(P) with rank at most mκ, defined by the mκ × mκ minors. Let V1 be the Zariski closure of the image of the parametrization. Then finding a single choice of parameters producing a rank greater than mκ gives a point on V1 \ V0. This will yield the result by Propositions 15 and 16.Since T does not display A|B, by Theorem 3.8.6 of Semple and Steel [6], there is an edge e = (v1, v2) of T with associated split C|D such that A' = A ∩ C, A" = A ∩ D, B' = B ∩ C, 
B" = B ∩ D are all nonempty. To find the needed choice of parameters, first fix all internal 
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edges of T except e to have length 0, so the Markov matrices of these edges are I. Fix the edge length for all terminal edges and for e to be 1. Then choose all entries of R to be 1.We have not yet specified value for the parameters πi, ri as these will be given values later in the argument. We are effectively reducing to the case of T being formed by two star trees, one on C and one on D, all of whose branches are of equal length, connected by edge e. See Figure 3.4. In addition, we can “sort” the edges to C and D into subgroups
Figure 3.4: A tree which does not display the split A|B, but displays the split C|D such that A' = A ∩ C, A'' = A ∩ D, B' = B ∩ C, B" = B ∩ D.
Denote one of the endpoints of e as a root, say r = v1. Let K = diag(πr)M e be the mκ × mκ block diagonal matrix which expresses the joint distributions of states at the vertices v1 and v2 of e. The probabilities of observing states i, j, k, l at leaves in A', B', 
A”, B" respectively, P(i, j, k, l), are the entries of a k|a'| × k|b'| × K|A"| × K|B"| tensor. For understanding the structure of the flattening, we focus on the central edge e. We define a 
mκ × mκ × mκ × mκ tensor with (mκ)2 non-zero entries,
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which is diagonal and generically of rank mκ2 .Since P “expands” these terminal edges to edges with mκ × κ Markov matrices, it isplausible that the rank of the flattening of P is also large. Let NA = MA' ® MA" andNB = MB' ® MB" where MA', MA", MB', MB" are defined as before. Then
First we prove that claim (2) is true when |A| = |B| = 3 by considering two cases.Suppose first that ∣Α'| = |B'| - 2 and |A"| - |B"| = 1, as shown in Figure 3.5.
Figure 3.5: A tree such as in Figure 3.4 with |A'| = |Bl| = 2 and |A"| = |B"| = 1.
Note that the probability of states i, k at v1, v2 is zero if i, k do not have the same class. Then we can replace Q by a diagonal mκ2 × mκ2 matrix, Q, of full rank generically, provided we replace NA by NA that is a mκ2 × κ3 stacked matrix formed from the tensor product of each class component of M0r and M. From Figure 3.5, NB = NA and can be replaced by N b = NA = N.Since Q is diagonal with positive entries, then
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where K expresses the joint distribution of states at the vertices v1 and v2. The tensor Q represents the joint distribution of the tree of Figure 3.4 if terminal edges have length zero and A', B', A", B" have single taxa. Since A∖B is not displayed on T, in this case FlatA∣B(Q) is a (mκ)2 × (mκ)2 matrix Q whose entries are
Let Λ = (Q)1/2N, so
By the singular value decomposition, we see
A PARI/GP calculation presented as Proposition 21 shows that rank(N ) > mκ generically.Thus generically
Now suppose that |A'| = |B"| = 2 and |A"| = |Bl| = 1, as shown in Figure 3.6. The argument for the first case does not work for this tree because the tensor products forNA and NB are different, as the tensor products are taken in different orders. However a more complicated PARI/GP calculation, presented as Proposition 22 shows that FlatA|B(P ) generically has rank greater than mκ.
Figure 3.6: A tree such as in Figure 3.4 with |A'| = |B"| = 2 and |A"| = |B'| = 1.
For the general case of |A|, |B| ≥ 3, take A to be a 3-element subset of A with at least one element from A' and from A" according to Figure 3.4 and similarly take B to be a 3-element subset of B with at least one element from B' and from B". Since the row indices of FlatA|B(P ) depend on the states at the taxa in A and the column indices depend on the states at the taxa in B, marginalizing over all possible states for the taxa in A which are not in A and same for B, gives us FlatA|B(P). Then there are some appropriate matrices, J1. J2 which perform this marginalization on FlatA|B (P ),
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Since FlatA∣B(P) has rank greater than mκ and FlatA∣B(P) has rank greater than or equal to FlatA∣B(P), then FlatA∣B(P) has rank greater than mκ. □
By Proposition 27, from a distribution P for generic parameters we can identify every edge in the tree for which there are at least three taxa on either side. Since we will need to identify a tripartition on the tree later, in the following proposition, we prove that Proposition 27 also helps us to find a tripartition on the tree.
Proposition 28. If T has n ≥ 9 taxa, then it has a tripartition we can detect from a 
distribution P using Proposition 27, for generic parameters.
Proof. According to Lemma 4.8 in [5], every unrooted binary tree T with n ≥ 3 has an internal vertex which induces a tripartition A| B|C such that two of the three components contain at least ┌n∕4┐ leaves of T. Then the third component has at least 1 leaf and at most n — 1 — ┌n∕2┐ leaves. Note that for n ≥ 9, n — 1 — ┌n∕2┐ ≥ 3.The two edges by which the components with at least ┌n∕4┐ leaves join T can be detected by Proposition 27 since for n ≥ 9, ┌n∕4┐ ≥ 3. The edge to the third component can also be determined when it has greater than or equal to 3 leaves of T. We just need to argue about two cases when the number of taxa in this component is 1 or 2. The argument is illustrated for n = 9 in Figure 3.7.
Figure 3.7: 9-taxa trees in which the number of taxa in the third component ofa tripartition is 1 or 2.
If the third component has only one leaf, as in tree (a) of Figure 3.7, the two bipartitionsA∪{a}∣B and A|B∪{a} are identifiable by Proposition 27. These two imply the tripartition3-56
for this tree is A|B |{a}. If the third component has two leaves as in tree (b) of Figure 3.7, the two bipartitions A ∪ {a, b}|B and A|B ∪ {a, b} are identifiable, but A ∪ {a}|B ∪ {b} and A ∪ {b}|B ∪ {a} are not displayed on T, and that is detected by Proposition 27. This implies the tripartition A|B∣{a,b} is on the tree. □
Now that we can identify a tripartition on a tree T such that two of three partitions have at least 3 taxa in them, the next step is to show we are able to apply Kruskal's theorem for one of these tripartitions. For a particular choice of parameters of the PM model, the Markov matrices describing the conditional probabilities of jointly observing the states in these partitions look like those in Proposition 18 which have full row rank, and the following lemma gives a precise proof for that.
Lemma 29. For κ = 20, let R be the matrix of all 1 's. Then for m ≤ 77, te = 1, and l ≥ 3, the row tensor lth power of a stacked Markov matrices under the PM model has full row rank 
for generic parameter choices of the πi, ri.
Proof. For a class i, we have κ - 1 and 1 independent parameters corresponding to πi and ri. Then with R and branch lengths fixed the dimension of parameter space for the m class PM model (not including class size frequencies) is
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Suppose U is a full-dimensional subset of our model's parameter space, U ⊆ RD9, as shown in Figure 3.8. We define a map ψ from U to an algebraic space of m-stacked Markov matrices of size κ × κ with rows adding to 1. This invertible analytic map takes πi's, and {ri}'s and maps them to a m-stacked Markov matrix as we compute Qi's, exponentiate 
riQi's, and stack them. Then ψ : U → RL ⊆ CL where L = mκ(κ - 1).Let V0 be the Zariski closure of m-stacked Markov matrices of the form M(a1, · · · , aκ). This algebraic variety has dimension mκ. Note that by Lemma 16, ψ(U) ⊆ V0 and has the same dimension, D. Then ψ(U) is a full-dimensional subset of V0 ∩ Rl.
Now we consider the map that takes a m-stacked Markov matrix and maps it to its rowtensor cube. Then let ϕ be the row tensor cube map on mκ × κ matrices, ϕ : RL → RDwhere
with 3+κ-1 1 is the number of cubic monomials in κ variables. Then φ is a polynomial map and finite-to-one.
Figure 3.8: Schematic representation for Lemma 29 of the decomposition of the parametriza­tion maps from stochastic space by ψ into an algebraic space of Markov matrices and then by φ to a probability distribution space. Here V1 ∩ W1 is the set of the potential exceptional points where row tensor powers may not have full row rank.
The Zariski closure of the image of ϕ(V0) is an algebraic variety V1 = ϕ(V0). Then ϕoψ(U) is a patch in V1 of dimension D.Proposition 18 shows that there exists a p ∈ V0 with φ(p) having full row rank mκ. Then at least one of the mκ × mκ minors of φ(p) is nonzero. Call this minor, as a polynomial in the entries of φ(p), f. Let W1 = V(f) be the variety where f is zero. Since V1 ∩ W1 C V1,
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by Proposition 15 V1 ∩ W1 has lower dimension than V1 . Since ϕ is finite-to-1, this implies φ-1 (V1 ∩ W1 ) is a lower dimensional subvariety of φ-1 (V1 ) = V0 . Since ψ is 1 - 1, this then implies ψ-1(ϕ-1(V1 ∩ W1)) is of dimension < D. But any point u ∈ U \ ψ-1(ϕ-1(V1 ∩ W1)) is such that f ◦ φ ◦ ψ(u) = 0, and thus φ ◦ ψ(u) has full row rank. That is, generic points 
u ∈ U are such that φ ◦ ψ(u) has full row rank. □
Corollary 30. Let κ = 20, m < 77, te = 1, l ≥ 3.Then for generic R, πi,ri, the row tensor 
lth power of stacked Markov matrices under the PM model has full row rank.
Proof. The Zariski closure of the set of such parameterized matrices is an analytic variety. Since Lemma 29 shows there exist points on it of full rank, then Proposition 15, shows that generic points have full rank. □
We can similarly obtain from Proposition 20,
Corollary 31. For generic R, πi,ri,i ≥ 1, the row tensor lth power of stacked Markov 
matrices under the PM model has Kruskal row rank ≥ 2.
Now let T be an n-taxon binary tree on X. Picking any internal vertex of T , gives a tripartition of X that allows us to form 3 agglomerate observed variables under the PM model. Then we can attempt to apply Kruskal's theorem for the PM model. Suppose that P is a probability distribution in the PM model on tree T displaying tripartition A|B|C of the leaves. Then one can give mκ × κ|A|,mκ × κ|B|,mκ × κ|C| stochastic matrices MA, MB, MC of conditional probabilities of states at the leaves in A, B, C given the state at v from the parameters on T . Then by Lemma 24, we know that
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where MA = diag(π)MA.To use Kruskal's theorem on this flattening, we first show that Kruskal rank of the matrices are large enough, at least generically, that the theorem applies.
Lemma 32. Let κ = 20 and m ≤ 77. Let MA, MB,MC be those matrices described above. 
For generic numerical parameters of the PM model when |A|, |B| ≥ 3, |C| ≥ 1, MA, MB 
have full Kruskal row rank and MC has Kruskal row rank equal to or greater than 2.
Proof. Finding a single choice of parameters with this property is enough to get the result by similar reasoning as was used in Lemma 29. Let branch length on all internal edges be 0, so Markov matrices are I. Fix edge length for all terminal edges, (say, te = 1), and choose all entries of R to be 1. Pick π i 's entries to be small distinct positive numbers. Then T is a star tree, rooted at the central node, v .For this choice of parameters, MA, MB, MC are Markov matrices in the stacked form of Definition 4. Then by Corollary 30, for generic parameters MA and so MiA, MB have full row rank and so full Kruskal row rank when |A|, |B| ≥ 3. Also by Corollary 31, MC has Kruskal row rank equal to or greater than 2 when |C| ≥ 1. □
We are now ready to prove our main result on the generic identifiability of numerical parameters of trees with a known tripartition.
Proposition 33. Suppose T is a binary tree on X which displays a known tripartition A|B|C 
with |A|, |B| ≥ 3, |C| ≥ 1, and m ≤ 77. Then both T and the numerical parameters of the 
PM(T, 20, m) model on T are generically identifiable.
Proof. By Lemma 32, if a distribution P comes from generic parameters of the PM model on T , then
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where MiA, MB have full Kruskal row rank, MC has Kruskal rank greater than 2. Thus equation 3.3 of Kruskal's Theorem is satisfied with l = mκ and [MiA, MB, MC] determines 
MiA, MB, MC uniquely up to simultaneous permutation and scaling of the rows.Also by factoring out row sums from the matrices, we can identify the root distribution matrix Πr and MA, MB, MC up to permutation of rows. If we pick the first diagonal entry
of Πr and suppose that this row corresponds to class i and state £, then the first row of 
MA, MB, MC corresponds to the same class i and state £. Kruskal's theorem does not give us order of rows based on the classes or the structure of subtrees, but we will find which rows of Markov matrices go together in the same class and put them together.We know that |A| ≥ 3. Consider first the case of |A| = 3, A = {a, b, c}. So we have the subtree of Figure 3.9 such that {x, y, z} = {a, b, c}.
Figure 3.9: A subtree with 3 taxa and Markov matrices associated with the edges.
Then MA is a mκ × κ3 matrix. Choose the lth row of MA. It is a row vector with κ3 entries, but we can reformulate this row as a 3-dimensional tensor, Γ, whose size is κ × κ × κ. This is the tensor giving a conditional distribution with i,j, k entries P (a = i,b = j,c = k|r = £) when I denotes both class and state. Now take v1 as the root of the subtree for A shown in Figure 3.9. Then for unknown p, Mx, My, Mz, M1, M2 we can express the joint distribution of states at x, y, z, r as
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where M = M2 diag(M1(:, l))Mx. Let M be M with rows normalized to add to 1, so for some D, MM = DM and pvι = Dpvi. Note that this joint distribution is just a rescaling of the conditional distribution given in the lth row of Ma with same ordering of the indices.By applying Kruskal's theorem to each row of MA reshaped into tensor, then we can decompose P(x = i,y = j,z = k|r = C) for each l with 1 ≤ l ≤ mκ into a 3-way product. Note that for each C this deals only with a single class and the Markov matrices are then κ × κ and generically of full rank. So Kruskal's theorem gives the matrices My, Mz, M up to ordering of rows. Two of them, My, Mz will be dependent only on the class, but not the state of C. So for different C, we can find κ rows with the same (possibly permuted rows) version of My and Mz which give one class. In this way we can group the rows of MA, MB, MC by class. Now taking those rows of MA, MB, MC , and Πr for one class and multiply them back together in a 3-way product gives a tensor for a single class GTR model. Both the tree and numerical parameters are identifiable for this model by Theorem 1.For the case | A| > 3, this shows that by marginalization down to | A| = 3 as in Proposition 27 we can identify the subtrees and parameters for B, C . Then interchanging the roles of A and B gives the subtree and parameters for A. □
Combining Propositions 28 with Proposition 33 we have the main result.
Theorem 3. Let T be a tree with at least 9 taxa. Then under the PM (T , 20, m) model3-62
with m ≤ 77, T and numerical parameters are identifiable from a probability distribution for 
generic parameters.
To complement our argument about the identifiability of model parameters, we indicate why the number of taxa of a tree satisfying in Proposition 33 should be greater than or equal to 9. In the assumption of Proposition 33 we have that T is a binary tree on X which displays a tripartition A∖B∖C with ∖A∖.∖B∖ ≥ 3, and ∖C∖ ≥ 1. Then T needs to have at least7 taxa. But when ∖X∖ = 8, there are 5 tree shapes as shown in Figure 3.10.
As it can be seen for tree (e) there is no tripartition A∖B∖C with ∖A∖.∖B∖ ≥ 3, and ∖C∖ ≥ 1. Then Propositions 27 and 28 cannot be used to obtain a tripartition in order to apply Proposition 33. For the other 8-taxon trees shown, however, we can obtain identifiability.
3.7 Some other results
To further understand of the main result on identifiability of the PM model of this chapter, it is helpful to look at its relationship to other published results about parameters identifiability of phylogenetic models.Allman and Rhodes [1] introduced a (λ. κ)-state general Markov model, Mλ,κ, which is motivated by the covarion model of Tuffley and Steel [8]. In this model, internal nodes are allowed to have more states than leaves. Suppose T is a binary topological unrooted tree. Choose one of the internal nodes as a root, r, and call the tree T r, with each edge directed from the root. Each leaf of the tree has an observed random variable with state 3-63
Figure 3.10: 8-taxon tree shapes
space [κ] = {1, 2, . . . , κ} and each internal vertex has an unobserved random variable with state space [λ] such that λ ≥ κ. Let πr be a row vector with λ elements which represents the probability distribution of the states at the root with entries sum to 1. For each directed pendant edge, e, there is a λ × κ Markov matrix describing transition probabilities and a 
λ × λ matrix for each directed internal edge, e. Then Allman and Rhodes showed that for 
λ < κ2 under an analytic (λ, κ)-state model on a 4-leaf tree, the tree topology is identifiable for generic parameters. In the context of the PM model, this gives the following.
Theorem 4. For m < κ-1 under the PM model, the 4-leafspecies tree topology is identifiable 
from sequences.
Thus their result for protein sequences with κ = 20 gives identifiability for at most 19 classes, which is insufficient to apply to the PM (T, 20, 60) model used in biological applications.Allman et al. [2] introduced another model named a mixture of coalescent mixtures. Their result at first appears to be surprisingly close to what have been proved in this thesis in that it shows identifiability of trees for very general many class mixtures. However, they need to assume the tree is ultrametric, which biological experience has shown is often violated. While they also allowed for a coalescent model, that is not relevant to this work, and is not necessary for their proof.In the setting of this thesis their result gives the following.
Theorem 5. Let κ ≥ 2, m ∈ N, and T be a binary ultrametric tree. Then under the PM (T, κ, m) model, the tree topology is identifiable from the expected log-det distance for pairs 
of taxa.
While the proof of this theorem is much less complicated than the approach given in this thesis, its restriction to ultrametric trees and failure to identify numerical parameters seems essential to the approach.
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Chapter 4: Conclusion and Future Work
In this work we introduced a new method of inferring metric species trees from topological gene trees under the Multispecies Coalescent (MSC) model. This algorithm provides a statistically consistent estimator of a species tree by defining new intertaxon distances that can be calculated from the weights of quartets for all subsets of four taxa. By using these distances, this method produces a metric species tree that exactly fit the same tree topology, but with rescaled edge weights by certain factors.A natural problem is to extend this method from trees to phylogenetic networks. Net­works are different from phylogenetic trees since they have hybrid nodes (nodes with two parents) instead of only tree nodes (nodes with only one parent). The quartet distance [2] which gives only topological information of species trees has been generalized to the level-1 network setting in the NANUQ method [3]. NANUQ takes as input a set of gene trees and produces an unrooted network with certain properties . NANUQ is a recent product of the biomathematics research group in the Department of Mathematics and Statistics at UAF but there is much potential to extend it. Extending the metric quartet distance seeks to improve on this method to provide metric information for networks as well.Also from this project, it is clear that gene tree error is a significant contributor to the lack of accuracy of inferred species trees. Then focusing on the errors in sampling gene trees from MSC can be future work. Better ways are needed to quantify how much of gene tree variation could be due to the MSC and how much is simply error can be investigated.We also proved that both numerical and non-numerical parameters of a model used for inferring a species tree from protein sequences are identifiable. Thus, another interesting future question is to explore the identifiability problem for models used for inferring the species network. There are some results for identifying the topology or topological features of the species network, but not all parameters.
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