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Resumo
O objetivo deste trabalho e´ servir como um texto introduto´rio aos seguintes assuntos:
quantizac¸a˜o canoˆnica, quantizac¸a˜o de lac¸os e modelo BF. Para tal, desenvolvemos ferra-
mentas matema´ticas apropriadas para se tratar uma teoria de calibre topolo´gica do tipo
Yang-Mills em geral, para formular uma ac¸a˜o covariante e estudar suas simetrias via o
me´todo de quantizac¸a˜o canoˆnica de Dirac, tambe´m conhecido como me´todo hamiltoni-
ano vinculado. Este me´todo e´ desenvolvido extensamente, embora mantenha o cara´ter
introduto´rio, para o caso do modelo BF de 2+1 dimenso˜es, que em seguida quantizamos
via lac¸os e encontramos identificac¸o˜es de todo este processo com a teoria da relatividade
geral expressa como uma teoria de calibre. Por u´ltimo, no´s veremos como se desenvolve a
mecaˆnica quaˆntica destas teorias de calibre descrevendo a base para nossas func¸o˜es de es-
tado que e´ chamada de rede de spin, bem como a dinaˆmica destas teorias quantizadas por
lac¸os que e´ descrita pelo formalismo dos spin foams e ainda o ca´lculo de alguns observa´veis
associados a nossos estados.
Abstract
The main goal of this work is to serve as an introductory review on the following sub-
jects: canonic quantization, loop quantization and BF model. To achieve it we develop
the proper mathematical tools to study a topologic Yang-Mills gauge theory in general,
to formulate a covariant action and study its simetries via Dirac’s canonical quantization
method, also known as constrained hamiltonian method. This method is extensely devel-
oped, although at an introductory level, for the case of 2+1 dimentional BF model, which
then we quantized via loops and we find analogies with the general relavity theory ex-
pressed as a gauge theory. Finally, we’ll see how develops the quantum mechanics of these
gauge theories describing the basis for our state functions that is called spin networks, as
well as the dynamics of these quantized loop theories which is described by the formalism
of spin foams and still the calculation of some observables related to our states.
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Cap´ıtulo 1
Introduc¸a˜o
Grande parte dos frutos colhidos da f´ısica estudada no u´ltimo se´culo tem sido cultivados
em duas teorias fundamentais: a mecaˆnica quaˆntica (MQ) [1], [2], [3] e a relatividade geral
(RG) [4], [5], [6]. Mas ale´m do progresso cient´ıfico, estas duas teorias tambe´m trouxeram
desarmonia a` estrutura da f´ısica pre´-relativ´ıstica cla´ssica, uma vez que ambas teorias
foram formuladas sobre conceitos que sa˜o contraditos na outra teoria! A MQ e´ formulada
utilizando uma varia´vel temporal externa (o t que aparece na equac¸a˜o de Schrodinger)
ou ainda como um espac¸o-tempo de background fixo (o espac¸o-tempo definido na teoria
quaˆntica de campos), e ambos os conceitos sa˜o incompat´ıveis com a RG. Por sua vez,
a RG e´ formulada em termos da geometria Riemanniana aonde a me´trica e´ um campo
dinaˆmico determin´ıstico. Ora, mas na MQ todos os campos dinaˆmicos sa˜o quantizados,
isto e´, em escalas pequenas temos quantas discretos regidos por leis probabil´ısticas.
Sendo assim, e´ de se esperar que em escalas pequenas exista um quantum de espac¸o e um
quantum de tempo, superposic¸a˜o de espac¸os, etc. uma vez que tenhamos uma gravitac¸a˜o
quaˆntica [7], [8], [9], [10], [11]. Formular esta teoria que combina a MQ e a RG e´ um
dos maiores desafios da f´ısica fundamental atualmente. O objetivo deste trabalho de
dissertac¸a˜o e´ construir uma teoria de calibre topolo´gica tipo Yang-Mills (YM) [12], [13]
conhecida como modelo BF [7], [14], [15] em 2+1 dimenso˜es e desenvolver para este modelo
o me´todo de quantizac¸a˜o canoˆnica culminando na aplicac¸a˜o das te´cnicas de quantizac¸a˜o
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de lac¸os, discutir brevemente a estrutura da teoria quaˆntica obtida por este processo
bem como sua dinaˆmica e estudar alguns operadores e observa´veis dos nossos estados
quaˆnticos, e finalmente, mostrar que todos estes resultados para o modelo BF em 2+1
dimenso˜es podem ser generalizados para a teoria da gravitac¸a˜o tridimensional – que de
fato pode ser expressa como um modelo BF particular.
No cap´ıtulo 2 veremos as bases para a formulac¸a˜o e construc¸a˜o do modelo BF, cuja prin-
cipal caracter´ıstica e´ ser uma teoria de calibre topolo´gica, por consequeˆncia independente
de background, isto e´, uma teoria independente de me´trica. O modelo BF tambe´m possui
outras propriedades interessantes por ser uma teoria de calibre (gauge theory), como in-
variaˆncia sobre transformac¸o˜es gerais de coordenadas (difeomorfismos ativos) e invariaˆncia
sobre transformac¸o˜es de calibre locais sobre o grupo de representac¸o˜es indicado (enfocare-
mos o grupo SU(2)), que no caso de uma teoria tipo YM e´ um grupo na˜o-abeliano.
No cap´ıtulo 3 esta´ uma das principais contribuic¸o˜es deste trabalho que e´ o desenvolvimento
do me´todo de quantizac¸a˜o canoˆnica para o modelo BF em 2+1 dimenso˜es, me´todo que foi
proposto por Dirac [16], [17] para resolver sistemas cuja transformada de Legendre na˜o e´
trivial, por existirem relac¸o˜es entre as coordenadas e os momentos generalizados chamadas
de v´ınculos. Historicamente o me´todo foi desenvolvido para que se pudesse quantizar
pelo me´todo hamiltoniano a teoria eletrodinaˆmica, que e´ uma teoria de calibre com o
grupo de representac¸a˜o U(1). A partir dos resultados da quantizac¸a˜o canoˆnica obtemos
as grandezas cla´ssicas (varia´veis dinaˆmicas, v´ınculos e multiplicadores de Lagrange) que
posteriormente se transformam em operadores ou paraˆmetros de evoluc¸a˜o de calibre. Com
o me´todo de quantizac¸a˜o de lac¸os introduzido no cap´ıtulo 4 podemos descrever um espac¸o
de Hilbert cinema´tico para estes operadores derivado do espac¸o de configurac¸o˜es cla´ssico
e descrever os estados quaˆnticos no formalismo das redes de spin. [18], [19], [20], [21]
No cap´ıtulo 5, fica clara a raza˜o para a escolha de trabalhar com o modelo BF de 2+1
dimenso˜es com grupo de representac¸a˜o SU(2), que e´ devido a` semelhanc¸a que o modelo
BF escrito nestes paraˆmetros teˆm com a teoria da Gravitac¸a˜o descrita pela Relatividade
Geral em 3 dimenso˜es expressa pelo formalismo ADM. [22], [23] De fato, mostramos que
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nestas condic¸o˜es as duas teorias sa˜o isomo´rficas, logo todos estes resultados obtidos nos
cap´ıtulos anteriores podem ser generalizados para a teoria da Gravitac¸a˜o 3D – pelo menos
na sua versa˜o Euclidiana. Seguimos com uma breve revisa˜o de RG analisando a ac¸a˜o de
Palatini-Holst, que nada mais e´ do que a ac¸a˜o de Einstein-Hilbert escrita como uma
equac¸a˜o de primeira ordem devido a` uma mudanc¸a de base nas varia´veis dinaˆmicas.
Esta revisa˜o e´ uma introduc¸a˜o para uma discussa˜o sobre as simetrias que prevalecem
na teoria quaˆntica, isto e´, a implementac¸a˜o dos v´ınculos canoˆnicos na teoria quaˆntica, e
como estas simetrias afetam a estrutura das nossas teorias de calibre quantizadas e´ um dos
assuntos abordados no cap´ıtulo 6, assim como outra grande contribuic¸a˜o deste trabalho,
que e´ a discussa˜o de casos aonde temos observa´veis [24] e transic¸a˜o entre estados de rede
de spin, dinaˆmica estudada pelo formalismo dos spin foams. [7], [18], [25], [26] Vale a
pena ressaltar que esta dinaˆmica em uma teoria de calibre topolo´gica nada mais e´ do que
a soma das histo´rias de uma transic¸a˜o de amplitude de estados e que a implementac¸a˜o
completa dos v´ınculos e´ uma tarefa a´rdua e ainda na˜o conclu´ıda em 3+1 dimenso˜es!
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Cap´ıtulo 2
O Modelo BF
O modelo BF e´ uma teoria de campos topolo´gica que quando quantizada se torna uma
teoria quaˆntica de campos topolo´gica. Na sigla BF, como vamos ver adiante, B e F sa˜o
as varia´veis que aparecem na ac¸a˜o da teoria. O modelo BF e´ o que conhecemos como toy
model, ou modelo de brinquedo, devido ao fato de ser uma teoria constru´ıda apenas para
estudar a aplicac¸a˜o da quantizac¸a˜o de lac¸os em uma teoria de campos topolo´gica.
Contudo, o modelo BF tridimensional possui uma semelhanc¸a nota´vel com a teoria da
relatividade geral tridimensional formulada via o formalismo de primeira ordem, e no
decorrer do trabalho vamos ver que a menos do grupo de calibre (que e´ SU(2) para o
modelo BF e SO(1, 2) para a RG) estas duas teorias sa˜o ana´logas.
Nota: O leitor que na˜o esta´ familiarizado com as notac¸o˜es, conceitos e propriedades da
geometria diferencial e´ convidado a visitar o Apeˆndice A antes de prosseguir!
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2.1 Definic¸o˜es e Convenc¸o˜es
2.1.1 I´ndices
E´ conveniente adotar uma notac¸a˜o para os ı´ndices que aparecem nas varia´veis, campos e
formas ao longo do texto. Considerando que dim(D) = 2 + 1:
• Os ı´ndices gregos (µ, ν, ρ, . . . ) assumem valores (0, 1, 2) ou (t, 1, 2);
• Os ı´ndices latinos minu´sculos (a, b, . . . ) assumem valores (1, 2);
• Os ı´ndices latinos maiu´sculos (I, J,K, . . . ) sa˜o ı´ndices de grupo e os valores que
estes assumem dependem do grupo de calibre G em questa˜o. (Por exemplo, G =
SU(2)→ (1, 2, 3))
2.1.2 A Derivada Covariante
O modelo BF tambe´m e´ uma teoria topolo´gica, enta˜o possui invariaˆncia de calibre local.
Isto e´, dado um campo ψ(~x) ∈ G, onde os valores de ψ(~x) sa˜o elementos do grupo:
ψ′(~x) = ψ(~x)g(~x) (2.1)
Tambe´m queremos que a derivada deste campo se transforme da mesma maneira que o
campo, o que nos leva a definic¸a˜o de derivada covariante:
∂µψ
′(~x) = ∂µψ(~x)g(~x) + ψ(~x)∂µg(~x) (2.2)
Para calcularmos a derivada covariante levamos em considerac¸a˜o um grupo de Lie na˜o-
abeliano (faremos o ca´lculo para G = SU(2)). Enta˜o, consideramos o caso de um campo
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ψ ∈ SU(2), e queremos (Dµψ(~x))′ = Dµψ(~x)g(~x) enta˜o fazemos um Ansatz:
 Dµψ = ∂µψ − ψAµA′µ = g−1∂µg + g−1Aµg (2.3)
E verificamos que com esta soluc¸a˜o (Dµψ)
′ se transforma de maneira covariante:
(Dµψ)
′ = ∂µψg + ψ∂µg − ψg(g−1∂µg + g−1Aµg)
= ∂µψg + ψ∂µg − ψ∂µg − ψAµg
= (∂µψ − ψAµ)g = (Dµψ)g (2.4)
Enta˜o, tomamos g infinitesimal para determinar a transformac¸a˜o infinitesimal de Aµ:
g ≈ 1 + ω
g† = g−1 ≈ 1− ω
A′µ = (1− ω)∂µω + (1− ω)Aµ(1 + ω) (2.5)
Escrevendo os termos lineares em ω:
A′µ = Aµ + ∂µω + [Aµ, ω]
δAµ = ∂µω + [Aµ, ω] (2.6)
Com este resultado e a a´lgebra dos geradores de SU(2) descritos na equac¸a˜o (A.9), ja´
temos o necessa´rio para definir nossa derivada covariante e escrevemos novamente a
equac¸a˜o (2.6) passando da notac¸a˜o matricial para a notac¸a˜o em componentes1:
δAIµTI = ∂µω
ITI + [A
J
µTJ , ω
KTK ] (2.7)
= ∂µω
ITI + fJKITIA
J
µω
K
δAIµ = ∂µω
I + fJKIA
J
µω
K
= (∂µδ
IK − fIKJAJµ)ωK = (Dµω)I (2.8)
1Ver apeˆndice A para notac¸o˜es e definic¸o˜es.
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Renomeando alguns ı´ndices livres, e´ fa´cil ver que:
δAIµ = (δ
IJ∂µ − fIJKAKµ )ωJ ≡ DIJµ ωJ = (Dµω)I (2.9)
Chamamos DIJ de matriz derivada covariante, ou so´ derivada covariante.
Da definic¸a˜o das formas diferenciais2 podemos escrever nossos campos, operadores e ten-
sores na representac¸a˜o adjunta, apenas multiplicando nossas equac¸o˜es pela direita com a
forma dxµ:
A′µ = g
−1∂µg + g−1Aµg |dxµ ⇒ A′ = g−1dg + g−1Ag (2.10)
Dµχ = ∂µχ+ Aµχ |dxµ ⇒ Dχ = dχ+ Aχ (2.11)
Sobre um campo χ ∈ G na representac¸a˜o adjunta. Pode-se que mostrar que, se χ′ = g−1χ,
enta˜o:
(Dχ)′ = g−1Dχ (2.12)
Isto e´, nossa derivada exterior e´ covariante. Note que a lei de transformac¸a˜o utilizada
para χ′ e´ diferente da utilizada para ψ′ (equac¸a˜o 2.1). Pode-se mostrar que as duas leis
de transformac¸o˜es sa˜o equivalentes para a mesma lei de transformac¸a˜o de A.
Agora vamos calcular a derivada covariante de um tensor X arbitra´rio que esta´ na repre-
sentac¸a˜o adjunta, enta˜o seja X uma p-forma cuja derivada exterior se escreve como:
DX = dX + [A,X] (2.13)
Enta˜o queremos verificar que se X ′ = g−1Xg enta˜o:
(DX)′ = g−1DXg (2.14)
Verificac¸a˜o:
(DX)′ = d(g−1Xg) + [g−1dg + g−1Ag, g−1Xg] (2.15)
2Ver apeˆndice A.
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Precisamos conhecer dg−1. Note que usamos g−1g = 1:
d(g−1g) = 0 = dg−1g + g−1dg |g−1
dg−1 = −g−1dgg−1 (2.16)
Da´ı:
(DX)′ = d(g−1Xg) + [g−1dg + g−1Ag, g−1Xg]
= dg−1Xg + g−1dXg + g−1Xdg + g−1dgg−1Xg − g−1Xgg−1dg
+g−1Agg−1Xg − g−1Xgg−1Ag
= g−1(dX + [A,X])g = g−1DXg (2.17)
Se X esta´ na representac¸a˜o adjunta, tambe´m DX esta´ na representac¸a˜o adjunta.
2.1.3 A curvatura de Yang-Mills F
Definimos tambe´m a curvatura de Yang-Mills:
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] (2.18)
F Iµν = ∂µA
I
ν − ∂νAIµ + fIJKAJµAKν (2.19)
Podemos escrever a curvatura na notac¸a˜o de forma diferencial tomando o tensor Fµν de
rank 2 e o multiplicando por uma 2-forma, e utilizamos a antissimetria do tensor Fµν :
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] |
(
1
2
dxµ ∧ dxν
)
(2.20)
1
2
Fµνdx
µ ∧ dxν = 1
2
(∂µAν − ∂νAµ)dxµ ∧ dxν + 1
2
[Aµ, Aν ]dx
µ ∧ dxν
F = ∂µAνdx
µdxν + AµAνdx
µdxν
F = dA+ A2 (2.21)
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Na˜o e´ dif´ıcil mostrar que a atuac¸a˜o do grupo sobre F e´ a adjunta: F ′ = g−1Fg. Com-
parando (2.11) com (2.21), fica evidente que a curvatura F pode ser chamada de derivada
da conexa˜o A.
Uma relac¸a˜o importante entre as derivadas covariantes e a curvatura de YM pode ser
obtida considerando um campo X na representac¸a˜o adjunta X ′ = g−1Xg, quando con-
veniente e que temos um comutador graduado para as formas diferenciais (vide apeˆndice
A.4.2):
D2X = (d+ A)(d+ A)X (2.22)
= d(dX + [A,X]) + [A, dX] + [A, [A,X]]
= [dA,X] + [A2, X] = [F,X] (2.23)
Este resultado pode ser escrito como:
[Dµ, Dν ]X = [Fµν , X] (2.24)
Essa relac¸a˜o (2.24) entre o comutador das derivadas covariantes e a curvatura tem um
ana´logo na Relatividade Geral, onde F e´ a curvatura de Riemann. Uma consequeˆncia
importante desta relac¸a˜o no modelo BF, observado que neste caso uma das equac¸o˜es
de movimento e´ F = 0, e´ que as derivadas covariantes comutam – se as equac¸o˜es de
movimento esta˜o satisfeitas.
2.1.4 A derivada de um tensor e as identidades de Bianchi
Como F e´ adjunto, tambe´m deve ser DF . Mas vamos ver que DF e´ de fato nulo. Com
efeito:
DF = d(dA+ A2) + [A, dA+ A2] (2.25)
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Usando a regra de Leibniz generalizada para calcular o termo dA2:
dA2 = d(A ∧ A) = dA ∧ A− A ∧ dA = [dA,A] (2.26)
DF = [dA,A] + [A, dA] + AA2 − A2A
DF = 0 (2.27)
Esta equac¸a˜o (2.27) e´ chamada de Identidade de Bianchi, e aparece tambe´m na Relativi-
dade Geral.
2.2 Construindo o modelo BF
Para comec¸armos a construc¸a˜o do modelo BF (considerando a priori o caso D dimen-
sional), temos que definir os objetos presentes na teoria.
Enta˜o temos:
• Uma 1-forma conexa˜o (do espac¸o dual T ∗PM) AIµ na˜o-abeliana, onde (µ = 0, . . . , D−
1);
• Uma (D − 2)-forma campo (do espac¸o dual T ∗PM) BIµ1···µD−2 (antissime´trico);
• Um grupo de calibre G, G sendo um grupo de Lie.
Na˜o definimos nenhuma me´trica pois o modelo BF e´ independente do background, portanto
independente de me´trica. E tambe´m introduzimos a curvatura de Yang-Mills (2.18), que
e´ o nosso “F” da sigla “BF”, como veremos mais adiante.
2.2.1 O campo B e a invariaˆncia sobre difeomorfismos
O “F” do modelo BF ja´ foi introduzido na sec¸a˜o anterior, enta˜o vamos introduzir agora o
campo “B”. A ide´ia do modelo BF e´ termos uma teoria de curvatura nula, isto e´, F = 0.
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Ao mesmo tempo, F tem que estar representado na ac¸a˜o e esta tem que ser consistente com
o princ´ıpio variacional e gerar uma densidade lagrangiana consistente afim de realizarmos
o me´todo de quantizac¸a˜o canoˆnica de Dirac. Como precisamos construir uma integral
invariante sob difeomorfismos, precisamos que o integrando seja uma D-forma enta˜o, na
ac¸a˜o deve-se introduzir um termo multiplicador de Lagrange (D-2)-forma sobre F que
tambe´m possa ser definido no espac¸o tangente dual T ∗P (M), para a princ´ıpio garantir
estas condic¸o˜es de invariaˆncia e consisteˆncia.
2.2.2 A invariaˆncia de calibre
Queremos tambe´m que nossa ac¸a˜o seja invariante de calibre, enta˜o temos que buscar
um B na representac¸a˜o adjunta onde o produto B ∧ F seja invariante de calibre. Seja
X = g−1Xg e Y = g−1Y g D-formas adjuntas, enta˜o pelas propriedades do trac¸o:
Tr(X ′Y ′) = g−1Xgg−1Y g = g−1XY g = Tr(XY ) (2.28)
Enta˜o Tr(XY ) e´ um invariante de calibre. Se B e´ uma forma se transformando na rep-
resentac¸a˜o adjunta como B = g−1Bg, enta˜o a ac¸a˜o SBF pode ser escrita como invariante
de difeomorfismos e tambe´m invariante de calibre da seguinte maneira:
SBF = Tr
∫
MD
B ∧ F (A) (2.29)
Agora vamos escrever B em termos de componentes B = BITI utilizando as propriedades
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que definimos de (A.1) a (A.5) para o grupo SU(2):
B′ = (1− ω)B(1 + ω) = B − [ω,B]
δB = −[ω,B] (2.30)
(δBI)TI = −ωJBK [TJ , TK ] = −ωJBKf IJKTI
δBI = −ωJBKf IJK ≡ ωJδJBI
δJB
I = −BKf IJK (2.31)
E B escrito em componentes e´:
B =
1
(D − 2)!B
I
µ1···µD−2dx
µ1 · · · dxµD−2 (2.32)
2.3 As invariaˆncias de calibre das varia´veis dinaˆmicas
Vimos na sec¸a˜o anterior que podemos tomar uma ac¸a˜o (2.29) tal que esta seja invariante
de calibre e invariante de difeomorfismos:
δgauge Tr(
∫
M
BF ) = 0 (2.33)
δdif Tr(
∫
M
BF ) = 0 (2.34)
Escrevendo a ac¸a˜o na forma de coordenadas, vale lembrar que:
Tr(BF ) = BIF J
− 1
2
δIJ︷ ︸︸ ︷
Tr(TITJ) = −1
2
BIF I (2.35)
Enta˜o:
SBF =
∫
M
BIF I = −2 Tr
∫
M
BF (2.36)
Agora vamos escrever todas as invariaˆncias de calibre do nosso sistema, isto e´, as trans-
formac¸o˜es sobre os campos que levam a` invariaˆncias do modelo BF.
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2.3.1 As simetrias de calibre
O primeiro conjunto de transformac¸o˜es que deixa a ac¸a˜o invariante ja´ e´ conhecido, sa˜o as
transformac¸o˜es do tipo Yang-Mills:
 δA = dω + [A,ω]δB = [B,ω] (2.37)
O segundo conjunto de transformac¸o˜es veˆm da identidade de Bianchi DF = 0:
 δA = 0δB = Dη = dη + [A, η] (2.38)
Repare que se B e´ uma (D-2)-forma, η vai ser uma (D-3)-forma, isto e´, teˆm a paridade
oposta a` de B. Temos que ter cuidado com o comutador generalizado [A, η] nesta situac¸a˜o,
pois este e´ um comutador graduado. Deste segundo conjunto de transformac¸o˜es, se δF = 0
enta˜o:
δ Tr
∫
BF = Tr
∫
δBF = Tr
∫
DηF = (−1)D−2 Tr
∫
ηDF +
=0︷ ︸︸ ︷
Tr
∫
d(ηF ) (2.39)
Onde aplicamos a regra de integrac¸a˜o por partes que esta´ mostrada no apeˆndice A.4.3.
Nossa teoria possui outras invariaˆncias ale´m das ja´ mostradas, como a invariaˆncia por
difeomorfismos, isto e´, sob as transformac¸o˜es:
 δA = LξAδB = LξB (2.40)
Que e´ o´bvia, mas e´ interessante ver que ela e´ consequeˆncia das duas invariaˆncias de calibre
definidas acima. No cap´ıtulo seguinte discutiremos melhor estas transformac¸o˜es.
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2.3.2 As equac¸o˜es de movimento do modelo BF
Vamos agora analisar as equac¸o˜es de movimento da teoria, deduzidas da estacionariedade
da ac¸a˜o sob variac¸o˜es arbitra´rias δA e δB. Uma variac¸a˜o δB arbitra´ria gera a equac¸a˜o:
δS = −2 Tr
∫
δBF = 0 ∀ δB ∴
F = 0 (2.41)
E para uma variac¸a˜o δA arbitra´ria:
δF = δ(dA+ A2) = dδA+ δAA+ AδA
= dδA+ [A, δA] = DδA (2.42)
Utilizando a regra de integrac¸a˜o por partes encontramos:
δS = −2 Tr
∫
BDδA = 2 Tr
∫
DBδA = 0 ∀ δA ∴
DB = 0 (2.43)
Vamos estudar primeiramente a equac¸a˜o de movimento (2.41). Tomamos um ansatz para
a soluc¸a˜o desta equac¸a˜o como sendo uma conexa˜o do tipo “puro gauge” A = e−φdeφ, onde
φ e´ uma 0-forma tal que eφ = h e e−φ ∈ G, que podemos verificar:
dA = dh−1dh = −h−1dhh−1dh = −A2 ∴ F = 0
Mas A = e−φdeφ na˜o e´ soluc¸a˜o geral, da mesma forma que para F = dA → A = dφ
tambe´m na˜o vale em espac¸os na˜o-triviais, como um toro´ide. Contudo, o lema de Poincare´
na˜o-abeliano diz que localmente (em um aberto U ⊂M) vai existir um h(x) ∈ G tal que
A = h−1dh. Isto significa que a soluc¸a˜o A e´, localmente, a transformada de calibre da
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conexa˜o nula. Com efeito, fazendo uma transformac¸a˜o de calibre com g = h−1:
A′ = g−1dg + g−1Ag
= hdh−1 + hAh−1 = hdh−1 + hh−1dhh−1
= hh−1dhh−1 + dhh−1 = 0 (2.44)
Estudando a equac¸a˜o de movimento (2.43), que com A = 0 se escreve dB = 0, e con-
siderando que uma forma fechada e´ localmente uma forma exata, enta˜o segue que:
B = dBˆ = DBˆ (2.45)
Isto nada mais e´ do que a transformac¸a˜o de calibre de tipo (2.38), com η = Bˆ, do campo
B = 0. Esta discussa˜o mostra que, localmente, a soluc¸a˜o das equac¸o˜es de movimento e´
dada pela soluc¸a˜o trivial A = B = 0 a menos das transformac¸o˜es de calibre.
Vamos voltar a discutir as equac¸o˜es de movimento apo´s formularmos o Hamiltoniano da
teoria. Para tal, precisamos desenvolver um me´todo para a partir da ac¸a˜o do modelo BF
sermos capazes de escrever a Lagrangiana e converteˆ-la para uma Hamiltoniana, e a´ı sim
estudar estas equac¸o˜es “de movimento” no espac¸o de fase apropriado. Este me´todo sera´
discutido no cap´ıtulo 3.
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Cap´ıtulo 3
Quantizac¸a˜o Canoˆnica
A quantizac¸a˜o canoˆnica e´ uma das va´rias maneiras na f´ısica de se quantizar uma teoria
cla´ssica. A palavra canoˆnica se refere a` estrutura cla´ssica que e´ preservada na teoria
quaˆntica, que chamamos de estrutura simple´tica. Historicamente, a quantizac¸a˜o canoˆnica
foi o me´todo utilizado por Dirac (que o denomina de me´todo hamiltoniano) para se
construir pela primeira vez a formulac¸a˜o de Mecaˆnica Quaˆntica mais conhecida e utilizada
hoje, mostrando que a MQ das func¸o˜es de onda de Schro¨dinger e´ a mesma MQ das
matrizes de Heisenberg. Os passos desta construc¸a˜o para os campos de Schro¨dinger esta˜o
no Apeˆdice B.1 e sa˜o uma boa introduc¸a˜o a` quantizac¸a˜o canoˆnica.
3.1 Visa˜o geral
Antes de tratar o caso da quantizac¸a˜o canoˆnica do modelo BF em 2+1 dimenso˜es vamos
enumerar brevemente os passos do me´todo para um sistema mecaˆnico com um nu´mero
finito de coordenadas. A generalizac¸a˜o para infinitas coordenadas e´ trivial e sera´ tratada
no caso do modelo BF.
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3.1.1 O formalismo lagrangiano
Seja um sistema f´ısico com coordenadas generalizadas qi onde i = 1, . . . , d. Primeiramente,
vamos escrever uma lagrangiana L(q, q˙), integrante de uma ac¸a˜o S, e a partir do princ´ıpio
variacional encontramos as equac¸o˜es de movimento de Euler-Lagrange:
d
dt
(
∂L
∂q˙n
) =
∂L
∂qn
(3.1)
Vamos definir os momentos conjugados a`s coordenadas generalizadas qi como sendo:
Pi =
∂L
∂q˙i
(3.2)
Se estes momentos sa˜o tais que podem ser resolvidos para as velocidades generalizadas
q˙i como func¸o˜es de qi e Pi, a transformada de Legendre e´ invers´ıvel e a hamiltoniana e´
obtida de forma trivial:
Pi =
∂L
∂q˙
→ q˙ = q˙(q, P ) (3.3)
H(q, P ) = [Piq˙
i − L(q, q˙)]q˙=q˙(q,P ) (3.4)
3.1.2 A notac¸a˜o simple´tica
Utilizamos o formalismo dos Colchetes de Poisson para expressar as equac¸o˜es do nosso
sistemas nas varia´veis qi, Pi de forma mais sucinta e algebricamente vantajosa para a
quantizac¸a˜o:
{F (q, P ), G(q, P )} = ∂F
∂qi
∂G
∂Pi
− ∂F
∂Pi
∂G
∂qi
(3.5)
E os colchetes entre as coordenadas generalizadas e os momentos sa˜o:
{qi, qj} = 0 ; {Pi, Pj} = 0 ; {qk, Pp} = ∂q
k
∂qi
∂Pp
∂Pi
= δki δ
i
p = δ
k
p (3.6)
31
3.1.3 Sistemas vinculados
Uma vez que temos a lagrangiana e os momentos conjugados, tentamos definir H(q, P )
e as equac¸o˜es de movimento de Hamilton fazendo uma transformada de Legendre, o que
nem sempre funciona em sistemas que sa˜o vinculados (caso onde as equac¸o˜es (3.2) na˜o
podem ser resolvidos para as velocidades q˙i(qi, Pi)), como e´ o caso do modelo BF, onde
temos que analisar os v´ınculos, que chamamos de func¸o˜es φm(q, P ), antes de escrever
H(q, P ). Veremos que verificar a estabilidade dos v´ınculos e garantir que a hamiltoniana
seja bem definida na˜o e´ uma tarefa trivial para o modelo BF (e para teorias de calibre
em geral). Este procedimento e´ conhecido como algoritmo de Dirac-Bergmann.
3.1.4 O algoritmo de Dirac-Bergmann
Primeiro, vamos escrever a hamiltoniana adicionada de uma combinac¸a˜o linear de φ’s, o
que determina unicamente a hamiltoniana numa teoria vinculada. Escrevemos enta˜o Hc:
Hc = Piq˙
i − L(q, q˙) + umφm (3.7)
Onde os coeficientes um sa˜o multiplicadores de Lagrange. As equac¸o˜es de movimento de
Hamilton valem tambe´m para sistemas vinculados e utilizamos o formalismo dos colchetes
de Poisson para escreveˆ-las. Seja uma func¸a˜o F (q, P ) qualquer (neste trabalho consider-
amos que F (q, P ) na˜o tem dependeˆncia expl´ıcita em t):
F˙ (q, P ) = {F,Hc} (3.8)
Enta˜o, comec¸amos o Algoritmo de Dirac-Bergmann verificando as condic¸o˜es de con-
sisteˆncia dos v´ınculos, tomando a equac¸a˜o (3.8) e trocando F por cada um dos φ’s, que
chamamos de v´ınculos prima´rios. Um v´ınculo e´ dito consistente ou esta´vel quando este
na˜o evolui no tempo, isto e´, colocando F˙ = 0 e F = φm, temos a priori que fazer m
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verificac¸o˜es:
{φm, H}+ um′{φm, φm′} ≈ 0 (3.9)
Aonde o s´ımbolo ≈ representa a igualdade fraca, o que significa que os v´ınculos sa˜o
considerados como valores na˜o-nulos durante o processo de quantizac¸a˜o canoˆnica mas
que sera˜o tomados nulos quando resolvidos no final. E´ poss´ıvel que estas verificac¸o˜es
levem a uma inconsisteˆncia, como achar um resultado do tipo 1 = 0. Se isto acontecer,
significa que nossa lagrangiana e´ tal que as equac¸o˜es de movimento de Euler-Lagrange
sa˜o inconsistentes, o que possivelmente significa um erro ao construir a ac¸a˜o da teoria e
que a lagrangiana na˜o pode ser arbitra´ria. Nesta situac¸a˜o, as equac¸o˜es (3.9) podem ser
divididas em 3 tipos:
1. O primeiro tipo de equac¸o˜es (3.9) se reduz a 0 = 0, isto e´, e´ identicamente satisfeito
com a ajuda dos v´ınculos prima´rios;
2. O segundo tipo de equac¸o˜es (3.9) se reduz a uma equac¸a˜o independente dos u’s
envolvendo apenas os q’s e P ’s, isto e´, uma equac¸a˜o da forma χ(q, P ) = 0. Estas
equac¸o˜es devem ser independentes dos v´ınculos prima´rios para na˜o se reduzirem a
equac¸o˜es do primeiro tipo.
Chamamos estas equac¸o˜es de v´ınculos secunda´rios, que so´ se diferem dos v´ınculos
prima´rios na maneira de como chegamos ate´ eles, pois os v´ınculos prima´rios sa˜o
obtidos da definic¸a˜o dos momentos (3.2) e os v´ınculos secunda´rios so´ aparecem
quando utilizamos as equac¸o˜es de movimento (3.8). Os v´ınculos secunda´rios geram
outras condic¸o˜es de consisteˆncia para a teoria (estes tambe´m devem ser esta´veis) e
tambe´m devem ser verificados pelo algoritmo, isto e´, devem ser tratados em pe´ de
igualdade com os v´ınculos prima´rios, podendo inclusive gerar mais outros v´ınculos
secunda´rios.
3. O terceiro tipo de equac¸o˜es (3.9) na˜o devem se reduzir em nenhuma das duas
maneiras postas anteriormente, isto e´, gera uma equac¸a˜o que impo˜e uma condic¸a˜o
sobre os u’s.
33
Uma vez que esgotamos nossas verificac¸o˜es e todos os v´ınculos prima´rios e secunda´rios sa˜o
consistentes, o algoritmo encerra e como resultado obtemos tantos v´ınculos secunda´rios
χ(q, P ) e outros tantos coeficientes u e podemos escrever a hamiltoniana total, levando
em considerac¸a˜o estes resultados.
3.1.5 O princ´ıpio da correspondeˆncia
Por fim, uma vez que temos nossa hamiltoniana resolvida podemos aplicar sobre a equac¸a˜o
(3.8) o princ´ıpio da correspondeˆncia da MQ, que afirma que o comportamento de sistemas
descritos pela mecaˆnica quaˆntica reproduzem o comportamento de sistemas cla´ssicos no
limite de nu´meros quaˆnticos muito grandes. Uma vez aplicado o princ´ıpio da corre-
spondeˆncia conclu´ımos o me´todo de quantizac¸a˜o canoˆnica e temos o seguinte quadro:
• Todas as coordenadas generalizadas qi, momentos Pi e func¸o˜es F (q, P ) sa˜o agora
operadores qˆ, Pˆ , Fˆ num certo espac¸o de Hilbert;
• Podemos substituir o colchete de Poisson {X, Y } pelo comutador [Xˆ, Yˆ ] = i~[X̂, Y ].
Em particular [qˆi, Pˆj] = i~δij;
• Podemos construir um espac¸o de Hilbert contendo uma representac¸a˜o da a´lgebra
dos operadores qˆi, Pˆi.
Sendo assim, a equac¸a˜o (3.8) se torna a equac¸a˜o de Heisenberg, que descreve a evoluc¸a˜o
de um operador no tempo:
dFˆ
dt
=
1
i~
[Fˆ , Hˆ] (3.10)
Sobre a qual pode ser deduzido o teorema de Ehrenfest, que e´ o ana´logo quaˆntico da
segunda lei de Newton uma vez que tomamos os valores esperados dos operadores rela-
cionados.
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3.2 O formalismo lagrangiano do Modelo BF
Na sec¸a˜o passada definimos os passos para a quantizac¸a˜o canoˆnica para um sistema
mecaˆnico de coordenadas finitas e agora vamos aplica´-los sobre o nosso modelo BF. Note
que por na˜o termos definido nenhuma me´trica, na˜o temos nenhuma receita para manipu-
lar os ı´ndices de “espac¸o” e de grupo (que sa˜o ı´ndices discretos e finitos) e as coordenadas
da variedade (´ındices cont´ınuos (~x)), exceto pelas relac¸o˜es canoˆnicas destas varia´veis que
sera˜o definidas adiante.
Enta˜o seja a ac¸a˜o SBF dada pela equac¸a˜o (2.29):
S =
∫
M
BIF I =
∫
M
dDxεµ1...µD
D!
(D − 2)!Bµ1...µD−2
1
2
FµD−1µD
=
∫
R
dt
∫
MD−1
dD−1xL(t, x)︸ ︷︷ ︸
L
(3.11)
Onde as coordenadas generalizadas no caso do modelo BF sa˜o:
q → A,B
q˙ → ∂tA, ∂tB
As equac¸o˜es de Euler-Lagrange sa˜o dadas por (2.41) e (2.43). Vamos escrever a ac¸a˜o em
2 + 1 dimenso˜es:
SBF =
1
2
∫
M
εµνρd3x[BIµ (∂νA
I
ρ − ∂ρAIν + fIJKAJνAKρ )︸ ︷︷ ︸
F Iνρ
] (3.12)
Quando definimos a lagrangiana estamos gerando sobre o espac¸o uma restric¸a˜o topolo´gica,
que e´ a hipo´tese de existeˆncia de uma dimensa˜o temporal e calculamos a lagrangiana sobre
as demais dimenso˜es. A priori, na nossa teoria de calibre topolo´gica na˜o ha´ nenhuma
dimensa˜o privilegiada mas introduzimos o conceito de tempo para realizarmos o me´todo de
quantizac¸a˜o canoˆnica. Esperamos poder recuperar na teoria ja´ quantizada esta liberdade
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de calibre para a dimensa˜o temporal. Em suma, restringimos nossa variedade a ser uma
foliac¸a˜o:
MD = R× Σ (3.13)
R : −∞ < t <∞ (3.14)
xa ∈ Σ (3.15)
Aonde a = 1, 2 e R e´ uma dimensa˜o na˜o-compacta, enta˜o t e´ uma direc¸a˜o privilegiada.
O “espac¸o” Σ e´ uma variedade de dimensa˜o 2. Todas as folhas Σt (Fig. 3.1) possuem a
topologia de Σ.
Figura 3.1: Foliac¸a˜o de uma variedade M = R ⊗ Σ que mostra a decomposic¸a˜o da
variedade em va´rias “folhas” Σt
Assim, a “evoluc¸a˜o temporal” preserva a topologia do espac¸o, de forma que possamos
montar nossa estrutura canoˆnica independente do valor de t. Sendo assim, separamos a
ac¸a˜o em partes temporal e espacial, onde usamos 0 = t e a, b = 1, 2. Temos:
SBF =
1
2
∫
R
∫
Σ
d2xdt[ε0ab(BIt F
I
ab) + ε
b0a(BIbF
I
ta) + ε
ab0(BIaF
I
bt)]
Note que ε0ab = εb0a = εab0 = εab enta˜o:
SBF =
1
2
∫
R
∫
Σ
d2xdt[εab(BIt F
I
ab) + ε
ab(BIbF
I
ta) + ε
ab(BIaF
I
bt)] (3.16)
Note que os tensores εab e F Iab sa˜o antissime´tricos e o primeiro termo reescreve-se: B
I
t (ε
abF Iab) =
BIt (ε
12F12 + ε
21F21) = 2B
I
t F
I
12 e o segundo termo pode se combinar com o terceiro, de
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forma que SBF fica:
SBF =
∫
R
∫
Σ
d2xdt[BIt F
I
12 + ε
ab(BIbF
I
ta)] (3.17)
Escrevendo o tensor F Ita explicitamente e reagrupando os termos:
SBF =
∫
R
∫
Σ
d2xdt[BIt F
I
12 + ∂tA
I
aε
abBIb − εabBIb∂aAIt + εabBIb fIJKAJt AKa ]
Utilizamos a definic¸a˜o de Derivada covariante (2.9) nos dois u´ltimos termos da integral
acima:
SBF =
∫
R
∫
Σ
d2xdt[BIt F
I
12 + ∂tA
I
aε
abBIb − εabBIbDIJa AJt ]
Fazemos uma integral por partes (A.79) no terceiro termo e a integral da ac¸a˜o SBF e´:
SBF =
∫
R
∫
Σ
d2xdt[BIt F
I
12 + ∂tA
I
aε
abBIb + ε
abDIJa B
J
b A
I
t ] (3.18)
E podemos escrever a Lagrangiana do nosso sistema simplesmente como:
L =
∫
Σ
d2x[BIt F
I
12 + ∂tA
I
aε
abBIb + A
I
t ε
abDIJa B
J
b ] (3.19)
3.3 O me´todo hamiltoniano
3.3.1 Os v´ınculos prima´rios
Enta˜o, comec¸amos o me´todo hamiltoniano convertendo esta lagrangiana para uma hamil-
toniana. Para passar para o formalismo hamiltoniano introduzimos os momentos Π con-
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jugados aos campos AIµ B
I
µ , definidos por:
AΠaI(~x) =
δL
δ(∂tAIa(~x))
= εabBIb
BΠaI(~x) =
δL
δ(∂tBIa(~x))
= 0
AΠtI(~x) =
δL
δ(∂tAIt (~x))
= 0
BΠtI(~x) =
δL
δ(∂tBIt (~x))
= 0
(3.20)
Cujos colchetes com as coordenadas generalizadas formam uma estrutura simple´tica:
{AIµ(~x),AΠνJ(~y)} = δIJδνµδ2(~x− ~y) {BIµ(~x),B ΠνJ(~y)} = δIJδνµδ2(~x− ~y) (3.21)
E todos os demais sa˜o nulos:
{AIµ(~x), AJν (~y)} = {AΠµI (~x),AΠνJ(~y)} = {AIµ(~x), BJν (~y)} = . . . = 0 (3.22)
Este resultado e´ preocupante, pois quando consideramos L(q, q˙), os momentos conjugados
sa˜o independentes das velocidades q˙ e esperamos poder escrever as velocidades tambe´m
como func¸a˜o dos momentos, o que na˜o e´ poss´ıvel aqui: temos enta˜o um sistema vinculado.
As equac¸o˜es (3.20) sa˜o v´ınculos, como definidos na sec¸a˜o 3.1.3:
φ a1I ≡ AΠaI − εabBIb ≈ 0 (3.23)
φ a2I ≡ BΠaI ≈ 0 (3.24)
φ3I ≡ AΠtI ≈ 0 (3.25)
φ4I ≡ BΠtI ≈ 0 (3.26)
Que chamamos φm, para m = 1, 2, 3, 4, como sendo uma forma de agrupar as equac¸o˜es
(3.23) a (3.26), as 4 famı´lias de v´ınculos φ.
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3.3.2 A hamiltoniana canoˆnica
Levando estes v´ınculos em considerac¸a˜o, podemos agora escrever a hamiltoniana como a
integral H =
∫
H(~x)d2x da densidade hamiltoniana:
H(~x) = AΠaI∂tAIa − L = −AIt εabDIJa BJb −BIt F I12 (3.27)
So´ que esta hamiltoniana na˜o e´ unicamente determinada porque podemos adicionar qual-
quer combinac¸a˜o linear de φ’s, que sa˜o zero. Escrevemos enta˜o Hc:
Hc(~x) =
∫
Σ
d2x′[H(~x′) + λ I1a(~x′)φ a1I(~x′) + λ I2a(~x′)φ a2I(~x′) + λI3(~x′)φ3I(~x′) + λI4(~x′)φ4I(~x′)]
(3.28)
Onde as func¸o˜es arbitra´rias λ(x) sa˜o multiplicadores de Lagrange. Usando o formalismo
dos colchetes de Poisson podemos escrever, conforme a equac¸a˜o (3.8), a derivada temporal
de um funcional g das coordenadas generalizadas e momentos conjugados:
g˙ = {g,Hc} = [g,
∫
Σ
d2y′(H +
4∑
m=1
λmφm)] (3.29)
3.4 A estabilidade dos v´ınculos
3.4.1 O algoritmo de Dirac-Bergmann aplicado ao modelo BF
Comec¸amos o Algoritmo de Dirac-Bergmann verificando as condic¸o˜es de consisteˆncia dos
v´ınculos, tomando a equac¸a˜o (3.29) e trocando g por cada um dos φ’s. Um v´ınculo e´ dito
consistente ou esta´vel quando este na˜o evolui no tempo, isto e´, colocando g˙ = 0 e g = φm:
∫
Σ
d2y′{φ µmI (~x),H(~y′)}+
∫
Σ
d2xλ Im′µ(~y)
′{φ µmI (~x), φ µm′I (~y′)} ≈ 0 (3.30)
Observe que devemos ter cuidado com a notac¸a˜o µ, pois µ = a para φ1 e φ2 e µ = t para
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φ3 e φ4, enta˜o temos a priori que fazer m = 4 verificac¸o˜es de estabilidade. Note que essas
verificac¸o˜es envolvem o ca´lculo de todos os colchetes de Poisson (m′ = 1, 2, 3, 4) entre os
v´ınculos e faremos este exerc´ıcio primeiro:
Para simplificar a notac¸a˜o: Λ12 = {φ a1I(~x), φ c2J(~y)}, etc.
Λ12 = {AΠaI(~x)− εabBIb (~x),B ΠcJ(~y)} = −εacδIJδ2(~x− ~y) (3.31)
Λ21 = {BΠaI(~x),AΠcJ(~y)− εcdBJd (~y)} = εcaδJI δ2(~x− ~y) = Λ12
Λ13 = {AΠaI(~x)− εabBIb (~x),AΠtJ(~y)} = 0
Λ14 = {AΠaI(~x)− εabBIb (~x),B ΠtJ(~y)} = 0
Segue diretamente da estrutura simple´tica que Λ23 = 0, Λ24 = 0 e Λ34 = 0.
Voltando a verificac¸a˜o da estabilidade dos v´ınculos, fazendo ˙φ a1I(~x) = 0:
˙φ a1I(~x) =
∫
Σ
d2y({φ a1I(~x),H(~y)}+ λ J2c (~y){φ a1I(~x), φ c2J(~y)})
=
∫
Σ
d2y{AΠaI(~x)− εabBIb (~x),−AJt (~y)εcd(δJK∂ycBKd (~y)− fJKLALc (~y)BKd (~y))
−B
J
t (~y)
2
εcdF Jcd(~y)}+
∫
Σ
d2y(−λ I2c(~y)εacδ2(~x− ~y))
=
∫
Σ
d2y(AJt (~y)ε
adfIJKB
K
d (~y)δ
2(~x− ~y) + BIt (~y)εca∂yc δ2(~x− ~y) +
BJt (~y)ε
cafIJKA
K
c (~y)δ
2(~x− ~y)) +
∫
Σ
d2y(−λ I2c(~y)εacδ2(~x− ~y)) = 0 (3.32)
Depois de uma integrac¸a˜o por partes (A.79) no termo com a derivada parcial, reescrevemos
a u´ltima equac¸a˜o como:
εacλ I2c(~x) = ε
adfIJKA
J
t (~x)B
K
d (~x)− εca∂cBIt (~x) + εcafIJKAKc (~x)BJt (~x)
λ I2c(~x) = fIJKA
J
t (~x)B
K
c (~x) +D
IJ
c B
J
t (~x) (3.33)
Ca´ımos no caso onde φ˙1 = 0 determina λ2. O v´ınculo φ1 e´ consistente.
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Agora, fazendo ˙φ a2I(~x) = 0:
˙φ a2I(~x) =
∫
Σ
d2y({φ a2I(~x),H(~y)}+ λ J1c (~y){φ a2I(~x), φ c1J(~y)})
=
∫
Σ
d2y{BΠaI(~x),−AJt εcd(~y)(δJK∂ycBKd (~y)− fJKLALc (~y)BKd (~y))}+∫
Σ
d2y(λ I1c(~y)ε
caδ2(~x− ~y))
=
∫
Σ
d2y(AIt (~y)ε
ca∂yc δ
2(~x− ~y)− AJt (~y)εcafJILALc (~y)δ2(~x− ~y)) +∫
Σ
d2y(λ I1c(~y)ε
caδ2(~x− ~y)) = 0 (3.34)
εcaλ I1c(~x) = ε
ca∂cA
I
t (~x)− εcafIJLALc (~x)AJt (~x) = DIJc AJt (~x) (3.35)
Ca´ımos no caso onde φ˙2 = 0 determina λ1 e o v´ınculo φ2 e´ consistente. Agora estudaremos
a consisteˆncia dos v´ınculos φ3 e φ4.
Fazendo ˙φ3I(~x) = 0:
˙φ3I(~x) =
∫
Σ
d2y{φ3I(~x),H(~y)} =
∫
Σ
d2y{AΠtI(~x),−AJt (~y)εcdDJKc BKd (~y)}
=
∫
Σ
d2yεcdDyIKc B
K
d (~y)δ
2(~x− ~y) = εcdDIKc BKd (~x) = εcd(DcBd)I(~x) (3.36)
Este resultado ˙φ3I = ε
cdDIKc B
K
d gera um v´ınculo secunda´rio:
φ5I ≡ εabDIJa BJb ≈ 0 (3.37)
Fazendo ˙φ4I(~x) = 0:
˙φ4I(~x) =
∫
Σ
d2y{φ4I(~x),H(~y)} =
∫
Σ
d2y{BΠtI(~x),−BJt (~y)F J12(~y)}
=
∫
Σ
d2y(−F J12(~y){BΠtI(~x), BJt (~y)}) =
∫
Σ
d2yF I12(~y)δ
2(~x− ~y)
= F I12(~x) (3.38)
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Este resultado ˙φ4I = F
I
12 tambe´m gera um v´ınculo secunda´rio:
φ6I ≡ ε
ab
2
F Iab ≈ 0 (3.39)
3.4.2 A estabilidade dos v´ınculos secunda´rios
Alguns v´ınculos prima´rios geram v´ınculos secunda´rios, e estes ainda precisam ser esta´veis
para que seus geradores tambe´m o sejam. Logo, o algoritmo se estende aos v´ınculos
secunda´rios, enta˜o devemos fazer tambe´m a verificac¸a˜o da estabilidade dos v´ınculos φ5I e
φ6I .
Fazendo ˙φ5I(~x) = 0:
˙φ5I(~x) =
∫
Σ
d2y(λ L1c (~y)[φ5I(~x), φ
c
1L(~y)] + λ
L
2c (~y)[φ5I(~x), φ
c
2L(~y)])
=
∫
Σ
d2y{−λ L1c (~y)εabfIJKBJb (~x)δcaδKL δ2(~x− ~y) + εabλ L2c (~y)DIJa δcbδJLδ2(~x− ~y)}
= −λ K1c (~x)εcbfIJKBJb (~x)− εabDIJa λ J2b (~x) (3.40)
De (3.33) e (3.35), podemos escrever (3.40) como:
˙φ5I = −εcbDKLc ALt fIJKBJb − εabDIJa DJMb BMt − εabDIJa BNb fJMNAMt (3.41)
Ao analisar os treˆs termos acima, encontramos que cada um deles e´ fracamente nulo:
1. −εcbfIJKDKLc ALt BJb = (fIJLALt )φ5J ≈ 0
2. −εabDIJa DJMb BMt = −εab(DaDbBt)I = −({D1, D2}Bt)I = −{F12, Bt}I
= −f IJMφ6JBMt ≈ 0
3. −εabDIJa BNb fJMNAMt = φ5N(−fJMNAMt ) ≈ 0
No segundo termo utilizamos a relac¸a˜o (2.23). Enta˜o φ5I , e consequentemente φ3I sa˜o
esta´veis.
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Finalmente, fazendo ˙φ6I(~x) = 0:
˙φ6I(~x) =
∫
Σ
d2y λ L1c (~y){φ6I(~x), φ c1L(~y)}
= εac∂xa
∫
Σ
d2y λ I1c(~y)δ
2(~x− ~y) + εacfIJLAJa
∫
Σ
d2y λ L1c (~y)δ
2(~x− ~y)
= εac(∂aλ
I
1c − fIJKAKa λ J1c ) (3.42)
De (3.35), podemos escrever (3.42) como:
εac(δJI ∂a − fIJKAKa )λ J1c = εacDIJa DJKc AKt = {φ6, At}I ≈ 0 (3.43)
O que mostra que φ6I e φ4I sa˜o consistentes e nenhum v´ınculo secunda´rio gera mais
v´ınculos, enta˜o o algoritmo encerra.
Calculamos agora os colchetes de Poisson entre os v´ınculos restantes: Λm5, Λm6 e Λ56,
com m = 1, 2, 3, 4.
ΛIJ15 = [φ
a
1I , φ5J ] = [
AΠaI − εabBIb , εcdDJKc BKd ] = [AΠaI , εcdfJKLALcBKd ]
ΛIJ15 = −εadfIJKBKd δ2(~x− ~y) = ΛIJ51 (3.44)
ΛIJ25 = [φ
a
2I , φ5J ] = [
BΠaI , ε
cdDJKc B
K
d ] = −εacDxIJc δ2(~x− ~y) = ΛIJ52 (3.45)
Observe que Λ35 = Λ45 = Λ56 = 0.
ΛIJ16 = [φ
a
1I , φ6J ] = [
AΠaI − εabBIb , F J12] = [AΠaI ,
εcd
2
(∂cA
J
d − ∂dAJc + fJKLAKc ALd )]
ΛIJ16 = −εac(δJI ∂xc − fIJKAKc )δ2(~x− ~y) = −εacDIJc δ2(~x− ~y) = ΛIJ61 (3.46)
E Λ26 = Λ36 = Λ46 = 0.
Resumo dos v´ınculos:
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Vı´nculos Prima´rios Vı´nculos Secunda´rios
φ a1I :
AΠaI ≈ εabBIb
φ a2I :
BΠaI ≈ 0
φ3I :
AΠtI ≈ 0
φ4I :
BΠtI ≈ 0
φ5I : ε
abDIJa B
J
b ≈ 0
φ6I : F
I
12 ≈ 0
3.4.3 A Hamiltoniana total
Antes de escrever novamente a hamiltoniana, note que os v´ınculos φ3I e φ4I sa˜o v´ınculos
que comutam fracamente com todos os outros1, enta˜o uma vez definida a hamiltoniana
no´s tomamos as igualdades fortes AΠt = 0 e BΠt = 0, o que define At e Bt como func¸o˜es
arbitra´rias. No caso do modelo BF conseguimos determinar explicitamente λ I1a(~x) (3.35)
e λ I2a(~x) (3.33) e os demais λ sa˜o multiplicadores de Lagrange arbitra´rios. Com isto, a
hamiltoniana total se escreve como:
HT =
∫
Σ
d2x− AIt εab(DaBb)I −BIt F I12 + (DaAt)Iφ a1I + (fIJKAJt BKa + (DaBt)I)φ a2I (3.47)
Note que os dois primeiros termos sa˜o os v´ınculos φ5I e φ6I da teoria, enta˜o esta expressa˜o
da hamiltoniana identifica os multiplicadores de lagrange λI5 e λ
I
6.
Com esta hamiltoniana podemos aplicar o princ´ıpio da correspondeˆncia sobre a teoria
canoˆnica. Na teoria quaˆntica correspondente, onde A,B sa˜o operadores, os v´ınculos φm
tambe´m sa˜o operadores que restringem o funcional de onda ψ, gerando condic¸o˜es do tipo:
φˆmψ = 0 , ou, equivalentemente, Hˆψ = 0 (3.48)
So´ que quando temos alguns v´ınculos que na˜o comutam entre si (chamados de segunda
classe) aparecem alguns Λmn 6= 0, tais como (3.31), etc.
Se toma´ssemos estes colchetes como ponto de partida para a quantizac¸a˜o, ter´ıamos por
1Tambe´m conhecidos como v´ınculos de primeira classe. Ver apeˆndice B.1.4.
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exemplo:
[φˆ a1I(~x), φˆ
c
2J(~y)] = −i~εacδIJδ2(~x− ~y)
Mas este comutador e´ inconsistente com φˆ1ψ = 0 e φˆ2ψ = 0, pois:
[φˆ a1I(~x), φˆ
c
2J(~y)]ψ = −i~εacδIJδ2(~x− ~y)ψ 6= 0 (3.49)
Neste caso na˜o podemos construir uma teoria quaˆntica a partir destes comutadores. Enta˜o
seguimos o procedimento proposto por Dirac, de redefinirmos os colchetes de Poisson em
colchetes de Dirac.
3.5 Colchetes de Dirac
Os colchetes de Dirac nada mais sa˜o que os colchetes de Poisson subtra´ıdos dos graus de
liberdade na˜o-f´ısicos de um sistema. Para definirmos o colchete de Dirac escrevemos os
colchetes entre os v´ınculos como sendo elementos de uma matriz MΛ, isto e´, as linhas e
colunas desta matriz sa˜o representadas pelos v´ınculos φ1, φ2, . . . , φ6:
MΛ ≈

0 −εacδIJδ2 0 0 −εadfIJKBKd δ2 −εacDIJc δ2
−εacδIJδ2 0 0 0 −εacDIJc δ2 0
0 0 0 0 0 0
0 0 0 0 0 0
−εadfIJKBKd δ2 −εacDIJc δ2 0 0 0 0
−εacDIJc δ2 0 0 0 0 0

(3.50)
A partir desta matriz podemos realizar uma troca de base dos v´ınculos com um procedi-
mento de diagonalizac¸a˜o em blocos, o que simplifica bastante a definic¸a˜o dos colchetes de
Dirac, como veremos a seguir.
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3.5.1 Troca de base dos v´ınculos
Podemos aproveitar a possibilidade de que os v´ınculos φj ≈ 0 possam ser substitu´ıdos por
combinac¸o˜es lineares deles – o que constitui uma troca de base no espac¸o dos v´ınculos.
Vamos escolher uma base de maneira que tenhamos quantos v´ınculos forem poss´ıveis
escritos como v´ınculos de primeira classe, isto e´, escritos como v´ınculos que comutam
fracamente com todos os outros. Os v´ınculos secunda´rios GI e FI (GI = φ5 e FI = φ6)
podem ser combinados com os v´ınculos χi (χ1 = φ1 e χ2 = φ2):
G ′I = GI + a˜IJa χaJ
F ′I = FI + b˜IJa χaJ
(3.51)
Onde a˜ e b˜ sa˜o constantes. Podemos utilizar a notac¸a˜o matricial para calcularmos a com-
binac¸a˜o, primeiro dividimosMΛ em blocos. Se ψ = (G,F) e χ = (φ1, φ2), simbolicamente:
Mχ =
 X Y
Y 0
 =
 {χ, χ} {χ, ψ}
{ψ, χ} {ψ, ψ}
 (3.52)
Mχ e´ a matriz formadas pelas linhas e colunas na˜o-nulas de MΛ (1, 2, 5, 6). Reescrevemos
as equac¸o˜es (3.51) de uma maneira um pouco mais geral:
ψ
′
I = α
IJψJ + β
IJ
a χ
a
J (3.53)
χ
′a
I = χ
a
I (3.54)
Note que α e β sa˜o matrizes. A matriz Mχ na nova base fica:
M ′χ =
 X {χ, αψ}+ {χ, βχ}
{αψ, χ}+ {βχ, χ} {αψ, βχ}+ {βχ, αψ}+ {βχ, βχ}
 (3.55)
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Note que a submatriz X ≡ ∆χ e´ invers´ıvel. Enta˜o para diagonalizar a matriz queremos
Y ′ = 0, e encontramos os α em func¸a˜o dos β:
Y ′ = αY + βX = 0 (3.56)
αY + βX = 0 |X−1 (3.57)
β = −αY X−1 (3.58)
Substituindo em (3.53):
ψ′ = α(ψ − Y X−1χ) (3.59)
Escolhendo α como a matriz unidade, e escrevendo ψ e ψ′ explicitamente2:
 G ′
F ′
 =
 G
F
+
 εacfIJKBKc εacDIJc
εacDIJc 0

 εcaχc2J
εcaχ
c
1J
 (3.60)
G ′I = GI + fIJKBKc χc2J +DIJc χc1J (3.61)
F ′I = FI +DIJc χc2J (3.62)
Para verificar este resultado vamos calcular os colchetes entre os χi, G ′ e F ′:
{G ′I(~x), χ c1L(~y)} = {GI(~x) + fIJKBKa (~x)χa2J(~x) +DIJa χa1J(~x), χ c1L(~y)}
≈ εcbfIJLBJb (~x)δ2(~x− ~y)− εcafIKLBKa (~x)δ2(~x− ~y)+ ∝ χa1J(~x) ≈ 0 (3.63)
{G ′I(~x), χ c2L(~y)} = {GI(~x) + fIJKBKa (~x)χa2J(~x) +DIJa χa1J(~x), χ c2L(~y)}
= −εacDxILc δ2(~x− ~y) + εcaDxILa δ2(~x− ~y)+ ∝ χa2J(~x) ≈ 0 (3.64)
2Cometemos um leve abuso de notac¸a˜o com os ı´ndices de grupo de X−1, mas que na˜o afeta os
comutadores que seguem nem o resultado final.
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{F ′I(~x), χ c1L(~y)} = {FI(~x) +DIJa χa2J(~x), χ c1L(~y)}
= −εacDILc δ2(~x− ~y) +DIJa εcaδLJ δ2(~x− ~y)+ ∝ χa2J(~x) ≈ 0 (3.65)
{F ′I(~x), χ c2L(~y)} = {FI(~x) +DIJa χa2J(~x), χ c2L(~y)} = {F I12(~x), χ c2L(~y)} = 0 (3.66)
E temos que verificar se [ψ′, ψ′] ≈ 0, isto e´, se a troca de base mante´m os colchetes de
Poisson dos ψ fracamente nulos entre si. Note que devido aos colchetes calculados acima
(3.63) a (3.66), precisamos verificar apenas os colchetes [ψ′, ψ]:
[G ′I(~x),GL(~y)] = [GI(~x) + fIJKBKa (~x)χa2J(~x) +DIJa χa1J(~x), NL(~y)]
= −fILK
∝GK≈0︷ ︸︸ ︷
εac(DaBc)
K δ2 − fILK
∝GK≈0︷ ︸︸ ︷
εad(DaBd)
K δ2 ≈ 0 (3.67)
[G ′I(~x),FL(~y)] = [GI(~x) + fIJKBKa (~x)χa2J(~x) +DIJa χa1J(~x),FL(~y)]
= −
∝FJ≈0︷ ︸︸ ︷
εacDIJa D
JL
c δ
2 ≈ 0 (3.68)
[F ′I(~x),FL(~y)] = [FI(~x) +DIJa χa2J(~x),FL(~y)] = 0 (3.69)
Enta˜o os novos v´ınculos G ′ e F ′ sa˜o v´ınculos de primeira classe, enquanto os v´ınculos
χi = (φ1, φ2) sa˜o v´ınculos de segunda classe. Um resumo dos nossos v´ınculos de acordo
com a classe e origem na nova base:
Vı´nculo Prima´rio Secunda´rio
Primeira Classe
φ3I :
AΠtI ≈ 0
φ4I :
BΠtI ≈ 0
G ′I : GI + fIJKBKa χa2J +DIJa χa1J
F ′I : FI +DIJa χa2J
Segunda Classe
χa1I :
AΠaI − εabBIb ≈ 0
χa2I :
BΠaI ≈ 0
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3.5.2 A definic¸a˜o do colchete de Dirac
Chamamos ∆χ de matriz dos v´ınculos de segunda classe χs remanescentes:
∆χ = {χasI(~x), χcs′J(~y)} = −εacδIJεss
′
δ2(~x− ~y) = −
 0 1
1 0
 εacδIJδ2(~x− ~y) (3.70)
Invertendo3 a matriz:
∆−1χ = −εcaδJI δ2(~y − ~x)
 0 1
1 0
 (3.71)
Com esta matriz ∆−1χ podemos definir os colchetes de Dirac:
{ξ, η}D = {ξ, η} − {ξ, χs}∆−1χ {χs′ , η} (3.72)
Que definimos com o s´ımbolo { , }D. Neste novo colchete, podemos colocar os χs = 0,
uma vez que, sendo g uma func¸a˜o qualquer dos campos A e B:
{g, χs}D = {g, χs} − {g, χs}∆−1χ {χs′ , χs}
= {g, χs} − {g, χs}∆−1χ ·∆χ
= {g, χs} − {g, χs} = 0 (3.73)
Enta˜o as equac¸o˜es χs = 0 podem ser consideradas igualdades fortes. Definimos tambe´m,
para simplificar a notac¸a˜o, o dual de B:
B˜Ia ≡ εabBIb (3.74)
Enta˜o:
χ1 = 0→ AΠaI = B˜Ia (3.75)
χ2 = 0→ BΠaI = 0 (3.76)
3No sentido da a´lgebra de convoluc¸a˜o para os ı´ndices cont´ınuos (~x) e (~y): (g∗f)(x) = ∫ dy g(y)f(x−y).
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Como AΠaI ∝ B e BΠaI = 0, exclu´ımos os momentos AΠaI e BΠaI da teoria e passamos a
considerar (3.75) como o momento da varia´vel AIa.
3.5.3 A estrutura simple´tica
Os colchetes de Dirac fundamentais na nova definic¸a˜o sa˜o:
{AIa(~x), AJb (~y)} = {AIa(~x), AJb (~y)} −
∑
ss′
∫
d2x′d2y′{AIa(~x), χs(~y′)}∆−1χ {χs′(~x′), AJb (~y)}
= 0−
∫
d2x′d2y′{AIa(~x), χ1(~y′)}∆−112
=0︷ ︸︸ ︷
{χ2(~x′), AJb (~y)}
−
∫
d2x′d2y′
=0︷ ︸︸ ︷
{AIa(~x), χ2(~y′)}∆−121 {χ1(~x′), AJb (~y)} = 0 (3.77)
{BIa(~x), BJb (~y)} = 0 (ana´logo) (3.78)
{AIa(~x), BJb (~y)} = {AIa(~x), BJb (~y)} −
∑
ss′
∫
d2x′d2y′{AIa(~x), χs(~y′)}∆−1χ {χs′(~x′), BJb (~y)}
= 0−
∫
d2x′d2y′{AIa(~x), χ1(~y′)}∆−112 {χ2(~x′), BJb (~y)}
−
∫
d2x′d2y′
=0︷ ︸︸ ︷
{AIa(~x), χ2(~y′)}∆−121 {χ1(~x′), BJb (~y)}
= −εbaδJI δ2(~y − ~x) (3.79)
Onde suprimimos o ı´ndice D do colchete de Dirac. Note que o u´ltimo colchete fica bem
mais simples na notac¸a˜o dual de B:
{AIa(~x), B˜cJ(~y)} = −εcbεbaδJI δ2(~y − ~x) = δcaδJI δ2(~y − ~x) (3.80)
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3.6 O problema da quantizac¸a˜o
Nas subsec¸o˜es seguintes escreveremos a hamiltoniana total resolvida e veremos como
as nossas varia´veis dinaˆmicas se comportam em relac¸a˜o a` esta, e depois aplicaremos o
princ´ıpio da correspondeˆncia sobre as varia´veis do nosso modelo BF.
3.6.1 A hamiltoniana completamente vinculada
A Hamiltoniana total (3.47) do nosso sistema agora fica:
HT =
∫
Σ
d2x(−AIt εabDIJa BJb −BIt F I12) (3.81)
Como os campos −AIt e −BIt sa˜o multiplicadores de Lagrange para os v´ınculos φ5I = GI
e φ6I = FI , podemos reescrever a hamiltoniana total como:
HT =
∫
Σ
d2x (λI5GI + λI6FI) (3.82)
E encontramos esta hamiltoniana completamente vinculada, que e´ o que espera´vamos de
uma teoria de calibre topolo´gica.
3.6.2 As transformac¸o˜es infinitesimais geradas pela hamiltoni-
ana
Pela definic¸a˜o de v´ınculos de primeira classe (B.21), podemos ver que estes geram trans-
formac¸o˜es de calibre. Enta˜o vamos agora calcular os colchetes de Dirac destes termos
da hamiltoniana (v´ınculos) com as varia´veis A e B, para descobrir os paraˆmetros das
transformac¸o˜es infinitesimais de calibre associadas aos termos da hamiltoniana, e uma
vez que H e´ um invariante sobre as transformac¸o˜es geradas por estes v´ınculos, estas
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transformac¸o˜es sa˜o simetrias do sistema:
δ(i)g(~x) = {g(~x),
∫
Σ
d2yλiφi(~y)} (3.83)
Escrevemos agora a transformac¸a˜o δ(5), que age sobre as varia´veis A
I
a e B˜
aI , fazendo uso
da integrac¸a˜o por partes (A.79) e da definic¸a˜o de derivada covariante (2.9):
δ(5)A
I
a(~x) = {AIa(~x),
∫
Σ
d2yλJ5 (~y)D
yJK
b B˜
bK(~y)}
= −
∫
Σ
d2yDyJKb λ
K
5 (~y)δ
J
I δ
b
aδ
2(~y − ~x) = −DIKa λK5 (~x) (3.84)
δ(5)B˜
aI(~x) = {B˜aI(~x),
∫
Σ
d2yλJ5 (~y)D
yJK
b B˜
bK(~y)}
=
∫
Σ
d2y λJ5 (~y)fJKLδ
I
Lδ
a
b δ
2(~x− ~y)B˜bK(~y) = fIJKλJ5 (~x)B˜aK(~x) (3.85)
Escrevendo estas transformac¸o˜es na notac¸a˜o matricial Aa = A
I
aTI , etc.: δ(5)Aa = ∂aλ+ [Aa, λ]δ(5)B˜a = [B˜a, λ] (3.86)
Onde escrevemos λ = −λ5. Ou seja, G ou δ(5) gera as transformac¸o˜es de calibre tipo YM
espaciais.
Agora, escrevemos a transformac¸a˜o δ(6), que age sobre a varia´vel B˜
aI , fazendo uso da
integrac¸a˜o por partes (A.79) e da antissimetria dos tensores εab e fIJK :
δ(6)A
I
a(~x) = 0 (3.87)
δ(6)B˜
aI(~x) = {B˜aI(~x),
∫
Σ
d2y λJ6 (~y)
εbc
2
F Jbc(~y)}
=
∫
Σ
d2y εba(∂bλ
I
6(~y)− fIJKAKb (~y)λJ6 (~y))δ2(~x− ~y) = −εabDIJb λJ6 (~x) (3.88)
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Escrevendo na forma matricial:  δ(6)Aa = 0δ(6)B˜a = Dbηab (3.89)
Onde escrevemos η = −λ6. F ou δ(6) gera o segundo tipo de transformac¸o˜es de calibre do
modelo BF, chamadas de tipo 2.
Enta˜o os conjuntos de simetria δ5,6 sa˜o nada mais que transformac¸o˜es de calibre da teoria.
Na teoria quaˆntica, φ5,6 sera˜o promovidos a operadores φˆ5,6, geradores do grupos de
simetria. Os estados |ψ〉 que obedecem φˆ5,6|ψ〉 = 0 va˜o ser estados f´ısicos e invariantes
sobre as transformac¸o˜es de calibre.
A invariaˆncia sobre as transformac¸o˜es gerais de coordenadas (difeomorfismos), e´ uma
consequeˆncia das invariaˆncias sobre transformac¸o˜es de calibre (3.86) e (3.89). Para ver-
mos isto, consideramos um campo vetorial espacial v = va∂a com o qual definimos os
paraˆmetros:
 λ
I(v) = vaAIa
ηabI(v) = B˜aIvb
(3.90)
Verificamos facilmente que um difeomorfismo infinitesimal dado pela derivada de Lie ao
longo do campo vetorial v pode ser expresso como uma transformac¸a˜o de calibre com os
paraˆmetros 3.90:
 (LvA)
I
a = δλ(v)A
a
I
(LvB˜)aI = δλ(v)B˜aI + δη(v)B˜aI
(3.91)
E´ o resultado (2.40) anunciado no cap´ıtulo 2.
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3.6.3 A a´lgebra dos geradores de transformac¸o˜es
Na sec¸a˜o anterior escrevemos a hamiltoniana do modelo BF completamente vinculada
e mostramos que estes v´ınculos geram as transformac¸o˜es de calibre da teoria. Vamos
enta˜o analisar a a´lgebra dos v´ınculos da hamiltoniana do modelo BF, escritos como trans-
formac¸o˜es de calibre:
G(λ) =
∫
d2x λI(x)DaB˜
a
I (x) (3.92)
F(η) = 1
2
∫
d2x ηI(x)ε
abF Iab(x) (3.93)
E os colchetes na˜o-nulos sa˜o de fato os colchetes entre os v´ınculos G e F que fazem parte
da hamiltoniana, embora sejam fracamente nulos:
{G(λ1),G(λ2)} = G(λ1 × λ2) (3.94)
{G(λ),F(η)} = F(λ× η) (3.95)
Onde (²1 × ²2)I = f IJK ²J1 ²K2 e (² × η)I = f KIJ ²JηK , lembrando que em SU(2) f = ε
(tensor antissime´trico) e (² × ²) e´ um produto vetorial. Logo, a a´lgebra dos v´ınculos e´
fechada.
Figura 3.2: Esboc¸o do espac¸o de fase cinema´tico, onde ha´ um subespac¸o dos pontos que
obedecem os v´ınculos.
Podemos pensar nos v´ınculos da hamiltoniana tambe´m como sendo equac¸o˜es que re-
stringem o espac¸o de fase a uma hipersuperf´ıcie vinculada, como a Fig. 3.2, e nesta
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hipersuperf´ıcie todas as varia´veis dinaˆmicas evoluem arbitrariamente. Reescrevendo a
hamiltoniana como:
H = G(λ) + F(η) (3.96)
Deixa manifesto que a dinaˆmica da teoria na verdade e´ uma evoluc¸a˜o arbitra´ria dada
pelas transformac¸o˜es de calibre gerada pelos v´ınculos.
3.6.4 O problema do produto escalar
Antes de abordar a quantizac¸a˜o desta teoria no formalismo de lac¸os no cap´ıtulo 4 faremos
algumas considerac¸o˜es, em um n´ıvel mais formal.
Primeiramente devemos definir o funcional de onda Ψ = Ψ[AIa] sobre o espac¸o de con-
figurac¸o˜es das conexo˜es AIa. Devemos tambe´m definir os operadores Aˆ e Bˆ, que devem
obedecer a`s relac¸o˜es de comutac¸a˜o:
[AˆIa(~x), Bˆ
b
J(~y)] = i~δbaδIJδ2(~x− ~y) (3.97)
Os operadores atuam em Ψ[A] da seguinte forma:
AˆIaΨ = A
I
aΨ (3.98)
BˆaIΨ = −i~
δΨ
δAIa(~x)
(3.99)
Note que o operador AˆIa e´ autoadjunto e Bˆ
a
I na˜o e´ autoadjunto. Dirac comec¸ou a estudar
a quantizac¸a˜o da gravitac¸a˜o com este esquema tomando A como a me´trica e B como o
conjugado da me´trica.
Agora vamos definir o produto escalar. Na mecaˆnica quaˆntica, o produto escalar e´:
〈ψ|φ〉 =
∫
dnq ψ∗(q)φ(q) (3.100)
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onde q representa as coordenadas generalizadas. Este produto escalar pode ter uma forma
mais geral:
〈ψ|φ〉 =
∫
dµ(q) ψ∗(q)φ(q) (3.101)
onde dµ e´ uma medida de integrac¸a˜o. O produto escalar no modelo BF teria a forma:
〈Ψ|Φ〉 =
∫
DA(Ψ[A])∗Φ[A] (3.102)
onde DA e´ uma medida de integrac¸a˜o no espac¸o de configurac¸a˜o das conexo˜es AIa(~x). Na˜o
e´ dif´ıcil de ver que esta medida de integrac¸a˜o corresponde a` medida num espac¸o muito
maior que os espac¸os de Hilbert das teorias quaˆnticas usuais para part´ıculas e campos, o
que torna sua definic¸a˜o dif´ıcil.
Para construir um espac¸o com produto interno bem definido, substituiremos o espac¸o de
configurac¸o˜es dos AIa(~x) pelo espac¸o das holonomias U [A, γ], que e´ o primeiro passo para
a quantizac¸a˜o de loops. Estudaremos a construc¸a˜o deste espac¸o no pro´ximo cap´ıtulo.
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Cap´ıtulo 4
Quantizac¸a˜o de Lac¸os
4.1 Regularizac¸a˜o de uma rede versus redes de spin
Um exemplo do desenvolvimento para definir o produto escalar pode ser encontrado em
Teoria Quaˆntica de Campos e em outras teorias da f´ısica, que e´ aproximar o cont´ınuo
por uma rede, o que constitui uma regularizac¸a˜o. Em TQC temos a integral funcional
de Feynmann, a partir da qual podem ser desenvolvidas as se´ries de perturbac¸a˜o de
Feynmann, e tambe´m construc¸o˜es na˜o-perturbativas baseadas na regularizac¸a˜o de rede.
Na regularizac¸a˜o de rede, em vez de considerarmos todos os pontos dentro de um volume
V consideramos apenas os ve´rtices da rede, separados por uma distaˆncia ².
Figura 4.1: Espac¸o de Minkowski (mostrados apenas x1 e x2) com uma rede que gera uma
restric¸a˜o na qual o volume finito conte´m um nu´mero finito de pontos.
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Enta˜o nosso cont´ınuo pode ser substitu´ıdo por um conjunto de pontos xα, α = 1, . . . , N
e a integral funcional sera´ uma integral ordina´ria:
∫
DA f(A) = (
N∏
α=1
dA(xα))f(x1, . . . , xα) (4.1)
Existem teoremas sobre aproximac¸o˜es de rede, para achar o limite para quando ²→ 0, que
em TQC ja´ foi resolvido rigorosamente para espac¸os-tempo de dimensa˜o ate´ 3 e por meio
de integrac¸o˜es nume´ricas para dimensa˜o 4 [3], cujos resultados podem ser aplicados no
ca´lculo de paraˆmetros fundamentais dos quarks. Uma construc¸a˜o da integrac¸a˜o funcional
deste tipo pode ser aplicada a` definic¸a˜o do produto escalar.
Em teorias independentes de background como o nosso modelo BF, geralmente adota-se
um outro esquema, baseado na noc¸a˜o de redes de spin que discutiremos em mais detalhes
nas sec¸o˜es seguintes, mas vale a pena apontar algumas analogias do procedimento de
regularizac¸a˜o de rede com a construc¸a˜o da rede de spin.
Enta˜o, considerando uma variedade M, vamos trabalhar com objetos chamados grafos
orientados (como o da figura 4.2), que sa˜o objetos formados por curvas orientadas eα ∈M
na variedade e ve´rtices vβ ∈ M, que sa˜o pontos da variedade aonde estas curvas se
interceptam.
Figura 4.2: Um exemplo de grafo orientado, composto por treˆs linhas e1, e2 e e3 e dois
ve´rtices.
A cada linha eα de um grafo, definimos um novo funcional de A, a holonomia de A ao
longo desta linha:
heα [A] = Pe
∫
eα
dxaAIaTI
(4.2)
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Onde P e´ o operador de ordenac¸a˜o a ser definido na sec¸a˜o seguinte e a integral no expoente
e´ uma integral de linha sobre eα. Tambe´m mostraremos que as holonomias sa˜o elementos
do grupo de calibre e que isto e´ uma das motivac¸o˜es para se trabalhar com as holono-
mias, pois elas possuem leis de transformac¸a˜o mais simples o que facilita a construc¸a˜o de
invariantes.
Consideraremos funcionais de onda definidos como func¸o˜es dessas holonomias – os chama-
dos funcionais “cil´ındricos”. Observamos que se um tal funcional cil´ındrico esta´ definido
sobre um conjunto finito de linhas (grafo), enta˜o ele depende so´ dos valores da conexa˜o
nestas linhas, e na˜o dos valores da conexa˜o no espac¸o inteiro, ana´logo ao caso da sub-
stituic¸a˜o do cont´ınuo por pontos xα no caso da regularizac¸a˜o de rede. Poderemos assim
construir um produto escalar a partir de uma medida de integrac¸a˜o definida num espac¸o
muito menor que o espac¸o de todas as conexo˜es.
4.2 As holonomias de A
Enta˜o, o primeiro passo para construir um espac¸o com produto interno bem definido e´
substituir o espac¸o de configurac¸o˜es dos AIa(~x) pelo espac¸o das holonomias U [A, γ]. Note
que utilizamos de forma indiscriminada notac¸o˜es diferentes para holonomias, ora hγ[A],
ora U [A, γ].
Figura 4.3: A curva γi em Σ =MD−1 parametrizada na varia´vel s.
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As equac¸o˜es parame´tricas de γ : [0, 1]→ Σ sa˜o:
xa = xa(s) (4.3)
x˙a =
dxa
ds
(4.4)
Aonde a = 1, . . . , D− 1, xa(0) = xa(i) e xa(1) = xa(f). A holonomia e´ o transporte paralelo
ao longo da curva γ.
4.2.1 O transporte paralelo
Figura 4.4: Holonomia como transporte paralelo, onde v′1 e´ o vetor v1 transportado para
o subespac¸o de v2.
Seja v1 e v2 dois vetores definidos nos extremos de uma curva γ. Como eles na˜o fazem
parte do mesmo espac¸o vetorial, para compara´-los e´ preciso transportar v1 para o espac¸o
de v2. Se o deslocamento e´ infinitesimal, o transporte e´ calculado pela derivada covariante.
A holonomia e´ a generalizac¸a˜o disso, pois U [A, γ](s), s ∈ [0, 1] e´ o transporte paralelo de
xi a x(s). Enta˜o, se U [A, γ](0) = 1 e U [A, γ](1) = U [A, γ]:
d
ds
U [A, γ](s)− x˙a(s)Aa(x(s))U [A, γ](s) = 0 (4.5)
dU [A, γ](s) = dAU [A, γ](s) (4.6)
Onde A = AIadx
aTI e dsx˙
a = dxa, enta˜o a soluc¸a˜o para U [A, γ] e´ simplesmente:
U [A, γ] = Pe±
∫ 1
0 dsx˙
a(s)AIa(x(s))TI = Pe±
∫
γ A (4.7)
Onde P e´ um operador que ordena por valores crescentes de s se o sinal da exponencial
e´ positivo e ordena por valores decrescentes de s se o sinal da exponencial for negativo
(path ordering).
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4.2.2 A fatorac¸a˜o de uma holonomia
Se γ vai de i → f , podemos definir γ−1 que vai de f → i, isto e´, a mesma curva pore´m
orientada no sentido oposto, enta˜o:
U [A, γ−1]U [A, γ] = 1 (4.8)
A menos de uma operac¸a˜o de ordenac¸a˜o. Expandindo a exponencial dada em (4.7):
P
(
1
n!
(∫ 1
0
A(x(s))
)n)
=
∫ 1
0
ds1
∫ s1
0
ds2 · · ·
∫ sn−1
0
dsn ~˙x(s1) ~A(s1) · · · ~˙x(sn) ~A(sn) (4.9)
O truque para ordenar e´ mudar os limites de integrac¸a˜o reduzindo-os para manter os
termos sempre decrescentes. O caso abeliano e´ o´bvio pois na˜o ha´ problema de ordem.
Figura 4.5: Decomposic¸a˜o de uma curva γ em segmentos s¯(k)(k+1).
Por causa dos s maiores alocados perto de f e os menores perto de i, temos uma pro-
priedade de fatorac¸a˜o. Podemos, por exemplo, fatorar esta holonomia em duas curvas
γ:
U [A, γ] = U [A, γ2]U [A, γ1] (4.10)
U(s¯2, s¯1) = U [A, γ21] =
∞∑
r=0
∫ s¯2
s¯1
ds1
∫ s1
s¯1
ds2 · · · (4.11)
Note que esta fatorac¸a˜o vale ate´ para curvas cont´ınuas por pedac¸os.
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4.2.3 A holonomia infinitesimal
Agora que temos uma propriedade de fatorac¸a˜o, vamos considerar a holonomia infinites-
imal δU :
δU = e
∫ s+δs
s ds
′x˙a(s′)AIa(s′)TI ≡ Us,s+δs (4.12)
δU ' 1+
∫ s+δs
s
ds′x˙a(s′)AIa(s
′)TI +O(δs2) (4.13)
Como δs e´ muito pequeno, note que na˜o temos P e a integral sobre este pequeno intervalo
e´ uma integral de Riemann, aonde x(s+ δs) ≡ x(s) + δx:
δU ' 1+ δxaAIa(s)TI +O(δs2) (4.14)
Agora vamos tentar descobrir como se transforma uma holonomia infinitesimal, enta˜o
fazemos agora uma transformac¸a˜o de calibre. Lembrando que A′ = g−1Ag + g−1dg:
(δU)′ = 1+ g−1(x)δxaAa(x)g(x) + (g−1(x+ δx)− g−1(x))g(x)
= g−1(x+ δx)g(x) + g−1(x+ δx)δxaAa(x)g(x)
= g−1(x+ δx)[1 + δxaAa(x)]g(x) +O((δx)2) (4.15)
Considerando as aproximac¸o˜es da expansa˜o em se´rie de poteˆncias e da integral de Riemann
a transformac¸a˜o de calibre de (δU)′ pode ser escrita como:
(δU)′ = g−1(x(s+ δs))e
∫ s+δs
s ds
′x˙a(s′)AIa(s′)TIg(x(s)) +O((δs)2) (4.16)
Lembrando que quando consideramos intervalos maiores temos que utilizar o operador de
ordenac¸a˜o P . Vamos decompor agora uma holonomia completa em N intervalos para ver
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como ela se transforma:
U [A, γ] = lim
N→∞
N∏
k=1
Usk+1,sk
= lim
N→∞
U1,sN−1 · UsN−1,sN−2 · · ·UsN ,0 (4.17)
U ′[A, γ] = lim
N→∞
g−1(xf )U1,sN−1g(x(sn−1)) · g−1(x(sn−1))UsN−1,sN−2g(x(sn−2))
· · · g−1(x(s1))UsN ,0g(xi)
U ′[A, γ] = g−1(xf )U [A, γ]g(xi) (4.18)
4.2.4 A holonomia como um objeto invariante
Agora, supomos que temos um campo φ(x), que se transforma como φ′(x) = g−1(xi)φ(xi)g(xi)
e queremos transportar este campo φˆ(xf , xi) = U [A, γ]φ(xi). Vamos ver como isto se
transforma:
(φˆ(xf , xi))
′ = g−1(xf )U [A, γ]g(xi)g−1(xi)φ(xi)g(xi)
= g−1(xf )φˆ(xf , xi)g(xi) (4.19)
Estes objetos se transformam como holonomias e sa˜o covariantes, enta˜o as holonomias
sa˜o objetos que realmente podem descrever nossa teoria, que tem campos covariantes.
Enta˜o podemos construir os invariantes desta teoria, enta˜o tomamos o trac¸o, lembrando
que Tr(XY ) = Tr(Y X):
TrU [A, γ] = W [A, γ] (4.20)
onde γ e´ uma curva fechada, e W sa˜o as holonomias que conhecemos como Lac¸os de
Wilson. A transformac¸a˜o de um lac¸o e´ invariante:
W ′[A, γ] = Tr(U ′[A, γ]) = Tr(g−1(xi)U [A, γ]g(xi))
= Tr(U [A, γ]g(xi)g
−1(xi)) = W [A, γ] (4.21)
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Figura 4.6: Lac¸o γ, obtido tomando xi = xf .
Os lac¸os de Wilson foram utilizados na primeira tentativa de quantizar a gravidade com
grafos. W [A, γ] sa˜o os lac¸os e A e´ a conexa˜o de Ashtekar, que e´ relacionada a` conexa˜o do
campo gravitacional.
4.3 A construc¸a˜o do espac¸o de Hilbert cinema´tico
Comec¸amos escrevendo nosso funcional de onda Ψ[A] como uma func¸a˜o Ψ[hγ[A]] que
depende de um nu´mero finito de holonomias, lembrando que A ≡ AIa, com a = 1, 2 e
I = 1, 2, 3 (SU(2)). Como vamos calcular transformac¸o˜es de calibre queremos objetos
que se transformam de maneira mais simples, enta˜o trocamos o funcional de A pelo
funcional das holonomias de A.
A priori, as holonomias de A sa˜o uma restric¸a˜o em nosso espac¸o, uma vez que as holono-
mias so´ esta˜o definidas sobre as curvas γ. A ide´ia e´ tomar todas as curvas poss´ıveis, em
vez de todos os pontos do espac¸o de configurac¸o˜es de A.
Algumas propriedades do espac¸o cinema´tico Hk e do espac¸o das func¸o˜es de onda ψ(q),
onde q e´ uma coordenada generalizada, criados a partir de um procedimento de quan-
tizac¸a˜o canoˆnica podem ser revistas no Apeˆndice B.2.
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4.3.1 As func¸o˜es cil´ındricas
Definimos enta˜o um grafo como sendo um conjunto de um nu´mero finito de curvas e
ve´rtices:
Γ = {γ1, . . . , γp} ⊕ {e1, . . . , ep} (4.22)
E nosso funcional de onda pode ser expresso como:
ΨΓ,f [A] = f(hγ1 [A], . . . , hγp [A]) (4.23)
Onde f : G×G× · · · ×G︸ ︷︷ ︸
p vezes
→ C. Agora vamos fazer uma restric¸a˜o sobre os grafos Γ.
Vamos tomar apenas grafos fechados e conexos, isto e´, grafos onde as linhas sa˜o todas
juntas e fechadas.
Figura 4.7: Grafo Γ fechado e conexo.
Chamamos enta˜o ΨΓ,f [A] de func¸a˜o cil´ındrica. O espac¸o vetorial cil´ındrico Cyl sa˜o todas
as combinac¸o˜es finitas de funcionais ΨΓ,f :
Ψ =
N∑
i=1
k∑
k=i
cikΨΓi,fk [A] (4.24)
Este espac¸o de Hilbert cinema´tico Cyl e´ infinito, assim como o espac¸o de Hilbert cinema´tico
na Mecaˆnica Quaˆntica. Contudo, estes espac¸os sa˜o muito diferentes, pois o espac¸o da MQ
e´ enumera´vel e o espac¸o Cyl na˜o e´, pois para cada ponto x podemos tomar infinitos loops
que passam sobre este ponto cujas holonomias sa˜o diferentes (A varia em cada ponto).
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Estes loops na˜o podem ser contados pois na˜o temos como contar todos os γ que passam
por x.
4.3.2 O produto escalar de func¸o˜es cil´ındricas
Um grupo de LieG define o espac¸o dos paraˆmetros, que podemos chamar de uma variedade
G, que possui uma integral:
∫
G
dµ(g)f(g) (4.25)
Onde g ∈ G, a medida dµ(g) e´ invariante sobre transformac¸o˜es do grupo G:
∫
G
dµ(g)f(g
′) =
∫
G
dµ(g)f(g) (4.26)
Onde g′ = hg ou g′ = gh, com h ∈ G. A medida invariante e´ chamada de medida de
Haar, que define a integral de grupos topolo´gicos localmente compactos.
Vamos considerar o grupo de Lie G = SU(2). Um elemento g ∈ SU(2) depende de 4
nu´meros complexos, ou 8 paraˆmetros reais:
g =
 α β
γ δ
 (4.27)
Consideramos agora as duas propriedades do grupo:
1. g†g = 1 : (U) Unita´rio (4 equac¸o˜es)
2. det(g) = 1 : (S) Especial (1 equac¸a˜o)
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Que geram 5 equac¸o˜es. Enta˜o, temos 3 paraˆmetros livres, cuja soluc¸a˜o e´:
g =
 α β
−β∗ α∗
 (4.28)
|α|2 + |β|2 = 1 (4.29)
Como α e β sa˜o nu´meros complexos, a soluc¸a˜o de (4.29) e´ uma esfera S3, ou seja, SU(2) =
S3. Os paraˆmetros de S3 sa˜o θ, ϕ, ν. Enta˜o, a integral de Haar e´ dada por:
∫
S3
dµf(θ, ϕ, ν) =
∫ pi
0
dν sin2 ν
∫ pi
0
dθ sin θ
∫ 2pi
0
dϕf(θ, ϕ, ν) (4.30)
E a medida de Haar e´ o aˆngulo so´lido invariante de rotac¸a˜o 3D. Consideramos novamente
o espac¸o Cyl, que e´ o espac¸o das combinac¸o˜es lineares finitas de ΨΓ,f [A]:
ΨΓ,f [A] = f(Ue1 , Ue2 , . . . ) (4.31)
Onde Ue1 ∈ G. Agora vamos introduzir a notac¸a˜o de brackets para estes funcionais:
ΨΓ,f [A] = 〈A|Γ, f〉 (4.32)
Vamos primeiro escrever o produto interno de Ψ’s diferentes mas do mesmo grafo: ΨΓ,f ,
ΨΓ,f ′ :
〈Γ, f |Γ, f ′〉 =
∫
dµ(g1)
∫
dµ(g2) · · · (ΨΓ,f [A])∗(ΨΓ,f ′ [A])
=
∫
dµ(g1)
∫
dµ(g2) · · · (f(g1, g2, . . . ))∗f ′(g1, g2, . . . ) (4.33)
Este produto esta´ definido num espac¸o CylΓ que e´ vetorial. Agora vamos escrever o
produto interno em grafos diferentes, onde Γˆ = Γ1 ∪ Γ2 = {e1, e2, . . . , e6}.
〈Γ, f |Γ′, f ′〉 =
∫
dµ(g1) · · · dµ(g6) · (f(g1, g2, g3))∗f ′(g3, g4, g5, g6) (4.34)
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Figura 4.8: Grafos Γ e Γ′ distintos. Note que neste caso Γ ∩ Γ′ 6= ∅.
No caso Γ = {e1, e2, e3} e Γ′ = {e−13 , e4, e5, e6} o produto escalar fica:
〈Γ, f |Γ′, f ′〉 =
∫
dµ(g1) · · · dµ(g6) · (f(g1, g2, g3))∗f ′(g−13 , g4, g5, g6)
Podemos fazer a seguinte proposic¸a˜o:
∫
dµ(g)f(g
−1) =
∫
dµ(g)f(g) (4.35)
Mas note que a orientac¸a˜o relativa ainda e´ importante Γ↔ Γ′. O produto escalar tambe´m
e´ linear:
〈αΨ1 + βΨ2|γΨ3〉 = γ(α∗〈Ψ1|Ψ3〉+ β∗〈Ψ2|Ψ3〉) (4.36)
Note que as definic¸o˜es dadas acima tambe´m valem para grafos disjuntos: Γ ∩ Γ′ = ∅ e
Γˆ = Γ1 ∪ Γ2.
Agora com o um produto escalar bem definido, podemos definir uma norma:
||ΨΓ,f ||2 =
∫
dµ(g1) · · · dµ(gn)|f(g1, . . . , gn)|2 = 〈Γ, f |Γ, f〉 (4.37)
E queremos que f seja quadrado integra´vel. Com a norma, podemos escrever a completude
de Cyl dada por Cyl = Hk = { conjunto das sequeˆncias de Cauchy de Cyl}, de forma
que o espac¸o Cyl seja denso emHk. Uma sequeˆncia de Cauchy {|Ψ1〉, . . . , |Ψk〉} e´ tal que
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a norma da diferenc¸a entre os |Ψ〉 tem o limite:
lim
n,m→∞
||Ψn −Ψm|| = 0 (4.38)
Logo, Hk e´ completo ∀ {Ψ ∈ Hk, n = 1, . . . ,∞} tal que lim ||Ψn − Ψm|| = 0. O que
chamamos de crite´rio de convergeˆncia forte e´ quando existe um Ψ ∈Hk tal que lim ||Ψ−
Ψm|| = 0.
4.4 A construc¸a˜o de uma base ortonormal
O produto interno das func¸o˜es cil´ındricas e´ completamente invariante, uma vez que temos:
1. Invariaˆncia de calibre: Invariaˆncia da medida de Haar;
2. Invariaˆncia de difeomorfismos: Independeˆncia da parametrizac¸a˜o dos grafos.
Enta˜o, Seja a transformac¸a˜o de calibre h ∈ G, onde hg e´ uma transformac¸a˜o unita´ria.
Enta˜o:
〈Γ, f |Γ′, f ′〉h =
∫
dµ(hg1) · · · (f(hg1, . . . ))∗f ′(hg1, . . . )
=
∫
dµ(g1) · · · (f(g1, . . . ))∗f ′(g1, . . . ) = 〈Γ, f |Γ′, f ′〉 (4.39)
Existe tambe´m um estado particular |φ〉 onde Γ = ∅.
 〈A|φ〉 = Ψ∅[A] = 1||Ψ∅||2 = 〈φ|φ〉 = 1 (4.40)
Agora vamos tentar achar uma base utilizando o teorema de Peter-Weyl para G = SU(2).
Vamos considerar a representac¸a˜o irredut´ıvel de G:
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Espac¸o vetorial v(j), j = 0, 1
2
, 1, 3
2
, . . . de dim(2j + 1) com vetores de base |j,m〉, onde
−j ≤ m ≤ j. g ∈ G e´ representado pela matriz R(j)mm′ = R(j)βα , onde R(j) sa˜o matrizes de
rotac¸a˜o.
4.4.1 O teorema de Peter-Weyl para um loop
Enunciamos agora o teorema de Peter-Weyl, considerando as holonomias sobre um grafo
fechado de uma linha, um loop.
1. Seja a integral:
∫
dµ(g)(R
(j)β
α (g))
∗R(j
′)β
α′ (g) = (2j + 1)δ
jj′δαα′δ
ββ′ (4.41)
A partir desta parte do teorema, podemos calcular o nosso produto escalar con-
hecendo j e g, que pode ser escrito como:
〈Γ, j, α, β|Γ, j′, α′, β′〉(2j + 1) = (2j + 1)δjj′δαα′δββ′ (4.42)
Onde Γ e´ uma linha fechada.
2. ∀ f(g) de valores complexos, f(g) pode ser expandida na base descrita em (1):
f(g) =
∑
j
+j∑
α=−j
+j∑
β=−j
cj,α,βR
(j)β
α (g) (4.43)
Enta˜o os |Γ, j, α, β〉 formam uma base ortonormal do espac¸o CylΓ, onde Γ e´ uma linha
fechada.
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4.4.2 A generalizac¸a˜o para um grafo qualquer
A generalizac¸a˜o do teorema de Peter-Weyl para quaisquer grafos segue da definic¸a˜o:
R(j1)β1α1 (U [A, e1]) · · ·R(jn)βnαn (U [A, en]) := ΨΓ,j,α,β[A] ≡ 〈A|Γ,~j, ~α, ~β〉 (4.44)
Onde os R sa˜o multiplicados por um fator de normalizac¸a˜o que depende de G. O teorema
de Peter-Weyl para grafos quaisquer se escreve:
〈Γ, j, α, β|Γ, j′, α′, β′〉 = δjj′δαα′δββ′
〈Γ, j, α, β|Γ, j′, α′, β′〉 = (?)
∫
dµ(g1) · · · dµ(gn)(R(j1)β1α1 (g1) · · · )∗(R
(j′1)β
′
1
α′1
(g1) · · · ) (4.45)
Onde (?) e´ um fator de normalizac¸a˜o que depende do grupo de representac¸a˜o G. Agora,
se Γ 6= Γ′, temos que considerar Γˆ = Γ ∪ Γ′.
Figura 4.9: Exemplo de grafos Γ e Γ′.
Enta˜o, neste exemplo o produto vai ser:
〈Γ, j, α, β|Γ′, j′, α′, β′〉 =
∫
dµ(g1)dµ(g2)dµ(g3)(R
(j1)β1
α1
(g1)R
(j2)β2
α2
(g2)R
(j3)β3
α3
(g3))
∗ ·
(R
(j′1)β
′
1
α′1
(g1)R
(j′2)β
′
2
α′2
(g2)) (4.46)
Podemos comparar com a situac¸a˜o onde podemos substituir Γ′ com Γ, enta˜o:
ΨΓ,j,α,β[A] = R
(j1)β1
α1
(g1)R
(j2)β2
α2
(g2)R
(0)(g3) (4.47)
Mas R(0)(g3) = 1, enta˜o os vetores deste exemplo sa˜o iguais do exemplo acima. Enta˜o
temos duas verso˜es do mesmo vetor, isto e´, vamos ter uma infinidade de funcionais
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Figura 4.10: O grafo Γ′ como um caso particular do grafo Γ.
ideˆnticos para grafos diferentes, pois podemos adicionar quantas linhas spin 0 quanto
quisermos. Enta˜o, para evitar este problema de redundaˆncia, apagamos as linhas com
spin 0.
4.4.3 Redes de spin
Nossa func¸a˜o cil´ındrica pode ser expressa como uma combinac¸a˜o linear destes vetores de
base que encontramos com o teorema de Peter-Weyl, base que chamamos de redes de spin,
ou spin networks.
|Ψ〉 =
∑
k
∑
j
cΓk,~j,~α,~β|Γk,~j, ~α, ~β〉 ∈ Cyl (4.48)
Onde as somas acima sa˜o somas finitas e j 6= 0. Em particular, podemos considerar |Ψ〉’s
sobre um mesmo grafo Γ:
|Ψ〉Γ =
∑
j
∑
α,β
c~j,~α,~β|Γ,~j, ~α, ~β〉 ∈ Cyl(Γ) (4.49)
Onde j 6= 0. Veremos que o produto escalar entre Ψ’s de grafos diferentes vai ser nulo.
Tomamos como exemplo os grafos Γ e Γ′ anteriores:
〈Γ, j1, j2, j3, α . . . , β . . . |Γ′, j′1, j′2, 0, α′ . . . , β′ . . . 〉 = δj1j
′
1δj2j
′
2
=0︷︸︸︷
δj30 δα1α11 · · · = 0 (4.50)
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Em geral, Γ〈Ψ|Ψ〉Γ′ = 0 se Γ 6= Γ′, ou seja, Cyl(Γ) ⊥ Cyl(Γ′). O espac¸o Cyl pode enta˜o
ser escrito como uma soma direta dos subespac¸os Cyl(Γ):
Cyl =
⊕
Γ
Cyl(Γ) (4.51)
E´ interessante notar que tanto Cyl quanto sua completude Cyl = Hk sa˜o conjuntos
infinitos e na˜o-enumera´veis. Contudo, os subespac¸os Cyl(Γ) sa˜o conjuntos infinitos enu-
mera´veis (ℵ0), enta˜o Cyl(Γ) pode formar um espac¸o vetorial separa´vel. Existem ainda
casos particulares aonde Cyl pode ser separa´vel, isto e´, podemos escolher uma topologia
onde os grafos va˜o ser definidos apenas pelos seus ve´rtices.
4.5 A aplicac¸a˜o do v´ınculo de Gauss
Agora que ja´ temos uma base completamente invariante para expressar nossos Ψ’s, vamos
aplicar nossos v´ınculos sobre os estados cinema´ticos para selecionar quais Ψ sa˜o estados
f´ısicos. Neste final de cap´ıtulo realizaremos a aplicac¸a˜o do v´ınculo de Gauss G e a aplicac¸a˜o
do v´ınculo F sera´ discutida posteriormente.
4.5.1 A diferenciac¸a˜o de uma holonomia
Enta˜o vamos primeiro aplicar o v´ınculo de Gauss G (3.92):
Gˆ(²) =
∫
d3xDa²
IBˆaI =
∫
d3x(∂a²
I − εIJKAJ²K)BˆaI (4.52)
Onde Bˆa = −i~ δ
δAˆIa
. A aplicac¸a˜o deste v´ınculo e´ basicamente diferenciar uma holonomia,
isto e´:
∫
d3xXJb (y)
δ
δAˆJb (y)
he[A] =
∫ 1
0
dt h(1,t)X
JTJh(t,0) (4.53)
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Onde X(s) = XI(s = t)TI foi inserido na curva e. A ac¸a˜o esperada deste operador
e´ transformar um vetor de forma que o vetor resultante passe a ser definido em duas
curvas, isto e´, n curvas → 2n curvas, enta˜o:
Gˆ(²)he[A] = −i~
∫ 1
0
dt h(1,t)x˙
a(t)Da²
I(x(t))TIh(t,0) (4.54)
Onde ²(t) = ²I(t)TI .
Figura 4.11: Aplicac¸a˜o de Gˆ sobre uma curva e.
Usamos que D² = dxaDa² = dtx˙
aDa²(t) para escrever nosso v´ınculo na notac¸a˜o matricial:
Gˆ(²)h(1,0)[A] = −i~
∫ 1
0
h(1,t)(d²+ [A, ²])(t)h(t,0) (4.55)
Para calcular esta integral, precisamos saber como o campo A se relaciona com as holono-
mias de A, enta˜o diferenciamos a holonomia em relac¸a˜o ao paraˆmetro da curva:
d
dt
h(t,0) =
d
dt
Pe−
∫ t
0 dsx˙
a(s)Aa(s) = −x˙a(s)Aa(s)h(t,0) (4.56)
Note que esta expressa˜o relaciona A e as holonomias de A. Multiplicando pela esquerda
os dois lados da expressa˜o um valor dt:
dt| d
dt
h(t,0) = −dtx˙a(s)Aa(s)h(t,0) (4.57)
dh(t,0) = −dxa(s)Aa(s)h(t,0)
= −A(t)h(t,0) (4.58)
Ou para uma holonomia h(t,t0):
dh(t,t0) = −A(t)h(t,t0) (4.59)
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Para a holonomia inversa h(t0,t) temos a seguinte propriedade (lembrando que h(t0,t0) = 1):
dh(t0,t) = dh
−1
(t,t0)
= −h−1(t,t0) dh(t,t0)︸ ︷︷ ︸
−A(t)h(t,t0)
h−1(t,t0) = h(t0,t)A(t) (4.60)
Enta˜o agora podemos calcular (4.55):
Gˆ(²)h(1,0) = −i~
∫ 1
0
h(1,t)(d²+ [A, ²])(t)h(t,0)
= −i~
∫ 1
0
(h(1,t)d²(t)h(t,0) + dh(1,t)²(t)h(t,0) + h(1,t)²(t)dh(t,0))
= −i~
∫ 1
0
dt
d
dt
(h(1,t)²(t)h(t,0)) = −i~(h(1,t)²(t)h(t,0))|10
Gˆ(²)h(1,0) = −i~(²(1)h(1,0) − h(1,0)²(0)) (4.61)
A equac¸a˜o (4.61) e´ a transformac¸a˜o infinitesimal da holonomia h1,0, ou seja, o operador
G(²) gera transformac¸o˜es de calibre da teoria. Apenas apo´s calcularmos o segundo v´ınculo,
o v´ınculo F (equac¸a˜o (3.93)), que poderemos afirmar se G gera todas as transformac¸o˜es
de calibre da teoria.
4.5.2 As transformac¸o˜es de G sobre um loop
Uma vez que definimos as transformac¸o˜es infinitesimais sobre as holonomias, vamos ten-
tar escreveˆ-las de forma a tornar-las invariantes sobre estas transformac¸o˜es. Note que
estas transformac¸o˜es inserem um ponto sobre a curva separando-a em duas, e a u´nica
possibilidade de um grafo sob esta transformac¸a˜o se manter invariante e´ ser um grafo
fechado.
Gˆ(²(x))he[A] = −i~(²(x)he[A]− he[A]²(x))
= −i~[²(x), he[A]] (4.62)
Enta˜o, vamos considerar agora funcionais de holonomias sobre loops Ψ ∈ Cyl(Γ):
ΨΓ,j,α,β[A] = R
(j)β
α (U [A, e]) (4.63)
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Que se transformam sobre a ac¸a˜o de um g(x) = e²(x) como:
ΨgΓ,j,α,β[A] = (R
(j)g(x))−1γα R
(j)β
α (U [A, e]) (R
(j)g(x))βδ (4.64)
Note que (R(j)g−1(x)) = (R(j)g(x))−1 e x = xf = xi. Para esta transformac¸a˜o ser
invariante ela tem que ser independente da escolha da base do lac¸o (x) e para tal, tomamos
o trac¸o:
Tr ΨgΓ,j = Tr ΨΓ,j (4.65)
Pois o trac¸o permite que fac¸amos permutac¸o˜es c´ıclicas em um produto de holonomias.
Enta˜o, a operac¸a˜o Tr implica em α = β.
4.6 Invariaˆncia dos ve´rtices: os intertwinners
Com a operac¸a˜o de trac¸o, temos que multiplicar os paraˆmetros α e β associados a`s ex-
tremidades das curvas, na formac¸a˜o de um ve´rtice. Os intertwinners sa˜o quantidades
definidas nos ve´rtices que assumem valores tais que mante´m o grafo com as invariaˆncias
definidas acima, de forma a definirem uma a´lgebra para a representac¸a˜o de spins das
curvas, (~j, ~α, ~β).
4.6.1 Ve´rtices bivalentes
Vamos comec¸ar analisando o caso dos ve´rtices bivalentes, presentes nos loops :
Onde vβ1α2 e´ uma representac¸a˜o para o ve´rtice, onde os ı´ndices sa˜o formados pelos ı´ndices
livres. Para multiplicarmos α1 e β2 (operac¸a˜o de trac¸o), precisamos de j1 = j2, isto e´, que
sejam matrizes com dim(2j1 + 1) = dim(2j2 + 1). Enta˜o tomamos o trac¸o:
Tr R(j) =
∑
α
R(j)αα = δ
α
βR
(j)β
α (4.66)
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Figura 4.12: Ve´rtice bivalente vβ1α2 .
Onde δαβ e´ o tensor invariante da representac¸a˜o do grupo G = SU(2), um caso particular
de intertwinner.
δ′αβ = R
−1β′
β δ
α′
β′R
α
α′ = R
−1α′
β R
α
α′ = δ
α
β (4.67)
Enta˜o a invariaˆncia sobre trac¸os em ve´rtices bivalentes implica em j1 = j2.
4.6.2 Ve´rtice Trivalente
Vamos analisar agora outro caso, um ve´rtice trivalente vβ3α2,α1 , onde os ı´ndices de v
β3
α2,α1
sa˜o formados pelos ı´ndices livres.
Figura 4.13: Ve´rtice trivalente vβ3α2,α1 .
Enta˜o:
vβ3α2,α1 = h
(j3)β3
α3
· h(j2)β2α2 · h(j1)β1α1 · vα3β2,β1 (4.68)
Onde vα3β2,β1 e´ o intertwinner que queremos inserir para garantir a invariaˆncia. Vejamos
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como o ve´rtice se transforma sob uma transformac¸a˜o g(x):
vgβ3α2,α1 = R
−1α′1
α1
(g(x))R−1α
′
2
α2
(g(x))Rβ3β′3
(g(x))h
(j3)β′3
α′3
· h(j2)β′2α′2 · h
(j1)β′1
α′1
·
·R−1α′3α3 (g(x))Rβ2β′2(g(x))R
β1
β′1
(g(x)) · vα3β2,β1 (4.69)
Para garantir a invariaˆncia no ve´rtice x, impomos:
Rβ2β′2
Rβ1β′1
vα3β2,β1R
−1α′3
α3
= v
α′3
β′2,β
′
1
(4.70)
Pela lei de transformac¸a˜o de um tensor, vα3β2,β1 e´ um tensor invariante. No caso do ve´rtice
trivalente, temos uma analogia com a teoria de combinac¸a˜o (adic¸a˜o) de momento angulares
j3 → (j1, j2), pois o estado final vai ser:
j1 ⊗ j2 = |j1 − j2| ⊕ |j1 − j2|+ 1⊕ · · · ⊕ |j1 + j2| (4.71)
E´ uma expansa˜o de Clebsch-Gordan, que pode ser escrita como |j1 − j2| ≤ j3 ≤ j1 + j2.
Os intertwinners vα3β2,β1 sa˜o coeficientes de Clebsch-Gordan.
Se nossos R’s sobre o ve´rtice sa˜o da forma R
(j)m′
m , analogamente:
〈j1j2;m1m2|j3,m3〉 ; m3 = m1 +m2 (4.72)
No caso do ve´rtice trivalente, ainda existem casos particulares aonde todas as linhas esta˜o
entrando ou saindo. Nesta situac¸a˜o, os intertwinners na˜o sa˜o coeficientes de Clebsch-
Gordan, entretanto existem representac¸o˜es mesmo nestes casos (como a representac¸a˜o
adjunta).
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4.6.3 Ve´rtices (n-m)-valentes
Em geral, temos ve´rtices (n-m)-valentes, cujos intertwinners sa˜o da forma:
vα1···αmβ1···βn = R
β′1
β1
· · ·Rβ′nβn · v
α′1···α′m
β′1···β′n ·R
−1α1
α′1
· · ·R−1αmα′m (4.73)
Cuja construc¸a˜o e´ ana´loga a` dos casos anteriores.
4.7 Uma nova base para as redes de spin
Podemos construir uma nova base para as redes de spin levando em considerac¸a˜o as
invariaˆncias dos links e ve´rtices a` transformac¸o˜es inifinitesimais geradas por G. E´ mais
simples de explicar esta troca de base com um exemplo.
4.7.1 Exemplo de mudanc¸a de base
Seja o vetor |s〉, um vetor de base da rede de spin, definida sobre um grafo como o da
Figura 4.14.
Figura 4.14: Grafo Γ associado ao vetor |s〉 da base de rede de spin.
Ao considerarmos intertwinners diferentes aparecem condic¸o˜es de invariaˆncia diferentes
para os ji, enta˜o |s〉 depende dos ji e dos vp.
Ψs[A] ≡ 〈A|s〉
= NR
(j1)α1
β1
R
(j2)α2
β2
R
(j3)α3
β3
· · · v(j1j2j3)β31α1α2 v(j1j2j3)β1β22α3 (4.74)
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Onde N e´ um fator de normalizac¸a˜o. Note que todos os ı´ndices esta˜o somados, enta˜o Ψs
e´ invariante e |s〉 e´ a base de um espac¸o H0 : |Γ, j1 . . . jn; v1 . . . vp〉 ortonormal e diagonal
nos spins:
〈Γ,~j, ~v|Γ′,~j′, ~v′〉 = 0 (4.75)
Se Γ 6= Γ′ ou ~j 6= ~j′, isto e´, a base e´ diagonalizada nos grafos e nos spins. Com Γ e
~j fixados, podemos diagonalizar em ~v e no final podemos gerar uma base ortonormal.
Tomamos novamente o grafo do exemplo anterior, utilizando j1 = j2 =
1
2
e j3 = 1, enta˜o
nos ve´rtices:
ve´rtice v2 : j1 ⊗ j2 = j3 → 1
2
⊗ 1
2
= 0 + 1
ve´rtice v1 : j3 = j1 ⊗ j2
Enta˜o o intertwinner no ve´rtice v1 fica:
vβ3(1)α1α2 = v
i
(1)α1α2
= σiα1α2 (4.76)
Onde σiα1α2 sa˜o as matrizes de Pauli escritas como tensores de 3 coordenadas. As matrizes
de Pauli sa˜o invariantes nesta representac¸a˜o. O outro ve´rtice pode ser resolvido de maneira
ana´loga. Com esta nova base para a rede de spin |Γ,~j, ~v〉 definida em H0, temos uma
base para os nosso funcionais Ψs[A] que ja´ e´ invariante sobre transformac¸o˜es infinitesimais
sobre holonomias, ou seja, e´ uma base onde o v´ınculo G(²) ja´ esta´ aplicado.
4.7.2 Como construir o espac¸o de Hilbert f´ısico
Nosso pro´ximo passo e´ aplicar o segundo v´ınculo da teoria, F , sobre Ψs[A] escrito na base
de rede de spin invariante, para enta˜o reduzirmos nosso espac¸o de fase H0 em um espac¸o
f´ısico Hfis, ou seja, o v´ınculo F aplicado sobre um Ψ ∈H0 e´ ana´logo a uma projec¸a˜o:
PH0 →Hfis (4.77)
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Onde Hfis = {|Ψ〉 ∈H0 t.q. Fˆ [A]|Ψ〉 = 0}.
Como esta construc¸a˜o e´ razoavelmente complicada, vamos considera´-la nos cap´ıtulos
seguintes. No Apeˆndice C o leitor pode encontrar o caso de 1 + 1 dimenso˜es do mod-
elo BF, ou seja, o caso com apenas 1 dimensa˜o espacial aonde na˜o temos o v´ınculo F
(e nem curvatura!) e podemos construir um espac¸o de Hilbert f´ısico e alguns operadores
observa´veis de maneira bem direta.
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Cap´ıtulo 5
A Relatividade Geral e o Modelo BF
Antes de continuar com a aplicac¸a˜o do v´ınculo F no modelo BF 2+1 dimensional, vamos
revisar brevemente a teoria da RG desenvolvendo-a em um formalismo hamiltoniano co-
variante conhecido como formalismo ADM, e vamos escrever este formalismo como uma
ac¸a˜o de primeira ordem apontando as semelhanc¸as desta teoria com o modelo BF, discu-
tido nos cap´ıtulos anteriores. A ac¸a˜o de primeira ordem e´ a reformulac¸a˜o da Relatividade
Geral utilizando a base dos vierbeins e a conexa˜o de spin ω, que sa˜o definidos adiante.
5.1 O formalismo de primeira ordem
5.1.1 A ac¸a˜o de Einstein-Hilbert
Comec¸amos a nossa revisa˜o de RG escrevendo uma grandeza que e´ invariante sobre trans-
formac¸o˜es de coordenadas, um intervalo ds2 no espac¸o-tempo:
ds2 = gµν(x)dx
µdxν (5.1)
Na RG temos a conexa˜o de Christoffel Γµαβ, que define a derivada covariante ∇µ e o tensor
de Riemann Rρσµν que representa a curvatura no espac¸o-tempo, que pode ser definido todo
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em func¸a˜o da conexa˜o de Christoffel:
Rρσµν = ∂µΓ
ρ
νσ − ∂νΓρµσ + ΓρµλΓλνσ − ΓρνλΓλµσ (5.2)
O tensor de curvatura define o espac¸o, de forma que uma vez que R = 0 em um sistema
de coordenadas, vamos ter R = 0 em todos eles (definic¸a˜o de tensor). Podemos escrever
ainda:
Rµν = R
α
µαν (5.3)
R = Rµµ (5.4)
Gµν = Rµν − 1
2
gµνR = 8piGTµν (5.5)
Onde (5.3) e´ o tensor de Ricci, (5.4) e´ o escalar de Ricci e (5.5) e´ a equac¸a˜o de Einstein,
aonde Tµν e´ o tensor energia-momento, que obedece a` equac¸a˜o de continuidade∇µT µν = 0.
Enta˜o, o tensor de Einstein Gµν tambe´m deve satisfazer esta relac¸a˜o:
∇µGµν = 0 (5.6)
Da ac¸a˜o de Einstein-Hilbert que podemos derivar as equac¸o˜es de campo de Einstein (5.5)
pelo princ´ıpio da ac¸a˜o mı´nima. A ac¸a˜o se escreve:
SEH = − 1
16piG
∫
d4x
√
|g|R + 1
2
∫
d4x
√
|g|∂µφ∂νφgµν + · · · (5.7)
Onde g = det(gµν), R e´ o escalar de Ricci. O primeiro termo desta ac¸a˜o corresponde
ao campo gravitacional e os demais termos correspondem a campos de mate´ria, onde
um deles foi escrito explicitamente. Consideraremos por simplicidade apenas a parte
puramente gravitacional da ac¸a˜o na revisa˜o que se segue.
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5.1.2 A variedade M na vizinhanc¸a de um ponto P
Vamos agora analisar como nossa teoria se comporta na vizinhanc¸a de um ponto P da
variedade. Na vizinhanc¸a de um ponto P podemos tomar o plano tangente que e´ uma
aproximac¸a˜o linear da variedade que funciona bem para valores suficientemente pro´ximos
de P , o que significa que podemos tratar esta vizinhanc¸a com as regras da Relatividade
Restrita.
Figura 5.1: Espac¸o tangente em P de uma variedade M4.
Uma poss´ıvel base de coordenadas de TP sa˜o os vetores ∂µ, ou seja, nesta base os ı´ndices
gregos µ, ν sa˜o ı´ndices vetoriais. Enta˜o, em TP usaremos a Relatividade Restrita e para
tal introduzimos uma base ortonormal de Minkowski eI , I = 0, 1, 2, 3.
eI = e
µ
I ∂µ (5.8)
eI · eJ = gµν(x)eµI eνJ = ηIJ (5.9)
Onde ηIJ e´ a me´trica de Minkowski. Esta base e´ chamada de tetrad ou de vierbeins.
Definimos agora o espac¸o cotangente T ∗P com base de coordenadas dx
µ (formas diferen-
ciais). O produto destas formas com os vetores de TP obedece a ortogonalidade entre os
espac¸os:
dxµ · ∂ν = δµν (5.10)
Na base de vierbeins :
eI · eJ = δIJ (5.11)
Ou seja, I, J sa˜o ı´ndices tangentes devido a` me´trica de Minkowski. Algumas propriedades
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e resultados desta base:
1.
eµI · eIν = δµν (5.12)
eIµ · eµJ = δIJ (5.13)
2.
gµν(x) = e
I
µ(x)e
J
ν (x)ηIJ (5.14)
3.
(gµν) ≡ (gµν)−1 (5.15)
Se ηIJ = η−1IJ .
5.1.3 Transformac¸o˜es do grupo de Lorentz
A troca de base de vierbeins que preserva a ortonormalidade e´ um transformac¸a˜o de
Lorentz:
e′I = ΛIJe
J (5.16)
e′I = Λ
J
I eJ (5.17)
Onde Λ sa˜o os geradores das transformac¸o˜es de Lorentz. O grupo de transformac¸o˜es de
Lorentz mante´m invariante a me´trica de Minkowski ΛJI = ηIKη
JLΛKL = Λ
K
I Λ
L
JηKL = ηIJ .
Enta˜o localmente (em cada ponto P ) vamos ter um grupo de calibre (Lorentz) associado,
isto e´, o espac¸o tangente TP possui um feixe fibrado de G = SO(1, 3). Vamos procurar
invariantes sobre as transformac¸o˜es de Lorentz locais. Seja o campo vetorial v(x) : v =
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vµ∂µ = v
IeI , que possui a seguinte relac¸a˜o entre as bases:
vµ = eµI v
I (5.18)
vI = eIµv
µ (5.19)
Fazendo uma transformac¸a˜o de Lorentz:
v′I(x) = ΛIJ(x)v
J(x) → v′ = Λv (5.20)
∂µv
′ = Λ∂µv + ∂µΛv (5.21)
Vai existir uma conexa˜o ω : ωIJµdx
µ que faz com que esta derivada seja covariante. ω e´
conhecido como conexa˜o de spin, ou apenas conexa˜o:
(Dµv)
I = ∂µv
I + ωIJµv
J (5.22)
A conexa˜o ω se transforma como:
ω′µ = Λ
−1∂µΛ + Λ−1ωµΛ (5.23)
Ou seja, ω se transforma como uma forma diferencial. Escrevendo nossa derivada covari-
ante apenas com ı´ndices latinos, usando a notac¸a˜o de forma para a conexa˜o:
DvI = dvI + ωIJv
J (5.24)
Note ainda que este objeto possui apenas ı´ndices latinos, enta˜o ele e´ invariante sobre
transformac¸o˜es gerais de coordenadas. Um objeto que so´ possua ı´ndices gregos e´ invariante
sobre transformac¸o˜es de Lorentz.
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5.1.4 Transformac¸o˜es gerais de coordenadas
Vamos verificar os difeomorfismos (transformac¸o˜es gerais de coordenadas), que sa˜o as
transformac¸o˜es que atuam sobre os ı´ndices µ, ν. Enta˜o, um escalar de difeomorfismo e´
dado por δφ(x) = ξµ(x)∂µφ(x), uma vez que δx
µ = ξµ(x). Seja um tensor tµν , vejamos
como ele se transforma e a partir dele vamos ver como nossas quantidades se transformam
sobre um difeomorfismo:
δtµν = ξ
λ∂λt
µ
ν − ∂µξλtλν + ∂νξλtµλ (5.25)
δgµν = ξ
λ∂λgµν + ∂µξ
λgλν + ∂νξ
λgµλ (5.26)
δeIµ = ξ
λ∂λgµν + ∂µξ
λgλν (5.27)
E tambe´m temos em cada termo da ac¸a˜o um termo |e| =√|g|:
δ
√−g = ∂µ(ξµ
√−g) (5.28)
δ(
√−gX) = ∂µ(ξµ
√−g)X +√−gξµ∂µX = ∂µ(ξµ
√−gX) (5.29)
Enta˜o o termo |e| = √|g| e´ quem garante que a integral e´ invariante de difeomorfismos,
isto e´,
√|g| e´ uma densidade escalar pois obedece a invariaˆncia sobre transformac¸o˜es
gerais de coordenadas η(x) : δη = ∂µ(ξ
µη).
5.1.5 A ac¸a˜o de Palatini
Enta˜o agora vamos estudar a ac¸a˜o de Einstein-Hilbert SEH [g] no formalismo de primeira
ordem. Os objetos que vamos usar para construir a ac¸a˜o sa˜o os seguintes:
• eI(x) = eIµ(x)dxµ a base de vierbeins ;
• ωIJ = ωIJµ(x)dxµ a conexa˜o de spin;
• gµν = ηIJeIµeJν a relac¸a˜o entre gµν e ηIJ ;
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Temos tambe´m as transformac¸o˜es de Lorentz locais:
e′I(x) = ΛIJ(x)e
J(x) (5.30)
ω′IJ = (Λ
−1dΛ)IJ + (Λ
−1ωΛ)IJ (5.31)
Onde eI e´ um campo vetorial e dΛIJ = ∂µΛ
I
Jdx
µ.
Note que a maneira como e e ω se transformam sobre o grupo de Lorentz e´ ana´loga a`
maneira que B e A se transformam sobre o grupo de calibre SU(2) no modelo BF. Tanto
que tomando a dimensa˜o D = 3, temos:
S = Tr
∫
BF
Onde F = dA+ A2 e B e´ uma 1-forma. Para o caso da gravitac¸a˜o, podemos fazer:
A → ωIJ
B → eI
Uma diferenc¸a aparece na posic¸a˜o dos ı´ndices, pois no modelo BF sempre trabalhamos
com a constante de estrutura do grupo e na˜o definimos nenhuma operac¸a˜o espec´ıfica
para levantar e abaixar ı´ndices, mas estas esta˜o bem definidas no grupo de Lorentz com
ηIJ . Podemos introduzir particularmente no caso 3D a forma diferencial e˜IJ = εIJKe
K e
introduzir a curvatura RIJ = dω
I
J + ω
I
Kω
K
J que e´ um tensor antissime´trico e se transforma
como R′ = Λ−1RΛ. Enta˜o:
SP = Tr
∫
e˜IJR
J
K =
∫
e˜IJR
J
I (5.32)
E´ a ac¸a˜o de Palatini. Tomando ηIJ = [−++] vemos que SP se reduz a SEH :
SP =
∫
e˜IJR
J
I =
∫
ηILεLJKe
KRJI =
∫
εLJKe
LRJK =
∫
d3x
√
| − g|R (5.33)
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Cabe lembrar que no caso tridimensional a teoria e´ topolo´gica, isto e´, na˜o tem graus de
liberdade locais. Na gravitac¸a˜o 3D, isto significa que esta ac¸a˜o na˜o leva em considerac¸a˜o
as ondas gravitacionais ou o transporte de energia. Podemos ainda acrescentar mais um
termo na ac¸a˜o de forma que:
S = SP + SΛ (5.34)
Onde SΛ e´ o termo de Holst, que no caso particular de 3D pode ser escrito como:
SΛ = Λ
∫
εIJKe
IeJeK (5.35)
Que e´ um termo invariante pois εIJK e´ invariante e o produto das formas tambe´m e´
invariante sobre difeomorfismos ΛILΛ
J
MΛ
K
NεIJK = εLMN .
5.2 A construc¸a˜o da ac¸a˜o de Palatini em 4 dimenso˜es
A raza˜o para revisarmos aqui o caso da ac¸a˜o quadridimensional da teoria da gravitac¸a˜o
de primeira ordem e´ introduzir as bases para a melhor compreensa˜o dos operadores e
observa´veis que sera˜o discutidos no cap´ıtulo seguinte. A quantizac¸a˜o canoˆnica desta
teoria mediante a uma fixac¸a˜o de calibre gera as mesmas simetrias que encontramos no
modelo BF utilizando o grupo de representac¸o˜es SU(2), e a mesma estrutura de redes de
spin mediante a uma quantizac¸a˜o de loops.
5.2.1 Montando a ac¸a˜o de Palatini-Holst
Temos va´rios jeitos de escrever uma 4-forma, combinando eI (1-forma) e RIJ (2-forma).
Escrevendo a ac¸a˜o ja´ com as constantes apropriadas:
SP =
σ
4κ
∫
εIJKLe
I ∧ eJ ∧RKL (5.36)
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Onde σ e´ a assinatura da me´trica e κ = 8piG. Esta teoria deve ser capaz de descrever cam-
pos fracos, e para determinados valores de κ temos analogia com a dinaˆmica gravitacional
newtoniana. A assinatura σ da me´trica e´ uma constante onde:
σ[ηIJ ] =

σ 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(5.37)
enta˜o se σ = −1 a variedade e´ lorentziana, e se σ = 1 a variedade e´ riemanniana.
Vamos trabalhar na RG com a variedade lorentziana, pois no caso riemanniano na˜o temos
estrutura causal, enta˜o a variedade na˜o e´ um espac¸o f´ısico. Um termo desta ac¸a˜o foi
“descoberto” recentemente, que envolve outra maneira de escrever uma 4-forma:
SHolst = − σ
2κγ
∫
eIeJRIJ (5.38)
Onde γ e´ o paraˆmetro de Immirzi. Note que SHolst na˜o e´ topolo´gico, isto e´, na˜o contribui
para as equac¸o˜es de movimento. Este termo foi inventado para introduzir o paraˆmetro
de Immirzi ja´ na ac¸a˜o cla´ssica, uma vez que este paraˆmetro e´ importante para a teoria
quantizada.
Ainda podemos escrever uma 4-forma sem usar o R, que vai gerar termos SΛ (da constante
cosmolo´gica) e termos de mate´ria Smate´ria, e podemos escrever a ac¸a˜o completa:
S = SP + SHolst + SΛ + SMate´ria (5.39)
E´ suficiente para a nossa discussa˜o nos atermos apenas aos dois primeiros termos da ac¸a˜o
(5.39).
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5.2.2 As equac¸o˜es de movimento
Vamos comec¸ar calculando as variac¸o˜es da parte SP :
SP =
σ
4κ
∫
εIJKLe
IeJRKL (5.40)
1. δω:
δS =
σ
4κ
δ
∫
(dωIJ + (ω
2)IJ) ε
J
IKLe
KeL︸ ︷︷ ︸
≡XJI
(5.41)
Onde XJI e´ uma 2-forma, enta˜o d(ωX) = dωX − ωdX. Escrevendo δS em termos
de ω e X:
δS =
σ
4κ
δTr
∫
(dω + ω2)X =
σ
4κ
∫
δω(dX + [ω,X]) (5.42)
Enta˜o:
δS
δω
=
σ
4κ
(dX + [ω,X]) =
σ
4κ
εJIKL(De
KeL − eKDeL)
Onde DeKeL − eKDeL = 2DeKeL, enta˜o:
δSP
δωIJ
=
σ
2κ
εIJKLT
KeL (5.43)
Onde TK = DeK , que e´ a torc¸a˜o.
2. δe:
δSP =
σ
4κ
· 2
∫
εIJKLδe
IeJRKL
δSP
δeI
=
σ
2κ
εIJKLe
JRKL (5.44)
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Agora vamos considerar a ac¸a˜o S com a parte SHolst:
S = SP + SHolst =
σ
4κ
∫
εIJKLe
IeJRKL − σ
2κγ
∫
eIeJRIJ (5.45)
Podemos ver que a variac¸a˜o de SHolst em relac¸a˜o a ω vai ser ana´loga a` variac¸a˜o calculada
em SP , a saber:
σ
δS
δωIJ
= σ
δSP
δωIJ
− 1
2κγ
D(eIeJ)
=
1
2κ
(εIJKLT
KeL − 1
γ
(TIeJ − TJeI︸ ︷︷ ︸
XIJ
)) (5.46)
Onde XIJ ≡ TIeJ − TJeI e note que εIJKLTKeL e´ uma contrac¸a˜o de XKL:
εIJKLT
KeL =
1
2
εIJKL(T
KeL − TLeK︸ ︷︷ ︸
XKL
) ≡ ∗XIJ (5.47)
Onde ∗XIJ e´ o dual de XIJ . Podemos definir o dual do dual de X:
(∗(∗X)IJ)KL = 1
2
εKLIJ(∗X)IJ = 1
4
εKLIJεIJMNX
MN =
σ
2
(δKMδ
L
N − δKN δLM)XMN = σXKL (5.48)
Isto e´, o dual do dual e´ uma operac¸a˜o idempotente, com assinatura σ. Enta˜o, tomando
δS
δωIJ
= 0, temos:
(∗X)IJ − 1
γ
XIJ = 0 (5.49)
Se γ →∞, (∗X) = 0 e temos as equac¸o˜es de Palatini.
Considerando γ finito podemos montar um sistema de equac¸o˜es:
 ∗X −
1
γ
X = 0
σX − 1
γ
∗X = 0
(5.50)
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Onde utilizamos o fato da operac¸a˜o ∗∗ ser idempotente para obter:
(σγ − 1
γ
)X = 0 (5.51)
Enta˜o, fazemos uma hipo´tese sobre o valor de γ, conhecida como hipo´tese de Ashtekar [27],
que e´ tomar γ 6= σ e enta˜o X = 0 ou ∗X = 0. Com γ 6= σ, εIJKLTKeL = 0, isto e´,
independe de γ. Se X = 0:
XIJ = 0 = TIeJ − TJeI = TIMNeMeNeJ − TJMNeMeNeI
= eMeNeP (TIMNηPJ − TJMPηPI) (5.52)
Onde TIMNηPJ−TJMPηPI e´ a parte antissime´trica emMNP . Enta˜o, tomando T completo
ficamos com TIMN = 0 ou T
I = 0, isto e´, uma das equac¸o˜es de movimento indica que o
sistema e´ livre de torc¸a˜o.
5.2.3 Varia´veis de Ashtekar
Vamos considerar a ac¸a˜o S utilizando as varia´veis de Ashtekar:
S =
σ
2κ
∫
eIeJ((∗R)IJ − 1
γ
RIJ) (5.53)
Onde ∗∗ = σ, σ = 1, γ = 1, o que simplifica bastante nossas equac¸o˜es de movimento:
δS
δωIJ
= 0 (5.54)
Que gera:
T I = 0 (5.55)
ωIJµ = ω
IJ
µ (e
I
µ, ∂λe
I
µ) (5.56)
93
Onde e e ω sa˜o varia´veis independentes, assim como na formulac¸a˜o canoˆnica do modelo
BF onde B e A sa˜o varia´veis independentes. A segunda equac¸a˜o de movimento e´ de
primeira ordem em ω e segunda ordem em e:
δS
δeIλ
= RλI −
1
2
eλIR = 0 (5.57)
Note que podemos tomar a variac¸a˜o do primeiro termo para obter as identidades de
Bianchi:
δ
δeI
· 1
2
∫
eIeJRIJ = e
JRIJ(= DTI = 0) (5.58)
Que sa˜o consequeˆncia de (d2 = 0). Enta˜o temos:
T I = deI + ωIJe
J (5.59)
RIJ = dωIJ + ωIKω
KJ = dω + ω2 (5.60)
dT I = dωIJe
J − ωIJdeJ = dωe− ωT + ωωe = −ωT +Re (5.61)
Lembrando que DT I = dT I + ωIJT
J = RIJe
J enta˜o:
dT = −ωT +Re → DT = dT + ωT = Re (5.62)
dR = dωω − ωdω = Rω − ω2ω − ωR− ωω2 → DR = dR + [ω,R] = 0 (5.63)
E DRIJ = dR
I
J + ω
I
KR
K
J −RIKωKJ = 0.
5.3 Quantizac¸a˜o canoˆnica da RG
As simetrias da ac¸a˜o (5.39) constru´ıda acima sa˜o:
1. Lorentz local (calibre): δLore
I = ²IJ(x)e
J
2. Transformac¸o˜es gerais de coordenadas (difeomorfismos): δe = Lξe, δω = Lξω, etc.
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5.3.1 O formalismo hamiltoniano
Para realizarmos o formalismo canoˆnico, precisamos resolver o problema de toda teoria
relativ´ıstica: introduzir o tempo t. De forma ana´loga a` quantizac¸a˜o realizada para o
modelo BF, faremos uma restric¸a˜o topolo´gica sobre a variedade por meio das seguintes
hipo´teses.
Hipo´tese: Na˜o existem curvas tipo tempo fechadas, isto e´, podemos sempre num sistema
de coordenadas definir t : −∞ < t <∞, para t ∈ R.
Como consequeˆncia, o espac¸o-tempo e´ uma foliac¸a˜o M4 = R×M3.
Hipo´tese: As folhas Σ conservam as formas topolo´gicas Σ(t) = M3, isto e´, preserva a
topologia da variedade.
Na RG, o espac¸o pode ser deformado por difeomorfismos e estas transformac¸o˜es gerais
de coordenadas escondem a estrutura de foliac¸a˜o da variedade. Como consequeˆncia desta
hipo´tese, existe um sistema de coordenadas tal que t parametriza R e t caracteriza a folha
Σ(t).
Enta˜o (x1, x2, x3) = (~x) sa˜o coordenadas deM3 arbitra´rias e (t, x1, x2, x3) sa˜o coordenadas
de M4. Podemos separar em partes temporal e espaciais nossos vierbeins. Escrevendo
como uma matriz de blocos o vierbein forma:
eIµ =
 e0t e0a
eit e
i
a
 (5.64)
E o vierbein vetor:
eµI =
 et0 eti
ea0 e
a
i
 = (eIµ)−1 (5.65)
Desenvolvendo o me´todo de Dirac, encontramos v´ınculos secunda´rios complicados de
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tratar matematicamente. Uma sa´ıda para este problema e´ utilizar as varia´veis de Ashtekar
e fazer uma fixac¸a˜o parcial de calibre, isto e´, vamos fazer uma fixac¸a˜o de calibre “tem-
poral”: etI = 0. Este desenvolvimento canoˆnico e´ conhecido como formulac¸a˜o ADM, ou
formalismo hamiltoniano.
5.3.2 Fixac¸a˜o de calibre parcial
A fixac¸a˜o de calibre temporal escrita como vetor e´ etI = 0. A condic¸a˜o equivalente
para formas e´ e0a = 0. Aproveitamos para introduzir uma nova notac¸a˜o para algumas
componentes do vierbein:
e0t = N
0(x) = N(x) (5.66)
eit = N
i(x) (5.67)
Onde N e´ chamado de lapse (lapso) e N i e´ chamado de shift (desvio). Com a fixac¸a˜o de
calibre, agora nossos vierbeins sa˜o matrizes de blocos triangulares, cujo ca´lculo da matriz
inversa e´ trivial:
eIµ =
 N 0
N i eia
 (5.68)
E o vierbein vetor:
eµI = (e
I
µ)
−1 =
 1N 0
−Na
N
eai
 (5.69)
Onde Na ≡ eaIN I = ea0N + eaIN I . Enta˜o, as componentes de base dos vierbeins va˜o ser: e0 = N
−1∂t −N−1Na∂a
eI = e
a
I∂a
(5.70)
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Note que como resultado da escolha de calibre, a componente ∂t na˜o aparece nos eI ,
logo eI ∈ TP (M3) ⊂ M3, isto e´, TP e´ uma hipersuperf´ıcie a t constante. Note que e´
relativamente simples expressar o intervalo ds2 na formulac¸a˜o ADM, uma vez que gµν =
eIµe
J
νηIJ e ds
2 = gµνdx
µdxν :
ds2 = −N2dt2 + (N idt+ eIadxa)(N idt+ eIbdxb)
ds2 = eIae
I
bdx
adxb (5.71)
Onde ds2 foi tomado a t constante. O intervalo e´ a me´trica de M3.
5.3.3 Quebra da simetra do grupo de Lorentz
Entretanto, com esta fixac¸a˜o de calibre ocorre um problema: o grupo de simetria de
Lorentz esta´ quebrado, isto e´, perdemos a invariaˆncia de Lorentz completa uma vez que
ao transformar os vierbeins de maneira geral os eI saem do espac¸o tangente.
Ficamos enta˜o com a invariaˆncia de calibre residual, que sa˜o as rotac¸o˜es em eI em cada
ponto P (rotac¸o˜es locais). Para descrever estas rotac¸o˜es locais, podemos usar tanto os
grupos de simetria SO(3) quanto SU(2), e escolhemos SU(2) por este ser um grupo
compacto e ana´logo ao grupo G que escolhemos no modelo BF. Lembrando que a medida
de Haar do grupo SU(2) e´ finita:
∣∣∣∣∫
SU(2)
dµ(g)
∣∣∣∣ <∞ (5.72)
Um vez que integramos sobre os paraˆmetros de SU(2), que sa˜o aˆngulos com domı´nio
limitado. Exemplo de rotac¸a˜o:
 x
′ = x cos θ + y sin θ
y′ = −y cos θ + y sin θ
(5.73)
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Ja´ no caso de Lorentz temos o boost : t
′ = t cosh η + x sinh η
x′ = t sinh η + x cosh η
(5.74)
Onde o paraˆmetro de Lorentz η : −∞ < η <∞ e o grupo na˜o tem medida de Haar:
∣∣∣∣∫
Lor
dµ(g)
∣∣∣∣ =∞ (5.75)
A medida de Haar finita e´ a raza˜o principal para a introduc¸a˜o de SU(2).
5.3.4 O me´todo hamiltoniano
Enta˜o, temos um me´todo de quantizac¸a˜o canoˆnica ana´logo ao desenvolvido para o modelo
BF, os resultados para a formulac¸a˜o ADM sa˜o:
S =
∫
dtL(t) (5.76)
L(t) =
∫
M3(t)
d3x[P aI ∂tA
I
a]−H(AIa, P aI ,ΛI , Na, N, ω0Ia ) (5.77)
AIa = ω
I
a − γσω0Ia (5.78)
P aI = −
σ
2κγ
εabcεIJKe
J
b e
K
c = −
σ
κγ
e(3)e
a
I (5.79)
ΛI = −
(
1
2
εIJKω
JK
t − γσω0It
)
(5.80)
Onde AIa e´ a conexa˜o de Ashtekar [28], ω
I
a =
1
2
εIJKωJKa ≡ ΓIa, P aI e´ o momento conjugado
de AIa, Λ
I e´ um paraˆmetro de transformac¸a˜o, Na = N IeaI , N
I = eIt , N = e
0
t e ω
0I
a ≡ KIa ,
que chamamos de curvatura extr´ınseca. Para escrever a hamiltoniana H em detalhes,
temos que aplicar o algoritmo de Dirac-Bergman, que se desenvolve de maneira ana´loga
ao me´todo aplicado no modelo BF. Primeiro, analisando a equac¸a˜o de movimento T I = 0
(que implica em ω = ω(e, ∂e)) vemos que esta equac¸a˜o pode ser separada em equac¸o˜es de
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varia´veis “dinaˆmicas” T Ita e varia´veis “na˜o-dinaˆmicas” T
I
ab. Escrevemos T
I
ab:
T Iab = de
I + εIJKΓ
JeK = 0 (5.81)
ΓI = ΓIadx
a = ΓIa(e
I
a, ∂e
I
a)dx
a (5.82)
Note que A e K se juntam de forma que A ∝ Γ − K. A consequeˆncia disso e´ que as
varia´veis independentes sa˜o:
AIa, P
a
I ,Λ
I , Na, N
Onde A e P sa˜o um par conjugado e ΛI , Na, N sa˜o multiplicadores de Lagrange. As
varia´veis na˜o-independentes sa˜o:
ΓIa(e, ∂e), K
I
a ≡ ω0Ia = −
σ
γ
(AIa − ΓIa), eIa = −σκγ
1
e(3)
P aI
Encontramos uma hamiltoniana completamente vinculada:
H(t) =
∫
M3(t)
d3x(ΛIGI(A,P ) +NaCa(A,P,K) +NC(A,P,K)) (5.83)
Onde os v´ınculos sa˜o:
GI(A,P ) = DaP aI = ∂aP aI − εIJKAIaP aK (5.84)
Ca = P
b
IF
I
ab +
γ2 − σ
γσ
KIaGaI (5.85)
C =
κγ2
2e(3)
P aI P
b
J [ε
IJ
K F
K
ab − 2(γ2 − σ)KIaKJb + (γ2 − σ)κ∂a(
P aI
e(3)
)GI ] (5.86)
E F Iab = ∂aA
I
b − ∂bAIa + εIJKAJaaKb . Estes v´ınculos secunda´rios sa˜o esta´veis, isto e´, geram
uma a´lgebra de Poisson fechada e sa˜o de primeira classe, isto e´, geram um grupo de
simetria de calibre.
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5.4 Quantizac¸a˜o de lac¸os da RG
Ja´ temos as informac¸o˜es suficientes para fazer a quantizac¸a˜o da teoria. Tomamos A como
varia´vel de configurac¸a˜o para descrever as func¸o˜es de onda Ψ[A], que sa˜o func¸o˜es das
holonomias de A:
he[A] = Pe−
∫
e A = Pe−
∫ 1
0 dsx˙
a(s)AIa(~x(s))TI (5.87)
Que ja´ foram estudadas de forma extensiva no caso do modelo BF.
5.4.1 Aplicac¸a˜o do v´ınculo de Gauss G
Enta˜o vamos estudar os v´ınculos na teoria quaˆntica, a comec¸ar pelo v´ınculo de Gauss G:
G(Λ) =
∫
M3
d3xΛI(x)GI(x) =
∫
d3xΛIDaP
a
I = −
∫
d3xDaΛ
IP aI (5.88)
Cuja a´lgebra e´ fechada:
{G(Λ1),G(Λ2)} = G(Λ1 × Λ2) (5.89)
E (Λ1×Λ2)I = εIJKΛJ1ΛK2 , que e´ a a´lgebra de Lie do grupo de calibre SU(2). Este v´ınculo
e´ complementamente ana´logo ao v´ınculo de Gauss que encontramos anteriormente na
hamiltoniana do modelo BF. Enta˜o:
{GI(Λ), AJb (y)} = DbΛJ(y) (5.90)
{GI(Λ), P bL(y)} = −εLIKP aI ΛK (5.91)
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A aplicac¸a˜o deste v´ınculo em uma holonomia gera uma transformac¸a˜o infinitesimal sobre
a holonomia:
Gˆ(Λ)he[A] =
∫ 1
0
dt ht,1x˙
a(t)DaΛ(x(t))ht,0
Gˆ(Λ)h1,0[A] = −i~(Λ(1)h1,0[A]− h1,0Λ(0)[A]) (5.92)
5.4.2 Redes de Spin e estados f´ısicos
Temos no caso da RG uma base ideˆntica a` base definida na sec¸a˜o 4.7, onde Ψs e´ um
estado invariante sobre transformac¸o˜es infinitesimais e |s〉 e´ a base de um espac¸o H0 :
|Γ, j1 . . . jn; v1 . . . vp〉 ortonormal e diagonal nos spins:
〈Γ,~j, ~v|Γ′,~j′, ~v′〉 = 0 (5.93)
Se Γ 6= Γ′ ou ~j 6= ~j′, isto e´, a base e´ diagonalizada nos grafos e nos spins. Com Γ e ~j
fixados, podemos diagonalizar em ~v e no final podemos gerar uma base ortonormal que
ja´ e´ invariante sobre transformac¸o˜es infinitesimais sobre holonomias, ou seja, e´ uma base
onde o v´ınculo G(²) ja´ esta´ aplicado.
No cap´ıtulo seguinte vamos estudar a construc¸a˜o dos estados f´ısicos na teoria quaˆntica.
Ja´ discutimos esta construc¸a˜o para um caso mais direto (vide Apeˆndice C) que e´ o caso
do modelo BF de 1+1 dimenso˜es. Trataremos o caso do v´ınculo F do modelo BF 2+1
dimenso˜es e o caso do v´ınculo vetorial Ca para a RG em 3+1 dimenso˜es.
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Cap´ıtulo 6
Operadores e Observa´veis
Neste cap´ıtulo vamos analisar a estrutura do espac¸o de Hilbert f´ısico das nossas teorias,
isto e´, o espac¸o aonde esta˜o definidos os funcionais de onda que obedecem os v´ınculos
canoˆnicos geradores de simetrias, tais como G e F no modelo BF em 2+1 dimenso˜es,
ou ainda G, Ca( ~N) e C(N) no caso da RG 3+1 dimensional expressa nas varia´veis de
Ashtekar.
Nos cap´ıtulos anteriores ambas as teorias foram desenvolvidas ate´ a construc¸a˜o dos estados
de base |s〉 = |Γ,~j, ~v〉 ∈ H0, onde H0 ⊂ Hkin e Ψs = 〈A|s〉 sa˜o funcionais de onda
invariantes de transformac¸o˜es de calibre infinitesimais, geradas por G.
Uma vez constru´ıdos estes funcionais de onda que pertencem ao espac¸o dos estados f´ısicos
da teoria, e´ conveniente definirmos alguns observa´veis e analisarmos a dinaˆmica da teo-
ria, como faremos para o modelo BF em 2+1 dimenso˜es. Em teorias como a RG 3+1
dimensional que revisamos no cap´ıtulo passado, temos va´rias maneiras de tentar con-
struir nossos estados f´ısicos, contudo este ainda e´ um problema em aberto na f´ısica da
atualidade. Vamos mostrar rapidamente o tratamento do v´ınculo vetorial Ca( ~N), cuja
aplicac¸a˜o gera um subespac¸o aonde temos observa´veis parciais e a dinaˆmica similar ao
caso do modelo BF 2+1 dimensional!
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6.1 Modelo BF: O operador curvatura
6.1.1 O estados invariantes de transformac¸o˜es infinitesimais
Seja Ψs[A] = 〈A|Ψ〉s ∈ H0 o funcional associado a`s holonomias U [A, e] escritas na base
de uma rede de spin |s〉, composta de i linhas e p ve´rtices:
Ψs[A] = NR
(j1)α1
β1
· · ·R(ji)αiβi · · · v
(j1···ji)~β1
1~α1
· · · v(j1···ji)~βp~αp (6.1)
E que possui um produto escalar bem definido:
〈Ψ|Φ〉 =
∫
DA(Ψs[A,Γ])∗Φs[A,Γ′] = 〈Γ,~j, ~v|Γ′,~j′, ~v′〉 (6.2)
Que e´ ortogonal sobre os grafos Γ e diagonal nos spins ~j, uma vez que consideramos ja´
aplicado o v´ınculo de Gauss sobre Ψs[A]:
〈A|Gˆ|Ψ〉s = 0 (6.3)
O que resulta na condic¸a˜o de termos estados |Ψ〉 = Ψs[A] invariantes sobre transformac¸o˜es
de calibre infinitesimais.
6.1.2 A construc¸a˜o do projetor P
Enta˜o tomamos este |Ψ〉 ∈ H0 para aplicarmos o segundo v´ınculo da teoria, que e´ o
v´ınculo da curvatura espacial nula:
εabFab|Ψ〉 = 0 (6.4)
Como a teoria com ambos os v´ınculos ja´ aplicados deve possuir apenas estados f´ısicos,
e´ conveniente definir a atuac¸a˜o do operador Fˆ sobre |Ψ〉 como sendo a atuac¸a˜o de um
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projetor P sobre nosso espac¸o H0:
PH0 →Hfis (6.5)
Onde Hfis = {|Ψ〉 ∈ H0 t.q. Fˆ [A]|Ψ〉 = 0}. Esta condic¸a˜o sobre o funcional Ψ pode
ser calculada explicitamente com o aux´ılio da teoria das distribuic¸o˜es. [29] Seja uma
distribuic¸a˜o T (x):
(x− a)T (x) = 0
Cuja soluc¸a˜o geral e´ T (x) = cδ(x − a). Este resultado na˜o pode ser ana´logo a nossa
condic¸a˜o sobre Ψ pois F [A] e´ um funcional de A. Vamos analisar:
f(x)T (x) = 0 (6.6)
Consideramos agora xi os zeros de f e que os zeros das func¸o˜es f sa˜o zeros simples:
f(xi) = 0 (6.7)
∀f(x1) = 0 ∃ f ′(x1) 6= 0 (6.8)
So´ exigimos que f(x) possua zeros e que as derivadas nestes zeros sejam na˜o nulas, logo:
(x− x1)T (x) = 0
T (x) = cδ(x− x1)
Voltando a f(x)T (x), fatorando um dos zeros f(x) = (x− x1)f1(x) e a princ´ıpio supondo
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degeneresceˆncia nula, encontramos:
(x− x1)f1(x)T (x) = 0
f1(x)T (x) = c
′δ(x− x1) (6.9)
T (x) =
c′1
f1(x1)
δ(x− x1) (6.10)
Observe que f(x) = (x − x1)f1(x) → f ′(x1) = f1(x1). A equac¸a˜o acima e´ uma soluc¸a˜o
particular de (6.9), que podemos verificar por substituic¸a˜o:
f1(x)Tpart(x) = c
′
1
f1(x)
f1(x1)
δ(x− x1) = c′1δ(x− x1)
Queremos construir uma soluc¸a˜o geral para T = Tpart + T˜2, onde T˜2 e´ a soluc¸a˜o de
f1(x)T˜2(x) = 0:
T˜2(x) =
c′2
f2(x2)
δ(x− x2) + T˜3 (6.11)
Onde T˜3 e´ soluc¸a˜o geral de f2(x)T˜3 = 0. Enunciamos agora um lema para definir a forma
de T (x):
Lema: Seja g(x) tal que g(x0) = 0 e g
′(x0) 6= 0. A soluc¸a˜o geral de g(x)T (x) = 0 e´ tal
que:
T (x) =
c′
g0(x0)︸ ︷︷ ︸
=g′(x0)
δ(x− x0) + T˜ (6.12)
Onde T˜ e´ a soluc¸a˜o geral de g0(x)T˜ (x) = 0 e g0 e´ definido por g(x) = (x−x0)g0(x). Enta˜o
temos que T(x) e´ uma se´rie:
g(x)T (x) = 0→ T (x) =
∑
ciδ(x− xi) (6.13)
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A fo´rmula geral de T (x) para o caso de um zero xi de ordem ni e´:
T (x) =
∑
i
ni−1∑
k=0
cikδ
(k)(x− xi) (6.14)
Note que tanto no caso de degeneresceˆncia nula ou nos casos degenerados, os coeficientes
ci sa˜o completamente arbitra´rios.
6.1.3 A base dos coeficientes de T (x)
Contudo, se analisarmos da construc¸a˜o de Fˆ [A]|Ψ〉 = 0 veremos que estes coeficientes na˜o
sa˜o arbitra´rios de fato, pois se T (x) e´ nosso funcional de onda ele deve representar valores
projetados Fˆ [A] no espac¸o f´ısico Hfis, enta˜o estes coeficientes va˜o ser elementos do grupo
de representac¸a˜o, e formam uma base para o nosso funcional. Enta˜o, escrevemos T (x)
como sendo:
T (x) = cδ(f(x)) = c
∑
i
1
|f ′(xi)|δ(x− xi) (6.15)
Note que esta propriedade cria uma restric¸a˜o para os coeficientes ci, de forma que
c′i
c′j
=
|f ′(xj)
f ′(xi)
|. Podemos representar a func¸a˜o delta como a transformac¸a˜o de Fourier de uma
constante:
δ(x− xi) = 1
2pi
∫
dk eik(x−xi)
T (x) =
∑
i
c”i
∫
dk eik(x−xi) (6.16)
E agora a soluc¸a˜o particular de fT = 0 na representac¸a˜o de Fourier fica:
T (x) = cδ(f(x)) =
1
2pi
∫
dk eikf(x) (6.17)
Onde k e´ a base gerada pelos coeficientes de T (x), isto e´, temos a soluc¸a˜o de fT = 0
para um ponto x em particular. Para considerarmos a soluc¸a˜o em toda a variedade
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vamos tomar uma regularizac¸a˜o para o espac¸o, como fizemos anteriormente para definir
o produto interno no espac¸o das conexo˜es A.
6.1.4 A introduc¸a˜o de uma regularizac¸a˜o
Voltamos a considerar nossa teoria de calibre aonde f e´ o funcional F [A], definido em um
espac¸o cujos pontos sa˜o ve´rtices de links vα:
Figura 6.1: Espac¸o do funcional F [A] → F (A1, . . . , AΩ) que e´ um espac¸o finito e enu-
mera´vel α = 1, . . . ,Ω e Aα = A(~xα).
Sendo ² a menor unidade de comprimento neste espac¸o, a derivac¸a˜o em relac¸a˜o a x1, por
exemplo, vai ser:
∂1A(x
1
α, x
2
α) u
1
²
(A(x1α + ²1x
2
α)− A(x1α, x2α)) (6.18)
Temos enta˜o um v´ınculo em cada ponto, o que e´ um sistema de Ω equac¸o˜es:
F(x)(A)Ψ[A] = 0 ∀ x (6.19)
F (Aα)Ψ(A1, . . . , AΩ) = 0 α = 1, . . . ,Ω (6.20)
Enta˜o temos que resolver ponto a ponto. Para α = 1, Ψ1ˇ[A] independe de A1:
Ψ(A1, A2, . . . ) =
∑
i
δ(A1 − A1,i)Ψ1ˇi (A2, . . . , AΩ)
=
∫
dN1e
iN1F (A1)Ψ1ˇ(A2, . . . ) (6.21)
Onde Ψ1ˇi e´ uma constante de integrac¸a˜o que depende dos outros paraˆmetros. Tomamos
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agora o ponto α = 2:
F (A2)Ψ = 0 → F (A2)Ψ1ˇi = 0
Ψ(A1, A2, . . . ) =
∑
i
∑
j
δ(A1 − A1,i)δ(A2 − A2,j)Ψ1ˇ2ij (A3, . . . )
=
∫
dN1dN2e
i(N1F (A1)+N2F (A2))Ψ1ˇ2(A3, . . . ) (6.22)
E Ψ1ˇ2 independe de A1 e A2, enta˜o em geral:
Ψ[A] =
∏
x
δ(Fx(A)) =
∫ Ω∏
α=1
dNαe
i
∑
αNαF (Aα) (6.23)
Onde Nα e´ um gerador do grupo de simetrias associado a este operador.
6.1.5 As transformac¸o˜es geradas por F
Tomando todos os ~xα do espac¸o (² → 0) e considerando uma integrac¸a˜o funcional em
DN :
Ψ[A] =
∫ ∏
x
dNx︸ ︷︷ ︸∫ DN
ei
∑
xNxFx =
∫
DN ei
∫
² d
(D−1)xNxFx (6.24)
E´ a soluc¸a˜o de F (A)Ψ[A] = 0 que define o projetor P u δ(F (A)). Para definirmos
o projetor P formalmente, consideramos enta˜o o v´ınculo F integrado, gerador de uma
transformac¸a˜o:
Fˆ(η) =
∫
d2xη(x)F (A) (6.25)
Que age sobre as varia´veis dinaˆmicas A e B como vimos nas transformac¸o˜es (3.89) do
modelo BF tipo 2:
 δ(6)Aa = 0δ(6)B˜a = Dbηab (6.26)
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Considerando os estados Ψ ∈ Hfis invariantes sobre estas transformac¸o˜es e tambe´m in-
variantes sobre as transformac¸o˜es (3.86) tipo YM espaciais geradas pelo v´ınculo de Gauss,
podemos dizer que estes estados sa˜o invariantes sobre transformac¸o˜es de calibre infinites-
imais e tambe´m invariantes de difeomorfismos.
Uma vez que operador F age sobre todo o espac¸o podemos escrever enta˜o o projetor P ,
que projeta o espac¸o cinema´tico invariante de calibre em um espac¸o f´ısico P :H0 →Hfis
como sendo:
Pˆ |Ψ〉 =
∫
DN e
i
∫
NF
|Ψ〉 (6.27)
6.2 Os operadores e observa´veis do modelo BF 2+1
dimensional
No Apeˆndice C discutimos sobre os operadores e observa´veis para o modelo BF em 1+1
dimenso˜es, que como vimos e´ um modelo bem simplificado por na˜o possuir o operador
curvatura Fˆ nem as simetrias associadas a ele.
Contudo, na sec¸a˜o anterior definimos o operador curvatura Fˆ para o caso 2+1 dimen-
sional, e agora podemos discutir sobre os operadores observa´veis nesta teoria, uma vez
que aplicados os operadores Gˆ e Fˆ temos um projetor Pˆ que age sobre os estados |Ψ〉s
escritos na base de uma rede de spin |s〉 em estados f´ısicos (6.27):
Pˆ |Ψ〉s =
∫
DN e
i
∫
NF
|Ψ〉s = |Ψ〉fis (6.28)
Cabe comentar que estamos estudando o modelo BF de 2+1 dimenso˜es no grupo de repre-
sentac¸o˜es SU(2), cuja assinatura e´ euclidiana. Poder´ıamos ter tomado um grupo SU(1, 1)
de assinatura lorentziana sem preju´ızo a` formulac¸a˜o canoˆnica previamente desenvolvida,
mas quanticamente existira˜o diferenc¸as nota´veis como foi mostrado por Freidel et al [30]
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que o espectro de autovalores do observa´vel comprimento Lˆ vai ser cont´ınuo no caso
lorentziano em vez de discreto, como veremos no caso euclidiano (SU(2)), devido ao
operador Casimir de cada uma destas representac¸o˜es.
Outro detalhe em relac¸a˜o ao caso 1+1 dimensional e´ que la´ estudamos os observa´veis T
(operador trac¸o) e L (comprimento). No nosso caso 2+1 dimensional na˜o temos como
definir um operador T , uma vez que nosso campo B agora e´ uma 1-forma e devido ao
produto wedge de formas o trac¸o do produto B ∧B se anula.
6.2.1 O operador comprimento L
Classicamente, o comprimento de uma curva c : s ∈ [0, 1]→ c(s) ∈ Σ e´ dado por:
Lc =
∫
[0,1]
ds
√
c˙a(s)c˙b(s)B˜aI(c(s))B˜bI(c(s)) (6.29)
O operador quaˆntico que representa o comprimento cla´ssico e´ obtido substituindo o campo
B˜aI(x) pelo operador correspondente BˆaI(x). Vamos enta˜o estudar a ac¸a˜o deste operador
de comprimento em estados de uma rede de spin, de forma ana´loga ao operador de a´rea
na quantizac¸a˜o de lac¸os em 3+1 dimenso˜es (como veremos na sec¸a˜o 6.4).
Enta˜o consideramos a curva c e o grafo Γ da base da rede de spin, e por simplicidade
consideramos que a curva c so´ intercepta o grafo em suas linhas e apenas uma vez por
linha, e que tambe´m na˜o corta nenhum ve´rtice.
Figura 6.2: Curva c(s) interceptando um grafo Γ da base de rede de spin.
Estas hipo´teses podem parecer restritivas, contudo as holonomias definidas sobre um grafo
podem sempre ser decompostas em produto de holonomias, de forma que sempre podemos
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ter apenas uma intersec¸a˜o com a curva por linha. O caso da intersec¸a˜o com ve´rtices sera´
discutido na pro´xima subsec¸a˜o.
A construc¸a˜o deste operador que se segue faz uso da diferenciac¸a˜o de uma holonomia
definida na sec¸a˜o 4.5.1 e e´ ana´loga a` construc¸a˜o de L realizada no apeˆndice C.1.5, isto e´, a
ac¸a˜o de BˆaI(x) sobre um estado da rede de spin insere um gerador T
(j)
I (da representac¸a˜o
SU(2)) dentro do estado. Chamamos de γ as linhas da rede de spin que interceptam a
curva c, e p os pontos onde ocorrem as intersec¸o˜es, para enta˜o escrever:
Lˆc|Ψ〉 = ~
∫
c
ds
∫
γ
dpεabc˙
a(s)
dγb
dp
δ2(γ(p)− c(s))
√
−
∑
I
T
(j)
I T
(j)
I
 |Ψ〉 (6.30)
O que mostra que estados de rede de spin sa˜o autovetores do operador comprimento.
Definimos o nu´mero de intersec¸a˜o ² como sendo:
² =
∫
c
ds
∫
γ
dp
∣∣∣∣εabc˙a(s)dγbdp δ2(γ(p)− c(s))
∣∣∣∣ (6.31)
Que e´ o nu´mero de intersec¸o˜es entre a curva c e uma linha γ do grafo da rede de spin Γ,
uma vez que εabc˙
a(s)dγ
b
dp
e´ o jacobiano da transformac¸a˜o entre as coordenadas ortonormais
(x1, x2) e as coordenadas locais (s, p). Note que se a curva c e a linha γ forem tangentes,
o operador Lˆc se anula.
6.2.2 O espectro do operador Lc
Tomando ² = 1, o operador comprimento se reduz a`:
Lˆc|Ψ〉 = ~
√
−
∑
I
T
(j)
I T
(j)
I |Ψ〉 (6.32)
E temos que
∑
I T
(j)
I T
(j)
I = (T
(j)
I )
2 = −j(j + 1)1 e´ o operador Casimir na representac¸a˜o
de spin j ∈ SU(2), o que da´ o espectro do observa´vel comprimento como sendo discreto:
Lˆc|Ψ〉 = ~
√
j(j + 1)|Ψ〉 (6.33)
111
6.2.3 O operador a´rea A
O operador a´rea do modelo BF em 2+1 dimenso˜es guarda analogia com o operador volume
na quantizac¸a˜o de lac¸os de 3+1 dimenso˜es, como veremos na sec¸a˜o 6.4. Para definirmos
o operador a´rea Aˆ e´ conveniente definirmos o vetor densidade normal B˜I para o campo
B˜aI conjugado da conexa˜o, como sendo:
B˜I =
1
2
fIJKεabB˜
aJB˜bK (6.34)
Agora consideramos uma superf´ıcie S contida em uma folha Σ (fechada e orienta´vel) da
variedade M3 = R × Σ. A a´rea desta superf´ıcie S vai ser dada pelo produto de dois
vetores:
AS =
∫
S
d2s
√
δIJB˜IB˜J (6.35)
Escrita em termos do vetor densidade normal. Para analisar o operador associado a esta
grandeza, cabe lembrar que quando o operador ˆ˜BaI(x) age sobre uma rede de spin, a
atuac¸a˜o do operador so´ vai gerar um resultado na˜o-nulo somente se x pertencer ao grafo.
Quando x esta´ no meio de uma linha, a atuac¸a˜o do operador gera um valor proporcional
a` tangente da linha γ˙a(s)TI como vimos na sec¸a˜o passada.
A atuac¸a˜o do operador vetor densidade normal BˆI vai gerar um resultado do tipo εabγ˙
aγ˙b =
0 enta˜o os u´nicos pontos aonde BˆI vai ter uma atuac¸a˜o na˜o-nula sa˜o os ve´rtices do grafo,
isto e´, o operador a´rea e´ composto apenas de contribuic¸o˜es dos ve´rtices da rede de spin.
Para calcular a atuac¸a˜o do operador a´rea AS em um estado da rede de spin, no´s regular-
izamos a superf´ıcie em porc¸o˜es pequenas Sn que contenham no ma´ximo um ve´rtice v da
rede de spin.
Por simplicidade, vamos tomar uma superf´ıcie elementar Sn que contenha um ve´rtice
vn trivalente da rede de spin. O caso (n,m)-valente e´ muito bem apresentado em (ref
Thiemann 2+1). Para definir o operador a´rea precisamos definir uma orientac¸a˜o para Σ,
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Figura 6.3: O grafo Γ definido sobre uma a´rea Σ regularizada. As contribuic¸o˜es na˜o-nulas
veˆm dos elementos de superf´ıcie S1 e S2.
o que significa definir uma ordem para contar as linhas incidentes sobre o ve´rtice.
Sendo assim, tomando um ve´rtice vn que tem 3 linhas incidentes γi, onde i = 1, 2, 3, com
representac¸a˜o ji ∈ SU(2), calculamos a ac¸a˜o de BˆI sobre o ve´rtice com a inserc¸a˜o de
alguns geradores T jI :
BˆIΨ
j1j2j3
vn = −
~2
2
²γγ′ε
JK
I T
(jγ)
J T
(jγ′ )
K Ψ
j1j2j3
vn (6.36)
Onde γ, γ′ sa˜o duas linhas quaisquer se encontrando no ve´rtice vn e ²γγ′ registra a ori-
entac¸a˜o relativa entre as linhas. Esta expressa˜o pode ser completada considerando a sime-
tria da representac¸a˜o ~T (j1) + ~T (j2) + ~T (j3) = 0 e considerando todos os termos poss´ıveis
com os pares de (γ, γ′). Enta˜o:
BˆIΨ
j1j2j3
v = −
α(x,v)︷ ︸︸ ︷
~2
2
∑
γ,γ′
∫
dsdtδ2(x− γ(s))δ2(x− γ′(t))|εabγa(s)γ′b(t)| ·
·²γγ′ε JKI T (jγ)J T
(jγ′ )
K Ψ
j1j2j3
v (6.37)
Onde α(x, v) e´ chamado de fator geome´trico, que ao ser regularizado vemos que e´ justa-
mente proporcional a` δ2(x− vn). Enta˜o, o operador de a´rea AˆS agindo sobre um estado
da rede de spin vai ser:
AˆSΨj1j2j3 =
√
δII′BˆIBˆ′IΨ
j1j2j3
=
~2
2
√
δII′ε JKI ε
J ′K′
I′ T
(j1)
J T
(j2)
K T
(j1)
J ′ T
(j2)
K′ Ψ
j1j2j3 (6.38)
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Note que ao contra´rio do caso 3+1 dimensional com o operador volume Vˆ , os ve´rtices
trivalentes (e os bivalentes) contribuem para o operador de a´rea Aˆ em 2+1 dimenso˜es.
Este operador e´ essencialmente auto-adjunto, positivo semi-definido e tem o espectro
completamente discreto.
6.2.4 O espectro do operador AS
Para fazer uma ana´lise espectral deste operador precisamos considerar a estrutura dos
ve´rtices e seus intertwinners, que no caso trivalente va˜o obedecer a teoria de Clebsch-
Gordan. Nesta situac¸a˜o, existem dois casos na˜o triviais para as linhas de v, e ambos os
casos podem ser mostrados com um pouco de a´lgebra entre os geradores do grupo. Para
simplificar a notac¸a˜o, definimos ∆i como sendo:
∆i = −ji(ji + 1) = (~T (ji))2 (6.39)
O operador Casimir associado a` linha γi de spin ji. Enta˜o analisamos os casos separada-
mente:
1. Duas das treˆs linhas (γ1, γ2, γ3) na˜o tem tangentes colineares em v: Nesta situac¸a˜o,
²γγ′ = 1 com (γ, γ
′) = (1, 2) = (2, 3) = (3, 1), isto e´, no´s tomamos a multiplicac¸a˜o
cruzada das linhas no sentido anti-hora´rio do ve´rtice, de forma que
~ˆ
Bv = ~T
(j1) ~T (j2)+
~T (j2) ~T (j3) + ~T (j3) ~T (j1). Com isto, escrevemos AˆS :
AˆSΨj1j2j3 =
~2
2
{
9
4
[2(∆1∆2 +∆2∆3 +∆3∆1)− (∆21 +∆22 +∆23)]
−1
2
(∆1 +∆2 +∆3)
} 1
2
Ψj1j2j3 (6.40)
Este autovalor e´ estritamente positivo a menos que j1 = j2 = j3 = 0, caso onde o
operador se anula. Para vermos isto, lembramos que j1, j2, j3 na˜o sa˜o arbitra´rios,
isto e´, respeitam a a´lgebra de Clebsch-Gordan. Enta˜o, podemos assumir sem perda
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de generalidade que j2 ≥ j1 de forma que j3 ∈ {j1 + j2, j1 + j2 − 1, . . . , j2 − j1}
f(∆3) = 2(∆1∆2 +∆2∆3 +∆3∆1)− (∆21 +∆22 +∆23)
= 4∆1∆2 − (∆3 −∆1 −∆2)2 (6.41)
Em termos de autovalores, o valor mais baixo ocorre no ma´ximo da func¸a˜o |∆3 −
∆1 − ∆2| e −∆3 e´ uma func¸a˜o crescente de j3. Para dados j2 ≥ j1 quaisquer, os
extremos da func¸a˜o sa˜o dados quando j3 = j2 ± j1 e sa˜o |2j1j2| e | − 2j1(j2 + 1)|
respectivamente. Enta˜o, (6.41) mostra que f(∆3) ≥ 4j1(j2 + 1)(j2 − j1) ≥ 0.
No caso de um ve´rtice bivalente, podemos tomar ∆3 = 0 e ∆1 = ∆2 = ∆ para
encontrar um resultado extremamente simples:
AˆSΨj1j2 =
~2
2
√−∆Ψj1j2 = ~
2
2
√
j(j + 1)Ψj1j2 (6.42)
2. Duas delas, digamos γ1, γ2 tem tangentes colineares em v mas γ1, γ3 e γ2, γ3 na˜o
tem.
Nesta situac¸a˜o, chamamos as linhas com tangentes colineares de γ1, γ2, de forma
que ²γ1γ2 = 0 e ²γ1γ3 = 1, ²γ3γ2 = 1. Enta˜o
~ˆ
Bv = ~T
(j1) ~T (j3) + ~T (j3) ~T (j2). Com isto,
escrevemos AˆS :
AˆSΨj1j2j3 =
~2
2
√
[2(∆1∆2 +∆2∆3 +∆3∆1)− (∆21 +∆22 +∆23)]−∆3Ψj1j2j3 (6.43)
Que e´ positivo a menos que ∆3 = 0, caso aonde o operador se anula.
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6.3 RG: O operador vetorial e o escalar
6.3.1 Os v´ınculos remanescentes
Agora vamos estudar os v´ınculos Ca (v´ınculo vetorial) e C (v´ınculo escalar). Os v´ınculos
Ca e C podem ser escritos como uma combinac¸a˜o de v´ınculos do tipo Ca = C
′
a + (· · · )GI ,
C = C ′ + (· · · )GI enta˜o podemos redefini-los:
Ca = P
b
IF
I
ab (6.44)
C =
κγ2
2e(3)
P aI P
b
J [ε
IJ
KF
K
ab − 2(γ2 − σ)KIaKJb ] (6.45)
E os escrevemos como geradores de transformac¸o˜es:
Cdif( ~N) =
∫
Σ
d3xNa(x)Ca(~x) (6.46)
C(N) =
∫
Σ
d3xN(x)C(x) (6.47)
Com a seguinte a´lgebra entre os v´ınculos, lembrando que {G(Λ1),G(Λ2)} = G(Λ1 × Λ2):
{G(Λ), Cdif( ~N)} = G(L ~NΛ) (6.48)
{Cdif( ~N1), Cdif( ~N2)} = Cdif([ ~N1, ~N2]) (6.49)
Onde L ~NΛ = Na∂aΛ e´ um difeomorfismo gerado por um escalar e o colchete de Lie
[ ~N1, ~N2]
a = N b1∂bN
a
2 −N b2∂bNa1 e´ um difeomorfismo gerado por um vetor. Ainda temos o
v´ınculo C(N):
{G(Λ), C(N)} = 0 (6.50)
{Cdif( ~N), C(M)} = −C(L ~NM) (6.51)
{C(N1), C(N2)} = κ2γ2σ(Cdif(~S) + G(SaAa)) + (σ − γ2)G
(
[P a∂aN,P
b∂bN ]
e(3)
)
(6.52)
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Onde Sa = (N1∂bN2 − N2∂bN1) P
a
I
P IB
e(3) e P
a = P aI T
I . Isto e´, C(N) tem todos os ı´ndices
somados enta˜o e´ invariante de calibre. A u´ltima transformac¸a˜o depende dos campos, enta˜o
na˜o temos mais combinac¸o˜es lineares de v´ınculos, e a a´lgebra de C(N) na˜o e´ fechada. Isto
e´, se conseguimos resolver {C(N1), C(N2)}|Ψ〉 = 0, teremos problema de ordem, isto e´,
{C(N2), C(N1)}|Ψ〉 6= 0.
6.3.2 O v´ınculo Cdif
Como vamos ver, podemos desenvolver a quantizac¸a˜o de Cdif aplicado sobre holonomias
e vamos encontrar as bases para desenvolver o formalismo de spinfoam, que tambe´m
aparecem de forma ana´loga ao modelo BF com o desenvolvimento da quantizac¸a˜o de F .
Enta˜o, consideramos os Ψkin, que sa˜o os Ψ que ja´ obedecem o v´ınculo de Gauss G|Ψkin〉 = 0.
Como {Cdif, Cdif} ∝ Cdif enta˜o se Cdif|Ψ〉 = 0, tambe´m teremos {Cdif, Cdif}|Ψ〉 = 0. Ou
seja, podemos escolher uma ordem para os geradores da transformac¸a˜o de Cdif:
Cˆdif( ~N) =
∫
Σ
d3xNa(~x)Cˆa(~x) (6.53)
Onde escolhemos Cˆa = Fˆ
I
abPˆ
b
i . Enta˜o:
Cˆdif( ~N)Ψ[A] = −i~
∫
Σ
d3xNa(~x)Fˆ Iab(x)
δ
δAIb(x)
Ψ[A] (6.54)
Vamos comec¸ar a calcular por Cˆdif( ~N)A
J
c (y):
Cˆdif( ~N)A
J
c (y) = −i~Na(y)F Jac(y) = −i~Na(∂aAJc − ∂cAJa + εJKLALaAKc )
= −i~(Na∂aAJc + ∂cNaAJc︸ ︷︷ ︸
L ~NAJc
−∂c (NaAJa )︸ ︷︷ ︸
φJ
−εJLKAKa NaALa︸ ︷︷ ︸
φL
)
= −i~(L ~NAJc −Dc(NaAJa )) (6.55)
Onde Dc(N
aAJa ) = δ
calibre
φ A
J
c . Enta˜o, o v´ınculo Cdif gera transformac¸o˜es de calibre e
tranformac¸o˜es de difeomorfismo na RG assim como o v´ınculo F no modelo BF.
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6.3.3 Ana´lise dos difeomorfismos
Queremos analisar apenas os difeomorfismos contidos em Cdif, enta˜o fazemos uma troca
de base de v´ınculos:
C˜dif( ~N) = Cdif( ~N) + G(NaAa) (6.56)
E enta˜o C˜dif( ~N)A
I
a(x) = L ~NAIa(x) e´ um difeomorfismo espacial, como era de se esperar
do v´ınculo vetorial. Por fim, sob algumas condic¸o˜es podemos dize tambe´m que o v´ınculo
C(N) gera os difeomorfismos temporais e toda a teoria e´ invariante de difeomorfismos.
Agora vamos calcular C˜dif( ~N)Ψ[A]:
C˜dif( ~N)Ψ[A] =
∫
d3xL ~NAIa(x)
δ
δAIa(x)
Ψ[A] ! = 0 (6.57)
Se |Ψ〉 = |Γ,~j, ~n〉 = |Γ, s〉, um difeomorfismo φ (finito) vai ser:
|Γ, s〉 = |φΓ, s〉 (6.58)
Enta˜o os difeomorfismos que mante´m os grafos invariantes sa˜o uma classe muito restrita
de difeomorfismos, pois um difeomorfismo infinitesimal φ aplicado sobre o grafo ja´ torna
o estado ortogonal.
Figura 6.4: O difeomorfismo ativo φ agindo sobre um grafo Γ.
Seja L o gerador de difeomorfismos infinitesimais:
L = lim
²→0
1
²
(φ(²)− 1) (6.59)
〈Υ|L|Ψ〉 = lim
²→0
(
1
²
〈Υ|Ψ〉 − 1
²
〈Υ|φ(²)|Ψ〉) (6.60)
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No caso Υ = Ψ, considerando estados normaliza´veis ||Ψ||2 = 1:
〈Ψ|L|Ψ〉 = lim
²→0
(
1
²
||Ψ||2 − 1
²
=0︷ ︸︸ ︷
〈Ψ|φ(²)|Ψ〉) = lim
²→0
1
²
=∞ (6.61)
Enta˜o na˜o podemos fazer C˜dif( ~N)Ψ[A] = 0, isto e´, na˜o podemos quanticamente fazer
transformac¸o˜es de difeomorfismos infinitas, enta˜o vamos estudar os difeomorfismos finitos
φ. Seja o produto escalar para N links :
〈Γ, f |Γ, f ′〉 =
∫
dµ(g1) · · · dµ(gN)f ∗(g1, . . . , gN)f ′(g1, . . . , gN) (6.62)
Onde dµ(g) sa˜o as medidas de Haar. Este produto e´ invariante sobre deformac¸o˜es nos
grafos, isto e´, invariante sobre difeomorfismos espaciais. Seja enta˜o uma transformac¸a˜o
unita´ria (que preserva o produto escalar) U †φ = U
−1
φ :
Uφ|Γ, f〉 = |φΓ, f〉 (6.63)
UφΨΓ,f [A] = ΨφΓ,f [φ
∗−1A] (6.64)
Queremos uma soluc¸a˜o do tipo Uφ|Ψ〉 = |Ψ〉, ∀ φ e vamos utilizar uma te´cnica conhecida
como group averaging, ou me´dia sobre o grupo dos difeomorfismos, que a partir de um
|Ψ〉 ∈Hkin temos |Ψ〉inv =
∑
φ Uφ|Ψ〉 que funciona bem no caso finito:
Uφ0|Ψ〉inv =
∑
φ
Uφ0Uφ|Ψ〉 =
∑
φ
Uφ0φ|Ψ〉
=
∑
φ′
Uφ′|Ψ〉 = |Ψ〉inv (6.65)
Onde fizemos uma troca de varia´veis φ′ = φ0φ↔ φ = φ−10 φ′. Enta˜o, as dificuldades para
este tipo de implementac¸a˜o no nosso caso sa˜o:
1. Temos um nu´mero infinito de elementos geradores de difeomorfismos;
2. A soluc¸a˜o de UφΨ〉 = Ψ〉 na˜o pode sair do espac¸o, isto e´, |Ψ〉 ∈ Hkin.
119
6.3.4 O espac¸o das distribuic¸o˜es temperadas
Vamos introduzir um espac¸o maior, ou espac¸o um espac¸o de distribuic¸o˜es ana´logo ao de
Fourier que chamamos de espac¸o das distribuic¸o˜es temperadas. Para tal, escrevemos o
triplo de Gelfand:
S ⊂ L2 ⊂ S ′ (6.66)
Onde S e´ o espac¸o de Schwartz que e´ denso em L2, que e´ o espac¸o de func¸o˜es de decresci-
mento ra´pido (fazem a integral da distribuic¸a˜o convergir) que chamamos de func¸o˜es teste
C∞ e S ′ e´ o dual, que e´ o espac¸o dos funcionais lineares destas func¸o˜es teste. Enta˜o seja
a distribuic¸a˜o temperada T ∈ S ′ um funcional linear T : S → C que para um ϕ ∈ S:
< T, ϕ > ≡
∫
dx T (x)ϕ(x) (6.67)
Se Ψ(x) ∈ L2 podemos escrever uma distribuic¸a˜o:
< Ψ, ϕ > ≡
∫
dx Ψ(x)ϕ(x) (6.68)
Enta˜o vamos tomar as func¸o˜es teste de Hkin, S ⊂ Hkin que vamos chamar de func¸o˜es
cil´ındricas |Ψ〉cyl:
|Ψ〉cyl =
n∑
α=1
cα|Γα, fα〉 (6.69)
Onde identificamos Hkin = S¯ que e´ a completac¸a˜o de Cauchy do espac¸o S para satisfazer
o teorema de convergeˆncia de Cauchy. Enta˜o, o dual S ′ e´ composto por formas lineares
dos vetores de S (func¸o˜es cil´ındricas).
Vamos ver se em S ′ existem invariantes de difeomorfismo, e se da´ı podemos definir um
produto escalar. Seja |Φ〉 ∈Hkin, a distribuic¸a˜o < Φ, sera´ definida por:
< Φ,Ψ > = 〈Φ|Ψ〉 ∀ |Ψ〉 ∈ S (6.70)
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A atuac¸a˜o de um difeomorfismo φ sobre uma distribuic¸a˜o < Φ, enta˜o vai ser:
< Φ, 7→ < ΦUφ, (6.71)
Logo, ∀ |Ψ〉 ∈ S a distribuic¸a˜o < Φ, e´ invariante:
< ΦUφ,Ψ > ≡ 〈Φ, Uφ|Ψ〉 = 〈Φ|Ψ〉 (6.72)
Enta˜o, para um grupo finito, com N elementos:
|Ψ〉inv =
∑
φ
Uφ︸ ︷︷ ︸
=P
|ψ〉 (6.73)
Onde P e´ um projetor (obedece P 2 = P ):
P =
1
N
∑
φ
Uφ|Ψ〉 (6.74)
6.3.5 O projetor generalizado Pdif
Vamos introduzir enta˜o um projetor generalizado Pdif : S 7→ S ′ proposto por Rovelli,
onde:
|Ψ〉 ∈ S → Pdif|Ψ〉 ∈ S ′ (6.75)
Tal que P |Ψ〉 seja invariante sobre difeomorfismos. Seja Ψ e Ψ′ ∈ S, Pdif vai ser:
< PdifΨ,Ψ
′ > =
∑
|Ψ′′〉
〈Ψ′′|Ψ′〉 ∀ |Ψ′〉 ∈ S (6.76)
Onde |Ψ′′〉 = Uφ|Ψ〉. Se |Ψ′′〉 → Γ, temos que considerar todos os φΓ poss´ıveis, o que e´
uma soma infinita. Contudo, 〈Ψ′′|Ψ′〉 = 0 a na˜o ser que φΓ = Γ′′ = Γ′ pois como vimos
anteriormente, qualquer deformac¸a˜o sobre o grafo ortogonaliza os estados. Enta˜o sobre a
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ac¸a˜o de Pdif nos Ψ ∈ S so´ temos os difeomorfismos que preservam o grafo. Seja enta˜o φ0
um difeomorfismo que preserva o grafo, enta˜o ∀ φ : φ = φ˜φ0 ou φφ−10 = φ˜.
Figura 6.5: Difeomorfismo finito φ que preserva o grafo e age apenas sobre as orientac¸o˜es
relativas entre os links.
Como φ˜Γ′ = Γ′ enta˜o φ˜ ∈ GΓ que e´ o espac¸o dos difeomorfismos que preservam Γ′, a
ac¸a˜o de φ˜ modifica as orientac¸o˜es e/ou a ordem dos links/ve´rtices. Como GΓ e´ finito, a
somato´ria e´ finita. Enta˜o < PdifΨ,Ψ
′ > e´ linear em Ψ′ e < PdifΨ ∈ S ′ e´ invariante sobre
difeomorfismos.
S ′inv = {< Φ, | < Φ, = < PdifΨ, com Ψ ∈ S} (6.77)
Figura 6.6: A imagem de S dentro de S ′
Este mapeamento na˜o e´ invert´ıvel, isto e´, podem haver vetores fisicamente equivalentes
(difeomo´rficos) que pertencem ao kernel de Pdif. O produto escalar tem que levar em
conta que podemos substituir |Ψ1〉 por um |Ψ2〉 equivalente. So´ que isto e´ simplesmente
reordenar a somato´ria no caso do group averaging, logo o produto escalar e´ independente
da escolha de |Ψ1〉 e |Ψ2〉 nas classes de equivaleˆncia correspondentes.
Logo, temos um produto escalar bem definido e que podemos completar o espac¸o de
Hilbert invariante sobre difeomorfismos, a saber:
Hdif = S ′inv (6.78)
Este espac¸o de Hilbert e´ separa´vel.
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6.3.6 Comenta´rio sobre o v´ınculo escalar C
Aqui vamos apenas comentar sobre o u´ltimo v´ınculo a ser resolvido, o v´ınculo escalar C,
que pode ser escrito como:
C(N) =
∫
Σ
d3xN
κγ2
2e(3)
P aI P
b
J [ε
IJ
KF
K
ab − 2(γ2 − σ)KIaKJb ]
= SE(N)− 2(γ2 − σ)T (N) (6.79)
Aonde fizemos uma separac¸a˜o conveniente, chamamos SE(N) de contribuic¸a˜o Euclidiana:
SE(N) =
∫
Σ
d3xN
P aI P
b
J√
det(P )
εIJKF
K
ab (6.80)
E T (N) e´ a contribuic¸a˜o restante:
T (N) =
∫
Σ
d3xN
P aI P
b
J√
det(P )
KIaK
J
b (6.81)
Estes termos sa˜o de fato muito complicados devido a` na˜o-linearidade, o que traz problemas
para a quantizac¸a˜o relacionados a` regularizac¸a˜o, normalizac¸a˜o e ordenac¸a˜o dos fatores e
ainda possui termos proporcionais a 1
det(P )
e a` curvatura extr´ınseca KIa . A simplificac¸a˜o
adotada para tratar deste problema vem das ide´ias de Thiemann [10, 31], que introduz o
funcional do espac¸o de fase K¯:
K¯ =
∫
Σ
KIaP
a
I (6.82)
E seguem as seguintes propriedades:
1.
KIa = γ
−1(AIa − ΓIa) =
1
κγ
{AIa, K¯} (6.83)
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2.
K¯ =
1
γ
3
2
{SE(1), V } (6.84)
Onde V =
∫ √
det(P ) e´ o volume de Σ (que e´ um operador que vamos discutir na
pro´xima sec¸a˜o);
3.
P aI P
b
J√
det(P )
εIJKεabc =
4
κγ
{AKa , V } (6.85)
Com isto, podemos escrever os termos do v´ınculo escalar como colchetes de Poisson entre
grandezas que sa˜o mais simples de quantizar. A saber, a contribuic¸a˜o Euclidiana agora
se escreve:
SE(N) =
∫
Σ
d3xNεabcδIJF
I
ab{AJc , V } (6.86)
E o termo T (N) se torna:
T (N) =
∫
Σ
d3x
N
κ2γ3
εabcεIJK{AIa, {SE(1), V }}{AJb , {SE(1), V }}{AKc , V } (6.87)
Escritos desta maneira, vemos que podemos quantizar este v´ınculo ao tomar os colchetes
de Poisson como comutadores e tomarmos as grandezas volume, conexa˜o e curvatura como
operadores para obter nossa teoria quaˆntica relativ´ıstica, considerando nossos funcionais
de onda Ψ como sendo invariantes de calibre e de difeomorfismos. Contudo, fica claro em
(6.86) que va˜o surgir ambiguidades relacionadas a problemas de ordenac¸a˜o e de escolha
da regularizac¸a˜o para a quantizac¸a˜o de AIa e F
I
ab, e em vez de termos uma u´nica teoria
temos infinitas teorias que sa˜o matematicamente consistentes, e ainda e´ um problema em
aberto se alguma destas teorias e´ suficiente para reproduzir a relatividade geral no limite
cont´ınuo cla´ssico.
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6.4 Os operadores e observa´veis parciais para a RG
3+1 dimensional
Faremos para a RG 3+1 dimensional a ana´lise do operador de a´rea Aˆ , que guarda analogia
com o operador comprimento Lˆ que encontramos para o modelo BF em 2+1 dimenso˜es,
assim como o operador volume Vˆ na RG e´ ana´logo ao operador a´rea Aˆ que definimos no
modelo BF 2+1 dimensional. Um estudo mais profundo sobre estes observa´veis parciais na
RG 3+1 dimensional podem ser encontrados nos textos de Rovelli [7,32], Perez [18,24,33],
e outros ja´ citados [23].
6.4.1 A construc¸a˜o do operador a´rea Aˆ
Uma vez que temos uma base invariante de calibre e de difeomorfismos espaciais, podemos
calcular alguns observa´veis parciais. Vamos enta˜o montar o operador a´rea e calcular a
a´rea de uma superf´ıcie A (Σ).
Figura 6.7: Superf´ıcie A(Σ) ∈M.
Primeiro calculamos a a´rea classicamente tomando uma superf´ıcie Σ : xa = xa(σ1, σ2)
parametrizada por dois paraˆmetros, enta˜o:
A (Σ) =
∫
d2s =
∫
d2σ
√
det(uαuβ) (6.88)
Onde uIα = e
I
a
dxa
dσα
e o determinante e´:
det(uαuβ) =
∣∣∣∣∣∣∣
u1u1 u1u2
u2u1 u2u2
∣∣∣∣∣∣∣ (6.89)
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A a´rea formada por estes dois vetores e´ um produto vetorial. Agora vamos tentar formular
o operador a´rea. Nossas varia´veis dinaˆmicas sa˜o a conexa˜o AIa(~x) e o campo cla´ssico
P aI (~x) =
1
2
εIJKε
abceJb e
K
c ou ainda P
aI = det(e)eaI . Os operadores gerados por estas
grandezas:
AˆIa(~x) = A
I
a(~x) (6.90)
Pˆ bJ(~y) = −i~8piGγ
δ
δAJb (~y)
(6.91)
[AˆIa(~x), Pˆ
b
J(~y)] = i~κγδ3(~x− ~y)δIJδba (6.92)
Onde κ = 8piG. Ainda classicamente podemos escrever a a´rea A (Σ) como:
A (Σ) =
∫
Σ
d2σ|P | (6.93)
Onde |P | = √PIPI , PI(σ) = P aI ηa e ηa = εabc ∂x
b
∂σ1
∂xc
∂σ2
= εabcu
b
1u
c
2 e´ um produto vetorial.
Agora vamos considerar uma holonomia Uγ[A], onde a derivada desta em relac¸a˜o a A:
δ
δAIa(~x)
Uγ[A] =
∫ 1
0
dsx˙a(s)Uγ1 [A]TIUγ2 [A]δ
3(x(s)− x) (6.94)
Onde AITI = A
I
ax˙
a(s)dsTI e
δAJb (x(s))
δAIa(x)
= δJI δ
a
b δ
3(x(s) − x). Enta˜o o operador PˆI(Σ) pode
ser escrito como:
PˆI(Σ) = −i~
∫
Σ
d2σηa(σ)
δ
δAIa(~x(σ))
(6.95)
Onde ηa(σ) e´ uma func¸a˜o de teste. Enta˜o trocamos a integral no espac¸o todo por uma
integral na superf´ıcie.
6.4.2 A a´rea que vamos calcular
Vamos fazer agora duas hipo´teses sobre a a´rea que vamos calcular:
1. A curva γ so´ intercepta Σ em um ponto p. Note que a curva γ de uma holono-
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mia sempre pode ser fatorada em segmentos menores, enta˜o esta hipo´tese na˜o gera
restric¸a˜o sobre nosso operador;
2. O ponto p na˜o e´ uma das extremidades de γ. Se a curva γ de uma holonomia compo˜e
um grafo, podemos mostrar que este ve´rtice gera um volume V , e na˜o uma a´rea.
Figura 6.8: A curva γ interceptando a a´rea Σ em treˆs pontos. Podemos fatorar γ em 3
curvas que interceptam Σ uma u´nica vez.
Enta˜o, a aplicac¸a˜o de PˆI(Σ) em Uγ:
PˆI(Σ)Uγ[A] = i~
∫
Σ
dσ1dσ2
∫ 1
0
dsεabc
∂xa(σ)
∂σ1
∂xb(σ)
∂σ2
δ3(~x(σ)− ~x(s))∂x
c(s)
∂s
Uγ1TIUγ2 (6.96)
Para resolver, temos que fazer uma troca de varia´veis σ1, σ2, s → xa(σ1, σ2) + xa(s) ≡
xa(σ1, σ2, s) e podemos escolher o ponto p como a origem deste sistema de coordenadas.
 x
a(sp) = 0
xa(σ1p, σ
2
p) = 0
(6.97)
E calculamos o jacobiano J =
∂(x1, x2, x3)
∂(σ1, σ2, s)
destas coordenadas:
J = εabc
∂xa
∂σ1
∂xb
∂σ2
∂xc
∂s
(6.98)
Que e´ exatamente o que aparece no integrando de (6.96), enta˜o:
PˆI(Σ)Uγ[A] = ±i~
∫
d3xδ3(~x)Uγ1TIUγ2
= ²i~Uγ1TIUγ2 (6.99)
127
Onde o sinal ± vem do jacobiano, que depende da orientac¸a˜o relativa entre as coordenadas
originais. Definimos ² = ±1, que e´ um ı´ndice de orientac¸a˜o, ou ı´ndice de intersec¸a˜o.
6.4.3 Os grafos como redes de spin
Agora vamos considerar que a curva γ possui spin, isto e´, possui uma representac¸a˜o T
(j)
I ,
cujo operador Casimir associado e´:
T
(j)
I T
(j)
I = −j(j + 1) (6.100)
Tomamos enta˜o um grafo Γ e vamos aplicar PˆI duas vezes, PˆI(Σ)PˆI(Σ) ≡ Pˆ 2(Σ). Note
que como os ve´rtices esta˜o fora de Σ, na˜o precisamos nos preocupar com os intertwinners.
Vamos tomar primeiro Pˆ 2(Σ)|s1〉, onde s1 tem apenas 1 linha em intersec¸a˜o com Γ. Logo:
Pˆ 2(Σ1)|s〉 = −~2j(j + 1)|s〉 (6.101)
Pois Uγ′1T
2
I Uγ′′1Uγ2Uγ3 = −j(j + 1)Uγ1Uγ2Uγ3 . Para calcularmos a´reas maiores, isto e´, que
interceptam mais linhas, temos que introduzir uma regularizac¸a˜o de forma que dividimos
Σ em N ce´lulas e tomamos N grande de forma que cada ce´lula so´ contenha um ponto de
intersec¸a˜o pk.
Figura 6.9: Grafo Γ interceptando a superf´ıcie Σ. Note que cada ce´lula ΣN so´ conte´m um
ponto de intersec¸a˜o pk.
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Enta˜o A (Σ) pode ser escrito como:
Aˆ (Σ) = lim
N→∞
N∑
n=1
√
−Eˆ2(Σn) (6.102)
A (Σ) = lim
N→∞
N∑
n=1
A (Σn) = lim
N→∞
N∑
n=1
∫
Σn
E2 (6.103)
Aonde A (Σ) e´ o limite cla´ssico de Aˆ (Σ). Lembrando que Pˆ Ia = −i~8piGγ δδAIa , enta˜o:
Aˆ (Σ) = 8piGγ lim
N→∞
N∑
n=1
√
−Eˆ2(Σn) (6.104)
Temos que verificar se o limite (6.104) existe, enta˜o aplicamos o operador sobre um estado
da rede de spin |s〉. Lembrando que os “elementos de a´rea” Σn que na˜o interceptam com
γ sa˜o nulos e os que interceptam sa˜o dados por
∑
pk
, enta˜o o valor de Aˆ (Σ) na˜o depende
explicitamente do N da regularizac¸a˜o se a malha e´ suficientemente pequena para incluir
apenas um ponto por elemento de a´rea Σn. Logo, o limite existe e |s〉 sa˜o autovetores do
operador Aˆ (Σ).
Aˆ (Σ)|s〉 = 8piGγ lim
N→∞
N∑
n=1
~
∑
pk
√
jk(jk + 1)|s〉 k = 1, 2, 3, . . .
= 8piGγ~
∑
pk
√
jk(jk + 1)|s〉
Aˆ (Σ)|s〉 = 8piγl2Planck
∑
pk
√
jk(jk + 1)|s〉 (6.105)
Onde lPlanck =
√
G~
c3
= 1, 6 ·10−35 m e´ o comprimento de Planck. Deste resultado podemos
ver que a menor unidade de a´rea poss´ıvel e´ quando apenas uma linha de spin 1
2
atravessa
a superf´ıcie.
Aˆ (ΣMin) = 8piγl
2
Planck
√
3
2
≈ 10−69 m2 (6.106)
Se γ = O(1).
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Figura 6.10: A menor a´rea poss´ıvel: Apenas uma linha de spin j = 1
2
atravessa Σ.
Note que este operador Aˆ que calculamos aqui e´ completamente ana´logo ao operador
comprimento Lc que calculamos na sec¸a˜o (6.2) para o modelo BF 2+1 dimensional, o que
era esperado uma vez que o grupo de representac¸a˜o em ambos os casos e´ o grupo SU(2).
6.4.4 Determinac¸a˜o do paraˆmetro de Immirzi
Por fim, ainda podemos utilizar esta relac¸a˜o do operador de a´rea para determinar o
paraˆmetro de Immirzi γ, utilizando dos resultados de Hawking para a entropia de um
buraco negro. [34] A ide´ia e´ quantizar um setor contendo um horizonte de eventos isolado
e enta˜o contar o nu´mero de estados f´ısicos N compat´ıveis com a a´rea macrosco´pica A0 do
horizonte.
A entropia S de um buraco negro e´ definida como S = ln(N ). A contagem pode ser feita
de forma exata quando A0 >> l
2
p:
S =
γ0
γ
A0
4l2p
+O(ln(A0
l2p
)) (6.107)
Onde o nu´mero real γ0 = 0.2375 . . . segue da contagem de estados. Vale a pena enfatizar
que o ca´lculo da entropia acima utiliza o observa´vel parcial a´rea, portanto e´ independente
da maneira que realizamos a quantizac¸a˜o do v´ınculo escalar C. Considerac¸o˜es semi-
cla´ssicas levam a S = A0
(4l2p)
, o que usamos para definir o valor do paraˆmetro de Immirzi:
γ = γ0 = 0.2375 . . . (6.108)
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Que e´ consistente com os ca´lculos realizados para qualquer buraco negro da famı´lia Kerr-
Newman.
6.4.5 Quantizac¸a˜o do volume V
A construc¸a˜o do operador volume V segue a mesma linha da construc¸a˜o do operador
A , descrita na subsec¸a˜o 6.4.1. O volume de uma regia˜o tridimensional D ⊂ Σ e´ dada
classicamente por:
VD =
∫
D
d3x
√
|det(P )| (6.109)
Onde |det(P )| =
∣∣∣∣ 13!εabcP aI P bJP cKεIJK
∣∣∣∣. Realizando uma regularizac¸a˜o ana´loga ao caso
do operador de a´rea, escrevemos a integral anterior como o limite de somas de Riemann
definidas em termos da decomposic¸a˜o de D em superf´ıcies infinitesimais Sn, como uma
rede cu´bica.
Figura 6.11: Regularizac¸a˜o de um volume. Tomamos a regularizac¸a˜o de forma que no
ma´ximo um ve´rtice esteja contido em cada ce´lula cu´bica Dn.
Enta˜o, quantizamos esta versa˜o regularizada utilizando os resultados para Pˆ obtidos an-
teriormente.
VˆD = lim
N→∞
Vˆ ND (6.110)
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Aonde:
Vˆ ND =
N∑
n
√∣∣∣∣ 13!εabcPˆI(San)PˆJ(Sbn)PˆK(Scn)εIJK
∣∣∣∣ (6.111)
Assim como vimos para o operador a´rea AS da sec¸a˜o 6.2, calculado para o modelo BF
2+1 dimensional, temos o operador volume VD como o ana´logo 3+1 dimensional desde
caso. [35], [36] A maneira como escrevemos os autovalores deste operador e´ dependente
da maneira de como e´ a estrutura dos ve´rtices da nossa rede de spin, que estudamos
considerando o caso trivalente na sec¸a˜o supracitada. Cabe lembrar tambe´m que na sec¸a˜o
anterior no´s vimos que o v´ınculo escalar C depende da quantizac¸a˜o do operador volume
para ser quantizado, logo, o v´ınculo escalar C depende da estrutura dos ve´rtices da nossa
rede de spin.
6.5 Introduc¸a˜o ao formalismo dos spin foams
Precisamos construir um me´todo para descrever a dinaˆmica dos estados quaˆnticos na quan-
tizac¸a˜o de lac¸os, assim como o formalismo das integrais de caminho descreve a dinaˆmica
da MQ. Chamamos este me´todo de formalismo dos spin foams (espumas de spin) e vamos
discutir de forma breve nesta sec¸a˜o algumas caracter´ısticas desta teoria.
6.5.1 A dinaˆmica dos estados quaˆnticos
Para discutirmos a dinaˆmica dos estados quaˆnticos, precisamos partir de uma base bem
definida para estes estados, isto e´, temos que tomar estados com um produto interno bem
definido em um espac¸o separa´vel f´ısico Hfis. [18, 37] No´s vimos que em ambos os casos
discutidos neste trabalho, temos um projetor generalizado P que define nossos estados
f´ısicos a partir dos estados do espac¸o de fase cinema´tico constru´ıdo pela quantizac¸a˜o de
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lac¸os, e este projetor foi definido de maneira covariante como sendo:
P =
∫
D[B]D[A]µ[A,B] exp[iC(A,B)] (6.112)
Onde P esta´ escrito em func¸a˜o de varia´veis de primeira ordem, onde A e´ a conexa˜o do
espac¸o-tempo, B e´ o campo conjugado (no caso da RG, e´ o vierbein e), µ[A,B] e´ a medida
de Haar apropriada e C(A,B) sa˜o os v´ınculos na˜o resolvidos ate´ enta˜o. Logo, para um
estado arbitra´rio |φ〉 ∈Hkin, P |φ〉 e´ uma soluc¸a˜o para C(A,B)|φ〉 = 0.
Sendo assim, os elementos de matriz de P definem o produto interno f´ısico. Se |s〉, |s′〉 ∈
Hkin:
〈s, s′〉p = 〈Ps, s′〉 (6.113)
Quando estes elementos de matriz sa˜o computados numa base de rede de spin invariante
(como a definida para o modelo BF 2+1 dimensional na sec¸a˜o 4.7), eles podem ser ex-
pressos como a soma das histo´rias das amplitudes de transic¸a˜o das redes de spin, ou spin
foams.
Figura 6.12: Representac¸a˜o gra´fica de um spin foam, um 2-complexo simplicial que mostra
a transic¸a˜o entre 3 estados diferentes de rede de spin.
Graficamente, uma histo´ria de spin foam do estado |s〉 ao estado |s′〉 (Fs→s′ , {j}) gera um
espac¸o topolo´gico combinatorial conhecido como 2-complexo simplicial cujos limites sa˜o
os grafos dos estados de rede de spin |s〉 e |s′〉, e {j} sa˜o os valores de spin associados a`s
linhas e dos grafos (e ⊂ Fs→s′) e as faces f ⊂ Fs→s′ . Ve´rtices sa˜o chamados de v ⊂ Fs→s′ ,
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e o produto interno f´ısico pode ser expresso como a soma de amplitudes de spin foams :
〈s, s′〉p = 〈Ps, s′〉 =
∑
Fs→s′
N(Fs→s′)
∑
{j}
∏
f⊂Fs→s′
Af (jf )
∏
e⊂Fs→s′
Ae(je)
∏
v⊂Fs→s′
Av(jv) (6.114)
Aonde N(Fs→s′) e´ um fator de normalizac¸a˜o, e Af (jf ),Ae(je),Av(jv) sa˜o as amplitudes de
face, linha e ve´rtice, respectivamente. Veja que cara´ter discreto para o espac¸o descoberto
na quantizac¸a˜o de lac¸os e´ essencial, uma vez que podemos substituir a integral funcional
sobre este por uma soma de amplitudes de objetos combinatoriais, que sa˜o os spin foams.
Com este me´todo, podemos representar por spin foams a histo´ria de um campo gravita-
cional que pode ser interpretado como um conjunto de transic¸o˜es entre diferentes estados
quaˆnticos do espac¸o.
6.5.2 Spin foams no modelo BF 2+1 dimensional
Como vimos acima, o formalismo dos spin foams e´ desenvolvido a partir da construc¸a˜o de
um projetor P que define os estados f´ısicos da teoria e do produto interno destes estados
em uma base de rede de spin invariante, assunto tratado na sec¸a˜o 6.1. Tomamos enta˜o a
equac¸a˜o (6.27):
Pˆ |Ψ〉 =
∫
DN e
i
∫
Σ
Tr(NFˆ (A))
|Ψ〉 (6.115)
Onde N(x) ∈ SU(2) e |Ψ〉 ∈ H0, onde H0 ⊂ Hkin que e´ separa´vel. Lembrando agora
da regularizac¸a˜o que fizemos no espac¸o, aonde a variedade foi dividida em p ce´lulas de
tamanho ²2, aonde cada ce´lula corresponde a uma plaqueta que forma um loop de uma
holonomia Wp[A]. Enta˜o, podemos escrever:
∫
Σ
Tr(NFˆ (A)) = lim
²→0
∑
p
²2Tr[NpFp] (6.116)
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Onde Np, Fp sa˜o os valores de N
I e εabF Iab no interior de uma plaqueta xp. A holonomia
Wp[A] e´ dada por:
Wp[A] = 1+ ²2TIεabF Iab(xp) +O(²2) (6.117)
Com isto, podemos escrever uma forma linear P (s) = 〈φ|P |s〉, onde |s〉 e´ um vetor da
base de rede de spin invariante e |φ〉 e´ o estado de va´cuo (Γ = ∅):
P (s) = lim
²→0
〈φ
∏
p
∫
DN eiTr[NpWp], s〉 (6.118)
Podemos realizar a integrac¸a˜o em Np utilizando o teorema de Peter-Weyl (sec¸a˜o 4.4.1):
∫
DN eiTr[NW ] =
∑
j
(2j + 1)Tr[
j∏
(W )] (6.119)
E a equac¸a˜o 6.118 se escreve como:
P (s) = lim
²→0
∏
p
∑
j(p)
(2j(p) + 1)〈φ Tr[
j(p)∏
(Wp)], s〉 (6.120)
Onde j(p) sa˜o os valores de spin associados a` holonomia Wp. O produto interno definido
em P (s) e´ conhecido como representac¸a˜o de Ashtekar-Lewandowski (AL).
Note que ao tomar o limite de P (s) estamos removendo a sua regularizac¸a˜o, e a realizac¸a˜o
deste processo varia com o genus g da variedade que estamos considerando ser Σ, mas
e´ demonstrado que o limite existe para g arbitra´rio. Para uma variedade sem “buracos”
(g = 0), a regularizac¸a˜o e´ trivial uma vez que nossas varia´veis dinaˆmicas A e B sa˜o bem
definidas sobre toda a variedade.
6.5.3 Os operadores de loops
Na representac¸a˜o AL, cada Tr[
∏j(p)(Wp)] age criando um loop fechado em torno da
plaqueta p com valor de spin j(p).
135
Figura 6.13: Representac¸a˜o gra´fica da ac¸a˜o de um operador de loop em um estado de rede
de spin.
Podemos introduzir um paraˆmetro de evoluc¸a˜o (na˜o-f´ısico) “temporal” que serve de co-
ordenada para organizar as sequeˆncias de ac¸o˜es dos operadores de loops de (6.120), isto
e´, assumimos que a ac¸a˜o de cada operador de loop ocorre em “tempos” diferentes.
Seguindo o me´todo de derivac¸a˜o das integrais de caminho de Feynman, vamos inserir a
partic¸a˜o unita´ria de AL em cada instante t:
1 =
∑
Γ⊂Σ
|Γ,~j, ~v〉〈Γ,~j, ~v| (6.121)
Que nada mais e´ que a soma da base completa de estados da rede de spin |s〉. Dessa forma,
P (s) pode ser interpretado como a soma de amplitudes correspondentes a uma sequeˆncia
de transic¸o˜es que podem ser vistas como uma evoluc¸a˜o “temporal” entre o estado inicial
|s〉 e o estado final |φ〉. Enta˜o, o produto interno f´ısico entre estados da rede de spin |s〉
e |s′〉 e´ definido como:
〈s, s′〉p = 〈Ps, s′〉 = 〈Ps′, s〉 (6.122)
Ou seja, (6.120) e´ um operador hermitiano. Este produto pode ser interpretado como a
soma de amplitudes das transic¸o˜es entre o estado inicial |s〉 e o estado final |s′〉
Ve´rtices da rede de spin evoluem como linhas cujos valores de spin sa˜o dados pelos
intertwinners e as linhas da rede de spin (links) evoluem como faces bidimensionais,
cujos valores de spin sa˜o dados pelos spins. Os locais aonde os operadores de loop criam
novas linhas definem os ve´rtices.
Estas estruturas sa˜o chamadas de spin foams e as amplitudes sa˜o puramente combinato´rias
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Figura 6.14: A` esquerda temos um conjunto de transic¸o˜es discretas do produto interno
f´ısico loop a loop e a direita temos a representac¸a˜o cont´ınua (²→ 0) de spin foam destas
transic¸o˜es.
Figura 6.15: Representac¸a˜o gra´fica da ac¸a˜o de um operador de loop em um ve´rtice da
rede de spin.
e podem ser calculadas explicitamente da ac¸a˜o dos operadores de loop na representac¸a˜o
AL.
Um caso simples para o ca´lculo destas amplitudes ocorre quando |s〉 e |s′〉 so´ possuem
ve´rtices trivalentes. Enta˜o na notac¸a˜o de (6.114):
〈s|s′〉p =
∑
{j}
∏
f⊂Fs→s′
(2jf + 1)
vf
2
∏
v⊂Fs→s′
 j1 j2 j3j4 j5 j6
 (6.123)
Aonde vf e´ tal que:
1. vf = 0 se f ∩ s 6= 0 ∧ f ∩ s′ 6= 0
2. vf = 1 se f ∩ s 6= 0 ∨ f ∩ s′ 6= 0
3. vf = 2 se f ∩ s = 0 ∧ f ∩ s′ = 0
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Figura 6.16: A` esquerda temos um conjunto de transic¸o˜es discretas que mostra a atuac¸a˜o
de um operador de loop sobre um ve´rtice de rede de spin e a evoluc¸a˜o loop a loop. A`
direita temos a representac¸a˜o (²→ 0) de spin foam destas transic¸o˜es.
Onde ∨ e´ a soma wedge ou unia˜o de um ponto, que faz a unia˜o disjunta de va´rios espac¸os
topolo´gicos em um u´nico ponto de base.
A amplitude dos ve´rtices e´ dada pelo s´ımbolo-6j de Wigner, que e´ uma maneira compacta
de descrever as simetrias entre estes valores de spin j, como permutac¸a˜o de colunas,
elementos da linha de cima com a linha de baixo, condic¸o˜es de triangulac¸a˜o j1 = |j2 −
j3| ⊕ · · · ⊕ j2 + j3 e relac¸o˜es de ortogonalidade.
6.5.4 Comenta´rios sobre spin foams na gravitac¸a˜o 3+1 dimen-
sional
Como discutimos anteriormente, na˜o existe rigorosamente a construc¸a˜o de um produto
interno f´ısico na quantizac¸a˜o de lac¸os 3+1 dimensional. A utilizac¸a˜o do formalismo dos
spin foams como me´todo para a definic¸a˜o do produto interno f´ısico foi introduzida for-
malmente por Rovelli e Reisenberger. [7,38,39] As dificuldades de se analisar a dinaˆmica
em 4 dimenso˜es esta˜o associadas a`s dificuldades de se quantizar o v´ınculo escalar C, como
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vimos na sec¸a˜o 6.3. O produto interno f´ısico e´ definido como:
< Ps, s′ >dif=
∏
x
δ[Cˆ(x)] =
∫
DN < e
i
∫
Σ
N(x)Cˆ(x)
s, s′ >dif
=
∫
DN
∞∑
n=0
in
n!
<
[∫
Σ
N(x)Cˆ(x)
]n
s, s′ >dif (6.124)
Aonde < , >dif e´ o produto interno do espac¸o de Hilbert das soluc¸o˜es do v´ınculo
vetorial Hdif. Ja´ se sabia (ref?) nos primo´rdios da teoria que estados de loops suaves
eram aniquilados por Cˆ independente de qualquer ambiguidade em sua definic¸a˜o, enta˜o,
Cˆ age apenas sobre os ve´rtices da rede de spin, como o operador volume VD. Logo, a
ac¸a˜o dele e´ criar novas linhas e ve´rtices, modificando o grafo dos estados da rede de spin.
Figura 6.17: A ac¸a˜o do v´ınculo escalar e sua representac¸a˜o de spin foams. N(xn) e´ o valor
de N no ve´rtice e Cnop sa˜o elementos de matriz de Cˆ.
Enta˜o, cada termo de (6.124) representa uma sequeˆncia de transic¸o˜es dadas pela ac¸a˜o de
Cˆ nos ve´rtices da rede de spin dos diferentes estados que interpolam os estados |s〉 e |s′〉 e
assim como vimos no modelo BF 2+1 dimensional, a equac¸a˜o (6.124) pode ser interpretada
como a soma de “histo´rias” de redes de spin representada graficamente por um espac¸o
simplicial 2-complexo. Os valores das amplitudes de “transic¸a˜o” va˜o ser dados pelos
elementos de matriz de Cˆ, ou seja, mesmo que a estrutura qualitativa seja independente
das ambiguidades na quantizac¸a˜o de Cˆ, as amplitudes de transic¸a˜o va˜o depender da
maneira que tomamos Cˆ.
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Cap´ıtulo 7
Concluso˜es e Perspectivas
Neste trabalho no´s analisamos a construc¸a˜o e consequente quantizac¸a˜o de duas teorias:
o modelo BF e a gravitac¸a˜o. Para realizar a construc¸a˜o destas teorias, desenvolvemos
as ferramentas matema´ticas adequadas para se tratar teorias de calibre (e no caso da
gravitac¸a˜o, antes desenvolvemos o formalismo para expressar esta teoria como uma teoria
de calibre) e utilizamos este formalismo para realizar o procedimento de quantizac¸a˜o
canoˆnica.
Em 2+1 dimenso˜es, tanto o modelo BF quanto a gravitac¸a˜o sa˜o teorias topolo´gicas, isto
e´, possuem a hamiltoniana completamente vinculada enta˜o toda a evoluc¸a˜o da teoria e´
dada por estes paraˆmetros das simetrias geradas pelo v´ınculo hamiltoniano. Em 3+1
dimenso˜es, vimos que a teoria da gravitac¸a˜o, mediante a uma fixac¸a˜o de calibre parcial,
pode tambe´m ser descrita por uma hamiltoniana completamente vinculada.
Afim de dar continuidade na quantizac¸a˜o da teoria construindo um espac¸o de Hilbert para
as nossas grandezas dinaˆmicas quantizadas canonicamente, desenvolvemos o formalismo
da quantizac¸a˜o de lac¸os e com este formalismo foi poss´ıvel construir uma base ortonormal
para os estados quaˆnticos, conhecida como rede de spin. Da´ı, em ambas as teorias anal-
isadas neste trabalho no´s estudamos a construc¸a˜o dos operadores gerados pelos v´ınculos e
consequentemente a construc¸a˜o de uma base para os estados quaˆnticos f´ısicos (que conteˆm
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as simetrias da hamiltoniana), que chamamos rede de spin invariante.
Uma vez que constru´ımos uma base de estados f´ısicos (exceto no caso da gravitac¸a˜o 3+1
dimensional, onde este e´ um problema em aberto) no´s podemos estudar alguns observa´veis
(parciais, no caso da gravitac¸a˜o 3+1 dimensional) da teoria, em particular, no caso do
modelo BF 2+1 dimensional num espac¸o euclidiano, vimos que os observa´veis compri-
mento e a´rea geram um espectro de autovalores discreto para a base de rede de spin
invariante, o que corrobora com a ide´ia de que ao quantizarmos o campo gravitacional,
ter´ıamos a discretizac¸a˜o do espac¸o-tempo. A partir da base dos estados f´ısicos tambe´m
podemos construir o formalismo dos spin foams, que da´ um significado dinaˆmico ao pro-
duto interno de dois estados quaˆnticos na base de spin invariante, que pode ser visto com
a soma das histo´rias das amplitudes de transic¸a˜o das redes de spin.
As perspectivas de estudos futuros que surgiram no desenvolvimento deste trabalho en-
volvem:
• Explorar a dinaˆmica dos estados quaˆnticos obtidos no modelo BF 1+1 dimensional
afim de estabelecer um comparativo com a dinaˆmica da teoria de Chern-Simons
tridimensional, discutida em [19], [40];
• A ana´lise mais formal de um modelo BF de dimenso˜es maiores que possivelmente
apresente outros termos acoplados a` ac¸a˜o (como o modelo BF 4D de J. Baez [15]
ou o modelo Barrett-Crane (BC) [41]) [42] e as implicac¸o˜es destes na compreensa˜o
da gravitac¸a˜o quadridimensional;
• A ana´lise das teorias descritas aqui neste trabalho considerando outras a´lgebras de
Lie, tomando outros grupos de representac¸a˜o (como o modelo BF 2+1 lorentziano
SU(1, 1) estudado por Freidel [30,43]);
• Um estudo mais cuidadoso da construc¸a˜o do projetor P para o modelo BF 2+1
dimensional utilizando a teoria das distribuic¸o˜es e das implicac¸o˜es para a dinaˆmica
quaˆntica ao fazeˆ-lo, bem como acompanhar o estudo da construc¸a˜o do projetor
generalizado P para a gravitac¸a˜o quadridimensional via o programa do v´ınculo
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mestre de Thiemann [31], [33], [32] que visa reduzir ou tornar independente de
ambiguidades de quantizac¸a˜o o formalismo dos spins foams nesta teoria.
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Apeˆndice A
Revisa˜o de Geometria Diferencial
A.1 Grupos de Lie
Na matema´tica, um grupo de Lie [13], [44] e´ um grupo que tambe´m e´ uma variedade
diferencia´vel, o que faz com que as operac¸o˜es dos elementos do grupo, ou geradores,
sejam compat´ıveis com a estrutura diferencial. Neste trabalho, quando nos referimos
a grupos de calibre (gauge) ou ainda grupos de simetria, estamos considerando que os
grupos citados sa˜o grupos de Lie.
Os grupos de Lie, por serem variedades diferencia´veis podem ser estudados utilizando o
ca´lculo diferencial, em contraste com os casos mais gerais de grupos topolo´gicos. Uma
das ide´ias chave na teoria de grupos de Lie e´ substituir o objeto global, o grupo, por sua
versa˜o local ou linearizada que e´ chamada de grupo infinitesimal cujo estudo e´ conhecido
como a´lgebra de Lie, que e´ a teoria que atualmente melhor descreve as simetrias cont´ınuas
de objetos e estruturas matema´ticas.
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A.1.1 Alguns de grupos de Lie
Escrevemos aqui alguns exemplos de grupos de Lie que aparecem neste trabalho, ao longo
do texto.
• O espac¸o euclidiano Rn com a adic¸a˜o vetorial comum como operac¸a˜o do grupo se
torna um grupo de Lie abeliano na˜o-compacto n-dimensional;
• O grupo c´ırculo S1 que consiste em nu´meros complexos com valor absoluto = 1
sobre multiplicac¸a˜o. Este e´ um grupo de Lie abeliano compacto unidimensional.
• O grupo ortogonal O(Rn), formado por todas as matrizes ortogonais n × n com
valores reais. Este e´ um grupo de Lie n(n−1)
2
-dimensional desconexo, mas que tem um
subgrupo conexo SOn(R) de mesma dimensa˜o que e´ formado por matrizes ortogonais
de determinante = 1, que e´ conhecido como grupo especial ortogonal (em ingleˆs,
Special Orthogonal group) (para Rn = 3, temos o grupo de rotac¸o˜es).
• O grupo unita´rio U(n) e´ formado por matrizes unita´rias n×n com valores complexos.
Este e´ um grupo de Lie de dimensa˜o n2 compacto e conexo. Matrizes unita´rias de
determinante = 1 formam um subgrupo conexo fechado de dimensa˜o n2−1 chamado
de SU(n), o grupo especial unita´rio (em ingleˆs special unitary group).
• O grupo de Lorentz e o grupo de Poincare´ sa˜o os grupos de isometrias lineares e
afins do espac¸o de Minkowski (interpretado como o espac¸o-tempo da relatividade
restrita). Eles sa˜o grupos de Lie de dimensa˜o 6 e 10.
A.1.2 A a´lgebra do grupo SU(2)
Para definir o Grupo de Lie G (consideramos grupos semissimples) temos que definir os
geradores de transformac¸o˜es infinitesimais g. Vamos definir o grupo SU(2) como exemplo
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e para tal, seja ψ um vetor do espac¸o tangente TPM cuja fibra e´ o grupo G:
g ∈ G : ψ′ = gψ (A.1)
g ≈ 1 + ω ; |ω| << 1 (A.2)
Propriedades de SU(2):
Os g sa˜o matrizes 2x2 (A.3)
g†g ≈ (1 + ω)†(1 + ω) = 1 + ω† + ω = 1 : ω† = −ω (A.4)
det(g) = 1 : Tr(ω) = 0 (A.5)
Com estas propriedades, podemos escrever uma base para as matrizes ω usando as ma-
trizes de Pauli σI , com (I = 1, 2, 3).
σ1 =
 0 1
1 0
 ;σ2 =
 0 −i
i 0
 ;σ3 =
 1 0
0 −1
 (A.6)
E chamamos a base dos geradores ω de TI , que obedecem: − i2σI ≡ TI . Em geral:
ω(x) = ωI(x)TI (A.7)
Note tambe´m que:
Tr(TITJ) = −1
2
δIJ (A.8)
As relac¸o˜es de comutac¸a˜o entre os TI :
[TI , TJ ] = fIJKTK (A.9)
Onde fIJK e´ a constante de estrutura do grupo, em SU(2): fIJK = εIJK , o tensor de
Levi-Civita.
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A.1.3 Homeomorfismos de SU(2)
Ha´ um homeomorfismo entre SU(2)→ SO(3) dado por:
g ∈ SU(2) 7→ Rij(g) = 1
2
Tr(σigσjg†) (A.10)
Onde i, j = 1, 2, 3. So´ que R(−g) = R(g), enta˜o o espac¸o na˜o e´ isomo´rfico, pois uma
curva indo de g a −g em SO(3) e´ uma curva aberta, mas em SU(2) e´ uma curva fechada,
enta˜o esta mesma curva vai ter classes de homotopia diferentes dependendo do espac¸o em
que ela estiver definida, o que mostra que estes espac¸os na˜o sa˜o isomo´rficos.
A.2 Formas diferenciais e vetores
A.2.1 Representac¸a˜o adjunta para formas e vetores
A partir do estudo da a´lgebra do grupo de calibre SU(2), podemos adotar uma notac¸a˜o
para expressar nossos campos vetoriais e formas diferenciais da seguinte maneira:
Aµ ↔ AIµTI ≡ AIµ (A.11)
Bµ ↔ BIµTI ≡ BIµ (A.12)
A.2.2 Formas, vetores e tensores em uma variedade diferencia´vel
Vamos introduzir o conceito das formas diferenciais [4], [13], [44], que temos como exemplo
AIµdx
µ. AIµ pode ser considerado uma conexa˜o, que define a derivada covariante na var-
iedade diferencia´vel. Uma variedade diferencia´vel e´ um conjunto de pontos P que possui
uma topologia e estes pontos possuem homeomorfismos, ou seja, uma transformac¸a˜o que
caracteriza de maneira u´nica o ponto P .
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Figura A.1: Para pontos P ∈ Uα e Q ∈ Uβ podemos definir transformac¸o˜es de coordenadas ϕα
e ϕβ que mapeiam os pontos da variedade M em subespac¸os Rn.
Podemos escrever as transformac¸o˜es de coordenadas de forma geral:
x′µ = x′µ(x) (A.13)
Que em uma variedade diferencia´vel sa˜o func¸o˜es definidas em C∞, infinitamente difer-
encia´veis.
Agora vamos definir os Vetores:
vµ(~x) , µ = 0, . . . , D − 1 (A.14)
E a derivada na direc¸a˜o de um vetor:
vµ(~x)∂µf(~x) (A.15)
Onde f(~x) e´ uma func¸a˜o que e´ definida de forma que os vetores escritos nesta forma sejam
invariantes. Chamamos f(p) uma func¸a˜o escalar, isto e´, invariante sob uma transformac¸a˜o
de coordenadas:
x → x′ (x ≡ (x0, . . . , dD−1))
f(x) = f ′(x′)
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Considerando transformac¸o˜es infinitesimais:
x′µ = xµ − ξµ(~x) |ξ| pequeno
f(~x) = f ′(~x− ξ)
f ′(~x) = f(~x+ ξ) = f(~x) + ξµ∂µf = f(~x) + δf(~x)
Enta˜o escrevemos o vetor v(p) com p ∈ M, sendo um operador diferencial definido num
sistema de coordenadas x por:
(vf)(~x) = vµ(~x)∂µf(~x) (A.16)
Note que vµ(~x) pode ser visto como o mo´dulo das componentes e ∂µf(~x) como os vetores
da base definida por f . Uma vez definido desta forma, temos independeˆncia do sistema de
coordenadas, o que queremos para trabalhar com vetores na nossa variedade diferencia´vel:
v′µ(~x′)
∂
∂~x′µ
f ′(~x′) = vµ(~x)
∂
∂~xµ
f(~x)
∂′µf
′ =
∂xν
∂~xµ
∂νf (A.17)
A equac¸a˜o (A.17) e´ justamente a definic¸a˜o de vetor covariante, que obtivemos como
consequeˆncia de f(p) ser escalar. Em geral, temos o tensor:
t′µ1···µn(~x′) =
∂x′µ1
∂xν
tνµ2···µn +
∂x′µ2
∂xν
tµ1νµ3···µn + · · · (A.18)
A.2.3 O espac¸o tangente TP e o espac¸o dual T
∗
P
Sempre podemos definir um espac¸o dual a um espac¸o vetorial pre´-definido, enta˜o chamamos
de T ∗p o espac¸o dual do espac¸o tangente Tp. Um elemento ω ∈ T ∗p e´ uma forma linear
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ω(αv + βw) = αω(v) + βω(w) sobre Tp:
ω : Tp → R (A.19)
v → ω(v)
Figura A.2: O conjunto dos vetores v de um ponto p se chama espac¸o tangente Tp, que
e´ um espac¸o vetorial, isto e´, obedece propriedades vetoriais tais como o produto de dois
vetores continua dentro do espac¸o, etc.
vµ1 , vµ2
O dual T ∗p tambe´m e´ um espac¸o vetorial:
c1ω1(v) + c2ω2(v) = (c1ω1 + c2ω2)(v) (A.20)
Onde ω1, ω2 ∈ T ∗p , v ∈ Tp e c1, c2 ∈ R. A dim(T ∗p ) = dim(Tp) = dim(M) = D. Escrevemos
uma base de um sistema de coordenadas para T ∗p : {dxµ, µ = 0, . . . , D − 1} definida por
dxµ(∂ν) = δ
µ
ν para definirmos a 1-forma geral ω ∈ T ∗p :
ω = ωµ(~x)dx
µ (A.21)
Que independe da escolha de coordenadas. O delta descrito acima nada mais e´ do que a
maneira de escrever a 1-forma como sendo um vetor contravariante:
∂µ =
∂xν
∂x′µ
∂ν
dx′µ =
∂x′µ
∂xν
dxν ⇒ ω′µ(~x′) =
∂xν
∂x′µ
ων(~x) (A.22)
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A transformac¸a˜o infinitesimal associada a 1-forma ω e´:
δxµ = x′µ − xµ = −ξµ(~x′) (A.23)
δωµ = ξ
λ∂λωµ + ∂µξ
λωλ (A.24)
A.2.4 Multiplicac¸a˜o de formas diferenciais
Podemos generalizar a 1-forma para p-formas de forma ana´loga ao que fizemos dos vetores
para tensores:
• vetor→ produto tensorial Tp⊗Tp⊗ · · · ⊗Tp (p vezes) → gera um tensor de rank p;
• 1-forma → produto tensorial T ∗p ⊗ T ∗p ⊗ · · · ⊗ T ∗p (p vezes) → gera p-formas.
Mas o produto tensorial e´ antissime´trico T ∗p ∧ T ∗p , enta˜o uma 2-forma geral vai ser escrita
da seguinte maneira:
ω2 :
1
2
ωµν(~x)dx
µ ∧ dxν (A.25)
E como a base dxµ ∧ dxν = −dxν ∧ dxµ sa˜o nu´meros de Grassmann, ωµν pode ter uma
parte sime´trica e outra antissime´trica, mas so´ a parte antissime´trica sobrevive a` contrac¸a˜o
dos ı´ndices, enta˜o ωµν = −ωνµ e:
ω12dx
1 ∧ dx2 + ω21dx2 ∧ dx1 = 2ω12dx1 ∧ dx2 (A.26)
As p-formas sa˜o enta˜o:
ωp =
1
p!
ωµ1···µpdx
µ1 ∧ · · · ∧ dxµp (A.27)
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Se queremos a independeˆncia de um sistema de coordenadas, os ω’s va˜o se transformar
de uma maneira particular:
x → x′(~x)
ω′µ1···µp(~x
′) =
∂xν1
∂x′µ1
· · · ∂x
νp
∂x′µp
ων1···νp (A.28)
δωµ1···µp = ξ
λ∂λωµ1···µp + ∂µ1ξ
νωνµ2···µp + · · ·+ ∂µpξνωµ1···µp−1ν (A.29)
Consideramos agora o produto exterior, que mostra algumas propriedades importantes
das formas:
ωp ∧ ωq = 1
p!
ωµ1···µp
1
q!
ωρ1···ρqdx
µ1 ∧ · · · ∧ dxµp ∧ dxρ1 ∧ · · · ∧ dxρq (A.30)
E´ uma (p+q)-forma. Se os nu´meros p ou q forem pares eles comutam e se ambos forem
ı´mpares eles anticomutam:
ωp ∧ ωq = (−1)pqωq ∧ ωp (A.31)
Note que dxµ ∧ dxµ = 0. Seja dim(M) = D, enta˜o o ma´ximo de dx que podemos colocar
juntos e´ igual a D. Por exemplo, para D = 2:
1-forma: ωµdx
µ = ω1dx
1 + ω2dx
2 (A.32)
2-forma: ωµνdx
µ ∧ dxν = ω12dx1 ∧ dx2 + ω21dx2 ∧ dx1 (A.33)
3-forma: ωµνρdx
µ ∧ dxν ∧ dxρ = ω12ρ dx1 ∧ dx2 ∧ dx1︸ ︷︷ ︸
=0
+ · · · = 0 (A.34)
Por fim, uma 0-forma nada mais e´ do que uma func¸a˜o escalar:
ω = ω(~x) (A.35)
δω(~x) = ξλ∂λω(~x) (A.36)
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A.2.5 Derivac¸a˜o de uma forma
Definimos da seguinte forma o operador derivada exterior d:
dωp ≡ 1
p!
∂µωµ1···µpdx
µ ∧ dxµ1 ∧ · · · ∧ dxµp (A.37)
Este operador derivada exterior d e´ intrisecamente um operador ı´mpar, uma vez que ao
derivar uma p-forma ωp geramos uma (p+1)-forma dωp.
Algumas propriedades desta derivada:
d2 = 0 (A.38)
d(ωp ∧ ωq) = dωp ∧ ωq + (−1)pωp ∧ dωq (A.39)
A propriedade (A.38) pode ser mostrada levando-se em conta que o produto de uma
grandeza sime´trica com uma grandeza antissime´trica e´ nulo com a permutac¸a˜o dos ı´ndices:
dωp = ∂µωdx
µ ∧ · · · (A.40)
ddωp = ∂ν∂µ︸︷︷︸
sime´trico
ω dxν ∧ dxµ︸ ︷︷ ︸
antissime´trico
∧ · · · = 0 (A.41)
Faremos alguns exemplos para mostrar que este operador realmente representa uma
operac¸a˜o de derivac¸a˜o, primeiro consideramos p = 0:
ω0 = f(~x)
dω0 = ∂µf(~x)dx
µ (A.42)
Onde f(~x) e´ uma func¸a˜o escalar (0-forma), enta˜o ∂µf(~x) nada mais e´ do que um gradiente
e o operador d faz o papel de derivada convencional. Consideramos agora 1-formas:
ω1 = ωµdx
µ
dω1 = ∂νωµdx
ν ∧ dxµ (A.43)
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Lembrando que devido a contrac¸a˜o com dxµ∧dxν so´ a parte antissime´trica vai contribuir,
enta˜o:
dω1 = [
1
2
(∂νωµ + ∂µων) +
1
2
(∂νωµ − ∂µων)]dxµ ∧ dxν
dω1 =
1
2
(∂νωµ − ∂µων)dxµ ∧ dxν (A.44)
Que e´ o rotacional de ωµ. Note que os resultados que achamos ate´ agora sa˜o consistentes
com as duas propriedades citadas acima, levando-se em conta que o rotacional de um
gradiente e´ sempre nulo (equac¸a˜o A.38). Olhando para formas de ordens maiores, como
p = 2, 3, . . . , sempre vamos encontrar o padra˜o de permutac¸a˜o c´ıclica entre derivadas de
componentes, que e´ uma analogia ao rotacional das componentes, como a divergeˆncia no
caso p = 2.
A.2.6 Integrac¸a˜o de uma forma
Seja ωD uma D-forma, e queremos calcular a integral
∫
V
ωD, com V ⊂ M. Para tal,
faremos uma generalizac¸a˜o, melhor dizendo, restringiremos nossas formas dxµ que sa˜o a
base do espac¸o dual T ∗p a serem elementos infinitesimais no espac¸o V , isto e´:
ωD =
1
D!
ωµ1···µD dx
µ1 ∧ · · · ∧ dxµD︸ ︷︷ ︸
forma volume dV
(A.45)
Enta˜o a permutac¸a˜o de dxµ1 ∧ dxµ2 ∧ · · · ∧ dxµD gera uma forma volume +dV se as
permutac¸o˜es forem pares e uma forma volume −dV se as permutac¸o˜es forem ı´mpares.
O s´ımbolo que expressa este comportamento e´ o tensor de Levi-Civita εµ1···µD , que e´
completamente antissime´trico. Enta˜o, seguindo a seguinte convenc¸a˜o:
ε012···(D−1) = 1
 +1 se a permutac¸a˜o for par−1 se a permutac¸a˜o for ı´mpar (A.46)
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Temos dxµ1 ∧ · · · ∧ dxµD = εµ1···µDdV , enta˜o:
ωD =
1
D!
εµ1···µDωµ1···µDdV
ωD = ω˜dV (A.47)
Finalmente, escrevemos a integral:
∫
V
ωD =
∫
V
dx0dx1 · · · dxDω˜(~x) (A.48)
E´ importante notar que esta operac¸a˜o de integrac¸a˜o na˜o define nenhuma me´trica, mesmo
que estejamos falando de uma “forma volume”. O que esta operac¸a˜o faz e´ definir um
mapa entre coordenadas, e se definirmos uma base encontraremos comprimentos, a´reas,
volumes naquele sistema de coordenadas definido.
A.3 Outros operadores derivadas
A.3.1 A antiderivada
Um operador que obedece a regra de Leibniz gera uma operac¸a˜o que chamamos de
derivac¸a˜o. Um operador que obedece a regra generalizada de Leibniz gera uma operac¸a˜o
chamada de antiderivac¸a˜o.
Definimos enta˜o o operador iv associado a um vetor v : v = v
µ(~x)∂µ de forma que suas
propriedades sa˜o tais que:
iv(ωp ∧ ωq) = (ivωp) ∧ ωq + (−1)pωpivωq (A.49)
ivdx
µ = vµ ⇒ iv 0-forma = 0 (A.50)
(iv)
2 = 0 (A.51)
Note que (A.50) transforma uma forma de grau (D) em uma forma de grau (D-1) e
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tambe´m e´ um operador ı´mpar de antiderivac¸a˜o. Chamamos iv de derivada interior ou
contrac¸a˜o. Calculando algumas derivadas de formas:
ivω1 = iv(ωµdx
µ) = ωµivdx
µ = ωµv
µ(≡ ω · v) (A.52)
ivωp =
1
(p− 1)!ωµ1···µpv
µ1dx2 ∧ · · · ∧ dxµp (A.53)
A.3.2 A derivada de Lie
E´ um operador Lv associado a um vetor v, e e´ uma combinac¸a˜o da derivada interior e da
derivada exterior:
Lvωp = (ivd+ div)ωp (A.54)
Este operador e´ um objeto par, pois conserva o grau da forma. E respeita a regra de
Leibniz, assim sendo chamamos Lv de uma derivac¸a˜o.
Notac¸a˜o: A partir de agora, sempre que nos referirmos ao produto de duas formas,
estaremos falando do produto wedge, a menos que se diga o contra´rio ωp ∧ ωq = ωpωq.
Da definic¸a˜o da derivada de Lie, podemos deduzir va´rias propriedades interessantes, tais
como:
dLvω = Lv(dω) (A.55)
Lfvω = fLvω + df ∧ ivω (A.56)
Vamos calcular a derivada de Lie Lξ para uma 0-forma associada ξ = ξµ∂µ:
Lξω0 = iξdω0 + diξω0
= iξ∂µω0dx
µ = ξµ∂µω0 = δdiffeoω0 (A.57)
Ou seja, a derivada de Lie sobre uma 0-forma tem o efeito de uma transformac¸a˜o geral
infinitesimal (x′µ = xµ − ξµ) de coordenadas δdiffeoω0 = ξµ∂µω0, onde a 0-forma e´ um
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invariante sobre difeomorfismos associados ao paraˆmetro ξµ. No caso da 1-forma:
Lξω1 = iξdωµdxµ + diξωµdxµ
= iξ(∂νωµdx
νdxµ) + d(ξµωµ)
= ∂νωµξ
µdxµ − ∂νωµdxνξµ + ∂νξµdxνωµ + ξµ∂νωµdxµ
Renomeando alguns ı´ndices somados e cancelando o segundo e quarto termos:
Lξω1 = (ξλ∂λωµ + ∂µξλωλ)dxµ
= (δdiffeoωµ)dx
µ (A.58)
Em geral:
Lξωp = 1
p!
(δdiffeoωµ1···µp)dx
µ1 · · · dxµp (A.59)
A derivada de Lie enta˜o e´ uma boa candidata para escrevermos uma integrac¸a˜o invariante
sobre difeomorfismos (x′ = x− ξ):
∫
V
ω′D −
∫
V
ωD =
∫
V
LξωD =
∫
V
(iξdωD + diξωD) =
∫
V
diξωD (A.60)
Pode-se mostrar que diξωD = diξ(ω˜dV ) = d(ω˜iξdV ) e nossa integral pode ser escrita
como: ∫
V
diξωD =
∫
V
dDx∂µ(ξ
µω˜) (A.61)
O difeomorfismo deixa a borda de V fixa, enta˜o a integral e´ invariante quando tomamos
o limite de V → ∞ e dDx → 0. A quantidade entre pareˆnteses (ξµω˜) e´ uma densidade
escalar.
Um exemplo onde este tipo de estrutura e´ utilizada ocorre na RG, onde os escalares da
teoria sa˜o multiplicados por fatores envolvendo
√
g justamente pelo fato que queremos
que os objetos desta teoria se transformem como (A.61).
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A.4 Invariaˆncia sobre difeomorfismos
Na sec¸a˜o anterior estudamos as condic¸o˜es para que ωD seja invariante sobre difeomorfis-
mos:
δω˜D = Lξω˜D = ∂µ(ξµω˜D) (A.62)
Onde ξµω˜D e´ a densidade escalar. Uma vez que δ
∫
M
ωD = 0, vamos utilizar esta forma
para escrever ac¸o˜es, que va˜o ser invariantes sobre difeomorfismos. Por exemplo, na RG a
ac¸a˜o tem uma forma do tipo
∫
d4x
√
gR, onde R e´ um escalar de curvatura. A invariaˆncia
desta integral e´ obtida devido ao termo de densidade escalar
√
g que podemos mostrar a
partir da lei de transformac¸a˜o do tensor me´trico:
δdifgµν = ξ
λ∂µgµν + ∂µξ
µgλµ + ∂νξ
λgµλ (A.63)
δ(
√
|g|R) = ∂λ(ξλ
√
|g|)R +
√
|g|ξλ∂λR = ∂λ(ξµ
√
|g|R) (A.64)
Com isto vemos que a ac¸a˜o de Einstein-Hilbert e´ invariante sobre difeomorfismos:
SEH =
1
G
∫
d4x
√−gR (A.65)
A.4.1 Integrais invariantes
Estudaremos agora as integrais de linha, enta˜o consideraremos uma 1-forma a = aµdx
µ
integrada sobre uma curva C.
Figura A.3: A curva C ∈ M, aonde aplicamos uma parametrizac¸a˜o x(s) para realizar a
integrac¸a˜o.
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Definimos o sistema de coordenadas para a integrac¸a˜o:
• Coordenadas de M : xµ, µ = 0, . . . , µ = D − 1
• Parametrizar a curva s, s1 ≤ s ≤ s2
Escrevemos as equac¸o˜es parame´tricas de C:
xµ = xµ(s), s1 ≤ s ≤ s2 (A.66)
dxµ =
dxµ
ds
ds ≡ x′µ(s)ds (A.67)
Ao longo de C. Note que tomamos as formas dxµ como diferenciais e a nossa integral de
linha e´ definida como: ∫
C
a ≡
∫ s2
s1
ds aµ(x(s))x
′µ(s) (A.68)
Que independe das escolhas de coordenadas e de parametrizac¸a˜o.
Consideramos agora a integral de uma 2-forma: ω2 =
1
2
ωµν(x)dx
µ ∧ dxν . Note que ao
tomarmos dxµ ∧ dxν como diferenciais, temos um elemento de a´rea.
Figura A.4: A superf´ıcie S ∈ M, aonde aplicamos uma parametrizac¸a˜o x(u, v) para
realizar a integrac¸a˜o.
u1, u2, v1, v2
Escrevemos as equac¸o˜es parame´tricas ao longo da superf´ıcie S:
xµ = xµ(u, v) (A.69)
dxµ =
∂xµ
∂u
du+
∂xµ
∂v
dv (A.70)
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O elemento de a´rea se escreve como:
dxµ ∧ dxν = ∂x
µ
∂u
∂xν
∂v
du ∧ dv + ∂x
µ
∂v
∂xν
∂u
dv ∧ du
= (
∂xµ
∂u
∂xν
∂v
− ∂x
µ
∂v
∂xν
∂u
)du ∧ dv (A.71)
E a integral de superf´ıcie e´ definida como:
∫
Σ
ω2 ≡ 1
2
∫
Σ
dudv ωµν(x(u, v))(
∂xµ
∂u
∂xν
∂v
− ∂x
µ
∂v
∂xν
∂u
) (A.72)
A generalizac¸a˜o para D-formas e´ evidente.
A.4.2 Comutadores de formas diferenciais
Os comutadores e anticomutadores que aparecem entre formas podem ser reescritos como
comutadores graduados, devido a` antissimetria do produto wedge. Seja enta˜o X uma
P-forma e Y uma Q-forma, o comutador generalizado ou graduado e´ tal que:
[XP , YQ] ≡ XPYQ − (−1)PQYQXP (A.73)
Isto e´, se P e Q forem ı´mpares teremos relac¸o˜es de anticomutac¸a˜o e em outras situac¸o˜es,
relac¸o˜es de comutac¸a˜o.
A.4.3 Regra de Integrac¸a˜o por partes
Considerando XP uma P-forma e YQ uma Q-forma:
D(XPYQ) = (DX)Y + (−1)PXDY = d(XPYQ) + [A,XPYQ] (A.74)
Tomando o Tr(XPYQ) vemos que:
D(Tr(XPYQ)) = d(Tr(XPYQ)) + 0 (A.75)
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Pois Tr[XP , YQ] = 0, uma vez que:
(YQXP )αγ = YQαβXPβγ
Tr(YQXP ) = YQαβXPβα
= (−1)QPXPβαYQαβ = (−1)QPTr(XPYQ) (A.76)
Enta˜o:
d(XPYQ) = D(XPYQ) = (DXP )YQ + (−1)PXPDYQ (A.77)
Enta˜o este resultado gera uma fo´rmula de integrac¸a˜o por partes:
Tr
∫
(DXP )YQ = (−1)P+1Tr
∫
XPDYQ + Tr
∫
D(XPYQ) (A.78)
Aonde podemos utilizar a notac¸a˜o de componentes e as propriedades do trac¸o para obter:
Tr
∫
d2x′XIDIJµ Y
J = (−1)D−2 Tr
∫
d2x′DIJµ X
JY I (A.79)
No caso particular (2.39) da equac¸a˜o (A.78), o u´ltimo termo e´ enta˜o:
d(ηF ) = DηF + (−1)D−3ηDF = 0 (A.80)
Sabendo que DF = 0 mostramos que a variac¸a˜o da ac¸a˜o e´ mesmo dada pela regra de
integrac¸a˜o dada em (2.39):
δ Tr
∫
BF = Tr
∫
DηF = (−1)D−2Tr
∫
ηDF = 0 (A.81)
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Apeˆndice B
Complementos sobre Quantizac¸a˜o
Canoˆnica
B.1 A quantizac¸a˜o do campo de Schro¨dinger
B.1.1 A ac¸a˜o de Schro¨dinger
Vamos comec¸ar da integral de ac¸a˜o I, que gera a equac¸a˜o de Schro¨dinger, e mostrar que
podemos obter a dinaˆmica da mecaˆnica quaˆntica descrita pelos comutadores, e mediante
a aplicac¸a˜o do teorema de Ehrenfest, obter a base da representac¸a˜o de Heisenberg:
I =
∫
M
L dtd3x , onde L = i~ψ∗ψ˙ − ~
2
2m
∇ψ∇ψ∗ (B.1)
Note que ψ e ψ∗ sa˜o campos independentes.
Enta˜o, o primeiro passo do me´todo e´ converter a nossa lagrangiana para uma hamiltoni-
ana.
Vamos escrever as equac¸o˜es de movimento de Lagrange em coordenadas generalizadas, que
seguem da variac¸a˜o da integral de ac¸a˜o:
d
dt
(
∂L
∂q˙n
) =
∂L
∂qn
e para passar para o formalismo
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hamiltoniano introduzimos as varia´veis de momento Pn, definidas por:
Pn =
∂L
∂q˙n
No caso da ac¸a˜o de Schro¨dinger, definimos os momentos conjugados aos campos ψ e ψ∗:
Π =
∂L
∂ψ˙
= i~ψ∗ (B.2)
Π∗ =
∂L
∂ψ˙∗
= 0 (B.3)
Que respeitam as relac¸o˜es fundamentais de comutac¸a˜o:
[ψ(~x), ψ∗(~y)] ≡ 0 [Π(~x),Π∗(~y)] ≡ 0 (B.4)
[ψ(~x),Π(~y)] ≡ δ3(~x− ~y) [ψ∗(~x),Π∗(~y)] ≡ δ3(~x− ~y) (B.5)
Note que os momentos na˜o sa˜o func¸o˜es independentes das velocidades, enta˜o va˜o existir
relac¸o˜es do tipo φm(q, P ) ≈ 0 que sa˜o chamadas v´ınculos prima´rios, no nosso caso:
φ1 ≈ Π− i~ψ∗ (B.6)
φ2 ≈ Π∗ (B.7)
Podemos agora escreverH = Pnq˙n−L e nossoH vai ser uma equac¸a˜o integral da densidade
hamiltoniana H =
∫
Hd3x:
H = Πnψ˙n − L = Πψ˙ +Π∗ψ˙∗ − i~ψ∗ψ˙ + ~
2
2m
∇ψ∇ψ∗
H = i~ψ∗ψ˙ + 0 · ψ˙∗ − i~ψ∗ψ˙ + ~
2
2m
∇ψ∇ψ∗
H = ~
2
2m
∇ψ∇ψ∗ (B.8)
So´ que esta hamiltoniana na˜o e´ unicamente determinada porque podemos adicionar qual-
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quer combinac¸a˜o linear de φ’s, que sa˜o zero. Escrevemos enta˜o Hc:
Hc = ~
2
2m
∇ψ∇ψ∗ + u1(Π− i~ψ∗) + u2(Π∗) (B.9)
As equac¸o˜es de movimento de Hamilton segundo o me´todo variacional sa˜o:
ψ˙n =
∂H
∂Πn
+ um
∂φm
∂Πn
(B.10)
Π˙n = − ∂H
∂ψn
− um∂φm
∂ψn
(B.11)
Usando o formalismo dos colchetes de Poisson, podemos reescrever estas equac¸o˜es para
que sejam da forma (sendo g uma func¸a˜o qualquer):
g˙ = [g,H] + um[g, φm] = [g,H + umφm] (B.12)
B.1.2 O Algoritmo de Dirac-Bergmann
Comec¸amos o Algoritmo de Dirac-Bergmann, primeiramente devemos verificar as condic¸o˜es
de consisteˆncia dos v´ınculos, trocando g por um dos φ’s. Um v´ınculo e´ dito consistente
quando este na˜o evolui no tempo, isto e´, colocando g˙ = 0 e g = φm:
[φm, H] + um′ [φm, φm′ ] ≈ 0
No caso de Schro¨dinger temos que fazer duas verificac¸o˜es, uma pra φ1 e outra para φ2:
[φ1, H] + u2[φ1, φ2] ≈ 0 (B.13)
[φ2, H] + u1[φ2, φ1] ≈ 0 (B.14)
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Enta˜o resolvemos os seguintes comutadores:
∫
d3y [φ1(~x), φ2(~y)] =
∫
d3y [Π(~x)− i~ψ∗(~x),Π∗(~y)]
=
∫
d3y [−i~ψ∗(~x),Π∗(~y)]
= −i~
∫
d3y δ3(~x− ~y)
= −i~ (B.15)
H e´ a integral:
~2
2m
∫
d3y∇ψ∇ψ∗ = ~
2
2m
∫
d3y{∇(∇ψψ∗) − ψ∗∇2ψ} ou sua conjugada,
enta˜o utilizamos o teorema de Stokes e exclu´ımos o primeiro termo (divergente) e ficamos
com −
∫
d3y ψ∗∇2ψ ou sua conjugada. Assim os comutadores sa˜o triviais:
[Π− i~ψ∗, H] = ~
2
2m
∇2ψ∗ (B.16)
[Π∗, H] =
~2
2m
∇2ψ (B.17)
Podemos enta˜o resolver explicitamente (13) e (14) de forma que:
u1 =
i~
2m
∇2ψ (B.18)
u2 = − i~
2m
∇2ψ∗ (B.19)
Note que u1 = u
∗
2. Ca´ımos no caso onde as condic¸o˜es de consisteˆncia impo˜em valores para
os coeficientes um e o algoritmo encerra.
B.1.3 A hamiltoniana total
Agora vamos supor que os u’s sa˜o desconhecidos e temos duas equac¸o˜es na˜o homogeˆneas
para u1 e u2, onde um sa˜o func¸o˜es de q e P .
um = Um(q, P )
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Como esta soluc¸a˜o na˜o e´ u´nica, podemos adicionar qualquer soluc¸a˜o Vm(q, P ) da equac¸a˜o
homogeˆnea associada a (13) e (14):
Vm′ [φm, φm′ ] = 0
Como queremos a soluc¸a˜o mais geral, devemos considerar todas as soluc¸o˜es Vam indepen-
dentes um = Um + vaVam em termos de va que sa˜o arbitra´rios.
A hamiltoniana total se escreve como:
HT = H + Umφm + vaVamφm = Hc + vaφa
HT =
i~
2m
∫
d3xΠ∇2ψ − Π∗∇2ψ∗ + vaφa (B.20)
Note que essa nova hamiltoniana total tem equac¸o˜es de movimento da forma g˙ ≈ [g,HT ].
Os v’s sa˜o coeficientes ou func¸o˜es arbitra´rias do tempo que satisfazem os requerimentos
para uma teoria dinaˆmica.
B.1.4 A classe de um v´ınculo
(ACHO QUE O COLCHETE COM H DEVE TAMBE´M SER FRACAMENTE NULO.
POR FAVOR VERIFIQUE.)¶
Olivier, no livro do Dirac [16] esta´ como definic¸a˜o o colchete de g e os φ apenas - Diego
08/02/10
Para desenvolver o algoritmo de Dirac-Bergmann, precisamos introduzir o conceito de
classe dos v´ınculos: Uma varia´vel dinaˆmica g(q, P ) e´ dita de primeira classe se
[g, φm] ≈ 0 (B.21)
Caso contra´rio g(q, P ) e´ dito ser de segunda classe. Vale ressaltar que apenas uma igual-
dade fraca e´ necessa´ria, isto e´, o resultado do colchete (B.21) pode ser uma quantidade
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fracamente nula, como um v´ınculo.
B.1.5 Os colchetes de Dirac
Observe que se fazemos g = φm′ na equac¸a˜o (B.21):
[φ1, φ2] = −i~δ3(~x− ~y) 6= 0
Enta˜o nossos v´ınculos sa˜o de segunda classe. A ide´ia por tra´s de quantizar uma teoria
com v´ınculos secunda´rios e´ que a pro´pria existeˆncia de v´ınculos secunda´rios significa que
existem graus de liberdade que na˜o sa˜o fisicamente importantes e podemos redefinir os
colchetes de Poisson em colchetes de Dirac. Primeiro formamos um determinante com os
v´ınculos de segunda classe φi ≡ χi:
det(∆) =
∣∣∣∣∣∣∣
0 [χ1, χ2]
[χ2, χ1] 0
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
0 −i~
i~ 0
∣∣∣∣∣∣∣ δ3(~x− ~y) = −~2δ3(~x− ~y) 6= 0
Como det(∆) 6= 0, a matriz ∆ pode ser invertida:
∆−1 =
 0 1i~
− 1
i~ 0
 δ3(~x− ~y)
Definimos o novo colchete como:
{ξ, η}D ≡ [ξ, η]−
∑
ss′
∫
d3xd3y[ξ, χs]∆
−1
ss′ [χs′ , η] (B.22)
Note que as propriedades e as equac¸o˜es de movimento associadas se sustentam com a
redefinic¸a˜o do colchete {g,HT} ≈ [g,HT ]. Antes de trabalhar com os novos colchetes
podemos colocar os χ ≡ 0. No caso de Schro¨dinger, significa que os dois v´ınculos podem
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ser tomados como igualdades fortes:
φ1 = 0 → Π = i~ψ∗ (B.23)
φ2 = 0 → Π∗ = 0 (B.24)
Isto significa que nossa hamiltoniana pode ser escrita como:
HT = H + vaφa
HT =
~2
2m
∫
d3x∇ψ∇ψ∗ + vaφa (B.25)
Como Π ∝ ψ∗ e Π∗ = 0, exclu´ımos o grau de liberdade Π e nossos comutadores funda-
mentais sa˜o:
{ψ(~x), ψ(~y)} = 0{ψ∗(~x), ψ∗(~y)} = 0 (B.26)
{ψ(~x), ψ∗(~y)} = δ
3(~x− ~y)
i~
(B.27)
E com isto terminamos o me´todo hamiltoniano de quantizac¸a˜o canoˆnica sobre a ac¸a˜o de
Schro¨dinger. Note que basta chamar os campos de operadores ψ → ψˆ para termos o
operador hamiltoniano HT → HˆT bem como as relac¸o˜es fundamentais de comutac¸a˜o da
mecaˆnica quaˆntica.
[xˆi, xˆj] = 0, [pˆi, pˆj] = 0, [xˆi, pˆj] = i~δij. (B.28)
Hˆ =
pˆ(~x)
2m
+ V (~x) (B.29)
Onde pˆ = −i~∇ e V (~x) e´ arbitra´rio.
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B.2 Construc¸a˜o do espac¸o de Hilbert cinema´tico
B.2.1 O espac¸o de fase cla´ssico
Seja um espac¸o de fase cla´ssico formado por coordenadas generalizadas (qα, Pα) com
α = 1, . . . , D cujo colchetes fundamentais se escrevem como [qα, Pβ] = δ
α
β . Os v´ınculos de
primeira classe sa˜o tais que Ca(q, P ) ≈ 0 com a = 1, . . . e obedecem [Ca, Cb] = F cab Cc.
O primeiro passo para quantizarmos este espac¸o de fase e´ definirmos os operadores autoad-
juntos qˆa e Pˆa com a´lgebra finita gerada pelo comutador, via princ´ıpio da correspondeˆncia:
[qˆa, Pˆb] = i~δab (B.30)
B.2.2 O espac¸o de Hilbert na MQ
Vamos construir um espac¸o de Hilbert cinema´tico Hk de representac¸a˜o desta a´lgebra.
Enta˜o seja qˆa e Pˆa operadores lineares autoadjuntos atuando em Hk, enta˜o ∀ |ψ〉 ∈Hk:
qˆ|ψ〉 ∈Hk (B.31)
Pˆ |ψ〉 ∈Hk (B.32)
Na Mecaˆnica Quaˆntica convencional temos em Hk:
qˆaψ(q) = qaψ(q) (B.33)
Pˆaψ(q) = −i~∂ψ(q)
∂qa
(B.34)
Temos que construir um espac¸o de Hilbert cinema´tico Hk de representac¸a˜o desta a´lgebra
ana´logo ao espac¸o de Hilbert da mecaˆnica quaˆntica, onde ψ(q) e´ uma func¸a˜o tal que∫
dAq|ψ|2 <∞, isto e´, ψ(q) precisa ser diferencia´vel e bem definida no subespac¸o S das
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func¸o˜es C∞ de decrescimento ra´pido.
O subespac¸o S ⊂Hk e se S e´ denso, S¯ =Hk. S¯ e´ chamado de fecho de S, que podemos
definir melhor a seguir:
Seja uma sequeˆncia de Cauchy |ψn〉, n = 1, . . . ,∞ tal que || |ψn〉 − |ψm〉|| → 0. Temos as
seguintes condic¸o˜es:
1. Hk e´ completo se todas as sequeˆncias de Cauchy ψn teˆm um limite ψ:
lim
n→∞
|| |ψn〉 − |ψ〉|| = 0 (B.35)
2. Se S na˜o e´ completo, definimos S¯, que e´ o conjunto de todos as sequeˆncias de Cauchy
de S.
3. Seja V e W dois espac¸os vetoriais onde V ⊂ W , W e´ completo e V e´ denso em W
se ∀ ~w ∈ W , existe um vetor ~v ∈ V tal que:
||~w − ~v|| < ε , ∀ ε > 0 (B.36)
Enta˜o, S e´ denso em S¯.
Na MQ preferimos fazer os ca´lculos em S pois devido a`s suas propriedades pode-se nele
aproximar de uma func¸a˜o de onda qualquer func¸a˜o C∞ de decrescimento ra´pido. Enta˜o o
procedimento do segundo passo de fato e´ construir um espac¸o S = Cyl e completar Cyl,
enta˜o Cyl =Hk.
B.2.3 Um espac¸o de estados f´ısicos
O terceiro passo do procedimento de quantizac¸a˜o e´ resolver os v´ınculos, isto e´, temos
definir um espac¸o f´ısico Hfis com os vetores que obedecem os v´ınculos:
|ψ〉 ∈Hk , tal que Ca|ψ〉 = 0 (B.37)
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A importaˆncia destes v´ınculos serem de primeira classe fica evidente aqui, pois os v´ınculos
devem obedecer as regras de comutac¸a˜o:
[Ca, Cb]|ψ〉 = CaCb|ψ〉 − CbCa|ψ〉 = F cab Cc|ψ〉 (B.38)
As vezes, o comutador dos v´ınculos gera uma anomalia Aab: [Ca, Cb] = F cab Cc +Aab que
na˜o e´ um v´ınculo. Isto acontece quando os v´ınculos sa˜o de segunda classe ou quando os
v´ınculos sa˜o de primeira classe mas possuem termos que sa˜o produtos de qˆ e Pˆ , o que na
mecaˆnica quaˆntica gera um problema de ordem dos operadores. No caso de um problema
de ordem, a anomalia pode ser eliminada fazendo uma combinac¸a˜o linear dos v´ınculos de
maneira que Aab, que sa˜o coeficientes que dependem da representac¸a˜o e dos grupos, se
anule.
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Apeˆndice C
Casos particulares
C.1 O modelo BF em (1 + 1) dimenso˜es
A ac¸a˜o do modelo BF vai ser:
S =
∫
d2xBIF I =
∫
d2xBI(dAI + f IJKA
JAK) (C.1)
Onde B e´ uma 0-forma e F e´ uma 2-forma. Em componentes:
S =
∫
d2xεµνBIF Iµν = Tr
∫
B ∧ F (C.2)
C.1.1 As simetrias do caso bidimensional
1. Simetrias do tipo YM infinitesimais:
 δA = Dω = dω + [A,ω]δB = [B,ω] (C.3)
Onde δA e´ como se transforma a conexa˜o e δB e´ como se transforma o campo. Esta
simetria vem do fato que δTr BF = Tr [BF, ω] = 0.
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2. Consideramos ainda as poss´ıveis simetrias do tipo-2:
 δA = 0δBD−2 = DηD−3 (C.4)
Ou seja, para D = 2, ηD−3 na˜o esta´ definido, enta˜o na˜o temos as simetrias do tipo-2.
C.1.2 O me´todo hamiltoniano
Comec¸amos expandindo os termos da ac¸a˜o:
εµνFµν = ε
01F01 + ε
10F10 = 2F01 = 2Ftx (C.5)
Onde Ftx = ∂tAx − ∂xAt +At ⊗Ax, enta˜o separando as coordenadas temporal e espacial
na ac¸a˜o, determinamos a lagrangiana:
S =
∫
dt
∫
dx(BI∂tA
I
x + A
I
tDxB
I) =
∫
dtL (C.6)
Os momentos va˜o ser:
AIt → ΠtI =
δL
δA˙t
≈ 0 (C.7)
AIx → ΠxI =
δL
δA˙x
= BI (C.8)
Ou seja, (C.7) e´ o v´ınculo prima´rio da teoria e (C.8) define o conjugado da varia´vel AIx
(mediante a aplicac¸a˜o do me´todo de quantizac¸a˜o canoˆnica de Dirac):
{AIx(x), BJ(y)} = δIJδ(x− y) (C.9)
O v´ınculo prima´rio gera um v´ınculo secunda´rio:
DxB
I ≈ 0 (C.10)
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Que e´ o u´nico v´ınculo secunda´rio que aparece neste caso unidimensional. A hamiltoniana
enta˜o e´:
H = −
∫
dxAItDxB
I (C.11)
Que gera o primeiro conjunto de simetrias (YM infinitesimais).
C.1.3 O espac¸o de Hilbert cinema´tico invariante
Como e´ o espac¸o cinema´tico neste caso? Tomamos Hcin = R × S1, enta˜o os grafos
Γ = {e1, e2, . . . , en} poss´ıveis neste espac¸o sa˜o os arcos do c´ırculo S1.
Figura C.1: Grafo Γ sobre o c´ırculo S1.
Quais destes grafos poss´ıveis sa˜o invariantes? Para construir invariantes temos que tomar
a transformac¸a˜o de uma holonomia, e sabemos que uma transformac¸a˜o de uma holonomia
age em pontos diferentes se a curva em que a holonomia esta´ definida for aberta. Enta˜o,
a invariaˆncia de calibre exige grafos fechados, enta˜o so´ temos uma possibilidade:
Γx = S1x (C.12)
Enta˜o nosso espac¸o Hcin possui uma base |Γx, j, α, β〉, onde x ∈ S1:
〈Γx, j, α, β|Γx, j′, α′, β′〉 = δjj′δαα′δββ′ (C.13)
Se os x sa˜o diferentes, na˜o necessariamente temos estados ortogonais, contudo devido a`s
permutac¸o˜es c´ıclicas poss´ıveis devido a invariaˆncia de trac¸o, os estados sa˜o ortonormais,
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e x e´ fixado.
Lembrando do estudo de ve´rtices, quando temos dois ve´rtices sobre um loop este pode
ser dividido em duas curvas de spins jk e jk+1 e vimos que a u´nica opc¸a˜o invariante e´
jk = jk+1, enta˜o temos que tomar spins iguais em todos os segmentos de um loop.
〈A|Γx, j, α, β〉 = R(j)βα [Ux[A]] (C.14)
Onde Ux[A] = Pe−
∮
S1 A = Pe−
∫ x
x dxAx .
O espac¸o Hfis vai ser descrito por uma base |j〉, onde:
〈A|j〉 = Ψj[A] = Tr (P [e−
∮
S1 A](j))
= Tr (R(j)(Ux[A])) (C.15)
Onde R(j)(Ux[A]) sa˜o chamados de caracteres, que e´ o invariante associado a` representac¸a˜o
j. Note que o trac¸o do caracter independe de x.
〈j|j′〉 = δjj′ (C.16)
∀ Ψ ∈Hfis : |Ψ〉 =
∑
cj|j〉 (C.17)
C.1.4 A construc¸a˜o de observa´veis sobre os estados f´ısicos
Agora vamos verificar se existem observa´veis no espac¸o Hfis, e queremos que estes ob-
serva´veis sejam invariantes de calibre:
O† = O (C.18)
Enta˜o para todo |Ψ〉 ∈Hfis,O|Ψ〉 ∈Hfis, logo O deve ser invariante de calibre uma vez
que |Ψ〉 ja´ o e´.
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Queremos que O se transforme sob uma transformac¸a˜o g(x) como:
O′(x) = g−1(x)O(x)g(x)! = O(x) (C.19)
Agora vamos buscar candidatos a observa´veis, enta˜o olhamos para a nossa teoria cla´ssica,
onde existem alguns campos ba´sicos e operadores proporcionais a eles. Na teoria cla´ssica
temos Ax(x) , B(x). Seja ² = ²
ITI , enta˜o:
 δAx = Dx² = ∂x²+ [Ax, ²]δB = [B, ²]
Uma possibilidade de observa´vel e´ o operador L:
L = Tr B ∧B = −1
2
BIBI (C.20)
δL = 0 (C.21)
Pois L e´ o produto de dois campos B, e δB = [B, ²], enta˜o:
δ(BB) = [B, ²]B +B[B, ²] = [BB, ²]
δTr (BB) = 0
Enta˜o L e´ invariante sobre permutac¸o˜es c´ıclicas. Outro candidato a observa´vel e´ o pro´prio
lac¸o de Wilson:
T = Tr Pe−
∮
Axdx ≡ Tr U [A,S1] (C.22)
Pode-se mostrar que no nosso caso δT = 0.
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C.1.5 A aplicac¸a˜o dos observa´veis T e L
Seja |Ψ〉 ∈Hcin:
〈A|Ψ〉 = f(U [A]) (C.23)
〈A|T |Ψ〉 = U [A] · f(U [A]) ∈Hcin (C.24)
No caso |Ψ〉 ∈Hfis:
〈A|Ψ〉 = f(Tr U [A]) (C.25)
〈A|T |Ψ〉 = Tr U [A] · f(Tr U [A]) (C.26)
Enta˜o T |Ψ〉 ∈Hfis, T e´ apenas um operador multiplicativo.
O operador L e´ um pouco mais complicado de definir pois B e´ um operador diferencial
dado por BˆI(x) = −i~ δδAIx(x) , enta˜o vamos ver o resultado da aplicac¸a˜o de Bˆ. Seja
|Ψ〉 ∈Hcin tal que |Ψ〉 = |j, α, β〉, enta˜o:
〈A|j, α, β〉 = Ψjαβ[A] = [Pe−
∮
dxAKx (x)TK ]αβ (C.27)
BˆI(x)Ψjαβ[A] = −i~ δ
δAIx(x)
Pe−
∮
dxAKx (x)TK (C.28)
Para fazer esta diferenciac¸a˜o vamos representar a exponencial como uma somato´ria, e
vamos decompor a integral em n intervalos e definir um ponto de base xp para o lac¸o,
para evitar problemas de ordenac¸a˜o com P :
Figura C.2: A decomposic¸a˜o dos limites de integrac¸a˜o do lac¸o da holonomia |Ψ〉.
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e
−
∮ xp
xp
A
= e
−
∫ xp
x
A
· e
−
∫ x
xp
A
(C.29)
Onde todos os A integrados no primeiro termo sa˜o posteriores a xp e todos do segundo
termo sa˜o anteriores a xp. Sobre xp (corte) temos A
Kp(xp) Enta˜o:
BˆI(x)Ψjαβ[A] = −i~ δ
δAIx(x)
∞∑
n=0
(−1)n
∫ 1
0
ds1
∫ s1
0
ds2 · · ·
∫ sn−1
0
dsn ·
·x˙(s1) · · · x˙(sn) · AK1(x1) · · ·AKn(xn) (C.30)
BˆI(x)Ψjαβ[A] = −i~
∞∑
n=0
N∑
p=1
δIKp ·
∫
dx1 · · ·
∫
dxp · · ·
∫
dxn ·
·AK1(x1) · · · δ(x− xp) · · ·AKn(xn) · T (j)K1 · · ·T
(j)
Kp
· · ·T (j)Kn (C.31)
Note que δIKpT
(j)
Kp
= T
(j)
I . Resolvendo a integral
∫
dxpδ(x − xp) = 1, nosso Bˆ vai ficar
enta˜o como:
BˆI(x)Ψjαβ = −i~ e
−
∫
γ2
dxAx
T
(j)
I e
−
∫
γ1
dxAx
(C.32)
Este operador na˜o e´ invariante de calibre. Enta˜o vamos aplicar novamente BˆI :
∑
I
BˆI(x)BˆI(x)Ψjαβ = −~2 e
−
∫
γ2
dxAx ∑
I
T
(j)
I T
(j)
I e
−
∫
γ1
dxAx
(C.33)
So´ que
∑
I
T
(j)
I T
(j)
I = (T
(j))2 = −j(j + 1)1, enta˜o:
∑
I
BˆI(x)BˆI(x)Ψjαβ[A] = ~2j(j + 1)Ψjαβ[A]
(BIBI)(x)|j, α, β〉 = ~2j(j + 1)|j, α, β〉 (C.34)
Que e´ um operador invariante de calibre. Este operador e´ ana´logo ao operador momento
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angular ~J da Mecaˆnica Quaˆntica, que gera autovalores para a base |j,m〉:
~J2|j,m〉 = ~2j(j + 1)|j,m〉 (C.35)
Enta˜o, no espac¸o cinema´tico, nosso operador L corta a holonomia em duas e adiciona
um operador T 2 entre elas. Para projeta´-lo no espac¸o f´ısico, vamos tomar o trac¸o da
expressa˜o:
B2(x)|j〉 = ~2j(j + 1)|j〉 (C.36)
Enta˜o, L(x)|j〉 = B2(x)|j〉 ∈Hfis ∀ j ≥ 0 e e´ independente de x.
Enta˜o, nossos estados f´ısicos |j〉 ∈ Hfis sa˜o invariantes sobre transformac¸o˜es de calibre
(gauge) e sobre transformac¸o˜es gerais de coordenadas (difeomorfismos), e fomos capazes de
encontrar observa´veis, tais como T e L, que atuam sobre o espac¸o f´ısico, isto e´, compartil-
ham com nossos vetores as invariaˆncias sobre transformac¸o˜es de calibre e difeomorfismos.
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