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We investigated the distinction between two kinds of “Complexity equals Action”(CA) conjecture
counting methods which are separately provided by Brown et al. and Lehner et al. separately. For
the late-time CA complexity growth rate, we show that the difference between two counting methods
only comes from the boundary term of the segments on the horizon. However, both counting methods
give the identical late-time result. Our proof is general, independent of the underlying theories of
higher curvature gravity as well as the explicit stationary spacetime background. To be specific, we
calculate the late-time action growth rate in SAdS black hole for F(Ricci) gravity, and show that
these two methods actually give the same result. Moreover, by using the Iyer-Wald formalism, we
find that the full action rate within the WDW patch can be expressed as some boundary integrations,
and the final contribution only comes from the boundary on singularity. Although the definitions of
the mass of black hole has been modified in F(Ricci) gravity, its late-time result has the same form
with that of SAdS black hole in Einstein gravity.
I. INTRODUCTION
Quantum computational complexity theory is used to
figure out what the implications of quantum physics to
computational complexity theory are [1]. This theory
never played a crucial role in gravitational physics until
Susskind noticed one thing that there is a relationship
between complexity and the deep inner structure of the
stretched horizon as well as the extreme long-time be-
havior of black holes. Moreover, the complexity would
determine what actions at one end of an Einstein-Rosen
bridge can send signals to the other end. Furthermore,
he argued that the difference between “easy” operators
and “hard” operators is related to the time evolution of a
certain measure of complexity which associated with the
stretched horizon of Alice’s black hole.[2]. Whereafter,
Susskind proposed the CV-conjecture and tried to build
a bridge of complexity and the volume of the Einstein-
Rosen bridge (ERB)[3, 4]. Roughly speaking, this duality
can be described by
C = V
G`AdS
, (1)
where V is the volume of the ERB.
Although CV-duality has a lot of excellent properties,
it also has some unsatisfactory features. For example,
one has to choose a length scale `. Meanwhile, there is a
lack of a clear argument for the reason why the maximal
volume slice should play the preferred role[5, 6]. Thus,
soon afterward, Susskind proposed “Complexity Equals
Action” conjecture which is also known as CA-duality.
This new “bridge” connect the complexity with the ac-
tion in bulk. Roughly speaking, this duality can be de-
scribed by
C = IWDW
pi~
, (2)
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where IWDW is the action within the WDW patch.
The CA duality not only owns all good properties
which the CV duality has but also gets rid of CA du-
ality’s drawbacks. So far, the CA-duality succeed in all
the shock wave tests which the CV-duality passed before.
And, this is the reason why the CA-duality been widely
concerned. A lot of significant follow-up work has been
made by a number of brilliant physicist[7–41].
There are two kinds of the typical method proposed
separately by Brown et.al(BRSSZ)[5, 6] and Lehner
et.al(LMPS)[8], to calculate the holographic complexity
by CA duality. The BRSSZ method is put forward to
calculating the complexity growth rate at the late time
for CA duality. And the LMPS method is introduced to
evaluate the complexity itself as well as its time evolu-
tion. In general, they are not equivalent. For instance,
in the BRSSZ approach, there is no way to violate the
Lloyd’s bound, while it is shown that the bound is vio-
lated by LMPS method due to the fact that the complex-
ity growth approaches the bound at very late times from
above. However, as illustrated by some explicit cases,
these two methods will give the same CA complexity
growth rate result at the very late time.
Therefore, in this paper, we focus on these two kinds of
typical methods, and study the distinction between these
two methods. We show that the difference between the
two methods only comes from the boundary term of the
segments near the horizon for the late-time action growth
rate within the WDW patch. However, both counting
methods give the identical late-time result. After that,
we consider Schwarzschild anti-de Sitter (SAdS) black
hole in the F(Ricci) gravity and calculate its late-time ac-
tion growth rate by using Iyer-Wald formalism[42]. Then,
we show the late-time limits of the action growth rate by
these two methods actually give the same results.
The rest of this paper is structured as follows. In
Sec.II, we compare two methods firstly; then we show
they give the same complexity growth rate result at late
times. In Sec.III, we briefly review the Iyer-Wald formal-
ism in a general diffeomorphism covariant theory. Then,
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FIG. 1. Wheeler-DeWitt patch at the late time of spacetime
which shares the same Penrose diagram with SAdS black hole,
where the dashed line denotes the cut-off surface at the sin-
gularity, satisfying the asymptotic symmetries.
we calculate the action growth rate at late times for
F(Ricci) gravity by using two methods separately. In
the final Sec.IV, we conclude our paper with some dis-
cussions.
II. LATE-TIME COMPLEXITY GROWTH RATE
A. Comparing two methods of CA duality
As an example, firstly, we consider a stationary space-
time which shares the same Penrose diagram with the
SAdS black hole. The Wheeler-DeWitt(WDW) patch of
this spacetime can be illustrated in Fig.1. For the cor-
responding action S(tL, tR), there are two choices of the
time slice on the left and right boundaries. It is easy
to figure out that the action is invariant under the time
slices shifting. Namely, S(tL + δt, tR − δt) = S(tL, tR).
However, we prefer to study some nontrivial cases. Thus,
we vary the left asymptotic time left slice, meanwhile fix
the time on the right boundary. Consequently, this can
give us an opportunity to calculate the difference in the
action between these two WDW patches.
The WDW patch which is corresponding to the t0
is shown in dark color. S(t0) denotes the action for
this patch. Another patch corresponding to t0 + δt
is labeled by light color. Similarly, the action of this
patch is denoted by S(t0 + δt). Next, we will calculate
the difference of the action between these two patches
δS = S(t0 + δt)−S(t0), as illustrated in Fig.1 which can
be obtained by
δS = δS′ − δS , (3)
where δS′, δS denote the whole action (bulk action, sur-
face term and boundary term) for the region CD′E′E
and AA′CD separately.
According to the symmetries of this spacetime, one can
find that geometric of the whole region AA′CD is the
same as the BB′D′C. Whence, the action growth (3)
only comes from the total action of the region BB′E′E.
At the late time, the segment BB′ will shrink to the
horizon. Then, the segment BE and B′E′ can be related
by the time-translation symmetry. Thus, when we choose
the parameter on the null segment invariant under the
time evolution, it will not generate any effect on the total
action growth. Finally, except for the bulk contribution
from BB′E′E, there are only two surface contributions
survival, one is from the surfaceBB′ near the horizon and
the other one comes from S = EE′ near the singularity.
As suggested by Brown et.al in Refs.[5, 6], to evaluate
the surface contribution from BB′ near the horizon, one
can introduce a spacelike surface B, which is invariant
under the time-transformation, to take place the segment
BB′, and finally the surface contribution can be obtained
by the limit B → H.
On the other hand, Lehner et.al[8] also introduce an-
other counting method to evaluate this CA complex-
ity. They use the whole action containing the null sur-
face term and corner term to evaluate the action growth
within the WDW patch straightly. Same analysis, the
action growth also only comes from the region BB′E′E.
If we choose the affine parameter to the null generator
of the null segment, which will leave no contribution from
the null surface terms. We also make the null generator
of the right future null segment invariant under the time
transformation. Then, the part of action growth which
comes from the corner terms of E and E′, the countert-
erms from the null segment BE and B′E′ will vanish.
Moreover, since the horizon is generated by a killing vec-
tor, the counterterm from the null segment BB′ will also
vanish. Finally, the total contributions consist of the
volume contribution from the areas BB′E′E, the surface
contribution from the spacelike segment S, and the joint
contributions from the B and B′.
Lastly, the critical difference between the two methods
is as follows: In the Brown et.al calculation, the contribu-
tion which comes from the segment of the future horizon
BB′ to δS does not vanish, where we use the limit of a
spacelike segment to evaluate it. However this term plays
no role in the calculation of Lehner et.al, and take place
by two joints B and B′ on the horizon, but this contribu-
tion is canceled in Brown et.al method. Even so, in the
next subsection, we will show that the final computation
result is equal to a general higher curvature gravity.
One can verify that, for any stationary black hole, the
difference of this two methods only come from the seg-
ment of the horizon for the calculation of the late-time
complexity growth rate as shown in the last paragraph.
3B. Showing the equivalence for late-time action
growth rate
In this section, we show that the two methods will
give the same complexity growth rate result at the late
time. As shown in the last subsection, the difference be-
tween these two methods only comes from the boundary
and joints terms of the segments on the horizon. In the
Brown et .al computation, the null boundary contribu-
tion is taken as the limit of the non-null general Gibbons-
Hawking-York(GHY) surface term, i.e., we have
δI = lim
B→H
4
∫
B
ΨabKabdΣ , (4)
where Ψab = EacbdR ncnd is equiped with
EabcdR =
∂Lgrav
∂Rabcd
(5)
and the normal 1-form na of the segment B, Kab =
ha
c∇cnb is the extrinsic curvature of this surface, dΣ is
the volume element on the segment B.
Since the spacetime is well defined near the horizon
and EabcdR is constructed by gab and Rabcd, then, E
abcd
R
will be well defined as well. Considering two arbitrary
vectors ua and va with finite length, since n[aub] and
n[avb] are in proportion to the bi-normal on the subspace
span{na, ua} and span{na, va} separately. Then, n[aub]
and n[avb] will be well defined, which implies that
EacbdR nancucvd (6)
will be a finite quantity near the horizon.
For simplicity, we assume that the segment B can be
described by the scalar function χ =
√
ξaξa with the
killing vector ξa on the Killing horizon H. The Killing
horizon can be obtained by setting χ = 0. Note that χ is
an infinitesimal parameter near the horizon. The outer
directed normal vector of the segment B can be written
as
na = −α∇aχ = −αχ−1ξb∇aξb , (7)
Since Lξgab = 2∇(aξb) = 0, one can obtain
ξana = −αχ−1ξ(aξb)∇(aξb) = 0 . (8)
That is to say, ξa is the tangent vector on the segment B,
and as long as B is non-null surface, ξa and na are linear
independence. One can define the normal vector
ra = χ−1ξa . (9)
Then, for any point on the non-null segment B, the com-
plete relation can be shown as
δa
b = −nanb + rarb + γab . (10)
Where γa
b is independent with nan
b and rar
b. Using this
complete relation, we have
ΨabKab = Ψ
cdrcrdr
arb∇anb + 2Ψcdrcraγbd∇anb .
+ Ψcdγacγ
b
d∇anb
(11)
For the first term, in virtue of Lξdχ = dLξχ = 0, one
can find Lξnb = ξa∇anb − na .∇aξb = 0.
Then the first term of Equ.(9) can be written as
4Ψcdrcrdr
arb∇anb = χ−2Ψˆξaξb∇anb
= χ−2Ψˆnaξb∇aξb
= −α−1χ−1Ψˆnana
= α−1χ−1Ψˆ ,
(12)
where Ψˆ = 4Ψabrarb. To obtain the value of Equ.(9) on
the horizon, we like to introduce a special coordinate.
On the segment B(χ0), one can choose the coordinate
{λ, yA, A = 1, · · · , n−2} such that ( ∂∂λ)a = ξa is a Killing
field on the horizon. Then, the induce metric on this
segment can be described as
dsˆ2 = χ2dλ2 + 2NA(χ, y)dλdy
A + γAB(χ, y)dy
AdyB .
(13)
Note φ(p, η) as the diffeomorphism of the vector field
na. For any q = φ(p, η) ∈ B(χ) and p ∈ B(χ0), we can
define its coordinate as (χ, λp, y
A
p ). Using the relation
nana = −1, one can find
na = α(χ, y)−1
(
∂
∂χ
)a
. (14)
Then, the line element can be shown as
ds2 = −α(χ, y)2dχ2 + χ2dλ2 + 2NA(χ, y)dλdyA
+ γAB(χ, y)dy
AdyB .
(15)
According to the induced spatial line element (13), one
can obtain
dΣ =
√
χ2 −NANA√γdλdn−2y . (16)
On the horizon, ξa becomes the normal vector, i.e., we
have
lim
B→H
gab
(
∂
∂λ
)a(
∂
∂yA
)b
= lim
χ→0
NA(χ, y) = 0 . (17)
That is to say, NA is an infinitesimal parameter when
χ→ 0. So we can set
NA ∝ χjA , jA > 0 (18)
under the leading order approximation of χ. One can
verify that if jA ≤ 1, the Ricci-scalar function will diverge
when χ → 0. However, in this paper, χ = 0 denotes the
killing horizon where the curvature is well defined. That
is to say, to ensure the curvature finite on the Killing
horizon, we must have jA > 1. Then, under the leading
order approximation of χ, (16) becomes
dΣ = χ
√
γdλdn−2y . (19)
The extrinsic curvature can be written as
Kab =
1
2
Lnhab = 1
2α
∂hab
∂χ
. (20)
4Using the relation κ2 = limχ→0
(∇aξb∇aξb) with the sur-
face gravity κ on the horizon, one can obtain
α = −κ−1 . (21)
According to Eqs. (12), (16) and (21), the first term
contribution in (4) can be shown as
δI1 = −
∫
H
κΨˆ
√
γdλdn−2y . (22)
For the second term contribution
δI2 = 8 lim
χ→0
∫
B
Ψcdrcr
aγbdKab
= 8 lim
χ→0
∫
B
ΨcArcKλA
√
γdλdn−2y .
(23)
According to (20), one can obtain KλA =
∂χNA
2α . Using
(18), (23) becomes
δI2 = 0 . (24)
Similarly, the last term contribution is
δI3 = 4 lim
χ→0
∫
B
Ψcdγacγ
b
dKabdΣ
= 4 lim
χ→0
∫
B
ΨABKABχ
√
γdλdn−2y
= 4 lim
χ→0
∫
B
ΨAB
∂χγAB
2α
χ
√
γdλdn−2y .
(25)
If we assume that this term is non-vanish, i.e., under the
leading order of χ, we have
∂χγAB ∝ χl , l ≤ −1 , (26)
then, γAB ∝ χl+1 when l < −1 or γAB ∝ lnχ when
l = −1 will diverge. That is to say, this contribution also
vanishes, i.e., δI3 = 0.
Using above result, we have
δI = −
∫
H
Ψˆκ
√
γdλdn−2y , (27)
which is actually the surface term of the null boundary.
In [30], we have obtained the full boundary term which
contain the boundary term as well as the counterterm,
δIbdry =−
∫
B
Ψˆκ
√
γdλdn−2y −
∫
B
Θˆ ln (lctΘ)
√
γdλdn−2y
−
∫
C1
Ψˆη
√
γdn−2y +
∫
C2
Ψˆη
√
γdn−2y ,
(28)
where Θˆ = ∇a(kaΨˆ) = 1√γ ∂λ(Ψˆ
√
γ) and Θˆ = ∇aka =
1√
γ ∂λ(
√
γ) are the expansion scalar of the null genera-
tor with an arbitrary length scale lct, η = ln
(− 12k · l)
is the transformation parameter of the corner. This full
boundary action is invariant under the reparameteriza-
tion of the null generator ka of the null segment.
For investigating the action growth rate within WDW
patch at a late time, the counterterm contribution from
the null boundary which is a segment of the horizon will
vanish. We choose la as the affinely null generator of
the null boundary N satisfying Lξla = 0. Then, the
time derivative of this surface term and counterterms will
vanish. If we choose ξa as the null generator of the null
segment B, since Lξ (laξa) = 0, i.e., Lξη = 0, the corner
contribution from C also vanishes. Finally, the action
growth rate of the full action only comes from the null
surface term on the horizon, i.e.,
δIbdry = −
∫
H
Ψˆκ
√
γdλdn−2y
= −δt
∫
H
Ψˆκ
√
γdn−2y ,
(29)
which is obviously the result obtained from the BRSSZ
method. On the other hand, since the full action is in-
variant under the reparameterization of the null gener-
ator. We can also choose the affine parameter to the
null generator ka of the null segment B, then, this null
surface term will vanish. The non-vanish contribution
only comes from the corner term C, which is actually
the progress proposed by Lehner et.al. This affine null
generator ka can be written as ka = e−κλξa. The trans-
formation parameter can be shown as
η(λ) = ln
(
−1
2
k · l
)
= −κλ+ ln
(
−1
2
ξ · l
)
, (30)
then, we have
δIbdry = −
∫
C1
Ψˆη
√
γdn−2y +
∫
C2
Ψˆη
√
γdn−2y
= −δt
∫
H
Ψˆκ
√
γdn−2y ,
(31)
which gives the same result as (27) by the BRSSZ
method.
Moreover, this result reveals that the difference be-
tween these two methods only comes from the boundary
term of the segments on the horizon for the calculation
of late-time rate. However, both counting methods give
the identical result.
III. THE LATE-TIME ACTION GROWTH RATE
FOR F(RICCI) GRAVITY
A. Iyer-Wald formalism
We consider a diffeomorphism covariant theory on
an n-dimensional oriented manifold M, where the La-
grangian n-form L = L is supposed to be constructed
locally out of the metric gab, other matter fields ψ, as
well as the symmetrized covariant derivatives of the cor-
responding Riemann tensor Rabcd and ψ, with  the vol-
ume element compatible with the metric on the manifold
M[42]. We use φ = (gab, ψ) to denote all dynamical fields
and perform a variation of L, which leads to
δL = Eδφ+ dΘ(φ, δφ), (32)
5whereE = 0 correspond to the equations of motion of the
theory, and Θ is called the symplectic potential (n− 1)-
form. The symplectic current (n − 1)-form ω is then
defined by
ω(φ, δ1φ, δ2φ) = δ1Θ(φ, δ2φ)− δ2Θ(φ, δ1φ), (33)
where δ1 and δ2 denote the variations with respect to
different parameters.
The Noether current (n − 1)-form Jζ associated with
an arbitrary smooth vector field ζa is defined as
Jζ = Θ(φ,Lζφ)− ζ ·L, (34)
where we replace δ by Lζ in the expression of Θ and the
‘dot’ represents the contraction of ζa into the first index
of L. A simple calculation gives
dJζ = −ELζφ, (35)
which indicates dJζ = 0 when the equations of motion
are satisfied. On the other hand, as shown in [43], the
Noether current (n−1)-form can also be expressed in the
following form
Jζ = Cζ + dQζ . (36)
Here Qζ is the so-called Noether charge associated with
ζa and Cζ = ζ · C are interpreted as the correspond-
ing constraints of the theory, which vanish when the
equations of motion are satisfied. As shown in [42], this
(n− 2)-form can always be expressed as
Qζ = Wcζ
c +Xcd∇cζd , (37)
where (
Xcd
)
c3···cn = −E
abcd
R abc3···cn ,(
W d
)
c3···cn = 2∇cE
abcd
R abc3···cn .
(38)
B. Late-time action growth rate
Considering the F (Ricci) gravity, its corresponding
bulk Lagrangian form can be written as
L = F (Rab) .
In this paper, we only focus on a particular case of this
theory, where the SAdS black hole can be regarded as its
solution. The corresponding line element is given by
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2dΩ2k,n−2 (39)
where f(r) = r
2
L2 +k− ω
n−3
rn−3 is the blackening factor, with
the AdS curvature radius L. k = {+1, 0,−1} denotes
the (n−2)-dimensional spherical, planar, and hyperbolic
geometry individually. According to this metric, one can
find
Rab =
n− 1
L2
gab . (40)
Then, we can further obtain
W a = 0 (41)
and Ψˆ is a constant. For the action growth within the
WDW patch, the bulk contribution only comes from the
bulk region M = BB′E′E. At the late time, it can be
generated by the killing vector ξa =
(
∂
∂t
)a
through the
null hypersurface N = BE. Then, we have
δIbulk =
∫
M
L = δt
∫
N
ξ ·L . (42)
According to (34) and the relation Θ (gab,Lξgab) = 0, we
have
δIbulk = −δt
∫
N
dQξ = −δt
∫
B
Qξ − δt
∫
E
Qξ . (43)
By using the relation ∇aξb = κab with κ = f ′(rh)/2 on
the horizon, the first term can be written as
−δt
∫
B
Q = δt
∫
H
Ψˆκ
√
γdn−2y = δtΩk,n−2Φhκ . (44)
where we denote Φ(r) = Ψˆrn−2 and Φh = Φ(rh). For the
second term, we have
−δt
∫
E
Q = −δt
∫
Σ0
EabcdR ∇cξdabrn−2dΣk,n−2
= −1
2
δtΩk,n−2 lim
r→0
[
rn−2f ′(r)Ψˆ
]
= − (n− 3)
2
ΨˆΩk,n−2ωn−3δt ,
(45)
where we used the relation ∇aξb = − 12f ′(r)ab and Ψˆ is
a constant on the horizon. According to (40), one can
find that Ψab =
1
4 Ψˆhab. Then, the surface term near the
singularity becomes
IS = 4
∫
S
ΨabKabdΣ
= Ψˆ
∫
S
KdΣ
= − (n− 1)
2
ΨˆΩk,n−2ωn−3δt ,
(46)
where we have used the expression
K = − 1
rn−2
√−f
d
dr
(
rn−2
√
−f
)
(47)
for the spacelike surface E (r = r) and let r → 0 in the
end.
Finally, we turn to evaluate the contribution from the
segment of the horizon. By using the BRSSZ method,
according to (4), we have
IH = 4 limB→H
∫
B
ΨabKabdΣ
= δtΩk,n−2 lim
r→rh
(
rn−2
√
−fΨˆK
)
= −δtΩk,n−2Φhκ .
(48)
6And we can see that this term will counteract the bulk
boundary term from the null joint B on the horizon.
Next, we use the LMPS method to evaluate this con-
tribution. If we choose the affine parameter to the null
generator of the null segments. Then, the non-vanish
contributions only come from the joints B and B′. And
the null generators for the null segment DE and AD can
be chosen as k1a = ∇au and k2a = −∇av separately.
Here the null coordinates are defined as u = t + r∗(r)
and v = t − r∗(r) with r∗(r) = ∫ f−1dr. Then, we have
k1 · k2 = −2/f . The joint contribution becomes
δIjoint = IB′ − IB
= Ωk,n−2δr
∂
∂r
[Φ(r) ln (−f(r))]
∣∣∣∣
r=rB
= −Ωk,n−2δt
2
[Φ(rB)f
′(rB) + Φ′(rB)f(rB) ln (−f(rB))] ,
(49)
where we have used
δr = r′B − rB = −
1
2
f(rB)δt . (50)
At the late time, since rB → rh, we have
δIB = −δtΩk,n−2Φhκ , (51)
which exactly gives the same result as Eq.(48) by the
BRSSZ method. Combining these results, the action
growth rate can be written as
dI
dt
= −(n− 2)ΨˆΩk,n−2ωn−3 = 2M , (52)
where
M = − (n− 2)
2
ΨˆΩk,n−2ωn−3 (53)
is the ADT mass of the SAdS black hole in F(Ricci) grav-
ity.
IV. CONCLUSION
There are a lot of following works are proposed after
CA duality. It contains calculation methods and correc-
tion terms. There are two kinds of the typical method
proposed separately by Brown et.al(BRSSZ)[5, 6] and
Lehner et.al(LMPS)[8], to calculate the holographic com-
plexity with CA duality. In this paper, we showed the dif-
ferences between BRSSZ and LMPS methods of late-time
complexity growth rate, which come from the boundary
term of the segments on the horizon. And both count-
ing methods give an identical result of the late-time rate
for a general higher curvature gravity although they are
not equivalent for complexity itself. Our proof is uni-
versal, independent of the underlying theories of higher
curvature gravity as well as the explicit stationary space-
time background. To be specific, we calculated the action
growth rate for F(Ricci) gravity using these two methods
and showed their equivalency at the late-time complex-
ity calculation. Using the Iyer-Wald formalism, we show
that the bulk contribution can be written as two bound-
ary contributions connected to the Noether charge. And
the late-time rate only comes from the contributions from
the singularity for the SAdS black hole. Moreover, the
result of SAdS black hole in F(Ricci) gravity is consistent
with the result in Einstein gravity although the mass is
modified in F(Ricci) gravity.
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