Simple characters for principal orders in Mm(D)  by Grabitz, Martin
Journal of Number Theory 126 (2007) 1–51
www.elsevier.com/locate/jnt
Simple characters for principal orders in Mm(D)
Martin Grabitz
Institut für Mathematik, Humboldt Universität, Lehrstuhl Algebra und Zahlentheorie, Rudower Chaussee 25,
Berlin 10099, Germany
Received 17 November 2005; revised 6 April 2006
Available online 10 May 2007
Communicated by David Goss
Abstract
In this paper we give an alternative review over the subject of strata and simple characters as more
generally already considered in the references [P. Broussous, M. Grabitz, Pure elements and intertwining
classes of simple strata in local central simple algebras, Comm. Algebra 28 (11) (2000) 5405–5442] and
[V. Sécherre, Représentations lisses de Gl(m,D), I: charactères simples, Bull. Soc. Math. France 132 (3)
(2004) 327–396]. Finally, we prove the intertwining implies conjugacy property of simple characters as
known in the split case [C.J. Bushnell, P.C. Kutzko, The Admissible Dual of Gl(N) via Compact Open
Subgroups, Ann. of Math. Stud., vol. 129, Princeton Univ. Press, 1993].
© 2007 Elsevier Inc. All rights reserved.
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In this paper we wish to explain how to construct a simple character with aid of a simple
stratum, which is based on a principal order (Section 3), for an arbitrary local central simple
algebra (Section 5). Moreover, we match these characters between various algebras via gener-
alized transfer maps (Section 7; see also [VS1]). We give a proof of rigidity and refinement
of simple characters (Section 9). We show the ‘intertwining implies conjugacy property’ (Sec-
tion 10). Our way to construct the simple characters is a mixture of the approach of [Z5,Z6,
BK1]. From [Z7] we use the results about finite nilpotent rings (see Section 4) and by using the
methods of [Br2] we combine it with the results of [BK1]. We use the results of [BG] to ob-
tain so-called ‘special approximation sequences’ (Section 3), which can be used for the transfer
of simple characters (Section 7), to prove certain group identities (Section 8) and to prove the
intertwining implies conjugacy property (Section 10). We are able to extend the definition of a
ps-character due to [BH] to the context of arbitrary simple algebras (Section 7). Sections 0–8 are
revised parts of my thesis [G3], and Sections 9 and 10 are new.
The constructions of simple characters of this paper are contained in the more general setting
of [VS1]. In [VS1] the underlying orders are all possible hereditary orders and embeddings of
all types in the sense of [BG] may appear. For our purpose of an intertwining implies conjugacy
result for simple characters, which we like to extend later also to simple types, principal orders
and sound embeddings in the sense of [F] are enough. The reason for restricting the degree of
generality comes from a heuristical argument involving the abstract matching theorem [BDKV]
which implies that the simple characters under consideration in this paper should be enough to
parametrize all Bernstein components containing discrete series representations. The exposition
is close to the notions of [BK1] and our results generalize those of the split case. For the con-
struction of types, we give a proof independent of [VS1] as our exposition immediately starts
with arguments concerning the problem of suitably good embedding as studied in [F,BG], be-
cause we need this for our main result. In this way we hope to give the reader an approach to the
main subject and to the understanding of our references.
0. Notation and preparations
For r ∈ R, we let [r] be the greatest integer less than or equal to r . Below we will also write
[r]1 as a short form of the maximum max{1, [r]}. Let F be a non-archimedean local field and A
a finite-dimensional central simple algebra over F . Let V be a left simple A-module. Then, V is
a right D = EndA(V )-vector space and
A  EndD(V )  Mm(D)
(where Mm(D) denotes the ring of m×m matrices in D). Denote by d the index of the division
algebra D (that is, dimF (D) = d2). Denote by oF ,oD, . . . the rings of integers of F,D, . . . , by
pF ,pD, . . . the respective unique prime ideals and by kF , kD, . . . the associated residual fields.
0.1. An oF -order A in A is a subring with the same unit element as A, which is a complete
oF -lattice in A. Here complete oF -lattice means that A is a finitely generated free oF -module
and contains an F -basis of the F -vector space A. We denote by P its Jacobson radical and by
KA its A× normalizer. Let A be a principal oF -order in A, i.e., P is a principal ideal. There
exists h ∈ KA such that P = hA = Ah and P is a fractional invertible ideal of A, i.e., there
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PP−1 = P−1P = A. The element h is also called a uniformizer of A and KA = 〈h〉A×, where
〈h〉 is the infinite cyclic group generated by h.
For a principal order A we set Uj (A) := 1+Pj for all j ∈ N. These groups lead to a filtration
KA ⊃ A× ⊃ U1(A) ⊃ U2(A) ⊃ · · · of normal subgroups of KA.
An oD-lattice chain in V is a family {Xj }j∈Z of complete oF -lattices in V that are right
oD-modules such that
(a) ∀j ∈ Z, Xj  Xj+1,
(b) ∃r ∈ N, ∀j ∈ Z, XjpD = Xj+r .
The number r is called the period of {Xj }j∈Z.
0.2. One knows from [BF] that A is principal iff there exists a (unique up to a translation of the
index) oD-lattice chain {Xk}k∈Z in V such that A = EndoD {Xk}k∈Z = {x ∈ A | ∀k ∈ Z, xXk ⊂
Xk} and such that for all k ∈ Z: dimkD(Xk/Xk+1) = mr =: s and r, s are invariants of the A×-
conjugacy class of A which are called the period and the invariant, respectively.
0.3. Fixing an isomorphism A  Mm(D) and identifying A with Mm(D), by [R, 39.14] we find
g ∈ A× such that
gAg−1 =
⎛⎜⎝
(oD) (pD) · · · (pD)
(oD) (oD) · · · · · ·
· · · · · · · · · (pD)
(oD) · · · · · · (oD)
⎞⎟⎠ ,
where (oD), as well as (pD), mean s × s-matrices, the lower-diagonal and diagonal blocks
having entries in oD and the upper-diagonal blocks having entries in pD .
We also have
gPg−1 =
⎛⎜⎜⎜⎝
(pD) (pD) · · · (pD) (pD)
(oD) (pD) · · · · · · · · ·
· · · (oD) · · · · · · · · ·
(oD) · · · · · · (pD) · · ·
(oD) · · · · · · (oD) (pD)
⎞⎟⎟⎟⎠ .
Consequently, we have
A/P 
r⊕
i=1
EndkD(Xi−1/Xi)  Ms(kD)r
which recovers r , s in terms of Wedderburn’s Theorem applied to A/P.
If A is given in normal form 0.3, then, for the simple A-module V := Dm (column
vectors), we can choose the numbering of the chain {Xj }j∈Z such that ∀j ∈ Z, tXj =
plD((
⊕k
i=1(
⊕s
μ=1 pD))⊕(
⊕r
i=k+1(
⊕s
μ=1 oD))), where k, l ∈ Z such that j = lr+k, 0 k < r ,
and t (·) means the set of transposed vectors.
4 M. Grabitz / Journal of Number Theory 126 (2007) 1–510.4. Let νP(0) := ∞ and for x ∈ A \ {0} let νP(x) := max{j ∈ Z | x ∈ Pj }, then νP fulfills all
axioms of a valuation except that νP(x · y) νP(x) + νP(y) with equality iff x or y is in KA.
The element h as in 0.1 can then be considered as an uniformizer for the almost valuation νP
(compare with [Be]).
1. Strata and duality
Let ψF be a character of F+ with conductor pF and let ψA := ψF ◦ TrdA/F , where Trd
denotes the reduced trace. From [BF] we know that the pairing A×A → C×, (x, y) → ψA(xy)
allows us to identify the additive group A with its Pontrjagin dual. Let us define the dual of any
subset S of A by
1.1. S∗ := {a ∈ A | ψA(sa) = 1, for all s ∈ S}.
If u ∈ Z, we have
1.2. (Pu)∗ = P1−u
(see [BF] and take into account that ψF has conductor pF ). For all integers n 1 and n > ν 
[n2 ], we have a canonical isomorphism of groups:
1.3. Uν+1(A)/Un+1(A) → Pν+1/Pn+1,
induced by the map 1 + x → x. In particular, the quotient Uν+1(A)/Un+1(A) is finite abelian.
Its dual is isomorphic to P−n/P−ν via the map:
1.4. b +P−ν → ψ×b ∈ Uν+1 ̂(A)/Un+1(A), ψ×b (1 + x) := ψ×A,b(1 + x) := ψA(bx).
Moreover, for n > ν  0, we have a canonical isomorphism of groups:
1.5. P−n/P−ν → ̂Pν+1/Pn+1
via the map
1.6. b +P−ν → ψ+b , ψ+b (x) := ψ+A,b(x) = ψA(bx).
1.7. Notation. For later purposes we set S⊥ψ
+
b := {x ∈ P | ∀s ∈ S: ψ+b (xs − sx) = 1} for any
subset S of P.
As in [Br1, 1.1.3] we define:
1.8. Definitions.
(i) A stratum in A is a quadruple [A, n, ν, b], where
(a) A is a principal oF -order in A;
(b) n and ν are integers with ν  n; hence, P−ν ⊂ P−n;
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(ii) Two strata [A, n, ν, bi], i = 1,2, are said to be equivalent if b1 − b2 ∈ P−ν .
From the isomorphism 1.4, it is clear that the equivalence classes of strata of the form
[A, n, ν, b] parametrize the dual of Uν+1(A)/Un+1(A) if n  1 and n > ν  [n2 ]. We de-
fine the formal intertwining of the stratum [A, n, ν, b] as the set IA×[A, n, ν, b] := {x ∈ A× |
x−1(b + P−ν)x ∩ (b + P−ν) = ∅}, which in the case of n > ν  [n2 ] is the same as the inter-
twining IA×((ψ×b )|Uν+1(A)) of our character (ψ
×
b )|Uν+1(A) (see the introductory remark to 5.8
below). We need the following important lemma, which is a generalization of [BK1, 2.4.11]:
1.9. Lemma. Consider a stratum [A, n,n − 1, b] and suppose that IA×[A, n,n − 1, b] = A×,
then (b +P1−n)∩ F = ∅.
Moreover, if χ is a continuous character of Uν+1(A), where ν  0 and where χ is intertwined
by each element of G, then χ factors through the reduced norm NrdA/F :A× → F×.
Proof. The proof is left as an exercise to the reader or can be found in [G2] or [G3]. The argu-
ments are the same as in the split case only at a decisive point one has to use the Galois action of
a prime element πD of oD on kD  oD/pD to show that representants of strata taken from band
matrices as considered in the proof of [BK1, 2.4.11] (behind [BK1, 2.5.2]) can be chosen with
entries from representants of kF  oF /pF in oF . 
2. Pure elements and their canonical mappings
For a field extension E/F , we denote the inertial degree by f (E/F) and the ramification
index by e(E/F). We also call these numbers the invariants of the field extension. We denote
the greatest common divisor of two positive integers k, l by 〈k, l〉. We want to discuss briefly the
different notions of purity for principal orders, as discussed in [Z1,BG] (there also defined for
hereditary orders), or which can be deduced from Proposition 2.2 below.
2.1. Proposition. Let A be a principal oF -order in A, E/F an extension in A such that E× ⊂KA
and B := CA(E), then the following assertions are equivalent:
(i) KA ∩B =KA∩B and A∩B is a principal order;
(ii) for the maximally unramified subextension K/F in E/F the embedding K× ⊂KA is sound
in the sense of [F, 2.11a, 2.11b];
(iii) for the maximally unramified subextension L/F of E/F with a degree dividing d (i.e.,
[L : F ] = 〈f (E/F), d〉) the embedding L× ⊂KA is sound in the sense of [F, 2.11a, 2.11b];
(iv) there exists a maximal extension M/E in B/E such that M× ⊂ KA (i.e., the embedding
E× ⊂KA extends to a maximal one).
Here we use the notion of embedding as in [F] in the sense of containments of fields or groups.
Proof. The result is more or less a reformulation of results in [F,Z1]. Also [G1] may be consulted
for numerical questions concerning sound embeddings. The details are also in [G2] or [G3]. 
Remark. In the split case d = 1 condition (iii) is empty.
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last proposition enables us to extend the definition of a sound embedding of [F] from unramified
extensions to arbitrary extensions.
2.2. Proposition. Let K/F be an unramified extension in A/F and K× ⊂KA be a sound embed-
ding with the invariant d1 := d(1)(K) in the sense of [F, 2.12] and K/K ′/F be an intermediate
extension. Now if f := 〈f (K/F), d〉 and f ′ := 〈f (K ′/F ), d〉, then the embedding K ′× ⊂KA is
sound too and the invariant d ′1 := d(1)(K ′) of the latter embedding is given by d ′1 = 〈f ′, d1〉.
Proof. The first assertion is implied by [F, Theorem 2].
Let s, s′, s′′ be the invariants of A,A ∩ CA(K), A ∩ CA(K ′), respectively. By [F, The-
orem 2] we have d ′1 = s
′′[K ′ : F ]
s
, s′ = s·d1[K:F ] and by [Z1, Corollary 3, Proposition 1] s′′ =
〈s′[K :K ′], f ′·m[K ′:F ] 〉. If we plug the second-to-last equality into the last and then the last into
the third-to-last, then we obtain d ′1 = 〈d1, f ′ · r〉. By [F, 4.6] d1 is prime to r and this implies the
second assertion. 
Remark. With the notation of the proof of 2.2 we obtain the formula d(1)(K) = s′·[K:F ]
s
for the
invariant of a sound embedding. The main importance for this paper is that two unramified fields
of the same degree and embedded sound with the same embedding invariant are conjugated over
the normalizer of the corresponding principal order (see [F, Theorem 2(iii)]).
The latter result 2.2 also implies that in 2.1(ii), (iii) we have d(1)(K) = d(1)(L) and we may
associate an embedding invariant to each embedding E/F with respect to A which fulfills the
equivalent conditions of 2.1(i)–(iv). Moreover, taking subfields of fields embedded sound with
maximal possible invariant preserves maximality of the invariant. This enables us to use this
property in a similar manner as a type of embedding in the sense of [BG] or the notion of (e, f )-
purity in the sense of [Z1, Definition 4] (see the following Definition 2.4).
2.3. Definition.
(i) An embedding E/F in A/F with E× ⊂KA is called sound if it fulfills the equivalent con-
ditions of 2.1. The number d(1)(K) = d(1)(L) associated to a sound embedding by 2.1(ii),
(iii) and [F, 2.12] is called the invariant of the sound embedding.
(ii) An element β ∈ A is called A-pure if E := F [β] is a field extension in A/F such that
E× ⊂KA is sound embedded.
2.4. Notation. Let β ∈ A be an A-pure element, then β is called:
(a) (e, f )-pure, iff there exists a maximal field M/F in A/F with ramification index
e(M/F) = e and inertial degree f (M/F) = f such that M× ⊂KA and M extends F [β];
(b) τ¯ -pure, iff τ¯ is a type of embedding for A in the sense of [BG, 3.1(ii)] and β is τ¯ -pure in the
sense of [BG, 3.1(iii)];
(c) purest element, iff E := F [β] fulfills the equivalent condition of 2.1 and the invariant of
the sound embedding of E with respect to A is as large as possible under all such possible
embeddings.
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and with the same minimal polynomial over F are conjugated over KA. It is not hard to see that
the results of [BG, 4, 5] are valid for all notions of purity. In the following one always should
assume one of the notions (a)–(c) for all A-pure elements. In (a) one has to fix the pair (e, f ) for
a given A such that r = e〈e,d〉 = m〈m,f 〉 and in (b) one has to fix a type of embedding for a given
A such that there exists sound embeddings for this type (one has to note here that then not all
embeddings of this type must be sound, but we are only interested in sound embeddings). In (c)
one has to fix neither an invariant d1 nor the invariants of the field extension E/F , so that the
paper can be understood in an easiest way by replacing the notion of A-pure element always by
A-purest element. Nevertheless we leave here all possibilities open.
Let β be an A-pure element and E := F [β], then there exists a field extension M/E such that
the extension M/F is maximal in A/F and M× ⊂KA. Let B := CA(E) be the centralizer of E
in A and B := A∩B . By [Z1, Theorem 2] B is a principal order and β is (e(M/F),f (M/F))-
pure in the sense of [Z1, Definition 4]. Let Q be the Jacobson radical of B, then by [Z1,
Theorem 2] for all j ∈ Z we have Pj ∩ B = Q[
j+eA/B−1
eA/B
]
, where eA/B := 〈f (E/F), f (M/F)s 〉.
Clearly, eA/B only depends on the embedding of E and not on the special choice of M .
2.5. Notation. We call eA/B the ramification exponent of A over B and define a function
σA/B :Z → Z by σA/B(j) := [ j+eA/B−1eA/B ] for all j ∈ Z.
2.6. Lemma.
(i) For all j ∈ Z we have σA/B(1 − j) = 1 − σA/B(j).
(ii) For all j ∈ Z such that eA/B | j , we have σA/B([ j2 ] + 1) = [
σA/B(j)
2 ] + 1.
(iii) If r ′ is the period of B, r the period of A and d ′ is the index of B , then we have eA/B =
rd
r ′d ′e(E/F) .
Proof. The proof is by straightforward calculations. For part (iii) we generalize an argument of
the proof of [BG, 4.3.4] from unramified to arbitrary field extensions. 
The second main interest of this section is to introduce two canonical mappings associated to
an element which generates a field extension in A/F . As in [BK1, 1.3, 1.4] we define a tame
co-restriction and the adjoint map for β:
2.7. Definition. Let β be an element which generates a field extension E/F in A/F and let
B := CA(E).
(i) For all x ∈ A let aβ(x) := βx − xβ and we call the map aβ :A → A the adjoint map associ-
ated to β .
(ii) A tame corestriction sE with respect to E/F in A/F is a (B,B)-bimodule homomorphism
sE :A → B such that for all principal orders A such that E× ⊂KA is sound embedded, we
have sE(A) = A∩B .
As in [BK1, 1.3.4] one can prove (using Lemma 2.6(i) and 1.2 above):
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(i) Let ψF , ψE be continuous additive characters of F , E with conductors pF and pE , respec-
tively (E := F [β]). Define additive characters ψA, ψB of A, B as above in Section 1 with
respect to ψF , ψE , respectively. There exists a unique map sE :A → B such that in the no-
tion of 1.6 for all a ∈ A we have (ψ+A,a)|B = ψB,sE(a) and this map is a tame corestriction
with respect to E/F in A/F uniquely determined by the pair (ψF ,ψE).
(ii) For a principal order A such that E× ⊂ KA is sound embedded and all j ∈ Z we have
sE(P
j ) = QσA/B(j), where sE is as in (i) and P, Q are the Jacobson radicals of A, B,
respectively.
Moreover, as in [BK1] we obtain an infinite exact sequence:
2.9. · · · sE−→ A aβ−→ A sE−→ A aβ−→ · · · .
3. Simple strata and embeddings
Let us fix a simple left A-module V and identify A with EndD(V ), where V is a right
D  EndA(V )-vector space. Again let A be a principal oF -order in A as in the last section.
Let {Xj }j∈Z be the lattice chain of A in V as in 0.2, which means that A = EndoD({Xj }j∈Z).
Let A˜ := EndF (V ) and A˜ := EndoF ({Xj }j∈Z), then we have canonical embeddings A ↪→ A˜ and
A ↪→ A˜. Similarly as in [Br1, 1.1.7] we define:
3.1. Definitions.
(i) A stratum [A, n, ν,β] is said to be pure if β is A-pure and n = −νP(β), where P is the
Jacobson radical of A.
(ii) A pure stratum as in (i) is said to be simple if the associated stratum [A˜, n, ν,β] is simple
in the sense of [BK1, 1.5.5].
(iii) If K/F is an unramified extension in A/F such that K[β]/F is a field extension in A/F
and K[β]× is embedded sound into KA, then a pure stratum as in (i) is called K-special,
i.e., the stratum [A∩CA(K),σA/A∩CA(K)(n), σA/A∩CA(K)(ν),β] is pure too.
In fact, one can define a simple stratum in the same way as in [BK1, 1.5.5] if one generalizes
the notion of the critical exponent k0(β,A):
3.2. Definition.
(i) For all j ∈ Z we set (as in [BK1, 1.4.3]) Nj (β,A) := {x ∈ A | aβ(x) ∈ Pj }.
(ii) For an A-pure element β we let the critical exponent to be k0(β,A) := max{k ∈ Z |
Nk(β,A)  B+P}, where B := A∩CA(E).
To prove that the latter generalization makes sense, i.e., to see that a pure stratum [A, n, ν,β]
is simple iff ν < −k0(β,A), we have to make clear more of the details with respect to the con-
nection of the orders A and A˜. For this purpose we set B˜ := C ˜(E) and B˜ := A˜∩ B˜ . Moreover,A
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(or see [G0] for a proof):
3.3. Lemma. Let A = Mm(D), and V = Dm (column vectors) be the standard simple A-module,
then the isomorphism Mm(D)  EndD(V ) enables us to identify A via the canonical embedding
into A˜ = EndF (V ) and the canonical isomorphism A˜ = EndF (V )  EndD(V ) ⊗F Dop (where
(·)op denotes the opposite algebra structure of a given algebra) with the subset A ⊗ 1 of A ⊗F
Dop. In the same manner we have B˜ = EndE(V )  B ⊗ Dop and we can identify B with the
subset B ⊗ 1. Moreover, these canonical isomorphisms restrict for all j ∈ Z to isomorphisms
(i) P˜j ⊕d−1k=0 Pj+k·r ⊗oF π−kD oL, and
(ii) Q˜j ⊕d−1k=0 QσA/B(j+k·r) ⊗oF π−kD oL,
where L/F is an unramified field extension in D of degree d (i.e., L splits D).
Using this base representation of 3.3, we can show the following three results by straightfor-
ward arguments (proofs are in [G2] or [G3]):
3.4. Lemma. In the notation of 3.3 we have Nj (β ⊗ 1, A˜) = ⊕d−1k=0{x ∈ Pk·r | aβ(x) ∈
Pj+k·r} ⊗oF π−kD oL. In particular, we have Nj (β ⊗ 1, A˜)∩A = Nj (β,A).
We need a lemma which generalizes [BK1, 2.1.1]:
3.5. Lemma. If ν, j ∈ Z, then QσA/B(ν)Nj (β,A) = {x ∈ Pν | aβ(x) ∈ Pν+j }.
Now we see that the use of the two different kinds of critical exponents actually leads to the
same result:
3.6. Proposition. We have k0(β,A) = k0(β ⊗ 1, A˜).
As in the split case one can introduce the notion of a simple pair due to [BH, 1.5]:
3.7. Definition. A simple pair is a pair [ν0, β ′] of an integer ν0 and an element β ′ from an
algebraic closure of F such that ν0 < min{−νpE (β ′),−k0(β ′,A(E))}, where E := F [β ′] and
A(E) is the principal order in A(E) := EndF (E) with oF -lattice chain {pjE}j∈Z in the simple
A(E)-module E.
As in the split case the stratum [A, n, ν,β] is simple for all A-pure embeddings β of β ′ to A
(where we must assume now that [E : F ] | md) and all ν ∈ Z with ν0 = [ e(E/F)ν
rd
], where n =
−νP(β), P is the Jacobson radical of A and r is the period of A. Conversely, a simple stratum
[A, n, ν,β] leads to a simple pair [[ e(E/F)ν
rd
], β]. We also note that k0(β,A) = k0(β,A(E)) rde(E/F)
and νP(β) = νpE (β ′) rde(E/F) .
From [BG, 5.1] and its proof it is straightforward that each pure stratum [A, n, ν,β] is equiv-
alent to a simple stratum [A, n, ν, γ ] in the sense of 3.1. In fact, one can see from the proof of
[BG, 5.1, 5.4] that it could have been shown that (also see [G2] or [G3] for a hint to the proof):
10 M. Grabitz / Journal of Number Theory 126 (2007) 1–513.8. Proposition. Let [A, n, ν,β] be a pure stratum, K/F the maximally unramified subexten-
sion of the extension E/F . Let M/K be an unramified extension in A/F such that the stratum
[A, n, ν,β] is M-special. Let C := A ∩ CA(M), then there exists a C-pure element γ such that
the stratum [A, n, ν, γ ] is simple, M-special and equivalent to [A, n, ν,β]. Moreover, we have
F [γ ]ur ⊂ K and finally the stratum [C, n′, ν′, γ ] is simple as well as equivalent to [C, n′, ν′, β],
where n′ := σA/C(n) and ν′ := σA/C(ν).
Remark.
(i) From [BG, 5.1(ii)] we deduce that all pure strata [A, n, q, γ ] that are equivalent to
[A, n, q,β] such that [F [γ ] : F ] has minimal degree among all strata fulfilling the
same property are necessarily simple. Moreover, in this situation we have f (F [γ ]/F ) |
f (F [β]/F ) and e(F [γ ]/F ) | e(F [β]/F ).
(ii) From 2.6(iii) and in the notation of 2.5, 3.8 one deduces that if rd
e(E/F)
| q , then we have
q ′ = q
eA/C
.
The last proposition makes it possible to define the notion of an approximation sequence:
3.9. Definition. (A) Let [A, n, l, β] be a pure stratum, then the next jump of the stratum is the
smallest integer q that is greater than or equal to l and smaller than or equal to n such that there
exists a pure stratum [A, n, q, γ ] equivalent to [A, n, q,β] with the property that [F [γ ] : F ] <
[F [β] : F ].
(B) Let [A, n,0, β] be a simple stratum, then the last proposition enables us to find for each
integer q , where 0 q  n, a simple stratum [A, n, q, γ (q)] that is equivalent to [A, n, q,β] and,
of course, [A, n, q2, γ (q2)] is equivalent to [A, n, q2, γ (q1)] if q2  q1.
An approximation sequence for [A, n,0, β] is a sequence of simple strata [A, n, qi, γi], i =
1, . . . ,μ, μ ∈ N, where
(i) q1 = 0 and γ1 = β ,
(ii) qμ = n and γμ = 0,
(iii) qi+1 > qi is the next jump for the stratum [A, n, qi, γi] in the sense of (A) and, finally,
(iv) [A, n, qi+1, γi+1] is a simple stratum equivalent to [A, n, qi+1, γi] for i = 1, . . . ,μ− 1.
The numbers q1, . . . , qμ called the jumps of the approximation sequence.
(C) A sequence [A, n, qi, γi], i = 1, . . . ,μ, where we have q1 < q2 < · · · < qμ and μ ∈ N
and which fulfills (A)(i), (ii), (iv) and contains an approximation sequence for the simple stratum
[A, n,0, β] in the sense of (B) is called a weak approximation sequence for the simple stra-
tum [A, n,0, β] if we have rd
e(F [γi−1]/F ) | qi for all i = 2, . . . ,μ. Then we also call the numbers
q1, . . . , qμ the jumps of the weak approximation sequence.
Remark. From [BG, Theorem 5.1(ii)] and the construction it is clear that (if n > 0) such
an approximation sequence for [A, n,0, β] always exists and that the sequence of numbers
q1, . . . , qμ is the same for all approximation sequences. In fact, we have qi+1 = −k0(γi,A) for
i = 1, . . . ,μ− 2. In particular, all approximation sequences are weak approximation sequences.
3.10. Definition. A simple stratum [A, n,0, β] with n > 0 that has an approximation sequence
of length μ = 2 is said to be minimal over F .
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then it is easy to see that the stratum [A, n,0, γj ] is simple and has an approximation sequence
[A, n, qk, γk], k = j, . . . ,μ for j = 1, . . . ,μ − 1. In particular, the stratum [A, n,0, γμ−1] is
minimal over F . These facts enable us to introduce inductive arguments along an approximation
sequence as in [BK1].
The main statement of this section can be obtained inductively of the stronger version 3.8
of [BG, 5.1]:
3.11. Theorem/Corollary. Let K be the maximal unramified part of the extension E/F , M/K
be an unramified extension and [A, n,0, β] be a simple M-special stratum, where E := F [β].
Let C := CA(M) be the centralizer of M in A and let C := A ∩ C. Then by assumption the
embedding M× ⊂ KA is sound and, therefore, C is a principal order. Moreover, the stra-
tum [C, σA/C(n),0, β] is simple and in this situation, there exists an approximation sequence
[A, n, qi, γi], i = 1, . . . ,μ, for [A, n,0, β] with the following properties:
(i) K = F [γ1]ur ⊃ F [γ2]ur ⊃ · · · ⊃ F [γμ]ur, where F [γi]ur is the maximal unramified part of
the extension F [γi]/F for i = 1, . . . ,μ, and
(ii) [C, σA/C(n), σA/C(qi), γi], i = 1, . . . ,μ, is a weak approximation sequence for [C, σA/C(n),
0, β].
This special kind of approximations is not necessary for introducing simple characters, but one
can use such approximations for the later transfer of simple characters between various simple
algebras.
3.12. Definition. An approximation sequence as in 3.11 is said to be M-special or for M = K
simply special.
4. Orbit filters of additive characters and their stabilizers
Let A be a principal order and [A, n,0, β] be a simple stratum. Moreover, use the conventions
for E, B and B from Section 2. We define ψ+β as in Section 1. It generates a family of orbits
F(ψ+β ) := {(Uj (A)) ◦ ψ+β|Pj }j∈N, where Uj(A) ◦ ψ+β|Pj means the character orbit of ψ+β|Pj
under the adjoint action of Uj(A) and ψ+
β|Pj is the restriction of ψ
+
β to P
j
. In this section we
compute certain subgroups of KA which are determined by F(ψ+β ). In the next Section 5 we
want to use them to construct certain admissible pairs to representation filters of the descending
series U1(A) ⊃ U2(A) ⊃ U3(A) ⊃ · · · (see [Z2]) and in Section 7 we want to match them with
admissible pairs in other simple algebras with the later aim of generalizing the results of [SZ,Z3,
Z4]. The admissible pairs generate stable representation filters, and as in [Z5] (or [Z6]) we want
to obtain the associated groups as stabilizers of certain orbit filters associated with ψ+β . In [BK1]
the underlying Heisenberg characters are called ‘simple characters’ and we want to use the same
conventions. As in [Br2] we restrict ourselves to the split case by using similar constructions for
the canonical splittings, where we use the conventions of Section 3 above for A˜ and A˜.
Pay attention in the following to the notation [· · ·]1 at the beginning of 0.
Let us fix a weak approximation sequence [A, n, qi, γi], i = 1, . . . ,μ for [A, n,0, β].
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(i) Set J 1(ψ+β ) := StabU1(A)(F(ψ+β )), where U1(A) acts again by conjugation,
(ii) let 1 + J1(ψ+β ) := J 1(ψ+β ),
(iii) let H1(ψ+β ) := J1(ψ+β )⊥ψ
+
β ,
(iv) let H 1(β,A) := 1 +H1(ψ+β ),
(v) let J1(β,A) :=∑μi=1 P[ qi+12 ]1 ∩CA(γi),
(vi) let J 1(β,A) := 1 + J1(β,A) and, finally,
(vii) let H1(β,A) :=∑μi=1 P[ qi2 ]+1 ∩CA(γi).
Clearly, by definition, J1(ψ+β ) and H1(ψ
+
β ) are rings that are normalized by KB. From 1.2
we conclude that we have (Pi )⊥ψ
+
β = {x ∈ P | ∀y ∈ Pi : ψ+β (xy − yx) = ψ+aβ(x)(y) = 1} =
{x ∈ P | aβ(x) ∈ P−i+1} = P ∩ N−i+1(β,A) for all i ∈ Z; hence, from [Z5, 1.5] (using [Z7, 1.
Proposition 4]) or [Z6, 1.8] we obtain:
4.2. Lemma.
(i) J1(ψ+β ) =
∑∞
i=1 Pi ∩N−i (β,A), and
(ii) H1(ψ+β ) =
∑∞
i=1 Pi ∩N−i+1(β,A).
From these descriptions of the rings J1(ψ+β ), H1(ψ
+
β ) and the definition of a weak approxi-
mation sequence ((β − γi) ∈ P−qi and −aγi (CA(γi)) = {0} for i = 1, . . . ,μ) one easily deduces
the inclusions J1(β,A) ⊂ J1(ψ+β ) and H1(β,A) ⊂ H1(ψ+β ).
To see the opposite inclusion, let us consider the same situation in the split algebra A˜. For that
purpose let ψ˜+β := ψA˜,β be the additive character of the Jacobson radical P˜ of A˜ defined similarly
as ψ+β of P. By Lemma 4.2(ii) and [BK1] ((3.1.9)(i) with t = 2i − 1 for i = 1,2, . . . , its proof,
induction over the weak approximation sequence, and (3.1.2)) we have H1(β, A˜) ⊃ H1(ψ˜+β ).
By Lemma 4.2(i) and [BK1] ((3.1.10)(i) with t = 2i for i = 1,2, . . . , its proof, induction over
the weak approximation sequence and (3.1.2)) we have J1(β, A˜) ⊃ J1(ψ˜+β ). As the opposite
inclusions hold by the same argument as above, we deduce that H1(β, A˜) ∩ A = H1(ψ˜+β ) ∩ A
and J1(β, A˜)∩A = J1(ψ˜+β )∩A. Similarly as in [Br2] we conclude:
4.3. Proposition. We have H1(β,A) = H1(ψ+β ) and J1(β,A) = J1(ψ+β ). In particular, H 1(β,A)
and J 1(β,A) are groups that are normalized by KB. Moreover, the definitions of the latter
groups are, in fact, independent of the special choice of the fixed weak approximation sequence
[A, n, qi, γi], i = 1, . . . ,μ for [A, n,0, β].
To simplify notation it makes sense to extend the notion of the filtrations by powers of the
Jacobson radicals and by principal unit subgroups to the stabilizers of character orbit filters, their
orthogonals and the corresponding rings, respectively.
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H1(β,A) ∩ Pν+1, Jν+1(β,A) := J1(β,A) ∩ Pν+1, Hν+1(β,A) := H 1(β,A) ∩ Uν+1(A) and
J ν+1(β,A) := J 1(β,A)∩Uν+1(A).
Another important property follows easily by the explicit description of Lemma 4.2:
4.5. Lemma. For ν  0 we have
(i) Hν+1(β,A) is a two-sided ideal in Jν+1(β,A), and
(ii) Hν+1(β,A), Jν+1(β,A) are (B,B)-bimodules.
As an example of an inductive argument along the weak approximation sequence for
[A, n,0, β], we can generalize the propositions [BK1, 3.1.16] and [BK1, 3.1.22]. Following the
proofs of [BK1] argument by argument without great change and using arguments as in [Br2] to
obtain group inclusions for subgroups of A from the split case in A˜, we obtain:
4.6. Proposition. Let [A, n,0, β] be a simple stratum, q := −k0(β,A), B := A ∩ CA(β), Q :=
P∩CA(β) and sE :A → B be a tame corestriction, then we have:
(i) For 0 ν  q − 1 we have an exact sequence
Pq−ν ∩N−ν(β,A)+ J[ q+12 ]1(β,A) aβ−→
(
Hν+1(β,A)
)∗ sE−→ QσA/B(−ν) → 0.
(ii) For 1 ν  q we have an exact sequence
P1+q−ν ∩N1−ν(β,A)+H[ q2 ]+1(β,A) aβ−→
(
Jν(β,A)
)∗ sE−→ QσA/B(1−ν) → 0.
(iii) In particular, for 1 ν  [ q+12 ]1, we have an exact sequence
0 → QσA/B([ q2 ]+1) → H[ q2 ]+1(β,A) aβ−→ (Jν(β,A))∗ sE−→ QσA/B(1−ν) → 0.
5. Simple characters for principal orders
In this section we want to construct a KBJ 1(β,A) stable character θβ of H 1(β,A) with
the property that we have θβ((1 + x)(1 + y)(1 + x)−1(1 + y)−1) = ψ+β (xy − yx) for all
1 + x,1 + y ∈ J 1(β,A). By construction it is clear that the right-hand side of the equa-
tion defines a non-degenerate alternating form J1(β,A)/H1(β,A)× J1(β,A)/H1(β,A) → C×;
hence, the left-hand side defines a non-degenerate alternating form J 1(β,A)/H 1(β,A) ×
J 1(β,A)/H 1(β,A) → C×, too. Consequently, θβ determines a KBJ 1(β,A) stable Heisenberg
representation ηβ of J 1(β,A), which is the admissible pair, and which we referred to at the
beginning of the previous Section 4.
Let us be more definite now. Again, let [A, n,0, β] be a simple stratum and let us fix a weak
approximation sequence [A, n, qi, γi], i = 1, . . . ,μ. Further, let us use the notation for P, E, B ,
B and Q as in above Section 2. If n = 0, we set ηβ = θβ ≡ 1. Otherwise we have μ 2 and can
construct our simple character inductively along the weak approximation sequence.
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1+Q+P[ n2 ]+1 = U1(B)U [ n2 ]+1(A) and ψ×β is a character of U [
n
2 ]+1(A)/Un+1(A). Clearly, we
can restrict ψ×β to U [
n
2 ]+1(A)∩B = UσA/B([ n2 ]+1)(B) and using the duality 1.4 and Lemma 1.9
we see that this restriction of ψ×β factors through the reduced norm NrdB/E . Therefore it makes
sense to define the following:
5.1. Definition. If the stratum [A, n,0, β] is minimal over F , then a simple character θβ is a
character chosen as the unique character, which is defined by ψ×β on U [
n
2 ]+1(A) and by λβ ◦
NrdB/E on U1(B), where λβ is a character of U1(oE) such that (λβ ◦NrdB/E)|UσA/B([ n2 ]+1)(B) =
(ψ×β )|UσA/B([ n2 ]+1)(B).
From the latter definition it is clear that, in the minimal case, θβ is normalized by KB.
Now let [A, n,0, β] be an arbitrary simple stratum with n > 0 again. We can choose a simple
character θγμ−1 for the minimal stratum [A, n,0, γμ−1] and define a simple character θβ by an
inductive procedure along the weak approximation sequence for [A, n,0, β].
Clearly we do not lose anything of the generality of our arguments if we assume that a simple
character is already defined for γ2, . . . , γμ−1 and define θβ under the assumption of the knowl-
edge of a simple character θγ , where γ := γ2, because this is the inductionstep we are looking
for. Throughout this section let q := q2. Note that since H[ q2 ]+1(γ,A) is a (B,B)-bimodule nor-
malized by KB and because of Lemma 4.2, we have H 1(β,A) = U1(B)H [ q2 ]+1(γ,A) and each
factor of the right-hand side is normalized by KB. What we need for the inductive definition is
the proof of the following lemma:
5.2. Main Lemma. Assume that we have a simple character θγ of H 1(γ,A), then the character
(ψ×β−γ θγ )|H [ q2 ]+1(γ,A) is normalized by KB and, if restricted to H
[ q2 ]+1(γ,A) ∩ B , it factors
through the reduced norm NrdB/E .
The proof of the main lemma will be sketched behind 5.9 below. Note that by 1.9 this lemma
holds true if the stratum [A, n,0, β] is minimal over F , if we set θγμ ≡ 1 and H 1(γμ,A) :=
U1(A), where we already know that qμ = n and γμ = 0. Thus, under the assumption that
Lemma 5.2 holds true in general, the following definition (similar to [BK1, 3.2.3]) makes sense:
5.3. Definition.
(i) Suppose that a simple character θγ for the simple stratum [A, n,0, γ ] is already chosen,
then a simple character θβ for [A, n,0, β] is a character chosen as the unique charac-
ter, which is defined by (ψ×β−γ θγ )|H [ q2 ]+1(γ,A) on H
[ q2 ]+1(γ,A) and by λβ ◦ NrdB/E on
U1(B), where λβ is a character of U1(oE) such that (λβ ◦ NrdB/E)|UσA/B([ q2 ]+1)(B) =
(ψ×β−γ θγ )|UσA/B([
q
2 ]+1)(B)
. We also demand from a simple character that it is normalized
by the whole of KB.
(ii) Denote the set of all simple characters for [A, n,0, β] by C(β,A).
(iii) Denote the set of simple characters from C(β,A) restricted to Hν+1(β,A) by C(β, ν,A).
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proximation sequence [A, n, qi, γi], i = 1, . . . ,μ, we obtain a uniquely defined character λγi ,
i = 1, . . . ,μ, and conversely from the sequence {(γi, λγi )}i=1,...,μ we can recover simple char-
acters θγμ−1, . . . , θγ2 and finally θγ1 = θβ . Because we would like to follow the arguments in the
split case we have to remark here that in the split case [BK1] the construction starts from a set
C(β,n− 1,A) = {(ψ×)|Un(A)} with one element and then recursively constructs sets C(β, ν,A)
where the induction over ν starts from n− 1 and goes down to zero (also compare with 5.14 be-
low). Lemma 5.2 can then be stated as a statement on the surjectivity of a certain restriction map
5.10 below. Our strategy is now to take a simple character θβ from a hypotheticaly non-empty
set C(β, ν,A) of simple characters, where we have to fix an approximation sequence for a simple
stratum [A, n,0, β] and then we calculate the intertwining of (θβ)|Hν+1(β,A) inductively along
such an approximation sequence. The assertion 5.2 turns out to be, via 1.9, an assertion about
the intertwining and later on we find out that all the sets in question are non-empty and the def-
inition of a set C(β, ν,A) only depends on the equivalence class of the stratum [A, n, ν,β] and
is independent of a choice of a defining sequence for the stratum (see 5.11 below). Moreover, a
set C(β, ν,A) splits not into subsets of characters defined with respect to different approximation
sequences, contrary in 5.12 below it turns out that a given simple character can be constructed
along any given approximation sequence. In 8.10 below this will be used to give an explicit prod-
uct formula for an arbitrary but fixed given simple character but depending on the choice of an
approximation sequence.
5.4. Definition.
(i) A sequence {(γi, λγi )}i=1,...,μ as we obtain from the inductive definition of a simple character
θβ is called a defining sequence for θβ .
(ii) We denote by D(β,A) the set of all defining sequences for simple characters for the stratum
[A, n,0, β], where we also vary over all possible weak approximation sequences.
Clearly, a defining sequence for a simple character is not unique, as is up to equivalence a
weak approximation sequence [A, n, qi, γi], i = 1, . . . ,μ, for a simple stratum [A, n,0, β]. Until
proving Corollaries 5.11, 5.12 we have to fix our weak approximation sequence.
To prove our main Lemma 5.2, we first need a result about the intertwining of the simple
characters that already exist. Then the property that θβ is normalized by the whole of KB will
also follow, because KB normalizes H 1(β,A). To simplify notation, we sometimes assume that
there already exists a simple character for [A, n,0, β], if it is allowed according to our induction
argument.
5.5. Notation. For x, y ∈ P set [1 + x,1 + y] := (1 + x)(1 + y)(1 + x)−1(1 + y)−1.
First we prove the main property of simple characters which is a generalization of [Z5,
4.3 miii] or [Z6, 4.3 miii]:
5.6. Proposition. Let θβ be a simple character, then for all x, y ∈ J1(β,A) we have
θβ
([1 + x,1 + y])= ψ+β (xy − yx).
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the form (1+x) = (1+x1)(1+x2) and (1+y) = (1+y1)(1+y2), where 1+x1, 1+y1 ∈ U1(B)
and 1+x2,1+y2 ∈ U [ n+12 ]1(A). With these conventions we obtain θβ([1+x,1+y]) = θβ([(1+
x1)(1 + x2), (1 + y1)(1 + y2)]) = θβ((1+x1)[1 + x2,1 + y])θβ([1 + x1,1 + y]) = θβ([1 + x2,1 +
y])θβ([1 + x1,1 + y]), because, by construction, θβ is invariant under the adjoint action of KB.
Moreover, [1 + x1,1 + y] = 1 + (x1y − yx1)(1 + x1)−1(1 + y)−1 ∈ U [ n2 ]+1(A); hence, θβ([1 +
x1,1+y]) = ψ×β ([1+x1,1+y]) = ψ+β ((x1y−yx1)(1+x1)−1(1+y)−1) = ψ+β (x1y−yx1) = 1,
because ψ+β is trivial on Pn+1 and β commutes with x1. With the same kind of arguments we
have θβ([1+x2,1+y]) = θβ([1+x2,1+y1])θ((1+y1)[1+x2,1+y2]) = θβ([1+x2,1+y2]) =
ψ×β (1 + (x2y2 − y2x2)(1 + x2)−1(1 + y2)−1) = ψ+β (x2y2 − y2x2) = ψ+β (xy − yx), where the
latter equation again holds true because x1, y1 commute with β and 2[n+12 ]1 + 1 n+ 1.
So let us turn to the general case and assume that our assertion is true for θγ and, as above, we
can set 1 + x = (1 + x1)(1 + x2) and 1 + y = (1 + y1)(1 + y2), where x1, y1 ∈ Q and x2, y2 ∈
J[
q+1
2 ]1(β,A). As above we obtain θβ([1 + x,1 + y]) = θβ((1+x1)[1 + x2,1 + y])θβ([1 + x1,1 +
y]) = θβ([1+x2,1+y])θβ([1+x1,1+y]) = θβ([1+x2,1+y1])θ((1+y1)[1+x2,1+y2])θβ([1+
x1,1 + y]) = θβ([1 + x2,1 + y1])θβ([1 + x2,1 + y2])θβ([1 + x1,1 + y]). Again one has to use
similar arguments to prove the triviality of θβ([1 + x2,1 + y1]) and θβ([1 + x1,1 + y]). As an
example, we show that θβ([1 + x2,1 + y1]) = 1. By Lemma 4.5 [1 + x2,1 + y1] = 1 + (x2y1 −
y1x2)(1+x2)−1(1+y1)−1 ∈ H[ q2 ]+1(β,A) = H[ q2 ]+1(γ,A); hence, by induction we have θβ([1+
x2,1+y1]) = ψ×β−γ (1+(x2y1 −y1x2)(1+x2)−1(1+y1)−1)θγ ([1+x2,1+y1]) = ψ+β−γ (x2y1 −
y1x2)ψ+γ (x2y1 − y1x2) = ψ+β (x2y1 − y1x2) = 1. Here we also have to note that ψ+β−γ is trivial
on Pq+1. Finally, we obtain θβ([1 + x2,1 + y2]) = ψ+β−γ (x2y2 − y2x2)ψ+γ (x2y2 − y2x2) =
ψ+β (xy − yx), where the last equation again holds because x1 + x2 + x1x2 ≡ x2 (mod H1(β,A))
and y1 + y2 + y1y2 ≡ y2 (mod H1(β,A)) and Definition 4.1(i)–(iii). 
5.7. Corollary. If θβ is a simple character for the simple stratum [A, n,0, β], q := −k0(β,A) is
the next jump and 0 ν  q − 1, the (θβ)|Hν+1(β,A) is normalized by J 1(β,A).
Proof. Follows from the fact that J 1(β,A) normalizes Hν+1(β,A), Proposition 5.6 and the
definition of J1(β,A), H1(β,A), respectively. 
If θβ is a simple character, then x ∈ A× is said to intertwine (θβ)|Hν+1(β,A) with itself, iff
(θβ)
x
|x−1Hν+1(β,A)x∩Hν+1(β,A) = (θβ)|x−1Hν+1(β,A)x∩Hν+1(β,A), where (θβ)x(h) = θβ(xhx−1) for
x ∈ A× and h ∈ x−1Hν+1(β,A)x ∩ Hν+1(β,A). The set of all elements which intertwines a
character with itself is called for short the intertwining of the character.
The result on the intertwining of simple characters, which we need to prove our main
Lemma 5.2, is a generalization of [BK1, 3.3.2] and [Z5, 4.5] or [Z6, 4.5]:
5.8. Theorem. Let θβ be a simple character, q = −k0(β,A) and 0 ν  q − 1, then the inter-
twining of (θβ)|Hν+1(β,A) consists of the union of all double classes
B×//
(
1 +Pq−ν ∩N−ν(β,A)+ J[ q+12 ]1(β,A)
)
,
which have representants in B×.
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step to see what has to be changed.
The proof works by induction over the length of an approximation sequence for the sim-
ple stratum [A, n,0, β] used to define θβ . The induction starts with the case that [A, n,0, β],
[A, n, ν,β], respectively, are minimal, i.e., −k0(β,A) = n and the zero stratum [A, n,n,0] is
the only approximation which may cause a jump. In this case a simple character θβ is given for
ν  [n2 ] on Hν+1(β,A) = Uν+1(A) by ψ×β and the intertwining of this character is given by
the formal intertwining of the stratum [A, n, ν,β] (see the remark after 1.8). To calculate the
intertwining in this case one uses [Br1, 4.1.1] instead of [BK1, 1.5.8].
If ν < [n2 ], then we may use the product formula 8.9 and 8.10 below to decompose
(θβ)|Hν+1(β,A)(u1 · u2) = λβ ◦ NrdB/F [β](u1)ψ×β (u2), where u1 ∈ UσA/B(ν+1)(B),
u2 ∈ U [ n2 ]+1(A), B = CA(β) and B = A ∩ B . Because we know that J 1(β,A) normalizes
θβ by 5.7, the intertwining for ν < [n2 ] is asserted in the minimal case to be the same as
for ν = [n2 ] and to be contained in there, we only have to show that (θβ)|Hν+1(β,A) is inter-
twined by the whole of B×. As in the split case we observe that ψ×β as well as λβ ◦ NrdB/F [β]
are intertwined by the whole of B× and one has to see that x−1Hν+1(β,A)x ∩ Hν+1(β,A)
(x ∈ B×) can be written as a product like Hν+1(β,A) due to 8.9. This comes down to the iden-
tity x−1Hν+1(β,A)x ∩ Hν+1(β,A) = x−1QσA/B(ν+1)x ∩ QσA/B(ν+1) + x−1P[ n2 ]+1x ∩ P[ n2 ]+1
which can be obtained form the split case with aid of a canonical splitting as in 3.3, because the
left- and right-hand sides of the latter equation are the intersection of the left- and right-hand
sides of x−1 ⊗ 1Hν+1(β ⊗ 1, A˜)x ⊗ 1 ∩Hν+1(β ⊗ 1, A˜) = x−1 ⊗ 1Q˜ν+1x ⊗ 1 ∩ Q˜ν+1 + x−1 ⊗
1P˜ν+1x ⊗1∩ P˜ν+1 with A, respectively, where Q˜ is the Jacobson radical of A˜∩C
A˜
(β ⊗1) and
the rest of the notation is as in 3.3. The minimal case and thus the beginning of the induction,
have been done.
Let q be as above and assume q < n. Moreover, let [A, n, q, γ ] be a simple stratum equiv-
alent to [A, n, q,β] and first assume [ q2 ]  ν < q . By the recursive definition of the sim-
ple characters (θβ)|H [ q2 ]+1(β,A) = ψ
×
β−γ (θγ )|H [ q2 ]+1(γ,A), where H
[ q2 ]+1(β,A) = H [ q2 ]+1(γ,A)
(also see 8.9) and θγ is a simple character for the simple stratum [A, n,0, γ ]. Consequently,
(θβ)|Hq+1(β,A) = (θγ )|Hq+1(γ,A). We may assume by induction hypothesis that the intertwining
I q(γ ) of (θγ )|Hq+1(γ,A) is the union of all double classes CA(γ )×//(1 + Pt−q ∩ N−q(γ,A) +
J[
q+1
2 ]1(γ,A)), where t := −k0(γ,A). The next step of the proof is to show the following claim
which we formulate for later usage as a proposition:
5.9. Proposition. Let [A, n,0, β] be a simple non-minimal stratum and for a fixed l, 0 l  q
(q the next jump of our weak approximation sequence as above) let [A, n, l, γ ] be simple and
equivalent to [A, n, l, β]. Further, let t be the next jump of a weak approximation sequence
for [A, n,0, γ ] and let [ l2 ]  ν  q − 1. If θβ is a simple character for [A, n,0, β], which is
defined depending on a simple character θγ for [A, n,0, γ ] as in 5.3, and if x is an element
of a double class x¯ ∈ CA(γ )×//(1 + Pt−l ∩ N−l (γ,A) + J[ t+12 ]1(γ,A)), then we have for all
h ∈ x−1Hν+1(β,A)x ∩Hν+1(β,A)
θxβ (h) = θβ(h)ψ×x−1βx−β(h),
θxγ (h) = θγ (h)ψ×x−1γ x−γ (h).
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the notation q = r was used. However, for the purposes of [BK1, 3.3.20] the case of l < q has
to be dealt with too, which is in fact implicitly given in the proofs of [BK1, 3.3.5] and [BK1,
3.3.9]. Analogously, to prove 5.11 below, we need to show 5.9 for any l  q . Proceeding as
in [BK1] one has to generalize [BK1, 3.2.8]. We follow the proof of [BK1, 3.2.8] argument by
argument without great change and use arguments as in [Br2] (compare with 3.3–3.6) to obtain
group inclusions for subgroups of A from the split case in A˜.
We also use the fact that θβ and θγ are invariant under conjugacy by elements of this group
(see 5.7). 
In the same manner as in the split case, we use the latter claim 5.9 to show that the intertwining
of (θβ)|Hν+1(β,A) is I+ν (β) ∩ I q(γ ), where I+ν (β) = {x ∈ A× | x−1(β + Hν+1(β,A)∗)x ∩ (β +
Hν+1(β,A)∗) = ∅}.
The next step is to calculate I+ν (β) and we obtain the above formula for the intertwining
of the character (θβ)|Hν+1(β,A), where the containment of the above-stated set in I+ν (β) is easily
deduced as in the split case for the inverse containment one has to generalize [BK1, 3.3.12] where
we use arguments of the proof of 4.6(i) generalizing [BK1, 3.1.18]. We also use the biinvariance
of the set I+ν (β) under left and right multiplication with elements of J [
q+1
2 ]1(β,A) (see [BK1,
3.3.6]) and we have to replace [BK1, 3.1.13] by 4.5 as well as [BK1, 3.1.16] and its proof by its
generalization Proposition 4.6(i) (see proof of Lemma [BK1, 3.3.12]).
The final step is to show that the induction step, in the case of [ q2 ] ν < q , is now I+ν (β) ⊂
I q(γ ), where we use as in the split case the biinvariance of both sets under J [
q+1
2 ]1(β,A) and
finally to compare the formal intertwining of the strata [A, n, q,β] and [A, n, q, γ ]. For the latter
proposition, we again use the intertwining formula [Br1, 4.1.1] instead of [BK1, 1.5.8].
The case ν < [ q2 ] is similarly reduced to the case [ q2 ]  ν < q as in the minimal case.
Applying 8.9 and 8.10 below, we write (θβ)|Hν+1(β,A)(u1 ·u2) = λβ ◦NrdB/F [β](u1)ψ×β−γ (u2)×
(θγ )|H [ q2 ]+1(γ,A)(u2), where u1 ∈ U
σA/B(ν+1)(B), u2 ∈ H [ q2 ]+1(γ,A) and we recall that
Hν+1(β,A) = UσA/B(ν+1)(B)H [ q2 +1](γ,A). The intertwining is contained in those for
(θβ)|H [ q2 ]+1(β,A) and we would like to prove equality in our case. By 5.7 we can reduce as in
the split case to show that (θβ)|Hν+1(β,A) is intertwined by the whole of B×. Both factors in
our product representation are intertwined by the whole of B× so that we can end the proof by
writing x−1Hν+1(β,A)x ∩ Hν+1(β,A) as a product in the same manner as Hν+1(β,A) by 8.9
(see also the remark after 8.9). This can be reduced to the split case in the analog manner as in
the case of a minimal stratum.
The proof of the intertwining formula contains an alternative proof of 8.9 and 8.10, below,
but the calculations in 8.7 and 8.8 may also be useful for further calculations with respect to
β-extensions (see [BK1] for the definition in the split case, [VS2] for the general existence in the
non-split case and [G4] for applications). 
As a corollary we can now prove our main lemma:
Proof of Lemma 5.2. Using [Br1, 4.1.1] instead of [BK1, 1.5.8] and Proposition 5.9 instead of
[BK1, 3.3.9] we can use the same arguments as in [BK1] to generalize [BK1, 3.3.18] and obtain:
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equivalent to [A, n, q,β], then the map
C(β, ν,A) → C(γ, ν,A),
(θβ)|Hν+1(β,A) → (θβ)|Hν+1(γ,A)
(
ψ×β−γ )
−1
is bijective, where C(β, ν,A) and C(γ, ν,A) denote the sets of restricted characters (see 5.3(iii)).
In fact, our Lemma 5.2 is only a reformulation of 5.10. 
Following the arguments of [BK1], using Proposition 5.9 instead of [BK1, 3.3.9] and [Br1,
4.1.1] instead of [BK1, 1.5.8], we can generalize [BK1, Corollary 3.3.20] without great changes:
5.11. Corollary.
(i) The definition of the set C(β,A) is, in fact, independent of the special choice of a weak
approximation sequence for [A, n,0, β].
(ii) Let 0  l  q − 1, and let [A, n, l, β ′] be a simple stratum equivalent to [A, n, l, β], then
C(β ′, [ l2 ],A) = C(β, [ l2 ],A)ψ×β ′−β , where C(β ′, [ l2 ],A), C(β, [ l2 ],A) are the sets of re-
stricted characters as in 5.3(iii), in particular, the set of simple characters C(β, l,A) depends
only on the equivalence class of the simple stratum [A, n, l, β].
Note that in (ii) in the case l = 0, i.e., β − β ′ ∈ A, we have ψ×
β ′−β ≡ 1. In particular, the setC(β,A) depends only on the equivalence class of the simple stratum [A, n,0, β]. As a reformu-
lation of the last corollary we obtain:
5.12. Corollary.
(i) Let θβ be a fixed simple character for the simple stratum [A, n,0, β], then, for each
weak approximation sequence [A, n, qi, γi], i = 1, . . . ,μ, we can find a defining sequence
{(γi, λγi )}i=1,...,μ for θβ .
(ii) The above inductive procedure of defining a simple character as in 5.1, 5.3 leads to a
well-defined surjective map D(β,A) → C(β,A) from defining sequences (see 5.4) to sim-
ple characters.
For later purposes we need a proposition of [BF] which was published with a misprint. The
version of [BF, 2.8.3] that we use here is:
5.13. Lemma. Let A be a principal order with period r in a simple algebra A of index d . Let
eA/oF := r · d and let σA/oF :Z → Z be given by σA/oF (j) := [ j+eA/oF −1eA/oF ] for j ∈ Z, then
the restrictions of the reduced norm mapping NrdA/F induce surjective mappings Uj(A) →
UσA/oF (j)(oF ) for all j ∈ N.
Remark. Because the definition of σA/oF and σA/B is analogous, also the analogue of
Lemma 2.6(i), (ii) holds true for eA/oF and σA/oF .
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characters more obvious:
5.14. Proposition. If {λγi }i=1,...,μ is a defining sequence for a simple character
θβ ∈ C(β,A), then θβ determines the characters λγi on the groups Usi+1(oF [γi ]) with
si = [σA∩CA(γi )/oF [γi ](σA/A∩CA(γi )(qi ))2 ] for i = 1, . . . ,μ and, conversely, the restrictions of the λγi
to the latter groups for i = 1, . . . ,μ, determine θβ . Moreover, each sequence of continuations
{λ′γi }i=1,...,μ of these restrictions to the whole groups U1(oF [γi ]) for i = 1, . . . ,μ is a defining
sequence for θβ .
Proof. In the minimal case there is nothing to show because q1 = 0 and λγ2 ≡ 1; hence, θβ
determines its defining sequence uniquely. Suppose now that the assertion holds true for all
simple characters θγ ∈ C(γ,A), where γ = γ2 is the next approximation of the simple stratum
[A, n,0, β] of our given weak approximation sequence.
By 5.10 the defining character θγ of the inductive definition of θβ is uniquely determined on
H [
q
2 ]+1(γ,A), where we have q = q2. As H 1(γ,A) = U1(A ∩ CA(γ ))H [ q2 ]+1(γ,A) and θγ is
given on U1(A ∩ CA(γ )) by λγ ◦ NrdCA(γ )/F [γ ], we deduce from 5.13 that λγ is determined
by θβ on U [
σA∩CA(γ )/oF [γ ] (σA/A∩CA(γ )(q))
2 ]+1(oF [γ ]), whereas a twist of λγ by an arbitrary char-
acter of U1(oF [γ ])/U [
σA∩CA(γ )/oF [γ ] (σA/A∩CA(γ )(q))
2 ]+1(oF [γ ]) shifts θγ within C(γ,A) but has no
influence on θβ . Now our assertion follows by induction over the length of the approximation
sequence. 
6. Unramified base change for simple characters with underlying totally ramified simple
stratum
In this section we consider simple characters from a set C(β,A), where [A, n,0, β] is a simple
stratum such that F [β]/F is totally ramified. Our considerations on unramified base change are
in the split case a special variant of the base change constructions via types in [BH]. We will use
this in a similar way as for strata to split the algebra by means of an unramified scalar extension
and lift simple characters to the splitting.
6.1. Lemma. Let [A, n, ν,β] be a pure stratum in a central simple algebra A/F and E :=
F [β]. Let L/F be an unramified extension such that E ⊗F L is again a field, then the stratum
[A, n, ν,β] in A is simple if and only if the stratum [A⊗oF oL,n, ν,β ⊗ 1] in A⊗F L is simple.
Proof. By Definition 3.1(ii) and [BK1, 1.5.5] the stratum [A, n, ν,β] is simple if and only if
−k0(β, A˜) > ν, where A˜ is the principal order attached to the same lattice chain in a simple
A-module that is also a simple A˜-module and A˜ the canonical splitting of A as described at the
beginning of Section 3. By Proposition 3.6 we have k0(β,A) = k0(β, A˜) and with similar nota-
tions we have k0(β ⊗ 1,A ⊗oF oL) = k0(β ⊗ 1, ˜A⊗oF oL). Now, clearly, our assertion follows
from k0(β,A) = k0(β ⊗1,A⊗oF oL), which can be deduced from straightforward computations
using the fact that if P is the Jacobson radical of A, then P ⊗oF oL is the Jacobson radical of
A⊗oF oL. 
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extension, then there exists an extension ψL of ψF to L+ with conductor pL.
Proof. The character ψF can be identified with the sequence {ψF,i}i=0,1,2,... in the projec-
tive limit lim←− i=0,1,2,...p̂
−i
F /pF , where ψF,i := (ψF )|p−iF /pF for i = 0,1,2, . . . . Here the limit
is to be understood in such a way that a sequence {χi}i=0,1,2,... ∈ ∏i=0,1,2,... p̂−iF /pF is in
lim←− i=0,1,2,...p̂
−i
F /pF if and only if we have (χk)|p−lF /pF = χl for all l < k.
In the same way we define lim←− i=0,1,2,...p̂
−i
L /pL, and finding an extension ψL of ψF with
conductor pL is the same as finding a sequence {ψL,i}i=0,1,2,... ∈ lim←− i=0,1,2,...p̂−iL /pL such that
(ψL,i)|p−iF /pF = ψF,i for i = 0,1,2, . . . , where we regard p
−i
F /pF as a subgroup of p
−i
L /pL via
the natural embedding induced by the inclusions p−iF ⊂ p−iL for all i  0 and pF ⊂ pL (here we
have to use the assumption that the extension L/F is unramified).
We construct ψL inductively. First we extend ψF,0 to oL/pL to obtain ψL,0, which provides
the beginning of our induction. Now assume that for i  0 we have constructed extensions ψL,k
of the characters ψF,k for 0 k  i such that we have (ψL,k)|p−lL /pL = ψL,l for l  k and l, k ∈{0, . . . , i}.
Now let ψ ′ be an extension of ψL,i to p−i−1L /pL, then ψ ′|p−i−1F /pF
differs from ψF,i+1 by a
character χ of p−i−1F /p
−i
F , which can be extended to a character χ ′ of p
−i−1
L /p
−i
L . Now ψL,i+1 =
ψ ′χ ′ extends ψL,i as well as ψF,i+1 as required. 
6.3. Proposition. Let [A, n,0, β] be a simple stratum in a central simple algebra A/F and
E := F [β]. Assume that E/F is totally ramified. Let L/F be an unramified splitting field of A,
then the stratum [A ⊗oF oL,n,0, β ⊗ 1] is simple, H1(β ⊗ 1,A ⊗oF oL) = H1(β,A) ⊗oF oL.
Moreover, we assume that the simple characters C(β ⊗ 1,A ⊗oF oL) are defined with re-
spect to an additive character ψL with conductor pL of L, which extends ψF (which exists
by the above Lemma 6.2). The map C(β ⊗ 1,A ⊗oF oL) → C(β,A), induced by restricting
a character of H 1(β ⊗ 1,A ⊗oF oL) to the subset 1 ⊗ 1 + H1(β,A) ⊗ 1  H 1(β,A), is
then well defined and surjective. If [A, n, qi, γi], i = 1, . . . ,μ, is a weak approximation se-
quence for [A, n,0, β], then [A ⊗oF oL,n, qi, γi ⊗ 1], i = 1, . . . ,μ, is a weak approximation
sequence for [A⊗oF oL,n,0, β ⊗ 1], and if θβ⊗1 ∈ C(β ⊗ 1,A⊗oF oL) has a defining sequence
{(γi ⊗ 1, λγi⊗1)}i=1,...,μ, then {(γi, (λγi⊗1)|U1(oF [γi ]))}i=1,...,μ is a defining sequence for the re-
striction θβ ∈ C(β,A) of θβ⊗1. Moreover, to each fixed simple character θβ , each fixed defining
sequence {γi, λγi }i=1,...,μ to θβ and each fixed preimage θβ⊗1, we can find a defining sequence
{(γi ⊗ 1, λγi⊗1)}i=1,...,μ for θβ⊗1 such that {(γi, (λγi⊗1)|U1(oF [γi ]))}i=1,...,μ = {(γi, λγi )}i=1,...,μ.
Proof. Since E/F is totally ramified, E ⊗F L is a field and Lemma 6.1 applies to our weak ap-
proximation sequences for [A, n,0, β] and for [A⊗oF oL,n,0, β ⊗1]. By 4.1(vii) and as P⊗oF
oL is the Jacobson radical of A ⊗oF oL, the equation H1(β ⊗ 1,A ⊗oF oL) = H1(β,A) ⊗oF oL
is trivial. Let A¯ := A⊗F L, A := A⊗oF oL, B := CA¯(E ⊗F L) and B := A∩ B .
The proof again argues by induction. So first, we assume that [A, n,0, β] is minimal over F .
We have H 1(β ⊗ 1,A) = U1(B)U [ n2 ]+1(A) and H 1(β,A) = U1(B)U [ n2 ]+1(A). If θβ⊗1 is a
simple character of H 1(β ⊗ 1,A), then it is given by a character λβ⊗1 ◦ detB/E⊗ L on U1(B)F
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[ n2 ]+1(A), where we have to note that in the definition of this character as
in 1.4 appears detA⊗FL/L and ψL instead of TrdA/F and ψF . By the definition of a reduced norm
and a reduced trace, the restriction of θβ⊗1 to H 1(β,A) is given on U1(B) by (λβ⊗1)|U1(oE) ◦
NrdB/E and on U [
n
2 ]+1(A) by (ψ×
A¯,β⊗1)|U [ n2 ]+1(A) = ψ
×
β . Hence, the restriction of θβ⊗1 is a
simple character as asserted above.
Conversely, if θβ is a simple character of H 1(β,A) given by λβ ◦ NrdB/E on U1(B)
and by ψ×β on U [
n
2 ]+1(A), then it can clearly be extended to U1(B)U [ n2 ]+1(A) by ψ×
A¯,β⊗1
on U [ n2 ]+1(A). By Lemma 1.9, (ψ×
A¯,β⊗1)|U [ n2 ]+1(A)∩B factors through the determinant map
detB/E⊗FL and, by the definition of the reduced norm, λβ extends to a character λ¯β of
U1(oE⊗FL) such that (λ¯β ◦ detB/(E⊗FL))|U [ n2 ]+1(B) = (ψ
×
A¯,β⊗1)|U [ n2 ]+1(B). Therefore θβ extends
to a simple character of H 1(β ⊗ 1,A) and we have shown that our restriction map is surjective
in the minimal case.
So let us assume now that [A, n,0, β] has a weak approximation sequence with the
first approximation [A, n, q, γ ]. It is well known from [BG] that f (F [γ ]/F ) | f (E/F) and
e(F [γ ]/F ) | e(E/F) in this situation; hence, the extension F [γ ]/F is again totally ramified.
We have H 1(β ⊗ 1,A) = U1(B)H [ q2 ]+1(γ ⊗ 1,A) and H 1(β,A) = U1(B)H [ q2 ]+1(γ,A). If
θβ⊗1 is a simple character of H 1(β ⊗ 1,A), then it is given by a character λβ⊗1 ◦ detB/E⊗FL
on U1(B) and by ψ×
A¯,(β−γ )⊗1θγ⊗1 on H
[ q2 ]+1(γ ⊗ 1,A), where θγ⊗1 is a simple character of
H 1(γ ⊗ 1,A) and ψ×
A¯,(β−γ )⊗1 is defined as in the minimal case. By induction hypothesis, we
can assume that the restriction θγ of θγ⊗1 to H 1(γ,A) is again a simple character and ful-
fills the assertion about the defining sequences. The restriction θβ⊗1 to H 1(β,A) is given on
U1(B) by (λβ⊗1)|U1(oE) ◦ NrdB/E and on H [
q
2 ]+1(γ,A) by (ψ×
A¯,(β−γ )⊗1θγ⊗1)|H [ q2 ]+1(γ,A) =
(ψ×β−γ θγ )|H [ q2 ]+1(γ,A). Therefore, the restriction of θβ⊗1 is a simple character as asserted above.
Conversely, if θβ is a simple character of H 1(β,A) given by λβ ◦ NrdB/E on U1(B)
and by ψ×β−γ θγ on H [
q
2 ]+1(γ,A), where θγ is a simple character of H 1(γ,A), then it can
clearly be extended to U1(B)H [
q
2 ]+1(γ ⊗ 1,A) by ψ×
A¯,(β−γ )⊗1θγ⊗1 on H
[ q2 ]+1(γ ⊗ 1,A),
where θγ⊗1 is a simple extension of θγ , which exists by induction hypothesis. By Lemma 5.2,
(ψ×
A¯,(β−γ )⊗1θγ⊗1)|U [ q2 ]+1(B) factors through the determinant map detB|E⊗FL and, by the de-
finition of the reduced norm, λβ extends to a character λ¯β of U1(oE⊗FL) such that (λ¯β ◦
detB/(E⊗FL))U [ q2 ]+1(B) = (ψ
×
A¯,(β−γ )⊗1θγ⊗1)U [ q2 ]+1(B). Hence, θβ extends to a simple charac-
ter of H 1(β ⊗ 1,A) and by induction we have shown that our restriction map is surjective in the
general case.
Let Bi := A ∩ CA(γi), Bi := A ∩ CA¯(γi ⊗ 1) and o¯i the ring of integers of F [γi] ⊗F L for
i = 1, . . . ,μ, then, moreover, if θβ⊗1 is an arbitrary but fixed preimage of θβ and {λγi }i=1,...,μ is
a fixed defining sequence of θβ , the characters λ′γi⊗1 are uniquely determined on U
s¯i+1(o¯i ) with
s¯i = [σBi /o¯i (qi )2 ], by 5.14 and because of eA/Bi = 1 (see [G1, Theorem 2.2(i)]) for each defin-
ing sequence {λ′γi⊗1}i=1,...,μ with respect to our given approximation sequence [A, n, qi, γi ⊗1],
i = 1, . . . ,μ, and, conversely, these restrictions determine θβ⊗1. Obviously, as θβ⊗1 is a preim-
age of θβ , we have (λ′γ ⊗1)|Usi+1(o ) = (λγi )|Usi+1(o ), where si = [
σBi /oF [γi ] (qi ) ]. Therefore
i F [γi ] F [γi ] 2
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1(oF [γi ])U s¯i+1(o¯i ) and, finally, to char-
acters λγi⊗1 of U1(o¯i ) such that they coincide with the λγi on U1(oF [γi ]) for i = 1, . . . ,μ. Again
by 5.14 the sequence {λγi⊗1}i=1,...,μ is a defining sequence for θβ⊗1 as required. 
7. Transfer of simple characters between various algebras
In this section we match the simple characters between various algebras via generalized trans-
fer maps. The main result is Theorem 7.2. As a consequence we can extend the notion of a
ps-character introduced in [BH] to all central simple algebras. In this section let n > 0 again. To
prove the main result of this section, we need two propositions:
7.1. Proposition. Let [A, n,0, β] be a simple stratum in a central simple algebra A/F and
E := F [β]. Let K/F be the maximal unramified part of the extension E/F and M/K be an un-
ramified extension such that M[β] is a field. We furthermore assume that the stratum [A, n,0, β]
is M-special. Let C := CA(M) and C := A ∩ C, then the stratum [C, σA/C(n),0, β] is simple
and H 1(β,A) ∩ C ⊃ H 1(β,C). Moreover, we assume that the simple characters C(β,C) are
defined with respect to the additive character ψM := ψF ◦ TrM/F (where Tr denotes the usual
trace with respect to field extensions and the resulting character has conductor pM ). The map
C(β,A) → C(β,C) induced by restriction, is then well defined and injective. If [A, n, qi, γi],
i = 1, . . . ,μ, is an M-special approximation sequence for [A, n,0, β] and θβ,A ∈ C(β,A) has
a defining sequence {(γi, λγi )}i=1,...,μ, then {(γi, λγi ◦ NrdM[γi ]/F [γi ])}i=1,...,μ is a defining se-
quence for the restriction θβ,C ∈ C(β,C) of θβ,A. Finally, the image of the map is characterized
by the property that for a defining sequence {(γi, λ′γi )}i=1,...,μ of an element of the image, the
characters λ′γi factor through the norm NrM[γi ]/F [γi ] for i = 1, . . . ,μ (where Nr always denotes
the usual norm with respect to field extensions).
Proof. By the remark following 3.8 we know that eA/C | qi for i = 1, . . . ,μ; hence, from 4.1(vii)
and 2.6(ii) we obtain H1(β,A)∩C = (∑μi=1 P[ qi2 ]+1 ∩CA(γi))∩C ⊃∑μi=1(P[ qi2 ]+1 ∩CA(γi)∩
C) =∑μi=1 RσA/C([ qi2 ]+1) ∩ CC(γi) =∑μi=1 R[ σA/C(qi )2 ]+1 ∩ CC(γi) = H1(β,C), where R is the
Jacobson radical of C, as required. Let θβ,A be a simple character of H 1(β,A) and θβ,C its
restriction to H 1(β,C).
To prove the assertion about simple characters, let us use the method of induction along the
weak approximation sequence:
To start the induction correctly, we have to assume the same situation for β as for a first
approximation γμ−1; hence, that K ⊃ F [β]ur, where F [β]ur is the maximal unramified subex-
tension of F [β]/F , that K[β] is a field not necessarily equal to E and, finally, that the em-
bedding M[β]× ⊂ KA is sound (i.e., β is C-sound). If [A, n,0, β] is minimal over F , we have
H 1(β,A) = U1(B)U [ n2 ]+1(A) and H 1(β,C) = U1(B ∩ CB(M[β]))U [
σA/C(n)
2 ]+1(C). If θβ,A is
given on U1(B) by λβ ◦NrdB/E , then θβ,C on U1(B∩CB(M[β])) by (λβ ◦NrdB/E)|CB(M[β]) =
λβ ◦ NrM[β]/E ◦NrdCB(M[β])/M[β]. Moreover, because of (TrdA/F )|C = TrM/F ◦TrdC/M and
ψM = ψF ◦ TrM/F , we have that θβ,C is given on U [
σA/C(n)
2 ]+1(C) by ψ×CA(M),β , where ψ
×
CA(M),β
is defined similarly with respect to ψM as ψ×β with respect to ψF . It follows that θβ,C is a
simple character. As the norm mapping NrM[β]/E :U1(oM[β]) → U1(oE) is surjective (see for
example [Se, V, 3, Proposition 3]), as the reduced norm mapping NrdB/E :U1(B) → U1(oE) is
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CB(M[β])) → U1(oM[β]) is surjective too, we can recover θβ,A from θβ,C.
If, conversely, we start from a simple character θβ,C with defining sequence {(β,λ′β)} and
assume that it has the form λ′β = λβ ◦ NrM[β]/F [β], then, by Lemma 1.9, ψ×β is a char-
acter that factors on U [
σA/B(n)
2 ]+1(B) through the reduced norm NrdB/E and its restriction
to U [
σA/B∩CB(M[β])(n)
2 ]+1(C ∩ CA(M[β])) agrees with ψ×CA(M),β ; hence, with the restriction of
λβ ◦ NrM[β]/F [β] ◦NrdCA(M[β])/M[β].
Again we have (NrdB/E)|CB(M[β]) = NrM[β]/E ◦NrdCB(M[β])/M[β], (TrdA/F )|C = TrM/F ◦
TrdC/M and the maps NrM[β]/E :Ui(oM[β]) → Ui(oE) are surjective for all i  1 (see [Se,
V, 3, Proposition 3]). By 5.13, its concluding remark, eB∩CB(M[β])/oM[β] | σA/B∩CB(M[β])(n)
(by 2.6(ii)) and eB/oE | σA/B(n) (again by 2.6(ii)), we have surjective maps NrdCB(M[β])/M[β] :
U [
σA/B∩CB(M[β])(n)
2 ]+1(B ∩ CA(M[β])) → U [
σB∩CB(M[β])/oM[β] (σA/B∩CB(M[β])(n))
2 ]+1(oM[β]) and
NrdB/E :U [
σA/B(n)
2 ]+1(B) → U [
σB/oE
(σA/B(n))
2 ]+1(oE). Because of σB∩CB(M[β])/oM[β]
(σA/B∩CB(M[β])(n)) = −νpM[β](β) = −νpF [β](β) = σB/oE (σA/B(n)) and U [
σA/B(n)
2 ]+1(B) ∩
CB(M[β]) = U [
σA/B∩CB(M[β])(n)
2 ]+1(B ∩ CB(M[β])), we conclude that ψ×β can be given on
U [
σA/B(n)
2 ]+1(B) only by the restriction of λβ ◦ NrdB/E and θβ,C lifts to a simple character
θβ,A of H 1(β,A) with defining sequence {(β,λβ)} as required. Therefore the assertion is true in
the minimal case.
For the induction step let γ be the next approximation of β and q := −k0(β,A) be the next
jump. Furthermore, assume that K ⊃ F [β]ur and that K[β] is a field, which is not necessarily
equal to E. By the induction hypothesis we assume that the restriction θγ,C of a simple charac-
ter θγ,A of H 1(γ,A) to H 1(γ,C) is again simple and that one can recover θγ,A from θγ,C. We
have H 1(β,A) = U1(B)H [ q2 ]+1(γ,A) and H 1(β,C) = U1(B∩CB(M[β]))H [
σA/C(q)
2 ]+1(γ,C).
Again, as in the minimal case, if θβ,A is given on U1(B) by λβ ◦ NrdB/E , then θβ,C on U1(B∩
CB(M[β])) by λβ ◦ NrdM[β]/E ◦NrdCB(M[β])/M[β]. Also θβ,C is given on H [
σA/C(q)
2 ]+1(γ,C) by
ψ×CA(M),β−γ θγ,C; hence, θβ,C is a simple character. By induction and the same argument as in the
minimal case, we can recover θβ,A from θβ,C and obtain a well-defined injective map. Assuming
the equation σB∩CB(M[β])/oM[β](σA/B∩CB(M[β])(q)) = σB/oE (σA/B(q)), also the characteriza-
tion of the image of the map holds true by the same argument as in the minimal case if we use
5.2, take 5.14 in account and use the induction assumption that a simple character θγ,C with
defining sequence {(γi, λγi ◦ NrM[γi ]/F [γi ])}i=2,...,μ lifts to a simple character θγ,A with defining
sequence {(γi, λγi )}i=2,...,μ.
For the required equation we only have to note that by 2.6(iii) and e(M[β]/F ) = e(E/F), we
have eB∩CB(M[β])/oM[β]eA/B∩CB(M[β]) = rde(E/F) = eB/oEeA/B; hence, we are done. 
A further result 10.2 concerning the restriction map θβ,A → θβ,C will be obtained in Sec-
tion 10. It is used there as a tool to prove that intertwining implies conjugacy for simple charac-
ters.
For the rest of this section, let β be an element of an algebraic closure of F which gen-
erates a field extension E/F of finite degree, where we set E := F [β]. As in [BK1] let
A(E) := EndF (E) and A(E) := EndoF ({pjE}j∈Z). Further, assume that [0, β] is a simple pair,
i.e., 0 > νpE (β), k0(β,A(E)). Moreover, let K/F be the maximal unramified subextension of
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n0 := −νpE (β), then the strata [A(E),n0,0, β], [C(E),n0,0, β] are simple. The main result of
this section is a generalization of [BK1, 3.6.13]:
7.2. Theorem. Let A be a central simple algebra over F with the property that [E :F ] | N , where
N := √dimF (A) is the reduced degree of A. Moreover, let d be the index of A and write N = md .
Let A be a principal oF -order in A with invariant s and period r such that e(E/F) | rd and
f (E/F) | d¨s, where d¨ is the greatest divisor of d that is prime to r , i.e., E/F has an embedding
in A/F which is A-pure (see [G1, 1.9(iii)] with t = 1).
(i) Let ι :E ↪→ A be an F -embedding of E with E× ⊂ KA which is pure. Moreover, let
n = n0 rde(E/F) and if q0,i , i = 1, . . . ,μ, are the unique numbers coming from an approxima-
tion sequence [A(E),n0, q0,i , γi], i = 1, . . . ,μ for [A(E),n0,0, β], then set qi := q0,i rde(E/F)for i = 1, . . . ,μ. There exist embeddings ι1, . . . , ιμ such that [A, n, qi, ιi(γi)], i = 1, . . . ,μ, is a
special approximation sequence for [A, n,0, ι(β)] and ι1 = ι.
(ii) There exists a unique bijection τA(E),A,β,ι :C(β,A(E)) → C(ι(β),A) with the following
property:
If we are given a simple character θβ of H 1(β,A(E)), fix a defining sequence
{(γi, λγi )}i=1,...,μ, which comes from a special approximation sequence [A(E),n0, q0,i , γi] for
[A(E),n0,0, β] and fix embeddings ιi :F [γi] → A, i = 1, . . . ,μ, as in (i), then τA(E),A,β,ι(θβ)
is a simple character with defining sequence {(ιi(γi), λγi ◦ ι−1i )}i=1,...,μ.
Proof. (i) By [BG, 5.1 and its proof] and Theorem 3.11, respectively, we can find a special
approximation sequence [A, n, qi, γ ′i ], i = 1, . . . ,μ for [A, n,0, ι(β)]. Following the arguments
of the proof of [BG, 5.1] between [BG, 5.2] and [BG, 5.3], choosing a (W,E)-decomposition for
B˜ as in [BK1, 1.2.8] and using intertwining-implies-conjugacy arguments, we can choose γ ′2 in
such a way that it has the same minimal polynomial over F as γ2. Going along the approximation
sequence inductively, we obtain a choice of the γ ′1, . . . , γ ′μ with the same minimal polynomials
as the γ1, . . . , γμ over F ; hence, the maps induced by mapping γi at γ ′i for i = 1, . . . ,μ lead to
the embeddings ι1, . . . , ιμ as required.
(ii) If the map exists, then, obviously, it is uniquely determined by the property. For the ex-
istence we have to note that by Proposition 7.1 there exists a map C(β,A(E)) → C(β,C(E))
with a well-known description of simple characters in terms of defining sequences and being in-
jective. By Proposition 6.3 there exists a surjective map C(β ⊗ 1,C(E)⊗oK oL) → C(β,C(E)),
where L/K is an unramified splitting field of C. The latter map gives us the possibility to obtain
a defining sequence of an image from the defining sequence of a preimage.
If we choose to each image of the first map an arbitrary but fixed preimage with respect to the
second map, we obtain an injective map C(β,A(E)) → C(β⊗1,C(E)⊗oK oL) with the property
that, to a defining sequence {(γi, λγi )}i=1,...,μ of a preimage (coming from a special approxima-
tion sequence for [A(E),n0,0, β]), we obtain a defining sequence {(γi ⊗ 1, λγi⊗1)}i=1,...,μ of
the image such that (λγi⊗1)|U1(oF [γi ]) = λγi ◦ NrK[γi ]/F [γi ] for i = 1, . . . ,μ.
Now the embeddings ι1, . . . , ιμ induce embeddings ι′1, . . . , ι′μ of K[γ1 ⊗ 1]/K, . . . ,
K[γμ ⊗ 1]/K such that [C ⊗oF oL,σA/C(n), σA/C(qi), ι′i (γi ⊗ 1)], i = 1, . . . ,μ is a weak ap-
proximation sequence for [C⊗oF oL,σA/C(n),0, ι′1(β ⊗ 1)].
By [BK1, 3.6.13] we have a canonical bijection
τC(E)⊗o oL,C⊗o oL,β,0 :C
(
β ⊗ 1,C(E)⊗oK oL
)→ C(ι(β)⊗ 1,C⊗oK oL)K K
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described by the defining sequence {(γi ⊗ 1, λγi⊗1 ◦ ι′−1i )}i=1,...,μ.
Using Proposition 6.3 again, we obtain a simple character of H 1(β,C) with defining
sequence {(γi, (λγi⊗1 ◦ NrK[γi⊗1]/F [γi⊗1] ◦ ι′−1i )|U1(oK[γi ]))}i=1,...,μ and because of (λγi⊗1 ◦
NrK[γi⊗1]/F [γi⊗1] ◦ι′−1i )|U1(oK[γi ]) = λγi ◦ ι
−1
i ◦ NrK[ιi (γi )]/F [ιi (γi )] for i = 1, . . . ,μ also Proposi-
tion 7.1 applies again. By taking a preimage under the map C(ι(β),A) → C(ι(β),C), we finally
obtain a character of H 1(β,A) with defining sequence {(ιi(γi), λγi ◦ ι−1i )}i=1,...,μ as required.
Again, the last two steps do not depend on the special choice of embeddings and defining
sequences; hence, following the diagram
C(β,A(E)) res 7.1 C(β,C(E)) C(β ⊗ 1,C(E)⊗oK oL)res 6.3
[BK1]
C(ι(β),A) res 7.1 C(ι(β),C) C(ι(β)⊗ 1,C⊗oK oL),res 6.3
we obtain a map τA(E),A,β,ι with the asserted properties with respect to the embeddings and the
defining sequences. As the situation is completely symmetric, we can show the bijectivity by
constructing the inverse map. If we fix special defining sequences and embeddings, the last as-
sertion of 6.3 makes obvious that our map cannot depend on the special choices of the preimages
with respect to the horizontal surjective maps of our diagram; hence, we are done. 
The latter result enables us to generalize definition [BH, 8.2]:
7.3. Definition. To a simple pair [0, β] a ps-character is defined as a pair (θ,β), where
θ = {(A, ι,A) → θ(A, ι,A) ∈ C(ι(β),A)} is a simple character valued function as follows: to
each triple (A, ι,A) fulfilling the assumptions of Theorem 7.2, θ associates a simple character
of H 1(ι(β),A) such that τA(E),A,β(θ(A(E), κ,A(E))) = θ(A, ι,A), where κ is the canonical
embedding of E to A(E) = EndF (E).
Clearly, a ps-character is uniquely determined by a value on one triple and we have:
7.4. Corollary. Let θβ be a simple character of H 1(β,A(E)), then there exists a unique ps-
character (θ,β) such that θ(A(E), κ,A(E)) = θβ , where κ is the canonical embedding of E to
A(E) = EndF (E).
8. A special property of ps-characters
In the split case [BK1, 3.6] the transfer first has been characterized for a change of orders
within a given algebra, i.e., if (θ,β) is a ps-character which can be realized in A, then all possible
realizations are compatible. We consider here only the special case 8.11, where for realizations
θ1 ∈ C(β,A1) and θ2 ∈ C(β,A2) the intersection A1 ∩ A2 ∩ CA(β) is large enough to contain a
minimal order of CA(β). For the proof we need an explicit product formula for a simple character
which is stated in 8.10. This formula was applied already in the proof of the intertwining formula
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extensions (see [BK1] for the definition in the split case, [VS2] for the general existence in the
non-split case and [G4] for applications).
8.1. Lemma. Let A = Mm(D) be an arbitrary central simple algebra over F and K/F an
unramified extension in D/F . Let B be a principal order in B = CA(K) = Mm(CD(K)), which
is given in normal form (see 0.3), has period r ′ and has invariant s′ = m
r ′ . Then the unique
principal order A in A with A∩B = B and KA ∩B =KB has period r = r ′〈[K : F ],r ′〉 and there
exists a block monomial matrix g = P · M ∈ Mr ′(Ms′(D)), i.e., P ∈ Mr ′(Ms′(D)) is a block
permutation matrix, i.e., in each block column or block row is exactily one non-zero block with
entry the identity matrix Is′ and M = diag(d1Is′, . . . , dr ′Is′), where d1, . . . , dr ′ are powers of a
fixed prime element π of oD , such that gAg−1 is given in normal form 0.3 in A.
Proof. The proof is contained in the proofs of [G1, 3.2, 3.3]. 
8.2. Lemma. Let E/F be an extension in A,B := CA(E) and B a principal order in B with
period r ′ and Jacobson radical Q. Also let A be the unique principal order with A ∩ B = B
and KA ∩ B = KB, then in the notion of Definition 2.1, we have eA/B = 〈[E:F ],d〉〈〈[E:F ],d〉,e(E/F)r ′〉 .
In particular, the continuation of νQ by νP in the sense of almost valuations is unramified iff
〈[E : F ], d〉 | e(E/F)r ′, where P is the Jacobson radical of A.
Proof. This is left as an exercise to the reader or can be found in [G0, 2.1.4]. 
8.3. Lemma. Let E/F be an extension in A,B = CA(E) and B, B˜ principal orders in B with
periods r ′, r˜ ′, respectively, such that B˜ ⊂ B. Moreover, let A, A˜ be the unique principal orders
such that A ∩ B = B, KA ∩ B = KB, A˜ ∩ B = B˜ and KA˜ ∩ B = KB˜. Finally, assume 〈[E :
F ], d〉 | e(E/F)r ′ (by 8.2, i.e., eA/B = 1), then we also have A˜ ⊂ A.
Proof. Let K/F be the maximal unramified subextension of E/F such that [K : F ] | Ind(A) =
d , then 〈f (E/K), d¯〉 = 1, where d¯ := d[K:F ] is the Index of C := CA(K). Therefore, if we choose
an unramified splitting field L/K of C, the algebra E ⊗K L is a field. Moreover, if C and C˜ are
the unique principal orders such that C ∩ B = B, KC ∩ B = KB, C˜ ∩ B = B˜ and KC˜ ∩ B =
KB˜, respectively, then by [BK1, 1.2.1] C ⊗oK oL and C˜ ⊗oK oL have the same lattice chains as
B⊗oK oL, B˜⊗oK oL, respectively, in a simple B ⊗K L and C ⊗K L module. We can therefore
conclude from the inclusion B˜⊗oK oL ⊂ B⊗oK oL an inclusion C˜⊗oK oL ⊂ C⊗oK oL and then
an inclusion C˜ ⊂ C.
Since [K : F ] | d and Skolem–Noether theorem, we may assume up to an inner automorphism
of A = Mm(D) that K ⊂ D and we get C = Mm(Δ) with Δ := CD(K). Moreover, up to con-
jugacy by an element of C× we may assume that the orders C and C˜ are given in simultaneous
normal form. By [G1, 2.2] the period of C is r ′ e(E/K)〈e(E/K),d〉 ; hence, by assumption the situation of
[G1, 3.2] and its proof apply with t ′ = 1 and with respect to C and A. As the period of C must
divide the period of C˜ the same applies to C˜ and A˜.
So let {Y˜j }j∈Z be the lattice chain of C˜ in the simple C-module Δm (column-vectors) and π
be a prime element of oD that normalizes K . Moreover, let {X˜j }j∈Z be the lattice chain of A˜ in
the simple A-module Dm (column-vectors) and set f := [K : F ], then, by Eq. (7) in [G1] and
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f
k
πk , where
rˆ is the period of C˜.
Let h be a uniformizer for C˜ and let μ be the quotient of the period rˆ of C˜ and of the period
of C, then hμ is a uniformizer of C and, if we choose the numbering of the chain {Y˜j }j∈Z in such
a way that Y˜0 is an indecomposable C-module, then {Y˜jμ}j∈Z is the lattice chain of C in Δm.
Applying [G1, Eq. (7)] again, we see that A has the lattice chain {X˜jμ}j∈Z; hence, A˜ ⊂ A as
required. 
8.4. Lemma. Let [A1, n1,0, β], [A2, n2,0, β] be simple strata in the sense of 3.1(ii), B = CA(β),
B1 = A1 ∩ B and B2 = A2 ∩ B . Moreover, assume that there exists a minimal principal or-
der Bm contained in B1 and B2. Let Am be the unique principal order with Am ∩ B = Bm
and KAm ∩ B = KBm , i.e., when Pm, Qm are the Jacobson radicals of Am, Bm, respec-
tively, νPm is the unique continuation of νQm in the sense of almost valuations, then there
exist numbers q(1)1 , . . . , q
(1)
μ and q(2)1 , . . . , q
(2)
μ such that for any special approximation sequence
[Am,n′, q ′i , γi], i = 1, . . . ,μ, of [Am,n′,0, β] the sequences [A1, n1, q(1)i , γi], i = 1, . . . ,μ,
and [A2, n2, q(2)i , γi], i = 1, . . . ,μ, are special approximation sequences for [A1, n1,0, β] and[A2, n2,0, β], respectively.
Proof. Let the Qj be the Jacobson radicals of the Bj for j = 1,2, respectively, and let hm,h1, h2
be uniformizers for the almost valuations νQm, νQ1 and νQ2 , respectively, in particular, KBm =〈hm〉B×m, KB1 = 〈h1〉B×1 , KB2 = 〈h2〉B×2 . Then there exist natural numbers t1, t2 such that
h
t1
m = h1b1 and ht2m = h2b2, where b1 ∈ B×1 and b2 ∈ B×2 .
Let Cm, C1, C2 be the unique principal orders with Cm∩B = Bm,KCm ∩B =KBm , C1 ∩B =
B1, KC1 ∩ B = KB1 , C2 ∩ B = B2, KC2 ∩ B = KB2 to C := CA(K), where K = Eur is the
unramified part of the extension E/F and E := F [β]. When R1, R2 and Rm are the Jacobson
radicals of C1, C2 and Cm, then νR1 , νR2 and νRm are continuations of νQ1 , νQ2 and νQm in the
sense of almost valuations, respectively. By [G1, 2.2] these continuations of almost valuations
are unramified, i.e., hm, h1, h2, are also uniformizers for νRm , νR1 , νR2 , respectively. Also
8.3 applies to show Cm ⊂ C1,C2. Therefore, by [BG, 5.1(ii)] the strata [C1,−νR1(β),0, β],[C2,−νR2(β),0, β] and [Cm,−νRm(β),0, β] are all simple.
If now Am is as above in the assumptions of this lemma and [Am,n′, q ′i , γi], i = 1, . . . ,μ, is a
special approximation sequence as in 3.11 for [Am,−νPm(β),0, β], where Pm is the Jacobson
radical of Am, then there exist integers km1 , . . . , k
m
μ−1 such that
8.5. γi = hk
m
i
m ci ,
where ci ∈ C×m for i = 1, . . . ,μ − 1. Because of the equality νRm(β) = νRm(γi) for i =
1, . . . ,μ − 1 all exponents must be equal and we have km1 = · · · = kmμ−1 =: km. But because the
expressions in 8.5 are unique, C×m ⊂ C×1 , C×2 and β ∈ KC1,KC2 , we deduce that t1, t2 | km and
the γ1, . . . , γm must all be C1- and C2-pure. With aid of 3.9 we get, via q(1)1 = q(2)1 = 0, q(1)μ =
−νP1(β), q(2)μ = −νP2(β) and q(1)i+1 = −k0(γi,A1), q(2)i+1 = −k0(γi,A2) for i = 1, . . . ,μ − 2,
the required special approximation sequences [A1,−νP1(β), q(1)i , γi], [A2,−νP2(β), q(2)i , γi],
i = 1, . . . ,μ, for the simple strata [A1,−νP1(β),0, β], [A2,−νP2(β),0, β], respectively, where
P1 and P2 are the Jacobson radicals of A1 and A2, respectively, because they are common real-
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of [BG, 5.1(ii)], it follows that 3.11(ii) is fulfilled. 
8.6. Common assumptions and notations for 8.7, 8.8 and 8.9. Let [A1, n1,0, β], [A2, n2,0, β]
be simple strata in the sense of 3.1(ii), B = CA(β), B1 = A1 ∩B and B2 = A2 ∩B . Moreover,
assume that there exists a minimal principal order Bm contained in B1 and B2. Let Am be
the unique principal order with Am ∩ B = Bm and KAm ∩ B = KBm , i.e., when Pm, Qm are
the Jacobson radicals of Am, Bm, respectively, νPm is the unique continuation of νQm in the
sense of almost valuations, then we use the conclusions and notations of 8.4, i.e., we choose a
special approximation sequence [Am,n′, q ′i , γi], i = 1, . . . ,μ, of [Am,n′,0, β]. We find numbers
q
(1)
1 , . . . , q
(1)
μ and q(2)1 , . . . , q
(2)
μ such that [A1, n1, q(1)i , γi], i = 1, . . . ,μ, and [A2, n2, q(2)i , γi],
i = 1, . . . ,μ, are special approximation sequences for [A1, n1,0, β] and [A2, n2,0, β], respec-
tively. Moreover, let P1, P2 be the Jacobson radicals of A1, A2, respectively (then nj = νPj (β)
for j = 1,2).
8.7. Lemma. Let ν, ν¯, ν˜ integers and use the assumptions and notations of 8.6. We then assert
that
(i) (Pν1 +Pν¯2)∩CA(γi) = Pν1 ∩CA(γi)+Pν¯2 ∩CA(γi), and
(ii) (Pν1 ∩Pν¯2 +Pν¯2)∩CA(γi) = Pν1 ∩Pν¯2 ∩CA(γi)+Pν¯2 ∩CA(γi) for i = 1, . . . ,μ.
Proof. Let Ki/F be the maximal unramified extension of F [γi]/F with [Ki : F ] | d and because
the approximation sequences are special we note that Ki ⊆ K1 for i = 1, . . . ,μ.
The algebra CA(K1)/K1 has the index d[K1:F ] and therefore 8.2, 8.3 apply to give
eAj∩CA(K1)/Bj = eAm∩CA(K1)/Bm = 1 and Aj ∩CA(K1) ⊃ Am∩CA(K1) for j = 1,2. Moreover,
up to conjugacy we can assume that K1 ⊂ D and that A1 ∩ CA(K1), Am ∩CA(K1) are given in
simultaneous normal form 0.3. As the lattice chain of A2 ∩CA(K1) in a simple CA(K1)-module
is contained in those of Am ∩ CA(K1) there exists a monomial matrix h in powers of a prime
element π ′ of oCD(K1) such that h normalizes Am ∩ CA(K1) and conjugates A2 ∩ CA(K1) into
its normal form (compare with the explicit description of the lattice chain behind 0.3). By 8.1
there exist monomial matrices with non-zero entries in powers of a given prime element π of oD
conjugating A1 and Am in their normal forms in A = Mm(D). As we may choose π , π ′ such
that π ′ = π [K1:F ] and 8.1 applies also to the pair Am and the order A2 conjugated by h, A2 is
conjugated to its normal form by a monomial matrix with non-zero entries in powers of π , where
we use the same identification A = Mm(D). Therefore, with the latter identification we have
Pν1 = (pνk,lD )k,l=1,...,m, Pν¯2 = (pν¯k,lD )k,l=1,...,m and Pν¯2 = (pν˜k,lD )k,l=1,...,m, where these expressions
indicate the sets of m × m-matrices such that the (k, l)th entry is with elements from pνk,lD , pν¯k,lD
and pν˜k,lD , respectively.
Letting Di := CD(Ki), we obtain (Pν1 +Pν¯2)∩CA(Ki) = (pηk,lDi )k,l=1,...,m = (Pν1 ∩CA(Ki)+
Pν¯2 ∩ CA(Ki)), where ηk,l = σoD/oDi (max{νk,l, ν¯k,l}) = max{σoD/oDi (νk,l), σoD/oDi (ν¯k,l)} and
(Pν1 ∩ Pν¯2 + Pν˜2) ∩ CA(Ki) = (pηˆk,lDi )k,l=1,...,m = (Pν1 ∩ Pν¯2 ∩ CA(Ki) + Pν˜2 ∩ CA(Ki)),
where ηˆk,l = σoD/oDi (max{min{νk,l, ν¯k,l}, ν˜k,l}) = max{min{σoD/oDi (νk,l), σoD/oDi (ν¯k,l)},
σoD/oDi
(ν˜k,l)} for i = 1, . . . ,μ, k = 1, . . . ,m and l = 1, . . . ,m.
We now fix an index i and note that with respect to the assertion to prove and because of the
above arguments, we can reduce to the case Ki = F . By 8.3 we have reduced to Am ⊂ Aj (i.e.,
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Moreover, if we choose an unramified extension L/F in D/F of degree d (i.e., an unramified
splitting field of A of minimal degree), then F [γi] ⊗F L is a field.
With A¯ := A ⊗F L, C := CA¯(γi ⊗ 1), Aj := Aj ⊗oF oL and Cj := (Aj ∩ CA(γi)) ⊗oF oL
for j = 1,2, according to [BK1, 1.2.6, 1.2.8], we obtain isomorphisms A¯  A(F [γi] ⊗F
L)⊗F⊗FL C and Aj  A(F [γi]⊗F L)⊗oF⊗FLCj , where A(F [γi]⊗F L) := EndF⊗FL(F [γi]⊗F
L) and A(F [γi] ⊗F L) := EndoF⊗F L({p
j
F [γi ]⊗FL}j∈Z).
By [BK1, 1.2.10] the powers of the Jacobson radicals Pj := Pj ⊗oF oL of Aj fulfill corre-
sponding isomorphisms for j = 1,2, respectively, and are, by [BK1, 1.3.12], F [γi ⊗ 1]-exact in
the sense of definition [BK1, 1.3.10] for the tame corestriction s := sF [γi ] ⊗ 1 : A¯ → C, defined
via a tame corestriction sF [γi ] :A → CA(γi) (see 2.7).
From [BK1, 1.3.12, 1.3.10] we deduce (Pν1 + Pν¯2) ∩ C = s(Pν1 + Pν¯2) = s(Pν1) + s(Pν¯2) =
(Pν1 ∩ C + Pν¯2 ∩ C) and (Pν1 ∩ Pν¯2 + Pν˜2) ∩ C = s(Pν1 ∩ Pν¯2 + Pν˜2) = s(Pν1 ∩ Pν¯2) + s(Pν˜2) =
(Pν1 ∩ Pν¯2 ∩ C + Pν˜2 ∩ C). The assertions of our lemma now follows by taking, on both sides of
the equations, the sets of Galois invariant elements with respect to the action of Gal(L/F) on the
second tensor factor of A⊗F L. 
Pay attention in the following to the notation [· · ·]1 at the beginning of 0.
8.8. Lemma. We use the assumptions and notations of 8.6. To simplify, we introduce the further
notation in the notion of 4.1 set Jνj := Jν(β,Aj ) and Hνj := Hν(β,Aj ) for j = 1,2, and ν  1.
Then, we assert that
J
[ q
(1)
i
+1
2 ]1
1 ∩ J
[ q
(2)
i
+1
2 ]1
2 =
μ∑
k=i
P
[ q
(1)
k
+1
2 ]1
1 ∩P
[ q
(2)
k
+1
2 ]1
2 ∩CA(γk),
J
[ q
(1)
i
+1
2 ]1
1 ∩H
[ q
(2)
i
+1
2 ]+1
2 =
μ∑
k=i
P
[ q
(1)
k
+1
2 ]1
1 ∩P
[ q
(2)
k
2 ]+1
2 ∩CA(γk)
and
H
[ q
(1)
i
2 ]+1
1 ∩H
[ q
(2)
i
2 ]+1
2 =
μ∑
k=i
P
[ q
(1)
k
2 ]+1
1 ∩P
[ q
(2)
k
2 ]+1
2 ∩CA(γk)
for i = 1, . . . ,μ.
Proof. As all these assertions are similar to prove, we restrict ourselves to the first case. More-
over, from 4.1, we easily deduce
J
[ q
(j)
i
+1
2 ]1
j = J[
q
(j)
i
+1
2 ]1(γi,Aj ) =
μ∑
k=i
P
[ q
(j)
k
+1
2 ]1
j ∩CA(γk)
= P[
q
(j)
i
+1
2 ]1
j ∩CA(γi)+ J
[ q
(j)
i+1+1
2 ]1
j (1)
for j = 1,2.
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(
P
[ q
(1)
i
+1
2 ]1
1 ∩CA(γi)+ J
[ q
(1)
i+1+1
2 ]1
1
)∩ (P[ q(2)i +12 ]12 ∩CA(γi)+ J[ q
(2)
i+1+1
2 ]1
2
)
= P[
q
(1)
i
+1
2 ]1
1 ∩P
[ q
(2)
i
+1
2 ]1
2 ∩CA(γi)+ J
[ q
(1)
i+1+1
2 ]1
1 ∩ J
[ q
(2)
i+1+1
2 ]1
2 . (2)
The proof is now the same as that of lemma [BK1, 3.6.10, pp. 140, 141] in the split case and we
give a more detailed proof for our different situation.
We also consider the adjoint map aγi of Section 2 or [BK1, 1.4] and note that ker(aγi ) =
CA(γi). Let Ll be the oF -lattice on the left-hand side of Eq. (2) and Lr be the oF -lattice on the
right-hand side of Eq. (2), then we obviously have Ll ⊃ Lr and aγi (Ll)  Ll/Ll ∩ ker(aγi ) ⊃
Lr/Lr ∩ ker(aγi )  aγi (Lr). Since Ll ∩ ker(aγi ) = Ll ∩ CA(γi) = P[
q
(1)
i
+1
2 ]1
1 ∩ P
[ q
(2)
i
+1
2 ]1
2 ∩
CA(γi) = Lr ∩CA(γi) = Lr ∩ ker(aγi ), it is sufficient to show that aγi (Ll) = aγi (Lr).
We have
aγi
(
J
[ q
(1)
i+1+1
2 ]1
1 ∩ J
[ q
(2)
i+1+1
2 ]1
2
)= aγi (Lr) ⊆ aγi (Ll)
⊆ aγi
(
P
[ q
(1)
i
+1
2 ]1
1 ∩CA(γi)+ J
[ q
(1)
i+1+1
2 ]1
1
)
∩ aγi
(
P
[ q
(2)
i
+1
2 ]1
2 ∩CA(γi)+ J
[ q
(2)
i+1+1
2 ]1
2
)
= aγi
(
J
[ q
(1)
i+1+1
2 ]1
1
)∩ aγi (J[ q(2)i+1+12 ]12 ).
Hence, it only remains to prove
aγi
(
J
[ q
(1)
i+1+1
2 ]1
1 ∩ J
[ q
(2)
i+1+1
2 ]1
2
)= aγi (J[ q(1)i+1+12 ]11 )∩ aγi (J[ q
(2)
i+1+1
2 ]1
2
)
.
We use the general fact following [BK1, 3.6.17], which yields
aγi
(
J
[ q
(1)
i+1+1
2 ]1
1
)∩ aγi (J[ q(2)i+1+12 ]12 )/aγi (J[ q
(1)
i+1+1
2 ]1
1 ∩ J
[ q
(2)
i+1+1
2 ]1
2
)
 (J[ q(1)i+1+12 ]11 + J[ q
(2)
i+1+1
2 ]1
2
)∩ ker(aγi )/(J[ q(1)i+1+12 ]11 ∩ ker(aγi )+ J[ q
(2)
i+1+1
2 ]1
2 ∩ ker(aγi )
)
and we are reduced to show that
(
J
[ q
(1)
i+1+1
2 ]1
1 + J
[ q
(2)
i+1+1
2 ]1
2
)∩CA(γi) = J[ q(1)i+1+12 ]11 ∩CA(γi)+ J[ q
(2)
i+1+1
2 ]1
2 ∩CA(γi).
On the other hand, we have
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[ q
(1)
i+1+1
2 ]1
1 ∩CA(γi)+P
[ q
(2)
i+1+1
2 ]1
2 ∩CA(γi)
⊆ J[
q
(1)
i+1+1
2 ]1
1 ∩CA(γi)+ J
[ q
(2)
i+1+1
2 ]1
2 ∩CA(γi)
⊆ (J[ q(1)i+1+12 ]11 + J[ q
(2)
i+1+1
2 ]1
2
)∩CA(γi) ⊆ (P[ q(1)i+1+12 ]11 +P[ q
(2)
i+1+1
2 ]1
2
)∩CA(γi),
where the first and the last term are equal by 8.7(i), and we are done. 
8.9. Corollary. We use the assumptions and notations of 8.6 and 8.8.
For i ∈ {1, . . . ,μ} we assert that
J 11 ∩ J 12 =
(
i−1∏
ν=1
(
1 +P[
q
(1)
ν +1
2 ]1
1 ∩P
[ q
(2)
ν +1
2 ]1
2 ∩CA(γν)
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J
[ q
(1)
i
+1
2 ]1
1 ∩ J
[ q
(2)
i
+1
2 ]1
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(
1 +P[
q
(1)
ν
2 ]+1
1 ∩P
[ q
(2)
ν
2 ]+1
2 ∩CA(γν)
))
H
[ q
(1)
i
2 ]+1
1 ∩H
[ q
(2)
i
2 ]+1
2
and
J 11 ∩H 12 =
(
i−1∏
ν=1
(
1 +P[
q
(1)
ν +1
2 ]1
1 ∩P
[ q
(2)
ν
2 ]+1
2 ∩CA(γν)
))
J
[ q
(1)
i
+1
2 ]1
1 ∩H
[ q
(2)
i
2 ]+1
2 ,
where for ν  1 we let J ν1 := J ν(β,A1), J ν2 := J ν(β,A2), Hν1 := Hν(β,A1), and Hν2 :=
Hν(β,A2). Moreover, we note that J
[ q
(j)
μ +1
2 ]1
j = U [
nj+1
2 ]1(Aj ) and H
[ q
(j)
μ
2 ]+1
j = U [
nj
2 ]+1(Aj ) for
j = 1,2.
Proof. The proof is by 8.8 and straightforward arguments (or see [G3] or [G4]). 
Remark. Implicit within the proof of the intertwining formula 5.8 is for all x ∈ CA(β)× in the
notation of 8.9 the product formula
H 11 ∩ x−1H 11 x =
(
i−1∏
ν=1
(
1 +P[
q
(1)
ν
2 ]+1
1 ∩ x−1P
[ q
(1)
ν
2 ]+1
1 x ∩CA(γν)
))(
H
[ q
(1)
i
2 ]+1
1
)
∩ (x−1H [ q(1)i2 ]+11 x)
for i ∈ {1, . . . ,μ}.
8.10. Lemma. Let [A, n,0, β] be a simple stratum and θA ∈ C(β,A) be a simple character. Then,
for each defining sequence {(γν, λγν )}ν=1,...,μ, with underlying special approximation sequence,
we obtain an explicit formula for θA in the following sense:
M. Grabitz / Journal of Number Theory 126 (2007) 1–51 33If 1+x ∈ H 1(β,A), i ∈ {1, . . . ,μ} and 1+x = (∏i−1ν=1(1+xν))(1+x′i ), where xν ∈ P[ qν2 ]+1∩
CA(γν) for ν = 1, . . . , i − 1 and x′i ∈ H[
qi
2 ]+1(γi,A), then we have
θA(1 + x) =
(
i−1∏
ν=1
λγν ◦ NrdCA(γν)/F [γν ](1 + xν)ψ+β−γν (xν)
)
ψ+β−γi
(
x′i
)
θγi
(
1 + x′i
)
,
where θγi ∈ C(γi,A) is the unique simple character defined by the sequence {(γν, λγν )}ν=i,...,μ
(in particular, we set θγμ ≡ 1).
Proof. Our assertion is trivial for i = 1. So let us assume that the assertion holds for μ > i  1
and write (1+x′i ) = (1+xi)(1+x′i+1) according to a product representation of H 1(β,A), which
we may easily deduce as in 8.9, where xi ∈ P[
qi
2 ]+1 ∩CA(γi) and x′i+1 ∈ H[
qi+1
2 ]+1(γi+1,A).
Since ([ qi2 ] + 1) + ([ qi+12 ] + 1)  qi + 1 and β − γi ∈ P−qi , we obtain that ψ+β−γi (x′i ) =
ψ+β−γi (xi +xix′i+1 +x′i+1) = ψ+β−γi (xi +x′i+1). By definition of simple characters, we also know
that θγi (1 + x′i ) = λγi ◦ NrdCA(γi )/F [γi ](1 + xi)ψ+γi−γi+1(x′i+1)θγi+1(1 + x′i+1) and the induction
step follows from ψ+β−γi (x
′
i+1)ψ
+
γi−γi+1(x
′
i+1) = ψ+β−γi+1(x′i+1). 
Now we consider a ps-character (θ,β) as defined in 7.3. We are going to prove a result which
in the split case is contained in [BK1, 3.6.1].
8.11. Corollary. With the assumptions and notations of 8.4 let θ1 ∈ C(β,A1) and θ2 ∈ C(β,A2)
such that θ1 = θ(A, idA,A1) and θ2 = θ(A, idA,A2), where (θ,β) is a ps-character as in 7.3.
Then (θ1)|H 1(β,A1)∩H 1(β,A2) = (θ2)|H 1(β,A1)∩H 1(β,A2).
Proof. Choose simultaneous special approximation sequences for [A(E),−νpE (β),0, β] and[Am,n′,0, β] that fulfill the assumptions of Theorem 7.2. By 8.4 we may find common special
approximation sequences for [A1,−νP1(β),0, β] and [A2,−νP2(β),0, β], where P1 and P2
are the Jacobson radicals of A1 and A2, respectively, that fulfill the assumptions of Theorem 7.2
with respect to the same special approximation sequence of [A(E),−νpE (β),0, β]. Applying
Corollary 7.4 and Theorem 7.2 twice to θ(A(E), idA(E),A(E)) it turns out that θ1 and θ2 have a
common defining sequence {(γi, λγi )}i=1,...,μ. Thus, our assertion follows directly from expand-
ing H 1(β,A1)∩H 1(β,A2) as in 8.9 and 8.10 applied to the case i = μ. 
9. Rigidity and refinement of simple characters
We are beginning to ask for the parameters of a given character set. As we have already seen
in 5, the character set C(β,A) only depends on the equivalence class of a given simple stratum
[A, n,0, β]. Conversely, we may recover the stratum [A, n, [n2 ], β] by restriction of simple char-
acters. In this section, we generalize some further results of [BK1] to the case of an arbitrary
simple algebra. First of all, we show in 9.9 that a character set can be recovered from a single
simple character and we call this the rigidity property of a character set. The second property
9.10 is the possibility to refine a simple character w.r.t. an enlarged approximation sequence,
i.e., with respect to a refined congruence step. Conversely, the third property 9.13 is the fact
that a simple character, given at a certain congruence step by a defining sequence depending on
an approximation sequence, cannot intertwine with another simple character given for the same
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acter itself. Before showing these properties, we need the corresponding properties 9.1, 9.5 and
9.3, respectively, for the simple strata. The proofs follow the presentation of [BK1].
9.1. Proposition. For i = 1,2, let [A, n, ν,βi] be simple strata such that C(β1, ν,A) ∩
C(β2, ν,A) = ∅ (in particular, Hν+1(β1,A) = Hν+1(β2,A)), then [F [β1] : F ] = [F [β2] : F ]
and both strata share the same, sequence of jumps.
Proof. We may argue as in the split case [BK1, 3.5.1, 3.5.4] and use the formula 5.8 for the
intertwining of the restriction of a simple character θ of the above intersection of character
sets and obtain the equality S(β1,A)CA(β1)×S(β1,A) = S(β2,A)CA(β2)×S(β2,A), where
S(βi,A) = (1 +Pq−ν ∩N−ν(βi,A)+ J[ q+12 ]1(βi,A)).
Intersecting both sides by A×, multiplying and factoring by (1 + P), we obtain (Gls˜(k))r¯ 
(A∩CA(β1))×/(1+P∩CA(β1))  (A∩CA(β2))×/(1+P∩CA(β2)). Then first assertion now
follows from N[F [β1]:F ] = r¯ s¯[k : kF ] = N[F [β2]:F ] , where N = m · d is the reduced degree of A.
The second assertion follows from the first one by varying the power ν, because the equality of
jumps must follow from the equality of field degrees for the simple approximations. In particular,
we have k0(β1,A) = k0(β2,A). The choice of simple approximations and a further restriction of
θ yields the equality of all the other jumps. 
9.2. Lemma. Let A be a split central simple algebra, let E = F [β] and F [γ ] be totally ram-
ified extensions of F in A/F and let [A, n, ν,β] be a pure stratum with simple approximation
[A, n, ν, γ ], where ν = −k0(β,A). Then [Bγ , ν, ν −1, sγ (β −γ )] is equivalent to a simple stra-
tum [Bγ , ν, ν − 1, δ], where F [γ, δ] is totally ramified over F [γ ] and e(F [γ, δ]/F ) | e(E/F).
Here Bγ := A ∩ CA(γ ) and sγ :A → CA(γ ) is a tame corestriction with respect to the charac-
ters ψF and ψF [γ ].
Proof. The first assertion is a special case of [BK1, 2.4.1(iii)]. For the assertion about the in-
variants we follow the proof of [BK1, 2.4.1(iii)] in detail and first observe that the assertion
underlying [BK1, 2.4.1(i)(ii)] is independent of the special choice of the approximation γ .
Consequently, let B := CA(E), B := A∩B , A(E) := EndF (E) and A(E) := EndoF {pjE}j∈Z,
then the choice of a ‘(W,E)-decomposition’ according to [BK1, 1.2.6] leads to an isomorphism
A(E)⊗E B  A of (A(E),B)-bimodules and an isomorphism A(E)⊗oE B  A of (A(E),B)-
bimodules. Now we choose a simple stratum [A(E), n¯, ν¯, γ ] that is equivalent to [A(E), n¯, ν¯, β],
where we identify the elements β , γ with the preimages in A, n¯ := −νpE (β), ν¯ := [ ν+e−1e ] and
e := r(A)
e(E/F)
. The tame corestriction sγ :A → CA(γ ) can be written in the form sγ = s¯ ⊗ 1,
where s¯ :A(E) → CA(E)(γ ) is a tame corestriction attached to the same additive characters ψF
and ψF [γ ] as sγ is.
Now we find a simple stratum [B(E)γ , ν¯, ν¯ − 1, δ] that is equivalent to the stratum
[B(E)γ , ν¯, ν¯ − 1, s¯(β − γ )], where B(E)γ := A(E)∩CA(E)(γ ).
The preimage of δ now fulfills the assumptions of the proposition, where we have to remark
that A(E) is a minimal order in A(E) of period e(E/F), and e(F [γ, δ]/F [γ ]) must be a divisor
of the period of B(E)γ , which is e(E/F)e(F [γ ]/F ) . Also the degree of the unramified part of the exten-
sion must divide the invariant of B(E)γ , which is 1; hence, F [γ, δ]/F [γ ] is totally ramified. 
M. Grabitz / Journal of Number Theory 126 (2007) 1–51 359.3. Proposition (Rigidity for simple strata). Let A be an arbitrary simple algebra and
[A, n, q,β] be a pure stratum with special simple approximation [A, n, q, γ ], where q =
−k0(β,A), then [Bγ , q¯, q¯ − 1, sγ (β − γ )] is equivalent to a simple stratum [Bγ , q¯, q¯ − 1, δ]
such that F [γ, δ]ur ⊂ K and e(F [γ, δ]/F ) | e(F/F). Here Bγ := A ∩ CA(γ ), sγ :A → CA(γ )
is a tame corestriction with respect to the two additive characters ψF , ψF [γ ], q¯ := σA/Bγ (q),
E := F [β] and K := Eur.
Suppose furthermore that M/K is an unramified extension such that M[β], M[γ ] are fields
and M× ⊂KA is a sound embedding, i.e., the strata [A, n, q,β] and [A, n, q, γ ] are M-special,
then δ may be choosen in such the way that M[δ] is also a field, i.e., the stratum [Bγ , q¯, q¯ −1, δ]
is M-special.
Proof. We want to find a reduction to the totally ramified case for the extension E/F . We
set ψM := ψF ◦ TrM/F , ψM[γ ] := ψF [γ ] ◦ TrM[γ ]/F [γ ], C := CA(M), Cγ := CA(M[γ ]). Let
sM :A → C be the tame corestriction attached to ψF and ψM, sM[γ ] :CA(γ ) → Cγ be the tame
corestriction attached to ψF [γ ] and ψM[γ ]. Finally, let sMγ :C → Cγ be the tame corestriction
attached to ψM and ψM[γ ]. By the definition of tame corestrictions, we have a commutative
diagram:
A
sγ
sM
CA(γ )
sM[γ ]
C
sMγ
Cγ .
A simple calculation shows (cf. [BK1, 1.3.8(ii)]) that the vertical mappings are projectors.
Since sγ (β − γ ) commutes with γ , sγ is a (CA(γ ),CA(γ ))-bimodule homomorphism, M com-
mutes with β − γ and also M[γ ] commutes with sγ (β − γ ), we obtain sM[γ ](sγ (β − γ )) =
sγ (β − γ ). As β − γ commutes with M , we obtain sMγ (sM(β − γ )) = sMγ (β − γ ). From the
commutativity of the diagram above we obtain sγ (β − γ ) = sMγ (β − γ ).
By 3.8 we can find an approximation [A, n, q, γ ] of [A, n, q,β] such that [C, n˜, q˜, γ ] is an
approximation of [C, n˜, q˜, β], where C := A ∩ CA(M), n˜ := σA/C(n) and q˜ := σA/C(q). If
we showed that the stratum [Cγ , q ′, q ′ − 1, sMγ (β − γ )] to be equivalent to a simple stratum
[Cγ , q ′, q ′ − 1, δ′], with e(K[δ′, γ ]/K) | e(E/K), where Cγ = C ∩ Cγ and q ′ := σA/Cγ (q),
then of course any simple approximation [Bγ , q¯, q¯ − 1, δ] obtained from 3.8 for the stratum
[Bγ , q¯, q¯ − 1, δ′] would also be equivalent to [Bγ , q¯, q¯ − 1, sγ (β − γ )], M[δ] would be a field,
F [δ, γ ]ur ⊂ K and e(F [γ, δ]/F ) | e(E/F).
Therefore, we restrict ourselves to the totally ramified case for the extension E/F and, more-
over, assume that M = F and C = A. For uniformity of notation we write for the uniformity of
the notation Bγ := CA(γ ) = Cγ . We also remark that in our case n¯ = n and q¯ = q .
We also choose an unramified splitting field L/F in D of degree d , where D is a division
algebra of the same Brauer class of A; moreover, A  Mm(D), and therefore we have A ⊗F
L  Mm·d(L). The stratum [A ⊗oF oL,n, q,β ⊗ 1] is pure and has the simple approximation
[A⊗oF oL,n, q, γ ⊗ 1]. In the same manner we may consider the split algebra A˜ := A⊗F Dop,
which contains A ⊗F L. As described in 3 we form the canonical lift A˜ of our principal order
and obtain A ⊗F L = CA˜(L), A ⊗oF oL = A˜ ∩ A ⊗F L. Again the stratum [A˜, n, q,β ⊗ 1] is
pure and has the simple approximation [A˜, n, q, γ ⊗ 1]. According to 9.2 the stratum [Bγ ⊗oF
36 M. Grabitz / Journal of Number Theory 126 (2007) 1–51oL,q, q − 1, sγ (β − γ ) ⊗ 1] is equivalent to a simple stratum [Bγ ⊗oF oL,q, q − 1, δ0] where
L[δ0, γ ]/L is a totally ramified extension with e(L[δ0, γ ]/L) | e(E ⊗F L/L).
We may also consider B˜γ := A˜∩CA˜(F[γ ]) and, of course, the stratum [B˜γ , q, q − 1, sγ (β −
γ ) ⊗ 1] is then equivalent to [B˜γ , q, q − 1, δ0]. We may choose a lattice chain for Bγ ⊗oF oL
in a simple B˜γ -module which is also for B˜γ (note Bγ ⊗oF oL := CA˜(F [γ ] ⊗F L)), the latter
stratum is still pure. Consequently, by [BH, 3.8] there exists an element δ¯ of Bγ ⊗F L, so that
the stratum [Bγ ⊗oF oL,q, q − 1, δ¯] is simple and equivalent to [Bγ ⊗oF oL,q, q − 1, δ0] and
so that the stratum [B˜γ , q, q − 1, δ¯] remains simple. Now we know, because of [BG, 5.1(ii)] and
9.2 that δ¯ generates a totally ramified extension over F and that e(F [δ¯, γ ]/F ) | e(E/F). Because
E× can be embedded in KA in a sound way, we deduce from [G1, 2.2(iii)], that this is also the
case for the field F [δ¯, γ ]. Therefore, there exists a Bγ -pure element δˆ with the same minimal
polynomial over F [γ ] as δ¯.
We find a simple stratum [Bγ , q, q−1, δˆ] such that the strata [Bγ ⊗oF oL,q, q−1, δˆ⊗1] and[Bγ ⊗oF oL,q, q − 1, δ¯] intertwine. Because, in the totally ramified case there is only one type
of embedding, by [BG, 4.1.2] the strata [Bγ ⊗oF oL,q, q − 1, δ¯ ⊗ 1] and [Bγ ⊗oF oL,q, q −
1, sγ (β − γ ) ⊗ 1] intertwine in KBγ ⊗oF oL . By the cohomological trick of [BG, 4.3.9] we may
replace δ¯ by a KBγ -conjugate element δ such that the strata [Bγ , q, q − 1, δ] and [Bγ , q, q −
1, sγ (β − γ )] are equivalent.
The stratum [Bγ , q, q − 1, δ] has the desired properties. 
Using our canonical splitting A˜ we easily obtain from [BK1, 2.2.1]:
9.4. Lemma. Let [A, n, ν,β] be a simple stratum and let [A, n, ν−1, β+b], [A, n, ν−1, β + b′]
be refinements with b, b′ ∈ P−ν . Let q = −k0(β,A) and assume that the strata [B,−σA/B(−ν),
σA/B(ν)−1, sβ(b)], [B,−σA/B(−ν), σA/B(ν)−1, sβ(b′)] are equivalent, where B := A∩B ,
B := CA(β) and sβ :A → B is a tame corestriction. Then there exists a y ∈ Pq−ν ∩ N−ν(β,A)
such that [A, n, ν − 1, (1+ y)−1(β + b)(1+ y)] is equivalent to [A, n, ν − 1, β + b′]. We remark
that q − ν  1.
9.5. Proposition (Refinement of strata). Let [A, n, ν,β] be a simple stratum, E = F [β], B :=
CA(E), sβ :A → B be a tame corestriction and b ∈ P−ν such that the stratum [B,−σA/B(−ν),
σA/B(ν)− 1, sβ(b)] is equivalent to a simple stratum [B,−σA/B(−ν), σA/B(ν)− 1, c], where
we also consider the trivial case σA/B(−ν) = 1−σA/B(ν) and c = 0. Then there exists a simple
stratum [A, n, ν − 1, β1] that is equivalent to [A, n, ν − 1, β + b] such that, with E′ := F [β1],
F [c,β] := E1, we have:
e(E′/F ) = e(E1/F ), f (E′/F ) = f (E1/F ) and
k0(β1,A) =
{
k0(β,A) if sβ(b) ∈ E,
−ν otherwise.
Moreover, let M/Eur be an unramified extension with M[β] a field, M× ⊂KA sound embed-
ded, assume that b commutes with M and assume that the stratum [B∩CB(M),−σA/B∩CB(M)
(−ν), σA/B∩CB(M)(ν) − 1, sMβ (b)], where sMβ :CB(M) → CB(M[β]) is a tame corestriction, is
equivalent to a simple stratum [B∩CB(M),−σA/B∩CB(M)(−ν), σA/B∩CB(M)(ν)−1, c], where
we also consider the trivial case σA/B∩CB(M)(−ν) = 1 − σA/B∩CB(M)(ν) and c = 0, then we
can choose β1 in such a way that also M[β1] is a field, i.e., the stratum [A, n, ν − 1, β1] is
M-special.
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σA/B(−ν) = −σA/B(ν). In the trivial case σA/B(−ν) = 1 − σA/B(ν), by 9.4 the strata
[A, n, ν−1, β] and [A, n, ν−1, β+b] are conjugated over 1+Pq−ν ∩N−ν(β,A) and β1 can be
chosen as this conjugate of β . We then have c = 0, E/F  E1/F and k0(β,A) = k0(β1,A). So in
the following we assume σA/B(−ν) = −σA/B(ν). As in the proof of 9.3, we want to restrict our-
selves to the totally ramified case for the extension E1/F . For this purpose we let K := M[β, c]ur,
ψK := ψF ◦ TrK/F , ψK[β] := ψF [β] ◦ TrK[β]/F [β], C := CA(K), Cβ := CA(K[β]), sK :A → C
the tame corestriction given by ψF and ψK, sK[β] :CA(β) → Cβ the tame corestriction attached
to ψF [β] and ψK[β]. Moreover, let sKβ :C → Cβ be the tame corestriction given by ψK and ψK[β].
By the definition of a tame corestriction we have a commutative diagram:
A
sβ
sK
CA(β)
sK[β]
C
sKβ
Cβ.
The stratum [Cβ, σA/Cβ (ν), σA/Cβ (ν) − 1, sK[β](sβ(b))] = [Cβ, σA/Cβ (ν), σA/Cβ (ν) − 1,
sKβ (sK(b))] is again equivalent to the simple stratum [Cβ, σA/Cβ (ν), σA/Cβ (ν) − 1, c]. We can
exclude here the trivial case σA/Cβ (−ν) = σA/Cβ (1 − ν); should it appear, we can handle it as
before.
Assume for a moment that the stratum [C, σA/C(n), σA/C(ν)−1, β+ sK(b)] is equivalent to a
simple stratum [C, σA/C(n), σA/C(ν)− 1, βˆ1]. Then, because the stratum [A, n, ν − 1, βˆ1] is still
pure and equivalent to the stratum [A, n, ν−1, β+sK(b)]. By 3.8 we may replace βˆ1 by a simple
representative β1, which still commutes with K , and the stratum [C, σA/C(n), σA/C(ν) − 1, β1]
is simple and equivalent to [C, σA/C(n), σA/C(ν)− 1, β + sK(b)].
As c commutes with K , [Cβ, σA/Cβ (ν), σA/Cβ (ν) − 1, c] is equivalent to the stratum
[Cβ, σA/Cβ (ν), σA/Cβ (ν) − 1, sK[β](sβ(b))]. However, sK[β](sβ(b)) = sKβ (sK(b)) = sKβ (sK ◦
sK(b)) = sK[β](sβ(sK(b))) = sβ(sK(b)), where we use the same argument again (see [BK1,
1.3.8(ii)]) to show that the vertical maps of our diagram are projectors.
As, consequently, the strata [B, σA/B(ν), σA/B(ν)−1, sβ(b)] and [B, σA/B(ν), σA/B(ν)−
1, sβ(sK(b))] are equivalent, we may also apply 9.4 to restrict ourselves, up to KA-conjugacy, to
the case where [A, n, ν − 1, β + b] is equivalent to a simple stratum [A, n, ν − 1, β1].
If b commutes with M , then we may use the tame corestrictions sM with respect to ψF ,
ψM := ψF ◦ trM/F and sM[β] with respect to the characters ψF [β] and ψM[β] := ψF [β] ◦
trM[β]/F [β]. We have sM(β +b) = β +b and sβ(sK(b)) = sK[β](sβ(b)) = sM[β]K[β] (sM[β](sβ(b))) =
s
M[β]
K[β] (sMβ (sM(b))) = sM[β]K[β] (sMβ (b)), where sM[β]K[β] is a tame corestriction with respect to ψM[β]
and ψK[β]. Because the strata [B, σA/B(ν), σA/B(ν)−1, sβ(sK(b))] and [B, σA/B(ν), σA/B(ν)
− 1, sβ(b)] are equivalent, the strata [B ∩ CB(M),σA/B∩CB(M)(ν), σA/B∩CB(M)(ν) − 1,
sM[β](sβ(sK(b)))] = [B ∩ CB(M),σA/B∩CB(M)(ν), σA/B∩CB(M)(ν) − 1, sMβ (sK(b))] and[B∩CB(M),σA/B∩CB(M)(ν), σA/B∩CB(M)(ν)−1, sM[β](sβ(b))] = [B∩CB(M),σA/B∩CB(M)
(ν), σA/B∩CB(M)(ν) − 1, sMβ (b)] must also be equivalent and by 9.4 the stratum [A ∩ CA(M),
σA/A∩CA(M)(n), σA/A∩CA(M)(ν) − 1, β1] is conjugated to the refined stratum [A ∩ CA(M),
σA/A∩CA(M)(n), σA/A∩CA(M)(ν)− 1, β + b] and this conjugacy can be realized over
1 +PσA/A∩CA(M)(q)+σA/A∩CA(M)(−ν) ∩NσA/A∩C (M)(−ν)
(
β,A∩CA(M)
)
,A
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1, β+b] is equivalent to a simple stratum [A, n, ν−1, β1], but we may assume that β1 commutes
with M , as required.
To show the relation between invariants, we consider [A˜, n, ν − 1, (β + b)⊗ 1] and [A˜, n, ν −
1, β1 ⊗1] in a canonical splitting A˜  A⊗Dop, where A˜ is a canonical splitting of A in A˜ (see 3).
Here we notice that sβ ⊗ 1 :A⊗F Dop → B ⊗F Dop is a suitable tame corestriction. The stratum
[B˜, ν, ν −1, sβ(b)⊗1] is equivalent to the simple stratum [B˜, ν, ν −1, c⊗1], if sβ(b) /∈ E. The
latter is simple, because the stratum [B,−σA/B(−ν),1 − σA/B(ν), c] is minimal (cf. [BK1,
1.4.14, 1.4.15], [Br1]). However, then also the stratum [B˜, ν, ν − 1, c] must be minimal, hence
simple. Finally, we observe that k0(β1,A) = k0(β1, A˜), k0(β, A˜) = k0(β,A) and k0(c, B˜) = −ν
and obtain the desired relation between invariants from [BK1, 2.2.3].
Hence, we have reduced to the totally ramified case for the extension M[β, c]/F , where we
do not have to prove the relation of invariants. We assume now K = F , A = C, C = A, and
Cβ = B, we also denote B = Cβ .
The rest of the proof is similar to that of 9.3 after the last reduction step and we only write
down the arguments for completeness.
We choose an unramified splitting field L/F in D of degree d , where D is the division algebra
of the same Brauer class as A, so A  Mm(D), and we have A ⊗F L  Mm·d(L). The stratum
[B⊗oF oL, ν, ν−1, c⊗1] is simple and equivalent to the stratum [B⊗oF oL, ν, ν−1, sβ(b)⊗1].
In the same way we can consider the canonical splitting A˜ := A⊗F Dop, which contains our first
splitting by construction. We also consider the canonical splitting A˜ of our principal order as in
3 and obtain A⊗F L = CA˜(L) as well as A⊗oF oL = A˜∩A⊗F L.
By [BK1, 2.2.8] there exists a simple stratum [A ⊗oF oL,n, ν − 1, β¯1] that is equivalent to
[A⊗oF oL,n, ν − 1, (β + b)⊗ 1]. The stratum [A˜, n, ν − 1, β¯1] is still pure, because the orders
A ⊗oF oL and A˜ have a common lattice chain and normalizers of orders can also considered as
subgroups that act by translation of the index on the lattice chain (compare [BF]). By [BH, 3.8]
there also exists an element β ′1 of A⊗F L such that the stratum [A⊗oF oL,n, ν−1, β ′1] is simple
and equivalent to [A ⊗oF oL,n, ν − 1, β¯1] and, moreover, the stratum [A˜, n, ν − 1, β1] remains
simple. By [BG, 5.1(ii)] and [BK1, 2.2.8] we know that β ′1 also generates a totally ramified
extension over F and that e(E′/F ) = e(E′1/F ), where E′1 := F [β ′1]. On the other hand, E′x can
be embedded in KA in a sound way. We deduce by [G1, 2.2(iii)] that this is also possible for the
field E′1.
Hence, we find a simple stratum [A, n, ν − 1, β˜1 ⊗ 1] such that the strata [A ⊗oF oL,n, ν −
1, β˜1 ⊗ 1] and [A⊗oF oL,n, ν − 1, (β + b)⊗ 1] intertwine. By [BG, 4.1.2] and the assumptions
on β˜1 the strata [A ⊗oF oL,n, ν − 1, β˜1 ⊗ 1] and [A ⊗oF oL,n, ν − 1, (β + b) ⊗ 1] intertwine
in KA⊗oF oL . According to the cohomological trick in [BG, 4.3.9], up to KA-conjugacy, we may
replace β˜1 by an element β1 such that the strata [A, n, ν − 1, β1] and [A, n, ν − 1, β + b] are
equivalent.
The stratum [A, n, ν − 1, β1] has all desired properties. 
9.6. Definition. Let [A, n, ν,β] be a simple stratum with ν < [n2 ]. Further, let q+ be the smallest
jump of the stratum [A, n,0, β] such that ν < [ q+2 ] and let q− be the previous jump. Then each
simple stratum [A, n, q−, δ] that is equivalent to [A, n, q−, β] is called a core approximation of
[A, n, ν,β].
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Hν+2(β,A) and by 5.11 we obtain C(β, ν,A) = C(δ, ν,A)ψ×β−δ . By 3.8, if M/F [β]ur is an un-
ramified extension such that the stratum [A, n, ν,β] is M-special, then a core approximation
[A, n, q−, δ] may be chosen M-special as well (compare [BH, 7.13]).
9.7. Proposition. Let [A, n, ν,β] be a simple stratum with ν  0 and b ∈ P−(ν+1). We consider
ψ×b to be a character of Hν+1(β,A) that is trivial on Hν+2(β,A).
(i) Suppose that there exists θ ∈ C(β, ν,A) such that θ ·ψ×b ∈ C(β, ν,A). Then we have θψ×b ∈
C(β, ν,A) for all θ ∈ C(β, ν,A).
(ii) The intersection C(β, ν,A)∩C(β, ν,A) ·ψ×b is non-empty if and only if, for any core approx-
imation [A, n, q−, δ] of [A, n, ν,β] and any tame corestriction sδ :A → CA(δ), the image
sδ(b) lies in the set F [δ] +P−ν ∩CA(δ).
Proof. To prove (i) we follow the proof of [BK1, 3.5.2] and use 1.9 instead of [BK1, 2.4.11], 5.1,
5.3 instead of [BK1, 3.2.1, 3.2.3] and 5.11 instead of [BK1, 3.3.18]. To prove (ii) we follow the
proof of [BK1, 3.5.6], use 1.9, 5.3 instead of [BK1, 3.2.5] and 5.10 instead of [BK1, 3.5.5]. 
9.8. Proposition. Let [A, n, ν,β] be a simple stratum with 0  ν < [n2 ] and let [A, n, q−, δ]
be an associated core approximation. Furthermore, let θ1, θ2 ∈ C(β, ν,A). Then the character
θ1/θ2 of Hν+1(β,A) = Hν+1(δ,A) is intertwined by all of S(δ)CA(δ)×S(δ), where S(δ) :=
1 +Pq+−q− ∩N−q−(δ,A)+ J[
q++1
2 ]1(δ,A).
Proof. We follow the proof of [BK1, 3.5.7] and use 5.9 instead of [BK1, 3.3.9]. 
9.9. Proposition (Rigidity of a character set). For i = 1,2 let [A, n, ν,βi] be simple strata.
Suppose that C(β1, ν,A)∩ C(β2, ν,A) = ∅. Then we have C(β1, ν,A) = C(β2, ν,A).
Proof. We follow the proof of [BK1, 3.5.8] and use 5.8 instead of [BK1, 3.3.2], 1.9 instead of
[BK1, 2.4.11], 9.8 instead of [BK1, 3.5.7], 9.1 instead of [BK1, 3.5.4] and, finally, 9.7 instead of
[BK1, 3.5.6]. 
9.10. Proposition (Refinement of simple characters). For i = 1,2, let [A, n, ν,βi] be simple
strata with ν > 1 and C(β1, ν,A) = C(β2, ν,A). Then we have Hν(β1,A) = Hν(β2,A) and
there exists a simple stratum [A, n, ν,β ′1] which is equivalent to [A, n, ν,β1] such that C(β ′1, ν −
1,A) = C(β2, ν − 1,A).
Moreover, if F [β1]ur = F [β2]ur =: K and M/K is an unramified extension such that the strata
[A, n, ν,βi] are M-special for i = 1,2, then [A, n, ν,β ′1] can be chosen M-special too.
Proof. We follow the proof of [BK1, 3.5.9] and generalize the arguments step by step. The
proof starts by showing that Hν(β1,A) = Hν(β2,A). We need forms θˆi ◦ [· · · , · · ·] as defined
in 5.6 with θˆi ∈ C(βi,A), when restricted to Jν(βi,A), to in fact be non-degenerate forms
Jν(βi,A)/H
ν(βi,A) × Jν(βi,A)/Hν(βi,A) → C×, and as the commutator group of J ν(βi,A)
lies in Hν+1(βi,A), these are given by (θˆi)|Hν+1(βi ,A) =: θi ∈ C(βi, ν,A) for i = 1,2. Because
Jν(βi,A) is the orthogonal of Hν(βi,A) for i = 1,2 and we may assume θ1 = θ2, the as-
sertion Hν(β1,A) = Hν(β2,A) is equivalent to J ν(β1,A) = J ν(β2,A) in our situation. The
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filters or we may generalize [BK1, 3.2.12, 3.4.1] in a straightforward way.
If q := −k0(β,A) and ν  [ q2 ], then by 5.8 the intertwining of θ1 = θ2 is J [
q+1
2 ]1(β1,A)×
CA(β1)×J [
q+1
2 ]1(β1,A) = J [ q+12 ]1(β2,A)CA(β2)×J [ q+12 ]1(β2,A). Intersecting both sides of the
latter equation with Uν(A) by 8.9 we get J ν(β1,A) = J ν(β2,A) as required.
If ν > [ q2 ], then in the minimal case (i.e., q = n) we get by definition Hν(β1,A) = Uν(A) =
Hν(β2,A). So we can exclude this case and can choose core approximations [A, n, q−, δi] for
the strata [A, n, ν − 1, βi], where q− and q+ are neighbouring jumps with [ q−2 ] ν − 1 < [ q
+
2 ]
which are by 9.1 indeed independent of i for i = 1,2.
Because, the strata [A, n, ν,βi] are simple for i = 1,2, we have q−  q > ν and we calculate
with 5.8 the intertwining of φ ∈ C(β1, q−,A) = C(δ1, q−,A) = C(δ2, q−,A) = C(β2, q−,A),
intersect it with Pν−1, take the additive closure and intersect with Pν , then by [BF, 1.1.1] we
obtain the set Q
σA/Bδi
(ν)
δi
+Pν ∩ (QσA/Bδi (ν−1) ·Pq+−q− ∩N−q−(δi,A))+Pν ∩ (QσA/Bδi (ν−1) ·
J[
q++1
2 ]1(δi,A)) which is independent of i with i = 1,2, where Qδi := P ∩ CA(δi) for i = 1,2
and P is the Jacobson radical of A. We have to note here that in the case that Bδi /Qδi contains a
direct factor isomorphic to F2 ×F2 (compare with [BF, 1.1.1]) σA/Bδi is the identity map for i =
1,2. By adding 1, we show that the resulting set is contained in J ν(δ1,A) ∩ J ν(δ2,A) and con-
tains UσA/Bδ1 (ν)(Bδ1) ∪ UσA/Bδ2 (ν)(Bδ2). We add Jν+1(β1,A) = Jν+1(δ1,A) = Jν+1(δ2,A) =
Jν+1(β2,A) and finally get J ν(β1,A) = J ν(δ1,A) = J ν(δ2,A) = J ν(β2,A) as required.
We only have left to show that Pν ∩ (QσA/Bδi (ν−1) ·Pq+−q− ∩N−q−(δi,A)) ⊂ Jν(δi,A) for
i = 1,2. By 3.5 we get QσA/Bδi (ν−1) · Pq+−q− ∩ N−q−(δi,A) = QσA/Bδi (ν−1)+σA/Bδi (q
+−q−) ·
N−q+(δ,A) ⊂ QσA/Bδi (ν−1+q
+−q−) · N−q+(δi,A) = Pν−1+q+−q− ∩ N−q−+ν−1(δi,A) and by
4.2 we are left to show that ν − 1 + q+ − q−  q− − ν + 1, which is implied by the definition
of the core approximation.
We are done with the first assertion that Hν(β1,A) = Hν(β2,A) =: Hν and come now to the
next assertions.
Take φ ∈ C(β1, ν − 1,A) and find b ∈ P−ν such that φψ×b ∈ C(β2, ν − 1,A). Calculating
the intertwining of φ|Hν+1 ∈ C(ν), where Hν+1 := Hν+1(β1,A) = Hν+1(β2,A) and C(ν) :=
C(β1, ν,A) = C(β2, ν,A), by 5.8 we obtain S(β1)CA(β1)×S(β1) = S(β2)CA(β2)×S(β2),
where S(βi) = (1 + Pq−ν ∩ N−ν(βi,A) + J q+12 (βi,A)) for i = 1,2. Here q is as before the
next jump, but we also want to include the case q = n. Generalizing [BK1, 3.1.9] with aid of a
canonical splitting we deduce that any x ∈ S(β1) normalizes Hν and fixes ψ×b . We need a lemma
which generalizes [BK1, 3.5.10]:
9.11. Lemma. Let [A, n, ν,β] be a simple stratum with ν  1. Let θ ∈ S(β, ν−1,A) and x ∈ A×
be an element which normalizes θ|Hν+1(β,A). Then we have θx|UσA/B(ν)(B) = θ|UσA/B(ν)(B), where
B = A∩CA(β).
Proof. As we already remarked above (1 + P−k0(β,A)−ν ∩ N−ν(β,A) + J[
−k0(β,A)+1
2 ]1(β,A))
normalizes Hν . By 5.8 the normalizer of θ|Hν+1(β,A) is therefore KB(1 + P−k0(β,A)−ν ∩
N−ν(β,A)+ J[
−k0(β,A)+1
2 ]1(β,A)) and because θ|Hν is normalized by KB and J 1(β,A) (see 5.3
and 5.7) we are reduced to x = 1 + u ∈ (1 +P−k0(β,A)−ν ∩N−ν(β,A)). By the second equal-
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x−1βx−β(h) = θ(h)ψ+aβ(u)(v) =
θ(h)ψ+
aβ(u·v)(1). Now, 3.5 shows u · v ∈ P−k0(β,A) ∩ N0(β,A) and 4.6(i) gives ψ+aβ(u·v)(1) = 1
as required. 
As for t ∈ CA(β1)× there exists x, y ∈ S(β1) such that x · t · y ∈ CA(β2)×, x · t · y intertwines
the character θψ×b and t intertwines (θψ
×
b )
x with (θψ×b )y
−1
. Let Bβ1 := A ∩ CA(β1), then, by
9.11 θ, θx and θy−1 all agree on UσA/Bβ1 (ν)(Bβ1) and we deduce that (ψ
×
b )|UσA/Bβ1 (ν)(Bβ1 )
is
intertwined be the whole of CA(β1)×. By 1.9
9.12. sF [β1](b) ∈ F [β1] +Q
σA/Bβ1
(1−ν)
β1
,
where Qβ1 is the Jacobson radical of Bβ1 and sF [β1] :A → CA(β1) is a tame corestriction. By
9.5 there exists a simple stratum [A, n, ν − 1, β ′1] equivalent to [A, n, ν − 1, β1 + b] and by 5.11
and 9.9 we have C(β ′1, ν − 1,A) = C(β1, ν − 1,A)ψ×b = C(β2, ν − 1,A).
For the final assertion under stronger assumptions, we have to remark that with aid of 10.1
for the refinement [A, n, ν − 1, β1 + b] of the proof, as M normalizes all simple characters of
C(β1,A) and C(β2,A) we may assume that b commutes with M . Moreover, because sF [β1](b) ∈
F [β1] + Q
σA/Bβ1
(1−ν)
β1
, Proposition 9.5 applies with the stronger assumptions and we get an
equivalent stratum [A, n, ν − 1, β ′1] which is M-special, as required. 
9.13. Proposition (Rigidity of a simple character). Let [A, n, q − 1, β] be a simple stratum
in A with −k0(β,A) = q , n > q  1, and [A, n, q, γ ] be a simple special approximation of
[A, n, q,β]. Further, let θ ∈ C(β, q − 1,A), φ ∈ C(γ, q − 1,A) with θ|Hq+1 = φ|Hq+1 , where
Hq+1 := Hq+1(β,A) = Hq+1(γ,A), then θ and φ do not intertwine in A×.
Proof. We follow the proof of lemma [BK1, 3.5.12] step by step and take the ramification of
continuations of principal orders into account. Moreover, we use 1.9 instead of [BK1, 2.4.11],
9.3 instead of [BK1, 2.4.1(iii)], 5.8 instead of [BK1, 3.3.2] and 9.11 instead of [BK1, 3.5.10]. At
the end of the proof, using a canonical splitting, we may also apply [BK1, 2.6.2]. 
10. The intertwining implies conjugacy property of simple characters
Two irreducible representations ρ1 and ρ2 of two compact open subgroups G1 and G2 of A×
appearing in the same irreducible representation Π of A× must intertwine in A×, i.e., there
exists x ∈ A× such that Homx−1G1x∩G2(ρx1 , ρ2) = ∅ (also see [BK2, 6.5]), where ρx1 (y) := ρ1(x ·
y · x−1) for y ∈ x−1G1x ∩ G2. Consequently, there is an interest to control the simple characters
up to intertwining. Here our ultimate results are Theorem 10.3 and Corollary 10.15 (generalizing
[BK1, 3.5.11]), respectively. The following generalization 10.2 of [BH, 7.15] is an important tool
for the proof of 10.3.
10.1. Lemma. Let A be a principal order and E/F an extension in A/F , such that E× ⊂ KA
is sound embedded, and let b ∈ P−n. Suppose further that x−1(b +P1−n)x = b +P1−n, for all
x ∈ E×. Then there exists b′ ∈ P−n such that
(i) b′ +P1−n = b +P1−n, and
(ii) b′ ∈ CA(E).
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[BK1, 1.4.14]. Because by 3.6 for each A-pure element α, we have k0(α,A) = k0(α ⊗ 1, A˜),
where A˜ is a canonical splitting of A, [BK1, 1.4.14, 1.4.15] applies in our case and in the fol-
lowing we want to apply [BK1, 1.4.15] to a minimal generator of the extension E/F . If E/F
is totally ramified each prime element πE of oE is minimal over F . If E/F is unramified each
unit which generates the field extension is minimal over F . Because the assertion of our theorem
is transitive with respect to field towers, we can reduce to the case where E = F [α] and α is
minimal over F .
We have α(b + P1−n)α−1 = (b + P1−n) iff aα(b) ∈ {x ∈ P−n | aα(x) ∈ P1−n+νP(α)}.
Now, 3.5 applies to give {x ∈ P−n | aα(x) ∈ P1−n+νP(α)} = QσA/B(−n)N1+νβ(α)(α,A) ⊂
QσA/B(−n)(B+P), where B = A∩CA(E), Q is the Jacobson radical of B and the last equation
comes from νP(α)+ 1 > νP(α), because [BK1, 1.4.15] gives νP(α) = k0(α,A) and because of
the definition of the critical exponent. 
10.2. Proposition. Let K/F be an unramified extension in A/F and [A, n, ν,βi] with i = 1,2,
be simple K-special strata. Suppose, further, that C(β1, σA/C(ν),C) = C(β2, σA/C(ν),C) =:
CK(ν), where C := A∩CA(K), and that the images of the sets C(β1, ν,A) and C(β1, ν,A) under
the restriction as in 7.1 have non-empty intersection in CK(ν), then C(β1, ν,A) = C(β2, ν,A).
Proof. The proof is the same as in the split case [BH, 7.15] and we follow the arguments
of this proof in the split case to generalize it to the non-split case. We pay attention to the
change of exponents of intersections of powers of a Jacobson radical with a certain central-
izer (see 2.6). There is nothing to prove for ν  [n2 ]. We use 9.10 instead of [BK1, 3.5.9] to see
that Hν+1(β1,A) = Hν+1(β2,A). We apply 7.1 instead of [BH, 7.10] to find θi ∈ C(βi, ν,A) for
i = 1,2 with (θ1)|HσA/C(ν+1)(β1,C) = (θ2)|HσA/C(ν+1)(β2,C) and (θ1)|Hν+2(β1,A) = (θ2)|Hν+2(β2,A).
We use 5.8 instead of [BK1, 3.3.2] to show that θi is intertwined by the whole of CA(βi)× for
i = 1,2. If θ2 = θ1ψ×c with c ∈ P−(ν+1) and [A, n, l, δ] is a K-special core approximation of
[A, n, ν,β1] in the sense of 9.6, then Hν+1(β1,A) = UσA/Bδ (ν+1)(Bδ)Hν+2(δ,A) and ψ×c is in
fact non-trivial only on the first factor, where Bδ := A∩CA(δ) and q := −k0(δ,A). We use 10.1
instead of [BH, 7.16] to find  ∈ CA(K[δ]) with  ≡ sδ(c) (mod QσA/Bδ (−ν)δ ), where Qδ is the
Jacobson radical of Bδ and sδ :A → CA(δ) is a tame corestriction. The map sKδ := (sδ)|CA(K) is
a tame corestriction from CA(K) to CA(K[δ]). Let sK :A → CA(K) be the tame corestriction
with respect to the characters ψF and ψK = ψF ◦ TrdK/F as in 2.8 and sδK be the corestriction
with respect to ψF [δ] and ψK[δ] := ψF [δ] ◦ TrdK[δ]/F [δ] as in 2.8, then sKδ ◦ sK = sδK ◦ sδ and sδK
is a projector. As  commutes with K[δ], we get
 = sδK() ≡ sδK
(
sγ (c)
)(
mod QσA/Bδ (−ν)δ
)
sδK
(
sγ (c)
)= sγ (sK(c)).
The proof proceeds now as in the split case to show that (ψ×
c′ )|Hν+1(β1,A) = (ψ×c )|Hν+1(β1,A)
is trivial, where c′ := sK(c) and the notation is now similar to the proof of [BH, 7.15]. Finally,
we get the desired equality of character sets with 9.9 instead of [BK1, 3.5.8]. 
10.3. Theorem. Let A be an arbitrary finite-dimensional central simple F -algebra. Let Ki/F
be two unramified extensions of the same degree f and such that K×i ⊂ KA is embedded with
the same embedding invariant in the sense of 2.3 (i.e., d(1)(K1) = d(1)(K2) with the notation
in [F]), let [A, n, ν,βi] two simple Ki -special strata and let θi ∈ C(βi, ν,A) intertwine in A× for
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f (F [β1]/F ) = f (F [β2]/F ) and F [βi]ur ⊂ Ki for i = 1,2. Moreover, there exists x ∈KA such
that K2 = x−1K1x, θ2 = θx1 and C(β2, ν,A) = C(x−1β1x, ν,A).
Proof. By [F, Theorem 2(iii)], up to conjugacy in KA we may assume that K := K1 = K2. In
the following we use a notation analog to the split case [BK1, 3.5.11], i.e., we argue by induction
along the length of a special approximation sequence. More precisely, we argue by induction on ν
from n− 1 down to 0. We begin the induction with ν = n− 1 and [A, n, ν,β] a minimal stratum.
We will then have two kinds of induction steps from ν + 1 to ν. The first case (A) is that at the
step from ν + 1 to ν the length of the approximation sequence rests unchanged and the second
case (B) is that the length becomes larger. In the case (B) we consider simple K-special strata
[A, n, ν,βi] and K-special simple approximations [A, n, ν+1, γi] for i = 1,2. Because we want
to inductively assume that F [γi]ur ⊂ K , we have to remark here that the part of the approximation
sequence starting with the stratum [A, n,0, γi] considered as a special approximation sequence
of [A, n,0, γi] is then K-special in the sense of 3.12 for i = 1,2.
10.4. Claim. With respect to the final assertion and 9.1 we want to show first that the strata
[A, n, ν+1, βi] for i = 1,2 are either already both simple, or both strata [A, n, ν,βi] for i = 1,2
have a common jump ν + 1 = −k0(βi,A) for i = 1,2.
Proof. If not, let us assume that [A, n, ν + 1, β1] is simple and [A, n, ν,β2] has a proper approx-
imation [A, n, ν+1, γ2]. In particular, C(β2, ν+1,A) = C(γ2, ν+1,A). By 9.10 we may reduce
up to equivalence of strata to the case of C(β1, ν,A) = C(γ2, ν,A). But this contradicts 9.13. 
So our plan of the proof makes sense and we start the induction with ν = n − 1. In fact
for ν  [n2 ] and the strata [A, n, ν,βi] assumed to be simple for i = 1,2, the result follows
with aid of [BG, 4.1.2]. Indeed, in this case (θi)|Hν+1(βi ,A) = (ψ×βi )|Uν+1(A) and these characters
correspond to the K-special simple strata [A, n, ν,βi] which intertwine in A× where i = 1,2.
In particular, we get that the field extensions F [β1]/F and F [β2]/F have the same invariants.
It follows from f (F [β1]/F ) = f (F [β2]/F ) and the assumption 〈f (F [β1]/F ),f (F [β2]/F )〉 |
[K : F ] that F [β1]ur = F [β2]ur ⊂ K . As we start with the assumption F [β1]ur = F [β2]ur ⊂ K ,
we get from the proof of [BG, 4.1.2] the stronger conclusion that [A, n, ν,β1] is conjugated to
[A, n, ν,β2] by an element of KA which normalizes K . Of course one may use more generally
that F [β1]ur ·K = F [β2]ur ·K =: M . We may formulate this as a useful lemma:
10.5. Lemma. If the M-special simple strata [A, n, ν,β1] and [A, n, ν,β2] intertwine in A×,
then they are conjugated by an element of KA which normalizes M .
As this element then conjugates (ψ×β1)|Uν+1(A) to (ψ×β2)|Uν+1(A), we may reduce to the
case where the last proper special approximations may be equivalent. As then C(β1, ν,A) =
{(ψ×β1)|Uν+1(A)} = {(ψ×β2)|Uν+1(A)} = C(β1, ν,A) we also have the equality of character sets.
We deal with the general case by induction on v and on the length of the special approximation
sequence. The case ν  [n2 ] has been done.
Case (A). We start with the case where the strata [A, n, ν + 1, βi] for i = 1,2 are both simple.
We already get from the induction hypothesis that
(iA) Hν+2(β1,A) = Hν+2(β2,A) =: Hν+2,
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(iiiA) C(β1, ν + 1,A) = C(β2, ν + 1,A),
(ivA) e(F [β1]/F ) = e(F [β2]/F ),
(vA) f (F [β1]/F ) = f (F [β2]/F ), and
(viA) F [β1]ur = F [β2]ur ⊂ K .
Furthermore our assumptions from the beginning of induction for the induction step in
case (A) are
(viiA) that ν < [n2 ],
(viiiA) that the strata [A, n, ν,βi] are K-special, and
(ixA) that the strata [A, n, ν + 1, βi] are already simple for i = 1,2.
We will refer to these assumptions (iA)–(ixA) in the following proof of the induction step in
case (A). In the case (A) the assertions in (ivA)–(viA) require no induction step, but we state
them here because the similar assertions also appear in case (B) below where an induction step
is necessary.
By (iiiA) 9.1 applies to give k0(β1,A) = k0(β2,A) =: −q . Also 9.10 applies to give
Hν+1(β1,A) = Hν+1(β2,A) =: Hν+1 (in particular we reached the induction step for (iA) or
(iB) below) and the existence of a simple stratum [A, n, ν + 1, β ′2] equivalent to [A, n, ν + 1, β1]
such that C(β ′2, ν,A) = C(β2, ν,A). Let b := β1 − β ′2, then b ∈ P−(ν+1) and by 5.11(ii)
C(β1, ν,A) = C(β2, ν,A)ψ×b = C(β2, ν,A)ψ×b .
Let c ∈ P−(ν+1), such that θ2ψ×b+c = θ1 as characters of Hν+1 (see (iA), (iiA)). Note that we
have θ2ψ×b , θ2ψ
×
b+c ∈ C(β1, ν,A) and hence ψ×c is intertwined by the whole of CA(β1)×. Con-
sequently, by Lemma 1.9 sβ1(c) ∈ F [β1] + Q
σA/A∩CA(β1)(−ν)
β1
, for a tame corestriction sβ1 :A →
CA(β1), where Qβ1 is the Jacobson radical of Bβ1 := A∩CA(β1). On the other hand, we easily
generalize [BK1, 2.4.1(ii)] with aid of a canonical splitting (see [Br1] for the fact that sβ ⊗ 1
is a tame corestriction of A ⊗F Dop  A˜) and whence the definition of b and (ixA) imply
sβ1(b) ∈ F [β1] + QσA/B(−ν)β1 . Altogether, we have sβ1(b + c) ∈ F [β1] + Q
σA/B(−ν)
β1
and so the
stratum [Bβ1 ,−σA/B(−(ν+1)),−σA/B(−ν), sβ1(b+c)] is either equivalent to a simple scalar
stratum or equivalent to the zero-stratum.
Remark. In fact it was superfluous here to use [BK1, 2.4.1(ii)], refinement of simple characters
and simple strata. We needed here only a part of the proof of 9.10. An alternative view is to take
b + c ∈ P−(ν+1) such that θ1ψ×b+c = θ2 and then use the arguments of proofs 9.10 through 9.12.
In case (B) we need all arguments, but in an easier situation, because the jump is always divisible
by the ramification exponents with respect to continuations of almost valuations. 
If g intertwines the characters θ1 and θ2 then, g−1 intertwines θ2 and θ1 and by 5.8 and induc-
tion (iiA), we have g−1 = x · t · y where x, y ∈ (1 +Pq−ν−1 ∩N−ν−1(β1,A)+ J[ q+12 ]1(β1,A)),
and t ∈ CA(β1)×. The element t now intertwines θx2 with θy
−1
1 . By 9.11 these characters coin-
cide with θ2 and θ1 on Uν¯+1(Bβ1). Because the restriction of θ1 to Uν¯+1(Bβ1) factors through
NrdCA(β1)/F [β1] we have (θ1)|Uν¯+1(Bβ1 ) = (θ2)
t
|Uν¯+1(Bβ1 )
= (θ1)t (ψ×−sβ1 (b+c))
t = θ1(ψ×−sβ1 (b+c))
t
and therefore t intertwines ψ×C (β ),−s (b+c) and ψ
×
0 .A 1 β1
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by [BG, 4.1.2] [Bβ1 , ν¯ + 1, ν¯, sβ1(b + c)] must be equivalent to the zero stratum as required,
i.e. sβ1(b + c) ∈ Q−ν¯β1 . Therefore θ1 = θ2ψ×b+c on Hν+1 implies that θ1 and θ2 coincide on
Uν¯+1(Bβ1) as well as on Hν+2. If ν < [ q2 ] (see above definition of q), then by 8.9 Hν+1 =
Uν¯+1(Bβ1)Hν+2 and by 8.10 we are already finished. For the rest of the proof of the first case
we assume ν  [ q2 ].
Let us consider θKi := (θi)|Hν+1∩CA(K) for i = 1,2, then (θK1 )|Hν+2∩CA(K) = (θK2 )|Hν+2∩CA(K)
by (iiA) and (θK1 )|Uν+1(A)∩CA(K[β1]) = (θK2 )|Uν+1(A)∩CA(K[β1]) by the last calculations. If ν 
[ q2 ], then we must have θK1 ψ×CA(K),d = θK2 , with d ∈ (HσA/C(ν+1)+1(β1C)) ∩ ker(sK[β1] ◦ sβ1)
where sK[β1] :CA(β1) → CA(K[β1]) is a tame corestriction. As aβ1(CA(K)) = ker(sK[β1] ◦
sβ1)|CA(K) and by 4.6, we find an x ∈ RσA/C(q)+σA/C(−(ν+1)) ∩ NσA/C(−(ν+1))(β1,C) +
J[
σA/C(q)+1
2 ]1(β1,C) such that d = aβ1(x), where C := A ∩ CA(K). By 5.9, it follows that
θK2 = (θK1 )1+x = (θ1+x1 )K and 1 + x normalize (θ1)|Hν+2 . By the injectivity of the restriction
(see 7.1) and 10.2, we also have θ2 = θ1+x1 . Therefore we have reached the induction step
for (iiA) or (iiB) below. As we only conjugated θ1 and the special approximation sequence of
[A, n,0, β1] with elements of KA ∩ CA(K), we can still assume we are dealing with K-special
approximations.
The induction step (iiiA) or (iiiB) follows from 9.9.
The induction step is reached in case (A).
The minimal case, and thus the beginning of an induction over the lenght of the approximation
sequence, have been done.
Case B. Now consider the second case, where the strata [A, n, ν + 1, βi] are equivalent to
proper special simple approximations [A, n, ν + 1, γi] for i = 1,2. Our induction hypotheses are
(iB) Hν+2(γ1,A) = Hν+2(γ2,A) =: Hν+2,
(iiB) (θ1)|Hν+2 = (θ2)|Hν+2 ,
(iiiB) C(γ1, ν + 1,A) = C(γ2, ν + 1,A),
(ivB) e(F [γ1]/F ) = e(F [γ2]/F ),
(vB) f (F [γ1]/F ) = f (F [γ2]/F ),
(viB) F [γ1]ur = F [γ2]ur ⊂ K .
Our assumptions from the beginning of induction for the induction step in case (B) are
(viiB) ν < [n2 ],
(viiiB) the strata [A, n, ν,βi] are K-special, and
(ixB) have proper K-special approximations [A, n, ν + 1, γi] for i = 1,2.
We will refer to these assumptions and (iB)–(ixB) within the following proof of the induction
step in case (B).
By 10.4, (iiiB) and 9.1 we obtain −k0(β1,A) = −k0(β2,A) = ν + 1 and −k0(γ1,A) =
−k0(γ2,A) =: q , respectively. Also 9.10 applies to give Hν+1(γ1,A) = Hν+1(γ2,A) =: Hν+1
and replacing [A, n, ν, γ1] by an equivalent stratum also having F [γ1]ur ⊂ K and which is K-
special we may assume that C(γ1, ν,A) = C(γ2, ν,A) =: C(ν).
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Hl+1(γ2,A) = Hl+1(β2,A). In particular, we may choose l = ν which gives us the induction
step for above (iA) or (iB) and θi lives on Hν+1 for i = 1,2.
10.6. Notation. Let Bγi := A∩CA(γi), Qγi := P∩CA(γi), C := A∩CA(K), R := P∩CA(K),
Cγi := A ∩ CA(K[γi]), Rγi := P ∩ CA(K[γi]), ν¯ := σA/Bγi (ν), νˆ := σA/C(ν) and ν˜ :=
σA/Cγi
(ν) for i = 1,2.
By 5.10 we have C(βi, ν,A) = C(γi, ν,A)ψ×βi−γi for i = 1,2. By 9.3, (viiiB) and (ixB) the
strata [Bγi , ν¯ + 1, ν¯, sγi (βi − γi)] are equivalent to simple K-special strata [Bγi , ν¯ + 1, ν¯, δi]
with F [γi, δi]ur ⊂ F [βi]ur, where sγi is a tame corestriction sγi :A → CA(γi), for i = 1,2. Also
9.5 with β = γi , b = βi − γi and c = δi applies to give that the field extensions F [γi, δi]/F and
F [βi]/F have the same invariants for i = 1,2, respectively.
In principle the proof runs as in the previous case (A), i.e., first, we reduce to the case where
θ1 and θ2 coincide on Uν¯+1(Bγ1) and, second, we use the above argument including 4.6 to find
a conjugating element for the characters.
Let φ ∈ C(ν) and ci ∈ P−(ν+1) such that θi = φψ×βi−γi+ci and Hν+1 for i = 1,2 and θ1 = φ =
θ2 on Hν+2 (iB), (iiB). As θi and φψ×βi−γi are both in C(βi, ν,A) by 5.10 θi(ψ
×
βi−γi )
−1 = φψ×ci
and φ are both in C(ν) for i = 1,2. Therefore ψ×ci is intertwined by the whole of CA(γi)× and
by Lemma 1.9 we must have
10.7. sγi (ci) ∈ F [γi] +P−(ν+1) ∩CA(γi) for i = 1,2.
By the same argument for later purposes we observe that ψ×c2 is intertwined by the whole of
CA(γi)
× and by Lemma 1.9 we must have
10.8. sγi (c2) ∈ F [γ1] +P−(ν+1) ∩CA(γ1).
Now, we deduce from 10.7 that [Bγi , ν¯ + 1, ν¯, δi + sγi (ci)] is equivalent to a simple stratum[Bγi , ν¯ + 1, ν¯, δi + μi] with μi ∈ F [γi] which is K-special by (ixB), whence again F [γi, δi +
μi]ur ⊂ F [βi]ur for i = 1,2.
10.9. Again, the invariants of the field extensions F [γi, δi + μi]/F and F [βi]/F are the same
for i = 1,2, respectively.
Let bi = βi − γi + ci for i = 1,2. Let sK[γi ] be a tame corestriction with respect to the exten-
sion K[γi]/F [γi], then, as δi as well as μi commute with K and sK[γi ] is a projector,
10.10. The strata [Cγi , ν˜+1, ν˜, sK[γi ] ◦sγi (bi)] are again equivalent to the simple strata [Cγi , ν˜+
1, ν˜, δi +μi] respectively
with i = 1,2. Let θKi := (θi)|Hν+1∩CA(K), φK := φ|Hν+1∩CA(K) and sK be a tame corestriction
with respect to K/F , then θKi = φKψ×CA(K),sK(bi ). We choose an unramified splitting field L/K
of CA(K) with minimal degree and lift ψF to an additive character ψL of L+ with conductor pL.
We choose a lift φ¯ of φK in C(γ1 ⊗ 1, νˆ,C ⊗oK oL) and let θ¯i := φ¯ψ×CA(K)⊗KL,sK(bi )⊗1 for
i = 1,2. Of course the θ¯i are lifts of the θK for i = 1,2. As we are in a split situation now and thei
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intertwine for i = 1,2, we can apply lemma [BK1, 3.5.14] to θ¯2. We have to note here that
sK[γi ] ◦ sγi = sKγi ◦ sK , where sKγi is a suitable tame corestriction with respect to the extension
K[γi]/K for i = 1,2.
The proof of [BK1, 3.5.14] uses some tools of the proof of the intertwining formula [BK1,
3.3.2]. The latter proof calculates the intertwining inductively along a refinement of simple
characters. We let R := I ∩ C ⊗oK oL + R ⊗oK oL/R ⊗oK oL, where I denotes the in-
tertwining of (θ¯2)|Hνˆ+1(β2⊗1,C⊗oK oL). We calculate
R in two different ways by considering
(θ¯2)|Hν¯+1(β2⊗1,C⊗oK oL) as a refinement of φ¯. In case (a) we consider (θ¯2)|Hνˆ+1(β2⊗1,C⊗oK oL)
as a refinement of φ¯|Hνˆ+2(γ2⊗1,C⊗oK oL) ∈ C(γ2 ⊗ 1, νˆ + 1,C ⊗oK oL) defined with aid of an
approximation sequence of the simple stratum [C ⊗oK oL,σA/C(n),0, γ2 ⊗ 1] and we getR= {x¯ ∈ Cγ2 ⊗oK oL/Rγ2 ⊗oK oL | x¯sK[γ2] ◦ sγ2(b2)⊗1 ≡ sK[γ2] ◦ sγ2(b2)⊗1x¯ (mod R−ν˜γ2 ⊗oK
oL)}. In case (b) we calculate R by considering (θ¯2)|Hνˆ+1(β1⊗1,C⊗oK oL) as a refinement of
φ¯|Hνˆ+2(γ1⊗1,C⊗oK oL) ∈ C(γ1, νˆ+1,C⊗oK oL) defined with aid of an approximation sequence for
the simple stratum [C⊗oK oL,σA/C(n),0, γ1⊗1] and we get R= {x¯ ∈ Cγ1 ⊗oK oL/Rγ1 ⊗oK oL |
x¯sK[γ1] ◦ sγ1(b2)⊗ 1 ≡ sK[γ1] ◦ sγ1(b2)⊗ 1x¯ (mod R−νˆγ1 ⊗oK oL)}.
Now we want to draw conclusions from the two expressions for R. Let D̂ be a central division
algebra over K and W be a right D̂-vector space such that CA(K)  Mmˆ(D̂)  EndD̂(W), then
C˜ := CA(K) ⊗K D̂op  EndK(W)  Mdˆ2mˆ(K), where dˆ is the index of D̂/K , is the canonical
splitting of CA(K) and by 3.3 the order C : EndoD̂ {Yj }j∈Z (where the lattice chain is in W and
determined up to translation of the index by restriction of the isomorphism before) has canonical
splitting C˜ ⊕dˆ−1k=0 Rk·rˆ ⊕oK πˆ−koL  EndoK {Yj }j∈Z, where rˆ is the period of C and πˆ is a
prime element of oD̂ . The intersection of C˜ with the centralizer of K[γi] ⊗K K in C˜ is C˜γi :=⊕dˆ−1
k=0 Rk·rˆ ∩ CA(K[γi]) ⊗oK πˆ−koL for i = 1,2 and if we intersect with the centralizer of
K[γi] ⊗K L in C˜ we obtain Cγi ⊗oK oL for i = 1,2.
As the stratum [Cγ2 ⊗oK oL, ν˜ + 1, ν˜, sK[γ2] ◦ sγ2(b2)⊗ 1] is equivalent to the simple stratum[Cγ2 ⊗oK oL, ν˜+1, ν˜, (δ2 +μ2)⊗1], we conclude from [BK1, 2.4.13] and the expression (a) that
the ring R is a semisimple kL-algebra. Conversely, again by [BK1, 2.4.13], the expression (b)
and [BH, 3.8]
10.11. There exists a simple stratum [Cγ1 ⊗oK oL, ν˜ + 1, ν˜, η¯], η¯ ∈ CA(K) ⊗K L equivalent to[Cγ1 ⊗oK oL, ν˜ + 1, ν˜, sK[γ1] ◦ sγ1(b2)⊗ 1] such that the stratum [˜Cγ1 , ν˜ + 1, ν˜, η¯] is also simple.
10.12. Claim. Identifying K[γ1] and K[γ1 ⊗ 1], there exists a Cγ1 -pure element η ∈ CA(K) with
the same minimal polynomial over K[γ1], K[γ1⊗1], respectively, as η¯ such that [Cγ1 , ν˜+1, ν˜, η]
is simple and equivalent to [Cγ1 , ν˜ + 1, ν˜, sK[γ1] ◦ sγ1(b2)].
Proof. Let φ˜ ∈ C(γ1 ⊗ 1, νˆ, C˜) = C(γ2 ⊗ 1, νˆ, C˜), be the transfer of φ using 7.3 twice, then also
φ˜ψ×
CA(K)⊗KD̂op,sK(ci )⊗1 ∈ C(γi ⊗ 1, νˆ, C˜) for i = 1,2. We have θ˜i := φ˜,ψ
×
C˜,sK(bi )⊗1 ∈ C(βi ⊗
1, νˆ, C˜) for i = 1,2.
As we are in a split situation now and the application of lemma [BK1, 3.5.14] does not depend
on the fact that the (θ˜i)|Hνˆ+1(γi⊗1,C˜) intertwine for i = 1,2, we can apply lemma [BK1, 3.5.14]
to θ˜2.
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denotes the Jacobson radical of C˜. Arguments and notations with respect to θ˜1, θ˜2 and φ˜ are
now analog as those for θ¯1, θ¯2 and φ¯, respectively. We get analog as above two expressions
{x˜ ∈ C˜γ2/R˜γ2 | x˜sK[γ2] ◦ sγ2(b2)⊗ 1 ≡ sK[γ2] ◦ sγ2(b2)⊗ 1x˜ (mod R˜−ν˜γ2 )}
(a˜)= R˜ (b˜)= {x˜ ∈ C˜γi /R˜γi |
x˜sK[γ1] ◦ sγ1(b2)⊗ 1 ≡ sK[γ1] ◦ sγ1(b2)⊗ 1x˜ (mod R˜−ν˜γ1 )}, where R˜γ1 and R˜γ2 are the Jacobson
radicals of C˜γ1 and C˜γ2 , respectively.
Let e1, f1 be the ramification exponent and inertial degree of K[γ1 ⊗ 1, η¯]/K , and let
k1/k be the corresponding extension of residual fields. In the same way let e2, f2, k2/k cor-
respond to K[γ2, δ2 + μ2]/K . From C/R  Msˆ(kD̂)rˆ we deduce for the canonical splitting
C˜/R˜  M
sˆ·dˆ (k)
rˆ·dˆ
, whence from the minimality of the elements η¯ and (δ2 +μ2)⊗ 1 (see [BK1,
1.4.14, 1.4.15]), the definition of the critical exponent (see [BK1, 1.4.3–1.4.5]) and [G1, 2.2(i)(a)]
we get
Msˆ·dˆ
f2
(k2)
rˆ·dˆ
e2  C˜∩CC˜
(
K[γ2 ⊗ 1, (δ2 +μ2)⊗ 1]
)
/R˜∩CC˜
(
K[γ2 ⊗ 1, (δ2 +μ2)⊗ 1]
)
(a˜) R˜ (b˜) C˜∩CC˜
(
K[γ1 ⊗ 1, η¯]
)
/R˜∩CC˜
(
K[γ1 ⊗ 1, η¯]
)
 Msˆ·dˆ
f1
(k1)
rˆ·dˆ
e1 ,
where we also used the equivalences 10.10 and 10.11 lifted to C˜γi for i = 1,2, respectively.
Together with 10.9 the last comparison of finite rings implies e(K[β2]/K) = e(K[γ2, δ2 +
μ2]/K) = e(K[γ1 ⊗1, η¯]/K) and f (K[β2]/K) = f (K[γ2, δ2 +μ2]/K) = f (K[γ1 ⊗1, η¯]/K).
Because the field extension K[γ2, δ2 +μ2]/K is C-pure and has the same invariants as K[γ1 ⊗
1, η¯]/K , there must be a Cγ1 -pure element η with the same minimal polynomial over K[γ1]
as η¯. Indeed, by [G1, 1.9(iii)] applied to the pair (C,C) and 2.1 there exists a sound embedding
with respect to C say ι1 of K[γ1 ⊗ 1, η¯]/K to CA(K)/K . If ι2 is an arbitrary embedding of
K[γ1 ⊗1, η¯]/K to CA(K)/K which maps γ ⊗1 at γ1, then the images ι1(γ1 ⊗1) and ι2(γ1 ⊗1)
have the same minimal polynomial over K and by (viB) and the totally ramified case, they share
a common type of embedding. By Lemma [BG, 3.2] there exists y ∈ KC such that yι1(γ1 ⊗
1)y−1 = ι2(γ1 ⊗ 1) = γ1, then η := yι1(η¯)y−1 ∈KC is a Cγ1 -pure element as required.
Also η ⊗ 1 has the same minimal polynomial as η¯ over K[γ1] ⊗K L and therefore the strata
[Cγ1 ⊗oK oL, ν˜ + 1, ν˜, η¯] and [Cγ1 ⊗oK oL, ν˜ + 1, ν˜, η ⊗ 1] must intertwine in (CA(K[γ1]) ⊗K
L)×. By [BK1, 2.6.1] they intertwine in (Cγ1 ⊗oK oL)×. But by 10.11 the strata [Cγ1 ⊗oK oL, ν˜+
1, ν˜, η ⊗ 1] and [Cγ1 ⊗oK oL, ν˜ + 1, ν˜, sK[γ1] ◦ sγ1(b2) ⊗ 1] intertwine then in Cγ1 ⊗oK o×L . By
the cohomological trick of [BG, 4.3.9] we may replace η by a C×γ1 conjugate element such that
the stratum [Cγ1 , ν˜ + 1, ν˜, η] is simple and equivalent to [Cγ1 , ν˜ + 1, ν˜, sK[γ1] ◦ sγ1(b2)]. 
On the other hand, because K[γ1]/F [γ1] is unramified, sK[γ1] is a projector. As β2 − γ2
commutes with K and sγ1(c2) by 10.8 commutes with K modulo P−ν , 10.1 applies so
that [Bγ1 , ν¯ + 1, ν¯, sγ1(b2)] is equivalent to [Bγ1 , ν¯ + 1, ν¯, sK[γ1] ◦ sγ1(b2)] and furthermore,
[Bγ1 , ν¯ + 1, ν¯, η] is equivalent to [Bγ1 , ν¯ + 1, ν¯, sγ1(b2)].
Now, if g is an element that intertwines θ1 and θ2, then by 5.8 and induction (iiB) we must
have g = x · t · y with x, y ∈ (1 + Pq−ν−1 ∩ N−ν−1(γ1,A) + J[ ν+12 ]1(γ1,A)) and t ∈ CA(γ1)×.
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y−1
2 and by 9.11 these coincide with θ1 and θ2 on Uν¯+1(Bγ1).
Because t intertwines φ with itself, we obtain that t intertwines ψ×CA(γ1),sγ1 (b1) = ψ
×
CA(γ1),δ1+μ1
with ψ×CA(γ1),sγ1 (b2) = ψ
×
CA(γ1),η
.
10.13. Therefore, t ∈ CA(γ1)× intertwines the strata [Bγ1 , ν¯ + 1, ν¯, δ1 + μ1] and [Bγ1 , ν¯ +
1, ν¯, η].
In particular, the field extensions F [γ1, δ1 + μ1]/F [γ1] and F [γ1, η]/F [γ1] must have the
same invariants.
Considering extensions over F , taking composition with K and using 10.9, we get
f (K[β1]/K) = f (K[γ1, η]/K) = f (K[β2]/K) and e(K[β1]/K) = e(K[γ1, η]/K) = e(K[β2]/
K). Because of (viiiB) the composition F [βi]ur · K must be fields and the fields F [βi]ur ∩ K
must have degree 〈f (F [βi]/F ), [K : F ]〉 over F for i = 1,2. Our general assumption
〈f (F [β1]/F ),f (F [β2]/F )〉 | [K : F ] implies that the field F [β1]ur ∩ F [β2]ur ∩K = F [β1]ur ∩
F [β2]ur has degree 〈f (F [β1]/F ),f (F [β2]/F )〉. Because the extension F [βi]/F [βi]ur is totally
ramified the extension K[βi]/F [βi]ur ·K is totally ramified too, and we must have F [βi]ur ·K =
K[βi]ur for i = 1,2. Therefore, f (K[β1]/K) = f (K[β2]/K) implies [F [β1]ur · K : K] =
[F [β2]ur · K : K] and this implies [F [β1]ur : F [β1]ur ∩ K] = [F [β2]ur : F [β2]ur ∩ K]. Because
〈[F [β1]ur : F [β1]ur ∩ K], [F [β2]ur : F [β2]ur ∩ K]〉 | 〈[F [β1]ur : F [β1]ur ∩ F [β2]ur], [F [β2]ur :
F [β1]ur ∩ F [β2]ur]〉 and [F [βi]ur : F [β1]ur ∩ F [β2]ur] = f (F [βi ]/F )〈f (F [β1]/F ),f (F [β2]/F )〉 , we deduce[F [βi]ur : F [βi]ur ∩K] = 1 for i = 1,2.
10.14. Consequently, we must have F [β1]ur, F [β2]ur ⊂ K
and, in particular, e(F [β1]/F ) = e(K[β1]/K) = e(K[β2]/K) = e(F [β2]/F ). We reached the
induction step for (ivA) or (ivB).
Moreover, f (K[γ1, δ1 + μ1]/K) = f (K[β1]/K) = 1 and f (K[γ1, η]/K) = f (K[β2]/
K) = 1. Because in the totally ramified case there is only one type of embedding, the strata
[Bγ1 , ν¯ + 1, ν¯, δ1 +μ1] and [Bγ1 , ν¯ + 1, ν¯, η] share a common type of embedding. Using 10.13
and 10.5, we conjugate the stratum [Bγ1 , ν¯+1, ν¯, δ1 +μ1] by an element ofKBγ1 which normal-
izes K such that it becomes equivalent with the stratum [Bγ1 , ν¯+1, ν¯, η]. If k is the element, then
(θ1)
k
|Uν¯+1(Bγ1 )
= φk|Uν¯+1(Bγ1 )(ψ
×
sγ1 (b1)
)k = φ|Uν¯+1(Bγ1 )ψ
×
k·sγ1 (b1)·k−1
= φ|Uν¯+1(Bγ1 )ψ
×
sγ1 (k·b1·k−1)
.
On the other hand, φ|Uν¯+1(Bγ1 )ψ
×
k·sγ1 (b1)·k−1
= φ|Uν¯+1(Bγ1 )ψ
×
k(δ1+μ1)k−1 = φ|Uν¯+1(Bγ1 )ψ
×
η =
φ|Uν¯+1(Bγ1 )ψ
×
sγ1 (b2)
. Replacing δ1 +μ1 in this manner by its k-conjugate and replacing the stra-
tum [A, n, ν,β1], its approximation sequence and b1 by the same conjugate as δ1 + μ1, the
strata [Bγ1 , ν¯ + 1, ν¯, sγ1(b1)] and [Bγ1 , ν¯ + 1, ν¯, sγ1(b2)] become equivalent. Conjugation by k
leaves φ, (θi)|Hν+2 for i = 1,2 and Hν+1 invariant. Therefore, we reduce to the case where θ1
agrees with θ2 on Uν¯+1(Bγ1) as well as on Hν+2. As we only conjugated θ1 and the special
approximation sequence of [A, n,0, β1] with elements of KBγ1 which normalizes K , we can
still assume we are dealing with K-special approximations.
In the case ν < [ q2 ], by 8.9 we have Hν+1 = Uν¯+1(Bγ1)Hν+2 and by 8.10 we are finished.
So assume that ν  [ q2 ] to reach the induction step in the second case as before in the first case.
By 2.9, 7.1 and 10.2, we find d ∈ (HσA/C(ν+1)+1(γ1,C))∗ ∩ aγ1(A) (i.e., with sK[γ1](d) = 0 and
ψ× being trivial on HσA/C(ν+1)+1(γ1,C)) such that θK = θK · ψ× . By 4.6 we findCA(K),d 2 1 CA(K),d
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σA/C(q)+1
2 ]1(γ1,C) with d = aβ1(x) and with
5.9 and 10.2 we obtain θ2 = θ1+x1 and 1 + x normalize (θ1)|Hν+2 as required. We reach the
induction step for above (iiA) or (iiB). As in the last step we only conjugated θ1 and the special
approximation sequence of [A, n,0, β1] with elements of KC, we can still assume we are dealing
with K-special approximations.
From 9.9 we get C(β1, ν,A) = C(β2, ν,A) and we reach the induction step for (iiiA) or (iiiB).
Because we already reached the induction step for (ivA) or (ivB), by the second assertion of 9.1
we get also (vA) or (vB). If we combine this with 10.14, we reach the induction step for (viA) or
(viB).
The induction step is reached in case (B). 
10.15. Corollary (“Intertwining implies conjugacy”). Let A be an arbitrary finite-dimensional
central simple F -algebra. For i = 1,2, let [A, n, ν,βi] two simple strata fulfilling the same no-
tion of A-purity 2.4(a),(b) or (c) and let θi ∈ C(βi, ν,A) intertwine in A×. Then there exists
x ∈KA such that F [β2]ur = x−1F [β1]urx, θ2 = θx1 and C(β2, ν,A) = C(x−1β1x, ν,A).
Proof. Let f := 〈f (F [β1]/F ),f (F [β2]/F ) and F [βi]/Ki/F the unique unramified intermedi-
ate extension of degree f for i = 1,2. Then 10.3 applies to give Ki = F [βi]ur for i = 1,2 and
therefore 10.3 translates into 10.15. 
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