Uncertainty principles as embeddings of modulation spaces  by Galperin, Yevgeniy V. & Gröchenig, Karlheinz
J. Math. Anal. Appl. 274 (2002) 181–202
www.academicpress.com
Uncertainty principles as embeddings
of modulation spaces
Yevgeniy V. Galperin a and Karlheinz Gröchenig b,∗
a Department of Mathematics, Sacred Heart University, Fairfield, CT, USA
b Department of Mathematics U-3009, University of Connecticut, Storrs, CT 06269-3009, USA
Received 1 October 2001
Submitted by R. Torres
Abstract
A class of new uncertainty principles is derived in the form of embeddings of Fourier–
Lebesgue spaces into modulation spaces. These embeddings provide practical, sufficient
conditions for a function to belong to a modulation space. Counterexamples based on the
properties of Gabor expansions demonstrate that the embeddings are optimal.
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1. Introduction
The uncertainty principle is a collection of mathematical statements expressing
a fundamental property of the Fourier transform, namely, that a function f and
its Fourier transform fˆ cannot be simultaneously small. Its simplest form is a
variation of the Heisenberg–Pauli–Weyl inequality [8]
1
2π
‖f ‖22  ‖xf ‖22 + ‖ωfˆ ‖22. (1)
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We use Ff (ω) = fˆ (ω) = ∫
Rd
f (x)e−2πixω dx as our normalization of the
Fourier transform.
The quantities ||xf ||22 and ||ωfˆ ||22 in (1) are (weak) measures of concentration
of f in time and frequency respectively, and thus (1) establishes a uniform lower
bound for the time-frequency concentration of a function f .
This classical inequality allows for many variations and extensions [4,8,9,15].
For a sample of current activity and connections to time-frequency analysis the
reader should consult [2,13]. In this article we will pursue two variations of (1).
(a) Following Cowling and Price [3] we replace the measure of concentration
‖xf ‖2 by general weighted Lp-norms and replace the right-hand side in (1) by
expressions of the form ‖ |x|af ‖Lp + ‖ |ω|bfˆ ‖Lq .
(b) Furthermore, we will investigate the question of how changing the
requirements on smoothness and decay of f and fˆ affect the lower bound in the
uncertainty principle. We will therefore replace the L2-norm in the lower bound
of (1) by more concise measures for the time-frequency concentration of f .
To measure the joint time-frequency concentration of a function, we use the
short-time Fourier transform (STFT). Given a fixed nonzero function g ∈ S(Rd),
a so-called window function, the STFT of f with respect to g is defined by
Vgf (x,ω)=
∫
Rd
f (t)g(t − x)e−2πiω·t dt. (2)
With slightly different normalizations, the short-time Fourier transform occurs
also under the names of “ambiguity function” and “Wigner distribution”.
Intuitively, Vgf (x,ω) can be interpreted as the magnitude of the frequency band
centered at ω in a neighborhood of time x . Thus, Vgf can be thought of as the
“score” of f [12] and is a simultaneous time-frequency representation of f .
It is now natural to replace the lower bound in (1) by an expression that
measures the joint time-frequency concentration of f , in other words, by a
function space norm of Vgf . For this purpose we introduce the following decay
and integrability conditions on the STFT: fix g ∈ S(Rd) \ {0}, then we say that a
tempered distribution f ∈ S′(Rd) is in the modulation space Mr,sα,β , if the norm
‖f ‖Mr,sα,β =
( ∫
Rd
( ∫
Rd
∣∣Vgf (x,ω)∣∣r(1 + |x|)αr dx
)s/r
× (1+ |ω|)βs dω)1/s (3)
is finite.
In summary, we are looking for a class of uncertainty principles of the form
‖f ‖Mr,sα,β C
(‖f ‖Lpa +‖fˆ ‖Lqb ). (4)
Several known uncertainty principles fit into this class.
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(a) Cowling and Price [3] have obtained a complete characterization of the
parameters p, q , a, and b, for which an elementary uncertainty principle of the
form
‖f ‖L2 K
(∥∥ |x|af ∥∥
Lp
+ ∥∥ |ω|bfˆ ∥∥
Lq
) (5)
is valid. Since L2 =M2,20,0 (see [12, Corollary 3.2.2 and Proposition11.3.1]), (5) is
a special case of (4).
(b) In [11] one of us has used the norm ‖f ‖
M
1,1
0,0
= ‖Vgf ‖L1 as the lower
bound in (4) and given applications to the Poisson summation formula and to
pseudodifferential operators.
(c) These results were further refined by Hogan and Lakey [16] who obtained
endpoint estimates for some of the critical cases of [11].
Our goal is to investigate and characterize the range of parameters for which
the general inequality (4) holds. Such an uncertainty principle can also be
interpreted as an embedding of Fourier–Lebesgue spaces into modulation spaces.
Let Lpa be defined by the norm ‖f ‖pLpa =
∫
Rd
|f (x)|p(1 + |x|)ap dx , then the
uncertainty principle (4) is equivalent to the embedding
L
p
a ∩FLqb ↪→Mr,sα,β . (6)
From the definition of the Fourier transform (2), it is intuitively clear that the
rate of decay of f should be related to the rate of decay of Vgf in x and that
the rate of decay of fˆ should be related to the rate of decay of Vgf in ω but, in
general, these rates are not equal. Our results make this connection precise.
Here is a special case of our main embedding theorem.
Theorem 1.1. Suppose that α,β  0, 0 < r, s  2 and r  p  2 and s  q  2.
If (
a − α
d
+ 1
p
− 1
r
)(
b− β
d
+ 1
q
− 1
s
)
>
(
α
d
− 1
q ′
+ 1
r
)(
β
d
− 1
p′
+ 1
s
)
,
(7)
with all factors positive, then
‖f ‖Mr,sα,β  C
(‖f ‖Lpa + ‖fˆ ‖Lqb ) (8)
and thus Lpa ∩FLqb is continuously embedded in Mr,sα,β .
The expression on the left-hand side of (7) is quite natural. If f ∈ Lpa , then the
condition (a − α)/d + 1/p− 1/r > 0 implies that f ∈Lrα (see Lemma 2.3), and
similarly, if fˆ ∈ Lqb and (b − β)/d + 1/q − 1/s > 0, then fˆ ∈ Lsβ . But that is
not sufficient to obtain f ∈Mr,sα,β because the STFT measures the time-frequency
concentration of f in all directions, whereas the right-hand side of (8) uses time
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and frequency as separate inputs. Condition (7) gives a precise information of how
much additional decay has to be imposed on f and fˆ to guarantee that f ∈Mr,sα,β .
We construct a number of counterexamples to prove that the condition (7) for
embedding (6) is essentially sharp. The counterexamples are highly nontrivial and
rely on recent deep results in the theory of Gabor frames and on the properties of
unimodular polynomials.
Our results about embeddings into modulation spaces are interesting from yet
another point of view. Since modulation spaces are defined rather implicitly by
a property of the STFT, it is often difficult to determine when a given function
is in a certain modulation space. Theorem 1.1 provides convenient and practical
sufficient conditions for membership in a modulation space.
The paper is organized as follows: in Section 2 we collect the main definitions
and prove a few preliminary results about embeddings, the short-time Fourier
transform and modulation spaces. The new uncertainty principles and sufficient
conditions for embedding theorems of Fourier–Lebesgue spaces into modulation
spaces are derived in Section 3. Section 4 is devoted to the construction of
counterexamples.
2. Definitions and preliminary results
We first provide the necessary definitions and tools. Our notation and
definitions are consistent with those in [12].
2.1. Weights and mixed norm spaces
To measure the decay and concentration properties of a function, we use
weighted Lp-spaces. For the formulation of uncertainty principles we only use
polynomial weights of the form (1 + |x|)a or equivalently, (1 + |x|2)a/2. To
alleviate notation, we use the abbreviation
〈x〉 = 1+ |x|.
Then the weighted Lp-space Lpa (Rd), 1  p  ∞, consists of all Lebesgue
measurable functions f on Rd , such that the norm
‖f ‖Lpa =
( ∫
Rd
∣∣f (x)∣∣p〈x〉ap dx)1/p
is finite with obvious modifications when p =∞. Its Fourier transformFLpa (Rd )
consists of all tempered distributions f ∈ S′(Rd) such that fˆ ∈ Lpa (Rd) with norm
‖f ‖FLpa = ‖fˆ ‖Lpa .
On the time-frequency plane R2d we use mixed-norm spaces.
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Definition 1. Let 0 < r, s < ∞ and α,β ∈ R. Then the weighted mixed-norm
space Lr,sα,β (R
2d) consists of all Lebesgue measurable functions on R2d , such that
the (quasi-)norm
‖F‖Lr,sα,β =
( ∫
Rd
( ∫
Rd
∣∣F(x,ω)∣∣r 〈x〉αr dx)s/r〈ω〉βs dω)1/s
is finite. If r = ∞ or s = ∞, then the corresponding r-norm is replaced by
essential supremum. Then Lr,sa,b is a translation-invariant quasi-Banach space
(Banach space if both r  1 and s  1) [1].
We need the following lemma.
Lemma 2.1 (Hölder’s Inequality). Let p  r and q  s. Write t = r(p/r)′ =
rp/(p − r) and u= s(q/s)′ = sq/(q − s). Then
‖F ·H‖Lr,sα,β  ‖F‖Lp,qa,b · ‖H‖Lt,uα−a,β−b , (9)
whenever the right-hand side is finite.
Proof. We write the left-hand side as
‖F ·H‖Lr,sα,β =
( ∫
Rd
( ∫
Rd
∣∣F(x,ω)∣∣r 〈x〉ar ∣∣H(x,ω)∣∣r 〈x〉(α−a)r dx)s/r
× 〈ω〉bs 〈ω〉(β−b)s dω
)1/s
. (10)
Next apply Hölder’s Inequality with exponents p/r and (p/r)′ to the integral in
dx and with exponents q/s and (q/s)′ to the integral in dω. This yields
‖F ·H‖Lr,sα,β 
( ∫
Rd
∥∥F(·,ω)∥∥s
L
p
a
〈ω〉bs ·∥∥H(·,ω)∥∥s
Ltα−a
〈ω〉(β−b)s dω
)1/s

( ∫
Rd
∥∥F(·,ω)∥∥q
L
p
a
〈ω〉bq dω
)1/q
·
( ∫
Rd
∥∥H(·,ω)∥∥u
Ltα−a
〈ω〉(β−b)u dω
)1/u
= ‖F‖Lp,qa,b · ‖H‖Lt,uα−a,β−b ,
as desired. ✷
2.2. The short-time Fourier transform and modulation spaces
The short-time Fourier transform defined in (2) can be conveniently expressed
by means of the operations of translation and modulation which are defined by
Taf (x)= f (x − a) and Mbf (x)= e2πibxf (x) (11)
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for a, b ∈Rd . Operators of the form TaMb are called time-frequency shifts.
Lemma 2.2. Let f,g ∈L2(Rd). Then Vgf is uniformly continuous on R2d and
Vgf (x,ω)= (f · Txg¯)∧(ω) (12)
= 〈f,MωTxg〉 (13)
= e−2πixωVgˆfˆ (ω,−x) (14)
= e2πix·ω(fˆ · Tωgˆ)∧(−x). (15)
In particular, |Vgf (x,ω)| = |Vgˆfˆ (ω,−x)|.
If we assume that g ∈ S(Rd) \ {0}, then according to (13) the STFT can be
defined for a tempered distribution f ∈ S′(Rd ) by Vgf (x,ω)= 〈f,MωTxg〉. We
see that the definition of the modulation spaces Mr,sα,β (Rd) in (3) is therefore well-
defined and we may write the norm conveniently as
‖f ‖Mr,sα,β = ‖Vgf ‖Lr,sα,β .
Remarks.
(1) For the theory of modulation spaces we refer to [12, Ch. 11–12] and the
original literature [5–7].
(2) The definition of Mr,sα,β is independent of the choice of the window g ∈
S(Rd) \ {0}, and different windows yield equivalent norms on Mp,qα,β .
Uncertainty principles of the form (4) hold thus for arbitrary windows g ∈
S \ {0}, but the constant will obviously depend on g, see (31).
(3) The spaces Mp,pα,α are invariant under the Fourier transform, as can be seen
from (15). With the help of this symmetry property, the formulation of some
of the uncertainty principles can be simplified.
(4) The use of polynomial weights is not mandatory in the theory of modulations
spaces, but seems to provide sufficient generality for the formulation of
uncertainty principles, therefore we will not pursue more general spaces any
further.
(5) In comparing different lower bounds in the uncertainty principle, it is useful
to keep the natural inclusion relations between modulation spaces in mind:
If r  t , s  u, α  γ , and β  δ, then Mr,sα,β ↪→ Mt,uγ,δ and ‖f ‖Mt,uγ,δ 
C‖f ‖Mr,sα,β . This means that smaller r, s and larger weights improve the lower
bound in the uncertainty principle (4). In particular, to replace the L2-norm
in (5) by a sharper norm, we may restrict our attention to the range of
parameters r, s  2 and α,β  0, since L2 =M2,20,0 .
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2.3. Elementary embeddings
Lemma 2.3. Suppose that 1  r < p  ∞. Then Lpa ↪→ Lrα if and only if
a−α
d
+ 1
p
− 1
r
> 0.
The following technical lemma about weighted mixed norms of certain
characteristic functions is instrumental for the main embedding result.
Lemma 2.4. Let α,β ∈R, 0 < r, s ∞ and σ > 0. Define
Aσ =
{
(x,ω) ∈R2d : |x| |ω|1/σ} and
Bσ =R2d \Aσ =
{
(x,ω) ∈R2d : |x|< |ω|1/σ}.
Then χBσ ∈ Lr,sα,β provided that
1
σ
max
{
α
d
+ 1
r
,0
}
+ β
d
+ 1
s
< 0. (16)
If s =∞ and either r =∞ or r <∞ and α/d + 1/r = 0, then equality in (16)
also guarantees that χBσ ∈ Lr,∞α,β .
Furthermore, χAσ ∈Lr,sα,β provided that
α
d
+ 1
r
< 0 and (17)
1
σ
(
α
d
+ 1
r
)
+ β
d
+ 1
s
< 0. (18)
If r =∞, then we may replace (17) by α  0, and if s =∞, then equality in (18)
also suffices for χAσ ∈ Lr,sα,β .
Proof. Assume first that r, s <∞. To estimate the norm
‖χBσ ‖sLr,sα,β =
∫
Rd
( ∫
|x||ω|1/σ
〈x〉αr dx
)s/r
〈ω〉βs dω, (19)
we use spherical coordinates |x| = ρ and estimate the inner integral in (19) as
follows:
∫
|x||ω|1/σ
〈x〉αr dx = Cd
|ω|1/σ∫
0
(1+ ρ)αrρd−1 dρ
 Cd
1+|ω|1/σ∫
1
ραr+d−1 dρ
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


C, if αr + d < 0,
C ln
(
1 + |ω|1/σ )=O(|ω|*), if αr + d = 0 and * > 0,
C
(
1 + |ω|1/σ )αr+d, if αr + d > 0.
(20)
Substituting (20) into (19) and using spherical coordinates |ω| = µ, we obtain
‖χBσ ‖sLr,sα,β 


C
∫
Rd
〈ω〉βs dω, if αr + d < 0,
C
∫
Rd
(
ln
(
1 + |ω|1/σ ))s/r 〈ω〉βs dω, if αr + d = 0,
C
∫
Rd
(
1 + |ω|1/σ )(αr+d)s/r〈ω〉βs dω, if αr + d > 0,

{
C′
∫
µ1 µ
*+βs+d−1 dµ, if αr + d  0,
C′
∫
µ1 µ
(αr+d)s/σ r+βs+d−1dµ, if αr + d > 0. (21)
The last integral is finite if and only if (αr + d)s/(σr) + βs + d < 0 and
αr + d > 0 or if βs + d < 0 and αr + d  0. These two cases can be expressed
by the single condition
1
σ
max
{
α
d
+ 1
r
,0
}
+ β
d
+ 1
s
< 0.
Next assume that r =∞. Then
sup
|x||ω|1/σ
〈x〉α =
{
O
(|ω|α/σ ), if α > 0,
O(1), if α  0.
(22)
Now the same estimates as in (21) show that (16) suffices for χBσ ∈L∞,sα,β .
If r <∞ and s =∞, then (20) implies that
‖χBσ ‖Lr,∞α,β 


C supω∈Rd 〈ω〉β, if αr + d < 0,
C supω∈Rd 〈ω〉*+β , if αr + d = 0,
C supω∈Rd 〈ω〉(αr+d)/σr+β, if αr + d > 0;
and this is finite if and only if 1
σ
max{α/d+1/r,0}+β/d  0 and α/d+1/r = 0
or β < 0 and α/d + 1/r = 0.
Finally, assume that r = s =∞. Then
‖χBσ ‖L∞α,β = sup
ω∈Rd
sup
|x||ω|1/σ
〈x〉α〈ω〉β  C sup
ω∈Rd
〈ω〉max{α/σ,0}+β
which is finite if and only if 1
σ
max{α,0} + β  0.
The statement for χAσ is shown similarly, except that instead of (20) we now
have
∫
|x||ω|1/σ (1+|x|)αr dx , and this is finite if and only if αr+d < 0 for r <∞
and α  0 for r =∞. ✷
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3. Embeddings of Fourier–Lebesgue spaces into the modulation spaces
M
r,s
α,β , 0 <p,q ∞
In this section we investigate how the decay and smoothness of a function f
affect the decay properties of its short-time Fourier transform Vgf . The precise
mathematical formulation consists of embedding theorems.
Our goal is to derive reasonable conditions on the set of parameters a, b, p, q ,
α, β , r , and s, for which the embedding Lpa ∩ FLqb ↪→Mr,sα,β holds. In addition,
we will restrict ourselves to embeddings which are still related to the uncertainty
principle and improve the L2-bound in (4). As explained before, this requires
r, s  2 and α,β  0.
We first prove a lemma about certain embeddings between modulation spaces.
Lemma 3.1. Assume that 0< r, s <∞, α,β  0 and p,q ′ ∈ [r, s′]. If(
a − α
d
+ 1
p
− 1
r
)(
b− β
d
+ 1
q
− 1
s
)
>
(
α
d
− 1
q ′
+ 1
r
)(
β
d
− 1
p′
+ 1
s
)
(23)
with all factors nonnegative, then Mp,p′a,0 ∩Mq
′,q
0,b is continuously embedded in
M
r,s
α,β .
Proof. We split the time-frequency plane into the two regions Aσ = {(x,ω) ∈
R
2d : |x|  |ω|1/σ } and Bσ = R2d \ Aσ for some σ > 0 to be determined later,
and we estimate the modulation space norm of f accordingly by
‖f ‖Mr,sα,β = ‖Vgf ‖Lr,sα,β  ‖Vgf · χAσ ‖Lr,sα,β + ‖Vgf · χBσ ‖Lr,sα,β .
We then apply Hölder’s inequality (Lemma 2.1) to each term and use Lemma 2.4.
Writing t = r(p/r)′ = rp/(p − r) and u = s(p′/s)′ = sp′/(p′ − s), we obtain
that
‖Vgf · χAσ ‖Lr,sα,β  ‖Vgf ‖Lp,p′a,0 · ‖χAσ ‖Lt,uα−a,β
= ‖f ‖
M
p,p′
a,0
· ‖χAσ ‖Lt,uα−a,β . (24)
Lemma 2.4 implies that χAσ ∈Lt,uα−a,β , whenever
α− a
d
+ 1
t
= α − a
d
+ 1
r
− 1
p
< 0
and
1
σ
(
α− a
d
+ 1
t
)
+ β
d
+ 1
u
< 0.
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Equivalently,
a − α
d
+ 1
p
− 1
r
> σ
(
β
d
− 1
p′
+ 1
s
)
 0. (25)
Similarly, we obtain for the second term that
‖Vgf · χBσ ‖Lr,sα,β  ‖Vgf ‖Lq′,q0,b · ‖χBσ ‖Lt˜,u˜α,β−b , (26)
where t˜ = r(q ′/r)′ = rq ′/(q ′ − r) and u˜= s(q/s)′ = sq/(q − s). By Lemma 2.4
we have χBσ ∈ Lt˜,u˜α,β−b provided that
1
σ
max
{
α
d
+ 1
t˜
,0
}
+ β − b
d
+ 1
u˜
< 0,
or equivalently,
b− β
d
+ 1
q
− 1
s
>
1
σ
max
{
α
d
− 1
q ′
+ 1
r
,0
}
= 1
σ
(
α
d
− 1
q ′
+ 1
r
)
 0. (27)
Finally, if (23) holds, then there always exists σ > 0 so that both (25) and (27)
hold and all factors are positive. Hence the combination of (24) and (26) yields
the embedding Mp,p
′
a,0 ∩Mq
′,q
0,b ↪→Mr,sα,β . ✷
Remark. If u=∞ in (24), i.e., if p′ = s, and if simultaneously u˜=∞, i.e., q = s
in (26) and α/d + 1/t˜ = α/d − 1/q ′ + 1/r = 0, then the embedding also holds
with equality in (23) which simplifies to the condition(
a − α
d
+ 1
p
− 1
r
)
(b− β)
(
α
d
− 1
q ′
+ 1
r
)
β.
The next lemma relates weighted Lp-spaces to modulation spaces and can be
considered a version of the Hausdorff–Young inequality for the STFT. For more
general inequalities see [16, Section 4.2.1].
Lemma 3.2 [11]. Suppose that 1 p  2. Then
(a) Lpa ↪→Mp,p
′
a,0 and
‖Vgf ‖
L
p,p′
a,0
 ‖f ‖Lpa ‖g‖Lp|a| ,
where C = C(p,a) is independent of f and g.
(b) FLpa ↪→Mp
′,p
0,a and
‖Vgf ‖
L
p′,p
0,a
 ‖fˆ ‖Lpa ‖gˆ‖Lp|a| .
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Proof. Part (a) was already proved in [11, Lemma 5]. We supply the proofs here
for completeness.
(b) Using (15) and the inequality of Hausdorff–Young, we obtain
‖Vgf ‖
L
p′,p
0,a
=
( ∫
Rd
( ∫
Rd
∣∣(fˆ · Tωgˆ)∧(−x)∣∣p′ dx
)p/p′
〈ω〉ap dω
)1/p

( ∫
Rd
( ∫
Rd
∣∣(fˆ · Tωgˆ)(τ )∣∣p dτ
)
〈ω〉ap dω
)1/p
. (28)
Since 〈ω〉 〈ω− τ 〉〈τ 〉, we continue by
‖Vgf ‖
L
p′,p
0,a

( ∫
Rd
∫
Rd
∣∣fˆ (τ )∣∣p∣∣gˆ(τ −ω)∣∣p〈τ −ω〉|a|p〈τ 〉ap dτ dω)1/p
= ‖fˆ ‖Lpa ‖gˆ‖Lp|a| . (29)
(a) We use Minkowski’s inequality with exponent p′/p  1 and estimate
‖Vgf ‖
L
p,p′
a,0
=
( ∫
Rd
( ∫
Rd
∣∣Vgf (x,ω)∣∣p〈x〉ap dx
)p′/p
dω
)1/p′

( ∫
Rd
( ∫
Rd
∣∣Vgf (x,ω)∣∣p′ dω
)p/p′
〈x〉ap dx
)1/p
= ‖Vgˆfˆ ‖Lp′,p0,a ,
where we have used the identity |Vgf (x,ω)| = |Vgˆfˆ (ω,−x)| of Lemma 2.2 in
the last step. Combined with (29) we obtain the desired inequality
‖Vgf ‖
L
p,p′
a,0
 ‖f ‖Lpa ‖g‖Lp|a| ,
and the lemma is proved completely. ✷
The combination of Lemma 3.1 and Lemma 3.2 leads to our main theorem
about embeddings of Fourier–Lebesgue spaces into modulation spaces:
Theorem 3.3. Let 0 < r, s  2, α,β  0 and 1 p,q ∞. Suppose that r  p 
∞ and s  q ∞. If(
a − α
d
+ 1
p
− 1
r
)(
b− β
d
+ 1
q
− 1
s
)
> max
{(
α
d
− 1
q ′ +
1
r
)
,
(
α
d
− 1
2
+ 1
r
)}
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×max
{(
β
d
− 1
p′
+ 1
s
)
,
(
β
d
− 1
2
+ 1
s
)}
, (30)
with all factors nonnegative, then Lpa ∩FLqb is continuously embedded in Mr,sα,β .
Proof. We distinguish several cases.
Case 1. If r  p  2 and s  q  2, then Lpa ↪→Mp,p
′
a,0 and FLqb ↪→Mq
′,q
0,b
by Lemma 3.2. As a consequence of (30), Lemma 3.1 is applicable and thus
M
p,p′
a,0 ∩Mq
′,q
0,b ↪→Mr,sα,β . Combining the above, we obtain the inequality
‖Vgf ‖Lr,sα,β  C
(‖g‖Lp|a| ‖f ‖Lpa + ‖gˆ‖Lq|b|‖fˆ ‖Lqb ), (31)
and thus the desired embedding follows.
Case 2. p > 2, s  q  2.
By continuity there exists c > 0 such that(
a − α
d
+ 1
p
− 1
r
)(
b− β
d
+ 1
q
− 1
s
)
>
(
c− α
d
+ 1
2
− 1
r
)(
b− β
d
+ 1
q
− 1
s
)
>
(
1
r
− 1
q ′ +
α
d
)(
1
s
− 1
2
+ β
d
)
. (32)
The first inequality in (32) implies that (a − c)/d + 1/p − 1/2 > 0 and thus
L
p
a ↪→ L2c by Lemma 2.3. In view of (30) Case 1 is now applicable with L2c instead
of Lpa , and we obtain the embedding
L
p
a ∩FLqb ↪→ L2c ∩FLqb ↪→Mr,sα,β .
Case 3. q > 2, r  p 2 is similar.
Case 4. p,q > 2.
By continuity we may choose c > 0 and γ > 0, so that the inequalities
(a − c)/d + 1/p− 1/2> 0, (b− γ )/d + 1/q − 1/2 > 0 and(
a − α
d
+ 1
p
− 1
r
)(
b− β
d
+ 1
q
− 1
s
)
>
(
c− α
d
+ 1
2
− 1
r
)(
γ − β
d
+ 1
2
− 1
s
)
>
(
1
r
− 1
2
+ α
d
)(
1
s
− 1
2
+ β
d
)
hold simultaneously. It follows that Lpa ↪→ L2c and FLqb ↪→FL2γ by Lemma 2.3,
and L2c ∩FL2γ ↪→Mr,sα,β by Lemma 3.1 and Lemma 3.2. Therefore
L
p
a ∩FLqb ↪→ L2c ∩FL2γ ↪→Mr,sα,β,
as desired. The theorem is proved completely. ✷
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Remarks.
(1) The case r = s = 1 and α = β = 0 of Theorem 3.3 was investigated in [11].
(2) If r = s = 2 and α = β = 0, then M2,20,0 = L2 [12, Proposition 11.3.1]. In
this case, the optimal embeddings follow already from Lemma 2.3. The
embedding Lpa ∩ FLqb ↪→ L2 holds, if either a/d + 1/p − 1/2 > 0 or
b/d + 1/q − 1/2 > 0. Theorem 3.3 recovers only a part of this result. This
case should also be compared with the uncertainty principle of Cowling and
Price [3]. They use the weights |x|α in place of (1 + |x|)α and hence they
have to deal with possible singularities of f at x = 0 and ω = 0. Their result
requires only condition (30).
(3) We will show in the next section that condition (30) is optimal. However, if
1 < r, s  2 the conditions r  p  2 and s  q  2 seem to be unnecessary.
For instance, the embedding Lpa ↪→ L2 of Lemma 2.3 and the embedding
Lp ∩F Lq ↪→ Lp ∩Lq ′ ↪→ L2 for 1 p,q  2
are not covered by Theorem 3.3. We have not been able to remove the
additional condition in the statement, but by using the inclusion relations of
modulation spaces, we have the following sufficient condition: Assume that
1 p  r , 1 q  s, and α,β  0. If
a − α
d
· b− β
d
>
(
1
p
− 1
q ′
+ α
d
)
·
(
1
q
− 1
p′
+ β
d
)
, (33)
then Lpa ∩FLqb ↪→Mr,sα,β .
This is clear because (33) in conjunction with Theorem 3.3 implies that
L
p
a ∩ FLqb ↪→Mp,qα,β . Since p  r and q  s, the inclusion Mp,qα,β ↪→Mr,sα,β
finishes the argument.
(4) The techniques used so far break down when either r > 2 or s > 2. In this
case the nature of the embeddings changes completely, and the embeddings
can no longer be interpreted as an uncertainty principle. For instance, it is
well-known that every bounded Borel measure is contained in M∞,∞0,0 and
that Lp ↪→M∞,∞0,0 for 1 p ∞. Likewise, the embeddings of Lemma 3.2
require only a “one-sided” condition and thus cannot be considered to be an
uncertainty principle.
4. Optimality of the embedding theorem
The results of the previous section provide practical and sufficient conditions
for a function to belong to a modulation space. It is natural to ask if these
conditions are best possible. The results of this section answer this question in
the affirmative.
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In order to prove the main theorem of this section, we need several nontrivial
facts about Gabor expansions. These are expansions of the form
f =
∑
k,n∈Zd
cknMβnTαkg,
and our counter-examples will be constructed in this way.
For the estimate of Lp-norms of Gabor series we make use of the following
lemma.
Lemma 4.1 [11]. Suppose that g ∈ S , (ck)k∈Zd is a sequence of complex numbers,
and Pk(x), k ∈ Zd , is a sequence of functions of period 1. Then for every integer
R > 0,∥∥∥∥ ∑
k∈Zd
ckPk(Rx)TRkg(x)
∥∥∥∥
L
p
a
 C
(∑
k∈Zd
|ck|p‖Pk‖pp〈k〉ap
)1/p
,
where ‖Pk‖pp =
∫
[0,R]d |Pk(x)|p dx and C > 0 is a constant depending only on
g,a and R.
Proof. This was proved in [11, Lemma 7]. (Beware of the misprint∑∞k=1 instead
of
∑
k∈Zd .) See also [14]. ✷
In the following we denote by 2p,qα,β the discrete mixed-norm spaces on Z2d
defined by the (quasi-)norm
‖a‖2p,qα,β =
( ∑
n∈Zd
(∑
k∈Zd
|akn|p〈k〉αp
)q/p
〈n〉βq
)1/q
.
For the estimate of Mp,q -norms of Gabor expansions, the following conse-
quence of the so-called Ron–Shen duality principle will be important.
Lemma 4.2. Suppose 0 < r, s ∞, α,β ∈ R, and g ∈ S . If (MnβTkαg)k,n∈Zd is
a Gabor frame for L2(Rd ), then there exists a constant C, so that∥∥∥∥ ∑
k,n∈Zd
cknMn
α
T k
β
g
∥∥∥∥
M
p,q
α,β
 C‖c‖2p,qα,β (34)
for all c ∈ 2p,qα,β , c= (ckn).
Proof. The statement follows by a combination of several central theorems in
Gabor analysis [12,17,20]. By the Ron–Shen duality principle ([17,20] and [12,
Theorem 7.4.3]) the set {Mn/βTk/αg: k,n ∈ Zd } is a Riesz basis for its span,
thus (34) holds for L2 by definition. For other modulation spaces we need more
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information about the biorthogonal basis. If g ∈ S(Rd), then by Janssen’s theorem
([17] and [12, Corollary 13.5.4]) there exists a function γ ∈ S(Rd ), such that
(αβ)−d
〈
Mn
α
T k
β
γ,Mn′
α
T k′
β
g
〉= δkk′δnn′ .
Therefore the coefficients of f = ∑k,n∈Zd cklMn/αTk/βg are uniquely deter-
mined by ckn = (αβ)−d〈f,Mn
α
T k
β
γ 〉. Now Theorem [12, Theorem 12.2.3] asserts
that the coefficient mapping f → (ckn) is bounded from Mr,sα,β into 2r,sα,β(Z2d ) for
1 r, s ∞. This is (34). The case r, s < 1 is treated in [10]. ✷
To use Lemma 4.1 and 4.2, we will assume that g ∈ S(Rd) and that R = 1/α =
1/β is chosen such that {MnβTkαg: k,n ∈ Zd } is a frame for L2(Rd ). This is
always possible; see [12, Ch. 6] for further details.
Finally we also need the following easy estimates whose proofs are left to the
reader.
Lemma 4.3. Let Dn be the Dirichlet kernel Dn(t) =∑nk=−n e2πikt . Then for
p ∈ [1,2],
‖Dn‖Lp([0,1]) =O
(
(lnn)(2−p)/pn1/p′
)
. (35)
Lemma 4.4. For n  1 define C+n = {k ∈ Zd : 1  kj  n for 1  j  d} and
Cn = {k ∈ Zd : −n  kj  n for 1  j  d}. There exist constants C1 and C2
independent of n so that
C1n
a+d/p 
( ∑
k∈C+n
〈k〉ap
)1/p

(∑
k∈Cn
〈k〉ap
)1/p
 C2na+d/p.
The next theorem states that condition (30) is essentially sharp.
Theorem 4.5. Condition (30) on p, q , a, b, r , s, α, and β is optimal in the
following sense: If(
a − α
d
+ 1
p
− 1
r
)(
b− β
d
+ 1
q
− 1
s
)
< max
{(
α
d
− 1
q ′
+ 1
r
)
,
(
α
d
− 1
2
+ 1
r
)}
×max
{(
β
d
− 1
p′
+ 1
s
)
,
(
β
d
− 1
2
+ 1
s
)}
, (36)
with all factors non-negative, then Lpa ∩FLqb is not embedded into Mr,sα,β .
Proof. It suffices to construct a sequence fn ∈ S such that ‖fn‖Mr,sα,β  Cn* ×
(‖fn‖Lpa + ‖fˆn‖Lqb ) holds for all n and some * > 0.
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According to the proof of Theorem 3.3 we distinguish several cases.
Case 1. p,q  2.
In this case, condition (36) becomes(
a − α
d
+ 1
p
− 1
r
)(
b− β
d
+ 1
q
− 1
s
)
<
(
α
d
− 1
2
+ 1
r
)(
β
d
− 1
2
+ 1
s
)
.
(37)
The construction: We generalize the counterexample given in [11] as follows.
Let pn(t) = ∑nk=1 cke2πikt be a sequence of polynomials, such that |ck| = 1
for all k and ‖pn‖∞  C√n. For the existence of these so-called unimodular
polynomials see [18] and [19].
Define
Pn(x)=
d∏
j=1
pn(Rxj ). (38)
Using the notation of Lemma 4.4 we then have
Pn(x)=
∑
j∈C+n
aj e
2πiRj ·x, with |aj | = 1, (39)
and furthermore
‖Pn‖∞ = ‖pn‖d∞  Cnd/2.
Set m= [nσ ] + 1 with σ > 0 to be determined later and define fn ∈ S to be
fn =
∑
j∈C+m
∑
k∈C+n
aj akMRjTRkg =
∑
k∈C+n
akPm · TRkg. (40)
Estimate of the Mr,s -norm of fn.
Since we have assumed that g and R = 1/α = 1/β satisfy the hypotheses of
Lemma 4.2 and since |aj | = 1, we obtain the following estimate:
‖fn‖Mr,sα,β  C
( ∑
j∈C+m
( ∑
k∈C+n
|akaj |r 〈k〉rα
)s/r
〈j 〉sβ
)1/s
= C
( ∑
k∈C+n
〈k〉rα
)1/r
·
( ∑
j∈C+m
〈j 〉sβ
)1/s
. (41)
Applying Lemma 4.4 to the last expression, we obtain from (41) that
‖fn‖Mr,sα,β  Cn
α+d/rmβ+d/s  Cnα+d/r+σβ+σd/s. (42)
Estimate the Lpa -norm of fn: We apply Lemma 4.1 to (40) and obtain
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‖fn‖Lpa =
∥∥∥∥ ∑
k∈C+n
akPm · TRkg
∥∥∥∥
L
p
a
C
( ∑
k∈C+n
|ak|p‖Pm‖pp〈k〉ap
)1/p
=C‖Pm‖p
( ∑
k∈C+n
〈k〉ap
)1/p
. (43)
Since ‖Pm‖p Rd‖Pm‖∞  C′md/2, Lemma 4.4 implies that
‖fn‖Lpa =O
(
md/2na+d/p
)=O(nσd/2+a+d/p). (44)
Estimate the F Lqb -norm of fn: Since (MbTaf )∧ = TbM−afˆ , the Fourier
transform of fn is given by
fˆn(ω)=
(∑
j∈C+m
∑
k∈C+n
aj akMRjTRkg
)∧
(ω)
=
∑
j∈C+m
∑
k∈C+n
aj akTRjM−Rkgˆ(ω)
=
∑
j∈C+m
∑
k∈C+n
aj ake
−2πiRk·(ω−Rj)gˆ(ω−Rj)
=
∑
j∈C+m
ajPn(−ω)TRj gˆ(ω). (45)
Replacing m,n,p,a by n,m,q, b, we estimate ‖fˆn‖Lqb as in (43) and (44) and
obtain
‖fˆn‖Lqb =O
(
nd/2mb+d/q
)=O(nd/2+σ(b+d/q)). (46)
Combination of the estimates: Combining (42), (44), and (46), we obtain
‖fn‖Mr,sα,β
‖fn‖Lpa + ‖fˆn‖Lqb
C n
α+d/r+βσ+σd/s
nσd/2+a+d/p+ nd/2+σ(b+d/q) . (47)
This expression is unbounded as n→∞, provided that
α+ d
r
+ βσ + σd
s
> max
{
σd
2
+ a + d
p
,
d
2
+ σ
(
b+ d
q
)}
.
Equivalently, (47) is unbounded if and only if both
a − α
d
+ 1
p
− 1
r
< σ
(
β
d
− 1
2
+ 1
s
)
(48)
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and (
b− β
d
+ 1
q
− 1
s
)
<
1
σ
(
α
d
− 1
2
+ 1
r
)
. (49)
If condition (37) holds, then both (48) and (49) hold for some σ > 0.
Therefore (47) is unbounded as n → 0, and thus Lpa ∩ FLqb is not embedded
into Mr,sα,β .
Case 2. 1 p,q  2.
In this case, condition (36) becomes(
a − α
d
+ 1
p
− 1
r
)(
b− β
d
+ 1
q
− 1
s
)
<
(
α
d
− 1
q ′
+ 1
r
)(
β
d
− 1
p′
+ 1
s
)
. (50)
Compared with Case 1, the terms 1/2 on the right-hand side are replaced by 1/q ′
and 1/p′. Hence, the estimate ||Pn||p =O(nd/2) used to obtain (44) is no longer
sufficient, and we now need the estimate ||Pn||p = O(nd/p′). Hence, we must
construct a different counterexample.
Let Dn =∑nj=−n e2πij t be the Dirichlet kernel and define Qn by
Qn(x)=
d∏
j=1
Dn(Rxj )=
∑
j∈Cn
e2πiRj ·x. (51)
Then by Lemma 4.3, we have
‖Qn‖p = ‖Dn‖dp =O
(
(lnn)(2−p)d/pnd/p′
)=O(|n|*+d/p′). (52)
Set m= [nσ ]+1 with σ > 0 to be determined later and define the sequence fn
by
fn =
∑
j∈Cm
∑
k∈Cn
MRjTRkg =Qm ·
∑
k∈Cn
TRkg. (53)
The estimate for the Mr,s-norm is identical to (41)–(42) and yields
‖fn‖Mr,sα,β  Cn
α+d/r+σβ+σd/s. (54)
To estimate Lpa -norm of fn, we apply Lemma 4.1 to (53) and obtain
‖fn‖Lpa =
∥∥∥∥ ∑
k∈Cn
Qm TRkg
∥∥∥∥
L
p
a
 C
(∑
k∈Cn
‖Qm‖pp 〈k〉ap
)1/p
= C‖Qm‖p
(∑
k∈Cn
〈k〉ap
)1/p
. (55)
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Combined with (52) and Lemma 4.4, we obtain
‖fn‖Lpa =O
(
md/p
′+*na+d/p
)=O(nσd/p′+σ*+a+ dp ). (56)
Next we compute fˆn as in (45) and obtain
fˆn(ω)=
∑
j∈Cm
Qn(ω)TRj gˆ(ω).
Hence by Lemma 4.1, estimate (52), and Lemma 4.4,
‖fˆn‖Lqb =
∥∥∥∥ ∑
j∈Cm
Qn · TRj gˆ
∥∥∥∥
L
q
b
C
( ∑
j∈Cm
‖Qn‖qq 〈j 〉bq
)1/q
=O(nd/q ′+*mb+d/q)
=O(nd/q ′+*+σb+σd/q). (57)
Combining the estimates (54), (56), and (57), we obtain
‖fn‖Mr,sαβ
‖fn‖Lba + ‖fˆn‖Lqb
C n
α+d/r+σβ+σd/s
nσd/p
′+σ*+a+d/p + nd/q ′+*+σb+σd/q . (58)
This is unbounded as n→∞ whenever
α+ d
r
+ σβ + σd
s
> max
{
σd
p′
+ σ* + a + d
p
,
d
q ′
+ * + σb+ σd
q
}
.
Equivalently, we need both
a − α
d
+ 1
p
− 1
r
< σ
(
β − *
d
− 1
p′
+ 1
s
)
(59)
and (
b− β
d
+ 1
q
− 1
s
)
<
1
σ
(
α− *
d
− 1
q ′
+ 1
r
)
. (60)
If condition (50) holds, then there exist σ > 0 and * > 0, so that both (59)
and (60) hold. Hence the right-hand side of (58) is unbounded as n→∞ and
thus Lpa ∩FLqb is not embedded into Mr,sα,β .
Case 3. p  2, 1 q  2.
In this case, condition (36) becomes(
a − α
d
+ 1
p
− 1
r
)(
b− β
d
+ 1
q
− 1
s
)
<
(
α
d
− 1
q ′
+ 1
r
)(
β
d
− 1
2
+ 1
s
)
.
(61)
Choose Pm(t) and Qn(t) as in (38) and (51) and m= [nσ ] + 1. Define
fn =
∑
j∈C+m
∑
k∈Cn
ajMRjTRkg = Pm ·
∑
k∈Cn
TRkg.
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By estimates identical to the ones used in the previous two cases, we obtain
‖fn‖Mr,sαβ  Cn
α+d/r+σβ+σd/s (62)
and
‖fn‖Lpa =O
(
nσd/2+a+d/p
)
. (63)
The Fourier transform of fn is
fˆn =
∑
j∈C+m
ajQnTRj gˆ
and its Lqb -norm can be estimated as before by
‖fˆn‖Lqb =O
(
nd/q
′+*+σb+σd/q). (64)
Combining the estimates (62), (63), and (64), we obtain
‖fn‖Mr,sαβ
‖fn‖Lba + ‖fˆn‖Lqb
 n
α+d/r+σβ+σd/s
nσd/2+a+d/p+ nd/q ′+*+σb+σd/q . (65)
Proceeding as before, we find that this expression is unbounded whenever
a − α
d
+ 1
p
− 1
r
< σ
(
β
d
− 1
2
+ 1
s
)
(66)
and
b− β
d
+ 1
q
− 1
s
<
1
σ
(
α
d
− 1
q ′
+ 1
s
)
. (67)
If (61) holds, there exist σ > 0 and * > 0 so that both (66) and (67) hold. Hence,
the right side of (65) is unbounded as n → ∞. We conclude that under the
hypothesis (61) Lpa ∩FLqb is not embedded in Mr,sα,β .
Case 4. q  2, 1 p  2. This case is symmetric to Case 3.
The theorem is proved completely. ✷
Our previous discussion has left open the question about what happens in the
critical case of equality in (30). This case seems to be very subtle, and anything
may happen.
(a) By combining the case of equality in Lemma 3.1, i.e., when s = p′ = q ,
with the requirement 1  p,q  2 in Lemma 3.2, we obtain the following
addendum to Theorem 3.3: If s = p = q , r  2, and(
a − α
d
+ 1
2
− 1
r
)
b− β
d

(
α
d
− 1
2
+ 1
r
)
β
d
, (68)
then L2a ∩FLq2 is continuously embedded in Mr,2α,β .
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(b) Likewise, if 1  p,q  2, α = β = a = b = 0, then the embedding
Lp ∩F Lq ↪→M2,20,0 = L2 corresponds to equality in (30).
On the other hand, we can construct examples in the spirit of Theorem 4.5 to
show the following statement: Assume that α,β  0 and 0 < r < 2. Suppose that
max{ 3r
r+1 ,1}<p ∞ and(
a − α
d
+ 1
p
− 1
r
)(
b− α
d
+ 1
2
− 1
r
)
= max
{(
α
d
− 1
p′
+ 1
r
)
,
(
α
d
− 1
2
+ 1
r
)}(
α
d
− 1
2
+ 1
r
)
.
Then Lpa ∩FL2b is not embedded in Mrα .
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