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Abstract
This paper presents a theorem on universality on orthogonal polynomi-
als/random matrices under a weak local condition on the weight function
w. With a new inequality for polynomials and with the use of fast de-
creasing polynomials, it is shown that an approach of D. S. Lubinsky is
applicable. The proof works at all points which are Lebesgue-points both
for the weight function w and for logw.
1 Introduction and results
In [6] Doron Lubinsky found a simple and elementary approach to universality
limits. He had a second method in [7] based on the theory of entire functions.
This second, powerful method needs the verication of some preliminary esti-
mates, which, at general points, are far from trivial. In this paper we show how
those preliminary estimates can be proven under relatively light conditions, and
we recapture/generalize the general results of [11] and [14] in a precise, sharp-
ened form.
Let  be a positive nite Borel measure with compact support  on the real
line. We assume that  consists of innitely many points, and then we can form
the orthonormal polynomials pn(;x) = n()x
n +    with respect to . Let
Kn(;x; y) =
nX
j=0
pj(; x)pj(; y) (1)
be the associated reproducing kernels. It is known that some universality ques-
tions in random matrix theory can be expressed in terms of orthogonal poly-
nomials, in particular in terms of the o-diagonal behavior of the reproducing
kernel, see [3], [6], [8] or [9] and the references there. When  = [ 1; 1] and
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d(x) = w(x)dx, a form of universality in random matrix theory can be stated
as
lim
n!1
Kn

x+ aw(x)Kn(x;x) ; x+
b
w(x)Kn(x;x)

Kn(x; x)
=
sin(a  b)
(a  b) (2)
(with Kn(x; y) = Kn(;x; y)) uniformly in a; b lying in some compact subset
of the real line. This had been proven under strong conditions on w by var-
ious authors and recently by Lubinsky [6] under continuity and positivity of
w. More precisely, Lubinsky proved that (2) holds uniformly in x 2 S and
locally uniformly in a; b 2 R provided  is in the Reg class (see below) with
support [ 1; 1], S  ( 1; 1) is a compact set,  is absolutely continuous in a
neighborhood of S and its density (= Radon-Nikodym derivative with respect
to Lebesgue-measure) w is positive and continuous on S.
Lubinsky had a second approach [7] to universality based on the theory of
entire functions. This work uses this second approach, about which we shall
give some details in the next section.
We shall need some concepts from potential theory, in particular, the log-
arithmic capacity cap() and the equilibrium measure  of a compact set
  R. See the books [1], [10] or [17] for these. Denote the density of the
equilibrium measure  of  by !. It exits everywhere on Int() (and it is
continuous { actually C1 { there).
We shall also need the concept of the Reg class. For the leading coecients
n() of pn(;x) it is known ([12, Corollary 1.1.7]) that
lim inf
n!1 n()
1=n  1
cap()
;
and the measure  is called to be in the Reg class (or is called regular from the
point of view of orthogonal polynomials) if
lim
n!1 n()
1=n =
1
cap()
; (3)
and the right-hand side is nite. This is a rather mild assumption, and it holds
under fairly general conditions on  (see [12, Chapters 3 and 4]). For various
properties of orthogonal polynomials with respect to regular measures see [12].
In particular, if ;  have the same support,    and  is regular, then so is
 (since then n()  n()).
M. Findley [4] proved a local version of (2) under the condition that the
support of  is [ 1; 1], logw 2 L1 in a neighborhood of x and x is a Lebesgue-
point for both w and its local outer function. In [11] and [14] the limit (2) was
veried for general measures, in particular, [14] contains the result that (2) is
true a.e. on an interval I provided  2 Reg and logw 2 L1(I). The proof used
a complicated version of the polynomial inverse image method, and it was pure
luck that that method worked in this case. The main objective of this paper is
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to reprove and to make more precise the just mentioned result using the second
approach of Lubinsky developed in [7] (see also [2]).
Let, as before,  be a nite Borel measure with compact support   R. We
shall always assume that  is regular in the sense of (3), hence  is of positive
capacity. If  is absolutely continuous with respect to Lebesgue measure on an
interval I  Int(), then we call its Radon-Nikodym derivative d(x)=dx with
respect to Lebesgue measures its density, and we denote it by w(x).
As usual, we say that x0 is a Lebesgue-point for w if
lim
r!0
1
2r
Z r
 r
jw(x0 + t)  w(x0)jdt = 0;
and for a measure  = sing + a, where da(x) = w(x)dx is its absolutely
continuous part and sing is its singular part, we call x0 a Lebesgue-point for 
if it is a Lebesgue-point for w and
lim
r!0
1
2r
sing([x0   r; x0 + r]) = 0:
When w,  are dened on a rectiable Jordan curve (or unions of such
curves), then one can similarly dene the concept of Lebesgue-point with respect
to arc length.
In what follows w(x)dx denotes the absolutely continuous part of .
Theorem 1 Assume that  2 Reg is a measure with compact support  on the
real line such that logw 2 L1(I) for some interval I, and assume that x0 2 I is
a Lebesgue-point for both  and logw. Then universality (2) holds for  at x0.
As a corollary it follows that (2) is true almost everywhere on I. It was
observed by Levin and Lubinsky [5] that the universality in question implies
ne zero spacing of orthogonal polynomials. Hence, as a second corollary, the
following follows for the zeros zn;1 < zn;2 <    < zn;n of the n-th orthogonal
polynomial pn(; z).
Theorem 2 With the assumptions of Theorem 1 we have
lim
n!1n(zn;k+1   zn;k)!(x0) = 1 (4)
for jzn;k   x0j  L=n with any xed L.
Recall that here ! is the density of the equilibrium measure of the the support
 of .
In particular, if  2 Reg and w is continuous and positive on some open
subinterval I of , then uniformly for x lying in any closed part of I we have
lim
n!1n(zn;k+1   zn;k)!(x) = 1 (5)
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for jzn;k   xj = o(1), i.e. the local zero spacing of the orthogonal polynomials
reect not just the global support, but also the position of the particular zero
inside that support. This follows easily from the proofs below.
Theorem 1 follows from Lubinsky's method in [7] or directly from [2, The-
orem 1] if we prove the following two results (see the next section for more
details).
Theorem 3 Assume that  2 Reg is a measure on the real line with compact
support  such that logw 2 L1(I) for some interval I, and assume that x0 2 I
is a Lebesgue-point for both  and logw. Let A > 0 be xed. Then for all real a
lim
n!1
1
n
Kn(;x0 + a=n; x0 + a=n) =
!(x0)
w(x0)
; (6)
and the convergence is uniform in a 2 [ A;A] for any xed A.
Theorem 4 Assume that  is a measure on the real line for which w; logw 2
L1[ ; ] for some  > 0 and 0 is a Lebesgue-point for both w and logw. Then
for the corresponding reproducing kernel we have for jz0j  A and for suciently
large n  nA
1
n
Kn(z0=n; z0=n)  CeCjz0j; (7)
where C is a constant independent of z0 and A.
In this theorem (7) needs to be veried for complex values z0.
2 Lubinsky's approach to universality
In [7] not Kn, but the kernel
Kn(;x; y) =
nX
j=0
pj(; x)pj(; y)
was used. This is the same as Kn for real x; y.
It was shown in [7], without the assumption  2 Reg, that (2) holds at a
point x = x0 where w is continuous and positive if and only if
lim
n!1
Kn(x0 + a=n; x0 + a=n)
Kn(x0; x0)
= 1 (8)
holds uniformly for a lying in compact subsets of the real line. The proof of this
remarkable equivalence is along the following lines.
The positivity and continuity of w at x0 easily implies that in a neighborhood
[x0   ; x0 + ] an inequality
1
C
 1
n
Kn(x; x)  C
4
holds, which then yields
1
n
jKn(; t)j  C
there via the Cauchy-Schwarz inequality. This, and the classical Bernstein-
Walsh lemma for polynomials implies the bound
1
n
jKn(x0 + a=n; x0 + b=n)j  CeC(jaj+jbj)
for complex a; b. Therefore, for
fn(a; b) =
Kn

x0 +
a
w(x0)Kn(x0;x0)
; x+ bw(x0)Kn(x0;x0)

Kn(x0; x0)
we also have
jfn(a; b)j  CeC(jaj+jbj) (9)
with a possibly dierent C, which, however, is the same constant for all jaj; jbj 
A for any xed A provided n is suciently large (depending on A).
Hence, ffn(a; b)g1n=1 is a normal family in both a; b 2 C, and for any (locally
uniform) limit f(a; b) of any subsequence of ffn(a; b)g1n=1 we have the bound
jf(a; b)j  CeC(jaj+jbj):
To conrm with [7] let us mention that this last inequality, combined with the
boundedness of f(a; b) on the real line (which is a consequence of (8)), implies
(see [7, Section 4, (4.4)])
jf(a; b)j  CeC(j=aj+j=bj):
Thus, f(a; b) is an entire function of exponential type in each variable, and
Lubinsky used in [7] the theory of exponential functions together with some
properties of Kn(; t) and of some classical results for Gaussian quadrature to
show that necessarily
f(a; b) =
sin(a  b)
(a  b) :
The crucial inequality (9) is a consequence (use Cauchy-Schwarz) of
1
n
Kn(x0 + a=n; x0 + a=n)  CeCjaj; (10)
(here Kn and not K

n is used!) uniformly in jaj  A for any xed A and
suciently large n (say n  nA), provided we know the behaviorKn(x0; x0)=n 
1.
Once the equivalence of (2) and (8) is established, (2) follows immediately
at x = x0 if a limit
1
n
Kn(;x0 + a=n; x0 + a=n) = L (11)
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(with a nite L > 0) can be established uniformly in a lying on any compact
subset of the real line, and here Kn can be replaced by Kn. Theoretically (8)
could be true even if a limit like (11) does not hold, though so far no example
has been found. Moreover, until now the limit (11) has been established only
for measures in the Reg class.
As we can see from this setup, to prove (2) along these lines one needs two
things:
A) prove the equivalence of (2) with (8), and
B) establish (8).
We have already mentioned that A) has been done in [7] provided w is
continuous and positive at x0. If we drop this condition, the crucial inequality
(10) becomes rather non-trivial, and the aim of Theorem 4 is to establish it
under the Lebesgue-point condition stated there (cf. also [7, Theorem 2.1],
where A) is proved at a Lebesgue-point provided w has a positive lower bound
in a neighborhood of x0). For part B) presently the only approach is via a limit
like (11) using the Reg condition. The limit (11) is also less obvious in the
non-continuous case, and it is the aim of Theorem 3 to establish (11) under the
aforestated Lebesgue-point condition.
We emphasize, that in this paper both A) and B) are proved under the same
Lebesgue-point condition using the same polynomial inequality to be discussed
in Lemma 5 below.
Since some of the arguments sketched above are somewhat subtle in our
case, we also mention that the suciency of Theorems 3 and 4 for Theorem 1
follows directly from [2, Theorem 1] by Avila, Last and Simon. In fact, these
authors used a modication of the method of Lubinsky to prove in [2, Theorem
1] that (2) holds at a point x = x0 which is a Lebesgue-point for  if
a) (8) holds uniformly for a lying in compact subsets of the real line,
b) lim infn!1 1nKn(x0; x0) > 0,
c) for every " > 0 there is a C" such that for any R there is an N so that for
all n > N and for all z 2 C with jzj < R we have
1
n
Kn(x0 + z0=n; x0 + z0=n)  C" exp("jz0j2):
Now if x0 is a Lebesgue-point for both  (2 Reg) and logw, then Theorem 3
implies a) and b), while Theorem 4 implies c), so it is left to prove Theorems 3
and 4.
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3 Proof of Theorem 4
By simple scaling we may assume  = 1.
For the proof we need to consider the reciprocal of the diagonal of the re-
producing kernel: the Christoel functions associated with  are dened as
n(z; ) = Kn(z; z)
 1 =
 
nX
k=0
jpk(z)j2
! 1
= inf
Pn(z)=1
Z
jPnj2d;
where the inmum is taken for all polynomials of degree at most n that take
the value 1 at z.
We shall prove Theorem 4 in the equivalent form
n(z0=n; )  e
 Cjz0j
Cn
: (12)
Since n(; ) is monotone increasing in the measure , we may assume that the
singular part s of  is zero, i.e. d(x) = w(x)dx and  is supported on [ 1; 1].
By symmetry, it is enough to consider =z0  0.
The proof is based on the next lemma.
Lemma 5 Let w  0 be a function on [ 1; 1] such that w; logw 2 L1[ 1; 1],
and let 0 be a Lebesgue-point for logw. Then there is a constant M such that
for x 2 [ 1; 1] we have
jPn(x)j2 MeM
p
njxj n
Z 1
 1
jPnj2w (13)
for any polynomials Pn of degree at most n = 1; 2; : : :.
Note however, that outside [ 1; 1] (and close to 0) nothing more than jPn(z)j 
M exp(Mnjzj) (more precisely jPn(z)j  M exp(Mnj=zj)) can be said (just
think of the classical Chebyshev polynomials with w  1).
Proof of Lemma 5. The following version of Lemma 5 was proven in [16,
Lemma 3]:
Lemma 6 Let  be a C1+ ( > 0) smooth simple Jordan curve (a homeo-
morphic image of the unit circle) with arc length measure s , w  0 a (s-
measurable) function on  such that w; logw 2 L1(s), and let 0 2  be a
Lebesgue-point for logw (with respect to s). Then there is a constant M such
that for z 2  we have
jQn(z)j2 MeM
p
njz 0j n
Z

jQnj2w ds (14)
for any polynomials Qn of degree at most n = 1; 2; : : :.
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We are going to apply this with  = C1, the unit circle. Let
Q2n(z) = z
nPn

1
2

z +
1
z

:
This is a polynomial of degree at most 2n such that jQ2n(eit)j = jPn(cos t)j.
Dene on C1 the weight W (e
it) = w(cos t)jj sin tj, for which we haveZ
C1
jQ2n(z)j2W (z)dsC1(z) =
Z 
 
jQ2n(eit)j2W (eit)dt
=
Z 
 
jPn(cos t)j2w(cos t)j sin tjdt
= 2
Z 1
 1
jPn(x)j2w(x)dx:
Under the map eit ! cos t the point i is mapped into 0, and it is clear that
z0 = i is a Lebesgue-point for logW (with respect to arc-measure on C1). Hence
we can apply (14) to Q2n to get
jQ2n(eit)j2 MeM
p
2njeit ij n
Z
C1
jQ2nj2W dsC1 :
Since for t 2 [0; ] we have jeit   ij  j cos tj, the estimate (13) follows.
We shall also use the following lemma on fast decreasing polynomials, which
was proven in [16, Lemma 4].
Lemma 7 Let K be a compact subset of the plane, 
 the unbounded component
of its complement, and Z 2 @
 a point on the outer boundary of K. Assume
that there is a disk in 
 that contains Z on its boundary. Then for every  < 1
there are constants c1; C1 > 0 and for every n = 1; 2; : : : polynomials Sn of
degree at most n such that Sn(Z) = 1, jPn(z)j  1 for z 2 K and
jSn(z)j  C1e c1(njz Zj) ; z 2 K: (15)
(The constants C1; c1 depend on .) We shall apply this lemma to a K, say
bounded by a smooth Jordan curve, which contains the segment [ 2; 2] on its
boundary and contains all the segments [ 2; 2]   i with 0 <   1 in its
interior. If jz0j  A, =z0  0 and n is suciently large, then we shall set Z = 0,
 = 2=3 in Lemma 7 and consider with the Sn from that lemma the polynomials
Sn(z) = Sn(z   z0=n). For it we have Sn(z0=n) = 1, and for x 2 [ 1; 1] (in
which case z := x  z0=n lies in K)
jSn(x)j  C1e c1(njx z0=nj)
2=3  C1ec1jz0j2=3e c1(njxj)2=3 (16)
with some absolute constants c1; C1 > 0.
Now we are ready for the
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Proof of (12). Recall that d(x) = w(x)dx, x 2 [ 1; 1] and w; logw 2
L1[ 1; 1]. We have to estimate n(z0=n; ) from below for jz0j  A. Let Pn be
a polynomial of degree at most n such that Pn(z0=n) = 1 and
n(z0=n; ) =
Z
jPnj2w:
If Z
jPnj2w  1
n
then there is nothing to prove, otherwise we obtain from Lemma 5 that
jPn(x)j2 MeM
p
njxj; x 2 [ 1; 1]: (17)
With the the Sn from (16) form
Rn(z) = Pn(z)S

n(z): (18)
This has degree at most 2n, it has value 1 at z0=n, and we estimate its square
integral with respect to w on [ 1; 1] as follows.
The Lebesgue-point property of w at 0 means that for every " > 0 there is
a  > 0 such that if 0     thenZ
jj
jw()  w(0)jd  " : (19)
We dene the measure  as d(x) = w(0)dx on [ 1; 1]. We shall compare the
values n(z0=n; ) and 2n(z0=n; ) of the Christoel functions associated with
 and , respectively. From that comparison (12) will follow using the following
facts. Since the measure  is just a constant multiple of the Lebesgue-measure,
for it we have (see e.g. [13, Theorem 1])
n(x; )  1
n
uniformly on [ 1=2; 1=2], hence there is a constant C0 such that
nX
j=0
qj(x)
2  C0n; x 2 [ 1=2; 1=2]; (20)
where qj denote the orthonormal polynomials with respect to  (they are a con-
stant multiple of the classical Legendre polynomials). Let z0 2 C be arbitrary.
There are constants j"j j = 1 such that
nX
j=0
jqj(z0=n)j2 =
nX
j=0
"jqj(z0=n)
2:
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For the polynomialQ(z) =
Pn
j=0 "jqj(z)
2 we have thenQ(z0=n) =
Pn
j=0 jqj(z0=n)j2,
and at the same time for all x 2 [ 1=2; 1=2] the inequality jQ(x)j  C0n holds
(because of (20)). Therefore, by the Bernstein-Walsh lemma [18, p. 77] if
g(z) = log j2z +p(2z)2   1j denotes the Green's function of C n [ 1=2; 1=2],
then
nX
j=0
jqj(z0=n)j2 = jQ(z0=n)j  e2ng(z0=n)C0n  eC2jz0jC0n;
where we used that g is Lip 1 in a neighborhood of the origin. This inequality
proves
2n(z0=n; )  w(0)c2e C2jz0j=n (21)
with some constants c2; C2 > 0 that are independent of n and z0, and, as we
shall see, a similar inequality holds then for n(z0=n; ).
Clearly,
2n(z0=n; ) 
Z 1
 1
jRnj2w(0)
with the polynomial Rn from (18), and we compare here the right-hand side
with the square integral of Rn against w. It follows from (16) and (17) that
jRn(x)j 
p
MC1e
c1jz0j2=3 exp

M
p
njxj=2  c1(njxj)2=3

; x 2 [ 1; 1];
and hence
jRn(x)j M1ec1jz0j2=3 exp

 (c1=2)(njxj)2=3

; x 2 [ 1; 1] (22)
with some constant M1.
It follows from (19) for 2k=n < =2, k = 1; 2; : : : thatZ
2k=njxj2k+1=n
jRn(x)j2jw(x) w(0)jdx M21 e2c1jz0j
2=3
"
2k+1
n
exp

 (c1=2)22k=3

;
and also Z
jxj2=n
jRn(x)j2jw(x)  w(0)jdx M21 e2c1jz0j
2=3
"
2
n
:
For the integral over jxj  =2, we write (see (22))Z
=2jxj1
jRn(x)j2jw(x)  w(0)jdx  C3M21 e2c1jz0j
2=3
exp

 (c1=2)(n=2)2=3

:
Summing these up we obtainZ
[ 1;1]
jRnj2d  
Z
[ 1;1]
jRnj2d  C4M21 e2c1jz0j
2=3 "
n
+ o(1=n)
10
with a constant C4 that depends only on w. Hence, in view of jRn()j  jPn()j,
it follows that
2n(z0=n; )  n(z0=n; ) + C4M21 e2c1jz0j
2=3 "
n
+ o(1=n):
Given A (recall that jz0j  A), choose " > 0 so that
C4M
2
1 e
2c1jAj2=3"  w(0)c2e
 C2A
4
;
(cf. (21)) and then with this " > 0 for suciently large n, say for n  nA we
get from the previous estimate
2n(z0=n; )  n(z0=n; ) + w(0)c2e
 C2A
2n
:
This gives, in view of (21),
n(z0=n; )  w(0)c2e
 C2jz0j
2n
;
and (12) has been veried.
4 Proof of Theorem 3
We prove the theorem in the equivalent form
lim
n!1nn(x0 + a=n; ) =
w(x0)
!(x0)
(23)
We use the method of [16].
Without loss of generality we may assume x0 = 0 and that the support of 
is contained in [ 1=2; 1=2].
We need to prove that under the assumption that the point 0 is a Lebesgue-
point for both  and logw we have
lim sup
n!1
nn(a=n; )  w(0)
!(0)
; (24)
and
lim inf
n!1 nn(a=n; ) 
w(0)
!(0)
: (25)
Recall that the Lebesgue-point property of  at 0 means that for every " > 0
there is a  > 0 such that if 0     then (19), as well as
sing(fx jxj  g)  " (26)
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hold.
We dene the measure  as d(t) = w(0)dt in a small neighborhood of 0
and  =  outside of that neighborhood. It easily follows from the localization
theorem [12, Theorem 5.3.3] that  is also in the Reg class with support equal
to the support of . We shall compare the values n(a=n; ) and n(a=n; ) of
the Christoel functions associated with  and , respectively. Since the density
 is constant (= w(0)) in a neighborhood of 0, in this neighborhood we have
(see [13] and also [15, Section 8])
lim
n!1nn(x; ) =
w(0)
!(0)
(27)
locally uniformly (recall that  is the support of  and ! is the density of the
equilibrium measure of ). In particular,
lim
n!1nn(a=n; ) =
w(0)
!(0)
(28)
uniformly in jaj  A for any given A > 0.
We may assume that  in (19) and (26) is so small that in [ ; ] we have
d(x) = w(0)dx.
Proof of (24). It follows from the proof of (27) in [15] that there are polyno-
mials Qn of degree at most n such that Qn(a=n) = 1, jQn(z)j  1 for all z 2 
and
lim
n!1n
Z
jQnj2d = w(0)
!(0)
: (29)
With  = 2=3 and some small  > 0 consider the polynomials Sn of de-
gree n from Lemma 7 for K = [ 1; 1] and for the point Z = 0, and set
Rn(x) = Qn(x)Sn(x   a=n). This is a polynomial of degree at most n(1 + )
with Rn(a=n) = 1, jRn(x)j  jQn(x)j  1 (x 2 ), and this will be our test
polynomial to get an upper bound for n(1+)(a=n; ).
We estimate the integral of jRnj2 against  using the Lebesgue-point prop-
erties (19), (26). Since for xed A and for jaj  A
jRn(t)j  C1 exp

 c1(njt a=nj)2=3

 CA exp

 c1(njtj)2=3

; t 2 [ 1=2; 1=2]
with some c1; C1; CA (where CA may depend on A), it follows for 2
k=n < =2,
k = 1; 2; : : : that (see (19))Z
2k=njtj2k+1=n
jRn(t)j2jw(t)  w(0)jdt  CA"2
k+1
n
exp

 c122k=3

;
and also Z
jtj2=n
jRn(t)j2jw(t)  w(0)jdt  " 2
n
:
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On the other hand, for the integral over jtj  =2, we writeZ
=2jtj; t2
jRn(t)j2jw(t)  w(0)jdt  C exp

 c1(n=2)2=3

:
Summing these up we obtainZ

jRnj2w  
Z

jRnj2w(0)  C "
n
+ o(1=n);
where C may depend on A but not on ";  or n.
Similar reasoning based on (26) rather than (19) givesZ

jRnj2dsing  C "
n
+ o(1=n):
From these (as well as from the estimates leading to these inequalities) and
from the fact that  =  outside the interval where d(x) = w(0)dx we inferZ
jRnj2d 
Z
jRnj2d  C "
n
+ o(1=n):
Hence, we obtain from (29)
lim sup
n!1
n(1 + )n(1+)(a=n; )  lim sup
n!1
n(1 + )
Z
jRnj2d
 lim sup
n!1
n(1 + )
Z
jQnj2d + C2 "

(1 + )
= (1 + )
w(0)
!(0)
+ C2
"

(1 + )
with some constant C2 that depends only on A. Now the monotonicity of n in
n implies that then for the whole sequence of natural numbers
lim sup
n!1
nn(a=n; )  (1 + ) w(0)
!(0)
+ C2
"

(1 + ):
On letting here "! 0 and then  ! 0 we obtain (24)
Proof of (25). Assume again that 0 2  is a Lebesgue-point for both  (see
(19), (26)) and logw, and select  so that (19), (26) is true for all   .
Assume to the contrary that there is an  < 1 and an innite sequence
N  N of the natural numbers such that for every n 2 N there are polynomials
Qn of degree at most n with the properties Qn(a=n) = 1 andZ
jQnj2d   w(0)
!(0)
1
n
: (30)
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In particular, Z

jQnj2w   w(0)
!(0)
1
n
: (31)
Let  > 0 be such that logw 2 L1[ ;]. Recall that  was equal to 
outside a small neighborhood of 0, and it does not matter what neighborhood
we take, so we may assume that  and  coincide outside [ ;].
Lemma 5, transformed from [ 1; 1] onto [ ;], gives
jQn(t)j M exp(M
p
njtj); t 2 [ ;]; (32)
with some constant M (recall that 0 is a Lebesgue-point of logw, so Lemma 5
is applicable).
With  = 2=3 and some  > 0 consider again the polynomials Sn of degree
n from Lemma 7 for K = [ 1; 1] and for the point Z = 0, and set Rn(x) =
Qn(x)Sn(x   a=n). This is a polynomial of degree at most n(1 + ) with
Rn(a=n) = 1, jRn(t)j  jQn(t)j (t 2 ), and this will be our test polynomial to
get an upper bound for n(1+)(1; ), n 2 N . Since, as before,
jSn(t  a=n)j  CA exp

 c1(njtj)2=3

; t 2 [ 1=2; 1=2]; jaj  A;
it immediately follows that
jRn(t)j MCA exp

M
p
njtj   c1(njtj)2=3

; t 2 [ ;];
and hence
jRn(t)j  CAM exp

 (c1=2)(njtj)2=3

; t 2 [ ;] (33)
with an M depending on .
It follows from (19) and (33) for 2k=n < =2( ), k = 1; 2; : : : thatZ
2k=njtj2k+1=n
jRn(t)j2jw(t)  w(0)jdt  C2AM2 "
2k+1
n
exp

 (c1=2)22k=3

;
and also Z
jtj2=n
jRn(t)j2jw(t)  w(0)jdt  C2AM2 "
2
n
:
For the integral over   jtj  =2, we haveZ
=2jtj
jRn(t)j2jw(t)  w(0)jdt  C2ACM2 exp

 (c1=2)(n=2)2=3

;
where C is the integral of jw(t)   w(0)j over [ ;]. Summing these up we
obtain Z
[ ;]
jRnj2d  
Z
[ ;]
jRnj2wds  C2ACM2
"
n
+ o(1=n):
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These yield again (as  =  outside [ ;])Z
jRnj2d 
Z
jRnj2d+ C2ACM2
"
n
+ o(1=n):
Hence, in view of jRn(t)j  jQn(t)j, it follows from (30)
lim sup
n2N
n(1 + )n(1+)(a=n; )  lim sup
n2N
n(1 + )
Z
jRnj2d
 lim sup
n2N
n(1 + )
Z
jRnj2d+ C2ACM2
"

(1 + )
 (1 + ) w(0)
!(0)
+ C2ACM
2

"

(1 + );
and here CA and C are independent of " and . But for (1 + ) < 1 (and we
can make this happen by selecting a small ) and small " this contradicts (27).
This contradiction proves the lower estimate in (25) and the proof is complete.
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