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Notations et définitions
– a ∈ R : Valeur scalaire réelle
– a,A : Vecteur, matrice
– [a]i : Composante i du vecteur a
– [A]i, j : Composante i, j de la matrice A
– k : l : Indices de k à l
– zi: j : Équivalent à zi · · · z j
– vec(M) : Concatène les colonnes de la matrice M en un vecteur colonne
– diag(M) : Vecteur des éléments diagonaux de la matrice carrée M
– B =
√
A : La matrice B est composée des racines carrées des coefficients de la ma-
trice A
– B = Chol(A) : La matrice B est la décomposition de Choleski de la matrice A
– 0a×b : Matrice nulle de dimensions a × b
– Ia×b : Matrice identité de dimensions a × b
– ∂A(x)∂x : Dérivée d’une matrice de fonctions par rapport à un paramètre scalaire telle
que
[
∂A(x)
∂x
]
i, j
=
∂[A(x)]i, j
∂x
– ∂h(A)∂vec(A) : Dérivée d’un vecteur de fonctions par rapport aux composantes d’une ma-
trice telle que
[
∂h(A)
∂vec(A)
]
i, j
=
∂[h(A)]i
∂[vec(A)] j
– ∇x =
[
∂
∂[x]1
· · · ∂∂[x]n
]
: Opérateur de dérivé par rapport au vecteur de paramètres
x. Si f : Rn → Rm alors ∇x [f(x)] ∈ Rm×n
– ∆yx = ∇x∇>y : Opérateur de produit de deux dérivées d’une même fonction par rap-
port à deux paramètres x et y ∆yx
[
f(x, y)
]
= ∇x [f(x, y)]∇y [f(x, y)]>
– a˙ : Dérivée de a par rapport au temps
– a¨ : Dérivée seconde de a par rapport au temps
– P(a|b) : Distribution de probabilité de a sachant b
– P(a,b) : Distribution de probabilité conjointe de a et de b
– N(xˆ,P) : Distribution de probabilité normale de la variable aléatoire x d’espérance
xˆ et de matrice de covariance P
– x¯ : Espérance de la variable aléatoire x
– xˆ : Valeur estimée de la variable aléatoire x
– x˜ : Valeur réelle de la variable aléatoire x
– x ∼ N(xˆ,P) : Distribution de probabilité normale de la variable aléatoire x d’espé-
rance xˆ et de matrice de covariance P
– v/k : Vecteur de coordonnées du point v exprimé dans le repère Fk
– Mi→ j : Matrice de transformation du repère F j vers le repère Fi
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1.1 Contexte et motivations
La capture de mouvement, dite aussi MoCap (pour Motion Capture en anglais), est un
sujet en plein essor, avec un important potentiel en termes de retombées socio-économiques.
En effet, dans la dernière décennie, les domaines d’application de la capture de mouve-
ments n’ont cessé de s’élargir. On pense en premier lieu au marché des films d’animation
3D pour lesquels de tels systèmes sont utilisés afin d’appliquer aux sujets des attitudes,
postures, et gestes réalistes. Mais ces applications très médiatisées ne sont que la face
visible d’un domaine d’activité.
En effet, la capture de mouvement a envahit notre quotidien, ou celui de nos enfants,
avec les jeux vidéos, le Kinect de Microsoft ou encore les souris 3D. Elle existe aussi via
nos tablettes et nos téléphones portables. On la retrouve également dans des systèmes
grand public pour la pratique sportive, que ce soit en piscine (par exemple la montre
Aqua Coach de Decathlon ou la montre Garmin Swim de Garmin) ou en course à pied
(par exemple le capteur de foulée Micoach speed-cell d’Addidas). Le domaine sportif est
d’ailleurs un ”consommateur” de ces dispositifs de capture de mouvement afin d’analy-
ser le mouvement des sportifs et d’améliorer leur performance. On retrouve ces dispo-
sitifs par exemple en natation, en handball [Multon ], ou encore en gymnastique ou en
rugby 1.
1. Voir par exemple le site web www.espace − sciences.org/archives/ jsp/ f iche_article_1190726045215.html
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Le domaine de la rééducation fonctionnelle devient lui aussi (s’il ne l’est pas déjà)
”consommateur” de telles technologies. Au cours de la séance de travail, les systèmes
de capture de mouvement offrent une mesure objective du geste fait par le patient, ou
des progrès réalisés. On peut également envisager d’équiper le patient et/ou son envi-
ronnement afin de mesurer les progrès faits dans la répétition des gestes quotidiens. Une
autre approche serait que le patient devienne acteur de sa rééducation, le kinésithéra-
peute intervenant dans l’analyse des gestes réalisés par le patient au cours de sa vie quo-
tidienne, et en correction des dysfonctionnement. Ces scénarios, pas si futuristes que l’on
pourrait le croire implique qu’il faut pouvoir disposer d’un système de capture de mou-
vement bas-coût, basse-consommation, idéalement ambulatoire, ce qui permet d’évaluer
les gestes et postures du patient sans avoir à instrumenter son environnement et sans le
contraindre.
Le suivi des personnes à domicile utilise également des systèmes de capture de mou-
vement. Même si, aujourd’hui, de tels systèmes se bornent principalement à détecter les
chutes, on sait qu’il serait intéressant de suivre et d’analyser les phases d’activité, leur
durée et leur intensité afin d’apporter des conseils aux personnes suivies ou aux équipes
de soin, ou bien encore d’adapter l’environnement lorsque cela s’avère nécessaire. Ici en-
core, l’acceptabilité, outre les aspects psychologiques, implique qu’un système bas-coût,
basse-consommation et réellement ambulatoire existe afin de ne pas contraindre les uti-
lisateurs dans les gestes de leur vie quotidienne.
La capture de mouvement consiste en l’enregistrement des mouvements afin de les
reproduire ou bien de les analyser. Des mesures utilisant une ou plusieurs technologies
sont associées à un modèle pour estimer des paramètres décrivant le mouvement.
Cet enregistrement est aujourd’hui numérique. Pourtant, on peut estimer que la pre-
mière technique de capture de mouvement date du 19me siècle quand certains photo-
graphes dont Eadweard Muybridge (1830-1904), Etienne-Jules Marey (1830-1904) et Ha-
rold Edgerton (1903-1990) se sont intéressés à l’étude du mouvement humain et animal,
en enregistrant des successions de photos d’un mouvement puis en analysant ces photos.
Ce procédé a permis de comprendre le galop du cheval [Muybridge 1957]. Au début du
20me siècle, pour produire des dessins animés réalistes, les réalisateurs, dont Disney, ont
utilisé la rotoscopie qui consiste à prendre des images vidéos d’un mouvement réel, puis
à redessiner la scène image par image à partir de la vidéo réalisée.
L’utilisation par les biomécaniciens des ordinateurs pour l’analyse du mouvement est
apparue dans les années 1980. Ainsi, Tom Calvert, professeur à l’université Simon Fraser
(Canada) attacha des potentiomètres aux articulations d’une personne afin de suivre son
mouvement en le transposant sur une figure numérique animée pour analyser ses mou-
vements dans le cadre d’études chorégraphiques et l’évaluation clinique de mouvements
anormaux.
La fin des années 1980 a été marquée par l’apparition de plusieurs entreprises pro-
posant du matériel de capture de mouvement. La première entreprise créée dans ce do-
maine est Oxford-Metrics (Vicon aux USA), puis d’autres sont apparues en proposant des
technologies plus ou moins variées comme Ascention, Polhemus, Dotcomix et Northern
Digital. Ces systèmes étaient basés sur des technologies mécaniques, optiques ou vidéo.
Avec le développement des MEMS (Micro Electro Mechanical Systems), de nouvelles
possibilités technologiques sont apparues entre les années 1990 et 2000. Ainsi, des so-
12
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lutions utilisant des modules inertiels miniatures (intégrant des accéléromètres et des
gyromètres) associés ou non à des magnétomètres ont été développées. Associées à une
unité de traitement, on peut déterminer l’orientation de différents segments du corps et
de reproduire ainsi le mouvement. L’un des systèmes de capture de mouvement du corps
humain le plus remarquable dans ce domaine est le Moven de XSens.
En pratique, les améliorations constatées dans le domaine de la capture de mouvement
sur les vingt dernières années sont dues à des progrès dans la technologie (augmentation
de la résolution et de la vitesse des cameras, augmentation de la capacité et de la vitesse
de calcul des ordinateurs) associés au développement de nouvelles techniques d’analyse
des données ou de méthodes d’estimation ainsi qu’à l’amélioration des modèles utilisés.
Ces améliorations dans différents domaines, tous nécessaires au développement de sys-
tèmes de capture de mouvement, ont conduit à la prolifération des films 3D ou des jeux
vidéo, comme évoqué ci-avant.
Les système optiques [Vic ][Mot ] installés dans des studios de capture de mouve-
ment, sont les moyens de capture de mouvement les plus connus du grand public, car les
plus médiatisés par les producteurs de film d’animation 3D [Dobrian 2003]. Des caméras
déployées dans le studio permettent de suivre le déplacement de marqueurs fluores-
cents ou d’émetteurs infra-rouge placés sur le sujet en mouvement. La position des mar-
queurs est associée à un modèle biomécanique afin de reconstruire le mouvement. Ces
systèmes sont réputés précis (erreur d’estimation de la position de quelques millimètres).
Par contre ils souffrent de problèmes qui les rendent inappropriés à une utilisation plus
répandue. Par exemple, avec de tels systèmes, on subit le problème de la perte de visi-
bilité des marqueurs qui peuvent être masqués lors de certains mouvements. De ce fait,
les mouvements sont de fait limités par le nombre et la position des marques. En outre,
ils sont sensibles aux conditions lumineuses du studio dans lequel ils sont installés. De
plus, si des marqueurs passifs sont utilisés, ils peuvent être confondus l’un avec l’autre
lorsqu’ils passent l’un près de l’autre. Ceci demande du post-traitement pour corriger ces
erreurs. Enfin, ils doivent être utilisés dans un studio fermé, ce qui réduit l’espace de cap-
ture de mouvement à la zone équipée, cette dernière devant être préalablement calibrée
afin de pouvoir corriger les imperfections de mesure pouvant exister et leur utilisation
en temps réel requière des moyens de calcul important. Ils ne sont donc absolument pas
ambulatoires et leur coût est prohibitif pour une utilisation grand public (plusieurs di-
zaines de milliers d’euros).
D’autres technologies ont été utilisées afin de concurrencer les systèmes optiques.
Parmi lesquelles, on rencontre des systèmes magnétiques [Raab 1979] qui utilisent des
émetteurs magnétiques fixes placés dans l’environnement de capture de mouvement et
des récepteurs fixés sur les membres de la personne à suivre afin de les localiser. Ces
systèmes magnétiques sont bien adaptés à la capture de mouvement en temps réel. Ils
sont également moins couteux que les systèmes optiques. Néanmoins, ici encore, l’es-
pace dans lequel la capture de mouvement peut être réalisée est réduit à l’espace dans
lequel on a installé le système.
Les systèmes ultrason [Sato 2011], composés d’émetteurs ultrason placés sur le sujet et de
microphones fixes répartis dans l’environnement, constituent également une alternative
aux systèmes optiques. Néanmoins, ils souffrent du problème d’occlusion, comme les
systèmes optiques. En outre, des réflexions (échos) peuvent affecter leurs performances.
Des systèmes mécaniques existent également. Dans ce cas, on équipe le sujet dont on
13
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veut suivre le mouvement d’un exosquelette afin de déterminer sa posture à partir de la
mesure des angles de rotation au niveau des articulations. Même s’ils ne souffrent pas
des problèmes d’occlusion, ou de zone de capture limitée, cette solution mécanique n’est
pas envisageable pour des applications grand public liées au suivi des gestes quotidiens
pour des questions d’acceptation par les utilisateurs (enfiler un exosquelette est quelque
chose de contraignant), de gène dans les mouvements du quotidien, et enfin de coût.
En pratique, l’utilisation au quotidien de ces systèmes de capture de mouvement pour
des applications de rééducation fonctionnelle ou de maintien des personnes à domicile,
doit s’accompagner de réels efforts de recherche afin de lever toutes les limitations pré-
sentées ci-dessus. En premier lieu, un système de capture de mouvement pour ce type
d’applications se doit d’être sans occlusion afin de permettre tous les mouvements, sans
contrainte. Ensuite, il doit être facilement positionnable sur le sujet. Il ne doit pas requé-
rir de procédure de calibration longue, fastidieuse et mettant en œuvre des équipements
complémentaires couteux. Enfin, il doit être réellement ambulatoire, basse consomma-
tion, sans contraindre les mouvements ou l’espace de capture. Cet aspect ”ambulatoire”
est fondamental car il permet d’étendre la notion de capture de mouvement à des envi-
ronnements où, aujourd’hui, elle n’est pas ou ne peut pas être pratiquée.
Notons que la précision des estimées doit être en rapport avec l’application visée. En effet,
il est clair que pour des estimation de l’attitude (voire du mouvement) pour un suivi de
personne dans son habitat en vue d’évaluer ses capacités cognitives, une précision d’une
dizaine de centimètres semble suffisante tandis que l’analyse de gestes sportifs fins ou de
mouvements de rééducation fonctionnelle peuvent nécessiter des précision de l’ordre du
centimètre.
Parmi les technologies matures aujourd’hui pour concevoir un système de capture
de mouvement réellement ambulatoire, les systèmes inertiels semblent les plus promet-
teurs. Au milieu des années 1990, T. Sakaguchi et al. [Sakaguchi 1996], ont proposé de
fusionner des mesures provenant d’accéléromètres et des gyromètres afin d’estimer la
posture et le mouvement d’un bras humain. Par rapport aux systèmes optiques, les sys-
tèmes inertiels présentent plusieurs avantages, en particulier un coût moindre, l’absence
d’occlusion, la facilité d’utilisation, et la possibilité d’effectuer la capture de mouvement
en dehors des studios. En outre, cette technologie est mieux adaptée à la capture de mou-
vement en temps réel car il n’y a pas de traitement d’image complexe à réaliser, que l’esti-
mation de l’orientation des membres est effectuée de façon séquentielle, et que le nombre
de capteurs inertiels est inférieur au nombre de marqueurs nécessaires pour qu’un sys-
tème optique puisse estimer la posture et le mouvement d’un sujet. Par contre, ces sys-
tèmes inertiels sont réputés avoir une précision de localisation plus faible que la préci-
sion des systèmes optiques. En outre, ils présentent un problème de dérive des angles
causé par l’intégration des vitesses angulaires fournies par les gyromètres ainsi qu’un
problème de dérive de la position engendré par la double intégration de l’accélération
fournie par les accéléromètres [Andreadis 2010]. Plusieurs combinaisons portables utili-
sant la technologie inertielle ont été développées. La combinaison MVN TM [Eisner 2009]
développée par Xsens utilise des unités de mesure inertielle couplées à des mesures du
champ magnétique terrestre (on est donc plutôt sur un système à technologie hybride,
cf. ci-après) [El-Fatatry 2003], le tout exploitant un modèle biomécanique pour estimer
la posture et le mouvement humain. En pratique, les mesures du champ magnétique
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terrestre permettent de limiter les dérives, ou de recaler les estimées en tenant compte
de caractéristiques particulières des mouvements, par exemple les caractéristiques de la
marche. Néanmoins, le système reste sensible aux perturbations magnétiques, et le cout
de la combinaison n’est pas compatible avec une application grand public.
Les systèmes magnétiques de capture de mouvement présentent une alternative pro-
metteuse. Ils permettent de retrouver sans problème d’occlusion l’attitude et la position
du capteur de champ magnétique. Divers systèmes de capture de mouvement basés
sur la mesure du champ magnétique généré par une source contrôlée existent déjà. Par
exemple, F.H. Raab et al. [F. R. Raab 1979] ont développé dans les années 1970 un sys-
tème de suivi de mouvement basé sur des mesures de champ magnétique et O’Brien
[O’Brien 2000] a utilisé le système de capture de mouvement magnétique de Ascension
pour déterminer la hiérarchie et les paramètres communs d’une chaîne articulée. Malheu-
reusement, la plupart de ces systèmes ne sont pas ambulatoires et le volume de capture
de mouvement est limité. Ceci est dû à la diminution rapide du champ magnétique qui
décroit avec le cube de la distance entre la source et le capteur.
C. Godin et Y. Caritu [Caritu 2010] ont proposé d’utiliser un système de mesure de
distances intra-corporelles afin de déterminer la posture de la personne suivie. Cette ap-
proche peut être réalisée à travers plusieurs technologies. Parmi les technologies candi-
dates pour la réalisation de ces mesures de distances, Di Renzo et al. [Di Renzo 2007] ont
étudié la possibilité d’utiliser un réseau d’émetteurs/récepteurs ultra large bande (UWB)
placés sur les membres du corps. Ils se sont concentrés sur la distorsion induite par la
personne sur les impulsions UWB, donnant une comparaison entre des sujets masculins
et féminins. Des technologies ultrason ont aussi été tentées [Vallidis 2002] et permettent
la mesure de distances entre membres du corps afin de retrouver la posture du sujet.
D’autres auteurs ont étudié l’utilisation de systèmes hybrides afin d’améliorer la pré-
cision des estimations, en travaillant à la fois sur les aspects matériels (combinaison, pla-
cement de différentes technologies) et logiciels (par exemples algorithmes dédiés de fu-
sion de données de capteurs inertiels et magnétiques) [Lee 1999] [Luinge ] [Miller 2004]
[Yun 2004]. Kwang Yong Lim et al. [Lim 2008] ont proposé la fusion de mesures prove-
nant de codeurs linéaires miniaturisés et de centrales inertielles intégrant des magnéto-
mètres (IMU) [El-Fatatry 2003]. Leurs résultats expérimentaux ont montré que la com-
binaison d’IMU et de codeurs linéaires produit une erreur moyenne quadratique (Root
Mean Square : RMS) d’environ 3, 5◦.
Vlasic et al. [Vlasic 2007] ont proposé une combinaison de mesures de capteurs inertiels
et ultrasons, à savoir, des accéléromètres, des gyroscopes et des émetteurs/récepteurs ul-
trason. Ils ont testé différentes configurations de l’ensemble des capteurs. Ils ont comparé
leurs résultats avec ceux du système optique Vicon et ils ont montré que l’ajout de me-
sures de distance aux mesures inertielles améliore les résultats d’estimation. L’erreur est
réduite d’environ 14%.
Rotenberg et al. [Rotenberg 2007] [Rotenberg 2006] ont développé un système combi-
nant des capteurs inertiels et magnétiques afin d’estimer et de suivre la posture de la
personne. Le système contient une source magnétique tri-axiale et il utilise des magné-
tomètres embarqués dans les modules IMU pour mesurer le champ magnétique émis
par la source magnétique. La mesure magnétique est exploitée comme une information
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complémentaire pour améliorer la précision du système de capture de mouvement "clas-
sique" de Xsens. La solution est embarquée et aucun système externe n’est nécessaire.
Les émissions magnétiques sont produites sous forme de trains d’émission magnétique
continue. Cette technique permet de mesurer le champ magnétique ambiant pendant les
périodes sans génération de champ magnétique complémentaire afin de le soustraire au
champ magnétique pendant les périodes d’émission pour isoler le champ magnétique
émis. Cette technique ne permet pas de se protéger contre les bruits magnétiques très
importants dans la bande basse fréquence. Elle réduit la fréquence d’échantillonnage du
système (et par là même la fréquence des mouvements que l’on peut capturer) puisqu’il
faut garantir une période sans champ magnétique externe puis trois trains d’émission
successifs pour fournir une seule mesure magnétique réellement exploitable.
Même si les performances atteintes semble intéressantes, Xsens n’a pas inclus le système
magnétique complémentaire dans ses combinaisons commerciales. En fait, son système
repose essentiellement sur le champ magnétique terrestre combiné à des données iner-
tielles offertes par les accéléromètres et les gyromètres.
Aussi, il nous semble qu’à la vue des systèmes existants, il n’existe pas aujourd’hui
un système répondant à tous les critères évoqués ci-avant, à savoir, un système :
– ne présentant pas d’occlusion ;
– ne nécessitant pas l’instrumentation de l’environnement dans lequel il est utilisé ;
– sans dérive des estimées ;
– permettant de réaliser des mouvements sans contraintes et sans limitation de l’es-
pace de capture ;
– sans procédure de calibration complexe ou nécessitant l’utilisation de matériel ex-
terne ;
– permettant une capture de mouvement en temps-réel sans post-traitement com-
plexe ;
– facilement positionnable sur le sujet par lui-même ;
– réellement ambulatoire, et
– basse consommation.
1.2 Présentation de la thèse
L’objectif de cette thèse est de développer un système de capture de mouvement de
chaînes articulées, bas-coût et temps réel, réellement ambulatoire, ne nécessitant pas d’in-
frastructure de capture spécifique, permettant par là-même une utilisation dans de nom-
breux domaines applicatifs (rééducation, sport, loisirs, etc.).
On s’intéresse plus particulièrement à des mesures intra-corporelles. Ainsi, tous les cap-
teurs sont placés sur le corps et aucun dispositif externe n’est utilisé. Outre un démons-
trateur final permettant de valider l’approche proposée, on s’astreint à développer éga-
lement des outils qui permettent de dimensionner le système en termes de technologie,
nombre et position des capteurs, mais également à évaluer différents algorithmes de fu-
sion des données.
Le sujet est donc pluridisciplinaire. Il traite des aspects de modélisation et de dimen-
sionnement de systèmes hybrides entièrement ambulatoires. Il étudie des algorithmes
d’estimation adaptés au domaine de la capture de mouvement corps entier en traitant
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les problématiques d’observabilité de l’état et en tenant compte des contraintes biomé-
caniques pouvant être appliquées. Ainsi, un traitement adapté permet de reconstruire
en temps réel la posture du sujet à partir de mesures intra-corporelles, la source étant
également placée sur le corps. Dans cet esprit, on trouve par exemple, des systèmes à
ultrason qui permettent de réaliser des mesures de distance intra-corporelles. Dans notre
travail, le démonstrateur implémente exclusivement une technologie magnétique intra-
corporelle. Il mettra en œuvre un émetteur (une source) de champ magnétique placé sur
un segment du corps, le capteur de champ magnétique généré étant placé sur un autre
segment du corps.
L’objectif de ce démonstrateur est d’explorer les possibilités de cette technologie dans le
cadre de la capture de mouvement ambulatoire en implémentant des capteurs de champ
magnétiques de type MEMS (Micro ElectroMecanical Systems) afin de bénéficier de leur
taille très réduite et de leur faible poids par rapport aux systèmes classiquement implan-
tés qui utilisent des bobines pour la partie capteur.
Notons que la position et l’orientation du corps dans un repère global (par exemple le
repère terrestre) ne sont pas traitées dans cette thèse.
Le manuscrit est organisé en deux parties distinctes.
La première partie nommée ”Théorie et algorithmes” (chapitres 2 à 5) concerne les sys-
tèmes de capture de mouvement par mesures intra-corporelles, sans a priori sur leur
technologie. Le but de cette partie est d’offrir des outils communs et génériques de des-
cription et de conception des systèmes de capture de mouvement par mesures intra-
corporelles, indépendamment de la technologie utilisée. Cette première partie est organi-
sée autour de quatre chapitres. Le chapitre 2 présente un modèle générique de capture de
mouvement dans un réseau corporel. Nous proposons un modèle décrivant d’une ma-
nière indépendante la chaine articulée sous-jacente et la(les) technologie(s) de mesure.
Cette modélisation est utilisée dans le chapitre 3 pour la caractérisation des systèmes de
capture de mouvement à partir d’indicateurs de performances basés sur le calcul de la
borne de Cramer-Rao [Trees 2001]. Ce calcul de la borne de Cramer-Rao fournit une mé-
thode objective de conception des systèmes de capture de mouvement. Les algorithmes
sont présentés, et discutés dans le chapitre 4. En particulier nous rappelons les aspects
théoriques et nous donnons une extension permettant de tenir compte des contraintes
biomécaniques de chaque articulation. Notons que les indicateurs sont également utilisés
pour comparer l’ensemble des algorithmes étudiés. Enfin, le chapitre 5 met en pratique
les aspects théoriques présentés dans les trois précédents chapitres en étudiant en simu-
lation, trois systèmes de capture de mouvement.
La seconde partie du manuscrit, intitulée ”Technologie magnétique pour la capture
de mouvement ambulatoire" (chapitres 6 à 9) se concentre sur la technologie magnétique
intra-corporelle en décrivant de manière détaillée son principe de fonctionnement, les
calculs nécessaires pour la conception matérielle d’un tel système, ainsi que les méthodes
de calibration qui doivent être utilisées. Dans cette partie, le chapitre 6 décrit le principe
de fonctionnement du système de mesure. Le chapitre 7 détaille l’étude système effectuée
pour la réalisation du démonstrateur. Le chapitre 8 propose une méthode de calibration
du système. Enfin, les tests et validation d’un prototype de système de capture de mou-
vement par mesures magnétiques sont traités dans le chapitre 9. Des comparaisons entre
les résultats attendus et les résultats pratiques sont données, en ayant soin de souligner
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les divers problèmes rencontrés, les écarts entre ’théorie et pratique” s’ils existent, et en
suggérant des modifications à apporter.
Compte tenu du caractère pluridisciplinaire de ce travail, et afin de faciliter la lecture,
nous avons choisi d’insérer les rappels théoriques et l’état de l’art au fur et à mesure
du document. Ce choix (arbitraire) nous a ainsi évité de nombreux rappels et références
croisées entre les différentes parties et chapitres du manuscrit.
1.3 Contributions
Les contributions de cette thèse portent sur des aspects théoriques et pratiques, cha-
cun de ces aspects étant décrit dans l’une des parties du manuscrit.
Dans la première partie, nous avons proposé un modèle décrivant les systèmes de
capture de mouvement de façon générique en séparant les aspects liés aux contraintes
biomécaniques et de la dynamique du mouvement des aspects liés à la mesure (et à sa
technologie). Ce modèle est accompagné de méthodes de calcul des mesures et de leurs
dérivées par rapport aux paramètres décrivant la chaîne articulée. Ces méthodes de cal-
cul peuvent être appliquées pour diverses technologies de capture de mouvement par
mesures intra-corporelles.
A partir de ce modèle, nous avons proposé une méthode de conception des systèmes
de capture de mouvement. Cette méthode de conception, basée sur le calcul de la borne
de Cramer-Rao, permet de choisir les caractéristiques des capteurs de façon objective.
Elle permet aussi d’effectuer un choix argumenté concernant le nombre et le positionne-
ment des capteurs avant la réalisation du système. Elle permet également, à travers des
simulations, de caractériser l’efficacité des algorithmes d’estimation étudiés.
Nous avons étudié un ensemble d’algorithmes d’estimation standards pour l’estima-
tion de la posture d’une chaîne articulée à partir de mesures intra-corporelles. Ces algo-
rithmes sont le filtre de Kalman étendu (EKF), le filtre de Kalman sans parfum (UKF)
et un filtre intégrant une routine d’optimisation dans la phase de correction. Dans notre
étude, cette routine d’optimisation exploite l’algorithme de Levenberg-Marquardt (LMA)
et le filtre dérivé est noté, par abus de langage LMA. Nous avons discuté les hypothèses
posées par chaque algorithme en spécifiant les approximations utilisées.
Nous avons ensuite introduit des contraintes sur les paramètres à estimer. Pour chaque
algorithme étudié, nous avons discuté et comparé des méthodes de prise en compte de
ces contraintes. Ainsi, nous avons réalisé pour chaque algorithme une version qui tienne
compte des contraintes sur les paramètres de la posture. Ces algorithmes avec contraintes
ont été comparés et discutés.
Dans la deuxième partie, nous avons exploité des mesures magnétiques intra-corporelles
fournies par des capteurs de champ magnétique bas-coût de type MEMS. Nous avons dé-
veloppé un système de capture de mouvement ambulatoire pour lequel, les capteurs et
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les sources magnétiques sont embarqués sur le sujet dont on cherche à estimer la posture.
Un premier démonstrateur a été réalisé au cours de cette thèse. Ce démonstrateur semble
être le premier utilisant des MEMS large bande pour la mesure d’un champ magnétique
alternatif dont la source et les capteurs sont embarqués sur le corps. Il nous a permis de
valider l’approche et d’exprimer les avantages et les limites de cette technologie pour la
capture de mouvement ambulatoire. Notons que les performances atteintes sont encou-
rageantes et qu’il est raisonnable d’envisager l’exploitation de cette technologie pour des
applications grand public de suivi de personnes à domicile ou de réhabilitation fonction-
nelle, ou bien encore d’analyse de gestes sportifs.
Nous avons proposé des routines de calibration et une procédure simple à appliquer
pour la calibration du système de capture de mouvement réalisé. La première procédure,
dérivée d’une méthode développée par Merayo et al. [J M G 1999], permet de calibrer les
capteurs à partir du champ magnétique ambiant.
La seconde procédure est une adaptation de la méthode proposée par O’Brien [O’Brien 2000].
Elle permet de calibrer la longueur des segments de la chaîne articulée. Notre méthode
de calibration de la chaîne articulée est dédiée aux systèmes utilisant des sources et des
capteurs tri-axiaux, où au moins un capteur doit être placé sur un membre du corps.
Enfin, nous avons proposé une nouvelle méthode de calibration des positions locales
des capteurs qui utilise des postures de référence de la chaîne articulée. Cette procédure
se généralise aux systèmes qui ne vérifient pas les conditions nécessaires pour la seconde
routine.
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Première partie
Théorie et Algorithmes
Présentation de la partie
Cette première partie concerne les aspects théoriques de la capture de mouvement.
Afin de rester le plus générique possible, on considèrera l’estimation de la posture d’une
chaîne articulée basée sur des mesures dépendant de la distance entre les différents seg-
ments de la chaîne. La modélisation proposée permet de prendre en compte différentes
modalités de mesure comme, par exemple, la mesure du champ magnétique, les ultra-
sons, etc.
Les objectifs de cette partie sont multiples. Il s’agit dans un premier temps de pro-
poser une modélisation. Cette modélisation intègre les contraintes biomécaniques de la
chaîne articulée tout en restant suffisamment générique pour prendre en compte diverses
modalités de mesure.
Le modèle établi est ensuite utilisé pour calculer la borne de Cramer-Rao associée
à une configuration donnée (nombre de capteurs, type, position et caractéristiques) et
déterminer les meilleures précisions pouvant être atteintes. Ces résultats sont exploitées
d’une part dans le cadre d’une étude système pour dimensionner les paramètres des
capteurs afin d’atteindre une précision donnée, et d’autre part, comme référence pour la
qualification des algorithmes.
Le troisième chapitre de cette partie est dédié à l’étude et la comparaison d’algo-
rithmes d’estimation appropriés à notre étude. Nous nous intéressons en particulier aux
estimateurs bayésiens ayant du potentiel pour être utilisés en temps réel. Nous introdui-
sons par la suite des contraintes sur les angles des articulation et nous apportons certaines
modifications aux algorithmes proposés afin de respecter ces contraintes. Les solutions
proposés sont comparés et discutés et un choix de solution est effectué pour chaque al-
gorithme proposé.
Le quatrième chapitre expose une étude de trois systèmes de capture de mouvement
en se référant au modèle proposé dans le premier chapitre. Le but est d’exploiter les
aspects théoriques présentés dans les trois premiers chapitres pour l’étude de cas en si-
mulation. La borne de Cramer-Rao est d’abord utilisée pour dimensionner des capteurs
magnétiques. Puis, elle est utilisée pour caractériser le positionnement et le type des cap-
teurs. Enfin, elle est utilisée comme référence pour qualifier les performances des algo-
rithmes proposés.
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Modélisation
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2.1 Introduction
Dans ce chapitre, nous présentons les modèles nécessaires à la résolution du problème
de la capture de mouvement par mesures de distance. Nous proposons trois modèles
complémentaires. En premier lieu, on définit le modèle biomécanique. Ce modèle sert à
fixer les paramètres décrivant mathématiquement la posture du sujet. Ensuite, on définit
le modèle d’état qui décrit l’évolution de ces paramètres en fonction du temps. Il trace
la dynamique de façon réaliste en tenant compte de la régularité du mouvement. Enfin,
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le modèle de mesure lie les mesures offertes par le système aux paramètres décrivant la
posture.
L’une des originalités de l’approche est la factorisation des modèles avec, d’une part
les modèles mécaniques et dynamiques, et d’autre part, le modèle de mesure. Cette dis-
sociation donne un caractère plus générique à l’étude. En effet, elle permet d’étudier dif-
férentes modalités de mesure tout en conservant l’essentiel des développements concer-
nant les aspects biomécaniques.
2.2 Modélisation des chaînes articulées
Le sujet de cette thèse concerne le suivi du mouvement de structures articulées comme
le corps humain, les animaux ayant un squelette rigide ainsi que certains objets tels que
les robots articulés. Il existe plusieurs modèles plus ou moins compliqués pour la modé-
lisation de ce type de corps. Comme le but de ce travail est de pouvoir effectuer de la
capture de mouvement en temps réel, et qu’on ne s’intéresse qu’à la posture du sujet et
non pas à sa forme, la simplicité du modèle constitue un élément très important afin de
réduire la charge de calcul. Pour ceci, nous avons choisi de modéliser ces corps comme
de simples chaînes articulées composées de corps rigides connectés par des articulations.
L’atout de cette modélisation est qu’elle décrit la posture à travers de simples para-
mètres de rotations entre les membres du corps. Ces paramètres sont suffisants pour la
reconstruction du mouvement en utilisant des structures virtuelles qui peuvent être de
tailles et de formes différentes. Elles sont suffisantes aussi pour reproduire le mouvement
à travers des robots articulés.
Par contre, ce choix néglige l’effet de certains phénomènes tels que le volume des
membres, leur non rigidité, le glissement de la peau, la non régularité des surfaces du
corps et le changement du volume lors des contractions musculaires.
Les applications envisagées ne nécessitent pas la capture des déformations des muscles,
ni la description de leur forme. Pour les contractions musculaires, un placement appro-
prié des capteurs sur le corps pourra résoudre le problème qu’elles engendrent.
2.2.1 Représentation en arbre enraciné
Les chaînes articulées peuvent être représentées par un arbre enraciné [Diestel 2006],
c’est-à-dire un arbre ayant une racine unique et tel que tous les sommets, sauf la racine,
ont un unique parent. Ici, les sommets du graphe, notés Vi, correspondent aux membres
du corps et les arcs, notés Ji, représentent les articulations. La figure 2.1 montre la repré-
sentation sous forme d’arbre enraciné (figure de droite) du corps (figure de gauche).
Le choix de la racine de l’arbre dépend fortement du contexte :
– dans le cas où les positions des membres sont calculées dans un référentiel fixe,
non lié au corps humain, la racine V0 représente ce référentiel. Ce cas se rencontre
généralement dans le contexte de la capture de mouvement non ambulatoire puis-
qu’il requiert souvent un équipement externe (émetteur radio, source de champ
magnétique etc.) ;
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– pour les systèmes de capture de mouvement ambulatoires, le sommet V0 appartient
au corps et il est lié en général à un membre clé (par exemple celui auquel est liée
la source dans le cadre de systèmes à source unique).
FIGURE 2.1 – Structure simplifiée de corps à n = 15 membres rigides et arbre enraciné
associé
Dans un arbre enraciné, on définit deux sens de parcours :
– le sens direct qui part de la racine vers les feuilles ;
– le sens inverse qui part des feuilles vers la racine.
Comme dans un arbre généalogique, une relation de parenté est définie entre les som-
mets connectés, de telle façon que la racine soit l’ancêtre de tous les autres sommets. Dans
l’exemple donné sur la figure 2.1, les fils de V2 sont V4 et V7 et son parent est V1. Ainsi un
sommet, à part la racine, a un unique parent. Si le sommet n’a pas de fils, il est appelé
"feuille".
Une articulation relie un parent à son fils. Elle est représentée par un arc orienté du
parent vers le fils. Pour des raisons de cohérence, les arcs auront l’indice du sommet fils.
Dans l’exemple donné sur la figure 2.1, l’arc représentant l’articulation qui lie le bras droit
(sommet V7) et l’avant-bras droit (sommet V8) est notée J8.
Pour un arbre enraciné comportant n sommets, nous définissons le vecteur des pa-
rents p ∈ Rn tels que le coefficient [p] j est le numéro du sommet parent de V j. Ainsi, dans
l’exemple ci-dessus
[
p
]
1 = 0, car le parent du sommet V1 est le sommet racine. On notera
que la racine n’a pas de parent,
[
p
]
0 n’est donc pas défini. Un choix approprié de l’indexa-
tion des sommets permettra par la suite de factoriser certains calculs. Nous imposons aux
fils d’avoir des indices supérieurs à ceux de leurs parents :
∀ j ∈ {1 · · · n}, [p] j < j (2.1)
Le vecteur de parents qui décrit l’arbre présenté dans la figure 2.1 est donné par :
p =
[
0 1 2 2 4 5 2 7 8 1 10 11 1 13 14
]>
(2.2)
2.2.2 Repères et matrices de transformation
Afin de pouvoir suivre le mouvement et la posture du corps articulé, il faut définir
des paramètres cinématiques pour caractériser chaque membre du corps. Un repère Fi,
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i ∈ {1, · · · , n}, est lié à chaque sommet Vi. Il a pour origine la position de l’articulation Ji
(voir la figure 2.2 pour un exemple). L’orientation de Fi peut être choisie arbitrairement.
Pour des applications médicales, il est utile d’utiliser les recommandations de la ISB (In-
ternational Society of Biomechanics) [Wu 2003b] [Wu 2003a]. Ces recommandations per-
mettent de rester compatible avec le standard utilisé dans le domaine biomécanique. Ils
définissent les repères locaux des membres du corps ainsi que les rotations au niveau des
articulation et leur ordre. Pour l’application d’animation de personnages, il n’y a pas de
standard fixe et les orientations des repères sont liées à une posture de référence préfixée.
Dans ces travaux, nous avons choisi la posture présentée dans la figure 2.2 où les axes x
et y définissent le plan sagittal du corps, les axes z et y définissent le plan coronal et les
axes x et z définissent le plan transverse.
FIGURE 2.2 – Repères et matrices de transformation
En capture de mouvement par mesures de distances intra-corporelles, l’expression
des mesures de distances entre deux points de deux segments différents du corps, par
exemple Vi et V j, nécessite de pouvoir exprimer la position et l’orientation du repère F j
par rapport au repère Fi. Afin d’appliquer la posture de la chaîne à un avatar (caractère
virtuel), chaque membre i de l’avatar doit être lié au repère du sommet Vi correspon-
dant. Le rendu du membre nécessite l’expression de tous ces points dans le repère global
de la scène. Il est donc nécessaire d’exprimer le repère Fi dans le repère F0. On utilise
le formalisme des matrices de transformation. Ce formalisme intègre les rotations et les
translations dans une même matrice. Il permet de calculer les transformations de coor-
données par de simples multiplications matricielles.
Le formalisme utilisé pour la description des points dans un espace affine ainsi que
les transformations entre repères est détaillé dans l’annexe A. On rappelle que la matrice
de transformation du repère Fi au repère F j, notée Mi→ j, est de la forme :
Mi→ j =
[
Ri→ j pi→ j
01×3 1
]
(2.3)
avec la matrice de rotation Ri→ j exprimant l’orientation du repère F j dans le repère Fi.
Le vecteur pi→ j est l’origine du repère F j exprimée dans le repère Fi. 01×3 ∈ R1×3 est le
vecteur ligne nul de dimension 3.
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Chaque repère Fk est décrit par une matrice de transformation Gk appelée matrice de
transformation globale [Maciel 2002] avec :
Gk = M0→k (2.4)
La matrice de transformation globale permet de retrouver les coordonnées d’un point
dans le repère global F0 à partir de ses coordonnées exprimées dans le repère Fk par
simple multiplication. Si v/k est le vecteur des coordonnées du point v exprimé dans le
repère Fk, alors ses coordonnées dans le repère global sont décrites par le vecteur v/0
telles que [
v/0
1
]
= Gk
[
v/k
1
]
(2.5)
La matrice de transformation globale inverse G−1k est la matrice de transformation du
repère global vers le repère lié au sommet Vk :
G−1k = Mk→0 (2.6)
l’inverse étant obtenu par la formule (A.5) présentée dans l’annexe A.
A chaque articulation k nous définissons une matrice de transformation locale à l’instant
t notée Lk [Maciel 2002]. Cette matrice permet d’exprimer le repère du membre associé
dans le repère de son membre parent :
Lk = Mk→[p]k (2.7)
La matrice de transformation locale associée à la racine L0 est l’identité. Ces matrices de
transformation contiennent l’information cinématique nécessaire à la reconstruction de
la posture de la chaîne articulée. Les systèmes de capture de mouvement concernés par
ce modèle estiment les paramètres de ces matrices à partir des mesures et d’un modèle
d’évolution.
La matrice de transformation locale inverse est la matrice de transformation du repère lié
au sommet fils Vk vers le repère lié au sommet parent V[p]k :
L−1k = M[p]k→k (2.8)
Dans une chaîne articulée, les positions des articulations exprimées dans le repère du
parent sont constantes au cours du temps. Ceci implique que la partie translation (pi) de
la matrice de transformation locale du membre Vi est fixe (voir figure 2.3). Le seul terme
changeant au cours du temps est la matrice de rotation Ri correspondant à la rotation du
repère associé au sommet fils Vi par rapport à celui du sommet parent V[p]i .
Une chaîne articulée de n membres rigides peut être décrite entièrement par la posi-
tion du premier membre et l’orientation de chaque membre par rapport à son membre
parent. Cela suppose cependant de connaitre les positions des articulations dans le re-
père du parent (pi). Cette information peut être mesurée manuellement ou bien obtenue
grâce à une phase de calibration discutée avec plus en détail dans la deuxième partie de
ce manuscrit.
La figure 2.4 montre le cas de la capture de mouvement d’une chaîne libre (où le som-
met racine de l’arbre correspond à l’environnement et le premier membre du corps peut
bouger en translation). Les vecteurs de position des articulations pi exprimés dans les re-
pères de leurs membres parents sont tous constants sauf p1. Dans ce cas, seule la position
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FIGURE 2.3 – Matrice de transformation locale
FIGURE 2.4 – Paramètres d’une chaîne articulée
du premier membre et les rotations locales sont libres et elles suffisent pour décrire la
posture et la position complète de la chaîne articulée. Dans le cas où le sommet racine
correspond à un membre de la chaîne, la position de la chaîne n’est pas déterminée et
seule la posture de la chaîne est observable.
2.2.3 Calcul des transformations
Comme indiqué dans la sous-section précédente, nous avons besoin de retrouver la
matrice de transformation entre les repères de deux membres de la chaîne articulée dans
les systèmes que nous considérons. Pour ceci, nous définissons le chemin Ωi→ j. Il s’agit
de l’ensemble des indices de tous les sommets connectés à partir du sommet Vi jusqu’au
sommet V j (à l’exception du sommet Vi lui-même) donnés dans l’ordre croissant. Pour
l’exemple de la figure 2.1, Ω0→5 = {1, 2, 4, 5}. Notons que dans un arbre enraciné, le che-
min entre deux sommets est unique.
Grâce au fait qu’on a un arbre enraciné, il n’y a que 3 possibilités de sens de parcours
du chemin partant du sommet Vi vers le sommet V j :
– sens direct uniquement (Vi est un ancêtre de V j) ;
– sens inverse uniquement (V j est un ancêtre de Vi) ;
– sens inverse puis sens direct (V j et Vi appartiennent à des branches différentes).
Dans la figure 2.5, le chemin entre V7 et V9 est direct uniquement. Le chemin entre V6
et V4 est inverse uniquement. Et le chemin entre entre V12 et V15 est inverse puis direct.
Afin d’exprimer le repère F j dans Fi à partir des matrices de transformation locale
Lk, il suffit de connaitre le chemin entre Vi et V j. Le chemin est alors décomposé en deux
parties Ωi→ j = {Ω−i→ j,Ω+i→ j} avec
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FIGURE 2.5 – Exemple de chemins dans un arbre enraciné
– Ω−i→ j la portion du chemin dans le sens inverse ;
– Ω+i→ j est la portion du chemin dans le sens direct.
L’une de ces parties peut être vide. Grâce à la propriété de transitivité des matrices de
transformation (voir l’équation (A.4) de l’annexe A), il est possible d’exprimer le repère
F j dans Fi, et la matrice de transformation est :
Mi→ j =
∏
k∈Ω−i→ j
L−1k
∏
k∈Ω+i→ j
Lk (2.9)
En particulier, l’expression du repère Fi dans le repère racine F0 (la matrice de transfor-
mation globale Gi) peut être donnée par le produit de toutes les matrices de transforma-
tion locale en partant de la racine vers le sommet Vi. Il s’agit toujours d’un sens direct :
Gk =
∏
i∈Ω0→k
Li = G[p]kLk (2.10)
Dans le cas de chaînes articulées complexes, l’une des difficultés rencontrées dans le
calcul de Gk est la construction du chemin allant du sommet V0 (racine) vers tous les som-
mets Vk. De plus, le calcul des Gk pour deux sommets appartenant à la même branche
présente un aspect récursif. Nous proposons ici un algorithme permettant de calculer
l’ensemble des transformations globales Gk tout en minimisant le nombre de produits
matriciels à effectuer. Pour cela, on recourt à la condition sur la numérotation des som-
mets du graphe (2.1) de telle façon que si le membre i est le parent du membre j alors
i < j. Autrement dit, un chemin allant de la racine à une feuille est toujours une liste
croissante.
La numérotation croissante entraine que si toutes les matrices de transformation globales
Gi, i ∈ {1, · · · , k} ont été calculées, le calcul de Gk+1 pourrait être effectué en un seul pro-
duit d’après la formule (2.10), car le parent de Vk+1 porte un numéro compris entre 0 et k
par hypothèse.
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L’algorithme 1 représente une façon récursive pour calculer toutes les matrices de
transformations globales avec un coût de calcul réduit (n− 2 multiplications matricielles)
en utilisant la propriété de transitivité (voir équation (A.4) de l’annexe A) et la condition
sur l’indexation des sommets de l’arbre enraciné (2.1).
Algorithme 1 Calcul factorisé des matrices de transformation globales
1: G0 = I
2: pour k = 1 to n faire
3: Gk = G[p] jLk
A partir des matrices de transformations globales, il est possible, en exploitant la pro-
priété de transitivité des matrices de transformations, de calculer la matrice de transfor-
mation entre le repère F j et le repère Fi de façon simple comme suit :
Mi→ j = Mi→0M0→ j = G−1i G j (2.11)
Ainsi, les coordonnées d’un point v exprimées dans le repère F j peuvent être exprimées
dans le repère Fi de la manière suivante :[
v/i
1
]
= G−1i G j
[
v/ j
1
]
(2.12)
2.2.4 Représentations des paramètres de la chaîne articulée
Il est nécessaire de pouvoir exprimer les matrices de transformation locale (Lk) en
fonction d’un nombre réduit de paramètres. Nous avons déjà montré que seule la partie
rotation de la matrice de transformation locale sera affectée dans le cas où seulement la
posture est considérée (et non pas la posture et la position). Comme la matrice de rota-
tion est une représentation "lourde" (9 paramètres liés), nous proposons ici l’usage d’une
représentation moins "encombrante" (en nombre de paramètres) et plus simple à mani-
puler. Ces rotations peuvent être paramétrées par exemple par des quaternions (ou bien
de façon équivalente, par un axe de rotation et un angle) [Altmann 2005] ou bien par des
angles (3 angles par rotation).
L’avantage des quaternions se manifeste surtout dans l’absence du problème dit de
"blocage de cardan" (Gimbal lock) qui existe dans la représentation par angles de rota-
tion successive. Par contre, un quaternion est représenté par 4 paramètres, et seuls les
quaternions unitaires peuvent représenter des rotations dans l’espace. De plus, avec les
quaternions, il est difficile d’imposer des contraintes sur les rotations. Cette représenta-
tion n’a pas été utilisée dans ce travail à cause du nombre de paramètres et de la difficulté
d’imposer simplement des contraintes sur les rotations.
Quant aux angles de rotation [Shabana 2005], ils décomposent la rotation en un pro-
duit de trois rotations successives dans un ordre bien déterminé selon trois axes de l’objet
tournant. La règle impose que deux rotations successives ne soient pas effectuées sur le
même axe ( par exemple, suivant respectivement les axes x, x, puis y noté xxy), mais un
même axe peut être utilisé deux fois (par exemple xyx). Ainsi, il y a 12 combinaisons pos-
sibles. La représentation consiste en 3 valeurs décrivant les 3 angles de rotation autour
des 3 axes de rotation utilisés. Les rotations autour des axes x, y et z sont :
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Rx(θx) =

1 0 0
0 cos(θx) − sin(θx)
0 sin(θx) cos(θx)

Ry(θy) =

cos(θy) 0 sin(θy)
0 1 0
− sin(θy) 0 cos(θy)

Rz(θz) =

cos(θz) − sin(θz) 0
sin(θz) cos(θz) 0
0 0 1

FIGURE 2.6 – Matrices de rotation
Ainsi, la matrice de rotation correspondante au triplet (θz, θx, θy) pour une séquence
de rotation zxy est donnée par la matrice :
R(θz, θx, θy) = RyRxRz (2.13)
Les angles ont comme avantage le fait qu’il s’agit d’une représentation à seulement 3
paramètres et que des contraintes peuvent être facilement imposées sur les angles. Par
contre, selon le choix de l’ordre des angles et des contraintes imposées, le problème de
blocage de cardan peut se présenter. En outre, l’utilisation des angles impose l’usage
de fonctions trigonométriques qui introduisent des non-linéarités plus importantes dans
la description des orientations des divers membres et peuvent causer des ambiguïtés
(puisque cos(θ + 2kpi) est identique quelque soit k ∈ Z) et pénaliser le temps de calcul.
Dans la suite, et sans perte de généricité, nous utiliserons la représentation par angles
de rotation dans l’ordre zxy.
Nous définissons la matrice des paramètres d’articulation par Θ ∈ Rn×3 où la ligne i
contient les paramètres de l’articulation Ji.
Pour l’arbre décrit dans la figure 2.1, avec la convention de rotations successives zxy, la
matrice des angles Θ est :
Θ =

θz1 θx1 θy1
...
...
...
θz15 θx15 θy15
 (2.14)
La matrice de transformation locale Lk sera donc paramétrée par la ligne k de Θ :
Lk([Θ]k,:) =
[
R([Θ]k,:) pi→ j
0> 1
]
(2.15)
En combinant les équations (2.10) et (2.15) avec l’expression de la matrice de rotation
(selon la convention choisie), il est possible de calculer les transformations globales de
tous les repères associés aux sommets du graphe en fonction de Θ. A travers l’équation
(2.11) il est donc possible d’exprimer la transformation de n’importe quel repère Fi vers
n’importe quel autre repère F j en fonction de Θ.
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2.2.5 Réduction du nombre de paramètres de la chaîne articulée
Certaines articulations, comme le coude par exemple, n’offrent pas les 3 degrés de
liberté en rotation. Il est donc utile d’adopter une représentation qui permet de spécifier
un nombre variable d’angles par articulation. De plus, les paramètres à estimer (i.e. les
angles) sont classiquement notés sous la forme d’un vecteur.
Nous définissons a ∈ Rn f le vecteur d’angles réduit obtenu à partir deΘ à travers une
liste de correspondance Γ ∈ Rn f×2 où n f ≤ 3n sont les degrés de liberté réels du système,
compte tenu des contraintes biomécaniques. Chaque ligne i de Γ contient les numéros de
ligne et de colonne de la matrice Θ associée à l’angle [a]i.
Les angles qui ne figurent pas dans le vecteur a correspondent à des rotations impos-
sibles à cause des contraintes imposées par la structure de la chaîne articulée. Ces angles
sont donc fixés à une valeur constante et ne seront pas estimés par les algorithmes d’esti-
mation de posture. Pour les simulations décrites dans ce manuscrit, nous avons choisi de
fixer la valeur de ces angles à 0.
Les angles sont rangés dans le vecteur a de manière à ce que le numéro du sommet
correspondant à l’angle soit toujours croissant. En d’autres termes, [Γ]i,1 ≥ [Γ]i−1,1. La
ligne i de Γ correspond à une articulation dont l’indice dans le vecteur des parents est
supérieur à l’indice de l’articulation correspondant à la ligne i − 1 de Γ.
[Γ]i,: =
[
indice de l′articulation indice de l′angle
]
[Γ]i,1 ≥ [Γ]i−1,1 (2.16)
avec, comme relation entre Θt et at :
[Θ][Γ]i = [a]i (2.17)
2.3 Modèle d’état
La recherche bibliographique montre qu’il existe deux familles de modèles de mou-
vement du corps humain : les modèles dynamiques et les modèles cinématiques. Les
modèles dynamiques sont très complexes et semblent inappropriés pour le type de pro-
blèmes que nous traitons. Comme nous ne nous intéressons pas aux forces appliquées à
la chaîne articulée ni à la quantité d’énergie consommée, il est plus judicieux d’utiliser
une modélisation cinématique.
Afin de traduire la régularité des mouvements du corps humain, on décrit l’évolution
des angles en fonction de ses dérivées temporelles. L’approximation d’un angle et de sa
dérivée à l’ordre 2 est donnée par :
at+1 = at + a˙tTe + 12 a¨tT
2
e
a˙t+1 = a˙t + a¨tTe
(2.18)
où Te = 1fe est la période d’échantillonnage et fe la fréquence d’échantillonnage.
L’ajout de termes dérivés introduit de la régularité car l’angle à l’instant t n’est pas uni-
quement gouverné par du bruit mais il suit une évolution polynomiale d’ordre 2. Ceci
peut être vu comme un filtrage passe-bas de coefficients [1 Te 12T
2
e ] du bruit d’état ce qui
contribue à régulariser l’évolution de l’état au cours du temps.
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A partir de l’équation (2.18), 3 modèles linéaires peuvent être utilisés :
– un modèle d’ordre 0 où seul les angles sont estimés. Dans ce cadre, les angles sont
supposés constants entre deux périodes d’échantillonnage. Le changement de la
valeur de l’angle est donc uniquement dû au bruit et complètement aléatoire. Le
modèle de l’angle est donc celui d’une marche aléatoire.
at+1 = at + νt (2.19)
avec νt une variable aléatoire gaussienne d’espérance nulle et de variance σ2 sup-
posée connue, avec νt et νt+1 indépendants (E{νt, νt+1} = 0) ;
– un modèle d’ordre 1 où les angles et leurs dérivées sont estimés. Dans ce cadre, ce
sont les dérivées qui sont supposées constantes entre deux échantillons. Le change-
ment de la valeur de la vitesse est donc dû au bruit qui représente les accélérations
non prises en compte explicitement par le modèle :
at+1 = at + a˙tTe + 12νtTe
2
a˙t+1,∆ = a˙t,∆ + νtTe
(2.20)
– un modèle d’ordre 2 où les angles, leur dérivée et leur dérivée seconde sont esti-
mées :
at+1 = at,∆ + a˙tTe + 12 a¨tTe
2
a˙t+1 = a˙t + a¨tTe
a¨t+1 = a¨t + νt
(2.21)
Afin d’effectuer un choix entre ces modèles, deux critères importants sont pris en compte :
– la fluidité du mouvement engendré par le modèle ;
– le nombre de paramètres nécessaires pour décrire le modèle.
Le modèle d’ordre 0 correspond à un mouvement Brownien. Le modèle d’ordre 1 est
plus fluide puisqu’il introduit la notion de vitesse angulaire. Le troisième modèle, encore
plus fluide, estime l’accélération angulaire. Ainsi, les modèles 2 et 3 sont des modèles qui
filtrent l’évolution de l’état en fonction du temps.
Comme la fréquence d’échantillonnage est assez élevée ( f = 200Hz) par rapport à la fré-
quence maximale du mouvement de l’être humain (10Hz selon [Pope 1985], [Zeng 2011],
[Diaz 1993], [Kimmeskamp 2001] ), le changement de vitesse est faible entre deux échan-
tillons. D’autre part, le mouvement admet une bande passante limitée, ce qui pousse à
appliquer un filtrage passe-bas. Pour ces raisons, le modèle d’ordre 1 a été retenu. Donc,
seuls les angles et leurs dérivées doivent être estimés, et le vecteur d’état est de la forme :
xt =
(
at> a˙>t
)> ∈ Rns (2.22)
avec ns = 2n f . L’équation d’état est :
xt+1 = Ftxt + Atvt (2.23)
où
Ft =
[
I I∆T
0 I
]
∈ R2n f×2n f (2.24)
At =
 I∆T 22I∆T
 ∈ R2n f×n f (2.25)
I ∈ Rn f×n f étant la matrice identité. vt est un bruit blanc gaussien d’espérance nulle et de
matrice de covariance Σt. En comparant l’équation (2.20) et l’équation (2.18), il est clair
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que le bruit vt remplace les dérivées secondes des angles dans le modèle proposé. Nous
supposons que les dérivées secondes des angles sont indépendantes. Ainsi, la matrice de
covariance du bruit v notée Σt est une matrice diagonale avec [Σt]i,i la variance du bruit
sur la dérivée seconde de l’angle [a]i. La transformation linéaire du bruit sur l’accélération
par la matrice At produit un bruit gaussien d’espérance nulle et de matrice de covariance :
Qt = AtΣtA>t (2.26)
Le choix des valeurs des [Σt]i,i aura une influence, lors de l’application d’un algorithme
d’estimation donné, sur le degré de fluidité de l’estimation et sur sa "réactivité".
2.4 Modèle de mesure
Dans cette section, nous présentons un modèle de mesure générique pour les sys-
tèmes de capture de mouvement par mesures intra-corporelles. Nous décrivons une fa-
çon de dissocier la mesure de la contrainte de chaîne articulée. De plus, nous présentons
un algorithme permettant de calculer, indépendamment du type de la mesure, la fonction
de mesure et sa jacobienne qui seront utilisées pour le calcul de la borne de Cramer-Rao
et pour les algorithmes d’estimation.
Dans cette thèse, nous considérons uniquement les systèmes ambulatoires, c’est-à-dire
sans équipement extérieur. Le dispositif est composé de ne sources et de nr capteurs.
On supposera par ailleurs que les sources et les capteurs sont reliés rigidement à des
membres du corps.
On suppose également qu’un capteur peut mesurer la grandeur physique générée par
une ou plusieurs sources de même nature (par exemple : champ magnétique, signal
acoustique, signal RF, etc.). De même, la grandeur physique générée par une source peut
être mesurée par un ou plusieurs capteurs de même nature que la source.
Un capteur j et une source i forment donc un couple c si le capteur j mesure la grandeur
physique générée par la source i. La notion de couple permet d’ignorer les combinaisons
source/capteur impossibles car la source et le capteur sont de natures différentes ou bien
les mesures impliquées sont inutiles.
La mesure fournie par le capteur j ne dépend que de la position/orientation de son re-
père par rapport au repère de la source i. Cela signifie que la fonction de mesure du
système peut être écrite comme une fonction de la matrice de transformation du repère
de la source au repère du capteur.
Les mesures effectuées par les capteurs sont indépendantes et sont affectées par un bruit
de mesure que nous supposons blanc gaussien d’espérance nulle et de matrice de cova-
riance Rc avec c l’indice du couple source/capteur qui a engendré la mesure.
Les mesures effectuées sont groupées dans un même vecteur z appelé vecteur de me-
sures :
zt =

z1,t
...
zn,t
 (2.27)
La fonction de mesure h est alors un vecteur de fonctions décrivant la mesure effectuée
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par les capteurs dans les couples c en fonction du vecteur d’état xt à l’instant t :
h =

h1(xt)
...
hn(xt)
 (2.28)
L’équation de mesure s’écrit donc :
zt = h(xt) + wt (2.29)
avec wt une variable aléatoire gaussienne d’espérance :
E{wt} = 0 (2.30)
et de matrice de covariance :
R =

R1 0 · · · 0
0 R2
. . .
...
...
. . .
. . . 0
0 · · · 0 Rnc
 (2.31)
Le calcul de la fonction de mesure est nécessaire pour les algorithmes d’estimation. De
plus, certains algorithmes requièrent également le calcul de sa matrice jacobienne. Nous
détaillons donc le calcul de la fonction de mesure ainsi que de sa matrice jacobienne pour
un couple source/capteur c. Nous montrons qu’il est possible de factoriser ce calcul de
façon à séparer la partie qui dépend de la chaîne articulée de la partie qui dépend de la
technologie de mesure elle même.
La figure 2.7 présente un cas générique d’un système multi-sources/ multi-capteurs.
FIGURE 2.7 – Exemple de placement de couples source/capteur pour un cas générique
Comme nous nous intéressons uniquement à l’estimation de la posture du sujet, nous
ne traiterons pas le cas où une source ou un capteur est attaché au repère global (cas
des systèmes optiques ou bien des systèmes magnétiques classiques, etc.). Néanmoins,
ce modèle est simple à étendre à ces cas plus génériques.
Afin de clarifier le propos, une façon d’implémenter et gérer les correspondances des
sources et des capteurs est présentée dans l’annexe D.
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2.4.1 Calcul de la fonction de mesure pour un couple source/capteur
On propose de calculer la fonction de mesure du couple source/capteur c, où la
source est placée sur le membre correspondant au sommet Vi et le capteur est placé sur
le membre correspondant au sommet V j de l’arbre enraciné.
La mesure produite par ce couple dépend de la position du capteur (c’est le cas par
exemple des technologies ultrason et RF), de son orientation (par exemple pour les sys-
tèmes inertiels où la source est virtuellement liée à la terre qui représente dans ce cas le
repère global) ou bien des deux (cas du système magnétique par exemple).
Donc la mesure zc,t peut être décrite par :
zc,t = h∗c(Mc(xt)) + wc,t (2.32)
avec h∗c(Mc(xt)) la fonction de mesure libre qui décrit la grandeur physique mesurée par
le capteur du couple c en fonction de sa position/orientation par rapport à la source
concernée représentée par la matrice de transformation Mc(xt) :
h∗c(xt) = h∗c(Mc(xt)) (2.33)
Cette formulation divise le modèle de mesure en deux parties :
– une partie dépendante de la contrainte "chaîne articulée" et indépendante de la
technologie de mesure. Elle est représentée par les matrices de transformation Mc(xt) ;
– une partie tributaire de la technologie utilisée h∗c et indépendante de la contrainte
"chaîne articulée".
Ceci permet l’élaboration d’algorithmes génériques où la dépendance à la technolo-
gie de mesure se limite au calcul de h∗c et si besoin au calcul de ses dérivées comme nous
le verrons au chapitre 4. Ce gain est significatif car le calcul des dérivées de h∗c est gé-
néralement beaucoup plus simple que celui de hc qui fait intervenir la complexité liée
à la dérivée de la mesure directement par rapport aux paramètres de l’articulation. La
FIGURE 2.8 – Matrice de transformation du couple c
matrice de transformation entre le repère de la source et le repère du capteur à l’instant t
est :
Mc = S−1Mi→ j (xt) C (2.34)
avec les matrices S et C sont respectivement les matrices de transformation qui décrivent
la position et l’orientation de la source et du capteur dans le repère des membres aux-
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quels ils sont liés.
En utilisant la propriété de transitivité des matrices de transformation, la transfor-
mation du repère Fi vers le repère F j peut être écrite en fonction de leurs matrices de
transformations globales :
Mi→ j (xt) = Gi(xt)−1G j(xt) (2.35)
En remplaçant (2.35) dans (2.34), on a :
Mc(xt) = S−1Gi(xt)−1G j(xt)C (2.36)
Le calcul de la mesure zc,t à partir des paramètres des articulations devient alors :
zc,t = h∗
(
S−1Gi(xt)−1G j(xt)C
)
+ wc,t (2.37)
Cette expression dépend des Gi et que l’on sait calculer de façon efficace d’après l’équa-
tion (2.10). Ce qui est particulièrement intéressant pour la suite de nos travaux.
2.4.2 Généralisation du calcul des mesures à nc couples
Afin de calculer toutes les mesures zc,t de tous les couples, il faut suivre cette dé-
marche :
– former la matrice des angles des articulations Θ à partir du vecteur d’état xt en
utilisant (2.17) ;
– calculer les matrices de transformation globale à partir de la matrice des angles des
articulations Θ de façon récursive en utilisant (2.10) ;
– calculer les matrices de transformation de chaque couple source/capteur en utili-
sant 2.36 ;
– déduire les mesures de chaque couple en utilisant (2.37) ;
– former le vecteur des mesures en utilisant (2.27).
2.4.3 Calcul de la matrice jacobienne de la fonction de mesure pour un couple
source/capteur
Certains algorithmes d’estimation nécessitent le calcul de la matrice jacobienne de la
fonction de mesure. Cette matrice est également importante dans le calcul de la borne de
Cramer-Rao. Nous exploitons la même factorisation que celle utilisée pour la fonction de
mesure afin de simplifier les calculs.
Nous nous intéressons d’abord au couple source/capteur c où la source est placée sur le
membre correspondant au sommet Vi et le capteur est placé sur le membre correspondant
au sommet V j.
Nous rappelons que le vecteur d’état est composé de deux sous-vecteurs : le vecteur des
angles a et le vecteur des dérivées des angles noté a˙. La transformation Mc ne dépend pas
des dérivées des angles. La matrice jacobienne ∇xthc(xt) du couple c est de la forme :
∇xthc(xt) =
[
∂hc(xt)
∂[xt]1
· · · ∂hc(xt)∂[xt]ns
]
(2.38)
A partir de l’expression (2.37) de la fonction de mesure d’un couple c, la jacobienne est
donnée par une dérivée de fonction composée. Pour k ∈ {1, ..., n f }, on a donc :
∂hc(xt)
∂ [xt]k
=
∂h∗c(Mc(xt))
∂ [xt]k
=
∂h∗c(Mc(xt))
∂vec(Mc(xt))
vec
(
∂Mc(xt)
∂ [xt]k
)
(2.39)
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Étant donné que la dernière ligne de la matrice de transformation Mc(xt) ne dépend pas
des paramètres xt (la ligne est toujours fixée à 0 0 0 1) nous ne calculons la dérivée de
h∗(Mc(xt)) que par rapport aux trois premières lignes de Mc. Dans ce cas, on a :
∂hc(xt)
∂ [xt]k
= Dc (Mc(xt)) Bc,k (xt) (2.40)
Dc (Mc(xt)) =
∂h∗c(Mc(xt))
∂vec([Mc(xt)]1:3,1:4)
∈ Rnmc×12 (2.41)
Bc,k (xt) = vec
[∂Mc(xt)
∂ [xt]k
]
1:3,1:4
 ∈ R12×1 (2.42)
Comme Dc (Mc(xt)) ne dépend pas de l’indice de l’angle par rapport auquel la fonction
de mesure est dérivée, le calcul de ∇xthc(xt) peut être factorisé comme suit :
∇xthc(xt) = Dc (Mc(xt)) Bc (xt) (2.43)
avec
Bc (xt) =
[
Bc,1 (xt) · · · Bc,ns (xt)
]
(2.44)
Le calcul de la jacobienne s’exprime également comme le produit de deux termes. Le pre-
mier terme ∇xthc(xt) dépend de la chaîne articulée tant dis que le second terme Dc (Mc(xt))
dépend de la technologie de la mesure.
A partir de l’équation (2.36), nous avons :
∂Mc(xt)
∂ [xt]k
= S−1
∂G−1i (xt)
∂ [xt]k
G j(xt) + G−1i (xt)
∂G j(xt)
∂ [xt]k
 S (2.45)
La dérivée de l’inverse de la matrice de transformation par rapport à un angle de la chaîne
articulée est calculée à partir de la dérivée de la matrice de transformation comme suit :
∂G−1i (xt)
∂ [xt]k
= −Gi(xt)−1 ∂Gi(xt)
∂ [xt]k
Gi(xt)−1 (2.46)
En se basant sur les propriétés de l’arbre enraciné (2.2.1) et en utilisant la condition d’in-
dexation des sommets (2.2), le calcul des dérivées des matrices de transformation globale
par rapport aux divers angles peut être effectué de façon récursive et optimisée :
∂Gi(xt)
∂ [xt]k
=

0 ∈ R4×4 si [Γ]k,1 > i
G[p][Γ]i,1
∂L[Γ]i,1
∂[xt]i
si [Γ]k,1 = i
∂G[p]i (xt)
∂[xt]k
Lk si [Γ]k,1 < i
(2.47)
Dans le cas particulier où la source est placée sur le membre racine, l’équation (2.45) se
simplifie en :
∂Mc(xt)
∂ [xt]k
= S−1
[
∂G j(xt)
∂ [xt]k
]
C (2.48)
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2.4.4 Généralisation du calcul de la Jacobienne à nc couples
A partir de l’expression (2.28), la matrice jacobienne de la fonction de mesure liée au
système complet h(xt) est formée par les matrices jacobiennes des fonctions de mesures
liées à chaque couple :
∇xth(xt) =

∇xth1(xt)
...
∇xthnc(xt)
 (2.49)
Pour la calculer, il suffit de suivre cette démarche :
– former la matrice des angles des articulations Θ à partir du vecteur d’état xt en
utilisant (2.17) ;
– calculer les matrices de transformation globale à partir de la matrice des angles des
articulations Θ de façon récursive en utilisant (2.10) ;
– calculer les matrices de transformation de chaque couple source/capteur en utili-
sant (2.36) ;
– calculer les dérivées des matrices de transformation globale par rapport aux angles
libres en utilisant (2.47) ;
– calculer les dérivées des matrices de transformation des couples par rapport aux
angles libres en utilisant (2.45) ;
– calculer les dérivées des fonctions de mesures libres de chaque couple par rapport
aux coefficients de la matrice de transformation du couple correspondant ;
– déduire les matrices jacobiennes correspondant à chaque couple en utilisant (2.40)
et (2.38) ;
– former la matrice jacobienne du système complet en utilisant (2.49).
Comme en général, les algorithmes d’estimation ont besoin à la fois du calcul de la
mesure et de la jacobienne de la fonction de mesure à partir de la variable d’état, plu-
sieurs étapes sont communes entre le calcul de la mesure et de la jacobienne. Ils peuvent
donc être effectués une seule fois pour réduire les coûts de calcul.
2.4.5 Exemples de fonctions de mesure libres
Dans cette sous-section, nous donnons quelques exemples de fonctions de mesures
libres et leurs liens avec la matrice de transformation Mc(xt). Les fonctions h∗ qui dé-
crivent la mesure en fonction de la position et/ou l’orientation du capteur par rapport à
la source varient selon la technologie de mesure utilisée.
2.4.5.1 Champ magnétique dipolaire
Une source de champ magnétique telle qu’un aimant ou bien une bobine parcourue
par un courant électrique génère un champ magnétique vectoriel. A une distance suffi-
samment éloignée (supérieure à 3 fois la taille de l’aimant), le champ magnétique peut
être approximé à celui généré par un dipôle magnétique. Un dipôle magnétique est une
source ponctuelle de champ magnétique composée d’un pôle nord et d’un pôle sud. Elle
est caractérisée par son moment magnétique m qui définit l’amplitude et la direction du
champ magnétique généré dans l’espace. Le vecteur moment magnétique est un vecteur
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dirigé du pôle sud vers le pôle nord. Les lignes de champ sont des courbes formées en
suivant la direction du champ magnétique partant du pôle nord vers le pôle sud.
La figure 2.9 montre des lignes de champ générées par la source dipolaire et le vecteur
champ magnétique zc mesuré par un capteur placé à une position/orientation décrite par
la matrice de transformation Mc par rapport à la source. Le vecteur mesuré est tangent à
une ligne de champ et les mesures sont effectuées dans le référentiel du capteur.
Le champ magnétique [Du Tremolet De Lacheisserie 2000] mesuré par un capteur placé
FIGURE 2.9 – Illustration des lignes de champ générées par un dipôle magnétique
à une position et orientation décrite par la matrice de transformation Mc par rapport à la
source magnétique est :
zc = h∗mag(Mc) = R>c
(
µ0
4pid5c
(
3(m>c pc)pc − d2cmc
))
(2.50)
où la mesure zc ∈ R3 est l’induction magnétique b (exprimée en T ) détectée par le capteur
du couple c à l’instant t, µ0 (exprimée en Tm/A) est la perméabilité du vide, mc ∈ R3×1 (ex-
primé en Am2 ) est le moment magnétique de la source dans le couple c, pc est la position
du capteur dans le repère de la source à l’instant t et dc =
√
p>c pc (exprimée en m) est la
distance entre la source et le capteur à l’instant t.
2.4.5.2 Temps de vol (mesuré par la technologie Ultrason ou Ultra Large Bande)
Connaissant la vitesse du son pour le cas de l’ultrason (US), ou bien la vitesse de la
lumière pour le cas de l’Ultra Large Bande (ULB), il est possible de déduire la distance
entre la source et le capteur à partir de la mesure du temps de vol. Le temps de vol est
le temps nécessaire au signal pour aller de la source au capteur. Cette mesure scalaire
dépend de la position du capteur par rapport à la source. Donc elle peut être utilisée
comme mesure pour notre système puisque la position du capteur dans le repère de la
source est une partie de la matrice de transformation source/capteur Mc :
zc = h∗to f (Mc) =
1
ν
√
p>c pc (2.51)
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où zc ∈ R est le temps de vol. Il dépend uniquement de la distance entre la source et
le capteur dc =
√
p>c pc. ν est la vitesse du son dans l’espace dans le cas d’ultrason ou la
vitesse de propagation de la lumière dans le cas de l’ULB.
Ici, la mesure de temps de vol est scalaire et la mesure n’apporte pas d’information sur
l’orientation du capteur par rapport à la source. Par contre la fusion de plusieurs mesures
de temps de vol associée au modèle biomécanique rend possible l’estimation des angles
d’une chaîne articulée.
FIGURE 2.10 – Principe de mesure de temps de vol
2.5 Conclusion
Dans ce chapitre, nous avons présenté un modèle complet pour la capture de mouve-
ment. Le modèle est lui-même composé de trois sous-modèles.
Le premier sous-modèle concerne la biomécanique. Il consiste en une modélisation
de la structure des sujet ainsi que les différents paramètres décrivant leur posture. Nous
avons utilisé une représentation sous forme d’arbre enraciné qui permet à travers ses pro-
priétés, de définir les liens entre les membres de la structure et de simplifier les calculs
pour l’ensemble de la chaîne.
Le deuxième sous-modèle traite la cinématique des mouvements. Il décrit la façon
dont la chaîne articulée évolue en fonction du temps. Le modèle retenu est un modèle po-
lynomial d’ordre 1. Il résulte d’un compromis entre régularité du mouvement et nombre
de paramètres à estimer. Par contre ce modèle n’est qu’une approximation qui tente d’ap-
porter de la régularité sur le mouvement et aura comme effet, lors de son usage au niveau
des algorithmes d’estimation, de filtrer les mouvements de façon à s’affranchir du bruit
de mesure.
Enfin, le troisième modèle décrit les mesures en fonction des paramètres à estimer.
Une façon générique de décrire la mesure a été présentée. Elle exploite une composition
du modèle de mesure en deux parties pour factoriser les calculs. La première partie ne
dépend que de la chaîne articulée et la seconde partie ne dépend que de la technologie
de mesure utilisée. Cette factorisation permet de simplifier les calculs et de les rendre
plus génériques. En particulier, l’écriture de la jacobienne de la fonction de mesure qui
représente une étape complexe dans l’élaboration d’algorithmes ou le calcul de la borne
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de Cramer-Rao, a été décrite.
Le modèle tient compte de la calibration du système en introduisant les matrices S et
C décrivant la position et l’orientation des sources et des capteurs dans les repères des
membres auxquels ils sont attachés. Cette modélisation permettra par la suite de déve-
lopper des méthodes de calibration permettant de retrouver les paramètres à partir de
postures de référence.
Nous avons aussi présenté l’exemple de deux modalités de mesure (champ magné-
tique et mesures de temps de vol). Le modèle reste ouvert pour tous autres types de
mesures qui dépendent de la position ou de l’orientation d’un capteur par rapport à une
source (par exemple les mesures inertielles). La simplicité d’introduction de nouvelles
modalités de mesures rend les algorithmes d’estimation développés indépendant de la
technologie utilisée. Cela permet de facilement envisager des technologies alternatives,
voire de rapidement effectuer des comparaisons de configuration de capteurs. Cette sim-
plicité d’introduction de nouvelles technologies en utilisant la même structure sera ex-
ploitée dans le chapitre suivant pour le dimensionnement du système et le choix de la
configuration des capteurs à travers le calcul de la borne de Cramer-Rao.
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Borne de Cramer-Rao
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3.1 Introduction
La borne de Cramer-Rao (BCR) [Trees 2001] est un outil mathématique permettant de
calculer des bornes de performance (variance minimale) sur la précision d’estimations
non biaisées d’un paramètre à partir de données bruitées. Tout estimateur non biaisé
d’un paramètre à partir de mesures bruitées produit des estimations dont la variance est
supérieure ou égale à la BCR.
CHAPITRE 3. BORNE DE CRAMER-RAO
Cette borne est particulièrement utilisée pour l’évaluation des performances d’algo-
rithmes d’estimation. Elle constitue une référence à laquelle des algorithmes peuvent être
comparés. On sait de plus que cette variance minimale peut être atteinte dans certains cas.
On dit alors que l’algorithme d’estimation utilisé est efficace.
Dans le cadre de la capture de mouvement, la BCR dépend de la puissance d’émis-
sion au niveau des sources, des caractéristiques des capteurs, leurs nombres, leurs dispo-
sitions sur le corps et leurs natures. Ainsi, la valeur calculée de la BCR peut être utilisée
afin d’évaluer une configuration de sources/capteurs donnée, et guider le concepteur du
système dans ces choix et son dimensionnement. En particulier, le nombre, la position et
les caractéristiques des capteurs peuvent être déterminés afin d’atteindre une précision
fixée.
Enfin, la BCR donne plusieurs renseignements à propos de l’observabilité du système
ainsi que la qualité d’estimation de chaque paramètre. Ceci fait de la BCR un outil puis-
sant pour la conception de systèmes.
Après une présentation générale de la BCR, nous adaptons le calcul de la borne pour
le cas de capture de mouvement. Nous proposons trois bornes particulièrement utiles
pour définir des indicateurs de performances. Ces indicateurs de performance servent à
qualifier les systèmes de capture de mouvement. Certains indicateurs permettent de di-
mensionner les caractéristiques des couples source/capteur (puissance d’émission, bruit
de réception etc.) afin d’atteindre des performances fixés. D’autres permettent de retrou-
ver, parmi un ensemble de combinaisons source/capteur fixe, lequel donnera théorique-
ment les meilleures performances. La comparaison des performances permet de dimi-
nuer le nombre de capteurs à utiliser en les plaçant de façon "optimale" sur les membres
du corps à suivre. Ces indicateurs peuvent aussi être utilisés pour qualifier les algo-
rithmes de capture de mouvement.
3.2 Théorie et choix
3.2.1 Présentation de la borne de Cramer-Rao
La BCR [Ristic 2004] a été créée initialement pour le cas de l’estimation de paramètres
x à partir d’un ensemble de mesures z vues comme variable aléatoire telle que :
z = h(x) (3.1)
h étant la fonction de mesure qui exprime la mesure z en fonction du paramètre x.
Si xˆ est une estimée non biaisée de x à partir de z, alors la BCR indique que :
E
{
(xˆ − x)(xˆ − x)>
}
≥ J(x)−1 (3.2)
avec J(x) la matrice d’information de Fisher définie par :
J(x) = E
{
∇x [`(z, x)]∇x [`(z, x)]>
}
= E
{
∆xx`(z, x)
}
(3.3)
avec
`(z, x) = log p(z|x) (3.4)
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où p(z|x) est la densité de probabilité de z sachant x (nommée aussi la fonction de vrai-
semblance de z sachant x). On notera que l’inégalité matricielle signifie que la différence
est une matrice semi-définie positive.
Pour une démonstration de ce théorème, on se reportera à l’annexe E.
On remarquera également que lorsque l’estimation repose sur plusieurs mesures in-
dépendantes z1, ..., znt , nous avons :
`(z1, ..., znt , x) = log
 nt∏
i=1
p(zi|x)
 = nt∑
i=1
(
log p(zi|x)) (3.5)
Donc J(x) =
∑nt
i=1 Ji(x) avec Ji(x) = E
{
∆xx
(
log p(zi|x))}.
3.2.2 Cas du bruit de mesure additif gaussien
Dans le cas particulier d’un bruit additif gaussien, la fonction de mesure est de la
forme :
z = h(x) + w (3.6)
avec w gaussien telle que E {w} = 0 et E {ww>} = R. La mesure est donc une variable
aléatoire gaussienne d’espérance h(x) et de matrice de covariance R
Dans ce cas particulier, le logarithme de la fonction de vraisemblance devient :
`(z, x) = −1
2
log
(
(2pi)NDet(R)
)
+
1
2
(z − h(x))>R−1 (z − h(x)) (3.7)
En appliquant la dérivée, on obtient :
∇x`(z1, ..., znt , x) = −
1
2
∇x
[
(z − h(x))>R−1 (z − h(x))
]
(3.8)
qui devient :
∇x`(z1, ..., znt , x) = ∇x [h(x)]>R−1 (z − h(x)) (3.9)
D’après l’expression (3.3) la matrice d’information de Fisher devient :
E
[
∆xx`(z, x)
]
= ∇x [h(x)]>R−1E
{
(z − h(x)) (z − h(x))>
}
R−1>∇x [h(x)] (3.10)
En notant que :
R = E
[
(z − h(x)) (z − h(x))>
]
Nous obtenons :
J(x) = ∇x [h(x)]>R−1∇x [h(x)] (3.11)
On constate que le calcul de la BCR se résume pour l’essentiel au calcul des Jacobiennes
de la fonction de mesure.
3.2.3 Interprétations liées à la matrice d’information de Fisher
La matrice d’information de Fisher permet de quantifier l’information que la mesure
apporte sur les divers paramètres à estimer.
Une approximation de l’ordre 2 de la distribution de probabilité de l’état x estimé par
un estimateur non biaisé efficace est de la forme :
P(x) =
Det(J(xˆ))
1
2
(2pi)
N
2
exp
(
−1
2
(x − xˆ)>J(xˆ)(x − xˆ)
)
(3.12)
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FIGURE 3.1 – Ellipsoïde de confiance de la variance d’un vecteur d’état à deux dimensions
où xˆ est l’espérance et J(xˆ)−1 la matrice de covariance de la distribution de probabilité de
l’état. La région de l’espace d’état telle que P(x) = p où :
0 < p <
Det(J(xˆ))
1
2
(2pi)
N
2
(3.13)
admet une forme d’ellipsoïde. La démonstration est directement interprétée de la dis-
tribution de probabilité présentée dans l’équation (3.12) puisque P(x) = k est équivalent
à :
(x − xˆ)>J(xˆ)(x − xˆ) = −2 log(p) + log(Det(J(xˆ))) − n log(2pi) = p∗ (3.14)
Il s’agit de l’équation d’un ellipsoïde de centre xˆ, d’axes principaux décrits par les vec-
teurs propres de J(xˆ), de longueurs de demi axes ai égales à :
ai =
1√
p∗λi
(3.15)
Puisqu’il s’agit d’une distribution gaussienne, la probabilité que la valeur de l’état soit à
l’intérieur de l’ellipsoïde est supérieure à p et la probabilité que la valeur de l’état soit à
l’extérieur de l’ellipsoïde est inférieure à p (voir la figure 3.1). Donc un ellipsoïde où l’un
de ses axes est grand correspond à une mauvaise certitude sur l’état dans la direction
de cet axe (ou de ces axes). Si la forme de l’ellipsoïde n’est pas allongée, alors un petit
volume de l’ellipsoïde indique une bonne certitude sur la valeur de l’état et un grand
volume indique une bonne certitude sur la valeur de l’état.
La figure 3.1 présente un exemple d’ellipsoïde où le vecteur d’état est de dimension
2. u1 et u2 sont les vecteurs propres de la matrice J(x) et λ1 et λ2 sont les valeurs propres
correspondants. Si l’une des valeurs propres de la matrice d’information de Fisher J(x)
est nulle, dans ce cas J(x) n’est pas inversible et le paramètre est inobservable. Ceci se
traduit par un ellipsoïde de confiance ayant une étendue infinie dans la direction de l’axe
correspondant à cette valeur propre.
Par conséquent, il est possible de détecter la non observabilité d’un système par calcul
des valeurs propres de la matrice d’information de Fisher. Si l’une des valeurs propres
est nulle, alors le vecteur d’état est non observable.
Mathématiquement, cela est équivalent à la condition :
si Det(J(x)) = 0 alors système non observable au point x (3.16)
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De même, si le conditionnement de la matrice J(x) est médiocre, cela correspond à
une quantité d’information faible et un état mal (ou bien non) observable. Dans ce cas,
les vecteurs propres correspondant aux valeurs propres les plus petites de J(x) indiquent
les directions mal observables pour le système (le système n’offre pas suffisamment d’in-
formation pour pouvoir estimer ces paramètres).
Ainsi, l’observabilité dépend à la fois du conditionnement de la matrice de Fisher et
de la valeur de son déterminant qui doit être maximale pour que le système offre des
estimations plus précises (en utilisant le meilleur estimateur possible).
La BCR peut être donc utilisée pour deux raisons [Aloui 2011] :
– d’abord, pour le dimensionnement du système, ce qui revient à trouver les carac-
téristiques des sources/capteurs qui offrent un bon compromis précision/disponi-
bilité, ou en d’autres termes, de minimiser le volume de l’ellipsoïde de confiance.
Ceci revient à maximiser le déterminant de la matrice d’information de Fisher ;
– puis, pour effectuer le choix du nombre et du positionnement des capteurs afin
de maximiser les valeurs propres de la matrice d’information de Fisher tout en
gardant un faible rapport entre la plus grande valeur propre et la plus petite valeur
propre (Il s’agit d’obtenir un "bon" conditionnement de la matrice d’information de
Fisher). Ceci revient à essayer d’avoir comme forme pour l’ellipsoïde de confiance
une sphère tout en réduisant son volume.
Dans la section suivante, nous allons nous intéresser au calcul de la borne de Cramer-
Rao pour un système de capture de mouvement dans le cas statique, c’est-à-dire en sup-
posant que le vecteur de paramètres de la chaîne articulée à estimer est un paramètre
déterministe. Puis on généralise au cas dynamique où le vecteur est probabiliste et évo-
lue au cours du temps.
3.3 Adaptation de la borne au modèle proposé
3.3.1 Calcul de la borne de Cramer-Rao dans le cas statique
On s’intéresse ici au cas statique, c’est-à-dire où seuls les angles (sans leurs dérivées)
doivent être estimés. Ce modèle simple permet d’étudier l’observabilité du système dans
différentes configurations. Il s’inscrit donc principalement dans l’approche de dimen-
sionnement du système.
Il s’agit d’une estimation paramétrique où l’état à l’instant t (xt) n’est estimé qu’à
partir de la mesure à l’instant t (zt). Dans ce cas, le vecteur d’état ne contient que les
angles libres a. C’est le cas classique de la BCR.
Le modèle de mesure est :
z = h(x) + w (3.17)
w est supposé être un bruit gaussien d’espérance nulle et de matrice de covariance R.
D’après la section 3.2, la matrice d’information de Fisher est :
J(x) = ∇x [h(x)]>R−1∇x [h(x)] (3.18)
Le vecteur de mesures z est composé de sous-vecteurs de mesures zc fournis par les
couples c (voir équation (2.27)) et la fonction de mesure h(x) est composée de sous-
vecteurs de fonctions hc(x) (voir équation (2.29)).
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Si l’on suppose en plus que les mesures entre les couples sont indépendantes, alors la
matrice de covariance du bruit de mesure R est sous la forme :
R =

R1 0 · · · 0
0 R2
. . .
...
...
. . .
. . . 0
0 · · · 0 Rnc
 (3.19)
Ceci implique que la matrice d’information de Fisher peut être écrite comme suit :
J(x) =
nc∑
c=1
∇x [hc(x)]>R−1c ∇x [hc(x)] =
nc∑
c=1
Jc(x) (3.20)
avec Jc(x) la matrice d’information de Fisher pour le couple source/capteur c :
Jc(x) = ∇xt [hc(x)]>R−1c ∇x [hc(x)] (3.21)
On en conclut que la matrice d’information du système complet n’est autre que la
somme des matrices d’information fournies par les couples source/capteur c, ce qui est
une propriété générale des mesures indépendantes. Ceci implique aussi que l’ajout d’un
couple source/capteur a toujours un effet bénéfique quelle que soit la matrice de co-
variance du bruit de la mesure, ce qui est la traduction mathématique d’une intuition
simple : l’ajout d’information améliore toujours la précision.
Dans le chapitre modélisation, la fonction de mesure a été décomposée en une partie
dépendante uniquement de la chaîne articulée (la matrice de transformations source/
capteur Mc), et une partie dépendante uniquement de la mesure (la fonction de mesure
libre h∗c), en écrivant hc(x) = h∗c(Mc(x)). En substituant l’équation (8.24) dans l’équation
(3.11), nous obtenons :
Jc(xt) = Bc (x)>Dc (Mc(x))>R−1c Dc (Mc(x)) Bc (x) (3.22)
En posant J∗c(Mc(xt)) la matrice d’information de Fischer pour le système libre dont l’ex-
pression est :
J∗c(Mc) = Dc (Mc(xt))>R−1c Dc (Mc(x)) (3.23)
la matrice d’information de Fisher du couple c est alors :
Jc(x) = Bc (x)> J∗c(Mc(x))Bc (xt) (3.24)
La matrice jacobienne (libre) Dc (Mc(xt)) dépend de la technologie utilisée pour obtenir la
mesure zc. La matrice jacobienne (biomécanique) Bc (xt) ne dépend que de la structure de
la chaîne articulée et elle est calculée comme dans l’équation (2.45).
Cette décomposition permet de calculer la BCR pour plusieurs systèmes en vue de les
comparer, avec un minimum de calcul. Il suffit de calculer les matrices d’information de
Fisher des couples source/capteur considérés J∗c(Mc) puis, pour chaque configuration de
source/capteur, calculer une simple somme matricielle.
Il est à noter que la BCR dépend de la configuration de capteurs utilisés mais aussi de
la posture de la chaîne articulée (la valeur du vecteur de paramètres x). Pour ceci, nous
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proposons le calcul de la BCR le long d’une trajectoire de référence. Nous utilisons une
base de données de mouvements réels et nous calculons la BCR de chaque posture dans
la séquence de mouvements. Cette méthode permet de comparer le comportement en
termes de précision maximale atteignable pour chaque configuration de capteurs tout en
utilisant des mouvement semblables à ceux qui seront effectués dans l’application finale.
3.3.2 Extension du calcul de la borne au cas dynamique
3.3.2.1 Problématique
Dans le paragraphe précédent, nous avons considéré le cas statique qui permet de
qualifier l’information apportée par les capteurs pour chaque posture. Il permet de cal-
culer la précision minimale qu’un estimateur non biaisé puisse atteindre compte tenu de
la posture, des caractéristiques des couples source/capteur, de leur nombre et de leur
positionnement sur le corps. Cependant, ce calcul ne tient pas compte de toute l’informa-
tion puisque le modèle proposé contient une information sur l’évolution de l’état dans le
temps.
Aussi, le problème posé est de créer une borne inférieure sur la variance de l’estima-
tion d’un état qui évolue dans le temps. Le modèle d’état diffère du modèle paramétrique
par le fait que l’état évolue au cours du temps suivant une évolution non déterministe (il
y a une incertitude sur la façon avec laquelle l’état évolue). Cette évolution incertaine fait
de l’état une variable aléatoire ayant une distribution de probabilité qui évolue dans le
temps.
Dans cette sous-section, nous présentons un aperçu sur l’état de l’art de l’adaptation
de la BCR au modèle d’état. Nous adressons, ensuite, le problème de calcul de cette borne
et nous proposons une méthode approchée mais simple pour calculer une approximation
de cette borne pour une trajectoire donnée. Enfin, nous comparons cette borne à la BCR
classique et nous interprétons l’apport de l’information a priori sur l’amélioration de la
qualité de l’estimation et sur le filtrage du résultat final.
3.3.2.2 Borne de Cramer-Rao a posteriori
La BCR a été adaptée à l’estimation de l’état dans un cadre Bayesien par VanTrees
[Trees 2001], puis une forme récursive a été donnée par Tichavsky [Tichavsky 1998]. Dans
le cas dynamique, la BCR est appelée borne de Cramer-Rao a posteriori (BCRP). L’évolu-
tion de l’état est supposée markovienne d’ordre 1 (l’état à l’instant t+ 1 ne dépend que de
l’état à l’instant t). Les équations d’état et de mesure générales sont :
xt+1 = ft(xt, vt) (3.25)
zt+1 = ht+1(xt+1,wt+1) (3.26)
avec vt et wt les bruits d’état et de mesure respectivement, qui sont supposés blancs.
A partir de la matrice d’information de Fisher à l’instant t, la formule de Tichavsky per-
met de retrouver la matrice d’information de Fisher à l’instant t + 1 comme suit :
J(xt+1) = D22t − D21t (J(xt) + D11t )−1D12t (3.27)
49
CHAPITRE 3. BORNE DE CRAMER-RAO
avec
D11t = E
[
−∆xtxt[log p(xt+1|xt)]
]
D12t = E
[
−∆xtxt+1[log p(xt+1|xt)]
]
D21t = E
[
−∆xt+1xt [log p(xt+1|xt)]
]
=
[
D12t
]>
D22t = E
[
−∆xt+1xt+1[log p(xt+1|xt)]
]
+ E
[
−∆xt+1xt+1[log p(zt+1|xt+1)]
] (3.28)
Cette équation demande le calcul de plusieurs espérances à chaque instant et offre une
borne générique difficile à calculer. Certains auteurs [Taylor 2003] ont proposé l’usage de
méthodes statistiques de Monte Carlo afin d’approcher cette borne. Par contre, si l’état
n’est pas observable dans certaines régions de l’espace d’état, il n’est pas possible de
calculer cette espérance.
3.3.2.3 Cas de bruits blancs gaussiens additifs
Dans le cas où les bruit d’état (vt) et de mesure (wt+1) sont indépendants, blancs, ad-
ditifs, gaussiens, d’espérances nulles et de matrices de covariance respectives Qt et Rt+1,
le modèle d’état s’écrit :
xt+1 = ft(xt) + vt (3.29)
zt+1 = ht+1(xt+1) + wt+1 (3.30)
En utilisant le même raisonnement que dans le cas paramétrique, les expressions (3.28)
se simplifient en :
D11t = E
[
∇xt[ft(xt)]>Q−1t ∇xt[ft(xt)]
]
D12t = −E
[∇xt[ft(xt)]>]] Q−1t = [D21t ]>
D22t = Q−1t + E
[
∇xt[ht+1(xt+1)]>R−1t+1∇xt[ht+1(xt+1)]
] (3.31)
Cette formule est plus simple que la formule générique mais elle souffre toujours de pro-
blèmes de calcul de l’espérance qui reste difficile à calculer et pour laquelle les remarques
faites pour le cas générique sont toujours valides.
3.3.2.4 Adaptation de la BCRP au modèle proposé
Le modèle d’état décrit dans le chapitre 2 repose sur les hypothèses suivantes : les
bruits d’état et de mesure sont indépendants, additifs, gaussiens, d’espérance nulle et
de matrices de covariance respectives Q et R (constantes). De plus la fonction d’état est
linéaire :
xt+1 = Fxt + vt (3.32)
La fonction de mesure est, quant à elle, non-linéaire :
zt+1 = h(xt+1) + wt+1 (3.33)
Dans ce cadre particulier, la fonction d’état est linéaire, et sa matrice jacobienne est constante
ce qui permet de supprimer l’opérateur d’espérance du calcul de D11t , D12t et D21t ce qui
conduit à :
D11t = F>Q−1F
D12t = −FQ−1t =
[
D21t
]>
D22t = Q−1 + E
[
∇xt[h(xt+1)]>R−1∇xt[h(xt+1)]
] (3.34)
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En remplaçant (3.34) dans (3.27) et en appliquant le lemme d’inversion matricielle, la
formule de Tichavsky peut être simplifiée en :
J(xt+1) = E
[
∇xt+1 [h(xt+1)]>R−1∇xt+1 [h(xt+1)]
]
+
(
FJ(xt)−1F> + Q
)−1
(3.35)
L’algorithme est initialisé par une connaissance a priori de l’état initial, supposé gaussien
d’espérance x0 et de matrice de covariance P0. Ainsi, la première itération est :
J(x1) = E
[
∇x1 [h(x1)]>R−1∇x1 [h(x1)]
]
+
(
FP0F> + Q
)−1
(3.36)
3.3.2.5 Cas d’absence de bruit d’état (borne proposée par J.H Taylor)
Le problème de la CRBP réside dans le calcul de l’espérance :
E
[
∇xt[ht+1(xt+1)]>R−1∇xt[h(xt+1)]
]
=
∫
x
∇xt[h(xt+1)]>R−1∇xt[h(xt+1)]P(xt+1)dxt+1 (3.37)
qui repose sur une intégrale que l’on ne peut généralement pas calculer de façon exacte.
La technique la plus courante permettant d’évaluer cette intégrale utilise une méthode
de Monte Carlo (voir [Taylor 2003]). Cependant, en plus du fait que cette méthode soit
couteuse en temps calcul, l’état peut ne pas être observable en tout point de l’espace
d’état. Pour ceci, le calcul de cette borne peut fournir des résultats erronés et non réa-
listes puisque tout ce calcul suppose que la matrice d’information de Fisher est inversible
en tout point de l’espace. Enfin, cette borne est globale et elle tient compte de tout l’es-
pace d’état avec toutes les évolutions possibles ce qui est dur à exploiter, surtout pour la
qualification des algorithmes d’estimation.
Afin de contourner ce problème, J. H. Taylor [Taylor 1978] avait proposé une méthode
permettant de calculer la borne pour une trajectoire pré-déterminée. Dire que la trajec-
toire de l’état est connue revient à dire que le bruit d’état est nul Qt+1 = 0. Ceci permet de
simplifier le calcul de la borne et cela offre une borne pour chaque trajectoire. La formule
de Tichavsky devient alors :
J(x˜t+1) = ∇x˜t+1 [h(x˜t+1)]>R−1∇x˜t+1 [h(x˜t+1)] +
(
FJ(x˜t)−1F>
)−1
(3.38)
où x˜t+1 est la vraie valeur de l’état. Son calcul est effectué en utilisant les formules pré-
sentées dans le chapitre précédent.
Cette approche présente deux intérêts pour le cas de la capture de mouvement. Tout
d’abord, une borne est calculée pour chaque trajectoire ce qui la rend exploitable pour
la comparaison d’algorithmes d’estimation. Par conséquent, la borne peut être calculée à
partir d’une base de données de mouvements réels et non pas à partir de mouvements
simulés pouvant être irréalistes (ce qui peut être le cas lors de l’usage de méthodes de
Monte Carlo). Le second intérêt est lié au temps calcul. En effet, la formule de Tishavsky
nécessite le calcul des espérances sur toutes les valeurs possibles du vecteur d’état. Ceci
nous oblige à utiliser des méthodes de Monte Carlo avec un nombre élevé de particules.
L’inconvénient principal de la borne proposée par Taylor réside dans le fait qu’elle
soit très optimiste. Il s’agit d’une borne atteignable par aucun estimateur puisque le bruit
d’état est supposé nul alors que dans la réalité, il ne l’est pas.
51
CHAPITRE 3. BORNE DE CRAMER-RAO
3.3.2.6 Proposition d’une borne approchée liée à une trajectoire connue
Le but est de formuler une borne approchée qui soit à la fois simple à calculer, qui
dépend d’une unique trajectoire et qui tiens en compte des imperfections du modèle
d’état. Nous proposons l’utilisation d’une approximation linéaire de la fonction de me-
sure h(xt+1) en la valeur réelle du vecteur d’état notée x˜. Cette approximation permet
d’écrire :
E
[
∇xt[h(xt+1)]>R−1∇xt[h(xt+1)]
]
≈ ∇xt[h(x˜t+1)]>R−1∇xt[h(x˜t+1)] (3.39)
Cette approximation est semblable à celle utilisée pour le calcul de la matrice de cova-
riance de l’état en utilisant le filtre de Kalman étendu EKF (voir sous-section 4.3). La
différence entre cette borne et l’inverse de la matrice de covariance calculée par le filtre
EKF est que cette borne est évaluée à la vrai valeur de l’état x˜t+1 et non pas la valeur es-
timée xˆt+1. En remplaçant 3.39 dans 3.36, la formule de la matrice d’information devient
dans ce cas :
J(xt+1) ≈ ∇x˜t+1 [h(x˜t+1)]>R−1∇xt+1 [h(x˜t+1)] +
(
FJ(x˜t)−1F> + Q
)−1
(3.40)
Cette approximation permet de garder le bruit d’état tout en éliminant l’espérance à cal-
culer pour toutes les valeurs de l’état. Cette approximation de la borne est moins op-
timiste que celle proposée par Taylor puisqu’elle introduit la notion du bruit d’état. Le
bruit d’état aura comme effet de réduire la quantité d’information entre chaque deux ins-
tants successifs du mouvement. Ceci est du au fait que l’algorithme d’estimation qui sera
utilisé aura cette incertitude sur l’évolution de l’état ce qui réduira la quantité d’informa-
tion récupérée de l’instant t.
La formule 3.40 est une borne approchée pour une trajectoire bien donnée et non pas
une borne ensembliste, mais qui a le mérite d’être simple à calculer et donne des résultats
ayant un intérêt pratique. On notera que cette borne est exacte dans le cas où les fonctions
d’état et de mesure sont linéaires et que les bruits sont gaussiens.
En ajoutant l’hypothèse de l’indépendance des mesures entre les couples c, l’expres-
sion de la borne devient alors :
J(x˜t+1) =
nc∑
c=1
Jc(x˜t+1) +
(
FJ(x˜t)−1F> + Qt
)−1
(3.41)
avec Jc(xt+1) la matrice :
Jc(x˜t+1) = ∇xt+1 [hc(x˜t+1)]>R−1c ∇xt+1 [hc(x˜t+1)] (3.42)
la matrice d’information produite par un seul couple source/capteur identique au cas
statique.
3.3.3 Borne de Cramer-Rao pour la position des articulations
L’objectif de cette sous-section est de trouver un indicateur de performance plus simple
à interpréter que la BCR sur les angles. Nous proposons alors de calculer la BCR sur les
positions des articulations, en particulier celles des membres extrêmes (correspondant
aux feuilles de l’arbre enraciné). Cet indicateur est pertinent pour plusieurs applications
tel que le pilotage d’un bras de robot, les jeux vidéo ou l’assistance des personnes âgées
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par la capture du mouvement .
On pose ri/0 la position du membre correspondant au sommet Vi exprimée dans le
repère global. Cette position correspond à la quatrième colonne de la matrice de trans-
formation globale Gi du membre Vi :
ri/0(xt) = [Gi]1:3,4 (xt) (3.43)
Pour calculer la BCR (respectivement BCRP) des positions à partir de la BCR (res-
pectivement BCRP) des angles calculée dans la section précédente, on utilise la relation
entre les matrices d’information d’une composition de fonction [Ristic 2004]. Si Jx est la
matrice d’information de Fisher par rapport à un paramètre x et y = f(x) alors :
Jy−1 = ∇xt[f(x)]>Jx−1∇xt[f(x)] (3.44)
ce qui donne dans notre cas :
J−1(ri/0(xt)) = ∇xt[ri/0(xt)]>J−1(xt)∇xt[ri/0(xt)] (3.45)
avec
∇xt[ri/0(xt)] =
[ [
∂Gi(xt)
∂[x]1
]
1:3,4
· · ·
[
∂Gi(xt)
∂[x]ns
]
1:3,4
]
(3.46)
Signalons que le calcul de ces dérivées est déjà réalisé lors du calcul de la BCR (respecti-
vement BCRP) des angles.
3.3.4 Comparaison des trois bornes proposées
Dans la suite, la matrice de Fisher par rapport aux angles sera notée JΘ et la matrice
de Fisher par rapport aux positions sera notée Jp. On notera aussi :
– Jstat la matrice de Fisher correspondant à la borne de Cramer-Rao dans le cadre
statique ;
– Jtay la matrice de Fisher correspondant à la borne de Cramer-Rao a posteriori avec
bruit d’état nul proposée par J.H. Taylor ;
– Jdyn la matrice de Fisher correspondant à la borne de Cramer-Rao a posteriori ap-
proximée par linéarisation de la fonction de mesure.
On pose :
σX,Θi j =
√[
JX
Θ
]−1
i, j
σ
X,p
i j =
√[
JXp
]−1
i, j
(3.47)
avec X ∈ {stat, tay, dyn} correspondant à l’une des trois bornes proposées. On notera que
σX,Θii est homogène à des degrés et σ
X,p
ii est homogène à des mètres.
La valeur σX,Yii est, en effet, l’écart type minimal pouvant être atteint par un estimateur
non biaisé sur le paramètre i (angle dans le cas où Y = Θ, composante de position dans le
cas où Y = p) en prenant en compte :
– uniquement le modèle de mesure pour X = stat ;
– le modèle de mesure et le modèle d’état parfait (à bruit d’état nul) pour X = tay ;
– le modèle de mesure et le modèle d’état avec ses imperfections pour X = dyn (dans
ce cas, la valeur mesurée est approximative).
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Toutes les bornes proposées dépendent de la posture du sujet à suivre. Leur calcul
nécessite donc de définir les postures étudiées, qui, idéalement, sont semblables à celles
de l’application finale. Afin de réaliser ceci, nous avons proposé l’usage d’une base de
données de mouvements sous forme de fichiers de type BVH obtenue à partir de mou-
vements réels capturés par un système optique [for Arts ].
Les bornes sont calculées pour chaque posture du mouvement afin de fournir une
courbe d’évolution de la précision en fonction du temps.
La BCR statique ne prend pas en compte la dynamique du mouvement. Cette borne
est très pessimiste car la valeur calculée ne dépend que des caractéristiques des sources
et des capteurs, de leur position sur le corps et de la posture du sujet. Cette borne est utile
pour le dimensionnement des caractéristiques des capteurs, puisque pour une configu-
ration et posture fixe, la valeur de l’indicateur de performance dépend directement des
caractéristiques de la source et des capteurs.
La BCRP avec bruit d’état nul, introduit l’information du modèle d’état. Elle peut
donc mieux décrire l’impact de la dynamique sur la précision. Par contre, comme indi-
qué précédemment, cette borne est très optimiste et aucun estimateur ne peut l’atteindre.
Selon l’expression (3.38), si le système est "bien" observable, la quantité d’information
augmente au cours du temps ce qui engendre une variance qui tend vers zéro.
La borne présentée, quant à elle, prend en compte le modèle d’état ainsi que ses im-
perfections. Cette borne approchée constitue un bon compromis pour la caractérisation
de configuration des systèmes puisqu’elle est plus réaliste que les deux autres bornes.
Dans ce qui suit, nous montrons comment ces trois bornes peuvent être utilisées pour
obtenir une évaluation des performances maximales qu’une configuration de sources/-
capteurs peut atteindre. En conséquence, elles permettent de guider le choix du nombre,
du positionnement et des caractéristiques des sources et des capteurs.
La figure 3.3.4 présente les trois critère σstat,p11 , σ
tay,p
11 , σ
dyn,p
11 pour la position de la main
(d’indice 3 dans la chaîne articulée) lors d’un mouvement de marche avec un système de
capture de mouvement magnétique. Le système utilise une source magnétique dipolaire
tri-axiale de moment magnétique de 0.269Am2 sur le torse et un capteur triaxal sur le bras
et l’avant-bras avec un bruit à la réception de 1nT . Le bruit d’état a été fixé arbitrairement
à Σ = 1000I5×5 rad2 (ici le système estime 5angles).
Comme le montre la figure 3.3.4, la borne présentée (en bleu) se trouve elle aussi entre
les deux bornes extrêmes. Cette borne est confondue avec la BCRP de Taylor (en vert) si
Q = 0 et elle tend vers la BCR statique (en rouge) si Q tend vers l’infini. Lors du mouve-
ment de marche, la distance entre la source et le capteur placé sur le bras oscille de façon
sinusoïdale. Les trois bornes sont impactées par ce mouvement, par contre on remarque
l’effet de l’information sur la dynamique du mouvement sur l’amélioration des perfor-
mances (voir les courbes bleue et verte). Comme la borne proposée par Taylor (en vert)
suppose un modèle d’état parfait, elle s’améliore au cours du temps. La borne proposée,
tient compte des imperfections du modèle d’état et donc présente un indicateur plus réa-
liste que la borne de Taylor.
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FIGURE 3.2 – Comparaison entre les trois bornes présentées pour la position d’un membre
extrême
3.4 Dimensionnement de systèmes de capture de mouvement
3.4.1 Objectif
L’objectif de cette section est d’exploiter les bornes présentées dans la section précé-
dente pour le dimensionnement du système et pour le choix de la répartition des capteurs
sur les différents membres du corps ainsi que leur nombre, de façon à atteindre des per-
formances fixés en termes de précision des estimées.
3.4.2 Indicateurs de performance
L’objectif est de qualifier les systèmes étudiés avec un minimum d’indicateurs, c’est-
à-dire de proposer un indicateur scalaire qui sera simple à interpréter et qui permettra de
qualifier les systèmes de capture de mouvement.
Selon l’application visée, les objectifs ne sont pas les mêmes. Pour des applications dont
une exigence en précision de la posture est importante (par exemple l’étude de mouve-
ment de sportifs), l’erreur d’estimation des angles peut être utilisée comme indicateur de
performance. Ici, nous proposons un indicateur lié aux angles. On le définit par :
CX,Θ = max
i
σX,Θi
180
pi (
◦) (3.48)
avec X ∈ {stat, tay, dyn} correspondant à l’une des trois bornes proposées. Ce critère ren-
voie le maximum de l’écart type sur l’estimation des angles des articulations (par un
estimateur non biaisé et efficace). Son unité est le degrés.
Dans certaines applications telles que la métrologie de la marche, le suivi de per-
sonnes âgées, etc., la position de l’extrémité des membres semble l’information la plus
pertinente à évaluer. Dans ce cas, on peut utiliser le second critère qui consiste à calcu-
ler la borne pour les extrémités du corps à suivre. La matrice de Fisher sur les position
des articulations Jp(xt) est donc utilisée. Si i est l’indice du membre à suivre, alors les
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indices correspondant aux coordonnées spatiales du membre sont 3(i − 1) + 1 = j jusqu’à
3(i − 1) + 3 = j + 2. Le critère à calculer, exprimé en mètre, est :
CX,pi =
√(
σ
X,p
j j
)2
+
(
σ
X,p
j+1, j+1
)2
+
(
σ
X,p
j+2, j+2
)2
(m) (3.49)
Dans ce qui suit, nous présentons deux usages du calcul de la BCR et BCRP pour le
dimensionnement de systèmes de capture de mouvement.
3.4.3 Dimensionnement des caractéristiques des capteurs
Comme indiqué précédemment, la BCR classique peut être utilisée pour retrouver
les caractéristiques des sources et capteurs qui permettent de réaliser les performances
requises par l’application. Pour effectuer ce dimensionnement, on se place dans la confi-
guration la plus défavorable (en général, c’est la configuration où la distance entre la
source et les capteurs associés est maximale) puis on calcule l’indicateur de performance
en fonction des caractéristiques de la source et des capteurs.
Puisque le bruit de mesure est additif, la BCR dépend directement du rapport signal
à bruit. En particulier, pour le cas du champ magnétique, la BCR ne permet pas de fixer
de façon unique la puissance du signal et le bruit du capteur car elle dépend du rapport
moment magnétique sur bruit de réception. D’après (3.42), on peut écrire pour un couple
source/capteur c :
h∗mag(Mc(x˜t)) = mcR>c
(
µ0
4pid5c
(
3(u>c pc)pc − d2cuc
))
+ wc (3.50)
avec uc le vecteur unitaire ayant la même direction et le même sens que le moment ma-
gnétique de la source mc et m > 0 l’amplitude du moment magnétique de la source. Rc est
la matrice de rotation du repère de la source au repère du capteur. Si le bruit de mesure
est identique sur les trois axes du capteur et qu’il est indépendant entre les axes, la ma-
trice de covariance du bruit de mesure peut être écrite comme σ2cI3 avec σc l’écart type
du bruit du capteur. Ainsi, la formule (3.40), peut s’écrire comme :
Jc =
m2c
σ2c
(Dc (Mc(x˜t)) Bc (x˜t))>(Dc (Mc(x˜t)) Bc (x˜t)) (3.51)
où Dc (Mc(x˜t)) est la matrice jacobienne de la fonction de mesure libre h∗mag(Mc(x˜t)) pour
un moment unitaire et Bc (x˜t) est la matrice jacobienne de la matrice de transformation
du couple Mc par rapport au vecteur d’état x évaluée à la vrai valeur de l’état x˜. Cette
factorisation est effectuée en se basant sur les formules (8.25) et (8.24).
Pour une posture fixe de la chaîne articulée, Dc (Mc(x˜t)) et Bc (x˜t) sont constantes et
donc la borne ne dépend que du rapport moment magnétique sur bruit (m2c/σ2c). Il est
donc possible de calculer la borne pour une posture donnée en fonction du rapport si-
gnal à bruit.
Dans la pratique, il est plus simple de fixer le bruit de mesure du capteur en choisis-
sant un capteur particulier, puis de dimensionner la puissance d’émission en fonction de
la précision souhaitée. Ceci permet de trouver les caractéristiques de la source magné-
tique à utiliser.
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3.4.4 Optimisation du positionnement et du nombre de capteurs
Le nombre de capteurs à utiliser affecte la précision maximale que le système peut
fournir. Ceci est une conséquence directe de l’équation (3.20) qui montre que l’infor-
mation globale n’est autre que la somme des informations apportées par chaque couple
source/capteur. Sachant que la matrice de covariance du bruit de mesure Rc est toujours
symétrique définie positive, la formule (3.20) montre que l’ajout de couples augmente
toujours la quantité d’information ce qui améliorera la précision. Par contre, selon la
position du capteur à ajouter, et à partir d’un certain nombre de capteurs, l’ajout d’un
nouveau capteur apporte une quantité d’information très faible qui ne réduira pas signi-
ficativement la variance de l’estimée. De ce fait, il est intéressant d’évaluer le nombre de
couples à partir duquel l’amélioration de la précision devient non significative.
D’autre part, la précision maximale atteignable par un système dépend aussi de la
répartition des sources et capteurs sur la chaîne articulée à étudier. Ainsi, il est possible
étant donné un nombre fixe de couples source/capteur de trouver la configuration qui
donne la meilleure précision.
La répartition des couples source/capteur devient plus importante dans le cas des
systèmes hybrides contenant des couples de natures différentes. Souvent, le choix de la
position des capteurs est effectué de manière intuitive, mais il est possible de le faire de
façon plus objective en utilisant la BCR.
Dans notre cas, nous utilisons le format de description de Biovision nommé (BVH),
qui permet à la fois de décrire la structure articulée et ses dimensions ainsi que les pos-
tures aux instants t. La même suite de postures sera appliquée aux diverses configura-
tions candidates, et une matrice de Fisher est calculée pour chaque posture. Les critères
précédents permettent alors de qualifier les différentes configurations.
En plus de la seule précision, il faut bien sûr tenir compte d’autres aspects tel que le
prix des composants et la simplicité de réalisation de système afin de choisir la configu-
ration qui répond au mieux au cahier des charges.
3.5 Conclusion
Dans ce chapitre, après avoir donné un aperçu sur l’état de l’art pour le calcul des
bornes de Cramer-Rao, nous avons présenté une approximation de la borne de Cramer-
Rao a posteriori (BCRP) dans un cadre dynamique en tenant compte du modèle d’état et
de ses imperfections. Cette version sert de référence afin de comparer divers algorithmes
d’estimation et d’évaluer leur efficacité.
La borne approximée n’est pas parfaite puisqu’elle effectue une linéarisation locale
de la fonction de mesure de façon à supprimer l’opérateur d’espérance qui est difficile à
calculer dans le cas général et qui demande l’usage de méthodes de Monte-Carlo lourdes
en temps calcul. Elle est calculée sur une trajectoire connue a priori et suppose un bruit
d’état non nul, contrairement à la borne proposée par J.H. Talyor [Taylor 1978].
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L’intérêt d’une borne rapide à calculer réside dans la possibilité de calculer la borne
pour un grand nombre de configurations source/capteur (nombre et positionnement sur
le corps différents pour chaque configuration) en utilisant une ou plusieurs trajectoires,
ce qui permet rapidement de les comparer en terme de précision maximale atteignable
par le système.
Deux familles d’indicateurs de performance tirés du calcul de la BCR et de la BCRP
ont été proposés afin de comparer les précisions renvoyées par des systèmes de capture
de mouvement différents en utilisant un même mouvement. La première famille d’in-
dicateurs concerne la précision d’estimation des angles (i.e. Cstat,Θ, Cdyn,Θ, Ctay,Θ). Et la
seconde famille d’indicateurs concerne la précision d’estimation de position d’un point
particulier du corps (i.e. Cstat,p, Cdyn,p, Ctay,p).
Ces deux indicateurs peuvent être utilisés pour le dimensionnement des couples sour-
ce/capteur, et pour effectuer un choix objectif du nombre et du positionnement des cap-
teurs sur le corps du sujet.
Enfin, les indicateurs peuvent être utilisés comme des références pour la qualification
des algorithmes d’estimation. Il est à noter que ces indicateurs ne sont valides que pour
des algorithmes d’estimation non biaisés, d’où l’intérêt de calculer le biais d’estimation
lors de la comparaison. Si l’estimateur utilisé est biaisé, il est possible que l’écart type de
l’erreur d’estimation obtenue soit inférieure à la valeur des indicateurs de performance.
En revanche, les indicateurs de performance donnent une idée sur le comportement de
l’écart type de l’erreur d’estimation au cours du temps et peuvent être comparés aux es-
timateurs biaisés de façon qualitative.
Dans la le chapitre 5 "applications et résultats", ces indicateurs de performance per-
mettront de caractériser différents systèmes de capture de mouvement et ils seront uti-
lisés comme référence à laquelle nous comparerons les divers algorithmes d’estimation
développés. Dans le chapitre 9 "étude expérimentale", on comparera les performances
d’un prototype réalisé aux performances prédites par le calcul de ces indicateurs.
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Algorithmes de capture de mouvement
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4.1 Introduction
Le but de ce chapitre est d’étudier un ensemble d’algorithmes d’estimation appliqués
au problème de la capture de mouvement en partant du modèle présenté dans le chapitre
2. Nous nous concentrons dans ce travail sur certains algorithmes d’estimation dans un
cadre Bayésien, en ne prenant en compte que des algorithmes pouvant être utilisés pour
estimer le vecteur d’état xt en temps réel moyennant quelques approximations.
Nous exposons tout d’abord le problème dans un cadre Bayésien en précisant les di-
verses hypothèses liées à notre modèle. Ensuite, nous présentons trois algorithmes d’es-
timation. Enfin, nous proposons une amélioration sur les algorithmes proposés en intro-
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duisant des contraintes sur les angles des articulations.
Comme pour le chapitre précédent, toutes les applications, les tests et les comparai-
sons d’algorithmes seront traités en simulation dans le chapitre 5 "applications et résul-
tats" de cette partie. Puis les résultats avec des données acquises par un démonstrateur
seront présentés dans le dernier chapitre du manuscrit.
4.2 Problème général
4.2.1 Principes du filtrage Bayésien
On rappelle qu’un état x est une variable aléatoire évoluant dans le temps et paramé-
trant une variable aléatoire z mesurable, telle que z = h(x).
Le problème traité dans le cadre de filtrage Bayésien est d’estimer la distribution de pro-
babilité d’un état x à un instant t+ 1 à partir d’une distribution a priori de cet état (a priori
signifie avant d’avoir la mesure à l’instant t + 1) et de la mesure zt+1 de la variable aléa-
toire z à l’instant t + 1. Le fondement de l’estimation Bayésienne découle directement de
la formule de Bayes :
P(H|D) = P(D|H)P(H)
P(D)
(4.1)
avec H une hypothèse, D des données, P(X) la distribution de probabilité de X et P(X|Y)
la distribution de probabilité de X sachant Y .
Si on suppose que l’état à l’instant t+1 connaissant les mesures jusqu’à l’instant t (xt+1|z1:t)
représente l’hypothèse, et la mesure à l’instant t+ 1 connaissant les mesures jusqu’à l’ins-
tant t (zt+1|z1:t) représentent les données, la distribution a posteriori de l’état à l’instant t+1
connaissant les mesures jusqu’à l’instant t + 1 est définie par :
P(xt+1|z1:t+1) = P(zt+1|xt+1, z1:t)P(xt+1|z1:t)P(zt+1|z1:t) =
Vraisemblance × A Priori
Evidence
(4.2)
Un filtre Bayésien optimal résout le problème en caractérisant de façon exacte et complète
la distribution a posteriori P(xt+1|z1:t+1). Le calcul de cette distribution fait intervenir la
fonction de vraisemblance de la mesure à l’instant t + 1, P(zt+1|xt+1, z1:t), et la distribution
a priori de l’état à l’instant t + 1, P(xt+1|z1:t). La distribution a priori peut être calculée à
partir de la distribution a posteriori de l’état à l’instant t, P(xt|z1:t), en utilisant l’équation
de Chapman-Kolmogorov :
P(xt+1|z1:t) =
∫
P(xt+1|xt, z1:t)P(xt|z1:t)dxt (4.3)
Cette formule fait intervenir la relation entre l’état à l’instant t+ 1 et tous les états aux ins-
tants précédents. Ainsi, dans le cas général, la distribution de probabilité P(xt+1|xt, z1:t) est
difficile à calculer. De plus, l’intégrale n’est pas toujours calculable de façon analytique.
Le même problème se présente dans le calcul de la fonction de vraisemblance P(zt+1|xt+1, z1:t)
qui dépend de l’état à l’instant t + 1 mais aussi des mesures aux instants précédents.
La connaissance de la distribution a posteriori permet de trouver une valeur xˆt+1 opti-
male de l’état par rapport à un critère. Parmi les critères les plus utilisés dans littérature
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on trouve le maximum a posteriori (MAP), où l’on cherche la valeur de l’état xˆt+1 qui
maximise la probabilité a posteriori :
xˆMAPt+1 = arg max
xt+1
P(xt+1|z1:t+1) (4.4)
L’erreur quadratique minimale (Minimum Mean-square Error MMSE) cherche la valeur
de l’état xˆt+1 qui minimise l’erreur quadratique moyenne ce qui revient à calculer l’espé-
rance conditionnelle de xt+1 :
xˆMMSEt+1 = E [xt+1|z1:t+1] =
∫
xt+1P(xt+1|z1:t+1)dxt+1 (4.5)
Dans la pratique, on considère en général des modèles où l’évolution de l’état est sem-
blable à une chaîne de Markov d’ordre 1, et par conséquent, l’état à l’instant t + 1 ne
dépend que de l’état à l’instant t et de la mesure à l’instant t + 1. Il est donc possible de
définir les équations d’état et de mesure telles que :
xt+1 = f(xt, v)
zt+1 = h(xt,w)
(4.6)
f : χ → χ est appelée la fonction d’état et h : χ → ζ la fonction de mesure. χ est l’espace
d’état et ζ est l’espace de mesure. Dans ce cas, l’équation de Chapman-Kolmogorov se
simplifie en :
P(xt+1|z1:t) =
∫
P(xt+1|xt)P(xt|z1:t)dxt (4.7)
Les mesures sont conditionnellement indépendantes, P(zt+1|xt+1, z1:t) = P(zt+1|xt+1), ce qui
simplifie la formule de Bayes, qui devient :
P(xt+1|z1:t+1) = P(zt+1|xt+1)P(xt+1|z1:t)P(zt+1|z1:t) (4.8)
Le terme P(zt+1|z1:t) ne dépend pas de l’état xt+1. Ce terme peut être calculé en utilisant la
loi marginale comme suit :
P(zt+1|z1:t) =
∫
P(zt+1|xt+1)P(xt+1|z1:t)dxt+1 (4.9)
Si la distribution a priori de l’état P(x0) est connue, alors l’usage de l’équation de Chapman-
Kolmogorov et de la formule de Bayes permet de calculer la distribution a posteriori du
vecteur d’état xt à tout instant t de façon récursive. La figure 4.1 montre le schéma d’un
filtrage Bayésien générique. Un filtre Bayésien récursif optimal permet de calculer la dis-
tribution a posteriori de l’état à l’instant t+1 connaissant les mesures jusqu’à l’instant t+1
en deux phases :
– prédiction de la distribution de probabilité de l’état à l’instant t + 1 connaissant
les mesures jusqu’à l’instant t, P(xt+1|z1:t) à partir de la distribution a posteriori à
l’instant t, P(xt|z1:t) à travers l’équation de Chapman-Kolmogorov (4.7) ;
– mise-à-jour de l’état à travers les mesures zt+1 à l’instant t + 1, à travers l’équation
de Bayes (4.8).
L’estimée du vecteur d’état à l’instant t notée xˆt est choisie à chaque instant t en appli-
quant un critère sur la distribution a posteriori de l’état comme le MMSE ou bien le MAP.
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FIGURE 4.1 – Filtrage Bayésien
4.2.2 Cas particulier de modèles linéaires avec bruits gaussiens
Dans le cas où les modèles d’évolution et de mesure sont linéaires, les bruits de me-
sure et d’état sont blancs, additifs, gaussiens et l’état initial est de distribution de proba-
bilité gaussienne, il est possible de trouver une expression analytique de la distribution
a posteriori de l’état.
Le modèle traité est sous la forme :
xt+1 = Ftxt + vt
zt+1 = Ht+1xt+1 + wt+1
(4.10)
où vt est un bruit blanc gaussien d’espérance nulle et de matrice de covariance Qt et wt est
un bruit blanc gaussien d’espérance nulle et de matrice de covariance Rt. La distribution
a posteriori de l’état à l’instant t est supposée gaussienne d’espérance x¯t|t et de matrice de
covariance Pt|t. Autrement dit on a :
P(x0) = N(x¯0,P0)
P(xt|z1:t) = N(x¯t|t,Pt|t)
P(xt+1|xt) = N(Ftx¯t|t,Qt)
P(zt+1|xt+1) = N(Ht+1x¯t+1|t,Rt)
(4.11)
La phase de prédiction produit ainsi une distribution gaussienne, il suffit de se référer à
la loi marginale de deux variables aléatoires gaussiennes (voir annexe C.3). Il en découle
que :
P(xt+1|z1:t) = N(Ftx¯t|t,FtPt|tF>t + Qt) = N(x¯t+1|t,Pt+1|t) (4.12)
Comme la distribution a priori est gaussienne, il suffit de calculer son espérance notée
x¯t+1|t et sa matrice de covariance notée Pt+1|t telle que :
x¯t+1|t = Ftx¯t|t
Pt+1|t = FtPt|tF>t + Qt
(4.13)
La distribution de probabilité jointe de xt+1|z1:t et zt+1 est (voir annexe C.3) :
P(xt+1, zt+1|z1:t) = N
((
x¯t+1|t
Ht+1x¯t+1|t
)
,
(
Pt+1|t Pt+1|tH>t+1
HPt+1|t Ht+1Pt+1|tH>t+1 + R
))
(4.14)
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En utilisant les relations présentées dans l’annexe C.3 en particulier l’équation (C.9), la
distribution a posteriori peut être déduite par :
P(xt+1|z1:t+1) = N (x¯t+1|t+1,Pt+1|t+1) (4.15)
avec :
x¯t+1|t+1 = x¯t+1|t + Kt+1y˜t+1
Pt+1|t+1 = Pt+1|t −Kt+1Ht+1Pt+1|t (4.16)
où y˜t+1 = zt+1 − Htx¯t+1|t est l’innovation (i.e. l’apport de la mesure zt+1 par rapport à la
mesure prédite, Htx¯t+1|t et Kt+1 est un gain calculé à partir des confiances sur la mesure et
sur l’état prédit. Ce gain est calculé comme suit :
Kt+1 = Pt+1|tH>t+1Σ
−1
y˜y˜,t+1 (4.17)
avec la matrice de covariance de l’innovation :
Σy˜y˜,t+1 = Rt+1 + Ht+1Pt+1|tH>t+1 (4.18)
Comme la distribution a posteriori de l’état est gaussienne, elle est totalement définie par
ses deux premiers moments (espérance et covariance). D’autre part, les critères présentés
dans la sous-section précédente coïncident :
xMAPt+1 = x
MMSE
t+1 = E {P(xt+1|z1:t+1)} = x¯t+1|t+1 (4.19)
Ainsi, la solution de ce problème peut être écrite analytiquement en estimant à chaque
instant la moyenne xˆt+1|t+1 = x¯t+1|t+1 et la matrice de covariance Pˆt+1|t+1 = Pt+1|t+1 a posteriori
de l’état, à partir de la moyenne xˆt+1|t = x¯t+1|t et la matrice de covariance Pˆt+1|t = Pt+1|t
a priori de l’état à l’instant t + 1 et de la mesure zt+1 à l’instant t + 1. Il s’agit du filtre de
Kalman classique qui utilise l’équation (4.13) pour la phase de prédiction et l’équation
(4.16) pour la phase de mise-à-jour.
Le gain de Kalman Kt+1 est une sorte de pondération entre la confiance donnée à la
prédiction et la confiance donnée à la mesure. Si la variance de l’état prédit Pt+1|t est
grande et/ou la variance de l’innovation Σy˜y˜,t+1 est faible, alors la valeur du gain est
grande et l’effet de la correction devient important. Si au contraire, la variance de la pré-
diction Pt+1|t est faible et/ou la variance de la prédiction Σy˜y˜,t+1 est grande, alors le gain
de Kalman devient faible et l’effet de la correction devient faible. Dans ce cas, plus de
confiance est accordée à la prédiction.
4.2.3 Application à la capture de mouvement
Le modèle d’état 4.2.3 présenté dans le premier chapitre de ce manuscrit est définit
avec l’état :
xt =
(
at> a˙>t
)> ∈ R2n f (4.20)
avec at les angles libres et a˙t leurs dérivées par rapport au temps.
L’équation d’état est donnée par :
xt+1 = Ftxt + Atvt (4.21)
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où
Ft =
[
I I∆T
0 I
]
∈ R2n f×2n f (4.22)
At =
 I∆T 22I∆T
 ∈ R2n f×n f (4.23)
I ∈ Rn f×n f est la matrice identité. vt est un bruit blanc gaussien d’espérance nulle et de
matrice de covariance Σt. La transformation linéaire du bruit sur l’accélération par la ma-
trice At produit un bruit gaussien d’espérance nulle et de matrice de covariance :
Qt = AtΣtA>t (4.24)
La mesure est modélisée par :
zt = h(xt) + wt (4.25)
Le bruit de mesure wt étant blanc, gaussien, d’espérance nulle et de matrice de covariance
R.
xt xt+1
vt At
Ft
ht ht+1
+
+
+
zt zt+1
wt wt+1
Caché
Observé
Espace d’état
Espace de mesure
FIGURE 4.2 – Modèle d’état du système de capture de mouvement proposé (par mesures
de distance)
Le modèle proposé est composé d’une équation d’état linéaire et d’une fonction de
mesure non-linéaire. Ainsi, il n’est pas possible d’appliquer le filtre de Kalman classique
au problème. Pour ceci, nous avons recouru à des algorithmes sous-optimaux à savoir :
– le filtre de Kalman étendu : EKF (Extended Kalman Filter) ;
– le filtre de Kalman sans parfum : UKF (Unscented Kalman Filter) ;
– un algorithme de filtrage basé sur l’algorithme de minimisation de Levenberg-
Marquardt : LMA (Levenberg Marquardt Algorithm).
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4.3 Filtre de Kalman étendu (EKF, Extended Kalman Filter)
Le filtre de Kalman étendu (EKF) est une extension du filtre de Kalman au cas non-
linéaire. Le cas traité par ce type de filtre admet un modèle d’état sous la forme :
xt+1 = ft(xt) + vt
zt+1 = ht+1(xt+1) + wt+1
(4.26)
L’EKF résout le problème de non-linéarité de ces fonctions en effectuant une linéarisation
locale de la fonction d’état et de la fonction de mesure. Il approxime la distribution a priori
et la distribution a posteriori de l’état par une gaussienne ce qui permet de réutiliser les
mêmes formules que celles d’un filtre de Kalman classique. La phase de prédiction s’écrit
donc comme suit :
xˆt+1|t = Ftxˆt|t
Pˆt+1|t = FtPˆt|tF>t + Qt
(4.27)
où Ft est la matrice jacobienne de la fonction d’état ft en xˆt|t.
La phase de mise-à-jour est donc :
y˜t+1 = zt+1 − ht+1(xˆt+1|t)
Σy˜y˜,t+1 = Rt+1 + Ht+1Pˆt+1|tH>t+1
Kt+1 = Pˆt+1|tH>t+1Σ
−1
y˜y˜,t+1
xˆt+1|t+1 = xˆt+1|t + Kt+1y˜t+1
Pˆt+1|t+1 = Pˆt+1|t −Kt+1Ht+1Pˆt+1|t
(4.28)
où Ht+1 est la matrice jacobienne de la fonction de mesure ht+1 en xˆt+1|t.
FIGURE 4.3 – Comparaison de l’effet de linéarisation de la fonction de mesure sur la fonc-
tion de vraisemblance pour un cas où la distribution est de faible variance devant la non
linéarité de la fonction (à gauche) et un cas où la distribution est de forte variance devant
la non linéarité de la fonction (droite)
La figure 4.3 montre comment la distribution de probabilité d’une variable aléatoire
y telle que y = f (x) est obtenue à partir de la distribution de probabilité de la variable
aléatoire x en utilisant une linéarisation locale de la fonction f . Le développement de
Taylor à l’ordre 1 de f (x) en x¯ est :
f (x) = f (x¯) +
∂ f (x¯)
x
(x − x¯) + O(x) (4.29)
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La figure 4.3 montre la différence entre la distribution réelle de la variable aléatoire y
et celle obtenue par approximation linéaire locale. On remarque que si la variance de
la distribution de x est suffisamment faible par rapport à la non-linéarité de la fonction
f (la fonction est "suffisamment linéaire" sur l’intervalle [a, b] qui satisfait par exemple
P(x ∈ [a, b]) > 0.95, cet intervalle dépend de la variance de x), les deux distributions
sont très semblables. Par contre, si la variance de la distribution de x est "grande" ou la
fonction f est fortement non-linéaire, les deux distributions sont différentes. Ainsi, l’EKF
admet des performances qui varient selon la linéarité de la fonction d’état ou de mesure
et de la variance de la distribution a priori de l’état.
Le modèle que nous avons proposé admet une fonction d’état linéaire. Par consé-
quent, la phase de prédiction est implémentée comme pour un filtre de Kalman classique
(4.13) en utilisant la matrice d’évolution F qui est de valeur constante et la matrice de
covariance du bruit d’état Q fixée elle aussi selon le système proposé.
La phase de mise-à-jour demande le calcul de la fonction de mesure h(xt+1|t) pour la va-
leur de l’état prédit xt+1|t ainsi que sa matrice jacobienne H = ∇x [h(xt+1|t)] au même point.
A partir des équations 2.11, 2.37, 2.45, il est possible de noter que les matrices de transfor-
mation globales sont utilisées dans la fonction aussi bien que dans sa dérivée. Pour ceci,
ces matrices sont calculées une seule fois et réutilisées pour le calcul de la jacobienne et
pour le calcul de la fonction de mesure.
4.4 Filtre de Kalman sans parfum (Unscented Kalman Filter :
UKF)
Comme évoqué dans la partie précédente, la non-linéarité de la fonction de mesure
rend difficile, voire souvent impossible, le calcul exact de la fonction de vraisemblance de
la mesure qui, de plus, perd sa caractéristique de distribution gaussienne. Pour résoudre
ce problème, une deuxième adaptation du filtre de Kalman a été proposée par Uhlmann
et Julier [Julier 2005]. Il s’agit du filtre de Kalman sans parfum (Unscented Kalman Filter,
UKF) [Wan 2000]. Contrairement au filtre de Kalman étendu, ce filtre n’effectue pas de li-
néarisation de la fonction de mesure ou de la fonction d’état. Il utilise une approche statis-
tique basée sur la transformée unscented (Unscented Transform, UT) permet de propager
l’espérance et la covariance d’une variable aléatoire à travers une fonction non-linéaire
ht+1|t.
La figure 4.4 présente un exemple d’usage de la transformation UT pour l’approxi-
mation de la distribution de probabilité, P(y|x), d’une variable aléatoire scalaire y sachant
une variable aléatoire x à partir de la distribution de probabilité p(x) de la variable aléa-
toire scalaire x telle que y = f (x) et f est une fonction non-linéaire. D’abord, un ensemble
de 2L + 1 sigma points (L étant la dimension de x), qui consiste en des valeurs xi pon-
dérées par des poids W i, sont générés. Ils sont échantillonnés à partir de la distribution
de probabilité de x de façon déterministe (les détails sur la génération des sigma points
sont présentés dans la suite). Ensuite, chaque point est propagé par la fonction f . Enfin,
la moyenne et la covariance empirique des sigma points transformés sont calculées. On
obtient une approximation gaussienne de la distribution de y.
Comme la fonction d’état de notre modèle est linéaire, nous utilisons une version hy-
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FIGURE 4.4 – Transformée Unscented (UT) pour un cas scalaire
bride du filtre de Kalman sans parfum qui n’utilise la transformation UT que dans la
phase de mise-à-jour. Pour ceci, la phase de prédiction est effectuée comme dans un filtre
de Kalman classique en supposant que la distribution a posteriori de l’état reste gaus-
sienne (4.27).
Pour la phase de mise-à-jour, le calcul de la fonction de vraisemblance P(zt+1|xt+1)
est effectué en utilisant la UT. On note L la dimension du vecteur d’état. On génère un
ensemble de 2L + 1 sigma points xit+1|t associés à des pondérations W
i
m et W ic. La moyenne
empirique pondérée par les W im de ces sigma points est l’espérance de la distribution
a priori (P(xt+1|z1:t)). La covariance empirique pondérée par les W ic de ces sigma points est
la covariance de la distribution a priori (P(xt+1|z1:t)) :
E
[
xt+1|t
]
=
∑2L+1
i=1 W
i
mxit+1|t
E
[(
xt+1|t − E [xt+1|t]) (xt+1|t − E [xt+1|t])>] = ∑2L+1i=1 W ic (xit+1|t − E [xit+1|t]) (xit+1|t − E [xit+1|t])>
(4.30)
La génération des 2L+ 1 sigma points est effectuée à partir de l’espérance et la matrice de
covariance de l’état prédit en utilisant la transformation UT :
xit+1|t =

xt+1|t si i = 1
xt+1|t +
[√
(L + λ)Chol(Pt+1|t)
]
:i
si i ≤ L
xt+1|t −
[√
(L + λ)Chol(Pt+1|t)
]
:i−L sinon
(4.31)
Les poids sur l’espérance et la covariance sont générés comme suit :
W im =
 λL+λ si i = 01
2(L+λ) sinon
W ic =
 λL+λ + (1 − α2 + β) si i = 01
2(L+λ) sinon
(4.32)
Les paramètres α, β, k tels que λ = α2(L + k) − L permettent de déterminer la dispersion
des sigma points autour de l’espérance. D’après Julier et Uhlman [Julier 2005], les valeurs
optimales de ces paramètres dans le cas où la distribution est gaussienne sont : k = 0, α =
10−3, β = 2.
Les sigma points sont propagés au travers de ht+1 :
yit+1|t = ht+1(x
i
t+1|t) (4.33)
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Le calcul de la moyenne et de la covariance empiriques des sigma points propagés per-
met de trouver une approximation de l’espérance et de la covariance de la fonction de
vraisemblance :
yˆt+1|t =
∑
iW imyit+1|t
Σyy,t+1|t =
∑
iW ic
(
yit+1|t − yˆt+1|t
) (
yit+1|t − yˆt+1|t
)> (4.34)
L’innovation est donc :
y˜t+1 = zt+1 − yˆt+1|t (4.35)
Puisque le bruit de mesure est supposé additif et gaussien, la variance de l’innovation est
la somme de la variance de la mesure R et de la variance de la mesure prédite :
Σy˜y˜,t+1|t = Σyy,t+1|t + Rt+1 (4.36)
La covariance entre l’état et la mesure Σxy,t+1|t doit être calculée afin de déduire le gain de
Kalman :
Σxy,t+1|t =
∑
iW ic
(
xit+1|t − xˆt+1|t
) (
yit+1|t − yˆt+1|t
)>
(4.37)
Le reste du calcul est similaire à celui du filtre de Kalman étendu. Le gain de Kalman,
l’espérance et la covariance de l’état à l’instant t + 1 sont calculés comme suit :
K = Σxy,t+1|tΣ−1y˜y˜,t+1|t
xˆt+1|t+1 = xt+1|t + Kt+1y˜t+1
Pˆt+1|t+1 = Pt+1|t −Kt+1Pˆy˜y˜,t+1|tK>t+1
(4.38)
L’implémentation de ce filtre pour le modèle proposé requiert juste le calcul de la
fonction de mesure h pour chaque sigma point. Il n’y a pas de jacobienne à calculer dans
ce cas, mais comme le nombre de sigma points dépend de la dimension du vecteur d’état,
cet algorithme peut être lourd pour des systèmes de capture de mouvement estimant plu-
sieurs angles d’articulation.
Le filtre de Kalman sans parfum offre lui aussi une valeur approchée de la distribution
a posteriori en la supposant gaussienne.
4.5 Utilisation de l’algorithme de Levenberg-Marquardt, LMA
Nous proposons une autre approche pour résoudre le problème de non-linéarité de
la fonction d’état. Pour cela, nous utilisons dans l’étape de correction une routine d’opti-
misation de type Levenberg-Marquardt (LMA). Cette méthode fait aussi l’approximation
que la distribution a posteriori est gaussienne. Puisque la fonction d’état est linéaire, la
distribution a priori reste gaussienne et peut être calculée de la même façon que dans les
deux filtres de Kalman présentés ci-avant (4.27) et on obtient :
P(zt+1|xt+1) = N(xt+1|t,Pt+1|t) (4.39)
avec zt+1|t et Pt+1|t obtenus lors de la phase de prédiction comme dans un filtre de Kalman
classique.
Comme le bruit de mesure est additif et gaussien, la distribution de la fonction de vrai-
semblance est :
P(zt+1|xt+1) = N(h(xt+1),Rt+1) (4.40)
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En appliquant l’équation (4.8) à notre modèle, on obtient :
P(xt+1|z1:t+1) = N(h(xt+1),Rt+1)N(xt+1|t,Pt+1|t)P(zt+1|z1:t) (4.41)
P(xt+1|z1:t+1) ∝ exp
(−1
2
(
(zt+1 − h(xt+1)) R−1t+1 (zt+1 − h(xt+1))> + (xt+1 − Fxt) R−1t+1 (xt+1 − Fxt)>
))
(4.42)
Il en découle que l’estimateur de maximum a posteriori de xt+1 résout le problème de
maximisation suivant :
xˆt+1|t+1 = arg max
xt+1|t+1
(
exp
(−1
2
(
(zt+1 − h(xt+1)) R−1t+1 (zt+1 − h(xt+1))> + (xt+1 − Fxt) P−1t+1|t (xt+1 − Fxt)>
)) )
(4.43)
En appliquant le logarithme, ce problème se transforme en un problème de minimisation
dont le coût formulé sous forme matricielle est :
xˆt+1|t+1 = arg min
xt+1|t+1
[ h(xˆt+1|t+1) − zkxˆt+1|k+1 − xˆt+1|t
]>  R−1t+1 0nm×ns0ns×nm Pˆ−1t+1|t
 [ h(xˆt+1|t+1) − zkxˆt+1|t+1 − xˆt+1|t
] (4.44)
Afin de minimiser le critère (4.44), nous avons choisi d’utiliser l’algorithme de Levenberg-
Marquardt (Levenberg-Marquardt Algorithm, LMA) [Marquardt 1963] [Kelly 1999]. Ce
dernier est un algorithme hybride connu pour avoir une convergence quadratique, si
une bonne initialisation est effectuée, en alliant les avantages de la méthode de Gauss-
Newton et de la descente de gradient.
L’algorithme est initialisé par l’état prédit :
xˆ0t+1|t+1 = xˆt+1|t (4.45)
Chaque itération i ∈ {1 · · · nit} est calculée comme suit :
xˆi+1t+1|t+1 = xˆ
i
t+1|t+1 + ∆
i
t+1|t+1 (4.46)
où
∆it+1|t+1 =
[
Pˆit+1|t+1
−1 + λidiag
(
Pˆit+1|t+1
−1)]−1 ei (4.47)
avec
ei =
[
(Hit+1)
>R−1t+1
(
h
(
xˆit+1|t+1
)
− zt
)
+ Pˆ−1t+1|t
(
xˆit+1|t+1 − xˆt+1|t
)]
(4.48)
(Pˆit+1|t+1)
−1 = Hi>t+1R
−1
t+1H
i
t+1 + Pˆ
−1
t+1|t (4.49)
Hit+1 = ∇x
[
h(xit+1|t+1)
]
(4.50)
Le facteur d’amortissement λ change en fonction de l’état de convergence de l’algo-
rithme. Il est initialisé à λ0 = 1. Pour chaque itération i, l’erreur ei = ||ei||2 est calculée. Si
l’erreur en cours est inférieure à l’erreur précédente (ei < ei−1), alors la valeur en cours du
vecteur d’état xit+1|t est acceptée et λ est diminuée, par exemple λ
i+1 = λi/10. Sinon, la va-
leur en cours du vecteur d’état xit+1|t est rejetée et λ est augmentée, par exemple λ
i+1 = 10λi.
Notons qu’il est possible d’utiliser d’autres algorithmes d’optimisation afin de ré-
soudre ce problème. Comme l’usage de l’algorithme de Levenberg-Marquardt a donné
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des résultats satisfaisants en termes de vitesse de convergence et de variance sur l’état es-
timé (voir chapitre 5 "applications et résultats"), cet algorithme a été retenu. Après avoir
effectué plusieurs simulations avec des données réelles, on constate que le nombre d’ité-
rations nécessaires pour que l’algorithme converge dépasse très rarement 5 itérations et
qu’il ne dépasse jamais 10 itérations. En conséquence, pour les estimations en temps réel,
nous avons fixé le nombre maximal d’itérations à 5. Pour les estimations en différé, nous
avons choisi un nombre maximal d’itérations égal à 10 itérations.
On peut remarquer que si xˆt+1|t+1 = x˜t+1 alors la matrice (Pˆi−1t+1|t+1)
−1 n’est autre que la
matrice d’information de Fisher (voir équation 3.40). Elle correspond à l’inverse de la ma-
trice de covariance minimale qu’un algorithme puisse atteindre. La différence entre les
deux expressions est que (Pˆi−1t+1|t+1)
−1 est évaluée à la valeur estimée de l’état et la borne est
évaluée à la valeur réelle de l’état. Nous utilisons donc Pˆnitt+1|t+1 comme approximation de
la matrice de covariance de la distribution de probabilité a posteriori de l’état à l’instant
t + 1.
La méthode d’estimation utilisant l’algorithme LMA est moins sensible à la non-linéarité
de la fonction de mesure et elle essaie de s’approcher de la solution en utilisant des linéa-
risations locales. Par contre, on rappelle qu’on a effectué une approximation gaussienne
de la distribution a posteriori de la fonction de mesure, tout comme les deux autres al-
gorithmes présentés, et que comme l’état estimé xˆi n’est pas forcement l’état réel x˜t+1, la
matrice de covariance de l’état Pˆi−1t+1|t+1 est, elle aussi, une approximation.
Dans la suite de ce manuscrit, l’algorithme d’estimation ”hybride” (dans le sens où
l’étape de prédiction est semblable à celle d’un filtre de Kalman tandis que la correction
utilise l’algorithme LMA) sera appelée, par abus de langage LMA.
Nous verrons dans le chapitre 5 "applications et résultats" que cet algorithme offre
généralement des résultats meilleurs aux deux autres algorithmes, dans la plupart des
situations analysées.
4.6 Ajout de contraintes sur les angles
Quand un nombre réduit de sources est utilisé, certaines postures peuvent être am-
bigües, c’est-à-dire qu’il y a plusieurs postures possibles qui produisent les mêmes me-
sures. On définit le coût quadratique ξ telle que :
ξ(xt) = ||z(xt) − z(x˜t)||2 (4.51)
avec z(xt) la mesure pour une valeur xt du vecteur d’état et z(x˜t) la mesure obtenue à
partir de la valeur réelle x˜t du vecteur d’état. La présence de plusieurs minima locaux
dans cette fonction signifie que la distribution a posteriori de l’état est multimodale (i.e.
elle admet plusieurs maxima locaux). Comme les algorithmes proposés supposent que
localement la distribution de probabilité a posteriori de l’état est gaussienne, ils sont sen-
sibles au problème de multimodalité de la distribution de probabilité a posteriori de l’état.
Dans le cas d’une estimation utilisant un modèle dynamique, on constate que l’al-
gorithme estime correctement l’état, s’il a été correctement initialisé. En effet, le modèle
d’état contraint l’algorithme à trouver une nouvelle solution proche de la position pré-
dite en prenant en compte la vitesse du mouvement à l’instant précédent. Lorsque deux
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FIGURE 4.5 – Problème de solutions multiples
solutions deviennent très proches, l’algorithme peut basculer sur une solution non attei-
gnable par le système. Par exemple si le bras est ouvert rapidement, lorsque le mouve-
ment atteint ses limites, la prédiction peut pousser l’algorithme à chercher une solution
dans une zone non atteignable dans le sens où la solution obtenue n’est pas conforme
aux contraintes biomécaniques.
Le système présenté sur la figure 4.5 en est un exemple. Il est composé d’une source
magnétique unique placée sur le bras et d’un capteur magnétique tri-axe en réception
placé sur l’avant-bras. Le système doit donc suivre le mouvement de l’avant-bras par
rapport au bras. Le modèle de chaîne articulée impose un lien entre le bras et l’avant-
bras avec deux degrés de liberté en rotation autour des axes x et z. La configuration don-
née par cette expérience est θz0 = − 3pi10 , θx0 = 0. La partie droite de la figure 4.5 montre les
courbes de niveau du critère quadratique ξ(xt). Dans ce cas, il y a deux solutions possibles
(représentées en vert et rouge). La première solution (θz = − 3pi10 , θx = 0) est considérée
comme atteignable car elle correspond à une flexion possible du bras, alors que la se-
conde (θz = +/−pi, θx = − 7pi10 ) qui correspond à une symétrie n’est pas atteignable. Dans les
deux cas, le champ magnétique mesuré par le capteur dans son repère local est identique.
L’ajout de contraintes sur les solutions permet d’éliminer les ambigüités. Les solutions
utilisées dans la littérature peuvent être divisées en deux catégories :
– utilisation des contraintes dures sur la solution : l’avantage de cette méthode est
qu’elle est radicale (elle garantit que la solution ne pourra jamais violer la contrainte).
L’inconvénient est que certains algorithmes utilisant cette technique introduisent
des biais sur l’estimation ;
– utilisation des contraintes molles sur la solution : cette méthode ne garantit pas que
les contraintes ne seront pas violées mais défavorise les solutions qui sortent de la
région non atteignable, ce qui force l’algorithme à trouver une solution interne à la
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région atteignable.
Nous avons choisi l’usage des contraintes dures afin de garantir que la solution reste
dans la région atteignable. Nos contraintes sont toutes linéaires de la forme :
[x]k − [x]k MAX ≤ 0 (4.52)
[x]k min − [x]k ≤ 0 (4.53)
où [x]k MAX la valeur maximale atteignable par la composante k du vecteur d’état et [x]k min
est la valeur minimale atteignable par la composante k du vecteur d’état. Pour ceci, nous
commençons par poser deux hypothèses nécessaires au bon fonctionnement des algo-
rithmes :
– les contraintes sur les divers angles sont indépendantes ;
– la fonction de coût est convexe dans la région atteignable.
4.6.1 Implémentation des contraintes pour l’EKF
Dans la littérature, il existe divers méthodes pour tenir compte des contraintes tout
en utilisant le filtre de Kalman étendu. Nous citons (à partir du sondage réalisé par D.
Simon [Simon 2010]) :
– la réduction de modèle en substituant un sous ensemble de paramètres du vecteur
d’état par un seul paramètre. Cette technique permet d’appliquer des contrainte
d’égalité ;
– l’augmentation du vecteur de mesure en ajoutant une mesure parfaite de l’état
(une mesure ayant un bruit nul). Cette technique est utilisée pour appliquer des
contraintes égalité. Elle est équivalente à la première technique ;
– la projection de l’état estimé sur la région atteignable. Cette technique peut être uti-
lisée pour appliquer des contraintes d’égalité ainsi que des contraintes d’inégalité ;
– la projection du gain de Kalman. Cela permet à partir d’une modification du gain de
Kalman de respecter un ensemble de contraintes égalité ou inégalité. Cette méthode
est équivalente à la méthode de projection de l’état sur la région atteignable ;
– la troncature de la distribution a posteriori. Cela consiste à recalculer la moyenne et
la covariance de la partie de la distribution de l’état présente dans la région attei-
gnable de l’espace d’état. Cette solution réduit la valeur RMS de l’erreur d’estima-
tion, mais engendre un biais sur l’état estimé même si les contraintes sont respec-
tées.
Nous avons opté pour l’usage de la projection de l’état estimé sur la région atteignable
puisque cette technique permet d’appliquer des contraintes d’inégalité et elle n’est acti-
vée que lorsque la contrainte est violée. On note Λ ∈ Rs×n f la matrice des contraintes et
d ∈ Rs le vecteur des contraintes, tels que :
Λt+1xˆt+1|t+1 − dt+1 ≤ 0 (4.54)
s étant le nombre de composantes du vecteur xˆt+1|t+1 ayant violé leur contrainte. [d]k est
la contrainte violée :
[d]k =
 [x] j MAX si
[
xt+1|t+1
]
j > [x] j MAX
− [x] j min si [xt+1|t+1] j < [x] j min (4.55)
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j ∈ {1, · · · , n f } étant l’indice de la composante qui a violé une contrainte et k ∈ {1, · · · , s}
est l’indice de la contrainte violée. [Λ]k, j vérifie :
[Λ]k, j =

0 si [x] j min <
[
xt+1|t+1
]
j < [x] j MAX
1 si
[
xt+1|t+1
]
j > [x] j MAX
−1 si [xt+1|t+1] j < [x] j min (4.56)
Une fois la matrice Λ et le vecteur d sont prêts, on projette l’état estimé sur l’espace
atteignable comme suit :
xt+1|t+1 = xt+1|t+1 − Pt+1|t+1Λ
(
ΛPt+1|t+1Λ>
)−1 (
Λxt+1|t+1 − d) (4.57)
Dans le cas où aucun paramètre n’a violé sa contrainte, cette étape n’est pas exécutée
puisque la matrice Λ et le vecteur d sont vides. Si un ensemble de contraintes a été violé,
cet algorithme projette la solution sur la région atteignable en tenant compte de la ma-
trice de covariance. Ainsi, la méthode garantit un biais très faible, voir nul, quand aucune
contrainte n’est violée. Par contre, si l’une des contraintes est violée, on aura l’apparition
de biais sur l’estimation de l’état.
Afin d’améliorer encore plus les performances de cet algorithme, nous avons effectué
une première projection après la prédiction puis une seconde projection après l’estima-
tion. L’ajout de cette première projection fournit une valeur admissible à l’étape de mise-
à-jour au lieu de partir d’une valeur non admissible puis de projeter le résultat final sur
la région atteignable. Ceci est effectué en appliquant la même procédure à la prédiction :
xt+1|t = xt+1|t − Pt+1|tΛ
(
ΛPt+1|tΛ>
)−1 (
Λxt+1|t − d) (4.58)
avec la matrice Λ et le vecteur d générés de façon similaire à partir de l’état prédit xt+1|t
au lieu de xt+1|t+1.
Une comparaison des deux versions de l’algorithme a montré que la double projection
permet de diminuer le biais et la variance de l’estimée quand des contraintes sont violées.
La figure 4.6 montre les différences entre l’usage d’une unique projection après la mise-
à-jour et l’usage d’une double projection (après la prédiction puis après la mise-à-jour).
4.6.2 Implémentation des contraintes pour l’UKF
Nous avons testé trois approches :
– la saturation des sigma points (si une composante d’un sigma point viole ses contraintes
elle est saturée à la valeur de la contrainte violée) ;
– la projection de l’état estimé sur la région atteignable ;
– la double projection de l’état prédit puis de l’état estimé sur la région atteignable.
La première approche admet un problème fondamental qui se manifeste dans le biais
que cela engendre sur l’estimation du vecteur d’état même si aucune contrainte n’est vio-
lée par l’état estimé. Puis, l’algorithme risque de dégénérer si tous les sigma points sont
saturés à la même valeur (ceci produit une variance nulle et donc un problème pour l’in-
version des matrices).
La projection de l’état ainsi que la double projection de l’état sont effectués de la même
façon que pour le filtre EKF. Nous avons retenu la double projection de l’état pour les
mêmes raisons que pour l’algorithme précèdent.
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FIGURE 4.6 – Comparaison de l’écart type et du biais de l’erreur d’estimation pour les
algorithmes EKF avec simple et double projection
D’autres techniques sont connues pour l’application de contraintes sur UKF telle que
la troncature de la distribution a posteriori TUKF. Cet algorithme n’a pas été réalisé pour
notre application car il introduit un biais sur l’estimée même si celle-ci n’a pas violé la
contrainte.
4.6.3 Implémentation des contraintes pour le LMA
Cet algorithme résout un problème de minimisation. Il existe plusieurs techniques
dans la littérature qui permettent de prendre en compte des contraintes dans la minimi-
sation d’un coût.
L’usage des multiplicateurs de Lagrange a été écarté et nous avons retenu une technique
plus simple à implémenter en temps réel.
La deuxième famille de techniques de minimisation avec contraintes consiste à utiliser
un algorithme d’optimisation sans contrainte pour lequel une pénalité est appliquée aux
composantes violant les contraintes imposées afin de les obliger à rester dans la région
faisable. Dans cette famille, on distingue les méthodes à point intérieur et les méthodes
à point extérieur. Nous utilisons la méthode à point intérieur puisqu’elle garantit que la
solution restera dans la région faisable.
Pour réaliser ceci, nous avons introduit la pénalité en modifiant le coût utilisé :
xˆt+1|t+1 = arg min
xt+1|t+1


h(xˆt+1|t+1) − zk
xˆt+1|k+1 − xˆt+1|t
xˆMAX − xˆt+1|t
xˆmin − xˆt+1|t

> 
R−1t+1 0nm×ns 0nm×ns 0nm×ns
0ns×nm Pˆ−1t+1|t 0nm×ns 0ns×ns
0ns×nm 0ns×ns WMAX 0ns×ns
0ns×nm 0ns×ns 0ns×ns Wmin


h(xˆt+1|t+1) − zk
xˆt+1|t+1 − xˆt+1|t
xˆMAX − xˆt+1|t
xˆmin − xˆt+1|t


(4.59)
avec
[WMAX]i,i = cmax{0, [xˆMAX]i − [xˆt+1|t+1]i} (4.60)
et
[Wmin]i,i = cmax{0, [xˆt+1|t+1]i − [xˆmin]i} (4.61)
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où c est un facteur de pénalisation qui force l’algorithme à rester dans la région attei-
gnable. Dans nos simulations, il a été fixé à 104. Comme nous voulons garantir que l’al-
gorithme ne sort pas de la région atteignable, nous initialisons la mise-à-jour à une valeur
interne à la région. La prédiction est saturée afin que l’initialisation de l’algorithme soit
intérieure à la région atteignable.
L’algorithme est donc modifié comme suit :
xˆ0t+1|t+1 = xˆt+1|t (4.62)
Chaque itération i ∈ {1 · · · nit} est calculée comme suit :
xˆi+1t+1|t+1 = xˆ
i
t+1|t+1 + ∆
i
t+1|t+1 (4.63)
où
∆it+1|t+1 =
[
Pˆit+1|t+1
−1 + λidiag
(
Pˆit+1|t+1
−1)]−1 ei (4.64)
et
ei = (Hit+1)
>R−1t+1
(
h
(
xˆit+1|t+1
)
− zt
)
+Pˆ−1t+1|t
(
xˆit+1|t+1 − xˆt+1|t
)
+WMAX
(
xˆit+1|t+1 − xMAX
)
+Wmin
(
xmin − xˆit+1|t+1
) (4.65)
(Pˆit+1|t+1)
−1 = Hi>t+1R
−1
t+1H
i
t+1 + Pˆ
−1
t+1|t + WMAX + Wmin (4.66)
Hit+1 = ∇x
[
h(xit+1|t+1)
]
(4.67)
Le deuxième algorithme proposé utilise la projection du résultat sur l’espace attei-
gnable tout comme dans le cas de l’EKF et de l’UKF (en utilisant les équations (4.58) et
(4.57)).
Sur la figure 4.7, on compare le biais et l’écart type de l’erreur d’estimation pour la
version utilisant la double projection et la version utilisant la pénalisation. On remarque
que les deux algorithmes fournissent de bonnes résultats similaires, l’algorithme LMA
avec pénalité fournit un biais moindre, au moins dans l’expérimentation présentée ici.
Pour la suite de ce travail, nous utiliserons l’algorithme LMA avec pénalisation des va-
leurs dans la région non atteignable.
4.7 Conclusion
Dans ce chapitre, nous avons présenté la problématique d’estimation bayésienne et
nous l’avons adapté aux systèmes de capture de mouvement par mesure de distance.
Ensuite, nous avons résumé trois algorithmes d’estimation et nous avons discuté les ap-
proximations et les hypothèses faites pour chaque algorithme.
Comme le modèle de mesure utilisé n’est pas linéaire, la distribution de probabilité
a posteriori n’est pas gaussienne et peut être multimodale (i.e. peut avoir plus d’un maxi-
mum). Tous les algorithmes proposés supposent des approximations gaussiennes des
distributions de probabilité a posteriori de l’état. Cette approximation est acceptable si la
variance de la distribution est suffisamment faible, ce qui est vrai si les capteurs sont bien
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FIGURE 4.7 – Comparaison de l’écart type et du biais de l’erreur d’estimation pour les
algorithmes LMA avec pénalité et LMA avec double projection
positionnés et que le rapport signal à bruit est suffisamment élevé.
D’autre part, comme nous traitons des rotations dans l’espace en utilisant des angles,
il y a une infinité de combinaisons d’angles pouvant donner la même rotation (les angles
étant définis à 2kpi près). Par contre, si l’algorithme est bien initialisé, que le critère traité
par l’algorithme est localement convexe et que des contraintes contraignent les angles à
rester dans des intervalles réduits (i.e. en évitant d’avoir un intervalle qui contienne des
solutions multiples), ce problème peut être évité.
D’autres algorithmes plus complexes et utilisant moins d’approximations sur les dis-
tributions de probabilité existent tels que les filtres à particules. Ce type d’algorithmes
n’a pas été retenu pour deux raisons. D’abord, les résultats donnés par les algorithmes
retenus sont satisfaisants en terme de précision des estimées et les améliorations poten-
tielles apportées par un filtrage à particules ne seront pas significatives. Ensuite, ce type
d’algorithmes est beaucoup plus coûteux en temps calcul ce qui le rend difficile à utiliser
en temps réel.
Dans une deuxième phase, nous avons introduit des contraintes sur l’estimation et
nous avons montré l’intérêt de cette approche dans certains cas afin de permettre l’usage
de moins de capteurs tout en concevant l’observabilité du système.
Dans le chapitre suivant, nous appliquons le modèle, le calcul de la borne de Cramer-
Rao ainsi que les implémentations des algorithmes retenus à trois systèmes de capture de
mouvement. A travers ces applications, nous comparerons les algorithmes proposés à la
BCR. Ces algorithmes seront aussi utilisés pour la capture de mouvement par un système
réel dans le chapitre 9 "étude expérimentale".
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5.1 Introduction
Le but de ce chapitre est d’appliquer les concepts théoriques présentés dans les cha-
pitres précédents et à interpréter les résultats de simulation. Nous nous sommes limités
dans cette étude aux systèmes magnétiques et ultrason, mais l’approche peut être éten-
due à d’autres technologies.
CHAPITRE 5. APPLICATIONS ET RÉSULTATS
Dans un premier temps, nous utilisons la BCR statique (voir 3.3.1) afin de dimension-
ner un couple source/capteur magnétique. L’objectif est de déterminer le rapport signal
à bruit minimal nécessaire pour obtenir une performance voulue à une position bien dé-
finie du capteur par rapport à la source. Le rapport signal à bruit permettra par la suite
de trouver le moment magnétique nécessaire pour obtenir cette performance en fixant le
bruit de mesure du capteur.
Pour chaque système, nous présentons la chaîne articulée traitée ainsi que des élé-
ments de calcul de sa fonction de mesure et de sa jacobienne. Ensuite, les indicateurs
de performance dérivés de la BCR (voir 3.4.2) sont calculés pour une ou plusieurs confi-
gurations de capteurs. Enfin, les trois algorithmes proposés sont appliqués et comparés
aux indicateurs de performance. Les simulations supposent que le positionnement des
capteurs et la longueur des segments sont connus parfaitement. Le problème de calibra-
tion sera traité dans un chapitre séparé. La calibration sera utilisée dans les tests avec le
système réalisé présenté dans le dernier chapitre.
5.2 Dimensionnement des capteurs
Nous voulons réaliser un système de capture de mouvement pour l’estimation de la
posture du bras du sujet. Pour ceci, nous avons besoin de trouver les caractéristiques des
sources et des capteurs à utiliser. Les configurations proposées impliquent que la dis-
tance entre une source et le capteur le plus éloigné ne dépasse pas 1m. Pour cette raison,
nous avons décidé de dimensionner le système afin d’obtenir une erreur en position dont
l’écart type ne dépasse pas 20cm pour un capteur magnétique placé à 1m d’une source ma-
gnétique dipolaire. On suppose également que seule la position du capteur est estimée.
La fonction de mesure est :
h∗mag(p) = m
(
µ0
4pid5c
(
3(u>p)p − d2cu
))
+ wc = mb(p,u) + wc (5.1)
avec σ l’écart type du bruit de mesure pour chacun des trois axes du capteur (la ma-
trice de covariance du bruit de mesure est R = σ2I3×3), m est l’amplitude du moment
magnétique m de la source dipolaire, u est le vecteur unitaire ayant la même direction et
le même sens que le moment m (m = mu). b(p,m) = mb(p,u) est le vecteur champ ma-
gnétique généré par un dipôle de moment magnétique m et mesuré à la position p. Le
capteur est placé à 1m de la source selon la direction de son moment magnétique (voir
figure 5.1). On a donc :
u =

1
0
0
 p =

1
0
0
 (5.2)
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FIGURE 5.1 – Configuration utilisée pour le dimensionnement du rapport signal à bruit
La BCR statique pour ce problème s’écrit comme suit :
Jstatp =
(m
σ
)2 ∂
µ0
4pid5c
(
3(u>p)p − d2cu
)
∂p

2
(5.3)
On remarque ici que si la position p du capteur par rapport à la source ainsi que la direc-
tion u du moment magnétique sont fixées, alors les performances ne dépendent que du
rapport m/σ.
On définit le rapport signal à bruit (SNR : Signal to Noise Ratio) par :
S NR(p) = 20log10
(h∗mag(p)
σ
)
(dB) (5.4)
en substituant (5.1) dans (5.4), on obtient une relation entre le rapport signal à bruit et le
rapport m/σ :
S NR(p) = 20log10
(m
σ
b(p,u)
)
(dB) (5.5)
La figure 5.2 présente l’indicateur de performance de positionnement du capteur
Cstat,p (présenté dans la section 3.4.2) en fonction du rapport signal à bruit à 1m. Elle
montre que pour atteindre la précision de 20cm à cette distance, il faut un rapport signal
à bruit de 13.29dB.
FIGURE 5.2 – Cstat,p à 1m de l’émetteur en fonction du SNR
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Pour ce qui suit, nous avons choisi d’utiliser un magnétomètre tri-axe ayant un bruit
dans une bande de 100Hz de σ = 10nT (voir 7.2.3.1). Le calcul du moment requis à partir
du rapport signal à bruit et du bruit de mesure est calculé comme suit :
m =
σ
||b(p,u)||10
S NR
20 (Am2) (5.6)
or ||b(p,u)|| = 2.10−7. Donc, pour atteindre les performances requises, il faut que le mo-
ment à l’émission soit m = 0.231 (Am2).
Comme les performances du système ultrason dépendent de la méthode de détection
utilisée, nous ne nous intéressons pas à son dimensionnement. On supposera un écart
type maximal de l’erreur de 1 cm sur l’estimation de distance quelle que soit la position
du capteur par rapport à l’émetteur.
Dans la suite de ce chapitre, les matrices de covariance du bruit de mesure pour les
capteurs magnétiques (Rmag) et ultrason (Rus) sont :
Rmag = 10−16I3(T 2) Rus = 10−4(m2) (5.7)
5.3 Suivi de deux segments rigides
5.3.1 Présentation du modèle
Afin de présenter en détail les diverses étapes nécessaires au calcul des indicateurs de
performance ainsi que la réalisation des algorithmes, nous avons étudié un cas simple. Le
cas étudié concerne le suivi de la position de l’extrémité d’une tige en rotation par rapport
à un axe. La chaîne articulée est composée de deux segments rigides liés par une liaison
pivot autour de l’axe z (voir figure 5.3). Ce cas est simple à réaliser et ne nécessite pas
de calibration (les longueurs des segments et les positions relatives des capteurs peuvent
être mesurées manuellement avec précision et la source est immobile tout au long de
la séquence) ce qui simplifie la comparaison entre les résultats pratiques et les résultats
théoriques. On propose ici deux systèmes de capture de mouvement :
– le premier système est composé d’une source magnétique dipolaire placée sur le
premier segment et d’un capteur tri-axial placé sur l’extrémité du second segment ;
– le second système est composé d’un émetteur ultrason placé sur le premier segment
et d’un capteur ultrason placé sur l’extrémité du second segment.
Nous montrons ici les points communs dans le calcul de la fonction de mesure, ainsi que
de sa jacobienne pour les deux systèmes, puis nous présentons les différences entre les
deux systèmes.
La figure 5.3 présente les deux systèmes montés sur la structure à suivre ainsi que l’arbre
enraciné correspondant. Dans ce cas simple, le vecteur des parents est composé d’un seul
indice :
p =
[
0
]
(5.8)
Cette structure permet d’effectuer une seule rotation comme indiquée dans la figure 5.3.
La posture présentée dans la figure correspond à θ1 = 0. Ainsi, la matrice des angles Θ
s’écrit comme suit :
Θ =
[
0 0 θ1
]
(5.9)
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FIGURE 5.3 – Chaîne articulée du premier cas traité
Les contraintes sur l’angle à estimer sont :
− pi
2
≤ θ1 ≤ pi2 (5.10)
Le vecteur des angles à estimer est dans ce cas un scalaire :
a =
[
θ1
]
(5.11)
Le vecteur d’état est composé de deux paramètres à estimer :
x =
[
a a˙
]>
=
[
θ1 θ˙1
]>
(5.12)
Dans les deux configurations, un seul couple source/capteur c est utilisé. On suppose
également que l’émetteur est placé sur le premier segment à l’origine du repère F0 :
S1 = I4×4 (5.13)
Ici, il n’y a qu’une seule matrice de transformation locale qui est également la matrice de
transformation globale du deuxième segment :
G1 = L1 =

R(θ1, 0, 0)
0
ly
0
01×3 1
 =

cos(θ1) − sin(θ1) 0 0
sin(θ1) cos(θ1) 0 ly
0 0 1 0
0 0 0 1
 (5.14)
ly = −0.32 est la longueur de la première tige. Pour chaque système, le capteur est placé
sur le second segment de sorte que la matrice de transformation entre le repère du seg-
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ment et le repère local du capteur est :
C1 =

1 0 0 cx
0 1 0 0
0 0 1 0
0 0 0 1
 (5.15)
avec cx la distance entre l’articulation et le capteur placé sur la tige. Dans la sous-section
5.3.3 ci-après, nous calculerons la valeur optimale de cette distance pour les deux sys-
tèmes.
La matrice de liaison Γ (voir la sous-section 2.2.5) est :
Γ =
[
1 1
]
(5.16)
La matrice de liaison V (voir annexe D) est donnée par :
V =
[
1 1 0 1
]
(5.17)
quant à la matrice de transformation du couple pour les deux systèmes, on a :
M1 = S−11 L1C1 (5.18)
La matrice d’état F et la matrice du bruit A sont données par (voir la sous-section 2.3) :
F =
[
1 dt
0 1
]
; A =
[ 1
2dt
2
dt
]
(5.19)
où dt est la période d’échantillonnage des mesures. Pour ce système on a dt = 33.3ms
(correspond à 30 postures par seconde).
Le bruit sur la deuxième dérivée de l’angle est supposé de variance égale à Σ = 1054.
Cette valeur a été obtenue de façon empirique. La matrice de covariance du bruit d’état
est donc :
Qt = AΣtA> = 1054
[ 1
4dt
4 1
2dt
3
1
2dt
3 dt2
]
(5.20)
La variance initiale de l’angle θ0 est fixée à :
P20 =
[
σθ1 0
0 σ˙2θ1
]
(5.21)
avec σ2θ1 = 0.2742 et σ˙
2
θ1
= 0.02742.
La fonction de mesure libre pour le couple magnétique est donnée par (2.50) :
h∗mag(Mc) = R>c
(
µ0
4pid5c
(
3(m>pc)pc − d2cm
))
= R>c b(Rc) = p>c

bx
bx
bz
 (5.22)
tandis que la fonction de mesure libre pour le couple ultrason est donnée par (2.51) :
h∗to f (Mc) =
1
ν
√
p>c pc (5.23)
La matrice Jacobienne de la fonction de mesure est utilisés dans deux des algorithmes
présentés. Le calcul de cette fonction s’effectue en 5 étapes détaillés ci-après :
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1. On calcule la dérivée de L1 par rapport à θ1 :
∂L1
∂θ1
=
 ∂R(θ1,0,0)∂θ1
0
0
0
0
 =

− sin(θ1) − cos(θ1) 0 0
cos(θ1) − sin(θ1) 0 0
0 0 0 0
0 0 0 0
 (5.24)
2. On en déduit la dérivée de M1 par rapport à θ1 :
∂M1
∂θ1
= S−11
∂L1
∂θ1
C1 =

− sin(θ1) − cos(θ1) 0 −cx sin(θ)
cos(θ1) − sin(θ1) 0 cx cos(θ)
0 0 0 0
0 0 0 0
 (5.25)
3. On réorganise la dérivée de M1 par rapport à θ1 sous forme de vecteur en éliminant
la dernière ligne :
B1(xt) = vec
([
∂Mc(θ1)
∂[xt]k
]
1:3,1:4
)
=[
− sin(θ1) cos(θ1) 0 − cos(θ1) − sin(θ1) 0 0 0 0 −cx sin(θ) cx cos(θ) 0
]>
(5.26)
4. On calcule la dérivée de la fonction de mesure libre par rapport aux 12 composantes
utiles de M1 :
D1(xt) =
∂h∗1(M1(xt))
∂vec([M1(xt)]1:3,1:4)
=
[
∂h∗1(M1(xt))
∂vec(R1)
∂h∗1(M1(xt))
∂vec(p1)
]
(5.27)
Pour le système magnétique on a :
∂h∗1(M1(xt))
∂vec(R1)
=

bx by bz 0 0 0 0 0 0
0 0 0 bx by bz 0 0 0
0 0 0 0 0 0 bx by bz
 (5.28)
et
∂h∗1(M1(xt))
∂vec(p1)
=
[
∂h∗1(M1(xt))
∂[p1]1
∂h∗1(M1(xt))
∂[p1]2
∂h∗1(M1(xt))
∂[p1]3
]
(5.29)
avec
∂h∗1(M1(xt))
∂
[
p1
]
1
=
−5 [p1]1
d21
b +
µ0
4pid51
3([m1]1 p1

m>1 p1
0
0
) − 2 [p1]1 m1
 (5.30)
∂h∗1(M1(xt))
∂
[
p1
]
2
=
−5 [p1]2
d21
b +
µ0
4pid51
3([m1]2 p1

0
m>1 p1
0
) − 2 [p1]2 m1
 (5.31)
∂h∗1(M1(xt))
∂
[
p1
]
3
=
−5 [p1]3
d21
b +
µ0
4pid51
3([m1]3 p1

0
0
m>1 p1
) − 2 [p1]3 m1
 (5.32)
Pour le système à ultrason, la mesure ne dépend pas de l’orientation du capteur par
rapport à la source. On a donc :
∂h∗1(M1(xt))
∂vec(R1)
=
[
0 0 0 0 0 0 0 0 0
]
(5.33)
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et
∂h∗1(M1(xt))
∂vec(p1)
=
[
[p1]1
||p1 ||
[p1]2
||p1 ||
[p1]3
||p1 ||
]
(5.34)
5. On calcule la jacobienne de la fonction de mesure :
∇x =
[
B1(xt)D1(xt) 0
]
(5.35)
Remarquons que l’étape 4 est la seule étape différente entre les deux systèmes puisqu’elle
dépend de la fonction de mesure libre.
5.3.2 Comparaison de la topologie de la fonction de coût
Puisque le système considéré ne doit estimer qu’un seul paramètre, il est possible de
tracer la fonction coût définie par :
ξ(θ1, θ˜1) = ||b(θ1) − b(θ˜1)||2 (5.36)
Cette fonction dépend du "vrai" angle θ˜1 et de l’angle à estimer θ1. On obtient ainsi la
topologie de la fonction coût pour les deux systèmes. Cela nous renseigne sur l’existence
potentielle de solutions symétriques.
FIGURE 5.4 – Comparaison de la topologie de la fonction coût pour les deux systèmes
La figure 5.4 présente la fonction coût ξ(θ1, θ˜1) pour le système magnétique (à gauche)
et pour le système ultrason (à droite). Pour le système magnétique, il est clair que pour
une valeur fixée de θ˜, le minimum de la fonction ξ(θ1, θ˜1) est unique dans l’intervalle
[−180◦, 180◦]. En revanche, pour le système ultrason, pour chaque valeur θ˜1, il y a deux
minima (excepté en −90◦ et en 90◦). La raison pour laquelle cette ambiguïté existe est liée
à la mesure (distance entre source et capteur). Ainsi, il y a toujours deux angles symé-
triques par rapport à −90◦ pour lesquelles la distance entre la source est le capteur est
identique. Pour cette raison, il est nécessaire d’introduire des contraintes pour la confi-
guration utilisant les ultrasons afin de lever les ambiguïtés.
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FIGURE 5.5 – Comparaison de la topologie de la fonction coût pour les deux systèmes
avec bruits
On remarque aussi que pour les deux systèmes, le critère devient très "aplati" lorsque
l’angle θ˜i est égal à −90◦, ce qui correspond à une extension complète de la tige. En ef-
fet, compte tenu de la topologie du démonstrateur on est en droit de s’attendre à de
meilleures performances lorsque la tige est fléchie que lorsqu’elle est tendue puisque le
capteur est plus proche de la source. Pour visualiser ce problème, nous avons injecté du
bruit additif gaussien de moyenne nulle et de matrice de covariance R au critère qui de-
vient :
ξ(θ1, θ˜1) = ||b(θ1) − (b(θ˜1) + w)||2 (5.37)
La figure 5.5 montre l’impact du bruit sur les courbes de niveau. On remarque que
lorsque l’angle s’approche de −90◦, l’acuité du critère se détériore pour les deux systèmes.
Ceci implique que la dérivée de la fonction de mesure par rapport à l’angle θ1 devient très
faible, et donc la BCR statique devient plus importante. On remarque que pour des angles
comprises entre 0 et 90◦, l’impact du bruit sur le critère pour le système magnétique est
faible, donc on peut s’attendre à de bonnes performances dans cette région.
5.3.3 Choix optimal de la position du capteur
Avant de calculer la borne de Cramer-Rao pour comparer les deux systèmes, nous
cherchons la distance optimale entre l’articulation et le capteur. Cette distance est notée
cx.
Pour cela, nous avons tracé dans la figure 5.6 la matrice d’information de Fisher Jstat
(qui est dans notre cas un scalaire) en fonction de l’angle θ1 et de la distance cx pour les
deux systèmes. L’angle θ1 est compris entre −pi/2 et pi/2 et la distance cx est comprise entre
0m (on place le capteur sur l’articulation) et 0.3m (on place le capteur à l’extrémité de l’ar-
ticulation). Ensuite, nous avons tracé dans la figure 5.7 la distance optimale du capteur
en fonction de l’angle θ1. La distance optimale est la distance cx ∈ [0m, 0.3m] qui maximise
Jstat.
Pour le système magnétique, on remarque que comme ce dernier donne une infor-
mation sur l’orientation du capteur par rapport à la source, il peut être placé sur l’articu-
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FIGURE 5.6 – Jstat en fonction de la position du capteur sur le segment cx et l’angle de
l’articulation θ1 pour le système magnétique le le système acoustique
FIGURE 5.7 – distance optimale du capteur en fonction de l’angle θ1 pour le système
magnétique le système acoustique
lation, et pour θ1 ∈ [−90◦, 0◦], c’est la position optimale. Ceci est dû à l’effet du rapport
signal à bruit qui diminue si cx augmente (pour θ1 ∈ [−90◦, 0◦]) puisque la distance entre
la source et le capteur augmente. Dès que θ1 dépasse 0◦, il est de plus en plus intéressant
d’éloigner le capteur vers l’extrémité de la tige.
Quant au système ultrason, quel que soit l’angle, il est toujours plus intéressant d’éloi-
gner au maximum le capteur vers l’extrémité de la tige. En effet, la seule information que
ce système offre est la distance, et si le capteur est très proche de l’articulation, la distance
ne varie pas beaucoup en fonction de l’angle θ1 ce qui réduit l’information apportée par
la mesure. On remarque aussi l’existence d’un point singulier pour θ1 = −90◦ et θ1 = 90◦
où l’information donnée par le système est nulle.
Dans la suite, nous plaçons les capteurs à l’extrémité de la tige pour les deux systèmes
afin de comparer des configurations semblables pour les deux systèmes.
5.3.4 Calcul de la borne de Cramer-Rao
Le calcul de la borne de Cramer-Rao pour un mouvement spécifique renseigne sur
la précision maximale pouvant être atteinte en utilisant un algorithme d’estimation. De
plus, elle permet de comparer les performances obtenues par les deux systèmes étudiés.
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FIGURE 5.8 – Comparaison des indicateurs Cdyn,Θ et Cdyn,p pour les deux systèmes
Nous avons calculé les indicateurs Cdyn,Θ et Cdyn,p (voir sous-section 3.4.2) pour les
deux configurations proposées (système magnétique et système ultrason). Le mouve-
ment utilisé est un mouvement de flexion/extension de la tige V1 par rapport à la tige
V0 avec une période d’échantillonnage de 33.3ms (qui correspond à 30 postures par se-
conde). Le mouvement respecte les contraintes sur l’angle θ1 afin de ressembler à un
mouvement de flexion/extension de l’avant-bras par rapport au bras. Pour chaque pos-
ture, Cdyn,Θ et Cdyn,p sont calculés, et une courbe d’évolution de la précision en fonction
du temps est donc obtenue.
Les deux premières courbes de la figure 5.8 présentent une comparaison des deux
systèmes. Les troisième et quatrième courbes présentent l’évolution de l’angle θ1 et de la
distance entre la source et le capteur d en fonction du temps respectivement.
Il est clair que les performances du système magnétique dépendent de la distance. Quand
le capteur est proche de la source, la précision du système magnétique est supérieure à
celle du système ultrason. Par contre quand le capteur est éloigné de la source, comme le
rapport signal à bruit est réduit, le système perd en précision.
Quant au système ultrason, comme la variance du bruit de mesure est constante, l’im-
pact n’est pas dû à la réduction du rapport signal à bruit mais au problème d’observabi-
lité de l’état quand ce dernier s’approche de 90◦ (ceci est particulièrement observé dans
la figure 5.6). En effet, quand la tige est étendue (θ1 = −pi2 ), la dérivée de la fonction de
mesure par rapport à l’angle de rotation devient nulle, ce qui indique que l’état n’est pas
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observable à ce point. Par contre, grâce à l’information de la dynamique du mouvement
prise en compte par les indicateurs de performanceCdyn,Θ etCdyn,p, l’écart type de l’erreur
d’estimation de la position de l’extrémité de la tige n’est pas infini.
On retrouve ici les mêmes conclusions que celles obtenues en étudiant la topologie
du critère quadratique ξ(θ1, θ˜1). Même si la topologie permet de montrer visuellement
les problèmes d’observabilité de l’état, la BCR statique appliquée à une trajectoire bien
définie est plus intéressante à utiliser surtout pour des systèmes dont la dimension du
vecteur d’état est plus grande. De plus, elle offre une quantité simple à interpréter (écart
type de l’erreur d’estimation en degré ou en mètre).
Pour les applications suivantes, seule la BCR sera utilisée pour caractériser les perfor-
mances du système. La topologie ne sera utilisée que pour illustrer certains problèmes
détectés à travers le calcul de la BCR.
5.3.5 Comparaison de la performance des algorithmes
Les trois algorithmes proposés ont été testés pour ce système. Puisque le système utili-
sant les ultrasons admet des symétries, nous avons comparé les versions avec contraintes
des trois algorithmes car les versions non contraintes des algorithmes risquent d’estimer
des solutions symétriques aux solutions réelles.
Afin de mesurer le biais et la covariance de la variable aléatoire estimée xˆt, nous avons
utilisé une méthode de Monte-Carlo.
Chaque algorithme est initialisé à une valeur aléatoire tirée d’une distribution gaussienne
centrée en x0, correspondant à la posture de référence, et de matrice de covariance P0. A
chaque instant t de la simulation, les mesures sont calculés en utilisant la fonction de me-
sure h(x˜t) puis un bruit gaussien de moyenne nulle et de matrice de covariance R lui est
ajouté. Cette mesure bruitée est utilisée par l’algorithme afin d’estimer la valeur de l’état.
L’erreur entre la valeur estimée xˆt et la valeur réelle x˜t est calculée à chaque instant. La
procédure est répétée 100 fois. Enfin, la moyenne et la covariance de l’erreur de position-
nement de l’extrémité de la tige sont calculées. La moyenne de l’erreur (qui est le biais de
l’algorithme) et son écart type nous renseignent sur les performances de l’algorithme. Les
indicateursCdyn,Θ etCdyn,p sont calculés et comparés à l’écart type de l’erreur d’estimation.
Les résultats présentés dans la figure 5.9 montrent que les trois algorithmes sont ca-
pables d’atteindre la borne et qu’ils peuvent maintenir un biais relativement faible. En
terme de vitesse de convergence, l’algorithme LMA est le plus rapide à converger, suivi
par l’EKF puis par l’UKF. On note l’apparition de biais lors de l’extension complète de la
tige. Ce biais est du au phénomène d’inertie engendré par le filtrage qui utilise un modèle
d’état d’ordre 1. Ce phénomène coïncide pour le système magnétique avec un affaiblisse-
ment du rapport signal à bruit (puisque pour cette posture la distance entre la source et le
capteur est maximale) qui a comme conséquence la réduction de l’apport en information
du modèle de mesure. En terme de biais, l’algorithme LMA offre les meilleurs résultats,
suivi par l’UKF puis l’EKF.
On peut noter l’influence de la prise en compte de la contrainte lorsque le mouvement
d’extension atteint ses bornes. Comme cette information n’est pas prise en compte dans
le calcul de la BCRP, on peut remarquer que l’écart type de l’erreur obtenue lorsque la
tige est étendue est inférieur à la borne.
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FIGURE 5.9 – Comparaison des performances des algorithmes EKF, UKF et LMA pour le
système magnétique avec l’indicateur Cdyn,p
FIGURE 5.10 – Comparaison des performances des algorithmes EKF, UKF et LMA pour
le système ultrason avec l’indicateur Cdyn,p
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Pour la deuxième configuration (i.e. système à ultrason), on remarque que l’algo-
rithme UKF converge très lentement. Lorsqu’il a convergé (à partir de 4.5s), il obtient
donne des performances équivalentes aux deux autres algorithmes. Pour l’EKF et le
LMA, les performances sont très semblables. On note ici que l’application de la contrainte
aux algorithmes EKF et LMA permettent de résoudre le problème des solutions symé-
triques. Puisque la borne tracée ne tient pas compte de ces contraintes, on remarque,
comme pour le premier système, que l’écart type de l’erreur d’estimation obtenue par
les algorithmes lorsque la tige est à −90◦ est inférieur à celui proposé par la borne. Les
résultats sont reportés sur la figure 5.10.
5.4 Suivi du bras
5.4.1 Présentation du modèle
Le deuxième système étudié est celui du bras humain. La chaîne articulée correspon-
dante est composée du torse, du bras et de l’avant-bras d’un sujet. Le système de capture
de mouvement est composé d’une source magnétique dipolaire placée sur le torse, d’un
capteur tri-axial placé sur l’extrémité du bras et d’un deuxième capteur tri-axial placé sur
l’extrémité de l’avant-bras. Ainsi, le nombre de couples source/capteur est de deux. La
FIGURE 5.11 – Chaîne articulée du second cas traité
figure 5.11 présente le système ainsi que l’arbre enraciné équivalent.
Dans ce cas simple, le vecteur des parents est composé de deux indices :
p =
[
0 1
]>
(5.38)
Cette structure permet d’effectuer 5 rotations comme indiqué dans la figure 5.11. La pos-
ture présentée dans la figure correspond à θk = 0 (k = [1 · · · 5]). Ainsi, la matrice des angles
Θ s’écrit comme suit :
Θ =
[
θ2 θ3 θ1
θ4 θ5 0
]
(5.39)
Le vecteur des angles à estimer est :
a =
[
θ1 θ2 θ3 θ4 θ5
]>
(5.40)
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Le vecteur d’état est composé de 10 paramètres à estimer, à savoir :
x =
[
a> a˙>
]>
=
[
θ1 · · · θ5 θ˙1 · · · θ˙5
]>
(5.41)
L’émetteur est placé sur le torse avec un biais nul par rapport à son repère F0. Il s’en suit :
S1 = I4×4 (5.42)
Les récepteurs sont placés sur les membres respectifs comme suit :
C1 =
[
I3×3 p1
01×3 1
]
C2 =
[
I3×3 p2
01×3 1
]
(5.43)
Le choix du positionnement des capteurs sur les membres est effectué de la même fa-
çon que pour la première application. Il faut placer les deux capteurs à l’extrémité des
membres respectifs afin de maximiser la quantité d’information. Le placement du deuxième
capteur sur l’extrémité de l’avant-bras permet d’observer l’angle θ5 qui ne peut pas être
observé si ce dernier était près du coude. Donc on a utilisé p1 = [0 0.28 0.06]> et p2 =
[0.28 0 0.05]>.
Les matrices de transformation locales sont :
L1(x) =
[
R(θ1, θ2, θ3) l1
01×3 1
]
L2(x) =
[
R(θ4, θ5, 0) l2
01×3 1
]
(5.44)
Les positions des articulations sont l1 = [−0.5 0.15 0.10]> et l2 = [0 0.30 0]>.
La matrice de liaison Γ est :
Γ =

1 1
1 2
1 3
2 1
2 2

(5.45)
La matrice de liaison V (voir annexe D) est :
V =
[
1 1 0 1
1 2 0 2
]
(5.46)
La fonction de mesure libre pour les deux couple étant la même que celle présentée dans
le premier cas (5.23), les matrices de transformation des deux couples sont :
M1 = S−11 L1C1
M2 = S−11 L1L2C2
(5.47)
Soit dt la période d’échantillonnage des mesures. Les matrices F et A sont donc :
F =
[
I5×5 dtI5×5
05×5 I5×5
]
; A =
[ 1
2dt
2I5×5
dtI5×5
]
(5.48)
On suppose que le bruit d’état est identique sur tous les angles, et la matrice de covariance
est Σ = 1045 I5. Il s’agit de la même valeur que celle utilisée pour le premier système. La
matrice de covariance du bruit d’état est donc :
Qt = AΣtA> (5.49)
La fonction de mesure est :
z =
[
z1
z2
]
=
[
h∗mag(M1)
h∗mag(M2)
]
∈ R6 (5.50)
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5.4.2 Calcul de la borne de Cramer-Rao
En utilisant la même procédure que celle présentée pour le premier système, nous
avons calculé la BCR pour une séquence de mouvements du bras droit d’un sujet. Les
mouvements effectués par le bras dans cette séquence sont assez réguliers et balayent
une grande partie de l’espace d’état atteignable en excitant les cinq angles à estimer.
La figure 5.12 présente les postures clés de la séquence de mouvements avec les instants
FIGURE 5.12 – Liste de postures clés avec les instants correspondants
correspondants. Ceci permet de mieux interpréter la BCR et de faire le lien entre la pos-
ture et la qualité de l’estimation.
Puisqu’une seule configuration est utilisée, nous avons tracé dans la figure 5.13 les
deux indicateurs CX,Θ et CX,p pour les trois bornes proposées (X ∈ {stat, dyn, tay}) afin
de pouvoir les comparer. La borne statique
(
Jstat
)−1 permet d’interpréter les problèmes
potentiels de non-observabilité qui ne sont pas visibles dans les deux autres bornes car
celles-ci exploitent également la dynamique a priori. La borne a posteriori
(
Jdyn
)−1
, quant
à elle, donne une information sur l’impact du modèle dynamique sur la réduction de la
variance de l’estimation. En effet, les courbes Cdyn,Y avec Y ∈ {p,Θ} sont des bornes infé-
rieures pour les estimateurs qui filtrent les mesures en utilisant un modèle d’état ce qui
a comme effet de réduire la variance de l’état estimé (angle si Y = Θ ou bien position si
Y = p), alors que les courbes Cstat,Y sont des bornes inférieures pour les estimateurs qui
n’utilisent que la mesure actuelle pour estimer l’état.
La figure 5.14 décrit l’indice de l’angle dont la variance d’estimation est la plus grande
en fonction du temps. On remarque que cet indice varie selon la posture. Cette figure per-
met de connaitre les angles qui produisent un problème pour une posture bien définie,
ce qui nous permet en outre de mieux interpréter le problème.
On remarque l’effet de la prise en compte du modèle dynamique dans la réduction
de ce problème en comparant les courbes Cstat,Y et les courbes Cdyn,Y (Y ∈ {Θ,p}) de la
figure 5.13. La différence entre les courbes est due au manque d’information dans le cas
de l’indicateur Cstat,Y par rapport à l’indicateur Cdyn,Y . Ceci est normal puisque la matrice
de Fisher approximée pour le cas dynamique est la somme de la matrice de Fisher pour
le cas statique et une quantité positive (voir (3.40) et (3.11)) :
Jdyn(x˜t+1) = Jstat(x˜t+1) +
(
FJdyn(x˜t)−1F> + Qt
)−1
(5.51)
Cela implique que Cstat,Y ≥ Cdyn,Y (les indicateurs dépendent de l’inverse de leurs ma-
trices d’information de Fisher correspondantes). La différence entre les indicateurs Cdyn,Y
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FIGURE 5.13 – Comparaison des trois bornes en utilisant les deux indicateurs de perfor-
mance pour le système de capture de mouvement du bras
FIGURE 5.14 – Indices des angles présentant une variance maximale pour l’erreur d’esti-
mation en fonction du temps
et Cstat,Y est l’apport du modèle dynamique qui change en fonction du bruit d’état uti-
lisé et de la précision à l’instant précédent. Ceci implique que cette différence dépend de
l’historique du mouvement. On en déduit donc qu’il vaut mieux démarrer par une pos-
ture pour laquelle Cstat,Y est faible puisque cette information sera propagée aux instants
suivants et aura une meilleure contribution.
En observant l’indicateur Cstat,Θ, on note que la posture numéro 5 de la figure 5.12
présente une singularité. Cette posture correspond à l’instant 5.8s. Comme le montre la
figure 5.14, cette singularité est causée par les angles θ2 et θ3.
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Afin de mieux visualiser le problème, nous avons tracé le coût :
ξ(θ2, θ3) = ||h(θ˜1, θ2, θ3, θ˜4, θ˜5) − h(θ˜1, θ˜2, θ˜3, θ˜4, θ˜5)||2 (5.52)
pour des instants clé de la séquence de mouvement où seuls les angles θ2 et θ3 sont va-
riables et h est la fonction de mesure (composée de 6 valeurs représentant les 6 mesures
données par les deux magnétomètres).
La figure 5.15 présente le critère ξ(θ2, θ3) aux instants clés en précisant la région attei-
gnable par un rectangle. Pour les postures numéro 1, 2, 3, 4 et 6, il n’y a qu’une seule
solution dans la zone faisable, ce qui se traduit par de "bonnes" performances des algo-
rithmes. Par contre, la figure montre que pour la posture numéro 5, il y a une infinité de
combinaisons des angles θ2 et θ3 qui produisent la même mesure (Il n’y a pas un unique
minimum). Ici, on remarque une droite de solutions possibles dans la région atteignable.
Même si l’état n’est pas observable en ce point, l’information de la dynamique permet de
corriger ce problème et réduit la variance de l’estimation des angles. Il faut donc éviter
d’initialiser le vecteur d’état à cette posture car sans l’information a priori, l’estimateur
peut diverger.
Quand le bras est tendu (à peu près à t = 4s), on remarque une augmentation de la va-
FIGURE 5.15 – Fonction de coût ξ(θ2, θ3) pour les instants clé de l’animation
riance de l’erreur d’estimation de l’angle θ5. Ceci est dû à la distance entre la source et
le capteur placé sur l’avant-bras qui est grande pour cette posture, ce qui impacte seule-
ment les angles θ4 et θ5 puisque les angles de l’épaule peuvent être estimés en utilisant le
capteur placé sur le bras qui, lui, est plus proche de la source.
L’indicateur Cstat,p indique que l’écart type de l’erreur d’estimation de la position de
l’extrémité du bras pour ce mouvement ne doit pas dépasser 5cm. La borne statique in-
dique que l’erreur peut atteindre 20cm. Donc, selon l’historique du mouvement, les per-
formances de l’estimation peuvent varier. Si le système démarre à la posture correspon-
dant à t = 5.8, les bornes exploitant un modèle dynamique n’auront pas plus d’informa-
tion que la borne statique et donc on ne remarquera pas une différence entre les bornes
durant les premiers instants. La borne de Taylor quant à elle, en supposant un bruit d’état
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nul, ne fait que s’améliorer au cours du temps, au fur et à mesure de l’apport en informa-
tion contenue dans chaque mesure.
5.4.3 Comparaison des performances des divers algorithmes
La même procédure que celle décrite dans la sous-section 5.3.5 a été utilisée afin de
comparer les performances atteintes par les trois algorithmes. On réutilise la même sé-
quence de mouvements que celle ayant servie au calcul de la BCR. On utilise le même
nombre d’itérations et les mêmes bruits que ceux utilisés pour la première application.
La figure 5.16 compare l’écart type de l’estimation de la position de l’extrémité de l’avant-
FIGURE 5.16 – Etapes principales de la séquence de mouvements utilisée pour la première
configuration
bras par les algorithmes à l’indicateur de performance Cdyn,p et elle présente le biais d’es-
timation.
On remarque que pour ce mouvement, le biais et la variance de l’estimation obtenues en
utilisant LMA sont moins importants que ceux obtenus par EKF ou UKF. On remarque
aussi que pour les postures sollicitant l’activation de la contrainte (par exemple à t = 1s)
la variance de l’estimée peut être inférieure à la borne puisque celle ci ne tiens pas compte
des contraintes. Quant à l’EKF et l’UKF, ils présentent des performances comparables en
termes de variance, par contre en termes de biais d’estimation, l’EKF présente des biais
nettement inférieurs à celles présentées par l’UKF.
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On constate l’apparition de biais plus importants pour certaines postures, notamment
lorsque le bras est tendu. Pour cette posture, l’information apportée par la mesure don-
née par le capteur placé sur l’avant-bras est très faible. Les algorithmes donnent donc
plus de confiance à l’information apportée par l’état précédent, ce qui engendre ce biais
dû à l’inertie imposée par le filtrage du mouvement.
5.5 Suivi des deux bras
5.5.1 Présentation du modèle
La troisième application consiste en un système de capture de mouvement des deux
bras, des deux avant-bras et des deux mains. Nous proposons 9 configurations utilisant
la technologie magnétique, ou à ultrason, ou encore une combinaison des deux. Nous uti-
lisons les indicateurs de performance Cdyn,Θ et Cdyn,p afin de comparer les performances
attendues pour chaque configuration. La structure articulée des bras est présentée sur la
figure 5.17. Elle se compose de 7 membres : le torse, les deux bras, les deux avant-bras et
les deux mains.
FIGURE 5.17 – Modèle de chaîne articulée, graphe de liaisons et arbre enraciné modélisant
les bras d’un boxeur
Le diagramme de liaison présenté sur la figure 5.17 décrit les degrés de liberté au
niveau de chaque articulation :
– le torse définit le repère global, il est donc fixe ;
– les deux épaules permettent d’effectuer trois rotations (liaison rotule) ;
– les deux coudes permettent une seule rotation autour de l’axe y (liaison pivot) ;
– les deux poignets permettent d’effectuer les trois rotations (liaison rotule).
Le but de cette application est d’exploiter la borne de Cramer-Rao pour le choix de
la configuration de capteurs la mieux adaptée à un problème de capture de mouvement
complexe. La configuration choisie sera par la suite utilisée en simulation afin de compa-
rer les performances des divers algorithmes étudiés.
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Le bruit de tous les capteurs magnétiques utilisés est supposé gaussien d’espérance
nulle et de matrice de covariance R = 10−16I3×3T 2. Le bruit de tous les capteurs ultra-
son utilisés est supposé gaussien d’espérance nulle et de matrice de covariance R =
10−4I3×3m2.
Quant au bruit d’état, nous avons réutilisé celui retenu pour les simulations précédentes
pour tous les angles (Σ = 1045In f×n f ).
On note que pour que le diagramme de liaison présenté dans la figure 5.17 soit valide,
il faut que le ou les capteurs positionnés sur l’avant-bras soient placées près du coude et
non pas près du poignet. Ceci est du au fait que nous avons fusionné le mouvement de
pronation/supination de l’avant-bras (mouvement autour de l’axe x de l’avant-bras selon
la figure 5.17) dans les paramètres de l’articulation du poignet. Ainsi, la chaîne articulée
présentée dans cette section est différente de celle présentée dans la section 5.4. Ici, le
poignet est modélisée par une liaison rotule et le coude par une liaison pivot alors que
pour la section 5.4, le mouvement du poignet n’est pas suivi par le système.
5.5.2 Calcul de la borne de Cramer-Rao
5.5.2.1 Description de l’approche
Le but est de comparer plusieurs configurations en utilisant les indicateurs de perfor-
mance proposés dans le chapitre 3. On utilise une séquence de mouvement d’une scène
de boxe comprenant trois mouvements (uppercut, esquive, crochet). Les postures sont
présentés sur la figure 5.18. La séquence de mouvements est issue d’une base de données
au format bvh [for Arts ]. La fréquence des postures est de 30 postures par seconde. Le
calcul des critères Cdyn,Θ et Cdyn,p est effectué pour chaque posture de la séquence en te-
nant en compte du bruit d’état et de mesure.
Les configurations proposées sont présentées par le tableau 5.1. Les notations EM1,
EM2 et EM3 sont utilisées pour désigner une source magnétique respectivement uni-
axiale, bi-axiale ou tri-axiale. La notation RM est utilisée pour désigner un récepteur ma-
gnétique tri-axial. La notation EUS est utilisée pour désigner un émetteur ultrason. La
notation RUS est utilisée pour désigner un récepteur ultrason.
TABLE 5.1 – Liste des configurations proposés
Configuration V6 V5 V4 V0 V1 V2 V3
CF1 RM RM RM EM3 RM RM RM
CF2 RM RM RUS EM3,EUS RUS RM RM
CF3 RM RUS RM EM3,EUS RM RUS RM
CF4 RM RM EM3 RM RM
CF5 RM RM EM3 RM RM
CF6 RM RUS EM3,EUS RUS RM
CF7 RM RUS EM3,EUS RUS RM
CF8 RM RM RM EM1 RM RM RM
CF9 RM RM RM EM2 RM RM RM
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FIGURE 5.18 – Etapes principales de la séquence de mouvements utilisée pour la première
configuration
La première configuration, utilise une source magnétique tri-axiale placée sur le torse
et un capteur magnétique tri-axial sur chaque membre des bras. Les configurations 4 et 5
ont un capteur de moins respectivement sur le bras et l’avant-bras. La comparaison des
performances de ces trois configurations permet de reconnaitre l’importance de chaque
capteur et de conclure quant à la réduction du nombre de capteurs sans réduire considé-
rablement les performances et si c’est le cas, quelle configuration donnera les meilleures
performances.
Les configurations 2 et 3 substituent le capteur magnétique placé respectivement sur le
bras et l’avant-bras de la première configuration par un capteur ultrason en intégrant une
source ultrason sur le torse. Comparer les configurations 1, 2 et 3 permet de déduire si
une configuration hybride est meilleure et si c’est le cas, laquelle doit être retenue.
Les configurations 6 et 7 combinent les deux technologies en laissant à chaque fois un
membre sans capteur (respectivement le bras et l’avant-bras). Elles permettent de com-
parer deux configurations hybrides où les membres ne sont pas tous équipés.
Les configurations 8 et 9 utilisent respectivement une source magnétique uni-axiale et
mono-axiale car il est intéressant d’analyser l’impact de la réduction du nombre de sources
sur la qualité des estimées.
5.5.2.2 Résultats et interprétation
Les figures 5.19, 5.20 et 5.21 représentent les critèresCdyn,Θ (indicateur de performance
pour les angles), Cdyn,p3 (indicateur de performance pour l’estimation de la position du
bras gauche) et Cdyn,p6 (indicateur de performance pour l’estimation de la position du bras
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droit) pour les 9 configurations décrites dans le tableau 5.1. Les précisions moyennes et
maximales de chaque configuration pour ces trois critères sont présentés par les tableaux
5.2,5.3 et 5.4. Le classement est effectuée par rapport à la moyenne du critère sur toute la
séquence.
FIGURE 5.19 – Comparaison de 8 des 9 configurations avec l’indicateur Cdyn,Θ pour les
angles
FIGURE 5.20 – Comparaison de 8 des 9 configurations avec l’indicateur Cdyn,p3 pour l’ex-
trémité du bras gauche
A partir de ces résultats, on remarque le lien entre les indicateurs dérivés de la BCR
(voir la sous-section 3.4.2) et la distance source/capteur dans les configurations utilisant
des capteurs magnétiques. Par exemple, les mouvements uppercut et crochet ont une
faible précision d’estimation de la position du bras gauche (V3), tandis que la précision
de l’estimation de la position du bras droit (V6) (voir les figures 5.20 et 5.21) est élevée.
D’après la figure 5.18, durant ces deux mouvements le bras gauche est tendu alors que le
bras droit est fléchi de telle sorte que la distance entre la source placée sur le torse et le
capteur placé sur la main gauche est grande par rapport à la distance entre la source et
le capteur placé sur la main droite. D’autre part, pour le mouvement d’esquive, la main
droite est approchée du torse et la main gauche est éloignée du torse. On remarque pour
ce mouvement que la précision sur la main gauche est bien meilleure que la précision sur
la main droite. Ceci confirme que la précision se dégrade quand le capteur est éloigné de
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FIGURE 5.21 – Comparaison de 8 des 9 configurations avec l’indicateur Cdyn,p6 pour l’ex-
trémité du bras droit
TABLE 5.2 – Classification des configurations à partir de l’écart type de l’erreur maximale
sur les angles (Cdyn,Θ)
Rang Configuration Moyenne de Cdyn,Θ (◦) Maximum de Cdyn,Θ (◦)
1 CF1 1.9823 5.417
4 CF2 2.0783 5.8337
2 CF3 2.0094 5.655
5 CF4 2.0784 5.8358
3 CF5 2.0096 5.6601
7 CF6 8.7109 26.5535
8 CF7 12.6196 37.8891
9 CF8 68.3923 161.8719
6 CF9 3.1773 7.6037
TABLE 5.3 – Classification des configurations à partir de l’écart type de l’erreur de posi-
tion de l’extrémité du bras gauche (Cdyn,p3 )
Rang Configuration Moyenne de Cdyn,p3 (m) Maximum de C
dyn,p
3 (m)
1 CF1 0.0028935 0.026831
4 CF2 0.0040563 0.0501
2 CF3 0.0033132 0.042695
5 CF4 0.0040582 0.050221
3 CF5 0.0033172 0.042764
7 CF6 0.0067524 0.10557
8 CF7 0.0067609 0.11091
9 CF8 0.17814 0.53705
6 CF9 0.0043823 0.039092
l’émetteur puisque le rapport signal à bruit est réduit.
La comparaison des résultats de la configuration 1 à ceux des configurations 4 et 5
montre qu’il est possible de réduire le nombre de capteurs sans avoir une réduction si-
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TABLE 5.4 – Classification des configurations selon l’écart type de l’erreur de position de
l’extrémité du bras droit (Cdyn,p6 )
Rang Configuration Moyenne de Cdyn,p6 (m) Maximum de C
dyn,p
6 (m)
1 CF1 0.0085051 0.018991
4 CF2 0.012322 0.030185
2 CF3 0.010408 0.032332
5 CF4 0.012324 0.030195
3 CF5 0.010469 0.033039
7 CF6 0.030013 0.092633
8 CF7 0.030958 0.098755
9 CF8 0.16163 0.3192
6 CF9 0.01466 0.031566
gnificative de la précision. Les résultats montrent que la différence entre la configuration
1 et la configuration 5 sont très minimes (voir les tableaux 5.2, 5.3 et 5.4). La configuration
4, quant à elle, a une précision légèrement moindre mais qui reste assez faible. Pour ré-
sumer, il est possible de réduire le nombre de capteurs magnétiques utilisés sans affecter
significativement la précision en éliminant les capteurs placés sur l’avant-bras.
La comparaison des résultats de la configuration 1 à ceux des configurations 2 et 3
montre qu’il est possible de substituer un capteur magnétique par un capteur ultrason
sans affecter la précision de façon significative. Par contre, il est préférable de substituer
le capteur placé dans l’avant-bras plutôt que celui placé sur le bras, puisque la configura-
tion 3 donne des résultats bien meilleures que celles données par la configuration 2. Cela
s’explique par l’importance de l’information apportée par le capteur magnétique placé
sur le bras par rapport à celle apportée par le capteur magnétique placé sur l’avant bras.
La configuration 8 n’est pas souhaitable. En effet, elle souffre d’un problème d’ob-
servabilité et les courbes n’ont pas été reportées. Les critères Cdyn,p3 C
dyn,p
6 et C
dyn,Θ ne
permettent pas de détecter ce problème, puisque le modèle d’état permet de réduire l’in-
certitude sur les angles. Par contre l’usage des critères Cstat,p3 C
stat,p
6 et C
stat,Θ le mettent
clairement en évidence. Nous avons tracé les divers indicateurs de performances sur la
figure 5.22. On remarque à partir des indicateurs Cstat,Θ et Cstat,p3 que pour plusieurs pos-
tures, les performances du système sont médiocres. Ce problème est lié à la non obser-
vabilité d’une combinaison d’angles induite par le fait d’utiliser une unique source pour
ce modèle de chaîne articulée, ce qui rend les angles au niveau du poignet inobservables
pour certaines postures.
Finalement, la meilleure configuration qui semble la plus pertinente est la numéro 1
qui utilise un capteur magnétique tri-axe sur chaque membre et une source tri-axiale en
émission. Il est à noter que la configuration 2 utilise le même nombre de capteurs magné-
tiques et ultrason que la configuration 3 mais elle atteint des précisions moindres. Ceci
confirme l’importance d’un bon choix des technologies à utiliser et de la répartition les
capteurs sur le corps.
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FIGURE 5.22 – Comparaisons des indicateurs CX,Θ et CX,p3 pour la configuration 8
5.5.3 Comparaison des performances des divers algorithmes
La même procédure que celle décrite dans le paragraphe 5.3.5 a été utilisée afin de
comparer les performances atteintes par les trois algorithmes. On réutilise la même sé-
quence de mouvements que celle utilisée pour le calcul des indicateurs de performance.
On utilise également le même nombre d’itérations et les mêmes bruits que ceux utilisés
pour la première application.
Nous comparons les algorithmes proposés pour la configuration CF1. Selon le calcul des
indicateurs de performance, cette configuration semble la plus pertinente en terme de
précision. On peut aussi noter que pour cette configuration, il n’y a pas de solutions sy-
métriques car elle utilise une source tri-axiale et un capteur tri-axial sur chaque membre
du corps suivi.
Les simulations tendent à montrer que les trois algorithmes atteignent des perfor-
mances très proches de la borne de performance calculée. Même si les différences entre
les résultats données par les trois algorithmes sont minimes, l’algorithme LMA produit
l’écart type de l’erreur le plus faible et il offre souvent le biais le plus réduit sur toute la
séquence de mouvements considérés. Même s’il a produit un écart type de l’erreur lé-
gèrement inférieur à celui produit par l’EKF, l’UKF présente des biais remarquablement
plus fortes que celles présentés par les deux autres algorithmes.
L’impact du choix de la matrice de covariance du bruit d’état Q est remarqué dans le
biais. Une matrice de covariance contenant de faibles valeurs provoque l’amplification de
l’aspect de filtrage ce qui conduit à une variance plus faible, mais ce qui crée un biais dans
l’estimation. Une matrice de covariance contenant des valeurs plus importantes renforce
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la réactivité de l’estimateur aux mesures en réduisant le biais dans le cas de mouvements
rapides, mais cela réduit l’aspect filtrage conduisant à une plus grande variance de l’état
estimé.
La figure 5.23 montre qu’un biais généré par le temps de latence du filtre se produit quand
un mouvement rapide est réalisé (comme c’est le cas pour l’uppercut et le crochet, mou-
vements entres 0, 5s et 1, 5s et entre 6.8s et 7.5s respectivement). En terme de précision,
l’algorithme LMA offre de meilleurs résultats que l’EKF et l’UKF. Pour les mouvements
plus lents, les algorithmes ne sont pas biaisés et comme ils atteignent la borne de Cramer-
Rao, ils sont dites efficaces.
FIGURE 5.23 – Comparaison des performances des algorithmes avec l’indicateur Cdyn,p
pour la main gauche
5.6 Conclusion
Dans ce chapitre, nous avons utilisé les résultats théoriques développés dans cette
première partie du manuscrit pour étudier trois configurations d’un système de capture
de mouvement en simulation. Pour chaque exemple, nous avons présenté les paramètres
du modèle décrit dans le chapitre 2. Nous avons ensuite construit les indicateurs de per-
formance (basés sur la BCR et la BCRP) développés chapitre 3 afin de qualifier les dif-
férentes configurations et de détecter d’éventuels problèmes de non-observabilité. Enfin,
les algorithmes proposés dans le chapitre 4 ont été comparés.
Nous avons pu constater l’intérêt des divers indicateurs proposés pour le dimension-
nement du système, la prédiction des performances maximales atteignables par les algo-
rithmes et enfin pour le choix argumenté de la position et du nombre de capteurs.
Dans le cas d’utilisation de capteurs magnétiques, nous avons montré l’impact de la
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distance entre la source et le capteur sur la précision d’estimation. Ceci est due aux rap-
port signal à bruit qui se réduit avec la distance. Ceci permet de choisir de façon plus
objective la position du capteur sur le membre correspondant.
Nous avons montré l’utilité des contraintes dans la réduction de l’écart type de l’er-
reur lorsque la contrainte est violée. Comme les indicateurs de performance proposés ne
tiennent pas compte de la contrainte, les algorithmes peuvent fournir des précisions qui
soient au dessous de ces indicateurs dans certains cas.
Les algorithmes analysés offrent des résultats satisfaisants. Pour la version ultrason
du premier système proposé , on a noté une lenteur de convergence pour l’algorithme
UKF par rapport aux deux autres algorithmes. Pour le reste des cas, les trois algorithmes
offrent des performances assez similaires.
Enfin, des biais ont été observés pour les mouvements rapides (par exemple dans la
séquence de boxe, le mouvement uppercut et crochet). Ces biais sont dus au filtrage effec-
tué par les algorithmes en utilisant le modèle d’état. Ces problèmes peuvent être réduits
en utilisant un bruit d’état plus élevé. Par contre, un bruit d’état plus élevé aura comme
effet d’augmenter la variance de l’erreur d’estimation. Il faut donc chercher un compro-
mis entre la réactivité du système de capture de mouvement et la variance de l’estimation.
Le d’état était identique pour tous les angles estimés. Ce choix est critiquable puisque
les mouvements des divers angles n’ont pas tous les mêmes caractéristiques et qu’il était
possible d’étudier de façon individuelle le comportement des angles afin de fixer un bruit
d’état plus adapté. Cette étude n’a pas été faite pendant cette thèse mais peut être envi-
sagée dans une étude ultérieure.
Les résultats de simulation sont souvent très optimistes par rapport aux résultats
réels. Ici, nous n’avons pas modélisé divers phénomènes, tels que :
– l’incertitude sur le biais et la sensibilité du capteur ;
– la non-orthogonalité des axes du capteur ;
– l’incertitude sur la taille réelle des divers segments du corps ;
– l’incertitude sur le positionnement et l’orientation du capteur par rapport au membre
sur lequel il est attaché ;
– l’incertitude sur la nature du bruit de mesure (supposé gaussien additif).
Toutes ces incertitudes peuvent poser des problèmes dans la pratique et réduire les
performances réelles du système par rapport à la théorie. Pour ceci, nous présenterons
dans la deuxième partie de ce manuscrit les détails de réalisation d’un système de cap-
ture de mouvement magnétique en présentant les caractéristiques réelles du bruit. Nous
montrerons les limites de l’approximation gaussienne. Ensuite, nous présenterons des
méthodes de calibration du système afin de réduire les incertitudes données ci-avant.
Enfin, nous testerons les algorithmes avec des mesures réelles et nous comparerons la
stabilité des algorithmes proposés face aux imperfections du système.
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Deuxième partie
Technologie magnétique pour la
capture de mouvement ambulatoire
Présentation de la partie
Dans la première partie de ce mémoire de thèse, les travaux théoriques sur la capture
de mouvement par mesures de distance ont été présentés.
Cette deuxième partie de la thèse se concentre sur la partie matérielle d’un système de
capture de mouvement ambulatoire. Ici, une technologie de mesure basée sur le champ
magnétique est présentée en détails. Un premier prototype de système de capture de
mouvement utilisant les modèles et algorithmes présentés dans le premier chapitre est
présenté, puis des testes permettent de comparer les performances du système réalisé
avec les performances théoriques.
La réalisation d’un prototype de système de capture de mouvement ambulatoire
constitue une grande partie de ce travail. Elle permet de valider les principes théoriques
et de tester cette approche. La technologie magnétique a été choisie pour les avantages
qu’elle présente par rapport à d’autres technologies candidates :
– précision ;
– mesures dépendant de la position et le l’orientation du capteur ;
– absence de problèmes de perte de visibilité entre la source et le capteur qu’on trouve
par exemple dans les systèmes ultrason ou bien les systèmes ultra large bande ;
– possibilité d’embarquement du système entier sur le corps humain ;
– prix réduit du système de capture de mouvement ;
– capteurs légers et non contrains.
Par contre, le choix de cette technologie présente des inconvénients. En premier lieux,
puisque le champ magnétique décroit très rapidement, se pose le problème de réaliser un
rapport signal à bruit suffisamment élevé afin d’atteindre les performances requises tout
en respectant les contraintes de consommation d’énergie et de dimensions du système.
En second lieux, on est confrontés aux problèmes d’interférence entre les signaux générés
par plusieurs sources magnétiques. Enfin, nous sommes confrontés au problème de cali-
bration du système, et en particulier des capteurs magnétiques, car ces derniers doivent
fournir une mesure très précise du champ.
Le principe de fonctionnement du système est présenté dans le premier chapitre.
Dans le deuxième chapitre, nous présentons l’étude système et la réalisation d’un dé-
monstrateur de système de capture de mouvement ambulatoire. Le troisième chapitre
s’intéresse à la calibration du système. Le dernier chapitre est dédié aux tests du démons-
trateur réalisé. Les résultats sont présentés et comparés aux résultats théoriques permet-
tant de conclure quant à l’efficacité de l’approche, et de la conformité des performances
pratiques aux performances théoriques.
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6.1 Introduction
Dans ce chapitre, nous présentons une technologie de mesure adaptée à la capture
de mouvement et développée durant cette thèse. Le but est d’exploiter les propriétés du
champ magnétique afin de créer un système de mesure magnétique composé de sources
et capteurs déployés sur une chaîne articulée. Le système doit offrir la possibilité d’effec-
tuer des mesures de champs magnétiques générés par plusieurs sources et de les séparer.
Le choix de la technologie magnétique est expliqué par le fait que la mesure du champ
magnétique dépend à la fois de la position et de l’orientation du capteur par rapport à la
source, ce qui permet de réduire le nombre de capteurs nécessaires.
L’un des problèmes les plus connus des systèmes de capture de mouvement magné-
tique est la faible portée des sources de champ magnétique car ce dernier décroit avec
le cube de la distance. Comme les distances inter-membres d’une chaîne articulée sont
faibles, les effets de cette décroissance sont limités. De même, la probabilité d’avoir un
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perturbateur dans le volume de capture est faible.
Nous commençons par un état de l’art succinct sur l’usage du champ magnétique
dipolaire pour la capture de mouvement et nous posons les différentes problématiques à
traiter. Ensuite, nous présentons l’approche utilisée en détail en décrivant ses avantages
et ses limites.
6.2 Techniques utilisés dans la littérature
On trouve dans la littérature des systèmes magnétiques utilisant des sources actives
de champ magnétique afin de retrouver la position et l’orientation du récepteur par
rapport à l’émetteur. Ils sont généralement non ambulatoires [O’Brien 2000][Raab 1979]
et souffrent du problème de limitation de l’espace de capture puisque l’amplitude du
champ magnétique décroit en fonction du cube de la distance.
En 1979, RAAB et al. [Raab 1979] ont présenté un système permettant de mesurer la po-
sition et l’orientation d’un capteur de champ magnétique tri-axial à partir de la mesure
du champ généré par une source elle aussi tri-axiale connaissant un motif d’excitation
a priori. Des systèmes magnétiques de localisation ont été développés depuis et ils ont
été utilisés dans la capture de mouvement. Mark Shneider et al. [Schneider 2007] ont pré-
senté un système de capture de mouvement basé sur des trains de champ magnétique
continu (pulsed-DC). Ce système commercialisé par la marque Assension permet de lo-
caliser plusieurs capteurs magnétiques dans un volume d’espace réduit. Les systèmes de
capture de mouvement par émission de champ variable (AC) existent [Menache 2000] et
semblent offrir une meilleure immunité aux perturbateurs magnétiques externes.
A notre connaissance, le seul système de capture de mouvement ambulatoire utilisant des
sources actives de champ magnétique fixés sur le corps à suivre a été proposé par Roten-
berg et al. [Rotenberg 2006]. Il consiste à utiliser trois bobines perpendiculaires fixées sur
le corps humain générant un champ magnétique mesuré par des magnétomètres incorpo-
rés dans une combinaison de capture de mouvement. L’utilisation du champ magnétique
vient en complément d’une mesure inertielle et a pour but d’améliorer la précision du
système. Ce système utilise des trains d’émissions continues de courtes durées. Il s’agit
d’une technique simple à réaliser qui permet de réutiliser des magnétomètres dont la lar-
geur de bande est réduite. Cependant, elle présente plusieurs inconvénients. En effet, le
spectre du champ magnétique dans la plage de fréquences inférieures à 1kHz est très per-
turbé. Les bobines des transformateurs électriques, les lignes électriques, les écrans des
ordinateurs etc., génèrent du champ magnétique basse fréquence qui perturbe ce types
de systèmes. De plus, l’utilisation de capteurs fonctionnant à partir du continu entraine
que ceux-ci mesurent également le champ magnétique terrestre qu’il faut extraire de la
mesure en faisant des mesures du champ à vide (c’est-à-dire sans émissions).
Nous proposons une technique ambulatoire où les sources et les capteurs sont placés sur
le corps du sujet. Cette technique permet d’utiliser des capteurs bas coût pour capturer la
posture du sujet. Elle permet de distinguer les champs générés par les diverses sources et
de les séparer de la mesure du champ magnétique terrestre. Elle est basée sur du champ
magnétique alternatif (AC) en régime quasi statique ce qui permet de s’éloigner des per-
turbations basse fréquence tout en restant dans un régime non propagé.
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6.3 Principe de fonctionnement
On appelle dipôle magnétique toute source de champ magnétique telle que, en un
point p de l’espace, le champ magnétique généré par ce dipôle exprimé dans le repère lié
à la source est :
b(p) =
µ0
4pid5
(
3
(
m>(t)p
)
p − d2m
)
(6.1)
où b est l’induction magnétique (exprimée en T ), µ0 est la perméabilité du vide (expri-
mée en Tm/A), m ∈ R3×1 (exprimé en Am2 ) est le moment magnétique de la source et
d =
√
p>p est la distance (exprimée en m) entre la source et la position de mesure.
Un capteur placé à une position p et dont l’orientation par rapport au repère lié à la
source est décrite par la matrice de rotation R mesure un champ magnétique :
b(M) = R>b(p) (6.2)
où
M =
[
R p
01×3 0
]
(6.3)
est la matrice de transformation du repère de la source au repère du capteur.
Typiquement, une spire parcourue par un courant électrique génère un champ ma-
gnétique pouvant être considéré comme dipolaire à partir d’une distance généralement
choisie comme 3 fois supérieure aux dimensions de la spire. Les courbes tangentes aux
vecteurs du champ magnétique sont appelées lignes de champ. Pour un dipôle magné-
tique, ces lignes ont une forme elliptique comme le présente la figure 6.1.
Une bobine de plusieurs spires peut elle-aussi être approximée à un dipôle magnétique
FIGURE 6.1 – Dipôle magnétique et lignes de champ
si la distance entre la bobine et le capteur est suffisamment grande (en général, au moins
3 fois plus grande que la plus grande dimension de la bobine, selon la précision requise).
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D’après la formule (6.3), on observe que le champ magnétique décroit avec le cube de
la distance. A distance équivalente, il est deux fois plus fort sur l’axe de la spire que sur
le plan de la spire.
On observe aussi que le champ magnétique dipolaire dépend à la fois de la position du
capteur et de son orientation par rapport à la source. Ceci fait de cette technologie une
bonne candidate pour le suivi du mouvement des capteurs.
Le principe se résume à l’utilisation d’une ou plusieurs mesures d’un champ ma-
gnétique émis par une ou plusieurs sources magnétiques approximées par des dipôles
magnétiques puis à l’utilisation des outils présentés dans la première partie de ce ma-
nuscrit afin d’inverser le problème et retrouver la posture du sujet.
La première problématique à traiter est celle de fournir des mesures de champ magné-
tique qui soient indépendantes sachant que le champ magnétique mesuré par le capteur
est la somme de tous les champ magnétiques générés par les différentes sources du sys-
tème, le champ géomagnétique (champ magnétique terrestre) et les champs magnétiques
parasites dus aux systèmes électroniques dans l’environnement du capteur.
La solution retenue utilise la technique de multiplexage fréquentiel, dite FDMA (Fre-
quency Division Multiple Access) qui consiste à moduler chaque signal émis par une
fréquence différente, puis à filtrer chaque signal individuellement. Pour simplifier le fil-
trage, nous avons opté pour l’usage d’une double détection synchrone en transposant le
signal reçu en fréquence pour le ramener dans la bande de base. Une fois le signal dans la
bande de base, un filtrage passe-bas permet d’éliminer les autres signaux dont le champ
géomagnétique et les autres champs générés par les autres sources. Ceci permet d’obtenir
un signal continu qui est équivalent à un champ magnétique statique et pour lequel il est
possible d’utiliser les formules présentées précédemment.
La fréquence d’émission f doit satisfaire l’hypothèse de quasi-stationnarité du si-
gnal (ARQS : Approximation des Régimes Quasi-Stationnaires) qui consiste à négliger
le temps de propagation des ondes électromagnétiques :
λ =
c
f
>> DMAX (6.4)
où λ est la longueur d’onde, DMAX est la distance maximale entre la source et le capteur
magnétique et c est la célérité de la lumière.
La bande de fréquence choisie est de 1kHz à 50kHz. Ce choix permet de s’éloigner des
perturbateurs présents dans la bande des basses fréquences (entre 0Hz et 1kHz) ainsi que
le champ magnétique terrestre tout en conservant l’ARQS qui permet d’exploiter la fonc-
tion de mesure du champ magnétique dipolaire (6.3).
En émission, nous avons choisi d’utiliser une bobine que nous excitons par un cou-
rant alternatif I(t) d’amplitude Imax afin de générer un champ magnétique de fréquence
fixée. L’amplitude maximale du champ mesuré est donc l’amplitude du champ magné-
tique équivalent dans le cas d’une émission statique où le courant utilisé serait Imax.
A la réception, nous avons opté pour l’usage de magnétomètres de type MEMS (Mi-
cro ElectroMecanical Systems) pour leur taille, leur poids et leur prix réduis. L’avantage
110
CHAPITRE 6. APPROCHE DE CAPTURE DE MOUVEMENT PAR MESURES
MAGNÉTIQUES
majeur de l’usage de ces capteurs par rapport à l’usage de bobines de réception est lié
à leur taille. De plus, ce type de capteurs peut, contrairement aux bobines, mesurer des
champs statiques et donc donner une information supplémentaire concernant l’orienta-
tion du capteur par rapport au repère terrestre. Nous avons choisi un capteur dont la
largeur de bande du spectre de réception est élevée (5MHz) ce qui permettra de mesu-
rer des champs ayant des fréquences différentes. Cependant, ces capteurs sont souvent
moins performants que les bobines et ils ont un bruit de réception plus élevé.
L’approche proposée pose de nouvelles problématiques à résoudre :
– produire un champ magnétique de moment élevé tout en créant une source de
dimensions faibles et en tenant compte de la consommation électrique du système ;
– séparer les divers signaux générés et éliminer les perturbateurs et le champ magné-
tique terrestre ;
– calibrer les capteurs, leur positionnement sur le corps ainsi que les dimensions des
membres sur lesquels les capteurs sont placés.
Ces différents points seront abordés au cours de notre étude.
6.4 Principe de génération du champ magnétique
Soit u le vecteur unitaire décrivant la direction et le sens du moment magnétique et
m = ||m|| l’amplitude du moment magnétique :
m = mu (6.5)
En substituant (6.5) dans (6.3), on montre que le champ magnétique mesuré en chaque
point est proportionnel au moment du champ magnétique généré par la source :
b(p) = mR>
µ0
4pid5
(
3
(
u>p
)
p − d2u
)
(6.6)
L’amplitude du moment magnétique m d’un dipôle est proportionnelle à l’intensité du
courant qui traverse la bobine :
m = µappNIpi
D2
4
(6.7)
où :
– m (Am2) est la valeur du moment magnétique du dipôle équivalent ;
– µapp (T A/m) est la perméabilité apparente du cœur utilisé (1 s’il s’agit d’une bobine
à air) ;
– N est le nombre de spires ;
– I (A) est l’intensité du courant parcourant la bobine ;
– D (m) est le diamètre de la bobine.
Plusieurs approches sont envisageables pour la génération du champ magnétique al-
ternatif. L’approche utilisée dans le prototype développé consiste en la mise en résonance
d’un circuit RLC dont l’élément inductif est une bobine qui permet de générer un champ
magnétique. Cette technique a plusieurs avantages :
– elle est simple à réaliser ;
– elle ne nécessite pas l’usage d’un étage d’amplification dédié qui peut encombrer
le système ;
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– elle ne nécessite pas l’usage d’un convertisseur numérique-analogique puisqu’il
suffit d’exciter le transistor par un signal carré ;
– elle est plus efficace en termes de puissance consommée.
En effet, de hautes tensions sont générées au bornes de la bobine lorsque le circuit est
en résonance et l’impédance globale du circuit à cette fréquence est égale à la résistance
du fil de cuivre constituant la bobine.
Les inconvénients de cette technique sont liés à la précision de la fréquence d’excitation
du circuit. Si cette fréquence n’est pas précisément fixée à la fréquence de résonance, l’im-
pédance du circuit résonant augmente ce qui entraine une perte de puissance d’émission
ainsi qu’un risque de déphasage important entre le signal émis et le signal reçu. A ceci
s’ajoute le fait que la fréquence de fonctionnement est fixée et ne peut être changée qu’en
modifiant la valeur de la capacité d’accord placée en série avec la bobine d’émission.
FIGURE 6.2 – Circuit de commande d’émission magnétique
Le schéma simplifié de la partie analogique du système de génération du champ ma-
gnétique est présenté sur la figure 7.3. Cette partie est contrôlée par l’étage numérique à
travers un transistor supportant de grandes intensités à une fréquence d’émission fixée.
La résistance R est la résistance du fil de la bobine. La capacité Cp est la capacité parallèle
créée par les spires de la bobine. Cette capacité peut être négligée à basse fréquence. La
capacité série Cs est une capacité d’accord qui permet de fixer la fréquence de résonance
du circuit.
Le circuit est excité par un signal carré à la fréquence de résonance ce qui produit au
borne de la bobine un signal sinusoïdal à la même fréquence par effet de filtrage induit
par le filtre RLC. Le passage du courant à l’intérieur de la bobine génère un champ ma-
gnétique à la même fréquence. A la résonance, le déphasage induit par le circuit RLC est
nul, ce qui est intéressant puisque, comme les longueur d’onde des signaux émis sont
grandes, à la réception, la phase totale est faible ce qui permettra de faire l’approxima-
tion que la composante en phase est plus importante que la composante en quadrature
de phase (voire la sous-section 6.5 pour plus de détails).
Afin de maximiser le rapport signal à bruit, il est nécessaire de maximiser la valeur
de mmax. Un champ magnétique plus fort implique une portée plus importante et une
meilleure précision. Selon l’équation (6.7), maximiser le moment magnétique en émis-
sion revient à maximiser l’un des paramètres, diamètre de la bobine D, nombre de spires
N, intensité du courant I ou perméabilité apparente µapp.
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Selon l’application envisagée, les dimensions de la bobine peuvent être imposées. Une
bobine de longueur élevée ne respecte pas l’approximation dipolaire ce qui implique une
grande contrainte sur les dimensions de la bobine. L’intensité maximale du courant peut,
elle aussi, être imposée par l’application. Le nombre de spires N ainsi que la perméabilité
du matériaux du noyau de la bobine µapp sont des paramètres qui peuvent être choisis et
adaptés.
A partir des équations (6.3), (6.5) et (6.7), il est clair que le champ magnétique mesuré
à une position bien déterminée est directement proportionnel à l’intensité du courant
électrique circulant dans la bobine. A la résonance, la source est excitée par un courant
alternatif de la forme :
I(t) = Imax sin(2pi f t) (6.8)
En remplaçant (6.8) dans (6.7), on obtient :
m(t) = mmax sin(2pi f t) (6.9)
où
mmax = µappNImaxpi
D2
4
(6.10)
Le moment magnétique généré par la source est donc :
m(t) = mmax sin(2pi f t)u (6.11)
6.5 Principe de séparation des sources
A la réception, il est nécessaire de séparer les différents signaux émis séparément.
Pour ceci, un filtrage sélectif peut être effectué. Pour faciliter le filtrage, nous effectuons
d’abord une transposition en fréquence puis nous appliquons un filtrage passe-bas suivi
par une décimation. Notons que la transposition en fréquence s’effectue en multipliant le
signal reçu par deux signaux sinusoïdaux ayant la même fréquence f et déphasés de pi2 .
Dans un cas parfait où seul le signal émis est reçu, et en l’absence de bruit, l’expres-
sion du champ magnétique mesuré à la position et orientation décrite par la matrice de
transformation M à un instant t peut être écrite comme un signal modulé de la forme :
b(t,M) = bmax(M) sin(2pi f t + φ) (6.12)
où bmax(M) contient l’information sur la position et l’orientation du capteur par rapport
à la source. sin(2pi f t + φ) est un signal modulant qui servira par la suite à distinguer les
divers signaux générés par les sources. φ est le déphasage subi par le signal entre son
émission et sa réception.
L’opération de transposition en fréquence permet d’obtenir deux valeurs I et Q telles
que :
I = bmax(M)
[
sin(2pi f t + φ) sin(2pi f t)
]
= −12 bmax(M)
[
cos(4pi f t + φ) − cos(φ)] (6.13)
et
Q = bmax(M)
[
sin(2pi f t + φ) cos(2pi f t)
]
= 12 bmax(M)
[
sin(4pi f t + φ) − sin(φ)] (6.14)
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Notons que I et Q sont des vecteurs de dimension 3 telle que chaque composante corres-
pond à une des trois composantes du champ magnétique mesuré.
Comme le montre la figure 6.3, les signaux résultant sont la somme d’un signal continu
et d’un signal à la fréquence 2 f . Ainsi, un filtrage passe-bas permet de ne retenir que
la composante continue du signal. La bande de fréquences à filtrer doit être choisie la
plus étroite possible afin de réduire le bruit tout en respectant la plage de fréquences
des mouvements considérés. La fréquence maximale du mouvement du corps humain
ne dépasse pas 10Hz selon [Zeng 2011], [Diaz 1993], [Kimmeskamp 2001], [Pope 1985].
En conséquence, la bande du signal utile est de 10Hz. Pour des problèmes d’implémen-
tation, nous avons utilisé une bande plus large (100Hz) (voir détails dans la sous-section
7.2.3.5). Après filtrage, la composante du signal à la fréquence 2 f est atténuée et on ob-
tient :
I˜ = 12 bmax(M) cos(φi)
Q˜ = − 12 bmax(M) sin(φi)
(6.15)
Dans ce cas, l’amplitude de la composante k du champ magnétique statique équi-
valent bmax(t) peut être obtenue par :
|| [bmax(M)]k || = 2
√[
I˜
]2
k
+
[
Q˜
]2
k
(6.16)
On rappelle que l’indice k représente ici le numéro de la composante, k ∈ {1, · · · , 3}. On
FIGURE 6.3 – Principe de la démodulation
note que l’amplitude est toujours positive alors que la composante recherchée est signée.
Il faut donc déterminer les phases relatives (signe) des composantes du champ. En pre-
nant comme hypothèse que la phase φ est constante et faible, le signe de [bmax(M)]k est
identique à celui de I˜ :
[bmax(M)]k = 2sign
([
I˜
]
k
) √[
I˜
]2
k
+
[
Q˜
]2
k
(6.17)
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l’opérateur sign est défini par :
sign(a) =
{
1 si a ≥ 0
−1 si a < 0 (6.18)
Dans un cas réel, le signal mesuré est entaché d’un bruit supposé blanc et additif
plus d’autres signaux parasites. Nous notons wI et wQ les bruits contenus dans les com-
posantes I˜ et Q˜ qui englobent le terme de bruit de mesure dans la bande de fréquence
initiale transposé en fréquence dans la bande de base. Les autres signaux ainsi que le
champ magnétique terrestre sont atténués par le filtre passe-bas puisque leurs spectre
après la transposition est loin de la bande de base (si les fréquences ont été suffisam-
ment éloignées). Nous supposons que parmi tous ces signaux, le bruit se trouvant dans
la bande de fréquence d’émission est prédominant puisqu’il n’a pas été filtré (c’est un
bruit blanc additif). Ainsi, les composantes I˜ et Q˜ du champ reçu sont :
I˜ = 12 bmax(M) cos(φi) + wI
Q˜ = −12 bmax(M) sin(φi) + wQ
(6.19)
La non-linéarité des expressions (6.16) et (6.17) entraine que les bruits sur la grandeur me-
surée bmax(M) ne sont pas, en toute rigueur, additifs et gaussiens contrairement à ce qui
a été supposé dans l’équation (2.50) du chapitre 2. Par contre, sous certaines conditions,
le bruit peut être approximé à un bruit additif gaussien.
6.5.1 Cas d’un fort rapport signal à bruit
Si le rapport signal à bruit est suffisamment fort :
|| [bmax(M)]k || >> || [wI]k || et || [bmax(M)]k || >> || [wQ]k || (6.20)
c’est-à-dire que
||
[
I˜
]
k
|| >> || [wI]k || et ||
[
Q˜
]
k
|| >> || [wQ]k || (6.21)
ceci implique que le signe de
[
I˜
]
k
est constant.
Dans ce cas, une approximation du premier ordre de la racine carré présente la valeur
estimée du champ magnétique ||
[
bˆmax(M)
]
k
|| comme la somme du champ réel et d’un
bruit blanc plus un termes négligeable. On a :
||
[
bˆmax(M)
]
k
|| = 2
√
1
4 || [bmax(M)]k ||2
(
1 + 2 cos φ||[bmax(M)]k || [wI]k +
2 sin φ
||[bmax(M)]k ||
[
wQ
]
k
)
+ [wI]2k +
[
wQ
]2
k
(6.22)
En utilisant l’hypothèse (6.20), les termes [wI]2k et
[
wQ
]2
k peuvent être négligés, ce qui
donne :
||
[
bˆmax(M)
]
k
|| ≈ || [bmax(M)]k ||
√
1 + 2 cos φ||[bmax(M)]k || [wI]k +
2 sin φ
||[bmax(M)]k ||
[
wQ
]
k (6.23)
Le terme (2 cos φ)/(|| [bmax(M)]k ||) [wI]k + (2 sin φ)/(|| [bmax(M)]k ||) [wQ]k étant petit devant 1
d’après l’hypothèse (6.20), un développement limité au premier ordre de la racine carrée
donne :
||
[
bˆmax(M)
]
k
|| ≈ || [bmax(M)]k || + cos φ [wI]k + sin φ [wQ]k
||
[
bˆmax(M)
]
k
|| ≈ || [bmax(M)]k || + [w]k
(6.24)
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Ainsi, l’amplitude estimée du champ magnétique peut être vue comme la somme de
l’amplitude réelle du champ entachée d’un bruit blanc additif sous hypothèse de fort
rapport signal sur bruit. Le champ magnétique équivalent peut donc être écrit comme :[
bˆmax(M)
]
k
≈ sign
([
I˜
]
k
)
|| [bmax(M)]k || + sign
([
I˜
]
k
)
[w]k (6.25)
6.5.2 Cas d’un faible rapport signal à bruit
Dans le cas d’un faible rapport signal à bruit, on distingue deux sous-cas. Le premier
est : [
Q˜
]
k
≈ [wQ]k , || [I˜]k || > || [Q˜]k || et || [I˜]k || > || [wI]k || (6.26)
Ce cas implique que le déphasage φ est très faible, ce qui fait que la composante en qua-
drature
[
Q˜
]
k
soit très faible. Dans ce cas, le champ magnétique peut être approximé à
[
I˜
]
k
plus un bruit additif gaussien.
Si la condition ||
[
I˜
]
k
|| > || [wI]k || n’est pas vérifiée, on est dans une situation où seul
le bruit est visible. Dans ce cas on peut faire l’approximation que le signal est nul et que
tout ce que l’on mesure est du bruit, ce qui reste admissible par le modèle.
Le deuxième cas est : [
I˜
]
k
≈ [wI]k et
[
Q˜
]
k
>
[
I˜
]
k
(6.27)
Ici, la multiplication par le signe de
[
I˜
]
k
est problématique, puisque
[
I˜
]
k
est noyé dans du
bruit. L’usage du signe de
[
I˜
]
k
devient brouillant. La mesure obtenue n’est pas exploitable
par les algorithmes utilisés dans notre étude.
Il est important de garder un déphasage φ faible afin que l’usage du signe de I˜ soit
valable. En effet, si la valeur de ||
[
I˜
]
k
|| est très faible devant celle de ||
[
Q˜
]
k
|| et que le signe
de
[
I˜
]
k
oscille de façon aléatoire entre une valeur positive et une valeur négative, alors la
valeur estimée du champ magnétique oscillera aussi entre une valeur positive et une va-
leur négative ce qui ne répond pas au modèle avec bruit blanc additif requis pour notre
système. La figure 6.5 montre l’impact d’un déphasage important sur les trois compo-
santes du champ magnétique estimé lorsque celui-ci est faible.
Pour remédier à ce problème, nous avons implémenté un déphasage forcé à la réception.
Au lieu de multiplier par sin(2pi f t) et cos(2pi f t) on multiplie par sin(2pi f t+φˆ) et cos(2pi f t+φˆ)
afin de compenser cette perte, φˆ étant un déphasage obtenu par calibration. Ceci est ef-
fectué comme suit. On place le capteur de façon à ce que le signal obtenu sur une com-
posante k soit suffisamment supérieur au bruit (par exemple un SNR de 20dB), puis on
calcule la moyenne de
[
I˜
]
k
et de
[
Q˜
]
k
sur une fenêtre temporelle afin de filtrer les bruits
[wI]k et
[
wQ
]
k. Enfin, le déphasage est obtenu comme suit :
φˆ = arctan

[
Q˜
]
k[
I˜
]
k
 (6.28)
Comme la longueur d’onde est grande devant la distance maximale entre la source et
le capteur, ce déphasage dépend très peu de la position du capteur. Donc il est possible
de considérer que ce déphasage est constant.
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FIGURE 6.4 – Mesure du champ magnétique au cours d’un mouvement de bras sans cor-
rection de phase
FIGURE 6.5 – Compensation du déphasage entre l’émetteur et le récepteur
6.6 Conclusion
La technologie magnétique que nous avons proposée pour la capture de mouvement
ambulatoire utilise des magnétomètres légers et bas-coût pour mesurer des champs ma-
gnétiques générés par des sources différentes. L’usage d’une double détection synchrone
pour chaque source avec une séparation en fréquence permet de distinguer les signaux
émises par chaque source sans être perturbé par le champ magnétique terrestre ce qui
permet d’élaborer des systèmes multi-sources, multi-capteurs.
Les limites de cette technique se manifestent dans l’effet de déphasage qui peut causer
des problèmes lorsque le module de la composante en phase est inférieur au module de
la composante en quadrature de phase. Ce problème est corrigé en compensant la phase
à la réception. D’autre part, l’approximation selon laquelle le bruit de mesure est additif
n’est correcte que si ce dernier est faible devant la valeur du champ magnétique. En pra-
tique, l’utilisation de ce modèle a donné des résultats satisfaisants en terme de précision
des estimés ce qui montre que cette approximation n’est pas aberrante.
A partir de l’équation (6.19), il est possible d’utiliser directement la composante en
phase si le déphasage φ est suffisamment compensé (si le résidu ||φˆ − φ|| est très faible).
Cette technique demande donc moins de ressources (puisqu’il n’y a plus besoin de calcu-
ler la composante en quadrature de phase). Elle a en outre l’avantage d’être compatible
avec le modèle à bruit blanc additif sans approximations. Par contre, si la compensation
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n’est pas suffisamment précise, il y a un risque de perdre une partie du signal (qui se
trouve dans la composante en quadrature de phase).
Cette méthode n’a pas été utilisée dans le prototype développé mais elle présente un réel
intérêt pour de futurs développements.
Afin que le filtrage soit efficace, il faut éloigner les fréquences utilisées par chaque
source de champ magnétique. Cela engendre une limitation du nombre de sources pou-
vant émettre simultanément. Puisque la fréquence est déjà bornée (entre 1kHz et 50kHz).
Pour des fréquences hautes, la ARQS n’est plus valide et le déphasage entre la génération
et la réception du signal ne peut plus être supposé constant.
Afin d’émettre un champ magnétique à une fréquence bien définie, nous avons utilisé
la mise en résonance d’un circuit RLC. Ce choix permet d’éviter l’usage d’étages d’am-
plification complexes, ainsi que de convertisseurs numérique-analogique et a l’avantage
d’être simple à réaliser. En revanche, ce choix a des inconvénients dont le plus important
est la sensibilité du système à la fréquence d’excitation. Si cette fréquence n’est pas pré-
cisément la fréquence de résonance du circuit, on obtient un signal plus faible que prévu
et un déphasage pouvant être important par rapport au signal d’excitation.
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7.1 Introduction
Afin de valider les développements théoriques, nous avons réalisé le prototype d’un
système de capture de mouvement ambulatoire utilisant la technologie magnétique pré-
sentée dans le chapitre précédent.
Nous traitons dans ce chapitre les aspects "étude système" et "réalisation du proto-
type" en présentant les différentes formules utilisées pour le dimensionnement ainsi que
certains détails de développement des briques de traitement de signal.
Après une présentation du démonstrateur, nous nous intéressons au dimensionne-
ment de différentes briques en tenant compte des contraintes de réalisation. Ensuite nous
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justifions les choix techniques effectués pour la réalisation du système ainsi que certains
détails du développement.
7.2 Étude système
7.2.1 Présentation du système
Le démonstrateur réalisé utilise une unique source magnétique dipolaire (une bobine)
et deux magnétomètres tri-axes afin d’estimer la posture d’une chaîne articulée. La source
et les capteurs seront placés sur les membres du corps à suivre. Ce démonstrateur permet
d’étudier les deux premières applications présentées dans le chapitre 5, à savoir le suivi
d’une tige rigide pivotant autours d’un axe fixe et le suivi du bras d’un sujet humain.
La figure 7.1 présente le schéma bloc du système créé. On distingue deux étages :
– un étage analogique composé de quatre blocs :
X un bloc d’émission contrôlant un circuit RLC en résonance à travers un transis-
tor ;
X une bobine permettant la génération du champ magnétique ;
X deux magnétomètres tri-axes permettant de mesurer le champ magnétique et
renvoyant trois signaux électroniques correspondant aux trois composantes du
champ magnétique mesuré ;
X deux blocs de réception composés de trois amplificateurs associés aux trois si-
gnaux en provenance des magnétomètres, trois filtres anti-repliement et trois
convertisseurs analogique-numérique qui fournissent la mesure numérisée à l’étage
numérique.
– un étage numérique implémenté dans un circuit logique programmable (FPGA :field-
programmable gate array) composé de quatre blocs élémentaires :
X un bloc de configuration du système permettant à un processeur de signal nu-
mérique (DSP : Digital Signal Processor) connecté au FPGA, non représenté sur la
figure, de configurer la fréquence d’émission du signal, le déphasage de compen-
sation entre l’émission et la réception (φˆ), la fréquence de décimation du signal
mis en forme. Il permet d’activer et de désactiver l’émetteur et le récepteur ;
X un bloc de génération (TX) qui génère un signal carré à la fréquence demandée
par le module de configuration et génère deux signaux sinusoïdaux internes dé-
phasés de pi/2 qu’il fournit aux blocs de réception et de mise en forme du signal
(RX) ;
X deux blocs de réception et mise en forme du signal (RX) qui se chargent de la
double détection synchrone, du filtrage et de la décimation du signal en fonction
de la configuration demandée par le module de configuration ;
X un bloc de registres dans lesquels les mesures démodulées et filtrées sont enre-
gistrées. Le DSP est informé de l’arrivée d’une nouvelle mesure par interruption.
Il se charge par la suite de copier les données dans sa propre mémoire afin de les
exploiter.
Dans la suite de cette section, nous dimensionnons les chaînes d’émission et de réception.
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FIGURE 7.1 – Architecture du prototype de capture de mouvement ambulatoire utilisant
le champ magnétique
7.2.2 Dimensionnement de la chaîne d’émission
La chaîne d’émission est composée d’un générateur de signaux carrés à une fréquence
fixée excitant un circuit RLC en résonance. Le générateur de signaux est représenté dans
la figure 7.1 par le module (TX) du bloc numérique. Quant au circuit RLC, il est formé
par le bloc d’émission et de la bobine.
7.2.2.1 Dimensionnement du générateur du signal (TX)
La génération du signal carré est assurée par une boucle à verrouillage de phase (PLL :
Phase Locked Loop). D’autre part, le module de génération prépare deux signaux sinu-
soïdaux en quadrature de phase synchronisés avec le signal émis. Ces signaux sont utili-
sés par l’étage de réception afin de réaliser la double détection synchrone comme décrit
dans le paragraphe 6.5.
Le choix de la fréquence d’émission a été effectué en tenant compte de plusieurs facteurs :
– il faut que la ARQS soit satisfaite ;
– il faut s’éloigner des basses fréquences pour diminuer l’effet d’interférence avec les
signaux présents dans cette bande (dont le champ géomagnétique) ;
– il faut que la fréquence d’émission soit comprise dans la bande passante du capteur
utilisé, voir paragraphe 7.2.3.1 ;
– il faut que la fréquence d’émission soit inférieure à la moitié de la fréquence d’échan-
tillonnage permise par le convertisseur analogique-numérique, voir paragraphe
7.3.3 ;
– la fréquence d’émission doit être réalisable par la PLL.
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FIGURE 7.2 – Chaîne d’émission du signal
A partir de ces restrictions, la fréquence maximale pouvant être utilisée est de 50kHz
et la fréquence minimale est de 1kHz. Nous avons choisi la fréquence la plus basse pour
ce premier démonstrateur.
La PLL est excitée par l’horloge principale du système cadencée à fin = 100MHz. Elle est
configurée par 3 entiers afin d’obtenir en sortie :
fout =
finM
NC
(7.1)
Les constantes M, N et C sont des valeurs entières telle que M contrôle la multiplication
du signal, N est un diviseur d’entrée et C est un diviseur de sortie (pour plus de détails
voir la documentation de la PLL du FPGA Cyclone III [PLL 2009]).
Pour générer une période entière, les blocs sin et cos renvoient 1000 échantillons avec
une fréquence contrôlées par l’horloge d’entrée (voir les détails de réalisation de ces blocs
dans le paragraphe 7.3.4). Donc, pour obtenir une fréquence donnée, il faut alimenter ces
bloc avec une fréquence 1000 fois supérieure à celle requise. Donc nous avons configuré
la PLL afin de générer un signal à 1MHz qui alimente les blocs sin et cos. Un diviseur par
1000 est ajouté avant l’envoi du signal au circuit RLC afin de produire un signal à 1KHz.
La configuration utilisée pour obtenir 1MHz est :
– M = 5
– N = 1
– C = 500
L’horloge interne sera aussi utilisée dans la réception pour obtenir une synchronisation
entre l’émission et la réception du signal.
7.2.2.2 Dimensionnement de la bobine d’émission
Comme nous l’avons montré dans la section 5.2, le rapport signal à bruit agit direc-
tement sur la précision de l’estimation. L’objectif du dimensionnement est de calculer les
caractéristiques de la bobine d’émission afin de générer un champ magnétique de mo-
ment maximal compte tenu d’autres contraintes (puissance, taille, etc.), ce qui aura pour
effet de maximiser le rapport signal à bruit à la réception.
A partir du dimensionnement proposé dans la section 5.2, pour un bruit de mesure
de 10nT (voir 7.2.3.1), il faut un moment magnétique à l’émission de m = 0.231Am2, ce qui
donne une précision de l’estimation de 20cm à 1m de la bobine (sans compter la contrainte
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chaine articulée et sans compter le modèle d’état).
Nous avons opté pour la réalisation d’une bobine multi-couches à noyau ferromagné-
tique respectant des dimensions et une consommation donnée. L’usage du noyau ferro-
magnétique est expliqué par notre volonté de maximiser le champ magnétique généré
par la bobine. Le moment magnétique théorique de la bobine dimensionnée est ensuite
comparé au moment magnétique minimal calculé dans le chapitre 5.2. Si celui-ci est supé-
rieur au moment minimal calculé, ce dimensionnement est accepté, sinon, les contraintes
de dimension de la bobine ne sont pas réalistes et elles doivent être changées.
Avant d’entamer le dimensionnement de la bobine, nous posons la liste des relations
nécessaires au dimensionnement. Ces relations permettront par la suite de retrouver les
paramètres nécessaires à la réalisation de la bobine.
a Moment magnétique d’une bobine multi-couches
Le moment magnétique d’une bobine dépend de la section de la bobine, du nombre
de spires, de l’intensité du courant électrique qui la parcourt et de la perméabilité ap-
parente du noyau de ferrite utilisé. Le champ magnétique généré par une bobine est la
somme des champs magnétiques générés par les spires multiplié par la perméabilité ap-
parente du noyau utilisé. Le moment magnétique généré par une couche de spires i est
[Du Tremolet De Lacheisserie 2000] :
mi = NscIpi
D2i
4
(7.2)
avec I l’intensité du courant qui traverse la bobine, Nsc le nombre de spires par couche et
Di le diamètre interne de la couche de spires d’indice i (voir figure 7.3).
Pour une bobine multi-couches, le diamètre Di de la couche d’indice i peut être calculé à
partir du diamètre interne de la bobine D, du numéro de la couche i et du diamètre du fil
d (voir figure 7.3) :
Di = (D + (2i − 1)d) (7.3)
Ainsi, le moment magnétique du dipôle équivalent de la bobine est exprimé en fonction
des dimensions de la bobine, du nombre de couches Nc, de l’intensité du courant élec-
trique qui la traverse I et de la perméabilité du noyau de la bobine :
m = µapp
Nc∑
i=1
(
NscImaxpi
(D + (2i − 1)d)2
4
)
(7.4)
b Perméabilité apparente du noyau en ferrite
L’introduction d’un noyau en ferrite à l’intérieur de la bobine a comme effet d’am-
plifier le champ généré par la bobine grâce aux propriétés magnétiques du matériaux.
L’amplification ne dépend pas que de la valeur de la perméabilité relative du métal µr,
mais aussi de sa forme. Nous pouvons montrer [MAG 2000] que si on assimile le noyau
métallique à un ellipsoïde de diamètre D selon ~ex et l f il selon ~ez plongé dans un champ
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FIGURE 7.3 – Dimension de la bobine d’émission
magnétique uniforme de direction ~ez, on obtient une perméabilité apparente µapp respec-
tant cette formule [Du Tremolet De Lacheisserie 2000] :
µapp =
µr
1 + Nz(µr − 1) (7.5)
Soit γ = LD . Si γ > 1 alors
Nz =
1
γ2 − 1
 γ√
γ2 − 1
argch(γ) − 1
 (7.6)
sinon
Nz =
1
1 − γ2
1 − 1√
1 − γ2
arccos(γ)
 (7.7)
Le tableau 7.1 montre qu’à faible facteur de forme γ, la variation de µr n’affecte presque
pas la valeur de la perméabilité apparente du matériaux µapp. Pour que l’effet de la per-
méabilité du matériaux soit visible, il faut que le facteur de forme γ soit important. Si tel
est le cas, il est intéressant de choisir un matériaux offrant une perméabilité apparente la
plus importante possible afin de pouvoir diminuer la puissance nécessaire à l’émission.
Par contre, pour notre application, nous sommes limités par l’encombrement du système
à embarquer sur un corps humain, ce qui implique un γ ne pouvant pas dépasser une
valeur maximale fixée par les dimensions du système.
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HHHHHHγ
µr 0 3000 6000 9000 12000
0 NaN 1 1 1 1
10 0 48.5144 48.9017 49.0323 49.0978
20 0 141.2402 144.6216 145.785 146.3738
30 0 264.8029 276.9852 281.299 283.5066
40 0 408.4174 438.1811 449.0903 454.7512
50 0 563.1182 621.3496 643.5319 655.2278
60 0 721.75 820.3243 859.4513 880.4487
70 0 878.9365 1029.6476 1092.0664 1126.2024
80 0 1030.9041 1244.6142 1337.0027 1388.5388
90 0 1175.2132 1461.2853 1590.3251 1663.7859
100 0 1310.4636 1676.4635 1848.5585 1948.5724
TABLE 7.1 – Perméabilité apparente µapp en fonction de la perméabilité relative µr et du
facteur de forme γ
FIGURE 7.4 – Approximation du noyau ferromagnétique par un ellipsoïde
[Du Tremolet De Lacheisserie 2000]
Il faut signaler que ce calcul est valable pour le cas statique où la bobine est parcourue
par un courant continu. Si un courant alternatif parcourt la bobine, un terme imaginaire
µ” correspondant à la perte par effet Joule apparait, ce qui a pour effet d’augmenter la
résistance série de la bobine et donc de réduire le moment.
Pour le dimensionnement du prototype proposé, nous avons négligé ce terme et basé
notre dimensionnement sur la formule (7.5) puisque la fréquence du fonctionnement du
système proposé est faible (1kHz).
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c Résistance du fil de la bobine
A la résonance, l’impédance du circuit RLC est égale à la résistance totale du circuit.
On néglige la résistance du reste des composants du circuit par rapport à la résistance du
fil du bobinage. Ainsi, la résistance résistance impacte le courant circulant dans la bobine
et elle aura donc un effet direct sur le moment généré par la bobine.
D’autre part, cette résistance dépend aussi des dimensions du fil de bobinage utilisé (son
diamètre d et sa longueur l f il) :
R = ρ
l f il
S
= ρ
4l f il
pid2
(7.8)
avec :
– R la résistance totale du fil ;
– ρ la résistivité du métal utilisé ( pour le cuivre ρ = 16.10−9Ωm) ;
– l f il la longueur du fil ;
– d le diamètre du fil en cuivre ;
– S = (pid2)/4 la surface de la section du fil.
7.2.2.3 Calcul des caractéristiques de la bobine
Le diamètre du fil de bobinage influence le nombre de spires, le nombre de couches
et la résistance totale de la bobine. Si des contraintes géométriques et d’adaptation de la
charge sont posées, il est possible de trouver le diamètre du fil qui permettra d’obtenir
un moment magnétique maximal.
a Contraintes géométriques
Comme évoqué au chapitre 6, il est important de garder des dimensions réduites de
la bobine afin de préserver l’approximation dipolaire et aussi pour des raisons d’encom-
brement. Nous avons fixé les dimensions de la bobine comme suit :
– Longueur de la surface bobinée lbob = 0.03m ;
– Diamètre interne du bobinage D = 0.008m ;
– Diamètre externe de la bobine Dext = D + 2Ncd = 0.012m ;
– Longueur du noyau de ferrite lnoy = 0.05m
Le diamètre interne du bobinage a été fixé par le diamètre du noyau de ferrite disponible.
Quant au diamètre externe, il a été choisi de façon intuitive.
b Contrainte d’adaptation de la charge
La tension et l’intensité maximale du courant traversant le circuit RLC dépendent de
la batterie et du circuit d’alimentation utilisés. L’intensité ne peut pas dépasser une va-
leur maximale. Il faut donc dimensionner la bobine afin d’obtenir une résistance tel que
l’intensité de courant demandée par le circuit soit inférieure ou égale à l’intensité maxi-
male pouvant être fournie par l’alimentation du système.
Le bloc d’alimentation du circuit d’émission est capable de fournir une tension Vmax
de 3.3V et de débiter un courant Imax de 1A.
Afin de transférer un maximum de puissance à la bobine, celle-ci doit avoir une impé-
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dance adaptée aux caractéristiques de la source, c’est-à-dire :
Ropt =
Vmax
Imax
= 3.3Ω (7.9)
c Résolution
Le problème est de déterminer les caractéristiques de la bobine qui garantissent à la
fois une résistance adaptée tout en respectant une dimension adéquate pour un système
portable.
En pratique, la longueur du fil l f il et son diamètre externe d sont liés puisque la lon-
gueur lbob du bobinage, le diamètre interne de la bobine et le diamètre externe sont fixés.
Ainsi :
l f il =
Nc∑
i=1
pi(D + (2i − 1)d) lbob
d
=
pilbobNc
d
(D + dNc) (7.10)
avec le nombre de couches :
Nc =
Dext − D
2d
(7.11)
En substituant (7.10) dans (7.8), nous obtenons l’expression qui lie tous les paramètres
connus au diamètre d du fil :
Ropt =
ρlbob
d4
(
D2ext − D2
)
(7.12)
Donc on a :
d =
4
√
ρlbob
(
D2ext − D2
)
Ropt
= 0.39mm (7.13)
Comme la valeur du diamètre des fils de cuivre est standardisée, nous avons choisi la
valeur la plus proche à celle calculée soit d = 0.42mm. Pour cette valeur du diamètre du
fil, les caractéristiques de la bobine sont :
– longueur totale du fil de bobinage : l f il = 31.1511m ;
– nombre de couches : Nc = 11 ;
– nombre de spires par couche : Nsc = ld ≈ 71 ;
– nombre total de spires : N = NscNc = 781 ;
– résistance totale du fil : R = 3.5975Ω ;
– intensité du courant électrique pour une tension de 3.3V : IMax = VMaxRopt = 0.9173A ;
– puissance totale consommée : PMax = IMaxVMax = 3.0271W.
Le facteur de forme γ du noyau de ferrite est :
γ =
lnoy
D
= 6.25 > 1 (7.14)
Ainsi on utilise (7.6) pour calculer Nz :
Nz =
1
γ2 − 1
 γ√
γ2 − 1
argch(γ) − 1
 = 0.0408 (7.15)
Pour des raisons de disponibilité, nous avons utilisé un noyau de ferrite dont la perméa-
bilité relative est µr = 700Hm−1. La perméabilité apparente du noyau en ferrite est donc :
µapp = 23.7253Hm−1 (7.16)
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A partir de ces caractéristiques, le moment magnétique théorique est :
m = µapp
Nc∑
i=1
(
NscImaxpi
(D + 2id)2
4
)
= 2.2203Am2 (7.17)
Ce moment est supérieur à celui utilisé dans les simulations (0.231Am2). Par contre, comme
les caractéristiques réelles du noyaux de ferrite utilisé ainsi que la variation de la perméa-
bilité apparente en fonction de la fréquence ne sont pas connues, le moment réel risque
d’être inférieure à celui déterminé ici.
7.2.2.4 Calcul de la capacité d’accord Cs
La fréquence de résonance du système est donnée par :
f =
1
2pi
√
LCs
(7.18)
Avec L l’inductance de la bobine et Cs la capacité d’accord (voir la figure 7.1).
L’inductance globale est difficile à calculer car on a une bobine multi-couches à noyau
de ferrite. Nous avons donc opté pour une mesure directe de la valeur de l’inductance
après la réalisation de la bobine en utilisant un impédancemètre. Pour calculer la capacité
d’accord correspondante, il suffit d’utiliser l’équation :
Cs =
1
L(2pi f )2
(7.19)
7.2.2.5 Résumé
In f ine, la chaîne d’émission a pour caractéristiques :
– fréquence de génération du signal : f = 1kHz ;
– fréquence du signal à la sortir de la PLL : f = 1MHz ;
– configuration de la PLL :M = 5,N = 1,C = 500 ;
– intensité du courant électrique pour une tension de 3.3V : IMax = VMaxRopt = 0.9173A ;
– puissance totale consommée : PMax = IMaxVMax = 3.0271W ;
– moment magnétique du dipôle équivalent à la bobine : m = 2.2203Am2.
7.2.3 Dimensionnement de la chaîne de réception
La chaine de réception des mesures pour une seule voie est présentée sur la figure
7.5. Le champ magnétique mesuré par le capteur (magnétomètre) est transformé en si-
gnal électrique s(t). Ce signal est tout d’abord amplifié pour ramener la dynamique du
capteur (+/− 30mV) à celle du convertisseur analogique-numérique (+/− 5V). Un filtrage
anti-repliement est ensuite appliqué pour éliminer les fréquences supérieures à 50kHz.
Le convertisseur analogique-numérique permet la numérisation du signal sk à une fré-
quence fs = 100kHz. L’étage numérique effectue la transposition en fréquence à partir du
signal échantillonné et des deux signaux de synchronisation (sin(2pi f t+ φˆ) et cos(2pi f t+ φˆ)
récupérés de l’étage d’émission). Enfin, pour réaliser une décimation du signal, un fil-
trage passe-bas de fréquence de coupure fc = 100Hz suivit d’un sous-échantillonnage à
200Hz sont appliqués.
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FIGURE 7.5 – Chaîne de réception d’une seule voie
Dans cette sous-section, nous détaillons le dimensionnement des différentes caracté-
ristiques de la chaîne de réception : choix du capteur, dimensionnement de l’étage d’am-
plification, dimensionnement de l’étage de numérisation, la transposition en fréquence
et la décimation (filtrage+sous-échantillonnage).
7.2.3.1 Capteur Magnétique
L’usage des magnétomètres MEMS (Micro ElectroMecanical Systems) pour la capture
de mouvement ambulatoire présente des avantages. En effet, leur taille réduite par rap-
port aux bobines classiquement utilisées dans ce domaine ainsi que leur légèreté forment
un atout majeur. Ils ont en outre une consommation énergétique faible. La plupart des
MEMS existant sur le marché ont une bande passante réduite, à l’exception du magné-
tomètre HMC 1043 de Honeywell qui possède une bande passante de 5MHz. Pour ces
raisons, notre choix s’est porté sur ce capteur. Les caractéristiques de ce magnétomètre
sont :
– dimension : 3mm × 3mm ;
– tension de fonctionnement Vr = 5V ;
– sensibilité à 5V : s = 50V/Tesla ;
– densité du bruit de réception en Volts Ncap = 50nV/
√
hz ;
– bruit du capteur pleine bande (100Hz) en Volts : Ncap = 0.5µV ;
– densité du bruit de réception en Tesla NcapT = 1nT/
√
hz ;
– bruit du capteur pleine bande (100Hz) en Tesla : σ = 10nT .
7.2.3.2 Dimensionnement de l’étage d’amplification
Le convertisseur analogique-numérique accepte des tensions entre −5V et +5V . Le
magnétomètre est capable de détecter des signaux entre +/ − 6Gauss = 6 10−4T avec une
sensibilité de 50V/T . Ainsi, le signal en sortie du magnétomètre sera entre −30mV à 30mV .
Donc, le gain nécessaire pour amplifier ce signal à l’entrée du convertisseur analogique-
numérique est
G =
5
30.10−3
= 166.6667 (7.20)
La densité du bruit d’entrée de l’amplificateur est de bamp/in = 14nV/
√
Hz (voir 7.3.3.1). La
densité du bruit de sortie est de bamp/out = 90nV/
√
Hz. Après l’amplification, la densité du
bruit à l’entrée du convertisseur analogique-numérique est :
bcan/in = (bcap + Namp/in)166.6667 + bamp/out = 10.757µV/
√
Hz (7.21)
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7.2.3.3 Dimensionnement de l’étage de numérisation
Nous cherchons un convertisseur analogique-numérique tel que son bruit de quanti-
fication soit inférieur au bruit du capteur après amplification plus le bruit de l’amplifica-
teur. La densité spectrale de puissance du bruit de quantification est [Tisserand 2009] :
bq =
q√
12 f s
(7.22)
avec f s la fréquence d’échantillonnage et q le pas de quantification tel que :
q =
2V
2N
(7.23)
V est la tension d’alimentation et N le nombre de bits utilisés pour la numérisation du
signal. Nous avons choisi f s = 100kHz, d’où :
bq =
2V
2N
√
12 f s
(7.24)
Pour que le bruit de quantification soit inférieur au bruit du signal reçu après amplifica-
tion bcan/in, le nombre de bits N doit vérifier :
N > log2
2V
bcan/in
√
12 f s
= 9.729 bits (7.25)
on en déduit qu’un convertisseur analogique-numérique de 12 bits est suffisant pour la
réception de mesures magnétiques. Nous avons choisi un convertisseur à 18bits par ce
que le gain d’amplification risque d’être diminué en pratique. Dans ce cas, la densité du
bruit de quantification est de bq = 34.823nV/
√
Hz. A la sortie de l’étage de numérisation,
la densité du bruit totale est :
bcan/out = bcan/in + bq = 10.792µV/
√
Hz (7.26)
Le filtrage anti-repliement est conçu avec une bande passante de 50KHz afin de respecter
la condition de Shannon, puisque la fréquence d’échantillonnage est fs = 100kHz.
7.2.3.4 Transposition en fréquence
La transposition en fréquence est effectuée par multiplication du signal reçu avec les
deux signaux déphasés de pi/2 générés par l’étage d’émission. Cette multiplication per-
met de ramener le spectre du signal à mesurer dans la bande de base. Même si la fré-
quence d’échantillonnage du signal d’entrée ( fs = 100kHz) est différente de la fréquence
d’échantillonnage des signaux sinusoïdaux internes ( fs2 = 1000 f = 1MHz), ils n’ont pas
de problèmes de synchronisation puisque les horloges utilisée pour les deux échantillon-
nage sont dérivés de la même horloge et sont donc synchronisées.
7.2.3.5 Filtrage
Après la transposition en fréquence, le signal est filtré avec un filtre passe-bas de
bande passante de 100Hz. Ce choix a été effectué pour les raisons suivantes :
– la fréquence du mouvement humain ne dépasse pas 10Hz ;
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– l’existence d’un problème numérique lié à la réalisation d’un filtre de fréquence de
coupure de 20Hz (un grand nombre de bits pour représenter les coefficients et les
signaux intermédiaires) ;
– l’existence de signaux magnétiques parasites dans la bande 0Hz−500Hz nécessitant
un filtre à bande étroite après la transposition en fréquence.
Nous avons opté pour un filtre d’ordre 4 de type Butterworth par ce qu’il est assez sélec-
tif et il offre un gain relativement constant dans la bande passante.
7.2.3.6 Sous-échantillonnage
Le sous-échantillonnage diminue la fréquence d’échantillonnage de 100kHz à 200Hz.
Cette fréquence est imposée par le filtrage qui réduit la bande de fréquence à 100Hz.
Le sous-échantillonnage est nécessaire à la réduction du temps calcul puisque le système
aura moins d’échantillons à traiter par secondes. En outre, il permet de réduire la quantité
de données à enregistrer.
7.2.3.7 Résumé
In f ine, la chaîne de réception a pour caractéristiques :
– sensibilité théorique du capteur 50V/T ;
– bruit capteur pleine bande (100Hz) 0.5µV ∼ 10nT ;
– gain d’amplification 166.6667 ;
– fréquence de coupure du filtre anti-repliement 50kHz ;
– nombre de bits de l’étage de numérisation 18bits.
– fréquence d’échantillonnage 100kHz.
– fréquence de filtrage passe-bas 100Hz.
– fréquence de décimation du signal 200Hz.
– bruit de réception pleine bande (100Hz) théorique 12.950nT .
7.3 Réalisation du système
7.3.1 Description du système
Pour réaliser le démonstrateur, nous avons utilisé une carte de développement réa-
lisée au sein du CEA/LETI. Cette carte est composée d’un DSP et d’un FPGA dédiés à
l’exécution des routines de traitement de signal et du sauvegarde des données. Les en-
trés/sorties de la carte sont :
– un port USB ;
– un port pour un afficheur LCD graphique ;
– un lecteur de carte mémoire de type microSD ;
– une interface radio 2.4GHz ;
– un port d’extension.
Le port d’extension est utilisé pour interfacer cette carte (nommée carte mère) à une se-
conde carte (nommée carte fille) contenant les capteurs, les amplificateurs et les conver-
tisseurs analogique-numérique. Cette deuxième carte a été réalisée en suivant les spécifi-
cations de dimensionnement exposées ci-avant.
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FIGURE 7.6 – Système de capture de mouvement ambulatoire développé
La carte fille est composée de trois parties :
– une partie directement connectée à la carte mère contenant le blocs d’émission et
les deux blocs de réception comme présenté dans la figure 7.1 ;
– deux modules détachables contenant les magnétomètres qui seront placés sur les
membres du sujet à suivre.
– une bobine connectée au bloc d’émission à travers un fil de faible impédance. Elle
sera placée sur le sujet à suivre, selon l’application envisagée (voir les divers appli-
cations dans le chapitre 9).
Dans notre architecture, les blocs : transposition en fréquence, filtrage numérique,
sous-échantillonnage sont implémentés dans le FPGA.
Le DSP est principalement utilisé pour sauvegarder les données sur une carte mémoire,
les transférer à un ordinateur ou encore les afficher sur un écran LCD. A l’avenir, il pourra
être utilisé pour estimer les paramètres de la chaîne articulée considérée en temps réel.
7.3.2 Réalisation de la bobine
La bobine a été réalisée en utilisant une bobineuse semi-automatique. La figure 7.7pré-
sente une coupe longitudinale de la bobine réalisée. Des flasques fixées directement sur
le noyaux en ferrite permettent de maintenir les spires.
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FIGURE 7.7 – Coupe longitudinale de la bobine
7.3.3 Choix technologiques
7.3.3.1 Choix des composants de la chaîne de réception
Nous avons choisi d’utiliser l’amplificateur Analog-Devices AD8224 qui est un am-
plificateur double canaux ayant comme caractéristiques :
– tension d’alimentation 5V ;
– bande passante 1.5MHz (G=1) ;
– densité du bruit à l’entrée 14nV/
√
Hz ;
– densité du bruit à la sortie 90nV/
√
Hz ;
– gain de l’amplificateur 1 ≥ G ≥ 1000 ;
Le gain d’amplification G est configuré en utilisant une résistance RG placée entre deux
bornes de l’amplificateur telle que :
RG =
49.4KΩ
G − 1 = 299.3939Ω (7.27)
Le convertisseur analogique-numérique a été choisi à partir du dimensionnement pro-
posé dans la section 7.2.3. Le composant Analog devices AD7691 a été retenu. La dyna-
mique en sortie de l’amplificateur est de +/−5V , les valeurs fournies par le convertisseurs
sont signées et codées sur 18 bits avec 1LS B = 38.15µV (LSB, Least Significant Bit).
7.3.4 Implémentation du bloc d’émission
L’émetteur (TX) génère deux signaux sinusoïdaux déphasés de pi/2. Ces signaux sont
fournis au module de réception (RX). Ils sont utilisés comme références dans le processus
de transposition en fréquence qui vise à remettre le signal dans la bande de base, voir la
figure 7.8.
La sortie de la PLL alimente un étage de génération de deux signaux sinusoïdaux.Ils
FIGURE 7.8 – Architecture de l’émetteur (TX)
sont générés à partir d’une table de 250 valeurs. Ces valeurs correspondent au quart
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d’une période. Les trois autres quarts sont générés par symétrie et changement de signe.
Ce procédé est décrit par la machine d’état 7.9
FIGURE 7.9 – Machine à états pour la génération du sinus
Le signal carré émis par le module d’émission (TX) est transformé par le circuit RLC
en un signal sinusoïdal de même fréquence.
7.3.5 Implémentation du bloc de réception
Le bloc de réception est implémenté dans le FPGA. Les mesures sont acquises via
les convertisseurs analogique-numérique. Le lien entre le FPGA et les convertisseur est
assuré au travers d’un bus SPI. L’interrogation des convertisseurs est effectuée en mode
"dasy-chain" (les convertisseurs sont chainés et la réception est effectuée en série), à une
fréquence de 100kHz.
7.3.5.1 Implémentation de la double détection synchrone
A la réception d’un nouvel échantillon codé sur 18.0 bits (format signé en virgule
fixe), ce dernier est multiplié par les deux signaux sinusoïdaux générés par le module
d’émission, codés sur 1.17 bits en complément à deux. Ce choix permet d’utiliser les mul-
tiplieurs 18bits du FPGA.
La multiplication de ces deux signaux produit un signal de type 19.17 puis décalé à
droite de 1 bit (soit une division par 2) pour obtenir un signal de 18.18. Ensuite, le résultat
est tronqué à seulement 18.0 bits (voir figure 7.10). Cette troncature est justifiée par le fait
que la partie intéressante du résultat est contenue dans les 18bits de poids fort.
Les deux composantes I et Q du signal sont par la suite filtrées avec une fréquence de
coupure de 100Hz et décimées à 200Hz.
7.3.5.2 Implémentation des filtres numériques
Le filtre passe-bas proposé dans le paragraphe 7.2.3.5, est réalisé avec deux filtres nu-
mériques à réponse impulsionnelle infinie passe-bas d’ordre 2 placés en cascade. Chaque
filtre admet des entrées en virgules fixes au format 18.0 en entrée (pour respecter le for-
mat de sortie du bloc de détection synchrone) et 20.12 en sortie (pour produire un résultat
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FIGURE 7.10 – Démodulation
aligné sur 32bits exploitable par le DSP). La forme générale du filtre est :
yn =
2∑
k=0
bk xn−k −
2∑
k=1
ak yn−k (7.28)
xn est l’échantillon n à l’entrée du filtre et yn est l’échantillon n à la sortie du filtre. Le
filtre doit donc sauvegarder les 2 dernières mesures (xn−1, xn−2) et les 2 dernières sorties
du filtre (yn−1, yn−2). Chaque module de réception produit trois mesures correspondant
aux trois composantes du champ magnétique. Le filtrage des trois voies est effectué de
façon séquentielle en utilisant une file (pipeline) qui suit l’architecture représentée par la
figure 7.11 afin de réduire la consommation du filtre en ressources matérielles du FPGA
(multiplieurs, additionneurs...).
L’usage du pipeline est justifié par la valeur élevée de la fréquence maximale du
FPGA qui est de 100MHz devant la fréquence d’échantillonnage qui est de f s = 100kHz.
Ainsi, il y a 1000 cycles libres entre l’arrivée de deux échantillons, ce qui permet d’effec-
tuer le filtrage de plusieurs voies en utilisant le même filtre élémentaire.
FIGURE 7.11 – Architecture du filtre 3 Canaux
La figure 7.12 décrit le filtre élémentaire utilisé pour le filtrage des trois voies. Il est
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à noter que le choix du nombre de bits à chaque étape a été contraint par la disponibi-
lité de multiplieurs dans le FPGA ainsi que le format de données, la précision requise et
l’alignement sur 4 octets du résultat. Les coefficients ak et bk ont été générés en utilisant
la bibliothèque de filtrage numérique de Matlab. Étant donnée la grande différence entre
la fréquence d’échantillonnage et la fréquence de coupure du filtre, les coefficients ak et
bk sont très différents l’un de l’autre (les coefficients ak >> bk). Ceci, nous a obligé à aug-
menter le nombre de bits utilisés dans l’implémentation du filtre afin d’assurer le bon
fonctionnement. Enfin, nous avons placé des blocs de troncature T (réduction du nombre
de bits en éliminant les bits de poids les plus faibles) ou de padding P (ajout de bits de
poids plus fort) pour réaligner les nombres.
Cette configuration a été testée sous Matlab en simulation avant d’être implémentée et
FIGURE 7.12 – Architecture du filtre élémentaire
puis testé en simulation à travers l’outil de conception VHDL (Modelsim). Enfin, le filtre
a été implémenté et testé dans le système réel.
7.3.5.3 Implémentation du calcul du champ magnétique
Le champ magnétique est calculé comme présenté dans le chapitre 6 à partir des deux
composantes en phase et en quadrature de phase du signal après transposition en fré-
quence, filtrage et décimation.
Cette fonction a été réalisée au niveau du DSP qui convertie d’abord les valeurs de LSB
en Teslas puis applique la formule (6.25) pour retrouver les composantes du champ ma-
gnétique mesuré.
La conversion s’effectue en multipliant le signal reçu par un facteur d’échelle qui tient
compte de la sensibilité du capteur, le gain de l’amplification du signal et des divers ré-
ajustement des bits utilisés.
Même si la conversion tient compte de toute la chaîne de réception, comme le capteur
admet des défauts, il faut réajuster ce facteur d’échelle en effectuant une calibration. Ceci
sera discuté avec plus de détails dans le chapitre 8.
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7.4 Conclusion
Dans ce chapitre, nous avons abordé le problème du dimensionnement du système.
Ainsi, les principales caractéristiques (puissance d’émission, bruit de réception, nombre
de bits pour le codage des données, etc.) du démonstrateur sont définies.
Nous nous sommes tout d’abord intéressés au dimensionnement de la bobine, nous
sommes parti de l’intensité maximale que l’on est capable d’utiliser ainsi que les dimen-
sions de la bobine afin de retrouver le nombre de spires, l’épaisseur et la longueur du fil.
Cette technique est simple et permet de respecter les contraintes de consommation et de
dimensionnement géométrique de la bobine, mais ne garantit pas que le moment magné-
tique obtenu sera supérieur à celui dimensionné par calcul de la borne de Cramer-Rao.
Afin d’amplifier le signal, nous avons proposé l’usage de noyau en ferrite. Nous avons
montré que l’effet de l’amplification est complètement gouverné par les dimensions du
barreau en ferrite qui doit être allongé dans la direction de l’axe de la bobine. Nous avons
négligé l’effet de la fréquence non nulle sur la perméabilité apparente du système ce qui
peut être important selon le type du matériaux utilisé.
En ce qui concerne la chaîne de réception, nous avons dimensionné l’étage d’amplifi-
cation et de conversion analogique-numérique afin de ramener la dynamique du capteur
à la dynamique du convertisseur tout en choisissant un convertisseur dont le bruit de
quantification généré est inférieur au bruit du capteur après amplification.
Pour l’étage numérique, nous avons développé les divers blocs de traitement de si-
gnal nécessaires à la séparation des sources en suivant la méthode décrite dans le chapitre
6. Nous avons été confrontés à des problèmes de réalisation du filtre numérique telle que
le nombre de bits des blocs intermédiaires qui devait être réduit pour des raisons de dis-
ponibilité de ressources dans le FPGA tout en conservant les propriétés du filtre. Pour
réduire les ressources nécessaire au filtrage, nous avons utilisé un traitement séquentiel
de plusieurs voies à travers un pipeline. Cette astuce permet de diminuer le nombre de
filtres élémentaires à utiliser.
La réalisation du système a permis de palier plusieurs disciplines dont l’électronique,
le traitement de signal et le magnétisme. Malgré les problèmes techniques rencontrés lors
de la réalisation de la bobine et des problèmes numériques rencontrés lors de la réalisa-
tion du filtre, nous avons quand même réussit à réaliser un prototype fonctionnel qui
sera testé et validé dans le chapitre 9.
Dans le chapitre suivant, nous traiterons les problèmes de calibration du système afin
de réduire les défauts non modélisés dans la première partie de ce travail.
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8.1 Introduction
Très souvent, les caractéristiques des capteurs ne sont pas connues avec un degré de
précision suffisant pour atteindre les performances requises. En particulier, ici, les carac-
téristiques des magnétomètres changent à cause des variations de température ambiante
ainsi que de l’historique d’exposition du magnétomètre au champ magnétique. Ainsi, un
biais et une erreur de sensibilité sont en général observés pour ce type de capteurs. Afin
d’éliminer ces problèmes, une calibration des capteurs est donc nécessaire.
D’autre part, la longueur exacte des segments de la chaîne articulée n’est en général
pas connue. Or cela fait partie des hypothèses posés dans le modèle 2. De plus, la posi-
tion et l’orientation des capteurs dans le repère des membres auxquels ils sont liés sont
elles aussi nécessaires et supposées connues par le modèle. Une procédure de calibration
apparait donc indispensable pour déterminer la position et l’orientation des capteurs sur
les segments ainsi que la longueur de ces derniers.
Ce chapitre s’intéresse à ces trois calibrations. D’abord, nous présentons une procé-
dure de calibration des magnétomètres permettant de corriger les biais et les sensibilités.
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Ensuite, nous nous intéressons aux paramètres du système de capture de mouvement,
c’est-à-dire les longueurs des segments et les positions et orientations des capteurs sur
les membres respectifs.
8.2 Calibration de la sensibilité des magnétomètres
Après la réalisation d’un système de mesure utilisant des magnétomètres, la sensi-
bilité des capteurs ainsi que leur biais doivent être estimés de façon précise. En effet,
les données des fiches techniques donnés par les constructeurs ne sont pas assez pré-
cises pour l’application visée. Afin d’estimer ces paramètres, une méthode de calibra-
tion basée sur un algorithme d’optimisation de type Levenberg-Marquardt a été utilisée
[Marquardt 1963] [Kelly 1999].
Le principe consiste à mettre le capteur dans un champ uniforme (par exemple champ
magnétique terrestre) puis à le faire tourner sur lui-même en mesurant continûment la
valeur du champ magnétique. Deux ensembles de paramètres doivent être calculés :
– les biais ;
– les sensibilités.
Le biais se traduit par le fait que, pour un champ nul, le capteur ne fournit pas comme
mesure un vecteur nul. La sensibilité est un facteur multiplicatif qui traduit la propor-
tionnalité entre la grandeur de sortie du capteur (par exemple des Volts) et la grandeur
mesurée (par exemple des Teslas). Ainsi, la mesure vectorielle b peut être exprimée en
fonction de la valeur réelle du champ b˜ comme suit :
b = S
(
b˜ − o
)
(8.1)
S est une matrice contenant les valeurs de sensibilité sur les axes du capteur et o est le vec-
teur d’offsets (ou de biais). L’utilisation d’une expression matricielle permet de prendre
en compte les défauts d’orthogonalité entre les axes du magnétomètre utilisé. En effet, la
matrice de sensibilité est diagonale si les axes du magnétomètre sont parfaitement ortho-
gonaux, sinon elle est de forme triangulaire supérieure. Cette deuxième forme implique
que les trois axes ne sont pas parfaitement orthogonaux.
Si l’on place le capteur dans un champ magnétique uniforme de norme ||b˜|| connue puis
que l’on mesure le champ en tournant le capteur de manière quelconque, le vecteur
champ magnétique décrirait idéalement une sphère centré en [0 0 0]> de rayon ||b˜||. A
cause des problèmes de biais et de sensibilité, le champ magnétique décrit une ellipsoïde
de matrice S centrée en o. La figure 8.1 montre la différence entre les mesures effectuées
par un capteur calibré et celles effectuées par un capteur non calibré.
Dans la littérature, Merayo et al. [J M G 1999] ont proposé une méthode de calibration
des capteurs magnétiques permettant de retrouver les divers coefficients de la matrice de
sensibilité S (triangulaire supérieure) ainsi que les coefficients du vecteur d’offset o. Elle
consiste à estimer les paramètres de l’ellipsoïde à partir du nuage de mesures réalisées en
tournant le magnétomètre autour des 3 axes de l’espace. L’estimation est basée sur une
méthode de moindres carrés et elle permet de retrouver non seulement les sensibilités et
l’offset mais aussi de corriger la non-orthogonalité des axes du capteur. La non orthogo-
nalité des axes produit un ellipsoïde "non droit", c’est-à-dire les axes de l’ellipsoïde ne
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FIGURE 8.1 – différences entre les mesures d’un capteur calibré et d’un capteur non calibré
sont pas colinéaires aux axes du repère (c. f [Bonnet 2009]).
Dans ce travail, nous avons simplifié la méthode en ne considérant que les offsets
et les 3 paramètres de sensibilité sur les 3 axes du magnétomètre. Ceci, suppose que les
trois axes sont parfaitement orthogonaux ce qui implique que la matrice S est diagonale.
Même si cette simplification donne moins d’information que la méthode dite de Merayo,
elle s’avère suffisante pour l’application envisagée car les axes des magnétomètres sont
quasiment orthogonaux.
Le champ ambiant est utilisé comme référence. Bien que le champ magnétique ter-
restre soit en théorie uniforme, il s’avère en pratique que ce dernier est déformé par la
présence d’objets métalliques contenant de la ferrite, ainsi que par la présence de bobines
actives et de lignes électriques. Il faudra donc veiller à ce que l’environnement où la cali-
bration est effectuée ne contienne pas ce type de perturbateurs.
L’opération consiste à créer un nuage de n points constitués par les mesures du champ
magnétique effectuées en tournant le capteur sur lui-même. On cherche à estimer le vec-
teur de paramètres définis par :
ρ =
[
diag(S)> o>
]>
(8.2)
avec diag(Sˆ) ∈ R3×1 le vecteur colonne composé par les éléments diagonaux de Sˆ, la
matrice de sensibilité estimée et oˆ le vecteur des biais estimés.
Pour cela, on optimise le coût quadratique suivant à l’aide d’une routine d’optimisation,
par exemple de type Levenberg-Marquardt [Marquardt 1963] [Kelly 1999] :
ρˆ = argmin
 n∑
i=1
(
||S−1bi + o|| − ||b0||
)2 (8.3)
b0 étant le champ magnétique de référence. La correction de la mesure s’applique ensuite
de la manière suivante :
b˜ ≈ Sˆ−1 b + oˆ (8.4)
Le résidus est défini par :
r = ||Sˆ−1 b + oˆ − b0|| (8.5)
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FIGURE 8.2 – Calibration de la longeur des ségments du corps
Le calcul du résidus est l’un des indicateurs utilisés pour vérifier si les mesures effectuée
contiennent suffisamment d’information pour estimer la sensibilité et le biais. Dans le cas
contraire, l’opération doit être répétée.
8.3 Calibration de la longueur des segments
La longueur des segments du corps change d’un sujet à un autre. En supposant que
la structure de l’arbre représentant le sujet est connue, on peut retrouver la longueur de
chacun des segments du corps en utilisant une procédure de calibration.
8.3.1 Présentation de la méthode
Dans le cas où une source magnétique tri-axiale est placée sur le membre correspon-
dant à la racine de l’arbre représentant la chaîne articulée et des capteurs tri-axiaux sont
placés sur tous les autres membres, il est possible d’utiliser la méthode de calibration
proposée par O’Brien [O’Brien 2000]. Cette procédure permet d’estimer à la fois les posi-
tions des articulations ainsi que l’orientation des capteurs et leurs positions locales sur le
membre.
Cette méthode nécessite le suivi de chaque capteur de façon indépendante, c’est pour
ceci qu’une source tri-axiale est requise pour réaliser ce type de calibration. En outre, il
faut placer au moins un capteur sur chaque membre du corps à suivre. Le suivi indépen-
dant des capteurs permet de retrouver à chaque instant, les positions pt, j ainsi que les
orientations R(θxt, j, θyt, j, θzt, j) des capteurs j dans le repère de la source. Ensuite, nous in-
troduisons la contrainte de chaîne articulée et nous l’utilisons afin de déduire la longueur
des segments.
Comme le montre la figure 8.3, un segment i du corps est représenté par un vecteur oi
liant deux articulations successives (J[p]i et Ji) dans le sens direct. Il constitue la dernière
colonne de la matrice de transformation locale Li associée au sommet Vi de l’arbre enra-
ciné. On appelle, pour chaque articulation Ji, li le vecteur partant du centre du capteur
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(ou source) placée sur le membre V[p]i vers le centre de l’articulation Ji. On appelle ci
le vecteur partant du centre du capteur placé sur le membre Vi de l’arbre enraciné vers
le centre de l’articulation Ji. Ces vecteurs sont exprimés dans les repères des capteurs
(ou bien de la source) associés. En négligeant les glissements des capteurs et les effet de
contraction musculaire, ces vecteurs sont toujours constants quelle que soit la posture du
sujet. On définit le vecteur [d]i,t séparant deux capteurs placés sur deux membres suc-
cessifs de la chaîne articulée (V[p]i et Vi). La détermination des vecteurs ci et li permet de
déduire le vecteur de position locales de l’articulation oi qui part de l’articulation V[p]i
vers l’articulation Vi. La norme du vecteur oi est la longueur du segment
[
p
]
i.On se re-
portera à la figure 8.3 pour un exemple. Le vecteur [d]i,t dépend de la posture mais il est
toujours égal à la somme des vecteurs li et −ci exprimés dans le repère global. On a donc :
[d]i,t = [R]t,[p]i li − [R]t,i ci (8.6)
A chaque instant, comme le système estime la position pt,i et l’orientation [R]t,i de chaque
capteur dans le repère de la source, les vecteurs [d]i,t peuvent être déduits par :
[d]i,t = pt,i − pt,[p]i (8.7)
Donc pour n mesures, l’équation (8.6) prend la forme matricielle suivante :
[R]1,[p]i − [R]1,i
...
...
[R]nt ,[p]i − [R]nt ,i

[
li
ci
]
=

d1,i
...
cnt ,i
 = Hx = z (8.8)
La détermination du couple (li,ci) se ramène à n problème de moindre carrées standard
dont la solution est iobtenue par :
xˆ = arg min
x
(Hx − z)> (Hx − z) (8.9)
La séquence de mouvements doit être suffisamment riche afin de pouvoir extraire les
paramètres recherchés. Il faut donc essayer de tourner autour de tous les axes de rotation
possibles au niveau de l’articulation.
Une fois que les paramètres li et ci sont estimés (lˆi, cˆi), il est simple de déduire les
longueurs des segments du corps en calculant les vecteurs oi comme suit :
oˆi = lˆi − cˆ[p]i (8.10)
Dans ce qui suit, nous présentons brièvement une façon de localiser un capteur magné-
tique tri-axial par rapport au repère d’une source magnétique tri-axiale en utilisant l’un
des algorithmes proposés dans le chapitre 4 de ce manuscrit.
8.3.2 Suivi de capteurs indépendants
Les trois axes d’une source magnétique tri-axiale sont supposés former un repère or-
thogonal. Soient m1,m2,m3 les moments des trois dipôles composant cette source.
Nous considérons le suivi d’un unique capteur (le suivi des autres capteurs étant effec-
tué de manière semblable). Nous définissons donc un modèle d’état et de mesure qui
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FIGURE 8.3 – Principe de suivi d’un unique capteur 3D par rapport à un émetteur 3D
peut par la suite utiliser l’un des algorithmes proposés pour l’estimation de la position et
orientation du capteur. Le vecteur d’état est donné par :
xt =
[
xt yt zt θxt θyt θzt
]>
(8.11)
avec (xt, yt, zt) la position du capteur dans le repère de la source et (θxt, θyt, θzt) les trois
angles de rotation du capteur exprimées dans le repère de la source à l’instant t.
On utilise un modèle d’état d’ordre 0 (c. f . paragraphe 2.3) :
xt+1 = xt + vt (8.12)
avec vt un bruit d’état gaussien d’espérance nulle et de matrice de covariance Q. Le cap-
teur mesure les trois champs générés par les trois sources magnétiques orthogonales qu’il
sépare en utilisant la technique présentée dans le chapitre 6. Le vecteur de mesure est
donc constitué de 9 composantes et la fonction de mesure est :
zt =

R(θxt, θyt, θzt)>
(
µ0
4pid5t
(
3(m>1 pt)pt, j − d2t m1
))
R(θxt, θyt, θzt)>
(
µ0
4pid5t
(
3(m>2 pt)pt − d2t m2
))
R(θxt, θyt, θzt)>
(
µ0
4pid5t
(
3(m>3 pt)pt − d2t m3
))
 + wt (8.13)
où R(θxt, θyt, θzt) est la matrice de rotation du repère du capteur vers le repère de la source
à l’instant t. pt est la position du capteur dans le repère de la source à l’instant t. wt est
le bruit de mesure, qui dépend du type de capteurs utilisé et qui est supposé gaussien
d’espérance nulle et de matrice de covariance R.
Le suivi de ce système peut être effectué par l’un des algorithmes d’estimation pré-
sentés dans la première partie de ce mémoire de thèse (c. f . chapitre 4).
8.4 Calibration de la position et de l’orientation des capteurs
Pour certaines configurations, les hypothèses nécessaires à l’utilisation la méthodes
d’O’Brien [O’Brien 2000] ne sont pas vérifiées (par exemple, d’utilisation d’une source
uni-axiale ou bien absence de capteurs sur un ou plusieurs membres). Pour ce genre de
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systèmes, il n’est pas possible d’utiliser la méthode présentée par O’Brien. La structure
doit alors être définie et la longueur des segments doit être mesurées manuellement.
Par contre, il est possible d’estimer la position et l’orientation des sources et des cap-
teurs par rapport aux membres auxquels ils sont attachés. Soit ρsi le vecteur de biais de
la source i :
ρsi =
[
xsi ysi zsi θsx,i θsy,i θsz,i
]>
(8.14)
décrivant la position (xsi, ysi, zsi) et l’orientation (θsx,i, θsy,i, θsz,i) de la source i par rapport
au repère auquel elle est attachée. Soit ρc j le vecteur de biais du capteur j :
ρc j =
[
xsi ysi zsi θcx,i θsy,i θsz,i
]>
(8.15)
décrivant la position (xc j, yc j, zc j) et orientation (θcx, j, θcy, j, θcz, j) du capteur j par rapport
au repère auquel il est attaché.
On définit la matrice de transformation locale de la source i comme :
Si = M(ρsi) =

R(θsx,i, θsy,i, θsz,i)
xsi
ysi
zsi
01×3 1
 (8.16)
et on définit la matrice de transformation locale de la source i comme :
Ci = M(ρc j) =

R(θcx, j, θcy, j, θcz, j)
xc j
yc j
zc j
01×3 1
 (8.17)
En pratique, il existe toujours une incertitude sur la position et l’orientation du capteur
par rapport au membre auquel il est attaché. Pour pallier ce problème, nous avons déve-
loppé une phase de calibration qui permet d’estimer ces paramètres avant d’entamer la
capture du mouvement. Le vecteur des paramètres à estimer ρ est :
ρ =
[
ρs>1 · · · ρs>ne ρc>1 · · · ρc>nr
]>
(8.18)
La mesure produite par les capteurs dépend de la posture du sujet, décrite par le vec-
teur des angles a et des paramètres de positionnement des capteurs ρ.
Afin d’estimer les paramètres de positionnement des capteurs, nous fixons un en-
semble de np postures de référence ak, k ∈ {1, · · · , np} qui permettent de fournir suffisam-
ment d’informations sur l’orientation des capteurs. La figure 8.4 présente les postures de
référence utilisées pour calibrer le système de capture de mouvement réalisé dans notre
étude et qui sera décrit dans le chapitre 9. Le système effectue n mesures pour chacune
des np postures prises par le sujet.
Enfin, on cherche les paramètres ρ qui minimisent l’erreur quadratique :
ρˆ = arg min
ρˆ
 np∑
k=1
n∑
l=1
(
h(ρˆ, ak) − z(k−1)n+l)> (h(ρˆ, ak) − z(k−1)n+l) (8.19)
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FIGURE 8.4 – Positions de référence
Pour simplifier la notation, on suppose que la source i est fixée sur le membre Vi et que le
capteur V j est fixé sur le membre V j. Pour une configuration plus complexe, il est possible
d’utiliser l’indexation présentée dans l’annexe D.
Comme présenté dans le chapitre 2, la fonction de mesure est décomposée en une par-
tie dépendant de la mesure indépendamment de la contrainte chaîne articulée et d’une
partie dépendant de la chaîne articulée seule. La fonction de mesure pour un couple c
(c. f . paragraphe 2.4.1) est donc :
zc,k = h∗
(
Mc(ak, ρsi, ρc j)
)
+ wc,t (8.20)
avec Mc(ak, ρsi, ρc j) la matrice de transformation entre la source i et le capteur j définie
par :
Mc(ak, ρsi, ρc j) = M(ρsi)−1Gi(ak)−1G j(ak)M(ρci) (8.21)
Pour l’ensemble des capteurs, la mesure est décrite par le vecteur :
zk =
[
z>1,k · · · z>ncpl,k
]>
(8.22)
avec ncpl le nombre de couples source/capteur c dans le système.
Quant au calcul de la jacobienne de la fonction de mesure, il est effectué comme indi-
qué dans le chapitre 2.
∇ρh(ak, ρ) =
[
∇ρh1(ak, ρ)> · · · ∇ρhnc(ak, ρ)>
]
(8.23)
Pour chaque couple c, on a :
∇ρhc(ak, ρ) = Dc
(
Mc(ak, ρsi, ρc j)
)
Bc
(
ak, ρsi, ρc j
)
(8.24)
avec
Dc
(
Mc(ak, ρsi, ρc j)
)
=
∂h∗
(
Mc(ak, ρsi, ρc j)
)
∂vec(
[
Mc(ak, ρ)
]
1:3,1:4)
(8.25)
et
Bc (xt) =
[
Bc,1 (ak, ρ) · · · Bc,ns (xt)
]
(8.26)
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tel que si le paramètre
[
ρ
]
k est l’une des composantes de ρsi on a :
Bc,k (ak, ρ) = vec
[∂Mc(ak, ρsi, ρcj)
∂
[
ρ
]
k
]
1:3,1:4
 = vec1:12 ∂M(ρsi)−1i
∂
[
ρ
]
k
G−1i G jM(ρc j)
 (8.27)
et si le paramètre
[
ρ
]
k est l’une des composantes de ρc j on a :
Bc,k (ak, ρ) = vec
[∂Mc(ak, ρsi, ρcj)
∂
[
ρ
]
k
]
1:3,1:4
 = vec1:12 M(ρsi)G−1i G j ∂M(ρc j)−1∂ [ρ]k
 (8.28)
sinon :
Bc,k (ak, ρ) = 012×1 (8.29)
Une fois que la fonction de mesure ainsi que sa jacobienne ont été calculées, l’utilisa-
tion de l’algorithme de minimisation de Levenberg-Marquardt peut être envisagée. On
initialise l’algorithme à ρ0 choisie proche de la solution pour garantir une convergence
rapide de l’algorithme et pour éviter le problème lié à l’existence éventuelle de minima
locaux (selon la configuration de capteurs utilisée).
A chaque itération, le vecteur des paramètre est calculé comme suit :
ρi+1 = ρi + ∆i (8.30)
A chaque itération on calcule le pas comme suit :
∆i =
[(
Pˆi
)−1
+ λidiag
((
Pˆi
)−1)]−1
ei (8.31)
et
ei =
[
(Hi)>
(
h
(
ρi
)
− z
)]
(8.32)
(Pˆi)−1 = Hi>Hi (8.33)
z =
[
z>1 · · · z>nnp
]>
(8.34)
h
(
ρi
)
=
 h(a1, ρi)> · · · h(a1, ρi)>︸                                ︷︷                                ︸
n fois
h(a2, ρi)> · · · h(anp , ρi)>
> (8.35)
Hi =
 ∇ρh(a1, ρi)> · · · ∇ρh(a1, ρi)>︸                                        ︷︷                                        ︸
n fois
∇ρh(a2, ρi)> · · · ∇ρh(anp , ρi)>
> (8.36)
avec le facteur lambdai initialisé à 1. A chauqe itération :
– si ||h
(
ρi
)
− z|| < ||h
(
ρi−1
)
− z||, la valeur du vecteur de paramètres ρi est acceptée et le
facteur lambdai est réduit (par exemple pour nos applications nous divisons lambdai
par 10) ;
– si ||h
(
ρi
)
− z|| > ||h
(
ρi−1
)
− z||, la valeur du vecteur de paramètres ρi est refusée et
le facteur lambdai est augmenté (par exemple pour nos applications nous multiplié
lambdai par 10) ;
L’algorithme est arrêté quand l’erreur ||h
(
ρi
)
− z|| deviens suffisamment faible.
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8.5 Conclusion
Ce chapitre s’est intéressé aux imperfections du système qui n’ont pas été modélisées
dans la première partie de ce manuscrit, notamment les imperfections de la mesure, les
imperfections sur la longueur des segments du corps et les imperfections sur le position-
nement des capteurs.
Nous avons d’abord présenté une routine de calibration du biais et la sensibilité des
capteurs magnétiques. La méthode utilisée exploite une routine de minimisation de type
Levenberg-Marquardt. Cette méthode est dérivée de la méthode classique présentée par
Merayo et al. [J M G 1999] et Bonnet et al [Bonnet 2009], car les axes du capteur tri-axe
peuvent raisonnablement être supposés orthogonaux. En effet, on utilise des MEMS tri-
axiaux de taille 3mm × 3mm. Le problème de décalage entre les éléments sensibles du
capteur est très faible puisque les distances entre ces derniers est très faible (quelques
micromètres), et donc cette imperfection n’a pas été prise en compte dans la modélisa-
tion des mesures. Néanmoins, ces défauts de mauvais alignement des axes des capteurs
auront un impact sur la précision du système réalisé.
Nous avons par la suite présenté une méthode de calibration des longueurs des seg-
ments du corps. Cette méthode est inspirée de la méthode de O’Brien [O’Brien 2000]. Elle
étend la méthode de O’Brien au cas où la source tri-axiale est placée sur le corps du sujet.
Cette méthode requière qu’il y ait un capteur sur chaque membre du corps à suivre et
que la source magnétique soit tri-axiale. Si la source n’est pas tri-axiale, cette méthode ne
peut pas être utilisée. Typiquement, pour le démonstrateur proposé, il n’est pas possible
de calibrer la longueur des segments. Ceci est due au besoin de localiser individuelle-
ment chaque capteur par rapport à la source, ce qui ne peut pas être fait si la source n’est
pas tri-axiale. Cette méthode sera utilisée pour le second démonstrateur qui lui, utilise
une source tri-axiale.
Enfin, nous avons proposé une méthode de calibration des positions et orientations
locales des capteurs basée sur des postures de référence. Cette méthode, utilise une rou-
tine d’optimisation par exemple de type Levenberg-Marquardt. Elle permet d’estimer
les paramètres de positionnement et d’orientation des capteurs qui vérifient au mieux
les mesures effectuées en utilisant les postures de référence. Le principal défaut de cette
méthode est que les postures effectivement prises par le sujet ne sont pas exactement
connues. Si le sujet prend des postures qui ne sont pas assez précises, cette méthode peut
retourner une position faussée des positions des capteurs. Pour ceci, nous utilisons plu-
sieurs postures afin d’avoir suffisamment d’informations complémentaires. Les tests sans
et avec calibration pour la capture de mouvement du bras et de l’avant-bas d’un sujet hu-
main ont montré l’intérêt de la calibration dans la qualité des estimées.
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Étude expérimentale
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9.1 Introduction
Nous présentons dans ce chapitre les divers résultats pratiques obtenus à l’aide du
démonstrateur décrit dans le chapitre 7.
Nous commençons par présenter la mesure des caractéristiques de la bobine, ainsi
que du moment magnétique du signal généré par le système.
Ensuite, nous réalisons les deux premières applications présentées dans le chapitre 5 et
nous comparons les résultats réels avec les résultats théoriques.
9.2 Mesure des caractéristiques de la bobine
Après avoir réalisé le système, nous avons testé individuellement les différents com-
posants afin de s’assurer que les caractéristiques dimensionnées sont satisfaites. Pour
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mesurer les caractéristiques de la bobine réalisée, nous avons utilisé un impédancemètre
qui mesure l’impédance de la bobine en fonction de la fréquence. Nous avons accordé
la bobine avec une capacité série de Cs = 1µF. Cette expérience permet de déterminer la
fréquence de résonance de la bobine à partir de laquelle on peut déduire l’inductance en
utilisant la formule (7.18). Le schéma du montage réalisé est présenté sur la figure 9.3.
La figure 9.2 présente l’impédance complexe du circuit RLC composé de la bobine et
FIGURE 9.1 – Schéma de mesure de l’impédance du circuit RLC
de la capacité d’accord Cs mesurée par l’impédancemètre en fonction de la fréquence
du signal traversant la bobine. Ici on compare les données mesurées par l’impédance-
mètre à celles calculées analytiquement à partir des caractéristiques du tableau 9.1. A la
fréquence de résonance (1069.77Hz), le système RLC présente une impédance minimale
correspondant à la résistance du fil de la bobine R = 5.8Ω et un déphasage nul. On peut
noter une deuxième résonance à 163.911kHz qui est causée par la capacité parallèle de la
bobine formée par les spires successives. Elle correspond à une impédance maximale de
la bobine.
Le tableau 9.1 résume les caractéristiques de la bobine réalisée.
TABLE 9.1 – Caractéristiques de la bobine réalisée
Description Symbole Valeur Unité
Inductance de la bobine L 0.022134 H
Capacité d’accord Cs 10−6 F
Résistance totale de la bobine à vide R 5.8 Ω
Fréquence de résonance 1 fr1 1069.77 Hz
Impédance à la résonance 1 Z1 = R 5.8 Ω
Facteur de qualité à la résonance 1 Q1 25.5614
Fréquence de résonance 2 (auto-résonance) fr2 163911 Hz
Impédance à la résonance 2 Z2 276526 Ω
Facteur de qualité à la résonance 2 Q2 0.082435
Impédance du circuit RLC à 1kHz Z1000Hz 20.3473 Ω
On remarque que les défauts de fabrication ont provoqué des modifications des ca-
ractéristiques de la bobine :
– la résistance du fil est plus grande que prévu, ce qui provoque une intensité de cou-
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FIGURE 9.2 – Impédance complexe de la bobine réalisée en fonction de la fréquence (am-
plitude et phase)
rant inférieure à celle souhaitée. Cette résistance supérieure est due aux défauts de
bobinage et à l’épaisseur de l’isolant du fil négligée lors du dimensionnement : pour
la même longueur du fil, comme le diamètre réel du fil de cuivre est inférieur au
diamètre utilisé pour le dimensionnement, la résistance du fil est plus importante ;
– la disposition des spires est différente pour le dimensionnement de la bobine et
pour sa réalisation. Ainsi, comme les spires des couches supérieures tombent dans
"les creux des couches inférieures", le diamètre des spires des couches supérieures
est plus faible que celui initialement prévue.
9.3 Mesure du champ magnétique généré par la bobine
L’objectif est de mesurer le champ magnétique effectivement généré par la bobine et
de caractériser sa variation en fonction de l’intensité du courant qui circule dans la bo-
bine. Pour cela, nous avons réalisé le montage décrit sur la figure 9.3. La bobine est excitée
par un signal carré à sa fréquence de résonance (1069.77Hz) généré par un générateur de
basse fréquences (GBF). Le signal est ensuite amplifié par un amplificateur Audio de mo-
dèle "Mac audio MPX4000", pouvant délivrer jusqu’à 1000W avec une bande passante de
5Hz à 50kHz. La sortie de l’amplificateur est liée au circuit RLC composé de la bobine et de
la capacité d’accord fixée à 1µF. Une résistance de 1.5Ω est placée en série avec le circuit.
Un voltmètre permet de mesurer la tension aux bornes de la résistance dont en déduit
l’intensité du courant dans le circuit RLC. Afin de mesurer le champ magnétique généré
par la bobine, nous avons utilisé un magnétomètre tri-axe de modèle "Bartington" de type
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flux-gate à très haute précision ayant un bruit capteur très faible (3pT/
√
Hz), une bande
passante de 2kHz (0Hz−2kHz) et une sensibilité de 0.1µT/mV . La sortie du magnétomètre
est filtrée à 2kHz (pour éviter le repliement de spectre dû à l’échantillonnage effectué par
l’oscilloscope) puis visualisée sur un oscilloscope numérique. La mesure est convertie en
Teslas en la multipliant par la sensibilité du magnétomètre. Le magnétomètre est placé
à une distance de 50cm de la bobine dans la direction de son axe. Il est donc possible de
calculer le moment magnétique de la bobine avec :
m =
10bµTd3
2
(9.1)
où bµT est le champ magnétique mesuré en µT .
La figure 9.4 présente l’intensité du courant électrique en fonction de la tension aux
bornes du circuit RLC. La figure 9.5 présente la résistance du circuit en fonction de la
tension aux bornes du circuit, tandis que la figure 9.6 présente le moment magnétique en
fonction de l’intensité du courant.
FIGURE 9.3 – Montage utilisé pour mesurer le moment magnétique en fonction de l’in-
tensité du courant excitant la bobine
FIGURE 9.4 – Intensité du courant en fonction de la tension d’alimentation du circuit
Les courbes présentées montrent que la résistance du circuit change en fonction de la
tension du courant. Elle est stable jusqu’à 2.5V , puis la résistance augmente linéairement
avec la tension. En conséquence, à partir de 2.5V , l’intensité sature et n’augmente pas de
façon linéaire en fonction de la tension. Ceci a un impact direct sur le moment magnétique
du signal généré qui sature lui aussi. A partir des expériences effectuées, à 1069.77Hz sous
une tension de 3.3V , l’intensité est de 0.405A et le moment magnétique est de 0.8455Am2.
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FIGURE 9.5 – Résistance du circuit RLC en fonction de la tension d’alimentation du circuit
FIGURE 9.6 – Moment magnétique généré en fonction de l’intensité du courant électrique
dans le circuit
En effectuant une extrapolation de la partie linéaire de la courbe de la figure 9.6, si la
bobine ne saturait pas, le moment magnétique généré à 1069.77Hz sous une tension de
3.3V devrait être de 1.9266Am2 ce qui est proche de la valeur dimensionnée 2.2Am2. Par
conséquent, il est clair que l’effet de la saturation du noyau en ferrite [LEPLUS ] n’a pas
été pris en compte et qu’il engendre une réduction considérable du moment magnétique
généré.
9.4 Vérification de l’approximation dipolaire
Parmi les hypothèses faites au cours de ce travail, on trouve celle de l’approximation
dipolaire. Pour valider cette hypothèse pour la bobine réalisée, nous avons cartographié
une surface plane autour de la bobine en utilisant le magnétomètre Bartington. Comme
il existe des symétries autour la bobine, nous n’avons cartographié qu’un quart du plan
contenant l’axe de la bobine. Nous avons utilisé des pas de 5cm pour une surface totale
de 50cm × 80cm, les mesures étant effectuées à une distance supérieure ou égale à 10cm.
A partir des mesures, le moment magnétique de la bobine mˆ est estimé en minimisant
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l’erreur quadratique suivante :
mˆ = arg min
m
156∑
i=1
(mb(pi,u) − zi)> (mb(pi,u) − zi) (9.2)
avec pi la position du capteur pour la mesure i. b(pi,u) est la mesure du champ magné-
tique pour un moment de valeur 1Am2. m est l’amplitude du moment magnétique de la
bobine. u est le vecteur unitaire représentant la direction du moment de la bobine et zi est
la mesure numéro i. Notons que l’orientation du capteur est identique à celle de la bobine.
La minimisation est effectuée par l’algorithme de Levenberg-Marquardt et le moment
est initialisé à la valeur mesurée à une distance de 45cm dans l’axe de la bobine.
Le résidu (normalisé) sur la composante j du champ magnétique est calculé avec :
[ri] j =
| [mb(pi,u) − zi] j |
| [zi] j | 100(%) (9.3)
Le résidu (normalisé) sur le module du champ magnétique est calculé :
rmi =
||mb(pi,u) − zi||
||zi|| 100(%) (9.4)
Le problème majeur de cette expérience réside dans le fait que la position des élé-
ments sensibles dans le magnétomètre Bartington sont assez éloignés les uns des autres
(voir figure 9.8). Ceci oblige à effectuer 3 mesures séparées des 3 composantes du champ
magnétique pour chaque position. Ainsi, des erreurs de positionnement du capteur in-
fluent la précision de la mesure du champ magnétique même si nous avons essayé de
les minimiser en utilisant des points de référence permettant de garder le capteur le plus
aligné que possible avec le repère tracé.
La figure 9.7 présente les résidus sur les trois composantes du champ magnétique me-
suré en fonction de la position du capteur. Notons que les axes horizontaux sont donnés
en numéro sur la grille de mesure, chaque point de mesure étant espacé de 5cm en x et en
z de ses voisins. La moyenne de la valeur des résidus en pourcentage est de 2.4157%, le
minimum est de 0.0044742%, le maximum est de 17% et la variance est de 4.4506%.
La figure 9.8 présente à droite, le dispositif expérimental utilisé pour réaliser cette
compagne de mesures. A gauche de la figure, on trouve une comparaison de la direction
du champ magnétique simulé à partir du moment magnétique mesuré et du champ ma-
gnétique mesuré. On note que seul un quart de la surface représentée a été cartographié.
Le reste a été obtenu par symétrie.
On remarque que les directions du champ mesuré et du champ estimé sont très sem-
blables ce qui valide la forme du champ obtenu et par là, valide l’approximation dipo-
laire de la bobine réalisée. On constate des imperfections pour certaines positions, mais
ces problèmes peuvent aussi être causées par des erreurs de positionnement du capteur
par rapport à la bobine.
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FIGURE 9.7 – Résidus normalisés
9.5 Calcul du rapport signal à bruit du système
Nous remplaçons le circuit d’émission (GBF+Amplificateur) par notre système. Une
mesure directe du champ magnétique par le magnétomètre Bartington permet de calcu-
ler le moment magnétique (capteur placé à une distance de 45cm, dans l’axe de la bobine).
Le moment magnétique mesuré est de 0.296Am2 (< 0.8455Am2 moment mesuré à la fré-
quence de résonance). Cette diminution s’explique par l’augmentation de la résistance
totale du circuit qui ne fonctionne pas exactement à la fréquence de résonance du circuit
RLC. A partir de la figure 9.2, on peut remarquer que la résistance à la fréquence 1kHz
est plus importante qu’à la fréquence de résonance (1069.66Hz). Comme la tension est la
même (3.3V), l’intensité du courant est réduite et par conséquent le moment magnétique
généré est lui aussi réduit.
Afin de mesurer le bruit de réception, nous avons placé le système en mode réception
en désactivant l’émission magnétique, puis nous avons calculé la variance du signal me-
suré pendant une fenêtre temporelle de 15s. L’écart type mesuré est à peu près de 12nT
sur les trois voies des deux magnétomètres. En utilisant ces paramètres expérimentaux,
nous obtenons un rapport signal à bruit à 1m du centre de la bobine de :
S NR = 20log10
( ||b(p,m)||
σ
)
= 14.6156 (db) > 13.29(db) (9.5)
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FIGURE 9.8 – Comparaison entre les directions du champ magnétique estimé et les direc-
tions du champ magnétique mesuré avec le capteur Bartington pour notre bobine
Comme le rapport signal à bruit réalisé est supérieur à celui utilisé dans les simulations ,
nous avons utilisé cette bobine pour les applications présentées dans le chapitre 5 même
si ces caractéristiques ne sont pas celles attendues lors du dimensionnement.
Les indicateurs de performance seront recalculés en utilisant les nouveaux paramètres du
système et le système est testé et comparé à un système optique utilisé comme référence.
9.6 Résumé des caractéristiques du système réalisé
Les caractéristiques du système peuvent se résumer à :
– moment magnétique utilisé dans les simulations : m = 0.231Am2 ;
– moment magnétique dimensionné : m = 2.2Am2 ;
– moment magnétique réalisé par le système : m = 0.296Am2 ;
– bruit de mesure utilisé dans les simulations : σ = 10nT ;
– bruit de mesure réel : σ = 12nT ;
– rapport signal à bruit à 1m utilisé pour les simulations : S NR = 13.29dB ;
– rapport signal à bruit à 1m réel : S NR = 14.6156dB ;
– intensité : I = 0.1418A ;
– tension : V = 3.3v ;
– impédance totale du circuit à 1kHz : Z = 23.2722Ω.
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9.7 Applications
Le système développé permet de tester les deux premières applications présentées
dans le chapitre 5, c’est à dire le suivi de la position de l’extrémité d’une tige rigide et le
suivi du mouvement d’un bras humain.
Comme le rapport signal à bruit du système réalisé est supérieur à celui utilisé dans
les simulations, les bornes de performance sont recalculées afin d’obtenir une référence à
laquelle on compare nos résultats pratiques.
9.7.1 Première application : suivi de deux segments rigides
Dans la première application, nous reproduisons l’expérience présentée dans la sec-
tion 5.3. Rappelons que l’objectif est d’estimer la posture de la chaîne articulée constituée
de 2 segments connectés par une liaison pivot. Comme le système conçu est uniquement
magnétique, seule la configuration utilisant le champ magnétique est testée : une source
unique est reliée au premier segment et un seul capteur est placé sur le second segment.
On rappelle que, pour ce système, le vecteur d’état est x = (θ1 θ˙1)>.
9.7.1.1 Calcul des indicateurs de performance
Les indicateurs de performance obtenus à partir de la BCRP approximée dans le cha-
pitre 5.3 ont été calculés en utilisant les paramètres théoriques du système avant réa-
lisation. Nous avons recalculé tous les indicateurs (Cstat,Θ, Ctay,Θ, Cdyn,Θ, Cstat,p, Ctay,p et
Cdyn,p) en utilisant les performances réelles de la source et des capteurs (m = 0.296 Am2,
σ = 12 10−9 avec 200 Hz). La figure 9.9 présente ces indicateurs de performance du sys-
tème pour un mouvement de flexion/extension. On remarque que l’augmentation de la
fréquence d’échantillonnage qui (30 Hz pour le système théorique, 200 Hz pour le système
réalisé) ainsi que l’augmentation du rapport signal à bruit améliore les performances
d’estimation. Pour se rendre compte de cette amélioration, il suffit de comparer les indi-
cateurs dynamiques entre la courbe représentée sur la figure 5.8 et la courbe représentée
sur la figure 9.9. L’erreur maximale passe de 5cm avec la configuration simulée à 2cm avec
la configuration réalisée.
9.7.1.2 Description de l’expérience
Nous souhaitons comparer les performances du système réalisé à une référence pré-
cise. La figure 5.3 du chapitre 5 décrit la configuration du système réalisé. Un système
optique, le CodaMotion [COD ], permet d’estimer la position du capteur sur lequel nous
avons placé un marqueur optique. Le système optique effectue le suivi du marqueur tout
au long de l’expérience. Les trois algorithmes analysés précédemment permettent de dé-
terminer l’évolution de l’angle de rotation au cours du temps et d’en déduire la position
du capteur dans le repère de la source. Enfin, la position estimée par les algorithmes et
celle donnée par le système optique sont comparées.
Le mouvement réalisé consiste à tourner la tige autours de l’axe z dans quatre posi-
tions différentes atteintes avec quatre vitesses différentes en repassant à chaque fois par
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FIGURE 9.9 – Indicateurs de performance recalculés en utilisant les caractéristiques réelles
du système pour le suivi de deux segments rigides
FIGURE 9.10 – Liste de postures de la tige mobile au cours du temps
une position de référence θre f . Les rotations effectuées sont comprises entre 35◦ et −80◦
comme on peut le voir sur la figure 9.10.
Les positions (les deux graphes x en fonction de t et y en fonction de t), (respectivement la
valeur de l’angle θ1) du capteur estimées par le système magnétique en utilisant les trois
algorithmes EKF, UKF et LMA ainsi que celles estimées par le système optique sont pré-
sentées sur la figure 9.11 (respectivement la figure 9.12). Le tableau 9.2 résume les erreurs
maximales et moyennes produites par chaque algorithme. On compare et on analyse ces
résultats dans la sous-section suivante.
9.7.1.3 Résultats et interprétations
Les figures 9.11, 9.12 et le tableau 9.2 montrent que les trois algorithmes EKF, UKF
et LMA effectuent le suivi du mouvement de l’extrémité de la tige mobile sans diverger.
TABLE 9.2 – Comparaison de la moyenne et du maximum d’erreurs d’estimation de po-
sition de l’extrémité de la tige entre les algorithmes EKF, UKF et LMA
Algorithme Erreur moyenne (m) Erreur maximale (m)
EKF 0.00933 0.04373
UKF 0.00934 0.060586
LMA 0.00933 0.043604
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FIGURE 9.11 – Comparaison de la position (x, y) du capteur en utilisant le système magné-
tique et les trois algorithmes EKF, UKF et LMA avec la position donnée par le système
optique (repère de l’émetteur)
FIGURE 9.12 – Comparaison de la valeur de l’angle estimé par les trois algorithmes avec
l’angle estimé à partir des mesures optiques
On constate que les algorithmes LMA et EKF offrent des résultats similaires tout au long
de la séquence. Les deux algorithmes présentent un mouvement fluide et bien filtré. Par
contre, il ont tendance à sur-filtrer les estimations car on constate un léger dépassement
entre les instants 14.5s et 16.5s. Ce dépassement est engendré par le modèle d’état qui
n’est pas très réactif au changement de la direction du mouvement. Quant à l’algorithme
UKF, il semble présenter une moins bonne stabilité puisque la valeur estimée n’est pas
aussi fluide que celle estimée par EKF ou bien LMA. On remarque aussi que cette instabi-
lité est aggravée lorsque le rapport signal à bruit est réduit (par exemple entre les instants
14.5s et 16.5s). En effet, le conditionnement de la matrice de covariance de l’état est réduit
dans cette position ce qui constitue un problème lors de la génération des sigma-points
puisqu’elle est basée sur la décomposition de Choleski. Cette dernière exige que la ma-
trice de covariance soit définie positive et si la matrice est mal conditionnée, des erreurs
dans la génération des sigma-points peuvent apparaitre.
Afin de réduire le phénomène de réactivité des algorithmes, la valeur de la variance
imposée sur le bruit d’état (Σ) doit être augmentée. Par contre, une augmentation signi-
ficative de cette valeur engendre une augmentation de la variance de l’état estimé ce qui
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réduit l’effet de filtrage. Ce problème pourrait être résolu de deux façons :
– en utilisant une variance dépendant de la vitesse d’estimation estimée. On propose
la forme suivante Σi,i = Σ0i,i + f(
ˆ˙θ2i ) avec f une fonction croissante et Σ
0
i,i une valeur
faible permettant de garantir une variance non nulle lorsque la vitesse est nulle.
En utilisant cette méthode, si la vitesse est faible, l’effet de filtrage l’emporte sur la
réactivité, et si la vitesse est importante, le système réagit plus vite ;
– en utilisant deux modèles en interaction (IMM : Interacting Multiple Models) où
l’un utilise un modèle d’état avec une variance du bruit d’état faible, et l’autre uti-
lise un modèle d’état avec une variance du bruit d’état plus importante. Le système
peut donc choisir l’un des deux modèles en fonction du résidu calculé.
Comme la borne de Cramer-Rao est une information statistique, et que l’expérience
réalisée n’est qu’une unique réalisation, il n’est pas possible de comparer directement la
borne et les résultats obtenus. Pour cette raison, nous nous limitons à une comparaison
qualitative basée sur l’indicateur de performance Cdyn,p.
En comparant les résultats obtenus à l’indicateur Cdyn,p, on constate que les algo-
rithmes proposés peuvent atteindre des performances comparables à celles de la borne :
des erreurs maximales de l’ordre de 4cm sont obtenues alors que l’écart type maximal
donné par l’indicateur Cdyn,p est de 3cm (voir paragraphe 3.4.2).
Même si la borne de Cramer-Rao et les estimées obtenues à partir des mesures ne sont
pas exactement calculées dans les même conditions expérimentales, l’ordre de grandeur
est respecté ce qui montre un excellent comportement de notre système de capture de
mouvement, au moins dans cette configuration.
9.7.2 Deuxième application : suivi du bras
Le deuxième test utilise l’intégralité du système développé, à savoir la source magné-
tique uni-axiale ainsi que les deux capteurs tri-axiaux afin d’estimer la posture du bras et
de l’avant-bras d’un sujet. Le dispositif expérimental est représenté sur la figure 9.16. on
y voit la source fixée sur le torse (photo de gauche) et les deux capteurs fixés respective-
ment sur le bras (juste avant le coude), et l’avant bras (au niveau du poignet) (photo du
centre). Une unité de calcul portable (photo de droite) est également disponible.
9.7.2.1 Calcul des indicateurs de performance
Avant de présenter les résultats du test, nous avons recalculé les indicateurs de perfor-
mances en utilisant les caractéristiques réelles du système et la même séquence de mou-
vement que celle utilisée dans le chapitre 5.3 (m = 0.296 Am2, σ = 12 10−9 avec 200 Hz).
La figure 9.13 présente les indicateurs de performance (Cstat,Θ, Ctay,Θ, Cdyn,Θ, Cstat,p, Ctay,p
et Cdyn,p) en fonction du temps.
160
CHAPITRE 9. ÉTUDE EXPÉRIMENTALE
FIGURE 9.13 – Indicateurs de performance recalculés pour le suivi du mouvement d’un
bras humain en utilisant les caractéristiques réelles du système développé
En comparant l’amélioration de la borne statique et la borne dynamique entre le sys-
tème utilisé lors des simulations (voir figure 5.13) et le système réalisé (voir figure 9.13),
on remarque que l’amélioration de la borne dynamique est nettement plus importante
que l’amélioration de la borne statique. Cette amélioration est expliquée par l’augmenta-
tion considérable de la fréquence d’acquisition des données qui a passé de 30Hz à 200Hz.
L’augmentation de la fréquence d’acquisition engendre une réduction du temps entre
deux échantillons dt. Comme nous utilisons le même bruit Σ = 1054I, la valeur de la ma-
trice de covariance du bruit d’état Q est réduite (voir équations (2.26) et (2.25)) ce qui
réduit la valeur de la borne dynamique (représentée par les indicateurs Cdyn,Θ et Cdyn,p).
9.7.2.2 Description de l’expérience
L’expérience effectuée consiste à utiliser le système optique Coda-Motion afin de loca-
liser des marqueurs placés sur les capteurs magnétiques pendant une séance de capture
de mouvement du bras. La configuration utilisée est décrite dans le paragraphe 5.4. La
précision de l’estimation de la position du capteur posé sur l’avant-bras est évaluée en
comparant les estimations obtenus par le système magnétique et les algorithmes EKF,
UKF et LMA et celles fournies par le système optique.
9.7.2.3 Recalage des repères magnétique et optiques
Comme cette expérience est réalisée avec un sujet humain, il n’est pas possible de po-
sitionner précisément la source magnétique sur le torse du sujet et d’aligner précisément
les repères du système optique et du système magnétique. Pour s’affranchir de cette dif-
ficulté, une étape de correction de repères est appliquée afin d’exprimer la position des
marqueurs optiques ainsi que la position des capteurs dans le même repère. Cette étape
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est obligatoire puisque, comme la personne peut bouger lors de l’acquisition, le repère du
système optique et le repère du système magnétique bougent l’un par rapport à l’autre.
Ainsi, trois marqueurs optiques A, B,C sont placés sur la source de telle sorte que les vec-
teurs ~AB et ~AC ne sont pas colinéaires. La base orthogonale (ex, ey, ez) est déduite de ces
marqueurs A, B,C en utilisant le processus d’orthogonalisation de Gram-Schmidt. Une
matrice de transformation T est définie à partir de cette base orthogonale et de la posi-
tion du marqueur A qui est considéré être l’origine du repère de référence du système
optique. La matrice de transformation T permet de passer du repère de la source au re-
père du système optique.
Comme indiqué précédemment, un marqueur optique est fixé sur chaque capteur. Nous
FIGURE 9.14 – Positionnement des marqueurs par rapport à la bobine
FIGURE 9.15 – Positionnement des marqueurs par rapport aux capteurs
définissons pour chaque module le vecteur cmi partant du capteur i vers le marqueur cor-
respondant et exprimé dans le repère local du capteur.
Nous cherchons à exprimer la position du marqueur pˆi estimée par le système ma-
gnétique dans le repère définit par le système optique. Pour réaliser ceci, il suffit donc
d’appliquer la formule :
pˆi = TMicmi (9.6)
avec Mi la matrice de transformation source/capteur pour le capteur d’indice i calculée
en utilisant la formule D.4.
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FIGURE 9.16 – Dispositif expérimental
Nous obtenons ainsi la position de chaque capteur estimée par le système magnétique et
exprimée dans le référentiel du système optique. Ceci permettra une comparaison directe
entre les positions fournies par le Coda Motion et celle estimées à partir de notre système
magnétique.
9.7.2.4 Calibration du système
Contrairement à la première application, cette deuxième application nécessite une
calibration de la position et de l’orientation des capteurs dans le repère local des membres
sur lesquels ils sont fixés. Pour ceci, nous avons utilisé les postures décrites sur la figure
8.4 afin de déterminer les matrices de transformation S1, C1 et C2. La procédure décrite
dans le paragraphe 8.4 a été appliquée, et nous avons initialisé l’algorithme comme suit :
– la position locale de la source est initialisée à p0 = [0.10 − 0.07 0] ;
– la source est supposées être alignées avec le repère du torse ;
– les positions locales des capteurs sur leur membres sont identiques à celles utilisées
dans la simulation p1 = [0 0.28 0.06]> et p2 = [0.28 0 0.05]> (voir paragraphe 5.4 pour
plus de détails).
– les axes des capteurs sont supposés alignés avec les membres correspondants.
Les résultats de calibration sont :
– la position de la bobine est pˆ0 = [0.10419 − 0.075884 0.0096727]> ;
– l’orientation de la bobine est décrite par les angles θˆz = 18.4379◦, θˆx = −0.70202◦,
θˆy = 3.0826◦ appliqués dans l’ordre zxy ;
– la position locale du capteur 1 est pˆ1 = [0 − 0.28 0.07]>
– l’orientation du capteur 1 est décrite par les angles θˆz = 10.103◦, θˆx = −0.70202◦,
θˆy = 13.152◦ appliqués dans l’ordre zxy ;
– la position du capteur 2 est pˆ2 = [0.24 − 0.0099 0.036]>
– l’orientation de la bobine est décrite par les angles θˆz = 5.4379◦, θˆx = 1.02◦, θˆy = 3.02◦
appliqués dans l’ordre zxy.
On peut maintenant réaliser des expérimentations et comparer les résultats obtenus
dans un seul et même repère.
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TABLE 9.3 – Comparaison des erreurs moyennes et maximales de l’estimation des coor-
données du marqueur entre LMA, la version avec contraintes de LMA, de l’EKF et de
l’UKF
Erreur moyenne (m) Erreur maximale (m)
Algorithme Contraintes X Y Z X Y Z
LMA non 0.28656 0.04369 0.10987 0.58110 0.40501 0.34177
LMA oui 0.01786 0.03965 0.03631 0.08130 0.09420 0.09860
EKF oui 0.04059 0.04429 0.03356 0.59809 0.38320 0.56582
UKF oui 0.04032 0.05061 0.06601 0.86016 0.70335 0.77548
9.7.2.5 Résultats et interprétations
La figure 9.17 présente la comparaison entre l’estimation de position de la main réa-
lisée par le système magnétique en utilisant l’algorithme LMA et la position donnée par
le système optique pour l’une des séquences de mouvement. On note que, les versions
avec et sans contraintes présentent des différences notables. La version sans contraintes
de l’algorithme estime une solution non réalisable dans l’intervalle de temps 0s à 7s et de
15s à 30s, tandis que la version avec contraintes a été en mesure de rester dans la région
faisable et d’estimer une solution proche de la position estimée par le système optique.
L’erreur maximale observée est ici de 10cm. Elle est supérieure à l’erreur maximale
prévue par la borne 4cm. Ceci peut être expliqué par les imperfections du système, telles
que le glissement des capteurs sur les membres, ou encore les déformations des seg-
ments lors de la contraction des muscles. Néanmoins ces performances sont suffisantes
pour certaines applications où une précision de 10cm reste acceptable, par exemple pour
le suivi de personnes à domicile.
La comparaison des résultats obtenus par l’algorithme LMA (voir figure 9.17) et ceux
obtenus par l’EKF (voir figure 9.18) et l’UKF (voir figure 9.19) montre que l’algorithme
LMA est plus stable et robuste aux défauts du système que l’EKF et l’UKF. En effet, on
remarque que les algorithmes EKF et UKF divergent à certains instants (par exemple de
7s à 9s) puis reconvergent. Cette instabilité est causée par la réduction de rapport signal
à bruit pour certaines postures. Elle apparait nettement entre 7s et 10s car ce mouvement
correspond à une extension complète de la main. A ce niveau, le rapport signal à bruit est
faible pour le magnétomètre placé sur l’avant bras. La différence par rapport à la théo-
rie réside dans le fait que le bruit n’est plus gaussien si le rapport signal à bruit n’est
pas élevé, ce qui explique cette divergence momentanée. Dès que le bras est replié, ce
problème disparait. La convergence est en partie due aux contraintes sur les angles. Ces
derniers obligent l’algorithme à rester dans la zone atteignable ce qui augmente la pro-
babilité de convergence dès que suffisamment d’information est disponible (le rapport
signal à bruit est acceptable).
Pour palier à ce problème, nous proposons l’usage de la composante en phase uni-
quement pour la détermination de la valeur du champ magnétique. Ceci offre un bruit
de mesure plus conforme au modèle utilisé. Par contre, il faut que l’estimation de la phase
soit précise afin de pouvoir la compenser et réduire les pertes du signal dues au dépha-
sage.
164
CHAPITRE 9. ÉTUDE EXPÉRIMENTALE
FIGURE 9.17 – Comparaison de la coordonnée x de l’estimation de la position de la main
droite entre les versions sans et avec contraintes de l’algorithme LMA en prenant le sys-
tème optique comme référence
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FIGURE 9.18 – Comparaison de l’estimation des coordonnées de la position de la main
droite en utilisant l’algorithme EKF et en prenant le système optique comme référence
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FIGURE 9.19 – Comparaison de l’estimation des coordonnées de la position de la main
droite en utilisant l’algorithme UKF et en prenant le système optique comme référence
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La robustesse du LMA peut être expliquée par le fait que cet algorithme n’accepte un
changement de la valeur du vecteur d’état que si celui-ci diminue le coût quadratique à
optimiser (voir paragraphe 4.5). Ainsi, cet algorithme résiste mieux aux problèmes en-
gendrés par les imperfections du système.
Ce premier prototype, qui n’utilise qu’une seule source magnétique avec un moment
magnétique faible (m = 0.269Am2) fournit des résultats très encourageants. Il a montré
comment il est possible grâce uniquement à des mesures magnétiques intra-corporels,
d’effectuer une capture de mouvement avec des erreurs acceptables pour toute une classe
d’applications grand public. On remarque aussi qu’en utilisant LMA, la variance des es-
timations est faible. Cela signifie que le mouvement estimé est suffisamment lisse pour
être utilisé dans des applications où l’aspect qualitatif est plus important que la précision
(par exemple le suivi de personnes agées, ou encore l’animation de personnages 3D).
9.8 Conclusion
Dans ce chapitre, nous avons testé le système réalisé et analysé ses différentes carac-
téristiques. Nous nous sommes arrêtés sur les divers problèmes non modélisés dans la
partie théorique. Ceci nous a permi de comprendre les limites du premier prototype et
nous donne des indications pour la réalisation d’un prototype plus élaboré.
Le fait de ne pas avoir d’informations précises sur les propriétés du noyaux de ferrite
utilisé pour réaliser la bobine fait que cette dernière fournit beaucoup moins de champ
magnétique que prévu. En effet, le noyaux de ferrite sature à partir de 0.35A ce qui en-
gendre l’augmentation de la résistance du circuit et par conséquent une saturation du
moment magnétique généré par la bobine.
Le deuxième problème rencontré est celui de la fréquence de résonance. En effet il est
difficile sur ce premier prototype de se placer exactement à la fréquence de résonance du
circuit RLC. Ce problème augmente considérablement la résistance du circuit, produi-
sant ainsi une réduction de l’intensité du courant traversant la bobine ce qui réduit son
moment magnétique. Pour résoudre ce problème, les caractéristiques de la bobine et de
la capacité d’accord doivent être mieux maitrisées et il faut reprogrammer la PLL afin de
générer un signal à la fréquence de résonance.
Nous avons caractérisé le champ magnétique autour de la bobine en cartographiant
une zone de l’espace autours de la bobine. Les résultats montrent que l’hypothèse se-
lon laquelle la bobine peut être modélisée par un dipôle dipolaire est valide avec une
moyenne de l’erreur de l’odre de 2%. Cette valeur est suffisante pour les applications
traitées par la suite.
Dans les différentes expériences menées, nous nous sommes confrontés à des pro-
blèmes de recalage et de synchronisation du système optique avec le système magné-
tique. Pour la première expérience, comme la source est fixe, il est possible d’effectuer
ce recalage et de mesurer les positions locales de la source et du capteur sans difficulté.
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Par contre, la deuxième application est plus sensible et un recalage du repère optique et
du repère magnétique était nécessaire. D’autre part, les positions locales des capteurs ne
sont pas bien maitrisées ce qui nous a obligé à utiliser des postures de calibration afin de
retrouver une estimation de ces paramètres.
Pour la première application, les trois algorithmes, à savoir EKF, UKF et LMA ont
été testés. Ils offrent des résultats assez similaires en point de vue de la précision des es-
timées. On a remarqué que l’algorithme UKF présente une variance de l’estimée élevée
par rapport aux algorithmes EKF et LMA (qui eux estiment une trajectoire beaucoup plus
fluide).
Pour la deuxième application, nous avons montré qu’en utilisant toute l’information
disponible sur le système (i.e. le moment magnétique réel, les écarts type des mesures,
etc.), une procédure de calibration adaptée et les contraintes sur les angles, nous avons
réussi à estimer la position du capteur placé sur la main avec une erreur maximale de
10cm et une erreur moyenne de 4cm sur tous les mouvements effectués.
Même si pour la deuxième application, les erreurs sont supérieures à celles prédites
par la BCR, à cause des imperfections du système réalisé et des phénomènes non modé-
lisés, ces résultats restent encourageants En outre, ils peuvent être nettement améliorés
en utilisant une source tri-axiale en émission au lieu d’une source mono-axiale. D’autre
part, l’amplitude du champ généré peut être augmentée pour obtenir un SNR plus élevé
ce qui aura comme impact de réaliser des performances nettement supérieures à celles
obtenues avec ce premier démonstrateur.
On remarque aussi que pour les petites distances source/capteur, le système déve-
loppé est très précis, ce qui ouvre la voie à l’usage du système de capture de mouvement
pour des applications à faible distance.
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Conclusion
Durant ce travail, nous nous sommes intéressés aux systèmes de capture de mouve-
ment ambulatoire par mesures intra-corporelles. Ceci nous a confronté à plusieurs dis-
ciplines, en particulier le traitement de signal, la biomécanique, l’électronique, le ma-
gnétisme, etc. Les travaux ont porté sur des aspects théoriques et sur la réalisation d’un
système expérimental. C’est pour cette raison que nous avons choisi d’organiser notre
exposé en deux parties principales.
Dans un premier temps, nous nous sommes intéressés à la modélisation du système
en incluant les contraintes biomécaniques au modèle de mesure, au calcul de la borne de
Cramer-Rao qui permet à la fois de faire du pré-dimensionnement et de l’évaluation de
performance et à différents algorithmes d’estimation. Ainsi, nous avons :
– proposé un modèle générique permettant de séparer le modèle de la chaîne articu-
lée du modèle de mesure lié à la technologie utilisée. Le principal intérêt de cette
séparation est d’obtenir un modèle modulaire qui permet de tester très simplement
différentes configurations de couples source-capteurs pour une même structure de
la chaîne articulée. Ce travail sur la modélisation modulaire nous a également per-
mis de simplifier certaines expressions mathématiques qui apparaissent à plusieurs
reprises en facilitant également leur réutilisation ;
– proposé des indicateurs de performance permettant de choisir les caractéristiques
et le positionnement des sources et des capteurs. Ces indicateurs sont calculés à
partir de la borne de Cramer-Rao dans ses versions statique ou dynamique. Pour
cette dernière, une approximation, facile à calculer a été proposée. Ces indicateurs
peuvent être utilisés dans la phase de conception du système. Dans ce cas, ils per-
mettent de choisir de manière objective le nombre, la position et la technologie des
couples source/capteur à positionner sur la chaîne articulée, pour une application
donnée (ou un ensemble de mouvements donné). La borne de Cramer-Rao sera uti-
lisée pour choisir les caractéristiques du capteur tandis que la borne dynamique est
exploitée pour le positionnement et le nombre de capteurs à choisir. En outre, dans
la phase d’évaluation d’une méthode d’estimation pour une configuration donnée,
les indicateurs permettent d’évaluer la performance sur l’estimation des angles ou
bien de la position de points particuliers de la chaîne articulée ;
– évalué trois algorithmes d’estimation, à savoir un filtre de Kalman étendu (EKF),
un filtre de Kalman sans parfum (UKF) et un filtre mettant en œuvre une routine
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d’optimisation de type Levenberg-Marquardt (LMA). Nous avons comparé leur
performance en simulation pour trois chaînes articulées différentes. La première est
constituée de 2 tiges rigides liées par une liaison pivot. La seconde est constituée
du torse, d’un bras et d’un avant-bras tandis que la dernière considère également
le deuxième bras du sujet avec une main libre dont le mouvement est estimé. Pour
ces deux dernières configurations, les postures de référence sont extraite d’une base
de données bvh. Nous avons montré l’intérêt d’utiliser des contraintes sur les arti-
culations pour améliorer la précision du système pour certaines applications. Des
simulations ont été réalisées avec des données de mouvement issues d’une base de
données de mouvement BVH. Les mesures ont été simulées à partir de la posture
donnée dans la base de données et corrompu par des bruits additifs gaussiens. Les
résultats montrent que les trois algorithmes donnent des résultats assez similaires
en termes de précision pour la plupart des tests effectués.
Dans une deuxième partie, un système de capture de mouvement du corps humain
basé sur les mesures magnétiques de champ alternatif a été présenté. Le système dé-
veloppé est totalement ambulatoire puisqu’il est complètement porté par le sujet, sans
aucun élément extérieur. Le corps humain a été modélisé par une chaîne articulée.
Un premier prototype a été développé. Il est composé d’une source magnétique uni-
axiale et deux magnétomètres tri-axes. In comporte en outre une unité de traitement en
temps réel des signaux composée d’un processeur DSP de type BF527et d’un FPGA Cy-
clone III d’Altera. Les données pré-traitées sont enregistrées sur une carte mémoire SD
pour être analysée a posteriori sur un PC. Une solution non complètement ambulatoire
permettant d’analyser en temps réel les données pré-traitées a été réalisée. Dans ce cas,
le système transmet les données via un câble USB.
Une procédure de calibration de la chaîne articulée et des capteurs a été développée.
La calibration de la chaîne articulée (longueur des segments, position des capteurs sur les
segments) est indispensable afin de s’affranchir des incertitudes liées au positionnement
des capteurs sur le corps humain. Une méthode précédemment publiée supposait lors
de la calibration de la chaîne articulée que la source est externe au corps. Dans notre
cas, nous avons pu lever cette contrainte mais cela suppose l’utilisation d’une source tri-
axiale. Dans le cas où une source tri-axiale n’est pas disponible, la contrainte de source
externe peut également être levée en demandant à l’utilisateur de prendre des postures
de références simples prédéterminées.
Les capteurs tri-axes nécessitent une calibration spécifique de leur sensibilité. Notre
méthode de calibration du capteur est dérivée d’une approche précédemment publiée
dans la littérature. Ici nous avons considéré que les axes du capteur tri-axe peuvent rai-
sonnablement être supposés orthogonaux, ce qui a permis de simplifier la routine de
calibration.
Des tests de capture de mouvement d’un membre constitué d’un bras et d’un avant-
bras ont été réalisés. Les premiers résultats ont montré que l’utilisation d’une source ma-
gnétique uni-axiale et de capteurs magnétiques positionnées sur le corps du sujet est une
solution de capture de mouvement ambulatoire viable, même avec un champ magné-
tique de faible moment magnétique, puisque la distance entre la source et les capteurs
est suffisamment petite pour garantir un rapport signal sur bruit permettant d’atteindre
les performances visées.
Ces expériences ont également confirmé l’importance de l’utilisation de contraintes
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sur les angles afin de réduire la taille de l’espace état, ce qui permet d’éliminer des pos-
tures non atteignables physiquement. Cela permet en outre de tirer pleinement parti de
l’information sur l’anatomie humaine.
La principale limitation de ce premier prototype est l’utilisation d’une source uni-
axiale car compte tenu des lignes de champ induites par un dipôle, l’utilisation de plu-
sieurs bobines aurait permis d’améliorer la précision des estimées. En effet, lorsque l’on
est dans l’axe de la bobine, les performances sont maximales tandis qu’elles sont mini-
males lorsque l’on est dans le plan perpendiculaire à la bobine. Néanmoins, compte tenu
des contraintes bio-mécaniques introduites, les postures considérées pour la configura-
tion de capteurs et la source retenues peuvent être observées.
Les résultats obtenus sont quasi conformes à ceux auxquels on était en droit de s’at-
tendre compte tenu des études présentées dans la première partie de ce manuscrit. Lorsque
nous avons constaté des différences, nous avons été capable de les expliquer. En par-
ticulier, la différence observée entre les résultats théoriques et ceux obtenus avec notre
démonstrateur est due à des phénomènes de contraction musculaire ou encore de dépla-
cement des capteurs sur le corps.
Un deuxième prototype est en cours de réalisation. Les imperfections constatées sur
le premier prototype pourront être corrigées. En particulier la bobine uni-axiale est rem-
placée par une bobine tri-axiale, en prenant soin des problèmes de saturation du noyau
ferro-magnétique et de la fréquence de résonance. Les cartes sur lesquelles les capteurs
magnétiques tri-axes sont fixés sont également plus petites, ce qui facilitera le positionne-
ment et la fixation des capteurs sur le corps. Enfin, le nombre de capteurs est supérieur,
ce qui permet de capturer le mouvement de chaînes articulées plus complexes.
Le problème de la connectique devra être abordé. En effet, dans les prototypes 1 et
2, quelques liaisons filaires (entre les capteurs et l’unité de traitement) existent. Il serait
souhaitable de remplacer ces liaisons filaires par des liaisons sans fil afin d’obtenir un
système ambulatoire estimant en temps réel la posture du sujet, vraiment simple à mani-
puler pour l’utilisateur.
Dans notre étude, nous n’avons retenu que 3 algorithmes. D’autres algorithmes tels que
des filtres à particules auraient pu être évalués. En outre l’algorithme d’optimisation uti-
lisé devrait être remplacé par une routine de type Gauss-Newton avec contraintes bornes.
Enfin, la version actuelle du système n’est pas en mesure d’estimer correctement des
mouvement «rapides». Ce problème pourrait être résolu par l’utilisation d’une matrice
de covariance de l’état évoluant en fonction de la vitesse du mouvement. Une autre solu-
tion serait d’utiliser deux modèles, le basculement d’un modèle à l’autre étant piloté par
la vitesse du mouvement.
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ANNEXE A
Espace affine, repères et transformations
La géométrie affine est un élément essentiel dans la capture de mouvement. Elle per-
met de décrire les positions et orientations d’objets et d’appliquer des transformations
(rotation, translation, symétrie, changement d’échelle, etc.).
Un espace affine est une généralisation de la notion d’espace euclidien [Berger 2009]. Les
éléments d’un espace affine sont appelés des points. Puisque le monde perceptible par
nos sens est tridimensionnel, seuls les espaces 3D sont étudiés. Dans un espace affine de
dimension 3, chaque point est représenté par un vecteur à 3 composantes (nommées co-
ordonnées). Ces coordonnées sont relatives à un repère F composé d’une base (e1, e2, e3)
et d’une origine o dont les coordonnées dans le repère F sont toutes nulles. Nous nous
intéressons ici qu’aux bases orthonormales. Ainsi, un point v est décrit par un vecteur v/i
exprimant ses coordonnées dans le repère Fi comme suit :
v =
[
v/i
]
1 e1 +
[
v/i
]
2 e2 +
[
v/i
]
3 e3 (A.1)
Dans un espace à plusieurs repères Fi = (oi, xi, yi, zi), les coordonnées du point v ∈ R3
sont transformées du repère j au repère i en utilisant cette formule :
v/i = Ri→ jv/ j + pi→ j ou [v>i 1]
> = Mi→ j[v>j 1]
> (A.2)
avec
Mi→ j =
[
Ri→ j pi→ j
01×3 1
]
∈ R4×4 (A.3)
– Mi→ j ∈ R4×4 est appelée matrice de transformation [Shabana 2005] du repère j au
repère i exprimée dans le repère i ;
– pi→ j est le vecteur de translation du centre du repère i vers le centre du repère j
exprimé dans le repère i ;
– Ri→ j ∈ R3×3 est la matrice de rotation qui transforme la base du ième repère en la
base du jème repère.
La matrice de rotation [Shuster 1993] peut être obtenue à partir d’une représentation plus
réduite (angles, quaternion, axe-angle, etc.). Pour plus de détails sur la création de la
matrice de rotation à partir de diverses représentations, le lecteur se reportera à l’annexe
B.
La transformation de coordonnées est transitive :
Mi→ j = Mi→kMk→ j (A.4)
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L’inverse de la matrice de transformation est donnée par [Verth 2008] :
M−1i→ j = M j→i =
 R>i→ j −R>i→ jpi→ j0> 1
 (A.5)
176
ANNEXE B
Différentes représentations des rotations dans l’espace
B.1 Les matrices de rotation
La matrice de rotation de dimension 3 × 3 est une matrice orthogonale permettant de
"tourner" l’espace autour d’un axe déterminé d’un angle donné. Il s’agit de passer d’une
base orthonormale i à une base orthonormale j dont les vecteurs ont été tournés. Chaque
colonne de la matrice représente les cordonnées d’un vecteur de la base j exprimé dans
la base i.
Pour appliquer une rotation à un vecteur dans un espace euclidien, il suffit de multiplier
ce vecteur à gauche par la matrice de rotation :
vi = Ri→ jv j (B.1)
Les 9 composantes de la matrice sont dépendantes ce qui rend la représentation par des
matrices de rotation sur-paramétrée et une réductiondu nombre de paramètres peut être
envisagée.
B.2 Utilisation des quaternions unitaires
L’ensemble des quaternions, notéH, constitue une extension de l’ensemble des nombres
complexes. Chaque nombre est composé d’une partie scalaire réelle et d’une partie vecto-
rielle imaginaire. Un quaternion est donc un nombre hyper-complexe pouvant être écrit
dans la base (1, i, j, k) comme un vecteur composé de la partie scalaire réelle w et d’une
partie vectorielle v imaginaire. Les relations entre i, j, k sont données par la table B.1 (ligne
multipliée par colonne).
Les divers représentations d’un quaternion sont :
q = (w, v) =
[
w
v
]
=

w
x
y
z
 = w + ix + jy + kz (B.2)
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TABLE B.1 – Relations entre les paramètres 1, i, j, k
1 i j k
1 1 i j k
i i -1 k -j
j j -k -1 i
k k j -i -1
Le conjugué q∗ d’un quaternion q est le quaternion dont on a changé le signe des compo-
santes de la partie vectorielle :
q∗ = (w,−v) =
[
w
−v
]
=

w
−x
−y
−z
 = w − ix − jy − kz (B.3)
Les quaternions dits unitaires (||q|| = 1) peuvent représenter des rotations dans l’espace à
3 dimensions. Une rotation d’angle φ autour d’un axe u est décrite par le quaternion :
q =
[
cos(φ)
sin(φ)u
]
(B.4)
Une rotation représentée par un quaternion q peut être effectuée directement en utilisant
le produit de quaternions. Pour effectuer la rotation d’un vecteur v, il suffit de créer le
quaternion qv = (0, v), puis d’effectuer le produit de quaternions :
qv′ = q ⊗ qv ⊗ q∗ (B.5)
Le produit de deux quaternions q1 et q2 est défini par :
q1 ⊗ q2 = (w1w2 − x1x2 − y1y2 − z1z2)
+(w1x2 + x1w2 + y1z2 − z1y2)i
+(w1y2 − x1z2 + y1w2 − z1x2) j
+(w1z2 + x1y2 − y1x2 + z1w2)k
(B.6)
ou encore :
q1 ⊗ q2 = (w1w2 − v1.v2) + (w1v2 + w2v1 + v1 ∧ v2) (B.7)
où . dénote produit scalaire et ∧ dénote produit vectoriel.
Avec uniquement 4 paramètres, les quaternions unitaires sont une alternative intéres-
sante pour décrire les orientations des divers membres du corps (pour plus de précisions
voir le chapitre 1 de [Girard 2004]).
Les quaternions unitaires semblent être très utilisés dans le monde de la capture de mou-
vement par modules inertiels [Tao 2011][Lin 2010]. Ceci est surtout du au fait que le mo-
dèle dynamique qui met en œuvre les mesures du gyromètre est très simple en utilisant
des quaternions [Tao 2011].
B.3 Utilisation des angles de rotation
Les représentations par 3 angles autours de 3 axes spécifiques est une autre façon de
représenter des rotations dans l’espace. Cette représentation est l’une des représentations
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les plus compactes en termes du nombre de paramètres nécessaires à la description de la
rotation.
On peut distinguer deux types de représentations angulaires :
– les rotations séquentielles ;
– les rotations simultanées.
B.3.1 Rotations séquentielles
Les rotations séquentielles sont les plus utilisées. Il s’agit de décomposer une rotation
en trois rotations autours d’axes fixes ou bien mobiles. Dans ce type de rotations, l’ordre
des angles est très important puisque la composition de rotations n’est pas commuta-
tive. Dans ce cadre, on trouve les angles de Cardan et les angles d’Euler [Shuster 1993].
Même si cette représentation souffre du problème du blocage de cardan (Gimbal Lock)
[Shuster 1993], elle est très utilisée dans le domaine de la capture de mouvement du
corps humain puisqu’elle représente de façon naturelle et intuitive les rotations entre
des membres successifs.
Pour pouvoir appliquer une opération de la rotation d’un vecteur, il faut utiliser la
matrice de rotation qui est le produit de trois matrices de rotation autour de chacun des
3 axes. Cette représentation est utilisée dans la partie modélisation de ce manuscrit.
B.3.2 Angles de rotations simultanées
Les rotations simultanées sont plus proches de la représentation angle-axe ou bien
de la représentation avec un quaternion unitaire. Elles représentent une rotation simul-
tanée selon trois axes orthogonaux fixes par une rotation autour d’un seul axe. Afin de
retrouver l’axe et l’angle de rotation à partir des rotations simultanées selon les 3 axes,
Sara Stancˇin et al. [Stancˇin 2011] ont utilisé une décomposition de la rotation en petites
rotations successives de durées dT selon les trois axes. En faisant tendre le nombre de
rotations n vers l’infini, ils obtiennent une formule décrivant l’axe et l’angle équivalents
à cette rotation. Cette nouvelle formalisation de rotation baptisée SORA (Simultanious
Orthogonal Rotations Angles) est intéressante pour diverses raisons :
– elle décrit une rotation avec uniquement 3 paramètres ;
– la rotation décrite par SORA est unique (pas de problème de blocage de cardan) ;
– comme les rotations sont représentées dans un repère fixe, cette formulation peut
être exploitée pour imposer des contraintes biomécaniques directes aux angles des
articulations ;
– la dérivée de ces angles fournit directement la vitesse angulaire du mouvement de
rotation.
Comme pour les angles de rotations séquentielles, pour appliquer une opération de
rotation, il faut utiliser une matrice de rotation [Stancˇin 2011].
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B.4 Relations entre les divers représentations des rotations
On peut obtenir la matrice de rotation à partir de plusieurs représentations. Dans
cette annexe, nous donnons la matrice de rotation pour des représentations en angles de
rotations successives, rotations d’angles séquentielles, quaternions et angle-axe.
B.4.1 Matrice de rotation à partir d’angles de rotations successives
L’ordre des rotations est très important, car l’opération de rotations successives n’est
pas commutative. On décompose la matrice de rotation en un produit de 3 matrices de
rotation autour de leur axe respectifs. Par exemple, si l’ordre des rotations est zxy alors la
matrice de rotation est :
R = RzRxRy (B.8)
Les rotations élémentaires sont dans ce cas :
Rx(θ) =

1 0 0
0 cos(θ) −sin(θ)
0 sin(θ) cos(θ)
 (B.9)
Ry(θ) =

cos(θ) 0 sin(θ)
0 1 0
−sin(θ) 0 cos(θ)
 (B.10)
Rz(θ) =

cos(θ) −sin(θ) 0
sin(θ) cos(θ) 0
0 0 1
 (B.11)
B.4.2 Matrice de rotation à partir d’un quaternion unitaire
Soit le quaternion unitaire :
q = w + xi + y j + zk (B.12)
Le passager du quaternion q à la matrice de rotation équivalente est donné par :
R =

1 − 2y2 − 2z2 2xy − 2zw 2xz + 2yw
2xy + 2zw 1 − 2y2 − 2z2 2yz − 2xw
2xz − 2yw 2yz + 2xw 1 − 2x2 − 2y2
 (B.13)
B.5 Matrice de rotation à partir d’un angle-axe
La représentation angle-axe a quatre composantes. Elle se compose d’un angle et des
3 composantes du vecteur unitaire u autour duquel la rotation est effectuée :
a =
[
φ
−u
]
=

φ
−x
−y
−z
 (B.14)
180
ANNEXE B. DIFFÉRENTES REPRÉSENTATIONS DES ROTATIONS DANS L’ESPACE
Ainsi, il suffit de transformer cette formalisation en quaternion unitaire en utilisant (B.4)
puis en utilisant (B.13) pour retrouver la matrice de rotation équivalente :
R =

x2(1 − c) + c xy(1 − c) − zs zx(1 − c) + yc
xy(1 − c) + zs y2(1 − c) + c zy(1 − c) − xs
zx(1 − c) − yc zy(1 − c) + xs z2(1 − c) + c
 (B.15)
avec c = cos(φ) et s = sin(φ).
B.5.1 Matrice de rotation à partir d’angles de rotations orthogonales simulta-
nées
Les angles de rotation orthogonales simultanées (Simultanious Orthogonal Rotation
Angles) décrivent une rotation autour d’un axe à partir de trois rotations simultanées
autours de 3 axes perpendiculaires fixes.
En fait, la représentation angle-axe peut être simplifiée, car la partie vectorielle doit être
unitaire. Ainsi, si on multiplie l’angle de rotation φ par le vecteur unitaire de l’axe de
rotation u, on obtient un vecteur à uniquement 3 composantes qui contient la totalité de
l’information sur la rotation. En effet, les trois angles de rotation notés θx, θy, θz peuvent
être transformés en une représentation angle-axe, comme suit :
φ =
√
θ2x + θ
2
y + θ
2
z
u = 1√
θ2x+θ
2
y+θ
2
z

θx
θy
θz
 (B.16)
La démonstration de cette équivalence peut être effectuée en décomposant la rotation
d’angle φ autour de l’axe u en une succession de rotations infinitésimales autours des 3
axes du repère global [Stancˇin 2011].
Pour obtenir la matrice de rotation correspondante, on utilise (B.16) pour déduire l’angle
et l’axe de rotation, puis la matrice de rotation est directement déduite à travers (B.15).
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ANNEXE C
Outils de calcul probabiliste
Dans cette annexe, nous présentons des relations utiles aux calculs probabilistes ex-
ploités dans cette thèse. Pour de plus amples informations, on se reportera au livre de
Papoulis [Papoulis 2002].
C.1 Relations probabilistes
P(a,b) = P(a|b)P(b) (C.1)
P(a|b) = P(b|a)P(a)
P(b)
(C.2)
C.2 Distribution gaussienne
L’expression analytique de la distribution de probabilité gaussienne de moyenne m et
de matrice de covariance P est :
N(x,m,P) =
1
(2pi)
n
2 |P| 12
exp
(
−1
2
(x −m)P−1(x −m)>
)
(C.3)
où l’opérateur |.| indique le déterminant de la matrice.
C.3 Loi conjointe et loi marginale de deux variables aléatoires
gaussiennes
Soit deux variables aléatoires gaussiennes x et y telle que :
p(x) = N(m,P)
p(y|x) = N(Hx,R) (C.4)
La distribution conjointe des deux variables est :(
x
y
)
∼ N
((
m
Hm
)
,
(
P PH>
HP HPH> + R
))
(C.5)
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La distribution marginale de y est :
y ∼ N(Hm,HPH> + R) (C.6)
Si deux variables aléatoires x et y ont une densité de probabilité conjointe gaussienne
sous la forme : (
x
y
)
∼ N
((
a
b
)
,
(
A C
C> B
))
(C.7)
alors les distributions marginales sont :
x ∼ N(a,A)
y ∼ N(b,B) (C.8)
et les distributions conditionnelles sont :
x|y ∼ N(a + CB−1(y − b),A − CB−1C>)
y|x ∼ N(b + C>A−1(x − a),B − C>A−1C) (C.9)
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Indexation des couples source/capteur
Afin de pouvoir manipuler les couples source/capteur, nous définissons la matrice de
correspondance V ∈ Rnc×4 (où nc est le nombre de couples source/capteur) est créée. La
ligne c de la matrice de correspondance source/capteur ([V]c,:) concerne le couple sour-
ce/capteur d’indice c. La première colonne [V]c1 contient IS l’indice de la source dans la
liste des sources lsrc. La deuxième colonne [V]c,2 contient IC l’indice du capteur dans la
liste des capteurs lscr. La troisième colonne [V]c,3 contient IMS l’indice du membre sur
lequel la source est placée. La dernière colonne [V]c4 contient IMC l’indice du membre
sur lequel le capteur est placé.
[V]c,: =
[
IS IC IMS IMC
]
(D.1)
Pour l’arbre représenté sur la figure 2.7, la matrice de correspondance source/capteur
est :
V =

1 1 0 1
2 2 2 8
2 3 2 5
3 4 1 14
3 5 1 11
3 3 1 5
3 2 1 8

(D.2)
La matrice de transformation d’un couple c est :
Mc = M[S]c,2→[S]c,1 (a) =
[
Rc pc
0> 1
]
(D.3)
Elle est calculée comme suit :
Mc(xt) = S−1[V]c,1G[V]c,3(xt)
−1G[V]c,4(xt)C[V]c,2 (D.4)
La dérivée de la matrice de transformation du couple par rapport à l’angle [x]k avec
k ∈ {1, ..., n f } est :
∂Mc
∂ [x]k
= S−1[V]c,1
∂G−1t,[V]c,3∂ [x]k Gt,[V]c,4 + G−1t,[V]c,3 ∂Gt,[V]c,4∂ [x]k
 C[V]c,2 (D.5)

ANNEXE E
Démonstration de la Borne de Cramer Rao
Avant de commencer la démonstration, nous définissons le score :
s(z1, ..., znt , x) =
∂`(z1, ..., znt , x)
∂x
=
∂ log p(z1, ..., znt , x)
∂x
(E.1)
ce qui permet d’exprimer de la matrice d’information avec :
J(x) = Ez1,...,znt |x
{
s(z1, ..., znt , x)s
>(z1, ..., znt , x)
}
(E.2)
Pour le reste de cette démonstration, la notation E [] remplacera la notation Ez1,...,znt |x {}
afin d’alléger les notations.
E.0.1 Proposition
Montrons que, ∀ t(z1, ..., znt , x) , une fonction vectorielle de z1, ..., znt et x, dérivable par
rapport à x on a :
∂
∂x E
[
t>(z1, ..., znt , x)
]
= E
[
∂t(z1,...,znt ,x)
∂x
]
+E
[
s(z1, ..., znt , x)t>(z1, ..., znt , x)
] (E.3)
E.0.2 Preuve
Nous avons :
E
[
t>(z1, ..., znt , x)
]
=
∫
t>(z1, ..., znt , x)p(z1, ..., znt |x)dx
Donc en utilisant ∂ f (x)∂x = f (x)
∂ log f (x)
∂x , on a :
∂
∂x E
[
t>(z1, ..., znt , x)
]
=
∫
p(z1, ..., znt |x)∂t(z1,...,znt ,x)∂x dx
+
∫
p(z1, ..., znt |x)∂ log p(z1,...,znt |x)∂x t>(z1, ..., znt , x)dx
Or
∂ log p(z1, ..., znt , x)
∂x
= s(z1, ..., znt , x)
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Ce qui implique que :
∂
∂x E
[
t>(z1, ..., znt , x)
]
= E
[
∂t(z1,...,znt ,x)
∂x
]
+E
[
s(z1, ..., znt , x)t>(z1, ..., znt , x)
]
Ceci est vrai ∀ t. En particulier si t est une constante, nous avons :
E
[
s(z1, ..., znt , x)t
>] = E [s(z1, ..., znt , x)] t> = 0
Ceci est vrai ∀ t ∈ R∗, ce qui implique que :
E
[
s(z1, ..., znt , x)
]
= 0 (E.4)
Si nous posons maintenant t(z1, ..., znt , x) = s(t(z1, ..., znt , x), ceci nous donne :
E
[
s(z1, ..., znt , x)s>(z1, ..., znt , x)
]
= ∂∂x Et(z1,...,znt |x)
{
s>(t(z1, ..., znt , x)
}
−E
[
∂s(t(z1,...,znt ,x)
∂x
]
Or d’après (E.4), l’espérance du score est nulle, donc nous obtenons :
E
[
s(t(z1, ..., znt , x)s
>(t(z1, ..., znt , x)
>] = −E [∂s(t(z1, ..., znt , x)
∂x
]
(E.5)
Ceci est vrai si s(z1, ..., znt , x) est dérivable par rapport à x. Ainsi, nous obtenons une
deuxième forme de l’expression de la matrice d’information de Fisher :
J(x) = −E
[[
∂2`(z1,...,znt ,x)
∂2x
]]
(E.6)
Si nous supposons que t(z1, ..., znt) est un estimateur non biaisé de x, ne dépendant que
des mesures z1, ..., znt , nous pouvons écrire à partir de (E.3) :
∂
∂x
E
[
t>(z1, ..., znt)
]
= Ez1,...,znt |x
{
∂t(z1, ..., znt)
∂x
}
+ E
[
s(z1, ..., znt , x)t
>(z1, ..., znt)
]
t(z1, ..., znt) ne dépendant pas de x et étant un estimateur non biaisé (i.e : E
[
t(z1, ..., znt)
]
=
x) alors nous avons :
E
[
s(z1, ..., znt , x)t
>(z1, ..., znt)
]
= I
La matrice de covariance de l’estimateur t(z1, ..., znt), s’écrit :
E
[
(t(z1, ..., znt) − x)(t(z1, ..., znt) − x)>
]
Nous allons recourir à l’inégalité de Cauchy-Schwartz afin de montrer que l’inverse de
la matrice de covariance du score est une borne inférieure de la covariance de la matrice
de covariance de notre valeur estimée. La démonstration de la version matricielle de
l’inégalité de Cauchy-Schwartz est présentée en détails dans [Tripathi 1999].
Nous rappelons que si x et y, sont deux variables aléatoires telles que E [||x||] < ∞, E [||y||] <
∞ et E {||yy>||} est inversible, alors :
E
[
xx>
]
≥ E
[
xy>
] (
E
[
yy>
])−1
E
[
yx>
]
(E.7)
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On pose maintenant x = t(z1, ..., znt)−x et y = s(z1, ..., znt , x), ce qui donne immédiatement :
E
[
(t(z1, ..., znt) − x)(t(z1, ..., znt) − x)>
] ≥ E [(t(z1, ..., znt) − x)s>(z1, ..., znt , x)](
E
[
s(z1, ..., znt , x)s>(z1, ..., znt , x)
])−1
E
[
s(z1, ..., znt , x)(t(z1, ..., znt) − x)>
] (E.8)
Or en utilisant (E.3), nous avons :
E
[
s(z1, ..., znt , x)t
>(z1, ..., znt)
]
=
∂
∂x
Ez1,...,znt |x
{
t>(z1, ..., znt)
}
− E
[
∂t(z1, ..., znt)
∂x
]
Sachant que t(z1, ..., znt) ne dépend pas de x et que son espérance est égale à x, cette valeur
se réduit à I, ce qui donne enfin :
E
[
(t(z1, ..., znt) − x)(t(z1, ..., znt) − x)>
]
≥
(
E
[
s(z1, ..., znt , x)s
>(z1, ..., znt , x)
])−1
(E.9)
D’où la borne de Cramer-Rao, ∀t(z1, ..., znt) un estimateur non biaisé de x, la variance de t
admet une borne inférieure qui est l’inverse de la matrice de Fisher J(x) = E
[
s(z1, ..., znt , x)s(z1, ..., znt , x)>
]
:
Var(t(z1, ..., znt)) ≥ (J(x))−1 (E.10)
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ANNEXE F
Théorie de l’estimation
Dans cette annexe, nous résumons quelques outils utilisés dans la théorie de l’estima-
tion.
F.1 Estimation de paramètres statiques avec approche détermi-
niste
Il s’agit de retrouver les paramètres d’un modèle connu a priori à partir d’un ensemble
de mesures. Mathématiquement, le modèle qui lie la mesure aux paramètres à estimer,
peut être écrit comme :
zt = ht(x) + ε (F.1)
où zt dénote une mesure (qui peut être un scalaire ou bien un vecteur). La fonction ht est
la fonction de mesure qui décrit le modèle connus a priori (cette fonction peut dépendre
d’autres paramètres connus qui dépendent de t). x est le vecteur des paramètres à estimer.
Soient z le vecteur obtenu par la concaténation verticale de toutes les mesures zt et h la
concaténation verticale des toutes les fonctions de mesures ht.On peut avoir recours à
des méthodes d’optimisation pour estimer le paramètre xˆ qui minimise un coût donné.
Le coût le plus fréquemment utilisé est l’erreur quadratique. Donc le problème se résume
en :
xˆ = argmin
x
||z − h(x)||2 (F.2)
La résolution s’effectue par une approche de type moindres carrées [Lawson 1987] dans
le cas où ht est linéaire (i.e. zt = Htx + εt avec εt une erreur inconnue) afin de trouver la
meilleure estimation au sens de l’erreur quadratique :
argmin
x
||z −Hx||2 (F.3)
où H est la matrice obtenue par concaténation verticale des matrices Ht et z est obtenue
par concaténation des mesures zt. Dans ce cas, la solution xˆ est exprimée par les équations
normales :
xˆ =
(
H>H
)−1
H>z (F.4)
Cette expression de doit jamais être utilisée en pratique afin d’éviter les problèmes dus au
conditionnement de la matrice
(
H>H
)
. On pratique, on décompose la matrice [Hz] avec
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l’algorithme de décomposition QR avec Q orthogonale et R triangulaire supérieure de la
forme :
[H, z] = QR = Q

U c
0 d
0 0
 (F.5)
avec U triangulaire supérieure de dimension m × m, Q une matrice orthogonale et c un
vecteur de dimension m. Ainsi la solution est :
θˆ = U−1c (F.6)
Une pondération peut être ajoutée afin de donner plus de poids à certaines mesures du
vecteur z. Dans ce cas, le paramètre à estimer résout le cout quadratique suivant :
argmin
x
(z −Hx)>W (z −Hx) (F.7)
Une version récursive existe également pour les systèmes qui effectuent des observations
successives. La forme de l’équation de mesure devient alors :
z1
...
zn
 =

H1
...
Hn
 x + ε (F.8)
L’expression est dérivée des équations normales et du lemme d’inversion matricielle :
K = Pt−1h>t (w−1t + htPt−1h>t )−1
Pt = Pt−1 −KhtPt−1
xˆt = xt−1 + K (zt − htxˆt−1)
(F.9)
F.2 Estimation de paramètres statiques avec approche probabi-
liste
Dans ce second cadre, z admet une distribution de probabilité partiellement connue
P(z|θ) qui dépend de θ. Dans le cas le plus général z = h(x,w) où w est un bruit dont la
forme de la distribution est connue.
Parmi les estimateurs les plus connus dans ce cadre on trouve l’estimateur du maximum
de vraisemblance qui cherche à trouver le paramètre xˆ maximisant la probabilité de z
sachant x. La fonction qui décrit cette distribution s’appelle la fonction de vraisemblance.
Dans le cas de plusieurs mesures, la fonction de vraisemblance s’écrit :
P(z1 · · · zn|x) =
n∏
k=1
p(zk|x) (F.10)
En général il est plus aisé de maximiser le log-vraisemblance. L’estimateur du maximum
de vraisemblance devient alors :
xˆ = argmax
x
(log (P(z1 · · · zn|x))) = argmax
x
log
 n∏
k=1
P(zk|x)

 (F.11)
Typiquement, nous sommes souvent intéressés par les bruits additifs, en particulier les
bruits gaussiens à espérance nulle puisque beaucoup de phénomènes aléatoires sont
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modélisés par des distributions gaussiennes. Dans ce cas, l’équation de mesure devient
z = h(x) + w avec w un bruit blanc additif gaussien de moyenne nulle et de matrice de
covariance R.
Dans le cas linéaire z = Hx + w, l’estimateur devient :
xˆ =
(
H>R−1H
)−1
H>R−1z (F.12)
ce qui revient à faire des moindres carrées pondérés où la matrice de pondération n’est
autre que l’inverse de la matrice de covariance du bruit de mesure. Ainsi, nous pouvons
utiliser la version factorisée et la version récursive de l’algorithme d’estimation moindres
carrées pour résoudre ce problème. Typiquement, l’algorithme récursif est :
K = Pn−1H>n (Rn + HnPn−1H>n )−1
Pn = Pn−1 −KHnPn−1
xˆn = xn−1 + K (zn −Hnxˆn−1)
(F.13)
F.3 Méthodes de Monte Carlo
Les intégrales de Monte Carlo (MC) [Ristic 2004] sont la base des méthodes de Monte
Carlo séquentielles. Elles utilisent des méthodes statistiques afin de calculer des inté-
grales multidimensionnels. Pour calculer l’intégrale I d’une fonction multivariée g(x)
avec x ∈ Rn on pose g(x) = f (x)pi(x), avec pi une distribution de probabilité (i.e : pi(x) ≥ 0 et∫
pi(x)dx = 1) :
I =
∫
g(x)dx =
∫
f (x)pi(x)dx = E
[
f (x)
]
(F.14)
Alors il est possible d’approximer I en calculant l’espérance empirique de f (x) :
IN =
1
N
N∑
i=1
f (xi) (F.15)
Si les échantillons xi sont indépendants alors IN est non biaisée. En outre, d’après la loi
des grands nombres, IN converge vers I. Si la variance de f (x) est finie, alors le théorème
central limite peut être appliqué et l’erreur d’estimation converge vers une loi normale
centrée de variance σ2 :
σ2 =
∫
( f (x) − I)2pi(x)dx (F.16)
lim
N→∞
√
N(IN − I) ∼ N(0, σ2) (F.17)
L’erreur de MC e = IN − I est de l’ordre de O(N− 12 ), ce qui signifie que la vitesse de
convergence ne dépend pas de la dimension du vecteur x, mais qu’elle ne dépend que du
nombre d’échantillons N. C’est en effet le choix des échantillons qui est le plus important.
Ici ce choix est effectué de façon à ce que les échantillons proviennent des régions les plus
importantes de l’espace d’état.
Dans le contexte d’estimation Bayesienne, la densité pi(x) est la distribution a posteriori.
Malheureusement, ce n’est pas toujours possible de calculer cette distribution alors on
a recours à l’échantillonnage d’importance. L’échantillonnage d’importance séquentiel
repose sur un changement de distribution. En effet, si pi(x) est difficile à générer, alors on
peut utiliser une autre distribution plus simple à générer q(x). Ainsi :
I =
∫
f (x)pi(x)dx = E
[
f (x)
]
=
∫
f (x)
pi(x)
q(x)
q(x)dx (F.18)
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De cette façon, on a :
IN =
1
N
N∑
i=1
f (xi)ω˜(xi) (F.19)
avec les xi générés à partir de q(x) et ω˜(xi) = pi(x
i)
q(xi) . Si le facteur de normalisation de la
densité pi(x) n’est pas connu, on a besoin de normaliser les pondérations d’importance.
Donc IN est estimée comme suit :
IN =
1
N
∑N
i=1 f (x
i)ω˜(xi)
1
N
∑N
j=1 ω˜(x j)
=
N∑
i=1
f (xi)ω(xi) (F.20)
avec ω(xi) les pondérations d’importance normalisées :
ω(xi) =
ω˜(xi)∑N
i=1 ω(xi)
(F.21)
Dans le cadre de l’estimation Bayésienne dans le contexte d’une chaîne de Markov d’ordre
1, on cherche à estimer la distribution a posteriori P(xt|Zt).
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Résumé
La capture de mouvement ambulatoire est un sujet en plein essor pour des applica-
tions aussi diverses que le suivi des personnes âgées, l’assistance des sportifs de haut
niveau, la réhabilitation fonctionnelle, etc. Ces applications exigent que le mouvement
ne soit pas contraint par un système externe, qu’il puisse être réalisé dans différentes si-
tuations, y compris en extérieur, que l’équipement soit léger et à un faible coût, qu’il soit
réellement ambulatoire et sans procédure complexe de calibration.
Actuellement, seuls les systèmes utilisant un exosquelette ou bien des modules iner-
tiels (souvent combinés avec des modules magnétiques) permettent d’effectuer de la cap-
ture de mouvement de façon ambulatoire. Le poids de l’exosquelette est très important et
il impose des contraintes sur les mouvements de la personne, ce qui le rend inutilisable
pour certaines applications telles que le suivi de personnes âgées.
La technologie inertielle est plus légère. Elle permet d’effectuer la capture du mouve-
ment sans contrainte sur l’espace de mesure ou sur les mouvements réalisés. Par contre,
elle souffre de dérives des gyromètres, et le système doit être recalibré.
L’objectif de cette thèse est de développer un système de capture de mouvement
de chaînes articulées, bas-coût et temps réel, réellement ambulatoire, ne nécessitant pas
d’infrastructure de capture spécifique, permettant une utilisation dans de nombreux do-
maines applicatifs (rééducation, sport, loisirs, etc.).
On s’intéresse plus particulièrement à des mesures intra-corporelles. Ainsi, tous les
capteurs sont placés sur le corps et aucun dispositif externe n’est utilisé. Outre un dé-
monstrateur final permettant de valider l’approche proposée, on s’astreint à développer
également des outils qui permettent de dimensionner le système en termes de technolo-
gie, nombre et position des capteurs, mais également à évaluer différents algorithmes de
fusion des données. Pour ce faire, on utilise la borne de Cramer-Rao.
Le sujet est donc pluridisciplinaire. Il traite des aspects de modélisation et de dimen-
sionnement de systèmes hybrides entièrement ambulatoires. Il étudie des algorithmes
d’estimation adaptés au domaine de la capture de mouvement corps entier en traitant
les problématiques d’observabilité de l’état et en tenant compte des contraintes bioméca-
niques pouvant être appliquées. Ainsi, un traitement adapté permet de reconstruire en
temps réel la posture du sujet à partir de mesures intra-corporelles, la source étant égale-
ment placée sur le corps.
Abstract
Ambulatory motion capture is of great interest for applications ranging for the moni-
toring of elderly people, sporty performances monitoring, functional rehabilitation, etc.
These applications require that the movement is not constrained by an external system,
that it can be performed in different situations, including outdoor environment. It re-
quires lightweight and low cost equipment ; it must be truly ambulatory without com-
plex process of calibration.
Currently, only systems using an exoskeleton or inertial modules (often combined with
magnetic modules) can be used in such situations. Unfortunately, the exoskeleton weight
is not affordable and it imposes constraints on the movements of the person, which makes
it unusable for certain applications such as monitoring of the elderly. Inertial technology
is lighter. Itcan be used for the capture of movement without constraints on the capture
space or on the movements. However, it suffers from gyros drift, and the system must be
recalibrated.
The objective of this thesis is to develop a system of motion capture for an articulated
chain, low-cost, real-time truly ambulatory that does not require specific capture infra-
structure, that can be used in many application fields (rehabilitation, sport, leisure, etc.)..
We focus on intra-corporal measurements. Thus, all sensors are placed on the body and
no external device is used. In addition to a final demonstrator to validate the proposed
approach, we also develop tools to evaluate the system in terms of technology, number
and position of sensors, but also to evaluate different algorithms for data fusion. To do
this, we use the Cramer-Rao lower bound.
The subject is multidisciplinary. It addresses aspects of modelling and design of fully am-
bulatory hybrid systems. It studies estimation algorithms adapted to the field of motion
capture of a whole body by considering the problem of observability of the state and
taking into account the biomechanical constraints that can be taken into account. Thus,
with an appropriate treatment, the pose of a subject can be reconstructed in real time
from intra-body measurements.
