Abstract. Fail-stop signatures can briefly be characterized as digital signatures that allow the signer to prove that a given forged signature is indeed a forgery. After such a proof has been published, the system can be stopped. This type of security is strictly stronger than that achievable with ordinary digital signatures as introduced by Diffie and Hellman in 1976 and formally defined by Goldwasser, Micali, and Rivest in 1988, which was widely regarded as the strongest possible definition.
1. Introduction and overview of results. Traditional digital signatures, as introduced in [12] and formally defined in [20] , allow a person, A (for Alice), to make signatures that everyone who knows A's public key can test. Such signatures are only computationally secure for the signer because they can be forged by persons with sufficiently large computing power. A person able to factor large integers can, for example, very easily forge RSA (Rivest-Shamir-Adleman) signatures (see [38] ). Hence the security of these schemes relies on a computational assumption. Moreover, if a signature should be forged, it will be difficult for A to convince the bearer of the signed document or a third party that she did not make that signature.
Fail-stop signatures solve this problem by offering the signer a method for proving that a forgery has taken place. More precisely, even if a forger with unlimited com-puting power makes an "optimal" forgery, a polynomially bounded signer can prove that the underlying computational assumption has been broken when she sees the forgery (except with negligible probability). Thus the signer can be protected from an arbitrarily powerful forger. Moreover, after the first forgery, all participants, or the system operator, know that the signature scheme has been broken, so that it can be stopped. Hence the name "fail-stop."
1.1. More about ordinary digital signatures. Digital signatures were introduced in [12] and became popular with the RSA scheme [38] . However, it was subsequently discovered that the security requirements made in [12] were too weak, and the structure of signature schemes described there did not allow the desired stronger security. A satisfactory definition was finally published in [20] , together with a construction that is secure in this sense (see [20] for the intermediate history). We call such signature schemes "ordinary."
However, the notion of security was always only computational. For signature schemes of the original structure, [12] already showed that this is unavoidable: The signer has a secret key, which she uses to make signatures, and the signatures can be tested by everyone who knows her corresponding public key. Since signing and testing are polynomial-time, one can forge signatures, i.e., find values that pass the test, in nondeterministic polynomial time simply by guessing among all values up to a certain length. Additionally, nonpolynomial lower bounds for problems within NP are not known; hence to prove the security of any ordinary digital signature scheme, one has to make a computational assumption. The same argument also applies to the more general construction in [20] . Hence the effort in the theoretical treatment of signature schemes after [20] concentrated on weakening the necessary assumptions [1, 30, 39] .
Note, additionally, that with ordinary digital signatures, it is always the signer whose security relies on the computational assumption. If the signer were allowed to disavow forged signatures, she could also disavow her real signatures (because there is no difference between them), even if the assumption was not broken at all. The recipient's security is unconditional, i.e., all signatures that he has accepted will definitely also be accepted by any third party asked to settle a dispute.
1.2.
More about the fail-stop property. The fail-stop property can best be described by considering a judge in a dispute between the signer and a recipient of a digital signature. Usually, the judge will test if the signature is correct and give his verdict-"ok" or "not ok"-accordingly. Fail-stop signatures supply the judge with a third possibility: If the signer can prove that the signature is forged, the judge may say "forgery proved," which can be interpreted as saying that the basic assumption of the system has been broken. Naturally, this possibility of distinguishing forged signatures from authentic signatures only exists as long as the forger has not stolen the signer's key.
The definition of fail-stop signatures does not specify for how much of a system a particular proof of forgery is valid. As long as forging a single signature is provably as hard as breaking a particular computational assumption, it is wise to stop the whole system after any forgery because if one signature could be forged, one must expect that the same forger can make more forgeries. Therefore, the constructions usually assume that there is only one type of proof of forgery. However, it is no problem to make proofs of forgery specific to the keys of individual signers or even (although currently with some loss in efficiency) to each particular signature.
Furthermore, it is not a matter of the definition how one acts after the output "forgery proved." In particular, one obtains exactly the properties of ordinary digital signatures again if the technical verdict "forgery proved" is interpreted just like "signature correct" by the judge and everybody else. On the other hand, if it is agreed that all signatures for which forgery can be proved are rejected, one obtains a signature scheme in which the signer is unconditionally protected against forgeries, whereas the recipient is only computationally protected, i.e., an unrestricted adversary may achieve that a signature accepted by the recipient is later rejected by an honest judge. We call such a signature scheme a "dual signature scheme" because it is dual to ordinary digital signatures with respect to the security for the signer and recipients. Hence fail-stop signatures constitute the first (published) examples of dual signature schemes. Since fail-stop signatures furthermore allow the system to be stopped as soon as the basic assumption has been broken, they are a strictly stronger notion than each of these types of signatures.
As an example where fail-stop signatures, in their special role as dual signatures, may be advantageous, consider an electronic payment system where a customer signs her requests to the bank digitally. Since the bank most likely has much more computing power than the customer and since it can select the system and choose the security parameters, it is reasonable to protect the customer unconditionally, whereas the bank can rely on the customer not having sufficient computing power to repudiate her signatures. Thus the customer should sign with dual signatures and the bank with ordinary digital signatures. For more details about possible benefits of fail-stop signatures and possible advantages for the acceptability of digital signatures in law, see [36, 32] .
Construction idea.
Fail-stop signatures work very much like ordinary digital signatures. The signer has a secret key, which she uses to make signatures, and the signatures can be tested by everyone who knows her corresponding public key. A signature that passes this test is called acceptable. Now, the basic idea of the existing constructions of fail-stop signatures is that every message has many different acceptable signatures, of which the signer can only construct one (unless she breaks the underlying assumption); this one is called the correct signature. However, even an arbitrarily powerful forger does not have sufficient (Shannon) information to determine which of the many acceptable signatures is the correct signature on a new message. Consequently, with very high probability, a forged signature is different from the correct signature. Given a forged signature, the signer can exploit the knowledge of two different signatures on the same message (the forged signature and the correct one) to compute a proof of forgery.
Note that this construction allows an unrestricted signer to disavow her real signatures. However, since this can only occur if the computational assumption has in fact been broken, this is no problem. A proof of forgery does not indicate by whom the assumption has been broken, and hence it may have been the signer; but in any case, if this has happened, the system should be stopped.
Previous results.
Fail-stop signatures were first mentioned in [43] , and in the reports [31, 35] , it was proved that such signatures exist if claw-free pairs of permutations exist; this is a computational assumption known from [20] (see also [4, 36] for descriptions). In particular, this shows that fail-stop signatures exist if factoring large integers or computing discrete logarithms is hard. The construction uses one-time signatures, similar to [25] , i.e., messages are basically signed bit by bit. Therefore, although messages can be hashed before signing and tree authentication is used (similar to [26] ), this general construction is not very efficient.
In [32] , an efficient variant especially suited for making customers unconditionally secure in on-line payment systems was presented. However, in this scheme, all signatures by one customer with the same key must have the same recipient (e.g., the bank in a payment system), and it is only a dual signature scheme, not a fail-stop signature scheme. Furthermore, signing is a three-round protocol between the signer and the recipient.
1.5. Related types of schemes. In [8] , a dual undeniable signature scheme was presented. Undeniable signatures, introduced in [7] , are a type of signature in which there is no public predicate that everyone can use to test signatures. Instead, signatures are verified and disavowed using interactive protocols that must be carried out with the signer. This construction was the first signature scheme to achieve unconditional security for signers without bit-by-bit signing. However, it is not as efficient as the following schemes. Although the signatures themselves are efficient, the verification protocol requires quite a lot of computation because it needs σ challenges (similar to signatures) to achieve an error probability of 2 −σ . A similar scheme, but with so-called convertible undeniable signatures (cf. [5] ), is contained in [22] .
In [9] , unconditionally secure signatures were introduced, i.e., signature-like schemes where both the signer and the recipients are unconditionally secure. In [37] , a transferable version was presented, i.e., signatures can be passed on from one recipient to another. With this extension, unconditionally secure signatures could in principle replace other signatures in many applications. However, these constructions are too inefficient to be used in practice because they require a complicated interactive key-generation protocol and the signatures are very long. We showed in [23] (proofs in [34] ) that the latter is unavoidable: to achieve an error probability of 2 −σ , the length of unconditionally secure signatures that can be tested by M participants, including those that only have to settle disputes, is at least M · σ.
1.6. Results in this paper. This paper presents fail-stop signatures in a unified way by giving definitions, efficient constructions, and lower bounds. Preliminary versions of the definitions appeared in [31, 35] , and preliminary versions of the constructions and lower bounds appeared in [22, 23] .
Definition (see section 3). The formal definition of fail-stop signatures is somewhat more general than that in the report [35] because it allows a more general method for key generation and more memory in the signing algorithm. This increases the scope of validity of the lower bounds.
Constructions (see sections 4 and 5). The first step in our constructions of failstop signatures is a general construction based on the concept of bundling homomorphisms, which allows only one message to be signed. This construction has as special cases the two schemes from the extended abstracts [22, 23] , which we describe. Signing in the first of these two schemes requires two modular multiplications, whereas signing in the second requires approximately one exponentiation. In both schemes, testing a signature requires approximately two exponentiations. Thus these signatures compare very well with the currently proposed ordinary digital signatures. We then show extensions for signing an arbitrary number N of messages. In special cases, no efficiency is lost; in the general case, the length of signatures and the time needed for testing signatures on short messages grow by a factor of log(N ).
Lower bounds (see section 6). Based on the definition of fail-stop signatures, we prove lower bounds on the size of the keys and the size of fail-stop signatures. For these bounds, we assume that the probability that a forgery cannot be repudiated is smaller than 2 −σ for some security parameter σ and that the recipients have a similar level of security against very simple brute-force algorithms. Then the most important result is as follows:
• If N messages are to be signed, the signer needs at least (N +1)(σ−1) secretly chosen random bits.
Thus the secret key in fail-stop signature schemes is basically a one-time key. However, this does not prevent efficient fail-stop signatures where many messages can be signed: We present an efficient construction where the size of the secret storage space is logarithmic in the number of messages to be signed, and an otherwise less efficient variant where this size is constant. This does not contradict the lower bounds because many secret bits can be deleted soon after they have been generated and used, i.e., the stored secret key varies with time. These constructions with small secret storage are important because secret storage is quite hard to realize since one needs a tamper-resistant device.
Additionally, we show the following:
• The entropy, and hence the length, of a signature is at least 2σ − 1, and the entropy of the public key is at least σ.
These bounds are not much larger than similar bounds for ordinary digital signatures because they concern parameters where the difference between fail-stop signatures and ordinary digital signatures is quite small.
A comparison of the efficient constructions of fail-stop signatures with the lower bounds on unconditionally secure signatures mentioned in section 1.5 shows that failstop signatures provide the most viable way of protecting the signer unconditionally.
2. Notation. For a given probability space S (which will always be clear from the context), P(E) denotes the probability of the event E,a n d[ S ] denotes the set of elements with positive probability. Choosing a value from S and assigning it to a variable, x, is denoted by x ← S.
If a is a probabilistic algorithm, a(i) denotes the probability space defined by running a on input i.I fa 1 ,...,a n are n probabilistic algorithms and p is an n-ary predicate (n ∈ N), then P(p(x 1 ,...,x n )::x 1 ←a 1 (i 1 ); ...;x n ← a n (i n )) denotes the probability that the predicate p(x 1 ,...,x n ) is true after the result of running a j on input i j has been assigned to x j ,f o rj:= 1, 2,...,n (in this order). We also allow assignments from other probability spaces, like x j ← S j , in such a formula.
The notion "for k sufficiently large" means "∃k 0 ∀k ≥ k 0 ." The characteristic function of a predicate pred is denoted by 1 pred and the length of a string by |·|.T h e length of a number is the length of the binary representation of that number. This is denoted by |·| 2 .
The ring of integers modulo a number n is denoted by Z n , and its multiplicative group, which contains only the integers relatively prime to n,b yZ * n . 3. Definition of fail-stop signatures. Briefly, a digital signature scheme is defined by three algorithms (see [20] ), 1. a key generator, 2. a method for signing, and 3. a method for testing signatures, such that if the keys are generated correctly using the key generator, then we have the following:
• If the signer signs a message correctly, everyone who knows the signer's public key accepts the signature.
• A polynomially bounded forger cannot make any signature that passes the signature test.
In a fail-stop signature scheme, a protocol is added that allows the (polynomially bounded) signer to prove to third parties that a forged signature is indeed a forgery. It consists of two more algorithms:
4. a method for constructing proofs of forgery, and 5. a method for verifying proofs of forgery (which everyone who knows the public key can carry out).
A proof of forgery is always noninteractive so that it can subsequently be shown to others, and the system can be stopped in consensus. The proof must satisfy two new security requirements:
• The ability to prove forgeries must work independently of the computing power of potential forgers.
• It must be infeasible for the signer to construct signatures that she can later prove to be forgeries.
It can be shown that these two properties imply security against forgery (see section 3.2); hence this security is omitted in the formal definitions.
Until now, nothing has been said about the generation of the secret and public key. In an ordinary digital signature scheme, the primary purpose of the secret key is to enable the signer to make signatures that nobody else can construct, and this key is therefore chosen by either the signer herself or a key-authentication center trusted by the signer. Since it is equally important that fail-stop signatures cannot be forged, the signer still has to take part in choosing the keys. However, since the signer in these schemes is allowed to repudiate (forged) signatures despite the fact that they pass the public signature test, the recipients of signatures must be sure that the signer cannot disavow her own signatures. It is therefore necessary that the recipients or a center trusted by the recipients also participate in the key generation. In particular, such a center is needed if the recipients are not known at the time of choosing the keys. When the signer's public key has been selected, it will usually be stored in a public directory with accepted integrity.
In the following, we first formalize the definition for the case where the signer and a center generate the keys (section 3.1). Section 3.2 shows that every scheme satisfying this definition is secure against forgery, and section 3.3 discusses how the recipients can participate in the key generation.
3.1. Definition. In this section, we consider the situation where the signer and an entity trusted by the recipients generate the keys. This entity is called the center and denoted by C.
It should be noted that we use uniform complexity. In particular, the computational assumptions in the next section are described uniformly. It is not difficult to modify the definitions in order to cope with nonuniform complexity, and reductions in the uniform model are automatically valid in the nonuniform model as well.
The security of a cryptographic scheme is usually determined by a security parameter, which specifies the size of the instances of the hard problem used. A fail-stop signature scheme can be broken by either the signer, if she succeeds in constructing a signature that she can later prove to be a forgery, or a forger, if he succeeds in constructing a false signature that the signer cannot repudiate. Since these two attacks have completely different consequences for the participants, it is natural to define the security parameter of a fail-stop signature scheme as a pair (k, σ) of positive integers, where k measures the (computational) security for the recipients and σ determines the (unconditional) security for the signer. As is common practice, we shall implicitly assume that these security parameters are represented in unary whenever they are input to an algorithm or protocol.
We allow signing and proving forgeries to be probabilistic and to depend on the history of previously given signatures. Actually, the signatures in our constructions depend only on the number of previous signatures. However, the general definition ensures that the lower bounds in section 6 are valid for everything that might reasonably be called a fail-stop signature scheme. We cover all these cases by regarding the random bits as part of the secret key and signing as a deterministic function of the secret key and the sequence of all (previous) messages. This will simplify the notation.
The number of the current message is usually denoted by i ∈ N. In addition to σ and k, a fail-stop signature scheme has a parameter N ∈ N, which is the maximal number of signatures that the signer is willing to construct using the same secret key (hence 1 ≤ i ≤ N ). As with the security parameters, it is assumed that N is always represented in unary. We often write par := (k, σ, N)a s an abbreviation of these three parameters.
Definition 3.1. A fail-stop signature scheme (abbreviated FSS scheme) with message space M ⊆{ 0 ,1 } + is a 5-tuple (G, sign, test, prove, verify), where we have the following:
• G is a polynomial-time two-party protocol for generating the keys. The protocol is executed by the signer, A, and C, who both get par as input. Furthermore, each party has a secret random string, r A and r C , respectively. The participants each have a private output channel and there is a (broadcast) channel for common outputs; see Figure 1 . The common output is (acc, pk), where acc ∈{ accept, reject} and pk is the public key (only well defined if acc = accept). The common broadcast channel can be realized with a usual broadcast channel if one participant outputs pk and the other outputs acc. We generally denote the outputs on the private output channels of the two participants by aux A and aux C , respectively, and we say that G outputs (acc, pk, aux A ,aux C ).I fAis executed correctly, aux A is simply the secret key, denoted by sk.I fCis executed correctly, aux C is the empty string, ε.
• sign is a polynomial-time algorithm that on input the secret key, a message number i, and a message sequence m =( m 1 ,...,m i ) from M constructs a signature on m i . Thus sign(sk, i, m) denotes the signature on m i if the previously signed messages were m 1 ,...,m i−1 , and all random bits used are regarded as part of sk (and thus originally of r A ). It is called the correct signature.
• test is a polynomial-time algorithm that on input the public key, a message m ∈ M , and a possible signature s on m outputs either ok or notok. If test(pk,m,s)= ok, we say that s is an acceptable signature on m.
• prove is a polynomial-time algorithm that on input the secret key, a message m ∈ M , a possible 1 signature s on m, and the history hist of previously signed messages (plus their signatures) either outputs the string "not a forgery" or a bit string proof ∈{0,1}
* .
• verify is a polynomial-time algorithm that on input the public key, a message m ∈ M , a possible signature s on m and a string proof outputs either accept or reject. If the result is accept, the string proof is called a valid proof of forgery.
This 5-tuple must satisfy the following basic correctness property (security is defined separately). For all k, σ, N ∈ N,ifAand C follow the computations prescribed by G, each output (acc, pk, sk, ε) of G satisfies acc = accept and for all message numbers i ∈{1,...,N} and message sequences m =(m 1 ,...,m i ) from M ,
• if s = sign(sk,i,m), then test(pk, m i ,s)=ok, i.e., correct signatures are acceptable.
The output "not a forgery"o fprove signals that prove is not able to construct a valid proof of forgery.
Note that test and verify are not as general as sign and prove because we have not allowed them to depend on the history of previous signatures: In general, all signatures may go to different recipients. Hence one cannot assume that a recipient (or a verifier) knows anything about the history. Everything he has to know must therefore be included in the signature. One can make an exception only in applications where all signatures of one signer have a fixed recipient or very few recipients.
Before continuing, we introduce some notation to be used with the key-generation protocol. A signer or center who does not necessarily follow the prescribed protocol is denoted byÃ orC, respectively. GÃ ,C and G A,C denote the resulting protocols, and auxÃ and auxC the private outputs. A cheating participant can also use the input par. We denote by GÃ ,C (par) the distribution of the outcome of GÃ ,C over the random bits r C of C and rÃ ofÃ if the common input is par. Similarly, G A,C (par) denotes the distribution of the outcome of G A,C . Definition 3.2. An FSS scheme is secure for the recipients iff the following holds for all probabilistic polynomial-time algorithmsÃ andÃ * (representing the two steps of an attacking signer): If C follows the prescribed protocol in an execution of G withÃ and ifÃ * , on input the private output auxÃ ofÃ, constructs a triple (m, s, proof), then the probability that proof is a valid proof of forgery tends to zero faster than the inverse of any polynomial in k. This probability is over the random (uniformly distributed) choices of r C , rÃ and the random choices used inÃ * . More formally, ∀Ã andÃ * (probabilistic polynomial-time), ∀σ, N , and c, and for k sufficiently large, P(acc = accept ∧ verify(pk,m,s,proof)=accept ::
(Remember: par =(k, σ, N).)
We now turn to the definition of the security for the signer. Since we have not required that the signer trusts the center, she should be protected no matter what the center does in the key-generation protocol as long as she follows the protocol herself. Furthermore, the purpose of fail-stop signatures is that the signer should be secure even against arbitrarily powerful forgers. We therefore consider arbitrarily powerful centersC. Remember that [G A,C (par)] denotes the set of possible outcomes of the protocol if par is given. Definition 3.3. Let an FSS scheme with message space M ⊆{ 0 , 1 } + and parameters par =(k, σ, N) be given, and consider an arbitrarily powerful centerC.I f AandC have executed G and the outcome was (acc, pk, sk, auxC) with acc = accept, we define the following:
(a) The set of possible histories is
For a given history hist, let M (hist) denote the set of sign messages in hist.
(b) The set of possible secret keys (from the point of view of an unrestricted forger) given pk, auxC, and a history hist is SKC(pk, hist,auxC)
SKC(pk,hist,auxC) is equipped with a distribution induced by the random bits of the signer and corresponds to the remaining uncertainty that an attacker has about the real secret key when he tries to choose an "optimal" forgery.
(c) The set of successful forgeries given pk and a history hist is
i.e., the set of acceptable signatures on messages not contained in the history.
is a provable forgery after a history hist, abbreviated provable(sk, pk, hist, f),i ff verify(pk,m,s,prove(sk,m,s,hist)) = accept, i.e., if applying prove to it yields a valid proof of forgery.
Intuitively, the following definition says that no matter what an arbitrarily powerful center does during the key generation, no matter what messages A signs, and no matter what message and signature the forger selects as a forgery given all this knowledge, A can repudiate the forged signature with high probability. The probability is over the possible secret keys (among which, roughly speaking, the forger must guess which one A really has). For the first similar definition of security against an unrestricted adversary, see [42] .
There are two possible sources for a small error probability: One is during key generation, where A might be tricked into accepting a bad key pair; the other is that a forger happens to find exactly A's correct signature.
Definition 3.4. Let an FSS scheme be given.
(a) For any given parameters k, σ, N ∈ N and any arbitrarily powerful centerC, define a set GoodC of "good" outcomes of the key generation as follows:
(sk, pk, auxC) ∈ GoodC :⇔∀hist ∈ Hist(sk), ∀f ∈ Forg (pk, hist):
Thus an outcome is called good if it guarantees that after any history, an unrestricted forger still has so much uncertainty about the secret key that his forgery will be provable with very high probability.
(b) The FSS scheme is secure for the signer iff ∀σ, ∀par =( k, σ, N), and for any arbitrarily powerful centerC,
(c) If both A and C follow G, each output is good, i.e., (sk, pk, ε) ∈ Good C . Definition 3.5. A secure FSS scheme is an FSS scheme that is secure for both the signer and the recipients.
Relation to ordinary digital signatures: Security against forgery.
In the above definition of secure fail-stop signatures, we have not explicitly demanded that it be difficult for a forger to construct acceptable signatures. Clearly, a signature scheme is useless if it is easy to make forgeries, even if they can be repudiated. We now show that Definition 3.5 actually implies that forging is hard for polynomially bounded enemies. More precisely, we show that existential forgery is infeasible even after an adaptive chosen-message attack (see [20] ).
In an adaptive chosen-message attack against a signature scheme with security parameter l (which is used as an input in key generation) a forger F does the following, given the public key as an input:
1. Repeat a polynomial number of times (in l): Generate (in some way) a message m and receive the correct signature on m from the signer.
2. Output a pair (m ′ ,s ′ ). (This should be a new message-signature pair.) Definition 3.6. A signature scheme with security parameter l is secure against an adaptive chosen-message attack iff for all c>0and for all probabilistic polynomialtime forgers F as above, the probability that F outputs a pair (m ′ ,s ′ ) such that m ′ is different from all messages chosen in step 1 and s ′ is an acceptable signature on m ′ is less than l −c for l sufficiently large. The probability is over the random bits used in the key generation, the random bits of F , and the random choices of the signatures, if the signing algorithm is probabilistic.
We now consider the security of fail-stop signatures against a forger who has not participated in the key generation. Theorem 3.1. A secure FSS scheme is secure against an adaptive chosenmessage attack by forgers who do not participate in G, i.e., who have only par and the result pk of a correct execution of G as inputs; the parameter k of the FSS scheme plays the role of the parameter l in Definition 3.6.
Proof. Let a secure FSS scheme be given as in Definitions 3.1 and 3.5. Assume further that there exists a probabilistic polynomial-time forger F as above that on input (par, pk) outputs a pair of a new message and an acceptable signature (m ′ ,s ′ ) with probability p(par). This probability is over all the random bits used in key generation and in F . Since F runs in polynomial time, a signer who tries to cheat a recipient can use the same algorithm:
1. Execute G correctly with C. This yields a key pair (sk, pk). 2. Execute F alternating with the real signing algorithm to obtain a history hist and a pair (m ′ ,s ′ ). 3. Use prove to compute a proof of forgery for (m ′ ,s ′ ), given sk and hist. Roughly, the argument is as follows: On one hand, the security for the signer against a forger with algorithm F implies that step 3 leads to a valid proof of forgery with nonnegligible probability. On the other hand, this means that when the signer alone carries out the whole algorithm (i.e., step 1 asÃ and steps 2 and 3 asÃ * ), it contradicts the security for the recipients.
We now proceed more formally. The history and message-signature pair generated in step 2 have exactly the same distribution as those that the forger would have constructed (i.e., the distribution used in Definition 3.6). This implies two things: First, (m ′ ,s ′ ) is a successful forgery with probability p(par). Second, whenever this is the case, the signer can repudiate the forgery, i.e., step 3 yields a valid proof of forgery with probability at least q := 1 − 2 −σ , because (sk, pk, ε) ∈ Good (see Definition 3.4(a, c)). Here q is the a posteriori probability over the possible secret keys, given any history. We omit the tedious details needed to combine these different types of probabilities formally before one obtains the expected result:
With probability at least p(par)(1 − 2 −σ ) ≥ p(par)/2, a signer executing steps 1, 2, and 3 obtains an acceptable signature together with a valid proof of forgery for it. Since the FSS scheme is secure for the recipients, this implies that p(par)m u s tbe negligible as a function of k. This proves the theorem.
This theorem can be interpreted as saying that fail-stop signatures are a stronger notion of signatures than that defined in [20] in two ways. The first way is described in the following theorem.
Theorem 3.2. Every secure fail-stop signature scheme can be used to construct an (equally efficient) secure digital signature scheme in the sense of [20] .
Proof. The main reason that a fail-stop signature scheme itself does not fulfill the definition in [20] is the interactive key generation. However, one can construct such a scheme as follows: On input (k, N), the signer executes both A and C in the key generation with σ := 1. The algorithms sign and test remain the same, and prove and verify are omitted. Theorem 3.1 implies that this is a secure signature scheme in the sense of [20] .
As the second way, section 3.3 shows how Theorem 3.1 can be strengthened for the fail-stop signature scheme itself so that unconditional security for the signer is combined with security against an adaptive chosen-message attack by anyone, i.e., without even trusting a center.
3.3. Fail-stop signatures with known recipients. In the definitions in section 3.1, the keys were generated by the signer and a center trusted by the recipients. This section briefly discusses how fail-stop signature schemes work if the recipients themselves participate in the key generation. More precisely, one should distinguish recipients and risk bearers. Risk bearers are those who have a disadvantage if a proof of forgery is accepted and thus a signature becomes invalid. For instance, a recipient might have an insurance that covers his losses if signatures that he had accepted are proved to be forgeries. Then the insurance company-and not the recipient-is the risk bearer and has to trust the key generation process. We continue to say recipient for simplicity.
One recipient. In this case, we can simply replace the trusted center by the recipient. Note that a fail-stop signature scheme with only one recipient is not useless because everyone who knows the public key can still test the signatures and verify the proofs of forgery. The only restriction is that only the intended recipient is guaranteed that the signer cannot repudiate her own signatures. Such a scheme can, e.g., be applied in electronic payment systems for signing the customers' requests to the bank.
Many recipients. The definition of FSS schemes with many known recipients also follows the previous definitions very closely. In such a scheme, all the recipients participate in a key-generation protocol with the signer. Each participant has the input par and a secret random string, and the common output is either reject or (accept, pk). (We assume that all recipients are satisfied with the same parameter k for their computational security.) The signer gets the secret key corresponding to pk as private output. The security for the signer can be defined as before, and the security for the recipients is essentially defined by requiring Definition 3.2 for each of them. In other words, if a recipient follows the key-generation protocol correctly, he is assured that a (polynomially bounded) signer cannot repudiate her own signatures, even if the signer and the remaining recipients cooperate.
We now show how FSS schemes with many known recipients can be constructed from FSS schemes in the sense of section 3.1. In some FSS schemes, the only task of the center in the key-generation protocol is to select a random string. In these schemes, it is quite easy to replace the center by many recipients because they only have to perform a multiparty coin-flipping protocol.
In the general case, one can apply a protocol for general secure multiparty computations in a certain way. For some details, see [35, 34] . However, in the present state of cryptography, the following simpler method is much more efficient. Its disadvantage is that the keys are long and thus signing and testing are relatively inefficient.
Construction 3.1 (many keys). Let R be the number of recipients. Each recipient executes protocol G with the signer once. This results in R key pairs, (sk j ,pk j ) j=1,...,R . The secret key of the signer is defined as (sk 1 ,...,sk R ) and the public key as (pk 1 ,...,pk R ). All signatures as well as proofs of forgery consist of R parts, one for each of the R key pairs. Note that everyone can test all parts of each signature or proof of forgery. ⋄ The security for the jth recipient is guaranteed because if he carries out his execution of G correctly, it is computationally infeasible to compute valid proofs of forgery for pk j . The security for the signer is guaranteed because given a successful forgery, she can compute proofs of forgery for it for each key pair with high probability.
As an immediate consequence of Theorem 3.1, this scheme is secure against an adaptive chosen-message attack if at least one of the recipients executes G correctly with the signer-even if the forger cooperates with the remaining R − 1 recipients. We can even achieve security if the forger may cooperate with all recipients by letting the signer take part in the key generation in the role of a recipient as well, i.e., she generates an additional key pair (sk R+1 ,pk R+1 ) all on her own, which is then treated like any other key pair.
4. Constructions of fail-stop signature schemes. This section first presents a general construction of a fail-stop signature scheme, which is subsequently used in actual instantiations. We describe two such instantiations based on the assumptions that it is hard to compute discrete logarithms and to factor integers, respectively. These are the two best-known concrete computational assumptions used in cryptography, and they are therefore well investigated and fairly trustworthy.
The constructions as described in this section allow only one message to be signed; hence they are called one-time signature schemes. Section 5 presents extensions for signing an arbitrary number of messages.
Bundling homomorphisms.
In order to present our general construction of fail-stop signatures, we first define bundling homomorphisms. They are a special type of cryptographic hash functions and may have other uses in cryptography. Briefly, a bundling homomorphism h is a homomorphism h : G → H between two Abelian groups (G, +, 0) and (H, ·, 1) that satisfies the following:
• Every image h(x) has at least 2 τ preimages. (The bundling homomorphism is said to be of degree 2 τ .) • It is infeasible to find collisions, i.e., two different elements that are mapped to the same value by h.
In order to make the second of these requirements precise, we have to consider a family of such functions. The individual functions of this family are indexed b yak e yK . The key is chosen depending on two security parameters: τ , which determines the bundling degree, and k, which measures the computational security against collision-finding. The parameters τ and k are part of the index to this function, but we only write K instead of (K, τ, k). This leads to the following definition.
Definition 4.1. A family of bundling homomorphisms is a quadruple (g, h, G, H), where we have the following:
• g, the key generator, is a probabilistic polynomial-time algorithm that on input parameters k, τ ∈ N outputs a value K.L e tKbe the set of all possible keys, i.e., the union of the sets [g(k, τ)] for all k, τ ∈ N.
•G and H are families of Abelian groups, one for each key. More formally,
• h is a polynomial-time algorithm that on input K ∈Kand x ∈ G K outputs a value z ∈ H K . The restriction of h to a particular key K is abbreviated as h K .
This quadruple must satisfy the following properties:
(c) The family is collision-resistant: For every c>0and for every probabilistic polynomial-time algorithmÃ, the probability thatÃ on input
is less than k −c for k sufficiently large. More precisely, ∀τ ∀c ∃k 0 ∀k ≥ k 0 ,
(A more common name for collision-resistant is collision-free, but collision-resistant emphasizes the computational aspect better.) Additionally, there must be polynomial-time algorithms (which do not need explicit names in the following) that on input K
• compute the operations in the two groups (G K , +, 0) and (H K , ·, 1),
• select elements of G K uniformly at random, and
Note that k 0 depends on τ in the definition of collision resistance. Actually, all of our constructions satisfy the stronger requirement where k 0 is independent of τ , as long as τ is polynomial in k (because an arbitrarily long input τ would give the collision finder time more than polynomial in k).
The general construction.
The general construction yields a rather special case of the definition of fail-stop signature schemes. First, only one message is signed. Second, the key generation of this scheme (like all previous constructions in the literature) is quite simple. These two properties are now defined formally because the constructions to sign many messages in section 5 can be based on any FSS scheme with these properties.
Definition 4.2.
A one-time fail-stop signature scheme with prekey is defined like a general FSS scheme in Definition 3.1, except that the parameter N is 1 and the key-generation protocol G is of a special, simpler form: It is constructed from a triple (gen C , (P, V ),gen A ), where we have the following:
• gen C is a probabilistic polynomial-time algorithm that on input par generates values prek (the prekey) and w (called witness).
• (P, V ), the prekey verification protocol, is a polynomial-time two-party protocol where P gets the input (par, prek, w) and V only gets (par, prek). As a result, V outputs accept or reject. Correct outputs of the prekey generation should always be accepted, i.e., if (prek, w) ∈ [gen C (par)], the output of V should be accept. The most efficient special case is where P does not do anything, i.e., V decides locally whether or not to accept prek.
• gen A is a probabilistic polynomial-time algorithm that on input a prekey prek outputs a key pair (sk, pk). It is called the main key-generation algorithm.
The protocol G is constructed from these subprotocols as follows: First, the center C executes gen C and publishes the resulting prekey. Next, (P, V ) is executed for this prekey by the center (P ) and the signer (V ), where the center has w as an additional input. (The purpose of this step is to prove some desired property of prek to the signer.) Finally, the signer A carries out gen A on input prek. We say that she generates a key pair based on the prekey prek. The public key in the sense of Definition 3.1 is the pair (prek, pk). However, we often omit prek in the notation because it is clear from the context.
The signer, using V , may also accept if prek is not a possible outcome of the correct prekey generation; we only use (P, V ) to prove those properties of prek to the signer that are necessary for the signer's security. This is often much more efficient than proving correct generation. Note that (P, V ) is similar to an interactive proof system [19] , but our prover is polynomial-time and needs the witness w.
Schemes with prekey have the following advantage if there are several signers. The center can publish the prekey without knowing which signers will take part. Every signer carries out the interactive proof with the center once and can then base many successive secret keys on this prekey without further interaction with the center. This is exploited in section 5. The security is not weakened if many signers base their key pairs on the same prekey because of the following:
• If this led to signers being able to repudiate their own signatures, one cheating signer alone could generate many key pairs based on that prekey and experiment with them locally until she could repudiate a signature, and only then would she publish the corresponding public key.
• If this allowed forgers to make unprovable forgeries with nonnegligible probability (over the choice of the key pairs of all the signers), the probability for each key pair would also be nonnegligible because all key pairs are identically distributed.
We now describe a framework for constructing a one-time FSS scheme with prekey from a family of bundling homomorphisms. A few parameters are left open; they depend on the choice of the family of bundling homomorphisms. We then present two theorems that reduce the security of the scheme to one property of the bundling homomorphisms and those parameters. This property will be proved and the parameters specified in the instantiations in sections 4.3 and 4.4.
Since the message number i is always 1, it will be omitted in the notation, and instead of a message sequence m of length 1, a message m is written.
Construction 4.1 (general construction). Let a family of bundling homomor-phisms with a key generator g be given. Then the various components of a one-time fail-stop signature scheme with prekey are defined as follows:
• Key generation: Let security parameters k and σ be given. The parameter τ for the degree of the bundling homomorphisms is a function of σ, which will be specified later.
• Prekey generation gen C : The center computes K ← g(k, τ) and publishes it, i.e., prek := K. This corresponds to choosing one homomorphism h K of the family. Henceforth, let h := h K , G := G K ,a n dH:= H K . Instead of g, an algorithm g ′ may be used that outputs K with the same probability distribution as g but also outputs a witness w.
• Prekey verification (P, V ): The signer must be assured that K is a possible outcome of g(k, τ), or at least that h is a homomorphism and satisfies Definition 4.1(b). The choice of a predicate between these two extremes that can be proved most efficiently depends on the choice of the family of bundling homomorphisms. A prekey K is called good if it fulfills this predicate; otherwise, it is called bad. If possible, this protocol is a local test by the signer. Otherwise, it is a zero-knowledge proof from the center to the signer (see [19, 18 ]-except we require P to be polynomial-time and to use a witness w). The probability that the signer accepts the proof for a bad prekey K must be at most 2 −σ for each K.
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• Main key generation gen A : The signer generates her secret key sk := (sk 1 ,sk 2 ) by choosing sk 1 and sk 2 randomly in G, and she computes her public key pk := (pk 1 ,pk 2 ), where pk i := h(sk i )f o ri=1,2.
• The message space M is a subset of Z depending on the choice of the prekey.
• Signing: The correct signature on a message m in the message space is sign(sk, m):=sk 1 + msk 2 .
(Multiplication with elements of Z is, as usual, defined by repeated addition.)
• Test: The algorithm test, which determines whether a signature s ∈ G is acceptable, is defined so that test(pk,m,s)=ok iff pk 1 · pk m 2 = h(s).
• Proof of forgery: Given an acceptable signature s ′ ∈ G on m such that s ′ = sign(sk, m), the signer computes s := sign(sk, m)a n dproof := (s, s ′ ).
• Verification of proof of forgery: Given a pair (x, x ′ ), verify that x and x ′ are elements of G, that x = x ′ , and that h(x)=h(x ′ ). ⋄ This concludes the description of the general construction. The following theorem shows that any instantiation of this construction works and that it is secure for the recipients.
Theorem 4.1. For any family of bundling homomorphisms, and with any choice of the parameters that have been left open, the general construction has the following properties:
(a) Correct signatures pass the test (i.e., Definition 3.1 is fulfilled).
(b) A polynomially bounded signer cannot construct a signature and a valid proof that it is a forgery (i.e., Definition 3.2 is fulfilled).
(c) If s * is an acceptable signature on m * and s * = sign(sk, m * ), the signer obtains a valid proof of forgery (this is a step towards fulfilling Definition 3.4).
(d) If all values (sk, (K, pk),auxC) where K is good are contained in GoodC, the scheme is secure for the signer (another step towards fulfilling Definition 3.4).
Proof. Part (a) follows from the fact that h is a homomorphism:
Part (c) is a trivial consequence of the fact that both s and s * pass the test. Part (d) follows immediately from the requirement that we have made on the error probability of the prekey verification. For part (b), note that a proof of forgery is exactly a collision of the bundling homomorphism h K , where K is chosen by the center in gen C with the correct probability distribution. Hence part (b) follows immediately from the collision resistance of the bundling homomorphisms, except that we have to show that the zero-knowledge proof does not make it easier for the signer to find collisions, which is intuitively clear (although a formal proof is lengthy; see [34] ).
This theorem shows that the general construction is secure for the recipients and that it is also secure for the signer if an arbitrarily powerful forger cannot guess a correct signature sign(sk, m * ), except with a very small probability, whenever the prekey is good. In order to estimate the probability with which a forger can find such a signature, we first note that given a public key, at least 2 2τ secret keys are possible. Given a correct signature on another message m, the forger has more information about sk, but Theorem 4.2 gives a condition under which this information is not sufficient to guess the correct signature on m * with too high a probability. Theorem 4.2. Consider Construction 4.1. Let parameters k and σ, a good prekey K, and two messages m = m * from the corresponding message space be given. Let
Then for all key pairs (sk, pk) ∈ [gen A (K)] and all values s * ∈ G (a forgery) satisfying test(pk, m * ,s * )=ok, the probability that s * = sign(sk, m * ), given s := sign(sk, m), is at most |T |/2 τ , i.e., for any centerC,
Note that the probability in this theorem resembles Definition 3.4(a). Proof. Since K is good, h is at least a homomorphism and satisfies Definition 4.1(b). Note that auxC can contain additional information about K but that the only information that the signer divulges about sk is pk and a correct signature s on one message m. The set of possible keys given this information is
because h is a homomorphism and s = sk 1 + msk 2 . The size of SKC is therefore at least 2 τ . We must now find out how many of these keys satisfy s
Since we only consider keys in SKC, we can replace sk
This equation might be unsolvable, but if there is any solution sk ′′ 2 , the set of all solutions in SKC is
Hence the number of solutions is |T | (where d corresponds to the difference sk
. Since sk is uniformly distributed in Construction 4.1, all elements of SKC are equally probable, and the attacker is successful with probability at most |T |/|SKC|≤|T|/2 τ , as claimed.
COROLLARY
τ ≤ 2 −σ , i.e., τ ≥ σ log 2 (|T |). Consequently, we must find the maximal size of
over all possible differences m ′ of two messages. The size of this set depends on the chosen family of bundling homomorphisms.
Note that the collision resistance of h was only needed in Theorem 4.1(b), i.e., to ensure the security for the recipients. This is the reason why the center need not prove to the signer that h has this property.
4.3.
A scheme based on discrete logarithms. We now construct a family of bundling homomorphisms for which finding collisions is equivalent to computing discrete logarithms.
Let p and q be large primes such that q divides p − 1, and let H q be the unique subgroup of Z * p of order q. (Recall the theorem that all groups Z * p are cyclic and of order p − 1.) Remember that all elements of H q except 1 are generators. We shall assume that it is hard to compute discrete logarithms in H q (as already sketched in [12] ). For elements a and b of H q , where a = 1, the discrete logarithm log a (b)i s defined as the number e ∈{0,...,q−1} with a e = b. Assumption DL. For all probabilistic polynomial-time algorithms D, for all c ∈ N, and for k sufficiently large, the probability that D, on input two primes p and q, where q is a k-bit prime dividing p − 1a n dq>( p−1)/q, and two generators a and b of H q , outputs log a (b)i sl e s st h a nk − c . The probability is over the random bits used by D and the uniform random choices of p, q, a,a n dbwith the given constraints. ⋄ The scheme presented below actually works for any groups of prime order, but for the sake of concreteness, we shall assume the above setup.
Construction 4.2 (discrete logarithm homomorphisms).
• Key generator g: On input k and τ , it chooses primes p and q as above with |q| 2 = max(k, τ) and two random generators a and b of H q . It outputs the key K := (p, q, a, b).
• Families of groups: Define
with pairwise addition (modulo q). With a slight misuse of the notation, we abbreviate G (p,q,a,b) =: G q and H (p,q,a,b) =: H q .
• The homomorphisms are defined as
The corresponding algorithm h is clear. ⋄ Similar constructions were first used in [6] . Theorem 4.3. Under Assumption DL, Construction 4.2 is a family of bundling homomorphisms.
Proof. It is easy to see that all necessary operations are efficiently computable. In particular, g generates q first and then searches for a prime p among the numbers of the form tq + 1. Now the properties from Definition 4.1(a-c) must be verified.
(
(Note that y = y ′ is impossible.) D is successful with the same probability asÃ and almost equally efficient. Hence it contradicts Assumption DL.
This theorem implies that we can construct an FSS scheme that is secure for the recipients under the discrete logarithm assumption. Before we go into the details of the security for the signer, the resulting scheme is described, and the parameters that were left open in the general construction are fixed.
Construction 4.3 (the Discrete Logarithm Scheme).
• Key generation: On input k and σ, the parameter τ for the degree of the bundling homomorphisms is set to σ.
• Prekey generation: The center selects primes p and q and generators a and b (with the algorithm g) and publishes them.
• Prekey verification: The signer can verify by herself that p and q are primes and that a and b are generators of H q by verifying that their order is q. Hence key generation is extremely simple in this scheme.
• Main key generation: The secret key consists of four numbers x 1 , y 1 , x 2 ,and y 2 between 0 and q − 1 (more precisely (x 1 ,y 1 ),(x 2 ,y 2 ) ∈ G q ), and the corresponding public key is the pair (pk 1 ,pk 2 ) with
and pk 2 := a x2 b y2 .
• The message space is defined as {0, 1,...,q−1}.
• Signing: The correct signature on a message m from this space is (x, y):=(x 1 ,y 1 )+m(x 2 ,y 2 )=(x 1 +mx 2 ,y 1 +my 2 ) .
• Test: A pair (x, y) is an acceptable signature on the message m iff
• Proofs of forgery and their verification: According to the general construction, a proof of forgery is a collision of h. Hence such a proof consists of four numbers. However, the signer can just as well show e := log a (b) as a proof of forgery because this is equivalent to the other proof but shorter and easier to verify. (e yields a collision a e b 0 = a 0 b 1 .) We now return to proving that this scheme is also secure for the signer. 
for all values of m ′ between 1 and q −1(m ′ is the difference between two different legal messages; negative values need not be considered separately), given that the prekey is good. Thus q is prime, and the order of all nonzero elements of G q is q. Hence (0, 0) is the only element of T m ′ .
Together with the corollary to Theorem 4.2, this implies that it suffices to choose τ := σ in the proposed scheme, as we did in Construction 4.3.
The choice of τ := σ means that |q| 2 is chosen as max(k, σ). For reasonable parameters k and σ, this means |q| 2 = k.
We conclude this section with a short evaluation of the efficiency of the proposed scheme:
• Signing requires two multiplications modulo q.
• Testing a signature requires less than two exponentiations modulo p. This is because the recipient can test the signature (x, y) by computing a x b y pk −m 2
and verifying that it equals pk 1 . This corresponds to between k and 2k modular multiplications, depending on the message, with a suitable exponentiation algorithm.
• The length of the secret key (for one message) is 4k.
• The length of the public key is 2|p| 2 bits.
• The length of a signature on a k-bit message is 2k.
A scheme based on factoring.
This section shows how the general construction can be used to construct fail-stop signatures where the security for the recipients relies on the intractability of factoring. The family of bundling homomorphisms was defined in [4] , using ideas from [20, 17] . A similar homomorphism was already used in [2] . We denote the group of quadratic residues modulo an integer n by QR n := {x ∈ Z * n |∃w: w 2 ≡ x mod n}. The basic assumption of this scheme is that it is hard to factor large integers.
Assumption F (see [20] ). For all probabilistic polynomial-time algorithms F ,f o r all c ∈ N, and for k sufficiently large, the probability that F , on input a k-bit integer n which is the product of two primes p and q of equal length and with p ≡ 3andq≡7 mod 8, outputs one of the factors is less than k −c . The probability is over the random bits used by F and the uniform random choice of n with the given constraints. ⋄ Construction 4.4 (factoring homomorphisms).
• Key generator g: On input k and τ , it chooses a k-bit integer n = pq such that p and q are primes with p ≡ 3a n dq≡7 mod 8. It outputs K := (τ, n).
• Families of groups: We slightly abbreviate the groups for a key K =(τ, n)a s
The group operation in H n is induced by multiplication modulo n. Each element of H n , which is a coset {x, −x}, will be identified with its smaller member, i.e., a number between 0 and n/2. The reason for using the factor group H n instead of QR n is that membership in H n can be tested efficiently: A number between 0 and n/2 belongs to H n iff its Jacobi symbol is +1. (Hence it is also easy to test membership in G τ,n .) The operation in G τ,n is defined by
and the unit element of G τ,n is (0, 1).
• The homomorphism h τ,n mapping G τ,n to H n is defined by (b) For any τ ∈ N and any odd n ∈ N (i.e., not only for those chosen according to Construction 4.4), h τ,n is a homomorphism satisfying Definition 4.1(b).
(c) If n = p r q s , where p and q are primes with p ≡ 3 and q ≡ 7m o d8and r and s are odd, then for any a ∈ Z 2 τ and z ∈ H n , there exists exactly one x ∈ H n so that h τ,n ((a, x)) = z. (The reason we consider numbers n of this more general form is that we want to use the fairly efficient zero-knowledge protocol from [21] ; see below.)
Proof. See [4] . The last claim is only proved for r = s = 1, but the same proof also works in the more general case.
Given this family of bundling homomorphisms, we can construct a fail-stop signature scheme called the Factoring Scheme. We only have to fill in the three parameters that were left open in Construction 4.1:
• The message space is {0,...,2 ρ −1} for any ρ ∈ N.
• The parameter τ for the bundling degree is computed as τ := σ + ρ.
• A prekey n is good if it is of the form defined in Theorem 4.5(c). By Theorem 4.5(b, c), such prekeys fulfill the conditions required in Construction 4.1. The zeroknowledge proof for this predicate is as follows:
1. The center, who has chosen n and therefore knows p and q, uses the zeroknowledge protocol from [21] to prove to the signer that n = p r q s , where p and q are primes and congruent to 3 modulo 4 and r and s are odd. This proof must be executed such that the probability of cheating the signer into accepting an incorrect n is at most 2 −σ . 2. The signer verifies on her own that n ≡ 5 mod 8 to exclude the case p ≡ q mod 8.
Given all this, it is straightforward to write down the details of the Factoring Scheme in the same manner as in Construction 4.3. The following theorem completes the security considerations.
Theorem 4.6. The Factoring Scheme is secure for the signer. Proof. According to the corollary to Theorem 4.2, it only remains to show |T m ′ |≤ 2 ρ for all m ′ whenever the prekey is good because then
According to Theorem 4.5(c), for each a, there is exactly one x such that h τ,n ((a, x)) = 1. Thus
By the choice of the message space, m ′ is between 1 and 2 ρ − 1( m ′ is the difference between two different legal messages; negative values need not be considered separately), and therefore gcd(2 τ ,m ′ ) < 2 ρ . As for the efficiency, first note that a multiplication by 4 modulo n can be replaced by two shifts and at most two subtractions and is therefore negligible compared with a general multiplication modulo n. A group operation in G τ,n is therefore essentially one modular multiplication because the exponent of 4 is 0 or 1. This yields the following:
• Signing: The term msk 2 with sk 2 ∈ G τ,n can be evaluated with any exponentiation algorithm. Since we just saw that a group operation in G τ,n is essentially a modular multiplication, this corresponds to an exponentiation modulo n with the exponent m. In other words, it needs between ρ and (3/2)ρ modular multiplications with a suitable exponentiation algorithm.
• Test: A signature s =(a, x) on the message m is acceptable iff
Since the message is ρ bits long and τ = ρ + σ, we see that a signature can be tested using at most τ + ρ =2 ρ+σmodular multiplications. With a good exponentiation algorithm, one can get close to ρ + σ modular multiplications.
• The length of the secret key (for one message) is 2(k + τ )=2(k+ρ+σ) bits.
• The length of the public key is 2k.
• The signature length (for a ρ-bit message) is k + τ = k + ρ + σ bits. Thus the two schemes require almost the same amount of computation and storage for keys and signatures. The main difference is that the key generation in the first scheme is simpler. A variant of the Factoring Scheme that does not need a zeroknowledge proof, at the cost of an additional summand k in most of the lengths and numbers of multiplications, is given in [34] . Table 1 compares the two schemes for k = ρ = |q| 2 ≈|p| 2 ; remember that k is also the length of the message. 5. Signing many long messages. In section 4, constructions of fail-stop signature schemes for one short message were presented. We now extend these constructions so that an arbitrary number of messages of arbitrary length can be signed.
Overview.
The easiest way to sign more than one message is to use a scheme from section 4 and to prepare as many keys as one intends to sign messages. However, this is not very practical. In particular, the distribution of public keys assumes that each signer has access to a reliable broadcast channel (which may be realized by a certification hierarchy or a kind of phone book in practice). The use of such a channel should be minimized. In fact, some authors even require of ordinary digital signature schemes that after the initial key generation of fixed length, signing can go on "polynomially forever" [1, 30] . Hence one important result of the next two constructions is that they guarantee very short public keys.
The basic idea behind these constructions is tree authentication. The same ideas underlie all published provably secure ordinary digital signature schemes; however, some variations necessitate a new proof each time. Actually, there are two types of tree authentication, that of [29, 26, 27] and that of [28, 20] , which we call bottomup and top-down, respectively, corresponding to how the tree is constructed. The former leads to shorter signatures; the latter is more flexible. We sketch their failstop versions in sections 5.3 and 5.4, respectively.
In both of these constructions, the length of the secret key is linear in the number of messages to be signed. We prove in section 6 that this cannot be avoided if one defines "secret key" as in Definition 3.1, i.e., including all of the secret random bits that the signer will ever need. However, we show that this secret key never needs to exist completely at the same time: In section 5.4, we modify the top-down construction so that only a small amount of secret storage is needed.
In addition, we show in section 5.2 how long messages can be hashed before signing so that the length of signatures and keys is independent of the message length. In section 5.5, we present a special variant of the constructions based on discrete logarithms that shortens the secret key by approximately a factor of 2. This will be interesting in comparison with the lower bounds; see section 6. In section 5.6, we sketch more efficient constructions for the case where all the signatures by one signer have the same recipient.
Collision-resistant hash functions and message hashing.
Message hashing means that a hash function is applied to each message before it is signed, which reduces messages of arbitrary length to a fixed length. At first sight, it could seem impossible to do this with fail-stop signatures. Given a correct signature s on a message m, an arbitrarily powerful forger can find another message m ′ that is mapped to the same string by the hash function. Hence this forger knows that s is also the correct signature on m ′ . Thus the signer cannot use the idea described in section 1.3 to repudiate the successful forgery (m ′ ,s). Fortunately, this is not a problem because such a forgery gives the signer a collision of the hash function, which she can present as a proof of forgery. Under the assumption that the hash function is collision-resistant, the signer cannot construct such a collision by herself.
Collision-resistant hash functions have been formally defined in [10] . Under Assumptions DL and F, efficient collision-resistant hash functions exist that need about one multiplication per message bit and where the length of the output is the length of the modulus used in the hash function [10, 8] . In practice, one may decide to use much faster hash functions whose security cannot be proved under well-known assumptions (or cannot even be defined, e.g., if they have no keys), such as RIPEMD-160 [13] (follow the references for more such functions and known attacks).
If a hash function is used in a fail-stop signature scheme, the key for the hash function, i.e., the particular instance of the hash function, must be chosen by the center (or the recipients according to section 3.3), i.e., in our constructions, it is part of the prekey. The parameters must be chosen so that the output of the hash function Fig. 2 . Fail-stop signature scheme with bottom-up tree authentication. Thin black arrows denote the relation between a one-time secret key and the corresponding one-time "public" key, broad grey arrows denote one-time signatures, and the tree is constructed by repeatedly hashing pairs of values. For instance, the complete signature on m 3 consists of the encircled nodes. To test it, the recipient reconstructs the nodes in squares.
fits into the message length of the underlying fail-stop signature scheme. Then it is easy to prove that such a combination of a secure collision-resistant hash function and a secure fail-stop signature scheme is a secure fail-stop signature scheme for messages of arbitrary length.
5.3. Bottom-up tree authentication. The construction of bottom-up tree authentication is sketched in Figure 2 . It is based on any collision-resistant hash function and any one-time fail-stop signature scheme with prekey (all constructions in section 4 are of this form). We distinguish signatures and keys in the underlying one-time FSS scheme and the scheme now to be constructed by calling them one-time and complete, respectively, and put one-time "public" keys in quotes because they are no longer public.
A prekey and an instance of the hash function are chosen once and for all (by the center or the recipients). The signer generates N one-time key pairs (sk j ,pk j ) based on this prekey. She hashes them pairwise in the form of a binary tree. Only the final hash value, i.e., the root of the tree, is published as the complete public key pk of the new scheme.
The complete signature on the jth message, m j , starts with the one-time signature s j on m j using sk j . Secondly, it contains the corresponding value pk j . Moreover, to authenticate pk j , the branch from pk j to the root is needed; thus the complete signature also contains the other children of the nodes on this branch (see Figure 2) . Hence its length is logarithmic in N .
The recipient tests the one-time signature s j using pk j , reconstructs the values on the path to the root, and tests if this path ends at the correct public key pk.
A proof of forgery in the new scheme is either a proof of forgery in the one-time scheme or a collision of the hash function.
A complete formal description and a proof can be found in [35] . Here we concentrate on top-down tree authentication instead.
5.4. Top-down tree authentication and a construction with a small amount of secret storage. In this section, we proceed in two steps:
1. We present a natural fail-stop version of top-down tree authentication. It can be based on any one-time FSS scheme with prekey where arbitrarily long messages can be signed and thus, in particular, on the schemes from section 4 together with message hashing. In this construction, the public key is short and only a small amount of secret storage is needed immediately after the keys are chosen. However, a long secret key accumulates as more and more messages are signed.
2. We add measures so that the amount of secret storage is also small all the time. These measures are constructed specifically for the general construction described in section 4.2, i.e., for the efficient schemes based on factoring and discrete logarithms.
As in section 5.3, we use one-time and complete to distinguish signatures and keys in the underlying scheme and in the scheme to be constructed.
Construction 5.1 (top-down tree authentication). Let a one-time FSS scheme with prekey for the message space {0, 1}
+ be given (see Definition 4.2). We construct a scheme for signing N messages as follows (see Figure 3) .
• Key generation:
• A prekey prek for the one-time FSS scheme is chosen and the protocol (P, V ) is carried out for it.
• The signer generates one one-time key pair (sk, pk) based on prek and publishes pk (and N , if it is not globally fixed) as the complete public key of the new scheme.
• Signing: Signing takes place in a binary tree with N leaves. The nodes are denoted by bit strings j and labeled with one-time key pairs (sk j ,pk j ). The root is Node ε and labeled with (sk, pk). The children of Node j are Node j0 and Node j1. All one-time key pairs are randomly generated by the signer based on the same prekey prek. A one-time secret key at an inner node is used to sign the pair of onetime "public" keys of its two children; a one-time secret key at a leaf is used to sign a real message. A complete signature s in the new scheme is one branch of these one-time signatures. To sign the first real message m 0...0 , only the one-time keys on the leftmost branch and their immediate other children have to be generated. Figure  3 shows the situation after m 0...0 has been signed. Generally, a complete signature on m j consists of the one-time signature on m j using sk j and the sequence of pairs of one-time "public" keys with their one-time signatures on the path from m j to the root (see Figure 3) . Thus the tree is gradually constructed from left to right.
• Test: Given a complete signature s, i.e., a branch of a tree, the recipient tests all the one-time signatures in it and checks that the path ends at the correct public key pk.
• Proof of forgery: Given a successfully forged complete signature s * , i.e., a branch that ends at pk, the signer finds a node j where it "links in" to the correct tree, i.e., the same pk j is used in s * and in her current tree, but the message m Fig. 3 . Fail-stop signature scheme with top-down tree authentication. Thin black arrows denote the relation between a one-time secret key and the corresponding one-time "public" key, broad grey arrows denote one-time signatures, and dotted lines only indicate a tree but are not related to a computation. For instance, the complete signature on m 0...0 consists of the encircled nodes.
• Verification of a proof of forgery: Given a value proof =(proof j ,pk j ,m * j ,s * j ), verify that it is a valid proof of forgery in the one-time scheme, i.e., compute verify(pk j ,m * j ,s * j , proof j ). ⋄ Theorem 5.1. If the underlying one-time FSS scheme is secure, Construction 5.1 describes a secure FSS scheme for N messages.
Proof. The requirement from Definition 3.1 is obviously fulfilled. The security for the recipients, i.e., the fact that a polynomially bounded signer cannot construct signatures that she can later prove to be forgeries, follows immediately from that of the one-time scheme because any valid proof of forgery in the complete scheme is also a valid proof of forgery in the one-time scheme. (Remember that repeated use of the same prekey does not weaken the security; see the remarks after Definition 4.2.)
As to the security for the signer, first note that the probability that the signer accepts a bad prekey is the same in the one-time and the complete scheme. We show that all outcomes of the key generation based on a good prekey are in GoodC.F o r any successful forgery, the forger must select at least one node j where his complete signature links in to the correct tree, i.e., where he must forge a one-time signature. Given the forgery, the signer will find such a node (with probability 1) and can prove the forgery at that node with the same probability as in the one-time scheme.
A large amount of secret storage is still needed in Construction 5.1 because all the values sk j must be stored secretly so that forgeries at any node can be proved. The basic idea used to reduce secret storage in Construction 5.2 is to store those sk j 's that are no longer used for signing in encrypted form (reliably, but not secretly) and to store only the encryption key secretly. However, information-theoretically secure encryption is needed, and a one-time pad (which is the only absolutely secure encryption scheme) is of no use because the key would be just as long as the encrypted message [42] . Hence special care must be taken that each individual sk j remains secret, although information about the ensemble of sk j 's may become known.
We show how this can be done for the general Construction 4.1, taking into account that a forger has a priori information about the encrypted sk j 's because he may know the corresponding one-time "public" keys and signatures.
Construction 5.2 (scheme with small amount of secret storage). Let a one-time FSS scheme according to Construction 4.1 together with message hashing be given, and apply top-down tree authentication (Construction 5.1) to it with the following modifications:
• In key generation, the signer additionally chooses a value e ∈ G randomly as an encryption key. She keeps e secret all the time.
• In signing: Whenever the signer has used up a one-time secret key sk j = (sk j,1 ,sk j,2 ) by signing a message m j (which may be a real message or a pair of one-time "public" keys), she proceeds as follows:
• She encrypts sk j,2 as c j := sk j,2 + e.
• She stores m j , the one-time signature s j , and the ciphertext c j reliably but not necessarily secretly.
• For a proof of forgery: If the signer needs a one-time secret key sk j to prove a forgery, she reconstructs it as follows: She decrypts sk j,2 = c j − e and recomputes sk j,1 = s j − msk j,2 , where m := hash(m j ). ⋄ Theorem 5.2. If the underlying one-time FSS scheme is secure, Construction 5.2 describes a secure FSS scheme for N messages. At any time, only the encryption key e and the one-time secret keys that have been generated but not yet used for signing (marked "use later" in Figure 3) , i.e., at most one per level of the tree, must be stored secretly.
Proof. In addition to Theorem 5.1, we only have to show that the extra information stored nonsecretly, i.e., the ciphertexts c j , does not help a forger to produce unprovable forgeries.
In every successfully forged complete signature, the signer still finds at least one successfully forged one-time signature s * j on a message m * j .I f m * j and a message m j that the signer has signed at this node are a collision of the hash function, this collision is already a proof of forgery. Otherwise, Theorem 4.1(c) guarantees that the forgery can be proved if s * j is different from the correct one-time signature that the signer would have produced for m * j at Node j. Thus it remains to be shown that the additional information does not help a forger to find exactly this signature. This signature depends only on sk j , i.e., not on the values sk l at other nodes. We consider the worst case, where the signer has already signed a message m j at Node j. Let m := hash(m j ). In the one-time scheme, the set of possible values sk j from the point of view of a forger was SKC ,j = {(s j − msk Let such a value sk ′ j,2 be given. It corresponds to exactly one encryption key e ′ := c j − sk ′ j,2 . This implies that the other one-time secret keys must be given by
The only question is whether these are possible secret keys, i.e., whether h(sk ′ l,2 )= pk l,2 . On one hand,
and on the other hand,
Hence h(sk
If this construction is applied to a usual complete tree, the amount of information that must be stored secretly is logarithmic in N (see Table 2 in section 6.5 for an example).
If we use a list-shaped tree, i.e., the left child of each node is a real message, at any time only two sk j 's have been generated but not yet used for signing. Thus the amount of secret storage is constant (as a function of N ). However, later signatures are very long. Thus list-shaped trees should only be used with a single recipient; see section 5.6.
One can also use trees of other shapes, e.g., ternary trees or trees where one decides dynamically whether the message m j signed at a node is a real message or a pair of one-time "public" keys and specifies this by one additional bit in m j . 5.5. Improvement for the discrete logarithm constructions. In this section, we present a fail-stop signature scheme for signing N messages where the total length of the secret key is (2N +2) k. The smallest upper bound in the previous sections was 4Nk, achieved by pure repetition of the one-time Discrete Logarithm Scheme and also in bottom-up tree authentication based on it.
The scheme is a variant of pure repetition of the Discrete Logarithm Scheme where half of each one-time secret key is reused in the next signature.
Construction 5.3.
• As in Construction 4.3, a prekey (p, q, a, b) is chosen and verified, where p and q are primes with q|(p − 1) and a and b are generators of the group H q , the unique subgroup of Z * p of order q.
• The signer chooses a secret key sk := ((x 1 ,y 1 ),(x 2 ,y 2 ) ,...,(x N+1 ,y N+1 )) consisting of numbers between 0 and q − 1. The corresponding public key is
• The message space is restricted to Z * q .
• Signing: The correct signature on the jth message, m j , is the triple s := (j, x j + m j x j+1 ,y j +m j y j+1 ).
• Test: A triple (j, x, y) is an acceptable signature on the jth message, m j ,i ff Proof. It is clear that correct signatures pass the test because individual signatures are identical to those in Construction 4.3. Similarly, the security for the recipients is fulfilled because proofs of forgery are identical to those in Construction 4.3. Furthermore, every successful forgery f that is not the correct signature, i.e., f =(m * j ,(j, x, y)) with (j, x, y) = sign(sk,j,m * j ), can be proved as before. It remains to show that the reuse of halves of the one-time secret keys does not make it too easy for a forger to guess correct signatures.
It suffices to show this for the worst case, where the signer has already issued N signatures on messages m 1 ,...,m N , possibly chosen by the forger, and the forger therefore has maximum information. We first determine the size of the set SKC of possible secret keys given these signatures and the public key. SKC is the set of solutions to the equations defining the public key and the signatures. With e := log a (b), all of these equations can be written as linear equations over GF(q). They are described by the following (3N +1)×(2N + 2) matrix A. The columns correspond to the elements of sk in the order as above, the first 2N rows to the signatures, and the last N + 1 rows to the components of the public key. 
We now show that the rank of A is 2N + 1. For this, consider the following submatrix of A: One can easily see that the rank of the new matrix is 2N +2. (Remember that m j =0 for all j.) Hence an additional, forged signature is correct only for one out of the q possible secret keys. This completes the proof. Construction 5.3 can be combined with bottom-up tree authentication; this yields public keys as short as in section 5.3 and secret keys as short as in Construction 5.3.
5.6. The case of a single recipient. In some important applications, all signatures of a signer have the same recipient, while any third party is able to settle a dispute (otherwise, one would not need a signature scheme). In this case, significant efficiency improvements are possible because the recipient can store information from previously received signatures. Now the most efficient construction is top-down tree authentication with a list-shaped tree so that only one new node of the tree must be produced, sent, and tested each time. Thus signing and testing are reduced to the following procedures:
• Signing: Assume that the current one-time secret key is sk j . The signer generates a new one-time key pair (sk j+1 ,pk j+1 ); this can be done off-line before the new message m j is known. The complete signature on m j consists of the new one-time "public" key pk j+1 and a one-time signature with sk j on the pair (m j ,pk j+1 ).
• Test: The recipient tests the new one-time signature with his current one-time "public" key pk j and then sets pk j+1 as his current one-time "public" key.
The old one-time secret and "public" keys can be stored as in Construction 5.2. If a third party has to settle a dispute, it must test the signature with respect to the original public key pk. This can be done with overhead logarithmic in the length of the list: With logarithmic search, one first finds an index j ′ ≤ j where the signer and the recipient agree on pk j ′ but not on the pair (m j ′ ,pk j ′ +1 ) signed with respect to it. Then it suffices to solve the dispute regarding this one-time signature.
6. Lower bounds on the efficiency of fail-stop signatures. In this section, we try to answer the following two questions:
1. How close to the optimum are the existing constructions? 2. Is there a certain price in efficiency to pay for information-theoretic security instead of computational security?
We do this by giving lower bounds on the length (more precisely, the entropy) of keys and signatures. In practice, these parameters correspond to the communication and storage complexity of both key generation and the transmission of signed messages. Similar lower bounds have been investigated for other cryptographic schemes with information-theoretic security requirements, e.g., encryption schemes [42] , au-thentication codes (starting with [16] ; see, e.g., [40] ), and unconditionally secure signature schemes [23] .
3 Section 6.1 sketches the information-theoretic background, section 6.2 introduces the random variables, section 6.3 investigates the length of the secret key, section 6.4 investigates the length of signatures and public keys, and section 6.5 answers the questions posed above, i.e., it compares the lower bounds to the known upper bounds and to ordinary digital signature schemes.
6.1. Information-theoretic background. Since a random variable with entropy σ cannot be coded with less than σ bits on average, it is sufficient to prove lower bounds on the entropy of random variables in order to have lower bounds on the length of the values of these random variables.
For the formal theorems and proofs, we assume that the reader is familiar with elementary information theory (see [41] and [15, sections 2.2 and 2.3]). We briefly repeat the most important notions in the notation of [15] . Assume that a common probability space is given. Capital letters denote random variables and small letters their corresponding values, and P(X = x) is abbreviated as P(x), etc. The joint random variable of X and Y is written as X, Y . The entropy of a random variable X is H(X):=− The following important rules will often be used:
Additionally, we often need Jensen's inequality for the special case of the logarithm [14] : If p i ≥ 0a n dx i >0 for all i and the sum of the p i 's is 1, then
6.2. The random variables. The common probability space for all of the random variables arising in a fail-stop signature scheme is given by the random bits used in key generation; here we made use of the fact that we could define all of the other algorithms as deterministic by regarding all random bits as part of the secret key.
For the lower bounds, we only need the case where all parties execute G honestly, and we always consider a fixed triple of parameters par = ( k, σ, N) . Then the probabilities of sk and pk are uniquely determined. Hence we can define the following random variables:
• SK and PK are the random variables of the secret and public key, respectively.
• If a message sequence m =( m 1 ,...,m j ) with j ≤ N has been fixed, random variables S i for i =1,...,j are defined as the correct signature on m i in this context, i.e.,
Since the signature is a deterministic function of the secret key and the message sequence, we have
• Similarly, for the given message sequence m =( m 1 ,...,m j ), the random variable of the history up to the ith signature (for i ≤ j)i sd e fi n e da s 6.3. Lower bound on the number of secret random bits needed. As mentioned in section 5, the largest difference between fail-stop signatures and ordinary digital signatures is the length of the secret key. We have shown in Theorem 5.2 that the signer need not store a lot of secret information at the same time; however, the overall number of secret random bits chosen was still linear in the number of messages to be signed. We now show that this cannot be avoided.
If all fail-stop signature schemes followed the construction idea in section 1.3, this would be quite easy to see:
1. Even an arbitrarily powerful forger must not be able to guess the signer's correct signature.
2. Hence the entropy of the correct signature is large. 3. Since this holds for each additional signature, even if some signatures are already known, the entropies of the signatures can be added, and therefore the overall entropy of the signer's secrets is large.
Our proof follows this outline; however, only a weaker average version of statement 1 can be derived from the definitions. If we required that applying prove to the signer's correct signature never yielded a valid proof of forgery, a formal proof would be easy and would yield
However, e.g., in fail-stop signature schemes with message hashing, an arbitrarily powerful forger sometimes does know correct signatures on new messages (those with the same hash value as the original message), and the signer can prove them to be forgeries.
Furthermore, note that the desired lower bound cannot possibly be proved from the signer's security alone. As a counterexample, suppose that the signer were allowed to disavow all signatures in an ordinary digital signature scheme; then she would be unconditionally secure without using many random bits (but the recipient would not be secure at all). This is a problem because Definition 3.2, like all computational cryptographic definitions, is asymptotic, i.e., security is only guaranteed for "k sufficiently large." Thus in a certain sense, we can only derive lower bounds for k ≥ k 0 for an unknown k 0 . This may seem unsatisfactory: No one would have doubted that we need arbitrarily long keys if we made k sufficiently large.
However, the real purpose of lower bounds is to say "whenever we have certain requirements on the security, we have to pay the following price in terms of efficiency." In this section, this means, more precisely, "if the signer wants the probability of unprovable forgery to be at most 2 −σ , and the recipients want some security, too, then at least the following number of random bits is needed (as a function of σ and the security for the recipients)."
To quantify the security for the recipients, it suffices for our purpose to consider the probability that the signer can prove that her own signatures are "forgeries" simply by applying the algorithm prove. In practice, one will require this probability to be at most, say, 2 −100 , or, more generally, 2 −σ * for some σ * . We will prove the lower bounds as a function of this parameter σ * (in addition to σ). Now we can proceed formally.
Definition 6.1. Let a fail-stop signature scheme and parameters σ and N be given. For every message sequence m =( m 1 ,...,m N+1 ), we define a polynomialtime algorithmÃ m that describes how a dishonest signer could try to disavow her own correct signatures. (This algorithm should be rather useless!)
1. Execute G correctly (with the center) to obtain sk and pk. We say that k is large enough to provide security level σ * for the recipients against A m if the success probability ofÃ m is at most 2 −σ * . 4 This probability is over the random bits ofÃ m and the random bits of the center in step 1. Theorem 6.1. Let a fail-stop signature scheme with actual parameters σ and N and a security level σ * be given. Let σ ′ := min(σ, σ * ). Then for all k large enough to provide security level σ * for the recipients against the algorithmÃ m f o ra tl e a s to n e sequence m of N +1 pairwise-distinct messages,
. 4 The formal definition of the recipient's security immediately implies the existence of k 0 such thatÃm has this property for all k ≥ k 0 . We have now bypassed the problem that we do not know how large k 0 is because we simply know that it must be large enough in a practical application.
Note that it would be impossible to require k to be large enough to provide the same level of security against all polynomial-time algorithms instead of onlyÃm because for a fixed k, we have a finite problem, and all finite problems can be solved perfectly by some constant-time algorithm. However, ourÃm is not only asymptotically polynomial-time but definitely feasible at the given k because it is of the same complexity as sign and prove. Requirements of the same type are well known in practice, e.g., when one requires k to be large enough to make the success probability of all known factoring algorithms small. 5 Note that this is a very weak condition on k. The contrary is that the signer can sign an arbitrary message sequence m and disavow it with significant probability usingÃm.
Since m is fixed throughout the proof, we can omit it in the notation, i.e., all random variables S i and Hist i are implicitly assumed to belong to this message sequence. We also omit m in the histories, i.e., we abbreviate Hist i := (S 1 ,...,S i )f o r i=1 ,...,N + 1. The first lemma formalizes statement 1 above, i.e., that it is hard to guess correct signatures.
Lemma 6.1. With the notation of Theorem 6.1, for each i ≤ N +1 and each pair (pk, hist i−1 ), fix an optimal guess s * (pk, hist i−1 ) at the correct signature on m i if pk and hist i−1 are known, i.e., for all values s,
Then this guess is still not very good on average:
Proof. Let i and (pk, hist i−1 )b eg i v e n . W eh a v e
The first term is bounded by the success probability ofÃ m and therefore by 2 −σ * . The second term can be bounded using the security for the signer (Definition 3.4):
Together, these two bounds yield the lemma. Lemma 6.2 uses Lemma 6.1 to give a lower bound corresponding to statement 2 of the informal proof sketch. 
Proof of Theorem 6.1. Theorem 6.1 can be proved from Lemma 6.2 using rule (2) from section 6.1. Recall the abbreviation Hist i =(S 1 ,...,S i )fori≤N+ 1. First, we show by induction over i that the entropy of all of these signatures together is large, i.e., for all i ≤ N +1, 
We now use the fact that signing is deterministic, i.e., SK uniquely determines Hist N +1 . This implies H(Hist N +1 | PK,SK) = 0, and therefore
6.4. Length of signatures and public keys. Signatures and public keys are not much longer in current fail-stop signature schemes than in ordinary digital signature schemes. Hence the lower bounds are also very small. The basic idea why fail-stop signatures might be longer at all is as follows:
1. First, there must be at least 2 σ acceptable signatures; otherwise, the correct signature could be guessed too easily.
2. Second, it must be hard for a forger to guess acceptable signatures at all. Thus the density of the set of acceptable signatures within the signature space should be small, e.g., at most 2 −σ * for some σ * .
Hence we expect the size of the signature space to be at least 2 σ+σ * . We will prove a slightly lower bound but more generally on the entropy of each signature.
We deal with the asymptotic character of the security against forgery in the same way as in section 6.3, i.e., we fix one simple algorithm that a forger might use to guess acceptable signatures. Definition 6.2. Let a fail-stop signature scheme and parameters σ and N be given. For every message sequence m =( m 1 ,...,m i ) with i ≤ N , we define a (very efficient and stupid) polynomial-time forging algorithmF m . On input pk, do the following:
1. Choose a new key pair (sk * ,pk * ) by carrying out both roles of G correctly.
2. Compute a signature s i := sign(sk * ,i,m) with the new key and output (m i ,s i ) as a proposed forgery for the given key pk.
We say that k is large enough to provide security level σ * against forgery byF m if the probability thatF m outputs an acceptable signature on m i is at most 2 −σ * .
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Theorem 6.2. Let a fail-stop signature scheme with actual parameters σ and N and a security level σ * be given. Let σ ′ := min(σ, σ * ). Then for all k large enough to provide security level σ * both against forgery byF m and againstÃ m f o ra tl e a s to n e sequence m of i ≤ N pairwise-distinct messages,
and H(PK) ≥ σ * .
The following lemma formalizes step 2 of the informal proof sketch. The fact that the number of acceptable signatures, given the public key, is much smaller than the complete signature space is generalized as follows: The public key contains a lot of information about the correct signature. Proof. By the definitions and Jensen's inequality, I(S i ; PK)=− si,pk:P(si,pk) =0 P(s i ,pk) log(P(s i )P(pk)/P(s i ,pk)) ≥−log   si,pk:P(si,pk) =0 P(pk, s i )P(s i )P(pk)/P(s i ,pk)   = −log   si,pk:P(si,pk) =0 P(s i )P(pk)   .
It suffices to show that the argument of the logarithm is bounded above by 2 −σ * . First, the fact that all correct signatures pass the test, i.e., P(s i ,pk) =0⇒test(pk, m i ,s i )=ok, yields si,pk:P(si,pk) =0 P(s i )P(pk)= si,pk P(s i )P(pk)1 P(si,pk) =0 ≤ si,pk P(pk)P(s i )1 test(pk,mi,si)=ok . Now we use the security againstF m , which can be written formally as P(test(pk, m i ,s i )= ok :: (acc, pk, sk, ε) ← G;(acc * ,pk * ,sk * ,ε) ← G;
This means that if a public key pk is chosen according to the distribution of PK and, independently of this, a signature is chosen according to the distribution of S i , this signature is acceptable with respect to pk with probability at most 2 −σ * . Hence si,pk P(pk)P(s i )1 test(pk,mi,si)=ok ≤ 2 −σ * .
This is exactly what remained to be shown. Proof of Theorem 6.2. Lemma 6.3 implies H(S i )−H(S i | PK) ≥ σ * , and a special case of Lemma 6.2 implies H(S i | PK) ≥ σ ′ −1. (Here we exploit the security against A m .) As a consequence, H(S i ) ≥ H(S i | PK)+σ * ≥ σ ′ +σ * −1. Furthermore, H(PK) ≥ I(S i ; PK).
For the case with a prekey (see section 4.2), we obtain slightly stronger results by using a forging algorithmF * m that generates its new key pair (sk * ,pk * ) based on the same prekey prek. In this case, the same proof yields H(S i | Prek) ≥ σ ′ +σ * −1a n dH ( PK | Prek) ≥ σ * .
If, as usual in such schemes, pk is a function of sk and prek, we obtain one more result about the secret key. 
=H(PK | Prek)+H(SK | PK).
In the last line, we used the fact that the prekey is part of the public key. Hence H(SK | Prek) ≥ σ * +(N +1)(σ ′ −1) ≥ (N +2)(σ ′ −1).
6.5.
Comparison. This section answers the two questions raised at the beginning of this section by evaluating how well our constructions meet the lower bounds and by comparing the lower bounds with similar bounds on ordinary digital signature schemes. Table 2 approximately shows the length of the secret key (including all of the random bits needed later), the maximal amount of secret storage needed, the length of the public key and the length of a signature for Constructions 5.1, 5.2, and 5.3, bottom-up tree authentication, and the case of a single recipient. The table also shows the corresponding lower bounds; remember that all schemes use a prekey. All constructions are assumed to be based on the Discrete Logarithm Scheme from Construction 4.3 with parameters as in Table 1 . Remember that 2k bits are needed to represent an element of the group G, k bits are needed for an element of H, and the total number of one-time secret keys in the tree in Figure 3 is 2N − 1. The bottom-up construction is shown for the case where the recipients trust a fast hash function with output length 2σ * . It should be mentioned that [22] also presents a scheme for signing N messages where the signature length is only 2k, and the key lengths and secret storage are the same as in Construction 5.3. However, the complexity of signing then grows linearly in N , and log(N ) will be dominated by k anyway.
The difference between k in the upper bounds and σ and σ * , and thus σ ′ = min(σ, σ * ), in the lower bounds is as follows: Usually, σ and σ * would be chosen of equal size, say 100, whereas k must be at least 500 to give sufficient computational security. If one believes that variants of the discrete logarithm problem exist that cannot be solved in subexponential time, e.g., on nonsupersingular elliptic curves (cf. [24] ), one can choose k very close to σ * , and then the lower bounds are met by the upper bounds except for small factors.
By disregarding the difference between k, σ,a n dσ * , the current upper bound on the length of the secret key is (2N +2)σ in contrast to the lower bound (N +2)(σ−1). For the signature length, both bounds are 2σ, and for the public key, the upper bound is 2σ and the lower bound σ. However, having both public keys and signatures of length independent of N was only achieved if the signatures of each signer have a single recipient (or very few recipients). If every new signature may have a new recipient, there is a tradeoff: If the public key is of constant length, the signatures grow logarithmically in N because of the tree authentication. It is an interesting open question whether this can be avoided.
If we compare fail-stop signatures with ordinary digital signatures, the most obvious difference in terms of complexity is that the number of secret random bits needed for fail-stop signatures is linear in the number of messages to be signed. The lower bound on the length of fail-stop signatures is σ ′ +σ * −1; for ordinary digital signatures, σ * is a lower bound. Hence the two types of schemes differ by a factor of about 2. For public keys, the same lower bound σ * holds for ordinary digital signature schemes, and in fact, even in the constructions, public keys of fail-stop signature schemes are not longer than in ordinary digital signature schemes.
Conclusion and outlook.
We have defined fail-stop signature schemes formally and shown that their security is in fact stronger than that of ordinary digital signature schemes. In particular, one can use fail-stop signatures either as ordinary digital signatures or as signatures with dual security, where the signers instead of the recipients are secure in an information-theoretic sense. Based on the definition, we proved general lower bounds on the length of the keys and signatures in these schemes.
We presented a general construction of fail-stop signature schemes and showed how to instantiate this construction under either of the well-known assumptions that factoring large integers or computing discrete logarithms is hard. These constructions come quite close to the lower bounds; see Table 2 .
There are some recent additional results about fail-stop signature schemes. In [11] , it was shown that fail-stop signature schemes exist if statistically hiding bitcommitment schemes of a certain type exist. This implies that they exist if one-way permutations exist, which is a potentially weaker assumption than the existence of claw-free pairs of permutations (see section 1.4). Furthermore, a practical construction from arbitrary collision-resistant hash functions was given, and the existence of certain types of fail-stop signature schemes and bit-commitment schemes was shown to be equivalent. In [33] , the open question from section 6.5, whether a fail-stop signature scheme exists where the length of both public keys and signatures is independent of the number N of messages to be signed, was answered positively under a strong computational assumption (with a construction based on the one-way accumulators from [3] ).
In conjunction with a theorem from [23] which shows that the length of unconditionally secure signatures (see section 1.5) is linear in the number of participants who can test them (whereas the length of fail-stop signatures and ordinary digital signatures does not depend on this number), our constructions show that fail-stop signatures provide the most viable way of protecting signers unconditionally.
