Several sources of uncertainties in shape boundaries in medical images have motivated the use of probabilistic labeling approaches. Although it is well-known that the sample space for the probabilistic representation of a pixel is the unit simplex, standard techniques of statistical shape analysis (e.g. principal component analysis) have been applied to probabilistic data as if they lie in the unconstrained real Euclidean space. Since these techniques are not constrained to the geometry of the simplex, the statistically feasible data produced end up representing invalid (out of the simplex) shapes. By making use of methods for dealing with what is known as compositional or closed data, we propose a new framework intrinsic to the unit simplex for statistical analysis of probabilistic multi-shape anatomy. In this framework, the isometric log-ratio (ILR) transformation is used to isometrically and bijectively map the simplex to the Euclidean real space, where data are analyzed in the same way as unconstrained data and then back-transformed to the simplex. We demonstrate favorable properties of ILR over existing mappings (e.g. LogOdds). Our results on synthetic and brain data exhibit a more accurate statistical analysis of probabilistic shapes.
Introduction
Numerous sources of uncertainties exist in shape boundaries including tissue heterogeneity [1] , image acquisition artifacts, segmentation by multiple-raters, and image segmentation algorithms intentionally designed to output fuzzy results [2, 3] . It is important not to ignore these uncertainties in subsequent analyses and decision-making [1, 4] . In order to capture information concerning uncertainty in addition to the shape of multiple structures, probabilistic multi-shape representations have been proposed. Being able to perform statistical analysis on these probabilistic multi-shape representations is important in understanding normal and pathological geometrical variability of anatomical structures.
Multi-shape non-probabilistic (crisp) representations have been proposed by Tsai et al. [5] , and Babalola and Cootes [6] . Leventon et al. adopted the signed distance map (SDM) representation and performed linear principal component analysis (PCA) to extract shape statistics [7] . Besides the fact that SDMs are not designed to encode uncertainty, the main disadvantage of this method is that it is not obvious how to impose a vector space structure on SDMs. This is usually dealt with by projecting samples from the distribution given by the PCA coefficients back onto the manifold of valid SDMs [8] . Pohl et al. used the logarithm of the odds ratio (LogOdds) method to place probability atlases in a linear vector space [9] . In [9] , linear PCA was done on layered SDMs (interpreted as LogOdds maps) to build a statistical shape atlas of brain structures. This means that, while the layered SDMs are exactly the logarithm-of-odds representations, results after algebraic manipulation in the logarithm-of-odds space often yield invalid SDMs (but still valid logarithm-of-odds representations). Using such results, computing probabilities as described in [9] may yield erroneous likelihoods. Malcolm et al. proposed a mapping of labels to vertices of a regular simplex which form the basis of a convex linear structure [10] . Hamarneh and Changizi proposed a proper inverse function for label space representation based on barycentric coordinates [11] . Performing linear PCA on the label space representation then exploring the variational modes may result in new invalid points out of the simplex (e.g. negative probabilities or sums exceeding unity). A possible remedy is to project such points onto the simplex [12] . However, this causes points along modes of variation (from some point onward) to collapse onto a single point, which gives improper results and violates the indefinite Gaussian distribution assumption of PCA. Another way to circumvent the problem is to impose some limits when exploring the modes of variation to force the points to stay within the simplex. This is undesired, however, as it renders traditional statistical exploration invalid, e.g. one may no longer be able to explore the variability within ±3 standard deviations from the mean.
Compositional or closed data are multivariate data with positive values that sum up to a constant, usually chosen as 1. Compositional data has arisen in many different disciplines such as geology (mineral compositions of rocks), environometrics (pollutant compositions), economics (household budget compositions), etc. [13] . We extend this list of application areas to anatomical compositions within image pixels, resulting from the aforementioned uncertainties (e.g. partial volume effect) [1, 2, 3, 4] .
Standard statistical techniques may lead to misleading results if they are directly applied to closed data. Statistical analysis of compositional data has been a developing area since 1986, when Aitchison introduced two transformations of compositional data to real space: the additive log-ratio (ALR) and the centered log-ratio (CLR) transformations, as well as a proper distance metric in the simplex [13] . Aitchison applied classical statistical analysis to the transformed observations, using ALR for modeling and CLR for those techniques based on a metric. The underlying reason was that ALR does not preserve distances, whereas CLR preserves distances but leads to a singular covariance matrix [14] . Egozcue et al. defined a new isometric log-ratio (ILR) transformation [15] , which is an isometry between the simplex and the real space of the same dimension, avoiding the drawbacks of both ALR and CLR. In this work, we propose to consider the algebraic-geometrical structure (Hilbert space) of the simplex, based on operations of perturbation, power transformation and the Aitchison inner product [13] . Through the ILR transformation, we develop techniques for statistical analysis of probabilistic multi-shape representations, which are not only intrinsic to the simplex but are bijective, isometric, and yielding non-singular covariance.
Methods
A sample space of compositional data, such as the probabilistic representation x = [x 1 , x 2 , ..., x n ] of a pixel with n labels, is an (n−1)-dimensional unit simplex S n−1 ⊂ R n ( Figure 1 ) given as
Two basic operations were defined on the simplex by Aitchison in his monograph about the statistical analysis of compositional data [13] : (i) Perturbation, which is analogous to displacement or translation in real space and is defined for any x, y ∈ S n−1 as
(ii) Power transformation, which is analogous to scalar multiplication in real space and is defined for a vector x ∈ S n−1 and a scalar α ∈ R as
In equations (2) and (3), C is the closure operation defined for a vector
The internal simplicial operation of perturbation, and the external operation of powering define an (n − 1)-dimensional vector space (indeed a Hilbert space) on S n−1 [16, 17, 18, 19] . The structure can be extended to produce a metric vector space by the introduction of the simplicial metric d S defined by Aitchison as [13] 
where
is the component-wise geometric mean of the composition. An inner product x, y S and a norm x 2 S = x, x S , consistent with this metric, complete the Euclidean structure of the simplex:
.
In any finite dimensional Hilbert space, a geodesic curve connecting two points is understood to be the only continuous curve whose length is minimum with respect to the distance metric of the space. Such a geodesic is a segment of a 'straight' line within the geometry of the space considered. A compositional line going from x 0 to x(t), with the leading vector p, in S n−1 is given by
Compositional lines x 1 (t) = x 0 ⊕(t p 1 ) and x 2 (t) = x 0 ⊕(t p 2 ) are orthogonal at x 0 ∈ S n−1 if p 1 , p 2 S = 0. For any position p ∈ S n−1 and two fixed points x 0 , x * 0 ∈ S n−1 , the compositional lines x(t) = x 0 ⊕(t p) and x * (t) = x * 0 ⊕(t p) are parallel (Figure 2) .
Three log-ratio transformations have been proposed so far to map the simplex to the Euclidean real space. (i) The ALR transformation [13] (the same as the LogOdds method [9] ):
This transformation is asymmetric in the parts of the composition. By changing the part in the denominator, we obtain different alr transformations. Although all the statistical procedures are invariant under a permutation of the compositional parts [13] . But the main drawback of ALR is the fact that it is not an isometric (but an isomorphic or bijective) transformation from the simplex, with the Aitchison metric, onto the real space, with the ordinary Euclidean metric. In fact, alr coefficients are coordinates in an oblique basis, something that affects distances if the usual Euclidean distance is computed from the alr coordinates.
(ii) The CLR transformation [13] :
CLR is symmetrical in the components, but since the sum of the components has to be zero, this transformation leads to a singular covariance matrix. CLR is an isometry but between the (n − 1)-dimensional simplex S n−1 and a subspace of real space R n . In this paper, we propose to adopt the third transformation: (iii) The ILR transformation [15] :
ILR is based on the choice of an orthonormal basis e i , i = {1, 2, . . . , n−1} of the simplex S n−1 . The ILR transformation of any x ∈ S n−1 gives the coordinates of x with respect to the basis e 1 , e 2 , . . . , e n−1 . The inverse ILR transformation corresponds to the expression of x in the reference basis of S n−1 :
(y i e i ), where
Egozcue et al. suggested to use following orthonormal bases of S n−1 , e i , i = 1, 2, . . . , n − 1 with respect to Aitchison inner product in [15] :
, . . . , Figure 3 : Comparing distances between 10,000 random pair of probability vectors calculated in the ILR space (Left), ALR space (Center), and Euclidean distances between probability vectors (Right) vs. using the proper simplicial metric. Red, green, and blue points correspond to distances between vectors with 2, 3, and 4 labels, respectively. For ILR, all colored points collapse onto the diagonal.
resulting in
3 Results
We first show the shortcomings of ALR and CLR in comparison to ILR. We created 10,000 random pairs (x, y) of probability vectors for different number of labels n = 2, 3, 4, sampled from a Dirichlet distribution with parameters α 1 = · · · = α n = 1, giving a uniform distribution within the (n − 1)-dimensional open simplex and zero elsewhere [20] . We calculated the distance between the two vectors in each pair in different spaces: (a) In S n−1 , using the simplicial metric d S (x, y) from equation (5), (b) Euclidean distance between the ILR-transformed vectors, i.e. |ilr(x)−ilr(y)| 2 , (c) |alr(x)−alr(y)| 2 , and (d) |x−y| 2 . The scatter plots in Figure 3 show the relation between the different distances. Note how only the distances of the proposed ILR-transformed vectors remain faithful to the proper simplicial distance (diagonal line in the leftmost plot). We also show this difference in distance calculations by starting with a set of probability vectors forming a unit circle, according to the simplex geometry, in S 2 and noting the isometry (between S 2 and R 2 ) only when transforming these vectors to ILR space, but not ALR or CLR (Figure 4) . Next, we show that performing statistical analysis (e.g. PCA) in ILR and ALR spaces lead to different results. In the first experiment, we sampled a simple curve in S 2 and transformed the samples to ILR and ALR. After performing PCA in the Euclidean spaces of ILR and ALR, we back-transformed the results to the simplex. We also performed PCA on the label space representation of the samples. It is shown that moving along the modes of variation obtained from ALR and ILR transformations result in different probabilities. It is also obvious that in label space it is unallowable to move freely along the modes and, at some point, the mode will leave the simplex (e.g. negative probabilities). This experiment is repeated for a random set of points in S 2 ( Figure 5 ). In the next experiment, we performed PCA on ILR and ALR-transformed probabilistic segmentation maps of 20 subjects from BrainWeb [21, 22, 23, 24, 25] . For each subject and at each pixel, 12 probability values capture the pixel's fuzzy membership in one of 12 classes: cerebrospinal fluid (CSF), gray matter (GM), white matter (WM), fat, muscle, muscle/skin, skull, vessels, around fat, dura matter, bone marrow, and background. The mid-sagittal plane of all subjects are transformed to ILR and ALR space. After performing PCA in those spaces, new probability maps along the first mode of variation are obtained and shown in Figure 6 . It is seen that the images obtained using ILR and ALR transformations are different. The simplicial distances between pixels of the the new probability maps using ILR and ALR transformations are calculated and also shown in Figure 6 . : Rows 1-3 show the variability in the resulting probability maps for CSF, GM, and WM. The 4th row uses the first three rows as RGB channels. λ is the variance explained by the first mode. The 5th row shows the simplicial distances between the two probability maps resulting from ILR and ALR at each pixel. The average value in the left figure in the 5th row is 1.83 ± 1.48, whereas the average value in the right figure in the 5th row is 3. 
