Abstract-The field of solid modeling has developed a variety of techniques for unambiguous representations of three-dimensional objects. Feature recognition is a sub-discipline of solid modeling that focuses on the design and implementation of algorithms for detecting manufacturing information from solid models produced by computer-aided design (CAD) systems. Examples of this manufacturing information include features such as holes, slots, pockets and other shapes that can be created on modern computer numerically controlled machining systems.
I. INTRODUCTION
T HE FIELD of solid modeling has created numerous techniques for unambiguous computer representations of three-dimensional objects [1] - [3] . The rise of solid modeling techniques has created a proliferation of sophisticated three-dimensional computer-aided design (CAD) systems in recent years. On the other hand, computer numerically controlled (CNC) machining was first introduced in the early 1950s, sparking research and development of algorithms for computer-aided manufacturing (CAM). In industry, CAD and CAM are extensively used. However, effective CAD/CAM integration has been elusive, and extensive human intervention is still necessary to move ideas and designs between CAD and CAM in most manufacturing domains [4] .
Computer-aided process planning (CAPP) is seen as a communication agent between CAD and CAM. Given CAD data of a part (a component of a product to be manufactured), the goal of CAPP is to generate a sequenced set of instructions used to manufacture the specified part. In order to do that, CAPP has to interpret the part in terms of features. Fig. 1(a) shows feature examples: the part is interpreted in terms of a hole, a slot and a pocket. CAPP will use these features to generate manufacturing instructions to produce the part. For example, CAPP typically generates a drilling operation for the hole.
This paper presents the state of the art in feature recognition. 1 There have been two decades of research on feature recogni- 1 It should be valuable to point out the differences and similarities between feature recognition in manufacturing and that in computer vision. In computer vision, features are recognized from sensor data such as 2-D image or 2.5-D range data. In contrast, manufacturing features are recognized from solid models, which already unambiguously represent 3-D objects. However, the goals of the two activities are similar in the sense that they produce a higher level description of an input object.
tion since the seminal work of Kyprianou in 1980 [5] and the literature on feature recognition is voluminous. Rather than attempting to exhaustively cover the history of the field, however, this paper focuses on the three currently most active approaches: graph-based approach, volumetric decomposition approach, and hint-based approach. This paper describes the algorithms of these three approaches in a great detail, and discusses the problems in feature recognition and the methods proposed to resolve the problems. For more general historic surveys, readers are referred to [6] - [9] . This paper is organized as follows. Section II provides foundations for feature recognition-definitions, representations, and classifications of features. Sections III-V constitute the main part of this paper, and present the state of the art of the three approaches. Section VI raises important open research issues in feature recognition, and finally Section VII draws some conclusions.
II. FOUNDATIONS FOR FEATURE RECOGNITION

A. Feature Representations
The application domain that has received most of the attention of feature recognition researchers is the manufacturing process of machining, where a feature attempts to capture the effect of a cutting operation. This paper focuses on machining feature recognition; henceforth in this paper, the terms manufacturing feature and machining feature are used interchangeably.
Boundary Representation (BRep) has emerged as the dominant solid representation scheme for most major CAD/CAM systems, and also for the input to feature recognition algorithms. A machining feature has typically been defined either as a surface feature or as a volumetric feature. A surface feature is a collection of BRep faces that are to be created by a machining operation. Fig. 1(b) shows some examples. In early feature recognition work, machining features were often represented only as surface features-this was primarily due to the limitations of the solid modeling systems at those days. In recent research, it has become increasingly evident that volumetric features (often augmented with surface features) provide a more comprehensive representation of the actual machining operations than surface features. Fig. 2 shows abstractions for machine tool cutters and volumetric machining features [10] . A hole is typically generated by a vertical sweep of a drilling cutter with a conical end. A hole feature is then the volume swept by such a drilling cutter, as shown in Fig. 2(a) . Unlike holes, slot and pocket features are made by milling cutters. A slot is usually machined by a single linear sweep of a cylindrical end-milling cutter. A slot feature is the volume swept by the cutter motion, i.e., an elongated parallelepiped with rounded ends, as shown in Fig. 2(b) . A pocket is machined by a series of cuts, for example, with an end milling cutter, as depicted in Fig. 2 (c). The pocket feature is then represented by a swept volume of an arbitrarily-shaped planar profile (floor) along a vector. If we follow these definitions, the example part shown in Fig. 1(a) may have three volumetric machining features shown in Fig. 1(c) . 
B. Feature Classification and Standardization
There have been many efforts to classify machining features and devise feature hierarchies [11] - [16] . However, the feature community has not yet reached agreement on a canonical set of features for any application, and it is doubtful whether it is even worthwhile trying to achieve such a consensus. Opinion is now inclining toward the idea, not of a standardized set of feature classes, but of a standardized means of defining feature classes. Several examples of feature definition languages for this purpose have been proposed [17] - [21] .
STEP (STandard for the Exchange of Product model data) is the informal name of ISO 10303, a standard developed by the International Organization for Standardization (ISO). STEP provides a standardized means for the representation of product data for exchange between different CAD systems or sharing by different product life-cycle application programs. STEP Application Protocols (AP) 224 [22] defines machining features as classes of shapes representing volumes to be removed from a part by machining. However, its scope is strictly limited since it provides no means for the modeling of general user-defined or special purpose features.
C. Feature Model Generation
A unique representation of a part in terms of features is often called a feature model or an interpretation of the part [23] , [24] . There are essentially two ways of creating a feature model: feature recognition and feature-based design, as depicted in Fig. 3 . When a part is designed through the customary solid modeling operations, feature recognition is required to generate machining features. In contrast, feature-based design allows the designer to use features, called design features, as building blocks to create a part [25] - [28] .
In some feature-based design systems, design features correspond directly to specific manufacturing operations. For example, Structural Dynamics Research Corporation's I-DEAS Masters' Series©, Parametric Technologies' Pro/EN-GINEER©, and Bentley Systems' MicroStation Modeler© CAD packages are heavily dependent on the idea of designing with parametric machining features such as holes, swept profiles, etc.
The major problem of the design-by-machining-features approach is that the features that are most natural for use during the design phase are not necessarily machining features. For example, the part in Fig. 4 (a) may be designed by adding a rib to the base block as illustrated in the design feature model of (b). However, the machining feature model for the part may be defined by subtracting two steps (pockets) from the stock, which is a block sufficiently large to enclose the part, as shown in (c). One should not force designers to create the machining feature model shown in (c). Rather, it is desirable to convert whatever is created by the designers into a machining feature model. As depicted in Fig. 3 , the process of converting a feature model in a domain (e.g., a design feature model) into a feature model in another domain (e.g., a machining feature model) is called feature model conversion [29] - [31] .
On the other hand, designers may not want to design a part in terms of features only. In fact, most commercial CAD systems with feature-based design capability provide an environment where both feature operations and solid modeling operations can be used in parallel during the design of a part. In this sense, Fig. 3 does not cover all possible design scenarios.
The evolving consensus is that 1) design and machining features are often distinct, 2) design should be done in terms of design features or solid modeling operations, and 3) the part model (which may be a design feature model, a solid model, or a combination of both) should be converted into a machining feature model. When the designer creates a part through both feature modeling and solid modeling, feature recognition is indispensable for generating a machining feature model. Even when a part is designed exclusively in terms of features and therefore feature model conversion is to be performed, geometric reasoning is required when direct mapping from design features to machining features is not possible. Such a geometric reasoning largely coincides with feature recognition. The boundary between feature recognition and feature model conversion is vague [32] , and the algorithms for feature recognition play a key role in feature model conversion.
The following sections critically survey three dominant approaches in feature recognition: graph-based approach, volumetric decomposition, and hint-based reasoning. The survey starts from the graph-based approach because it is easy to understand and demonstrates the critical problems in feature recognition. We then present volumetric decomposition and hint-based reasoning, and discuss their efforts to resolve the problems. For this purpose, every section is organized not in the same format, but in a distinct format appropriate for discussing each approach.
Virtually all of existing feature recognition algorithms assume three-axis milling machine, and therefore this survey is restricted to recognition of 2.5-D features. For each approach, we will mainly use "toy examples" that can best illustrate the methods being described, but at the end of discussion we will demonstrate the recognition capability of each approach with a complex example. 
III. GRAPH-BASED APPROACHES
A. Graph Pattern Analysis
The graph pattern analysis approach was first formalized by Joshi and Chang [33] . Techniques based on this approach have been used in many subsequent research efforts and incorporated into commercial process planning software, such as Tecnomatix's PART [34] , [35] . In this approach, the BRep (boundary representation) of the part is translated into a graph where, for example, its nodes represent faces and its arcs represent edges. Additional information such as edge-convexity is incorporated into the graph. An example is shown in Fig. 5 (a). The part graph is then decomposed into subgraphs using a heuristic: A face whose incident edges are all convex does not form part of a feature, and is deleted from the part graph. Finally, the resulting subgraphs are analyzed to determine their feature types. For example, in Fig. 5(a) , all nodes except {f7, f8, f9} are deleted by the heuristic, and {f7, f8, f9} is then identified as a slot whose template is shown in Fig. 5(b) .
1) Feature Intersections:
The graph pattern analysis approach has been quite successful in recognizing isolated features, but revealed many difficulties when the face patterns of the part are altered due to feature intersections. Consider the example part in Fig. 5(c) . (In the figure, only a meaningful portion of the part graph is depicted for clear illustration.) The heuristic discussed above produces two subgraphs, {f1, f2, f3} and {f5, f6, f7}, and we can recognize two slots from them. However, these two slots are not enough to completely decompose the part. As will be discussed soon, some advanced systems can recognize another slot {f1, f4, f7}, which intersects with {f1, f2, f3} and {f5, f6, f7}. This example demonstrates that the heuristic does not always work when features intersect.
Joshi and Chang [33] also provided more heuristics to tackle a few types of feature intersections. However, the possible types of feature intersections that may arise in a complex part are unlimited. As we cannot enumerate all possibilities, naive pattern analysis must be weak in recognizing intersecting features.
The ability to handle intersecting features has been an informal benchmark for feature recognition systems and therefore numerous research efforts have been made focusing on this issue. A novel solution to this problem was proposed by Marefat and Kashyap [36] . They observed that the arcs between (a feature's) face nodes in the part graph may be missing when features intersect. They proposed to restore the missing arcs into the part graph. They collected all possible candidates for missing arcs, ranked the candidates based on part geometry information using the Dempster-Shafer theory [37] , and restored highly ranked arcs. For example, in Fig. 5(c) , the missing arcs between f1 and f4 and between f4 and f7 are restored, and therefore a slot with walls f1 and f7 and floor f4 can now be recognized. However, the exact set of missing arcs is not always guaranteed to be identified. When we add fewer arcs than necessary, there are unrecognized features. When we add extraneous arcs, we may introduce bogus features. Marefat [38] - [40] extended this approach using Bayesian networks [41] , but could not completely overcome the problem.
Along the line of Marefat and Kashyap's work [36] , Trika and Kashyap [42] devised algorithms that can compute the exact set of missing arcs. However, their algorithms place strong restrictions on input parts and feature intersections: the part must be polyhedral (only with planar faces) and iso-oriented (with no inclined faces). As a consequence, every recognized feature is cuboidal, generated by associating a volume with the recognized surface feature. This work is interesting from the viewpoint of pure pattern recognition. However, it does not consider manufacturing information that accounts for feature accessibility, selection of cutting tools, etc. Consequently, the recognized features can hardly be taken as machining features.
2) Manufacturability of Features: An additional problem with the graph pattern analysis approaches is that it is difficult to ensure the manufacturability of recognized features. Let us take an accessibility problem as an instance of manufacturability. As shown in Fig. 5(d) , even though the three faces in bold match the face template of a slot, the recognized feature is not machinable as a slot because it is not accessible from the top. Accessibility analysis is crucial in machining applications, but may not be done easily especially when features are defined exclusively as surface features, i.e., collections of faces.
3) Complexity Analysis: Graph patten analysis procedure has generally been implemented using some form of subgraph isomorphism algorithm, which is a well-known NP-hard problem with worst-case exponential time complexity [43] . Graph pattern analysis approaches have often been criticized for this computational shortcoming. In reality, however, this criticism may be unwarranted. In practical situations, the graphs representing feature templates are of limited size. In other words, there is fixed upper bound on the size of the template graphs representing the features. In this situation, the input size is small enough that asymptotic worst-case complexity analysis is not appropriate. For example, the slot template in Fig. 5 (b) has only three nodes and two arcs. The features defined in Trika and Kashyap's graph pattern analysis algorithm have at most six face nodes [42] .
Algorithms for computing subgraph isomorphism are of polynomial time complexity when the size of the graph to be matched is bounded by a constant. Suppose that is the part graph and is the feature template graph where the number of nodes in is and the number of nodes in is , where is a constant. We can enumerate all of the subgraphs of with size . Brute-force enumeration of the subgraphs requires operations. Its complexity is , which is polynomial because is a constant. Now, we can apply the (sub)graph isomorphism algorithm between and a subgraph extracted from . Its complexity is because is a constant. Therefore, the combined complexity is , which is polynomial. Note that this is a naive analysis for a brute-force algorithm. In implementing graph pattern analysis for feature recognition, we can achieve much higher efficiency. 4) Discussion: An important contribution of Trika and Kashyap [42] is related to the issue of completeness. The input for feature recognizers is typically a solid model for the desired part, plus a solid model of the stock (raw material). The material to be removed by machining, called the delta volume, is computed by subtracting the part from the stock, as depicted in Fig. 6 . Trika and Kashyap called a feature recognizer complete if, for every part, the delta volume is contained in the union of all volumetric features generated by the feature recognizer. For example, if a feature recognizer generates two features shown in Fig. 6(d) , it is complete. If a feature recognizer is not complete, there may exist unrecognized regions of the delta volume and therefore the specified part may not be obtained even after all feature removal operations are done. Trika and Kashyap [42] proved that their algorithm is complete. Regli et al. [23] , [24] were the first to consider completeness of feature recognition in the machining domain.
B. Graph Search 1) Analysis of Technique:
Corney [44] proposed a graph search algorithm for D/P (Depression/Protrusion) feature recognition, where input is limited to "single-sided" machined parts-parts which can be completely machined with one machining setup. Fig. 7 (a) shows a single-sided part, which can be machined from the cutter axis direction . The BRep of the part is represented as a graph, where all face nodes except those which have normals perpendicular to are deleted. With some guidelines, the graph is searched for face-cycles. From the part in Fig. 7(a) , three face-cycles are detected as shown in Fig. 7(b) . These face-cycles may be called D/P features. The D/P features do not directly translate to the machining domain because they contain protrusions (P features). For example, in Fig. 7 , the desirable machining feature model would be a pocket shown in (c), not the D/P features shown in (b). 2 In order to generate such volumetric machining features, the profiles of the face-cycles are swept along the cutter axis direction , and then combined. The graph-search algorithm has been successively extended by Sormaz et al. [45] and Little et al. [46] . The most notable thing in these extensions would be that human supervision has been heavily incorporated into the process of feature recognition. For example, in order to handle multisided parts that require multiple cutter axis directions, a list of automatically generated axis directions is presented to the user for selection, and geometric reasoning is done for each selected direction. Further, the process of creating feature volumes from face-cycles also relies on user interaction, and unrecognized volumes which may remain even after all directions are processed are manually decomposed. Human supervision in the process of feature recognition is also advocated in the systems discussed in Section V.
There have been a number of efforts to develop a suite of benchmarks for feature recognition [47] . Many of these benchmark parts are available through the National Design Repository [48] , [49] at the National Institute of Standards and Technology 3 and Drexel University. 4 Recently, there has also been a special panel session for feature recognition at the 1997 17th ASME International Computers in Engineering Conference, held in Sacramento, CA. Several research groups participated in the panel session and reported the results of executing their feature recognition systems on a set of benchmark parts. Test results on the benchmark parts for Corney's algorithm are given in [50] . Shown in Fig. 8 is one of them. (The illustration is recreated from [50] .) Given the vertical approach direction, Corney's system recognizes ten features. In the next two sections for volumetric decomposition approaches and hint-based reasoning, the same part will be used in order to give the readers chances to compare the recognition capabilities of the three approaches.
IV. VOLUMETRIC DECOMPOSITION APPROACHES
In the previous section, we discussed several important issues in feature recognition. The most critical issue is how to recog-nize intersecting features. In this section, we discuss two algorithms, which aim at handling intersecting features and show similar characteristics. They decompose the input object into a set of intermediate volumes and then manipulate the volumes to produce features.
A. Convex Hull Decomposition
Convex hull decomposition was originally evaluated in the seminal feature recognition work of Kyprianou in 1980 [5] , formalized by Woo [51] , and investigated in greater detail by Kim. Kim's approach consists of multiple steps:
1) alternating sum of volumes with partitioning (ASVP) decomposition; 2) recognition/generation of form features; 3) generation of primitive machining features; 4) machining feature aggregation. At each step, a decomposition of the part is input from the previous step, some geometric operations are applied to the input decomposition and a new decomposition is generated and output to the next step.
1) ASVP Decomposition:
The convex hull of a polyhedron is the smallest convex point set containing . The convex hull difference is the regularized set difference between and . Conversely, can be expressed as . If is convex, is empty and the decomposition terminates. Otherwise, the decomposition is applied recursively to . Fig. 9(a) shows the convex hull decomposition of an example part. Woo [51] observed the pattern of alternating volume contributions and called this an alternating sum of volumes (ASV) decomposition. However, unlike the example, ASV decomposition may not necessarily converge. Kim proposed ASVP decomposition and proved its convergence [52] .
2) Recognition/Generation of Form Features: Kim [53] proposed to use the ASVP decomposition to generate form features. In his approach, a form feature refers to a shape macro constructed for convenience, with little connection with function or manufacturing. The faces of the given part are marked as original in the ASVP components. An ASVP component is "recognized" as a form feature if it contains at least two original faces and if the original faces are transitively connected. Recognized components are further classified on the basis of accessibility. For example, as highlighted in Fig. 9(a) , the ASVP component P has three original faces which are transitively connected. It is recognized as a form feature and classified as a slot. Similarly, P is recognized as a rib (boss in Kim's terminology). An ASVP decomposition may have unrecognized components, specifically those with at most one original face or with separated original faces. Kim [53] proposed to combine them with other components, and provided two combination methods.
One of the distinguishing characteristics of the convex hull decomposition approach is multiple-step reasoning: ASVP decomposition and form feature recognition/generation. ASVP decomposition generates a set of volumes (ASVP components) to which feature recognition/generation is applied ex post facto. The ASVP decomposition is completely separated from the form feature recognition/generation, and is not guided by the goal of recognizing specific types of features. In order to recognize form features from the ASVP decomposition, Kim [53] defined conditions in terms of original faces and introduced two combination methods. However, no justification or proof is given for them. Some volumetric components may not be recognized as form features even after the combination methods are applied. The component P in Fig. 10 is an example.
3) Generation of Primitive Machining Features: Waco and Kim [54] - [56] proposed to generate machining features by rewriting the Boolean expression of every positive form feature using the halfspaces determined by its original faces. Note that machining features are all negative in the sense that they are subtracted from the workpiece. For example, P in Fig. 9(a) is a positive form feature. From its original faces, three halfspaces are created. The negative counterpart of each halfspace is intersected with P to generate a new negative component. We can obtain three new negative features as shown in Fig. 9(b) , and all of them are classified as slots.
4) Aggregation of Machining Features:
The new negative components are necessarily convex, and the algorithm often terminates with a set of awkwardly shaped negative features. Waco and Kim [56] proposed to "aggregate" the primitive negative features, and gave some conditions for aggregating primitive components. However, the conditions for feature aggregation do not guarantee success, and often lead to features which do not belong to Kim's feature class given in [53] .
5) Discussion:
The convex hull decomposition approach is interesting from the viewpoint of computational geometry. However, its main problem is that, as discussed above in detail, the operations in each step do not guarantee success and may end up with an undesirable machining feature model. Recently, Kim et al. [57] presented feature precedence generation based on the ASVP decomposition. However, it suffers from the inherent problems of ASVP decomposition.
Another problem with this approach is that it is inherently based around a polyhedral representation of the part. To work in practical domains of curved parts, one has to remove curves, blends, fillets, etc., reducing the part to a polyhedral approximation; when finished, the results have to be converted back. Martino and Kim [58] proposed feature recognition algorithms for parts with cylindrical surfaces, but they can handle limited cases of feature intersection. Test results for Kim's algorithm on a variety of benchmark parts are given in [59] . One of them is shown in Fig. 11 . It is the same part (shown in Fig. 8 ) used for demonstrating the recognition capability of Corney's graph-based system. Note that the graph-based algorithms and the volumetric decomposition approach produced different sets of features. It is mainly because they have different definitions for features. Recall that the feature community has no agreement on a canonical set of features.
B. Cell-Based Decomposition
The cell decomposition approach for feature recognition was originally explored in 1983 by a research group from Allied Signal Aerospace (at that time Bendix) in Kansas City [60] . In the mid 1990s, Sakurai [61] , [62] has been a leading advocate for the revival of this type of technique, and several other research groups have adopted similar methodologies [63] - [67] .
The cell-based decomposition approach for feature recognition essentially consists of the following: 1) delta volume decomposition into cells; 2) cell composition; 3) feature classification. In the first step, the delta volume is decomposed into minimal cells by extending and intersecting all the surfaces or halfspaces of the delta volume. If we are given the part shown in Fig. 12(a) and its stock corresponds to its convex hull, the delta volume is decomposed into the cells shown in (b). In the second step, a subset of the cells are combined (composed) to generate a volume to be removed by a machining operation, and in the last step the volume is classified as a machining feature. In the cellbased decomposition approach, the differences of the proposed algorithms mostly lie in the methods for combining cells into features.
1) Analysis of Technique:
The main problem of this approach is the global effect of local geometry: a machining feature usually leaves its traces in a localized area of the part. However, the cell decomposition step extends globally the surfaces or halfspaces associated with the faces of the delta volume and quite often generates a huge number of cells as illustrated in Fig. 12 . The difficulty in the cell-based decomposition approach is how to combine such cells and produce suitable features.
Given cells, all possible combinations of cells constitute the power set of the set of cells. Sakurai and Chin [62] proposed to generate all possible features. Even though some heuristics are used to prune unpromising compositions, the composition al- gorithm cannot avoid exponential time complexity. Coles et al. [64] proposed to compose the cells into convex volumes only, but their approach is also subject to combinatorial explosion. Shah et al. [63] proposed a tractable composition algorithm which does not allow two features to share any cell. Starting from a cell, neighboring cells are combined one at a time such that the intermediate volume remains convex. When no more combination is possible, the volume is deleted from the set of cells. By selecting a new cell, the same procedure is repeated. This composition algorithm often leads to awkward decompositions of the delta volume, as shown in Fig. 12(c) . 5 The recognized machining features would not provide a basis for a practical machining strategy.
Sakurai and Dave [67] proposed a cell composition algorithm that, unlike Shah et al. [63] , allows the intermediate and final volumes to be concave. They were successful to some extent in avoiding awkward machining feature models. However, the resulting volumes may often be "unnecessarily complex and awkward in shape,"as pointed out by the authors themselves.
2) Discussion: Like the convex hull decomposition approach, cell-based feature recognition is also based on multiple-step reasoning: cell decomposition, cell composition and feature classification. Therefore, it shares similar problems with the convex hull decomposition approach. In Sakurai and Dave's algorithm [67] , a composed volume may not match with any predefined feature type. Fig. 13(a), (b) and (c) show a stock, a part and the delta volume, respectively. It is tricky how to decompose the delta volume, and a desirable decomposition might be the one shown in Fig. 13(d) . In this example, the delta volume happens to be a single cell and therefore the cell should be classified as a feature. However, it seems counter-intuitive to classify the delta volume in Fig. 13(c) as a feature, and there seems to be no method for converting the single cell into the decomposition in Fig. 13(d) .
Multiple-step reasoning is a common characteristic and drawback of the two approaches discussed in this section. For example, the initial steps-ASVP decomposition (in the convex hull decomposition algorithm) and delta volume decomposition into cells (in the cell-based decomposition algorithm)-are done independently of features and manufacturing process rationale. No robust method, justifiable from a manufacturing point of view, has been developed to manipulate the intermediate volumes created by these initial steps.
On the other hand, cell-based techniques in other feature applications such as feature-based design and feature model conversion have recently been reported. For example, the research team led by W. Bronsvoort at Delft University of Technology (Netherlands) presented cellular representations for feature models that can be used for a variety of feature applications [29] , [68] . In feature model conversion, for example, the cellular model is shared by all applications and provides a common representation. Geometric reasoning based on constraint solving is then used to create a feature model for a specific application. They also presented how such a cellular model can be maintained throughout model evolution in feature-based design [69] .
V. HINT-BASED APPROACHES
Vandenbrande and Requicha [12] , [70] observed that searching for exact patterns of faces/edges/vertices is very likely to fail because such patterns are altered when features intersect. In response to these difficulties, they proposed hint-based reasoning to deal with intersecting features. Hint-based reasoning algorithms were designed and implemented first in OOFF (object-oriented feature finder) [12] at USC, and recently in F-Rex [23] at the University of Maryland, IF (integrated incremental feature finder) [71] at USC and the Feature-Based Machining Husk (FBMach) System at Allied Signal Aerospace, Federal Systems Division [72] . This section discusses the hint-based reasoning algorithms with IF example.
Vandenbrande and Requicha [12] defined the presence rule which asserts that a feature and its associated machining operation should leave a trace in the part boundary even when features intersect. Furthermore, the presence rule defines the minimal indispensable portion of a feature's boundary which should be present in the part. Consider a hole: unless it is completely removed by other intersecting features, its machining operation leaves at least a face in the final part, the cylindrical wall face. This provides a hint for the potential existence of a hole.
Hints may comprise nominal geometries, design features, tolerances, and other design attributes associated with the CAD model. For example, a thread attribute may be taken as a hole hint. Most previous work focused on nominal-geometry hints, which are often simply called traces and can be identified on the boundary of the part. It should be noted, however, that hint-based algorithms can be extended to include hints based on other, nongeometric varieties of manufacturing information such as design features, tolerances and design attributes. See [10] for such an extension. (A trace may often mean a nominal-geometry hint only.) The basic components of a hint-based feature recognizer have been described by Regli [73] , [23] as follows.
1) A set of feature types, .
2) Each feature type in has associated with it a finite set of hint types . 3) For each feature type , there is a geometric completion procedure which starts from the hint instances, performs extensive geometric reasoning, and finally constructs feature instances of type .
1) Description of IF :
IF can recognize holes, slots and pockets. Its recognition algorithm may be illustrated with a slot example. In IF , a slot trace is defined to be the wall faces (side faces) of the slot. In other words, a slot trace is generated from nominal geometry when a pair of parallel opposing planar faces is encountered, which correspond to the slot walls. Given the part shown in Fig. 14(a) , the lightly shaded faces constitute a slot trace.
The geometric completion procedures of IF follow a generate-test-repair paradigm [74] . The generate step first finds the slot floor. Only the space between the wall faces is considered, and the part faces that are planar and perpendicular to the wall faces are taken as floor candidates. In Fig. 14(a) , we can find several floor candidates and the heavily shaded face is an example. Then, the portion of the delta volume between the walls and above the floor, shown in Fig. 14(b) , is proposed as a volume to be removed by a slot machining operation.
The test step checks the boundary of the proposed volume. The boundary is partitioned into 'stock faces' which originate from the stock and 'part faces' which originate from the part. 'Stock faces' are those to be 'removed' by feature machining operations, and 'part faces' are those to be 'created' by feature machining operations. For a slot, the proposed removal volume is not machinable as a whole if its boundary contains any 'part faces' besides the walls and floor. This is because such 'part faces' will be intruded, i.e., 'removed,' by the parameterized slot feature volume which completely covers the proposed removal volume. Note that 'part faces' are those to be 'created.' The cylindrical face depicted in bold lines in Fig. 14(c) is such a 'part face. ' If the test step determines that the volume proposed by the generate step is not machinable as a whole, the repair step tries to instantiate a feature volume which is maximally extended but removes a subset of the proposed removal volume such that the machining operation does not intrude into the 'part face.' This is a geometric fitting problem, and in the example IF finally produces a parameterized slot volume shown in Fig. 14(d) .
2) Analysis of Technique: A problem for hint-based approaches results from there being more traces than there are good features to recognize. A trace or hint is nothing but an implication for the possible existence of a feature, and therefore a significant number of traces may not lead to valid features. Even though the number of traces is bounded by polynomial (e.g., slot traces where is the number of planar faces of the delta volume), it is inefficient to perform expensive geometric reasoning on every trace. For example, (g1, g3) in Fig. 15 is a slot trace, but it does not evolve into a valid slot. On the other hand, several traces often lead to an identical volumetric feature. For example, in Fig. 15 , five slot traces, (f1, f2), (f3, f4), (f5, f6), (f7, f8), and (f9, f10), will lead to the same slot, the long slot shown in (c).
IF tackles this problem by assigning every trace a heuristic strength. The assigned value is a combined measure of: 1) preference for such a feature (type) over alternative feature interpretations; 2) belief that the trace will lead to a valid machining feature. For example, in Fig. 15, (g1, g2) is ranked stronger than (g1, g3) based on a heuristic that narrow slots are more likely to occur than wide ones and the chances of having protrusions between the walls tend to be smaller when the gap is narrow.
The ranked traces are stored in a priority queue. IF selects the strongest trace from the priority queue and fires a geometric completion procedure on it. If geometric completion fails to construct a valid machining feature from the trace, the trace is discarded and the next highest-ranked trace is extracted. If completion succeeds, two tasks are done before selecting the next highest-ranked trace: 1) priority queue updating and 2) termination test.
The priority queue is updated to reflect the new feature's influence on other traces. For example, once a slot is recognized from (f1, f2), the strengths of (f3, f4), (f5, f6), (f7, f8), and (f9, f10) are reduced such that they attract less attention, as they would lead to redundant slots.
Initially, the material to be removed equals the delta volume. After updating the priority queue, IF updates the material to be removed by subtracting the new feature volume from it, and checks for a null solid. This is called termination test. If the result is null, the process stops because the delta volume is fully decomposed. Otherwise, IF takes the new top-ranked trace and repeats the same process.
IF avoids unnecessary reasoning as much as possible by focusing on promising traces. IF also tries to produce a desirable interpretation (machining feature model) by focusing on preferred traces. However, IF does not always generate a desirable interpretation. Fig. 6 shows an example of multiple interpretations: the part can be machined in terms of two pockets, as shown in (d), or as a single complex pocket, as shown in (e). On the assumption that a three-axis milling machine is used, the interpretation of a single pocket would be better because its cutter axis direction implies a single setup. In contrast, the interpretation of two pockets requires two setups. The current implementation of IF generates the interpretation of a single pocket, but success is not guaranteed for complex parts. (See [75] for examples and more detailed discussions.) However, IF shows an effort for handling the problems of completeness and multiple interpretations.
3) The Feature-Based Machining Husk: The Feature-Based Machining Husk (FBMach) is a robust library of machining features and feature recognition algorithms. FBMach uses three different approaches to define surface features: 1) automatic recognition; 2) interactive recognition; and 3) manual identification. The automatic recognition uses a procedural algorithm to search for feature hints and then creates feature instances using the hints without user interaction. The interactive recognition allows the user to provide some hints for FBMach to use in generating the feature instances. For example, the user may identify a pocket by selecting its bottom face. The manual identification allows the user to create a feature instance by adding each face to the feature individually and defining each face's role in the feature (side, bottom, top, etc.). FBMach implements a human-supervised reasoning approach, which has also been explored by Fig. 16 . Hint-based algorithm on a benchmark part (recreated from [80] ).
van Houten [34] along a different direction. Such a human-supervised reasoning may often be quite useful for producing good feature models.
4) F-Rex and IMACS: F-Rex is the feature recognition component for the University of Maryland's IMACS system (interactive manufacturability analysis and critiquing system) [76] - [78] , [73] , [24] , [79] . The goal of F-Rex was to produce a formal methodology for developing trace-based feature recognition systems for manufacturing process. IMACS/F-Rex formally addressed many important issues in feature recognition: manufacturing process specific features, recognition of alternative features, multiprocessor techniques, incorporation of manufacturing resource constraints, etc. Section VI discusses these issues in detail.
5) Discussion:
As discussed in Analysis of Technique, a major problem in the hint-based approaches is the difficulty in generating desirable interpretations. Recently, Han proposed two methods to tackle this problem: one is to generate a sub-optimal interpretation and allow users to demand alternatives [75] , and the other is to pursue an optimal interpretation by incorporating some manufacturing knowledge into the process of feature recognition [81] . These will be discussed in detail at Section VI-C. Fig. 16 shows the test result with IF on the same benchmark part used in the previous two sections. Note again that the feature set is different from those produced by the graph-based algorithms and the volumetric decomposition approach.
VI. OPEN RESEARCH ISSUES
In the previous sections, we surveyed three distinct approaches for feature recognition. This section formalizes the important issues discussed earlier and raises some new ones.
A. Recognition of Intersecting Features
The most critical issue in feature recognition has been said to be the capability of recognizing intersecting features. In the previous sections, we surveyed three approaches focusing on this issue. Those approaches have made progresses in dealing with intersecting features but also have their own deficiencies.
Among the current approaches, the hint-based approach seems to have demonstrated most promise. This is not surprising because a nominal-geometry hint is not an exact pattern of geometric entities and was introduced precisely to resolve the problem of recognizing intersecting features. However, the above survey shows that the problem of intersecting feature recognition is still the object of active research particularly because it is related with other problems discussed in the following.
B. Hybrid Approaches
There have been several attempts to selectively combine some characteristics of existing approaches to feature recognition, and a recent example is the work by Gao and Shah [87] . Input to their system is essentially an extended version of the part graph discussed in Section III-A where, for example, each face node is classified into either a stock face or a part face. The input graph is then repeatedly decomposed to make a set of subgraphs, called minimal condition subgraphs (MCSGs). An MCSG is a subgraph of a specific feature's template graph which remains in the part graph. Finally, each MCSG is completed to produce a feature. For both generating and completing MCSGs, face nodes are dynamically split and missing arcs are added through extensive geometric reasoning.
Gao and Shah claimed that their approach is a combination of conventional graph-based approach and hint-based approach.
Recall that a hint is defined as a minimal piece of information indicating potential existence of a feature. MCSGs work exactly as hints, and are completed through geometric reasoning as done in the traditional hint-based approach. Gao and Shah's approach also adopted the concept of alternative interpretations on demand, which was proposed by hint-based approaches [75] and will be discussed in Section VI-C.
The major three techniques for feature recognition-graphbased approach, volumetric decomposition approach, and hintbased approach-are so unique, and therefore it would be hard for an approach to take some algorithms of the other approach. However, as proven by the work of Gao and Shah, it would be constructive to take some of fundamental concepts of the other approaches.
C. Handling Multiple Interpretations
Multiple interpretations of a part roughly correspond to different ways to machine the part and therefore provide downstream applications with added flexibility. For example, design analysis or manufacturing planning activities typically attempt to optimize manufacturing cost or time, and therefore need to consider alternative interpretations. Early work on handling multiple interpretations include feature relaxation [82] , feature algebras [83] , feature aggregation/growing [54] . This section briefly discusses more comprehensive works reported recently.
In Fig. 17 , the delta volume is represented by a set of volumetric elements:
. Each feature is a subset of , as shown in Fig. 17(d) . We have a set of features, . Then, a feature cover is a subset of , whose members completely cover . In the figure, we have two feature covers as shown in (e). To find an optimal interpretation is a set covering problem [84] . In a pure set covering problem, optimal means a minimal number of subsets; in manufacturing applications, optimal may mean minimal cost.
Gupta [85] , [79] proposed to compute all possible feature covers, and then generate and evaluate possible machining plans for each cover. Any feature cover that is not expected to result in a plan better than existing ones is discarded by several pruning heuristics. Gupta used a set-covering algorithm to search the space of possible volumetric covers of the delta volume. The set covering problem is a well-known NP-hard problem, and the algorithm for computing an optimal interpretation is based on traditional AI search techniques. Gupta's work is subject to combinatorial explosion.
Recent work in the hint-based approach [81] adopted a search algorithm to generate an optimal feature-based machining sequence. The proposed system incorporated setup cost, machining cost and tool change cost into the process of feature recognition. Unlike Gupta's, no feature cover is generated, and no comparison among feature covers is done. Instead, feature recognition and machining sequence generation are tightly combined, and a single interpretation is searched, which corresponds to an optimal machining sequence. As usual in search algorithms, however, the proposed system is subject to combinatorial explosion.
Whether or not one can compute the optimal interpretation often depends on the part. For relatively simple parts with a small number of features, one can compute the optimal interpretation in a tractable time. In contrast, for complex parts, it might not always be feasible to find the optimal interpretation, and then the issue may appear to be how to generate a set of nearly optimal or satisfactory interpretations in a tractable time.
Han [10] proposed to produce a single satisficing [86] interpretation, and developed a mechanism for generating alternative interpretations on demand from a human user. This idea, alternative interpretations on demand, is also supported by [87] . Ideally, these demands should come from the process planing system. The design and implementation of communication architecture between feature recognizers and CAPP would be a challenging issue.
D. Integration With Process Planning
Feature recognition is considered as a front-end of process planning, but much of the manufacturing knowledge such as manufacturing resources and tooling, typically used in process planning, is rarely incorporated into feature recognition. It has been widely accepted that feature recognition systems require information beyond geometry of the part to be manufactured.
A seminal work where tool geometry is considered in feature definition and recognition is Vandenbrande's [12] . Regli [23] introduced algorithms for accounting for tool assembly interference, tool shapes, and tool radii during feature recognition. In order to produce most process-specific features, Jurrens et al. [88] proposed to make feature recognition systems interact with a manufacturing resource agent, which would have access to the available tool database. Along this direction, the research group at Arizona State University led by Roberts and Henderson proposed a system which considered available factory resources and evaluated manufacturability based on tool accessibility [89] - [91] . Feature recognition based on manufacturability has also been exploited by D. Gaines and C. Hayes [92] - [94] . Their feature recognition system is made adaptive to resources (including tools) and does early process planning tasks. They also developed a process planning system that detects fixture-feature interactions, i.e., interferences between manufacturing operations in which one destroys clamping surfaces required by another [95] . In the work by Kim et al. [57] , feature precedence relations are generated using face dependency information obtained by ASVP decomposition and the features' associated machining process information. Han and Han [81] proposed to generate feature dependency graph based on the database of available tools, and produce the optimal sequence of machining operations using A* algorithms. Khoshnevis et al. [96] also presented a process planning system based on feature reasoning with A* algorithm.
VII. CONCLUSION
In this paper, we have presented an overview of three distinct approaches in feature recognition, and attempted to show the state of the art: where these approaches have had some success and where some of the issues for future work lie. In the machining domain, specific problems identified for which complete solutions have not yet been found include recognizing intersecting features, handling multiple interpretations within a single domain, controlling computational complexity, and associating manufacturing information with the recognized features.
The machining domain is just one of many mechanical engineering application areas now being addressed in terms of features. Other potential feature-based application areas include finite element mesh generation, assembly modeling and planning, component and assembly tolerancing, and computer-aided inspection. The concentration on machining in this paper is because that (and its downstream activity of process planning for machining) is by far the most widely studied manufacturing method. However, machining is in fact a comparatively little used manufacturing process, and research in this field was stimulated mainly by the requirements of the defense industries in previous decades. Corresponding problems to all those discussed earlier will arise in all these areas. There is then also the additional problem of handling multiple, but linked, feature models for several different applications relating to the same part.
Many more parts are manufactured by processes such as sheet metal stamping, die casting and injection molding than are made by machining. Rapid prototyping, solid freeform fabrication and layered manufacturing represent other emerging areas of great potential importance. There has been some feature-based work relating to most of these areas, but not very much. The field is wide open for new and valuable contributions in all of these areas.
Methods are beginning to be defined for the feature-based design of castings and forgings, often used as rough parts needing to be finished by machining. But, as we have seen, nearly all research on feature-based machining assumes that the part is generated from rectangular stock material (aside from turned parts, which have not even been touched upon here). Furthermore, most work assumes that the extreme faces of the part lie on the original surfaces of the stock it is machined from. This is unrealistic in practical terms; characteristically, a flat face will be machined first, and this will then be used as a datum for setting up the part so that the other features on it can be machined accurately. Often, no region of the outer surface of the stock will remain on the finished part, and so the research efforts described mostly take a highly idealized view of machining practice. Few of the methods discussed take into account the use of tolerance information in the part model and its associated datums, which are routinely used in industry, in addition to feature information, in determining acceptable machining plans. In fact feature-based research needs to go beyond the production of parts from regular stock shapes to the machining of the castings and forgings mentioned above, which often have highly irregular shapes.
In industrial practice, commercial CAD/CAM and modeling vendors such as Tecnomatix, 6 U.S. Department of Energy's Kansas City Plant, 7 managed by Honeywell Corporation (formerly by AlliedSignal), and Geometric Software Services Limited 8 have all begun to incorporate feature recognition technologies into commercial tools. We believe that these tools represent the beginning of the first generation of systems to deploy automated recognition technologies. These tools and systems contain years of development effort but are still often found lacking in robustness, speed and coverage-all open research areas noted in detail in this survey.
We recommend that the features research community to take a wider view of engineering activities in the product life-cycle. Some of the topics mentioned in the last few paragraphs have perhaps been neglected because it was felt that they made algorithm development more complicated. However, it may well be that the use of additional types of information may in some ways simplify feature recognition and/or the determination of machining features from design feature models. The hint-based methods perhaps give some indication of how this might happen, through their potential use of not only part geometry, but also design features, tolerances and other process-related information in the determination of machining features. ACKNOWLEDGMENT ACIS .sat and STEP AP203 .stp format solid models for the example parts in this paper can be obtained through the World Wide Web through the National Design, Planning, and Assembly Repository at URL http://repos.mcs.drexel.edu [49] .
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