We provide conditions under which trajectory outcomes in mechanical systems subject to unilateral constraints depend piecewise-differentiably on initial conditions, even as the sequence of constraint activations and deactivations varies. This builds on prior work that provided conditions ensuring existence, uniqueness, and continuity of trajectory outcomes, and extends previous differentiability results that applied only to fixed constraint (de)activation sequences. We discuss extensions of our result and implications for assessing stability and controllability.
INTRODUCTION
To move through and interact with the world, terrestrial agents intermittently contact terrain and objects. The dynamics of this interaction are, to a first approximation, hybrid, with transitions between contact modes summarized by abrupt changes in system velocities [16] . Such phenomenological models are known in general to exhibit a range of pathologies that plague hybrid systems, including non-existence or non-uniqueness of trajectories [15, 34] [2, Sec. 5], or discontinuous dependence of trajectory outcomes on initial conditions (i.e. states and parameters) [28] [2, Sec. 7]; see Fig. 1 (left). Although instances of these pathologies can occur in physical systems [13] , these occurrences are rare in everyday experience involving locomotion and manipulation with limbs. Our view is that these pathologies lie chiefly in the modeling formalism, and can be effectively removed by appropriately restricting the models under consideration without loss of relevance for many physical systems of interest. * This material is based upon work supported by the U. S. Army Research Laboratory and the U. S. Army Research Office under contract/grant number W911NF-16-1-0158.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. In general, trajectory outcomes depend discontinuously on initial conditions. In the pictured model for rigidleg trotting (adapted from [28] ), discontinuities arise when two legs touch down: if the legs impact simultaneously (corresponding to rotation θ(0) = 0), then the post-impact rotational velocity is zero; if the left leg impacts before the right leg (θ(0) > 0, blue) or vice-versa (θ(0) < 0, red), then the postimpact rotational velocities are bounded away from zero. (right) In the pictured model for soft-leg trotting (adapted from [5] with the addition of a nonlinear damper coupling the body and limbs), trajectory outcomes (solid lines) are continuous and piecewise-differentiable at θ(0) = 0 (dashed lines). These figures were generated using simulations of the depicted models; the sourcecode is available at https://bitbucket.org/apace2/2017hscc figure1.
Specifically, this paper provides mathematical conditions on mechanical systems subject to unilateral constraints that ensure trajectory outcomes vary continuously and piecewisedifferentiably with respect to initial conditions. Conditions that ensure continuity are known; see for instance Schatzman's work on the one-dimensional impact problem [32] or Ballard's seminal result [2, Thm. 20] . Furthermore, when the sequence of constraint activations and deactivations is held fixed, it has been known for some time that outcomes depend differentiably on initial conditions; see [1] for the earliest instance of this result we found in the English literature and [14, 11, 36, 6] for modern treatments. Our contribution is a proof that imposing an additional admissibility condition ensures continuous trajectory outcomes are piecewise-differentiable with respect to initial conditions, even as the sequence of constraint activations and deactivations varies; see Fig. 1 (right). The operative notion of piecewise-differentiability was originally developed by the nonsmooth analysis community to study structural stability of nonlinear programs [30] , and has enabled a generalization of Calculus based on non-linear first-order approximations [33] . In the terminology of that community, we provide conditions that ensure the flow of a mechanical system subject to unilateral constraints is P C r , and therefore possesses a piecewise-linear Bouligand (or B-)derivative.
As discussed in more detail in Sec. 6, we envision the existence and straightforward computability of the B-derivative of the flow to be useful in practice because it supports generalization of familiar control techniques to a class of hybrid systems with physical significance. In particular, building on related work that dealt with differential equations with discontinuous right-hand-sides [7, 4] , the B-derivative can be used to assess stability, controllability, or optimality of trajectories in mechanical systems subject to unilateral constraints. As control of dynamic and dexterous robots increasingly relies on scalable algorithms for optimization and learning that presume the existence of first-order approximations (i.e. gradients or gradient-like objects) [26, 18, 22, 19] , it is important to place application of such algorithms on a firm theoretical foundation. From a theoretical perspective, the results in this paper dovetail with recent advances in simulation of hybrid systems [5] in that one of the conditions necessary for the B-derivative to exist (namely, continuity of trajectory outcomes) is also requisite for convergence of numerical simulations. Taken together, these observations suggest that a unified analytical and computational framework for modeling and control of mechanical systems subject to unilateral constraints may be within reach.
Organization
We begin in Sec. 2 by specifying the class of dynamical systems under consideration, namely, mechanical systems subject to unilateral constraints. Sec. 3 summarizes the wellknown fact that, when the contact mode sequence is fixed, trajectories vary differentiably with respect to initial conditions. In Sec. 4, we observe (as others have) that trajectories generally vary discontinuously with respect to initial conditions as the contact mode sequence varies, but provide a sufficient condition that is known to restore continuity. Sec. 5 leverages continuity to provide conditions under which trajectories vary piecewise-differentiably with respect to initial conditions across contact mode sequences, and Sec. 6 discusses extensions and implications for a systems theory for mechanical systems subject to unilateral constraints.
Relation to prior work
The technical content in Sec. 2, Sec. 3, and Sec. 4 appeared previously in the literature and is (more-or-less) well-known; we collate the results here in a sequence of technical Lemmas 1 to contextualize our contributions in Sec. 5.
1 For uniformity and clarity of exposition, we present previ-
MECHANICAL SYSTEMS SUBJECT TO UNILATERAL CONSTRAINTS
In this paper, we study the dynamics of a mechanical system with configuration coordinates q ∈ Q = R d subject to (perfect, holonomic, scleronomic) 2 unilateral constraints a(q) ≥ 0 specified by a differentiable function a : Q → R n where d, n ∈ N are finite. We are primarily interested in systems with n > 1 constraints, whence we regard the inequality a(q) ≥ 0 as being enforced componentwise. Given any J ⊂ {1, . . . , n}, and letting |J| denote the number of elements in the set J, we let aJ : Q → R |J| denote the function obtained by selecting the component functions of a indexed by J, and we regard the equality aJ (q) = 0 as being enforced componentwise. It is well-known (see e.g. [2, Sec. 3] or [16, Sec. 2.4, 2.5]) that with J = {j ∈ {1, . . . , n} : aj(q) = 0} the system's dynamics take the form
where M : Q → R d×d specifies the mass matrix (or inertia tensor ) for the mechanical system in the q coordinates, f : T Q → R d is termed the effort map [2] and specifies 3 the internal and applied forces, c : T Q → R d×d denotes the Coriolis matrix determined 4 by M , DaJ : Q → R |J|×d denotes the (Jacobian) derivative of the constraint function aJ with respect to the coordinates, λJ : T Q → R |J| denotes the reaction forces generated in contact mode J to enforce the constraint aJ (q) ≥ 0, ∆J : T Q → R d×d specifies the collision restitution law that instantaneously resets velocities to ensure compatibility with the constraint aJ (q) = 0,
where I d is the d-dimensional identity matrix, γ : T Q → [0, ∞) specifies the coefficient of restitution,q + (resp.q − ) denotes the right-(resp. left-)handed limits of the velocity vector with respect to time, and ΛJ : Q → R d×d is given by
Definition 1 (contact modes). With A = {q ∈ Q : a(q) ≥ 0} denoting the set of admissible configurations, the constraint functions {aj} n j=1 partition A into a finite collection 5 {AJ } J∈2 n of contact modes:
ous results here as Lemmas regardless of the form in which they originally appeared. 2 A constraint is: perfect if it only generates force in the direction normal to the constraint surface; holonomic if it varies with configuration but not velocity; scleronomic if it does not vary with time. We will discuss the inclusion of imperfect, nonholonomic, or nonscleronomic constraints in Sec. 6. 3 We let T Q = R d ×R d denote the tangent bundle of the configuration space Q; an element (q,q) ∈ T Q can be regarded as a pair containing a vector of generalized configurations q ∈ R d and velocitiesq ∈ R d ; we writeq ∈ TqQ. 4 For each , m ∈ {1, . . . , d} the ( , m) entry c m is determined from the entries of M via 5 We let 2 n = {J ⊂ {1, . . . , n}} denote the power set (i.e. the set containing all subsets) of {1, . . . , n}.
We let T A = {(q,q) ∈ T Q : q ∈ A} and T AJ = {(q,q) ∈ T Q : q ∈ AJ } for each J ∈ 2 n . Remark 1. In Def. 1 (contact modes), J = {1, . . . , n} indexes the maximally constrained contact mode and J = ∅ indexes the unconstrained contact mode. Since any velocity is allowable in the unconstrained mode, we adopt the convention ∆ ∅ (q,q) = I d .
In the present paper, we will assume that appropriate conditions have been imposed to ensure trajectories of (1) Remark 2. The problem of ensuring trajectories of (1) exist and are unique has been studied extensively; we refer the reader to [2, Thm. 10] for a specific result and [16] for a general discussion of this problem.
Since we are concerned with differentiability properties of the flow, we assume the elements in (1) are differentiable. 
DIFFERENTIABILITY WITHIN CONTACT MODE SEQUENCES
It is possible to satisfy Assump. 1 (existence and uniqueness of flow) under mild conditions that allow trajectories to exhibit phenomena such as grazing (wherein the trajectory activates a new constraint without undergoing impact) or Zeno (wherein the trajectory undergoes an infinite number of impacts in a finite time interval). In this and subsequent sections, where we seek to study differentiability properties of the flow, we will not be able to accommodate grazing or Zeno phenomena. Therefore we proceed to restrict the trajectories under consideration.
n at time t > 0 if (i) no constraint in I was active immediately before time t and (ii) all constraints in I become active at time t. Formally,
We refer to t as a constraint activation time for φ (q,q) . Similarly, the trajectory φ (q,q) deactivates constraints I ∈ 2 n at time t > 0 if (i) all constraints in I were active at time t and (ii) no constraint in I remains active immediately after time t. Formally,
We refer to t as a constraint deactivation time for φ (q,q) .
Definition 3 (admissible activation/deactivation).
A constraint activation time t > 0 for φ (q,q) is admissible if the constraint velocity 7 for all activated constraints I ∈ 2 n is negative. Formally, with (ρ,ρ − ) = lim s→t − φ(s, (q,q)) denoting the left-handed limit of the trajectory at time t,
A constraint deactivation time t > 0 for φ (q,q) is admissible if, for all deactivated constraints I ∈ 2 n : (i) the constraint velocity or constraint acceleration 8 is positive, or (ii) the time derivative of the contact force is negative. Formally, with (ρ,ρ + ) = lim s→t + φ(s, (q,q)) denoting the right-handed limit of the trajectory at time t, for all i ∈ I :
Remark 4. The conditions for admissible constraint deactivation in case (i) of (8) can only arise at admissible constraint activation times; otherwise the trajectory is continuous, whence active constraint velocities and accelerations are zero.
Definition 4 (admissible trajectory). A trajectory φ (q,q)
is admissible on [0, t] ⊂ R if (i) it has a finite number of constraint activation (hence, deactivation) times on [0, t], and (ii) every constraint activation and deactivation is admissible; otherwise the trajectory is inadmissible.
Remark 5 (admissible trajectories).
The key property admissible trajectories possess that will be leveraged in what follows is: time-to-activation and time-to-deactivation are differentiable with respect to initial conditions; the same is not generally true of inadmissible trajectories.
Remark 6 (grazing is not admissible). The restriction in Def. 4 (admissible trajectory) that all constraint activation/deactivation times are admissible precludes admissibility of grazing.
Remark 7 (Zeno is not admissible).
The restriction in Def. 4 (admissible trajectory) that a finite number of constraint activations occur on a compact time interval precludes admissibility of Zeno.
Definition 5 (contact mode sequence [16, Def. 4]).
The contact mode sequence associated with a trajectory φ
that is admissible on [0, t] ⊂ R is the unique function
such that there exists a finite sequence of times {t } m+1 =0 ⊂ [0, t] for which 0 = t0 < t1 < · · · < tm+1 = t and
Remark 8. In Def. 8 (contact mode sequence), the sequence ω is easily seen to be unique by the admissibility of the trajectory; indeed, the associated time sequence consists of start, stop, and constraint activation/deactivation times. Note that successive modes in the sequence need not be related by set containment (i.e. ω( ) ⊂ ω( + 1) or ω( ) ⊃ ω( + 1)) since, e.g., one constraint could activate and another deactivate at the same time instant as in Fig. 2 . Thus, ω is not simply a discrete "counter" as in hybrid time domains [10, §3.2].
Assumption 3 (independent constraints [2, §3.4]).
The constraints are independent:
(11) Remark 9. Algebraically, Assump. 3 (independent constraints) implies that the constraint forces λJ are well-defined, and that there are no more constraints than degrees-of-freedom, n ≤ d. Geometrically, it implies for each J ∈ 2 n that a We now state the well-known fact 9 that, if the contact mode sequence is fixed, then admissible trajectory outcomes are differentiable with respect to initial conditions. Lemma 1 (differentiability within mode seq. [1] ). Under Assump. 1 (existence and uniqueness of flow), Assump. 2 (C r vector field and reset map), and Assump. 3 (independent constraints), with φ :
(ii) have the same contact mode sequence, then the restriction φ| {t}×Σ is C r .
(DIS)CONTINUITY ACROSS CONTACT MODE SEQUENCES
As stated in Sec. 1, the point of this paper is to provide sufficient conditions that ensure trajectories of (1) vary differentiably as the contact mode sequence varies. A precondition for differentiability is continuity, whence in this section we consider what condition must be imposed to give rise to continuity in general. We begin in Sec. 4.1 by demonstrating that the transversality of constraints imposed by Assump. 3 (independent constraints) generally gives rise to discontinuity, then introduce an orthogonality condition in Sec. 4.2 that suffices to restore continuity. 9 The result follows via a straightforward composition of smooth flows with smooth time-to-impact maps; we refer the interested reader to [6, App. A1] for details.
Discontinuity across contact mode sequences
Consider an unconstrained initial condition (q,q) ∈ T A ∅ ⊂ T Q that impacts (i.e. admissibly activates) exactly two constraints i, j ∈ {1, . . . , n} at time t > 0; with (ρ,ρ − ) = φ(t, (q,q)) we have
The pre-impact velocityρ − abruptly resets via (1b):
As noted in Remark 9 (independent constraints), the constraint surfaces a
Therefore given any ε > 0 it is possible to find (qi,qi) and (qj,qj) in the open ball of radius ε centered at (q,q) such that the trajectory φ (q i ,q i ) impacts constraint i before constraint j and φ (q j ,q j ) impacts j before i. As ε > 0 tends toward zero, the time spent flowing according to (1a) tends toward zero, hence the post-impact velocities tend toward the twofold iteration of (1b):ρ
Recalling for all J ∈ 2 n that ∆J ∈ R d×d is an orthogonal projection 10 onto the tangent plane of the codimension-|J| submanifold a −1 J (0), observe thatρ
. Therefore if constraints intersect transversally but non-orthogonally, outcomes from the dynamics in (1) vary discontinuously as the contact mode sequence varies.
Remark 10 (discontinuous locomotion outcomes).
The analysis of a saggital-plane quadruped in [28] provides an instructive example of the behavioral consequences of transverse but non-orthogonal constraints in a model of legged locomotion. As summarized in [28, Table 2 ], the model possesses three distinct but nearby trot (or trot-like) gaits, corresponding to whether two legs impact simultaneously (as in (13)) or at different time instants (as in (14) ); the trot that undergoes simultaneous impact is unstable due to discontinuous dependence of trajectory outcomes on initial conditions.
Continuity across contact mode sequences
To preclude the discontinuous dependence on initial conditions exhibited in Sec. 4.1, we strengthen the transversality of constraints implied by Assump. 3 (independent constraints) by imposing orthogonality of constraints.
Assumption 4 (orthogonal constraints [2, Thm. 20]).
Constraint surfaces intersect orthogonally:
Remark 11. Note that Assump. 4 (orthogonal constraints) is strictly stronger than Assump. 3 (independent constraints). Physically, the assumption can be interpreted as asserting that any two independent limbs that can undergo impact simultaneously must be inertially decoupled. This can be achieved in artifacts by introducing series compliance in a sufficient number of degrees-of-freedom.
Sec. 4.1 demonstrated that Assump. 4 (orthogonal constraints) is necessary in general to preclude discontinuous dependence on initial conditions. The following result demonstrates that this assumption is sufficient to ensure continuous dependence on initial conditions, even as the contact mode sequence varies.
11
Lemma 2 (continuity across mode seq. [2, Thm. 20] ). Under Assump. 1 (existence and uniqueness of flow), Assump. 2 (C r vector field and reset map), and Assump. 4 (orthogonal constraints), with φ : [0, ∞) × T A → T A denoting the flow, if t ∈ R and (p,ṗ) ∈ T A ⊂ T Q are such that t is not a constraint activation time for (p,ṗ), then φ is continuous at (t, (p,ṗ) ).
Remark 12 (continuity across mode seq.). The preceding result implies that the flow φ is continuous almost everywhere in both time and state, without needing to restrict to admissible trajectories. Thus orthogonal constraints ensure the flow φ depends continuously on initial conditions, even along trajectories that exhibit grazing and Zeno phenomena.
12 For the reason described in Remark 5 (admissible trajectories), we will not be able to accommodate these phenomena when we study differentiability properties of trajectories in the next section.
DIFFERENTIABILITY ACROSS CONTACT MODE SEQUENCES
We now provide conditions that ensure trajectories depend differentiably on initial conditions, even as the contact mode sequence varies. In general, the flow does not possess a classical Jacobian (alternately called Fréchet or F-)derivative, i.e. there does not exist a single linear map that provides a first-order approximation for the flow. Instead, under the admissibility conditions introduced in Sec. 3, we show that the flow admits a piecewise-linear first-order approximation termed 13 We proceed by showing that the flow is piecewise-differentiable in the sense defined in [33, Ch. 4.1] and recapitulated here; 11 We note for the interested reader that the result on continuity with respect to initial conditions in [25] is inapplicable along trajectories that simultaneously activate and/or deactivate more than one constraint; such trajectories do not satisfy hypotheses 4 and 5 of [25, Thm. III.2]. 12 We remark that [2, Thm. 20] implies the function φ is continuous everywhere with respect to the quotient metric defined in [5, Sec. III], whence the numerical simulation algorithm in [5, Sec. IV] is provably-convergent for all trajectories (even those that graze) up to the first occurrence of Zeno. 13 This terminology was introduced, to the best of our knowledge, by Robinson [30] . r if the graph of ψ is everywhere locally covered by the graphs of a finite collection of functions that are r times continuously differentiable (C r -functions). 15 Formally, for every x ∈ D there must exist an open set U ⊂ D containing x and a finite collection ψω : U → R ω∈Ω of C r -functions such that for all x ∈ U we have ψ(x) ∈ {ψω(x)} ω∈Ω .
We now state and prove the main result of this paper: whenever the flow of a mechanical system subject to unilateral constraints is continuous and admissible, it is piecewise-C r ; see Fig. 2 for an illustration. Proof. We seek to show that the restriction φ| [0,∞)×Σ is piecewise-C r at (t, (p,ṗ)). We will proceed by constructing a finite set of r times continuously differentiable selection functions for φ on [0, t] × Σ. In the example given in Fig. 2 , there are two selection functions, one corresponding to a perturbation along (vr,vr), colored red, and the other along (v b ,v b ), colored blue. These selection functions will be indexed by a pair of functions (ω, η) where: ω : {0, . . . , m} → 2 n is a contact mode sequence, i.e. ω ∈ Ω; η : {0, . . . , m − 1} → {1, . . . , n} indexes constraints that undergo admissible activation or deactivation 16 at the contact mode transition indexed by ∈ {0, . . . , m − 1}. For instance, in Fig. 2 the index functions for the (de)activation sequence starting from (vr,vr), in red, are ωr(0) = {1} , ωr(1) = ∅, ωr(2) = {2}, ηr(0) = 1, ηr(1) = 2, and the index functions for the (de)activation sequence starting from (v b ,v b ), in blue, are 14 We let context specify whether r = ∞ indicates "mere" smoothness or the more stringent condition of analyticity. 15 The definition of piecewise-C r may at first appear unrelated to the intuition that a function ought to be piecewisedifferentiable precisely if its "domain can be partitioned locally into a finite number of regions relative to which smoothness holds" [31, Section 1]. However, as shown in [31, Theorem 2], piecewise-C r functions are always piecewisedifferentiable in this intuitive sense. 16 In light of Remark 4, we only consider deactivations of type (ii) in Def. 3 (admissible constraint activation/deactivation). In some systems, a deactivation of type (ii) may only arise following a (simultaneous) activation; it suffices to restrict to functions η that do not index such deactivations.
Note that for each ω ∈ Ω the set H(ω) of possible η's is finite; since the set Ω is finite by assumption, the set of pairs (ω, η) is finite. Let (ω : {0, . . . , m} → 2 n ) ∈ Ω and (η : {0, . . . , m − 1} → {1, . . . , n}) ∈ H(ω) be as described above. Let µ : {0, . . . , m} → 2 n be defined as µ(k) = k−1 i=0 {η(i)}, where we adopt the convention that −1 i=0 {i} = ∅; note that µ is uniquely determined by η. 17 For the sake of readability, we suppress dependence on η and ω until (22) . Let (ρ,ρ − ) = lim u↑s φ(u, (p,ṗ)). For all k ∈ {0, . . . , m} defineρ k = ∆ µ(k) (ρ)ρ − . There exists an open neighborhood U k ⊂ T Q containing (ρ,ρ k ) such that the vector field determined by (1a) at ω(k) admits a C r extension to F k : U k → R 2d . (Note that for k = m (resp. k = 0) the neighborhood U k can be taken to additionally include φ((s, t], (p,ṗ)) (resp. φ([0, s), (p,ṗ))).)
By the Fundamental Theorem on Flows [20, Thm. 9.12], F k determines a unique maximal flow φ k :
which is an open set that contains {0} × U k , and the flow φ is C r . (Note that (t − s, (ρ,ρm)) ∈ Fm and (s, (p,ṗ)) ∈ F0.) If η( ) indexes an admissible constraint activation (recall that ∈ {0, . . . , m − 1}), then there exists a time-toactivation τ : U → R defined over an open set U ⊂ T Q containing (ρ,ρ ) such that
If instead η( ) indexes an admissible constraint deactivation, then there exists a time-to-deactivation τ : U → R defined over an open set U ⊂ T Q containing (ρ,ρ ) such that
In either case, τ exists and is C r by the Implicit Function Theorem [20, Thm. C.40] due to admissibility of trajectories initialized in Σ. (Note for = 0 the neighborhood U can be extended to include φ([0, s), (p,ṗ)) using the semi-group property 18 of the flow φ .) See Fig. 2 for an illustration of constraint activations and deactivations.
Let ϕ : R × U → R × U be defined for all (u, (q,q)) ∈ R × U by ϕ (u, (q,q)) = (u − τ (q,q), φ (τ (q,q), (q,q))) .
The map ϕ flows a state (q,q) using the vector field from contact mode ω( ) until constraint η( ) undergoes admissible activation/deactivation, and deducts the time required from the given budget u. The total derivative of ϕ at (0, (ρ,ρ )) (see also [7, § 7 
.1.4]) is
where f = F (ρ,ρ ) and g = Dh η( ) (ρ,ρ ) where h : T Q → R is defined for all (q,q) ∈ T Q by h (q,q) = a η( ) (q). Let Γ : R × T Q → R × T Q be defined for all (u, (q,q)) ∈ R × T Q by Γ (u, (q,q)) = (u, (q, ∆ µ( ) (q)q)).
17 η is not uniquely determined by ω due to the possibility of instantaneous activation/deactivation for the same constraint; consider for instance the bounce of an elastic ball [12, Ch. 2.4] .
The map Γ resets velocities to be compatible with contact mode ω( ) while leaving positions and times unaffected. The total derivative of Γ at (u, (q,q)) is given by
For each ω ∈ Ω and η ∈ H(ω) define φ η ω by the formal composition
We take as the domain of φ η ω the set
noting that F With
with contact mode sequence ω ∈ Ω and constraint sequence η ∈ H(ω), the trajectory outcome is obtained by applying φ on the open neighborhood F ⊂ T Q containing (t, (p,ṗ)), i.e. φ| [0,∞)×Σ is piecewise-C r at (t, (p,ṗ)). See Fig. 2 for an illustration the piecewise-differentiability of trajectory outcomes arising from a transition between contact mode sequences.
Remark 13 (satisfying Theorem hypotheses).
Models of animal or robot behaviors involving intermittent contact with terrain-walking, running, climbing, leaping, dancing, juggling, grasping-generally satisfy our hypotheses, so long as they possess sufficient compliance as in Fig. 1 (right) .
Remark 14 (relaxing Theorem hypotheses).
Since the class of piecewise-differentiable functions is closed under finite composition, conditions (i) and (ii) in the preceding Theorem can be readily relaxed to accommodate a finite number of constraint activation/deactivation times in the interval (0, t). Conditions (iii) and (iv) are more difficult to relax since there are systems wherein trajectories initialized arbitrarily close to an admissible trajectory fail to be admissible themselves. As a familiar example, consider a 1 degree-offreedom elastic impact oscillator [12, Ch. 2.4] (i.e. a bouncing ball): the stationary trajectory (initialized with q,q = 0) is admissible for all time, but all nearby trajectories (initialized with q = 0 orq = 0) exhibit the Zeno phenomenon. We will discuss further possible extensions in Sec. 6.1.1. Figure 2 : Illustration of trajectory undergoing simultaneous constraint activation and deactivation: the trajectory initialized at (p,ṗ) ∈ T A {1} ⊂ T Q flows via (1a) to a point (ρ,ρ − ) ∈ T A {1} where both the constraint force λ1 and constraint function a2 are zero, instantaneously resets velocity via (1b) tȯ
Nearby trajectories undergo activation and deactivation at distinct times: trajectories initialized in the red region, e.g. (vr,vr), deactivate constraint 1 and flow through contact mode T A ∅ before activating constraint 2-their contact mode sequence is ({1} , ∅, {2})-while trajectories initialized in the blue region, e.g. (v b ,v b ), activate 2 and flow through T A {1,2} before deactivating 1-their contact mode sequence is ({1} , {1, 2} , {2}). Piecewisedifferentiability of the trajectory outcome is illustrated by the fact that red outcomes lie along a different subspace than blue.
Under the hypotheses of the preceding Theorem, the continuous flow φ is piecewise-differentiable at a point (t, (p,ṗ)) ∈ [0, ∞) × T A, that is, near (t, (p,ṗ)) the graph of φ is has an open covering by the graphs of a finite collection {φ η ω : ω ∈ Ω, η ∈ H(ω)} of differentiable functions (termed selection functions). This implies in particular that there exists a continuous and piecewise-linear function
(termed the Bouligand or B-derivative) that provides a firstorder approximation for how trajectory outcomes vary with respect to initial conditions. Formally, for all (u, (v,v) 
Furthermore, this directional derivative is contained within the collection of directional derivatives of the selection func-
The selection functions are classically differentiable, whence their directional derivatives can be computed via matrixvector multiplication between a classical (Jacobian/Fréchet) derivative matrix and the perturbation vector. Formally, for
where
is the classical derivative of the selection function φ 
DISCUSSION
We conclude by discussing possible routes (or obstacles) to extend our result, and implications for assessing stability and controllability.
Extending our result

Relaxing hypotheses
The hypotheses used to state Thm. 1 (piecewise differentiability across contact mode sequences) restrict either the systems or system trajectories under consideration; we will discuss the latter before addressing the former.
Trajectories we termed admissible exhibit neither grazing nor Zeno phenomena. Since grazing generally entails constraint activation times that are not even Lipschitz continuous with respect to initial conditions, the flow is not piecewise-C r along grazing trajectories. This fact has been shown by others [8, Ex. 2.7] , and is straightforward to see in an example. Indeed, consider the trajectory of a point mass moving vertically in a uniform gravitational field subject to a maximum height (i.e. ceiling) constraint. The grazing trajectory is a parabola, whence the time-to-activation function involves a square root of the initial position. Zeno trajectories, on the other hand, can exhibit differentiable trajectory outcomes following an accumulation of constraint activations (and, hence, deactivations); consider, for instance, the (stationary) outcome that follows the accumulation of impacts in a model of a bouncing ball [12, Ch. 2.4 ]. Thus we cannot at present draw any general conclusions regarding differentiability of the flow along Zeno trajectories, and speculate that it might be possible to recover piecewisedifferentiability along such trajectories in the completion of the mechanical system [27, Sec. IV] after establishing continuity with respect to initial conditions in the intrinsic statespace metric [5, Sec. III] .
The (so-called [2] ) effort map f was not allowed to vary with the contact mode, while the dynamics in (1) vary with the contact mode J ⊂ {1, . . . , n} due to intermittent activation of unilateral constraints aJ (q) ≥ 0. Contact-dependent effort can easily introduce nonexistence or nonuniqueness. Indeed, this phenomenon was investigated thoroughly by Carathéodory and, later, Filippov [9, Ch. 1] . For a specific example of the potential challenges in allowing contactdependent forcing, note that the introduction of simple fric-tion models into mechanical systems subject to unilateral constraints is known to produce pathologies including nonexistence and nonuniqueness of trajectories [34] . To generalize the preceding results to allow the above phenomena, one would need to provide conditions ensuring that trajectories (i) exist uniquely, (ii) depend continuously on initial conditions, and (iii) admit differentiable selection functions along trajectories of interest.
Including control inputs
We focused on autonomous dynamics in (1); however, parameterized control inputs can be incorporated through a standard state augmentation technique in such a way that Theorem 1 implies trajectory outcomes depend piecewisedifferentiably on initial states and input parameters, even as the contact mode sequence varies.
Specifically, suppose (1a) is replaced with
wheref : T Q × U → R d is an effort map that accepts a constant input parameter u ∈ U = R m ,λJ : T Q × U → R |J| is the reaction force that results from applying effortf (q,q, u) in contact mode J, and ∆J : T Q × U → R d is a reset map that accepts input parameter u as well. We interpret the vector u as parameterizing an open-or closed-loop input to the system; once initialized, u remains constant. 20 It is possible to generalize the proof of Thm. 1 (piecewise differentiability across contact mode sequences) to provide conditions under which there exists a continuous flow φ : F → T A for (28) that is piecewise-differentiable with respect to initial conditions (q,q) ∈ T A and input parameters u ∈ U over an open subset
Assessing (in)stability of periodic orbits
In this section we consider the problem of assessing stability (or instability) of a periodic orbit in a mechanical system subject to unilateral constraints. Suppose (ρ,ρ) ∈ T A ∅ is an initial condition that lies on a periodic orbit, i.e. there exists T > 0 so that φ(T, (ρ,ρ)) = (ρ,ρ) and φ(t, (ρ,ρ)) = (ρ,ρ) for all t ∈ (0, T ). If the trajectory φ (ρ,ρ) undergoes constraint activations and deactivations at isolated instants in time, then prior work has shown that φ is C 1 at (T, (ρ,ρ)), and the classical derivative Dφ(T, (ρ,ρ)) can be used to assess stability of the periodic orbit [1] . If instead the trajectory activates and/or deactivates some constraints simultaneously as in Fig. 3 , then (so long as constraint activations/deactivations are admissible on and near φ (ρ,ρ) ) the results of Sec. 5 ensure that φ is P C 1 at (T, (ρ,ρ)) and the B-derivative Dφ(T, (ρ,ρ)) is not generally given by a single linear map, whence classical tests for stability are not applicable. In what follows we generalize the classical techniques to use this B-derivative to assess stability (or instability) of the periodic orbit φ (ρ,ρ) .
20 A control policy represented using a universal function approximator such as an artificial neural network [22, 19] provides an example of a parameterized closed-loop input, while a control signal represented using a finite truncation of an expansion in a chosen basis [26, 18] provides an example of a parameterized open-loop input. The set V is partitioned into regions where selection functions for the piecewise-C r map P are active: initial conditions with θ > 0, where the left leg constraint activates before the right, are colored blue; initial conditions with θ < 0 are colored red. Along the trajectory generated by the fixed point P (ρ,ρ) = (ρ,ρ) (colored black), simultaneous constraint activation is indicated by the trajectory passing through the intersection of the constraint surfaces for the right ({ar = 0}) and left ({a l = 0}) legs; similarly for simultaneous deactivation through the intersection {λ l = 0} ∩ {λr = 0}. A nearby trajectory initialized at (p,ṗ) ∈ V (colored blue) undergoes constraint activation and deactivation at distinct instants in time.
We start by constructing a Poincaré map for the periodic orbit φ (ρ,ρ) . Let S ⊂ T Q be a Poincaré section for φ (ρ,ρ) at (ρ,ρ), i.e. a C r embedded codimension-1 submanifold containing (ρ,ρ) that is transverse to the vector field in (1a). For a concrete example we refer to the model in Fig. 3 where S is a Poincaré section about the apex and ρ the position vector with body height z = 0.8, rotation θ = 0, and the legs oriented perpendicular to the body orientation. Given zero initial velocity, the orbit's period is T 0.8. Since φ is continuous by Lem. 2 (continuity across contact mode sequences), there exists a first-return time τ : V → (0, ∞) defined over an open neighborhood V ⊂ S containing (ρ,ρ) such that φ(τ (q,q), (q,q)) ∈ S for all (q,q) ∈ V and τ (ρ,ρ) = T ; we let P : V → S be the Poincaré (or firstreturn) map defined by ∀(q,q) ∈ V : P (q,q) = φ(τ (q,q), (q,q)) ∈ S.
As an illustration, (p,ṗ) ∈ V in Fig. 3(bottom) generates a trajectory initialized near (ρ,ρ) that undergoes admissible constraint activations and deactivations at distinct instants in time, activating the left leg constraint before activating the right leg constraint, then deactivating both constraints in the same order. Since φ is P C r and S is a C r manifold we conclude that τ is P C r [7, Thm. 10], whence P is P C r . To assess exponential stability of φ (ρ,ρ) , it suffices to determine conditions under which the piecewise-linear map DP (ρ,ρ) is exponentially contractive or expansive. This task is nontrivial since, as is well-known [3, Ex. 2.1], a piecewise-linear system constructed from stable subsystems may be unstable; similarly, a system constructed from unstable subsystems may be stable. We refer to [23, Sec. II-A] for a review of state-of-the-art methods for assessing stability of piecewise-linear systems, and provide an example test below.
Since P is P C r , there exists a finite collection {Pω} ω∈Ω of C r selection functions for P , and we assume the neighborhood V was chosen sufficiently small that Pω : V → S for each ω ∈ Ω. Let Rω ⊂ V denote the region where the selection function Pω is active (i.e. where P |R ω = Pω|R ω ). The first order approximation for Pω is given by the classical (Jacobian/Fréchet) derivative DPω : T V → T S, which can be calculated using the (classical) chain rule. If there is a norm · : R 2d−1 → R with respect to which DPω(ρ,ρ) is a contraction for all ω ∈ Ω (i.e. for all ω ∈ Ω the induced norm DPω(ρ,ρ) < 1), then the periodic orbit φ is exponentially stable [7, Prop. 15] . (Note that it does not suffice to find a different norm · ω for each ω ∈ Ω with respect to which DPω(ρ,ρ) is a contraction [3, Ex. 2.1].) If instead for some ω ∈ Ω there exists an eigenvector ν for DPω(ρ,ρ) with eigenvalue λ such that |λ| > 1 and ν ∈ Rω, then (ρ,ρ) is exponentially unstable; this instability test is illustrated in Fig. 4. 
Assessing controllability
In this section we consider the problem of assessing (smalltime, local [35] ) controllability along a trajectory in a mechanical system subject to unilateral constraints. The local control problem has been solved quite satisfactorily along trajectories in such systems that undergo constraint activation and deactivation at distinct instants in time for cases where the control input influences the discrete-time [24] or continuous-time [29] portions of (1). We concern ourselves here with the controlled dynamics in (28) , and focus our attention on trajectories that activate and/or deactivate multiple constraints simultaneously since (to the best of our knowledge) this case has not previously been addressed in the literature.
Toward that end, let φ : F → T A be the flow of (28) (a mechanical system subject to unilateral constraints with input parameter u ∈ U = R m ), and let φ ((ρ,ρ),µ) be a trajectory initialized at (ρ,ρ) ∈ T A with input parameter µ ∈ U . If φ were C 1 at (t, (ρ,ρ), µ) ∈ F, then (smalltime) local controllability about φ ((ρ,ρ),µ) could be determined using an invertibility condition on the (Jacobian) matrix D φ(t, (ρ,ρ), µ). Indeed, a straightforward application of the Implicit Function Theorem [20, Thm. C.40] shows that if the subblock DU φ(t, (ρ,ρ), µ), which transforms firstorder variations in the input parameter u into the resulting first-order variations in the state (q,q) at time t, is in- over which the piecewise-differentiable Poincaré (or first-return) map P : V → S is defined. In this example: the set Ω = {b, r} indexes the colored (blue,red) region Rω ⊂ V where the selection function Pω is active for ω ∈ Ω; B ⊂ S is the unit ball centered at (ρ,ρ); dotted ellipses indicate unit balls transformed by the respective selection functions; and arrows indicate the principle axes of these ellipses. (left) P is exponentially unstable since the eigenvector ν1 of DPr has an eigenvalue λ > 1 and ν1 ∈ Rr. (right) The given instability check from Sec. 6.2 is inconclusive since there is no ω ∈ Ω and eigenvector ν of DPω, for which ν ∈ Rω and DPω(ρ,ρ)ν > 1. Although the eigenvector v2 of DP b has eigenvalue λ > 1, v2 is not active, i.e. v2 / ∈ R b .
vertible, then (28) is (small-time) locally controllable along φ ((ρ,ρ),µ) [21, Thm. 8].
21
In contrast to the preceding discussion, suppose now that φ ((ρ,ρ),µ) undergoes simultaneous constraint activations in the time interval (0, t) ⊂ [0, ∞). In this case φ will not be C 1 at (t, (ρ,ρ), µ), so the classical test for controllability is not applicable. If all constraint activations and deactivations are admissible for φ ((ρ,ρ),µ) and nearby trajectories, then Thm. 1 (piecewise differentiability across contact mode sequences) implies that φ is P C r at (t, (ρ,ρ), µ) and hence possesses a B-derivative D φ(t, (ρ,ρ), µ), that is, a continuous and piecewise-linear first-order approximation. By analogy with the classical test [21, Thm. 8] , a variant of the Implicit Function Theorem applicable to P C r functions [33, Thm. 4.2.3] can be used to derive a sufficient condition for small-time local controllability along φ ((ρ,ρ),µ) : if the piecewise-linear function that transforms first-order variations in (an appropriately-chosen subspace of) input parameters u into the resulting first-order variations in the state (q,q) at time t is a (piecewise-linear) homeomorphism, then (28) is (small-time) locally controllable along φ ((ρ,ρ),µ) .
