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Abstract
The inferential models (IM) framework provides prior-free, frequency-calibrated,
posterior probabilistic inference. The key is the use of random sets to predict unob-
servable auxiliary variables connected to the observable data and unknown parame-
ters. When nuisance parameters are present, a marginalization step can reduce the
dimension of the auxiliary variable which, in turn, leads to more efficient inference.
For regular problems, exact marginalization can be achieved, and we give conditions
for marginal IM validity. We show that our approach provides exact and efficient
marginal inference in several challenging problems, including a many-normal-means
problem. In non-regular problems, we propose a generalized marginalization tech-
nique and prove its validity. Details are given for two benchmark examples, namely,
the Behrens–Fisher and gamma mean problems.
Keywords and phrases: Belief; efficiency; nuisance parameter; plausibility; pre-
dictive random set; validity.
1 Introduction
In statistical inference problems, it is often the case that only some component or, more
generally, some feature of the parameter θ is of interest. For example, in linear regression,
with θ = (β, σ2), often only the vector β of slope coefficients is of interest, even though
the error variance σ2 is also unknown. Here we partition θ as θ = (ψ, ξ), where ψ is the
parameter of interest and ξ is the nuisance parameter. The goal is to make valid and
efficient inference on ψ in the presence of unknown ξ.
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In these nuisance parameter problems, a modification of the classical likelihood frame-
work is called for. Frequentists often opt for profile likelihood methods (e.g., Cox 2006),
where the unknown ξ is replaced by its conditional maximum likelihood estimate ξˆψ. The
effect is that the likelihood function involves only ψ, so, under some conditions, point
estimates and hypothesis tests with desirable properties can be constructed as usual.
The downside, however, is that no uncertainty in ξ is accounted for when it is fixed at
its maximum likelihood estimate. A Bayesian style alternative is the marginal likelihood
approach, which assumes an a priori probability distribution for ξ. The marginal likeli-
hood for ψ is obtained by integrating out ξ. This marginal likelihood inference effectively
accounts for uncertainty in ξ, but difficulties arise from the requirement of a prior dis-
tribution for ξ. Indeed, suitable reference priors may not be available or there may be
marginalization problems (e.g., Dawid et al. 1973).
For these difficult problems, something beyond standard frequentist and Bayesian
approaches may be needed. There has been a recent effort to develop probabilistic in-
ference without genuine priors; see, for example, generalized fiducial inference (Hannig
2009, 2013), confidence distributions (Xie and Singh 2013; Xie et al. 2011), and Bayesian
inference with default, reference, or data-dependent priors (Berger 2006; Berger et al.
2009; Fraser 2011; Fraser et al. 2010). The key idea behind Fisher’s fiducial argument is
to write the sampling model in terms of an auxiliary variable U with known distribution
PU , and then “continue to regard” (Dempster 1964) U as having distribution PU after data
is observed. Liu and Martin (2014) argue that the “continue to regard” assumption has
an effect similar to a prior; in fact, the generalized fiducial distribution is a Bayesian pos-
terior under a possibly data-dependent prior (Hannig 2013). Therefore, fiducial inference
is not prior-free, and generally is not exact for finite samples, which explains the need for
asymptotic justification. This same argument applies to the other fiducial-like methods,
including structural inference (Fraser 1968), Dempster–Shafer theory (Dempster 2008;
Shafer 1976), and those mentioned above.
The inferential model (IM) approach, described in Martin and Liu (2013a,b, 2014a)
is a new alternative that is both prior-free and is provably exact in finite samples; see,
also, Martin et al. (2010) and Zhang and Liu (2011). The fundamental idea behind the
IM approach is that inference on an unknown parameter θ is equivalent to predicting
an unobserved auxiliary variable that has a known distribution. This view of inference
through prediction of auxiliary variables differs from fiducial’s “continue to regard,” and
is essential to exact probabilistic inference without priors (Martin and Liu 2014b). The
practical consequences of this approach are two-fold. First, no prior is needed, and yet
the inferential output is probabilistic and has a meaningful interpretation after data
is observed. Second, calibration properties of the IM output are determined by certain
coverage probabilities of user-defined random sets, and Martin and Liu (2013b) show that
constructing valid random sets is quite simple, especially when the auxiliary variable is
low-dimensional. When the auxiliary variable is high-dimensional, constructing efficient
random sets can be challenging. A natural idea is to reduce the dimension of the auxiliary
variable as much as possible before prediction. Martin and Liu (2014a) notice that, in
many problems, certain functions of the auxiliary variable are actually observed, so it
is not necessary to predict the full auxiliary variable. They propose a general method
of dimension reduction based on conditioning. In marginal inference problems, where
only parts of the full parameter are of interest, we propose to reduce the dimension of
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the auxiliary variable even further. Such considerations are particularly important for
high-dimensional applications, where the quantity of interest typically resides in a lower-
dimensional subspace, and an implicit marginalization is required. Here we develop the
IM framework for marginal inference problems based on a second dimension reduction
technique. If the model is regular in the sense of Definition 3, then the specific dimension
on which to collapse is clear, and a marginal IM obtains. Sections 3.4 and 3.5 discuss
validity and efficiency of marginal IMs in the regular case. Several examples of challenging
marginal inference problems are given in Section 4.
When the model is not regular, and the interest and nuisance parameters cannot eas-
ily be separated, a different strategy is needed. The idea is that non-separability of the
interest and nuisance parameters introduces some additional uncertainty, and we handle
this by taking larger predictive random sets. In Section 5, we describe a marginaliza-
tion strategy for non-regular problems based on uniformly valid predictive random sets.
Details are given for two benchmark examples: the Behrens–Fisher and gamma mean
problems. We conclude with a brief discussion in Section 6.
2 Review of IMs
2.1 Three-step construction
To set notation, let X ∈ X be the observable data. The sampling model PX|θ, indexed by
a parameter θ ∈ Θ, is a probability measure that encodes the joint distribution of X . If,
for example, X = (X1, . . . , Xn) is a vector of iid observables, then X is a product space
and PX|θ is an n-fold product measure.
A critical component of the IM framework is an association between observable data
X and unknown parameters θ via unobservable auxiliary variables U , subject to the
constraint that the induced distribution of X , given θ, agrees with the posited sampling
model PX|θ. In this paper we express PX|θ as follows: given θ ∈ Θ, choose X to satisfy
p(X, θ) = a(U, θ), where U ∼ PU . (2.1)
The mathematical expression of this association is more general than that in Martin and Liu
(2013b). They consider p(x, θ) ≡ x, which is most easily seen as a data-generation mech-
anism, or structural equation (Fraser 1968; Hannig 2009). The case a(u, θ) ≡ u is the
pivotal equation version (Dawid and Stone 1982). Even more general expressions are
possible, e.g., a(X, θ, U) = 0, but we stick with that in (2.1) because, in some cases, it
is important that X and U can be separated (Martin and Liu 2014a, Remark 1). The
point is that any sampling model PX|θ that can be simulated with a computer has an
association, and the form (2.1) is general enough to cover many models (Barnard 1995).
However, there may be several associations for a given sampling model. In fact, the key
contribution of this paper boils down to showing how to choose an association that admits
valid and efficient marginal inference on interest parameters.
The key observation driving the IM approach is that uncertainty about θ, given ob-
served data X = x, is due to the fact that U is unobservable. So, the best possible
inference corresponds to observing U exactly. This “best possible inference” is unattain-
able, and the next best thing is to accurately predict the unobservable U . This point is
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what sets the IM approach apart from fiducial inference and its relatives. Next is the
three-step IM construction (Martin and Liu 2013b), in which the practitioner specifies
both the association and the predictive random set for the auxiliary variable.
A-step. Associate the observed data x and the unknown parameter θ with auxiliary
variables u to obtain sets of candidate parameter values given by
Θx(u) = {θ : p(x, θ) = a(u, θ)}, u ∈ U.
P-step. Predict U with a predictive random set S ∼ PS . This predictive random set serves
two purposes. First, it encodes the additional uncertainty in predicting an unobserved
value compared to sampling a new value. Second, if S satisfies a certain coverage property
(Definition 1), then the resulting belief function (2.2) is valid (Definition 2).
C-step. Combine Θx with S to obtain Θx(S), an enlarged random set of candidate θ
values, given by
Θx(S) =
⋃
u∈S
Θx(u).
Suppose that Θx(S) is non-empty with PS-probability 1. Then for any assertion A ⊆ Θ,
summarize the evidence in X = x supporting the truthfulness of A with the quantities
belx(A;S) = PS
{
Θx(S) ⊆ A
}
(2.2)
plx(A;S) = 1− belx(A
c;S), (2.3)
called the belief and plausibility functions, respectively. Note that, for example, belx(·;S)
is short-hand for belx(·;PS); that is, both belief and plausibility are functions of data x,
assertion A, and the distribution PS of the predictive random set.
If Θx(S) = ∅ with positive PS-probability, then some adjustment to the formula (2.2)
is needed. The simplest approach, which is Dempster’s rule of conditioning (Shafer 1976),
is to replace PS by the conditional distribution of S given Θx(S) 6= ∅. A more efficient
alternative is to use elastic predictive random sets (Ermini Leaf and Liu 2012), which
amounts to stretching S just enough that Θx(S) is non-empty; see Section 4.3.
To summarize, the practitioner specifies the association and a valid predictive random
set, and the output is the pair of mappings (belx, plx) which are used for inference about θ.
For example, if plx(A;S) is small, then there is little evidence in the data supporting the
claim that θ ∈ A; see Martin and Liu (2014c). The plausibility function can also be used
to construct plausibility regions. That is, for α ∈ (0, 1), a 100(1−α)% plausibility region
is {θ : plx(θ;S) > α}, with plx(θ;S) = plx({θ};S). If S is valid, then the plausibility
region achieves the nominal frequentist coverage probability; see Theorem 1.
Concerning uniqueness of the practitioner’s choices, it follows from Martin and Liu
(2013b) that an IM constructed using the “optimal” predictive random set (see Sec-
tion 3.5) only depends on the sampling model, not on the choice of association. Optimal
predictive random sets in general are theoretically and computationally challenging, and
work in this direction is ongoing. However, as we discuss in more detail below, if the
auxiliary variable dimension can be reduced, then it is possible to avoid the challenge
finding good predictive random sets for high-dimensional auxiliary variables.
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2.2 Properties
The key to IM validity (Definition 2) is a certain calibration property of the predictive
random set S in the P-step above.
Definition 1. Let S be a predictive random set for U ∼ PU in (2.1), and define QS(u) =
PS{S 6∋ u}. Then S is called valid if QS(U) is stochastically no larger than Unif(0, 1),
i.e., PU{QS(U) ≥ 1− α} ≤ α for all α ∈ (0, 1).
It is relatively easy to construct valid predictive random sets. Indeed, Martin and Liu
(2013a,b) provide a general sufficient conditions for validity, one being that S have a
nested support, i.e., for any two possible realizations of S, one is a subset of the other.
Suppose that U is one-dimensional and continuous. In the case, without loss of generality,
assume PU is Unif(0, 1). The “default” predictive random set
S = {u : |u− 0.5| ≤ |U − 0.5|}, U ∼ Unif(0, 1), (2.4)
has nested support and is also valid in the sense of Definition 1 (Martin and Liu 2013b,
Corollary 1). We use this default random set in all of our examples.
It turns out that validity of the predictive random set is all that is needed for va-
lidity of the corresponding IM. Here IM validity refers to a calibration property of the
corresponding belief/plausibility function.
Definition 2. Suppose X ∼ PX|θ and let A ⊆ Θ. Then the IM is valid for A if the belief
function satisfies
sup
θ 6∈A
PX|θ
{
belX(A;S) ≥ 1− α
}
≤ α, ∀ α ∈ (0, 1). (2.5)
The IM is called valid if it is valid for all A, in which case, we can write, for all A,
sup
θ∈A
PX|θ{plX(A;S) ≤ α} ≤ α, ∀ α ∈ (0, 1). (2.6)
Theorem 1. If S is a valid predictive random set for U , and Θx(S) 6= ∅ with PS-
probability 1 for all x, then the IM is valid, i.e., (2.5) and (2.6) hold for all assertions.
Proof. See the proof of Theorem 2 in Martin and Liu (2013b).
One consequence of Theorem 1 is that the plausibility region for θ achieves the nominal
coverage probability. More importantly, validity provides a scale on which the IM belief
and plausibility function values can be interpreted. Note that this calibration property
is not asymptotic and does not depend on the particular class of models.
Validity is desirable, but efficiency is also important. See Martin and Liu (2013b) and
Section 3.5 below for details about IM efficiency. Unfortunately, specifying predictive
random sets so that the corresponding IM is efficient is more challenging, especially if
the auxiliary variable is of relatively high dimension. It is, therefore, natural to try
to reduce the dimension of the auxiliary variable. Martin and Liu (2014a) proposed a
conditioning operation that effectively reduces the dimension of the auxiliary variable,
and they give examples to demonstrate the efficiency gain; see Section 2.3 below. The
focus of the present paper is the case where nuisance parameters are present, and our
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main contribution is to demonstrate that such problems often admit a further dimension
reduction that yields valid marginal inference without loss of efficiency.
Throughout the paper, we generally will not distinguish between the concepts of
efficiency and auxiliary variable dimension reduction. The reason is that if the dimension
can be successfully reduced, then the challenge of constructing a good predictive random
set for a relatively high-dimensional auxiliary variable can be avoided; simple choices,
such as the default predictive random set (2.4) will suffice for efficient marginal inference.
Section 3.5 makes this connection rigorous.
2.3 Illustration: normal mean problem
Let X1, . . . , Xn be independent N(θ, σ
2) observations, with σ known but θ unknown. In
vector notation, X = θ1n + σU , where U ∼ Nn(0, In), 1n is an n-vector of unity, and
In is the n × n identity matrix. It would appear that the IM approach requires that we
predict the entire unobservable n-vector U . However, certain functions of U are observed,
making it unnecessary to predict the full vector. Rewrite the association as
X¯ = θ + σn−1/2U¯ (2.7a)
(Xi − X¯)/σ = Ui − U¯ , i = 1, . . . , n. (2.7b)
Since (2.7b) does not depend on θ, the residuals Ui− U¯ are observed. Motivated by this,
Martin and Liu (2014a) propose to take (2.7a) as their (conditional) association, taking
the auxiliary variable to be the scalar U¯ and updating its distribution by conditioning
on the observed values of the residuals, Ui − U¯ , given in (2.7b). Of course, in this case,
the mean and the residuals are independent, so this amounts to ignoring (2.7b), and the
(conditional) association can be rewritten as
X¯ = θ + σn−1/2Φ−1(U), U ∼ Unif(0, 1).
This simplifies the IM construction, since the auxiliary variable is only a scalar.
For the A-step, we have Θx(u) = {x¯ − σn
−1/2Φ−1(u)}, a singleton set. If, for the
P-step, we take the default predictive random set S in (2.4), then the C-step combines
Θx with S to get
Θx(S) =
[
x¯− σn−1/2Φ−1(0.5± |U − 0.5|)
]
, U ∼ Unif(0, 1).
The belief and plausibility functions are now easy to evaluate. For example, if A = {θ}
is a singleton assertion, belx(A;S) is trivially zero, but
plx(θ;S) = 1−
∣∣∣2Φ( x¯− θ
σn−1/2
)
− 1
∣∣∣.
From this, it is easy to check that the corresponding 100(1 − α)% plausibility region,
{θ : plx(θ;S) > α}, matches up exactly with the classical z-interval.
3 Marginal inferential models
3.1 Preview: normal mean problem, cont.
Suppose X1, . . . , Xn are independent N(µ, σ
2) observations, with θ = (µ, σ2) unknown,
but only the mean µ is of interest. Following the conditional IM argument in Martin and Liu
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(2014a), the baseline (conditional) association for θ may be taken as
X¯ = µ+ σn−1/2U1 and S = σU2, (3.1)
where U1 ∼ N(0, 1) and (n−1)U
2
2 ∼ ChiSq(n−1). This is equivalent to defining an associa-
tion for (µ, σ2) based on the minimal sufficient statistic; see Section 4.1 of Martin and Liu
(2014a). This association involves two auxiliary variables; but since there is effectively
only one parameter, we hope, for the sake of efficiency, to reduce the dimension of the
auxiliary variable. We may equivalently write this association as
X¯ = µ+ Sn−1/2U1/U2 and S = σU2. (3.2)
The second expression in the above display has the following property: for any s, µ, and
u2, there exists a σ such that s = σu2. This implies that, since σ is free to vary, there is
no direct information that can be obtained about µ by knowing U2. Therefore, there is no
benefit to retain the second expression in (3.2)—and eventually predict the corresponding
auxiliary variable U2—when µ is the only parameter of interest.
An alternative way to look at this point is as follows. When (x¯, s) is fixed at the
observed value, since σ can take any value, we know that the unobserved (U1, U2) must
lie on exactly one of the u-space curves
u1
u2
=
n1/2(x¯− µ)
s
,
indexed by µ. In Section 2.1, we argued that the “best possible inference” on (µ, σ2)
obtains if we observed the pair (U1, U2). In this case, however, the “best possible marginal
inference” on µ obtains if only we observed which of these curves (U1, U2) lies on. This
curve is only a one-dimensional quantity, compared to the two-dimensional (U1, U2), so
an auxiliary variable dimension reduction is possible as a result of the fact that only µ
is of interest. In this particular case, we can ignore the U2 component and work with
the auxiliary variable V = U1/U2, whose marginal distribution is a Student-t with n− 1
degrees of freedom. As this is involves a one-dimensional auxiliary variable only, we have
simplified the P-step without sacrificing efficiency; see Section 3.5.
3.2 Regular models and marginalization
The goal of this section is to formalize the arguments given in Section 3.1 for the normal
mean problem. For θ = (ψ, ξ), with ψ the interest parameter, the basic idea is to set up
a new association between the data X , an auxiliary variable W , and the parameter of
interest ψ only. With this, we can achieve an overall efficiency gain since the dimension
of W generally less than that of the original auxiliary variable.
To emphasize that θ = (ψ, ξ), rewrite the association (2.1) as
p(X ;ψ, ξ) = a(U ;ψ, ξ), U ∼ PU . (3.3)
Now suppose that there are functions p¯, a¯, and c, and new auxiliary variables V = (V1, V2),
with distribution PV , such that (3.3) can equivalently be written as
p¯(X,ψ) = a¯(V1, ψ) (3.4a)
c(X, V2, ψ, ξ) = 0. (3.4b)
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The equivalence we have in mind here is that a sample X from the sampling model PX|ψ,ξ,
for given (ψ, ξ), can be obtained by sampling V = (V1, V2) from PV and solving for X .
See Remark 1 below for more on the representation (3.4).
The normal mean example in Section 3.1, with association (3.1) and auxiliary vari-
ables (U1, U2), is clearly of the form (3.4), with V1 = U1/U2 and V2 = U2. In the normal
example, recall that the key point leading to efficient marginal inference was that observ-
ing U2 does not provide any direct information about the interest parameter µ. For the
general case, we need to assume that this condition, which we call “regularity,” holds.
This assumption holds in many examples, but there are non-regular models and, in such
cases, special considerations are required; see Section 5.
Definition 3. The association (3.3) is regular if it can be written in the form (3.4), and
the function c satisfies, for any (x, v2, ψ), there exists a ξ such that c(x, v2, ψ, ξ) = 0.
In the regular case, it is clear that, like in the normal mean example in Section 3.1,
knowing the exact value of V2 does not provide any information about the interest pa-
rameter ψ, so there is no benefit to retaining the component (3.4b) and eventually trying
to predict V2. Therefore, in the regular case, we propose to construct a marginal IM for
ψ with an association based only on (3.4a). That is,
p¯(X,ψ) = a¯(V1, ψ), V1 ∼ PV1 . (3.5)
In regard to efficiency, like in the normal mean example of Section 3.1, the key point here
is that V1 is generally of lower dimension than U , so, in the regular case, an auxiliary
variable dimension reduction is achieved, thereby increasing efficiency.
From this point, we can follow the three steps in Section 2.1 to construct a marginal
IM for ψ. For the A-step, start with the marginal association (3.5) and write
Ψx(v1) = {ψ : p¯(x, ψ) = a¯(v1, ψ)}.
For the P-step, introduce a valid predictive random set S for V1. Combine these results
in the C-step to get
Ψx(S) =
⋃
v1∈S
Ψx(v1).
If Ψx(S) 6= ∅ with PS-probability 1, then, for any assertion A ⊆ Ψ, the marginal belief
and plausibility functions can be computed as follows:
mbelx(A;S) = PS
{
Ψx(S) ⊆ A
}
mplx(A;S) = 1−mbelx(A
c;S).
These functions can be used for inference as in Section 2. In particular, we may construct
marginal plausibility intervals for ψ using mplx. As we mentioned in Section 2.1, if
Ψx(S) = ∅ with positive PS-probability, then some adjustment to the belief function
formula is needed, and this can be done by conditioning or by stretching. The latter
method, due to Ermini Leaf and Liu (2012) is preferred; see Section 4.3.
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3.3 Remarks
Remark 1. When there exists a one-to-one mapping x 7→ (T (x), H(x)) such that the
conditional distribution of T (X), given H(X), is free of ξ and the marginal distribution of
H(X) is free of ψ, then an association of the form (3.4) is available. These considerations
are similar to those presented in Severini (1999) and the references therein. Specifically,
suppose the distribution of the minimal sufficient statistic factors as p(t | h, ψ)p(h | ξ),
for statistics T = T (X) and H = H(X). In this case, the observed value h of H provides
no information about ψ, so we can take (3.4a) to characterize the conditional distribution
p(t | h, ψ) of T , given H = h, and (3.4b) to characterize the marginal distribution p(h | ξ)
of H . Also, if PX|ψ,ξ is a composite transformation model (Barndorff-Nielsen 1988), then
T can be taken as a (maximal) ξ-invariant, whose distribution depends on ψ only.
Remark 2. Consider a Bayes model with a genuine (not default) prior distribution Π
for (ψ, ξ). In this case, we can write an association, in terms of an auxiliary variable
U = (U0, Uψ, Uξ) ∼ PU0 × Π, as
(ψ, ξ) = (Uψ, Uξ), p(X ;ψ, ξ) = a(U0;Uψ, Uξ).
According to the argument in Martin and Liu (2014a, Remark 4), an initial dimension
reduction obtains, so that the baseline association can be re-expressed as
(ψ, ξ) = (Uψ, Uξ), (Uψ, Uξ) ∼ ΠX ,
where ΠX is just the usual posterior distribution of (ψ, ξ), given X , obtained from Bayes
theorem. Now, by splitting the posterior into the appropriate marginal and conditional
distributions, we get a decomposition
ψ = Uψ and ξ − Uξ = 0, (Uψ, Uξ) ∼ ΠX .
This association is regular, so a marginal association for ψ obtains from its marginal
posterior distribution, completing the A-step. The P-step is a bit different in this case
and deserves some explanation. When no meaningful prior distribution is available, there
is no probability space on which to carry out probability calculations. The use of a
random set on the auxiliary variable space provides such a space, and validity ensures
that the corresponding belief and plausibility calculations are meaningful. However, if
a genuine prior distribution is available, then there is no need to introduce an auxiliary
variable space, random sets, etc. Therefore, in the genuine-prior Bayes context, we can
take a singleton predictive random set in the P-step. Then the IM belief function obtained
in the C-step is exactly the usual Bayesian posterior distribution.
Remark 3. The discussion in Section 3.2, and the properties to be discussed in the coming
sections, suggest that the baseline association, or sampling model, being regular in the
sense of Definition 3 is a sufficient condition for valid marginalization. In such cases, like
in Sections 4.1–4.2, fiducial and objective Bayes methods are valid for certain assertions,
and the marginal IM will often give the same answers; examples with (implicit or explicit)
parameter constraints, like that in Section 4.3, reveal some differences between IMs and
fiducial and Bayes. However, in non-regular problems, Bayes and fiducial marginalization
may not be valid; see Section 5. In this light, regularity appears to also be a necessary
condition for valid marginal inference.
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Remark 4. Condition (3.4) helps to formalize the discussion in Hannig (2013, Exam-
ple 5.1) for marginalization in the fiducial context by characterizing the set of problems
for which his manipulations can be carried out. Perhaps more importantly, in light of
the observations in Remark 3, it helps to explain why, for valid prior-free probabilistic
marginal inference, the marginalization step must be considered before producing evi-
dence measures on the parameter space. Indeed, producing fiducial or objective Bayes
posterior distributions for (ψ, ξ) and then marginalizing to ψ is not guaranteed to work.
The choice of data-generating equation or reference prior must be considered before ac-
tually carrying out the marginalization. The same is true for IMs, though identifying the
relevant directions in the auxiliary variable space, as discussed in the previous sections,
is arguably more natural than, say, constructing reference priors.
3.4 Validity of regular marginal IMs
An important question is if, for suitable S, the marginal IM is valid in the sense of
Definition 2. We give the affirmative answer in the following theorem.
Theorem 2. Suppose that the baseline association (3.3) is regular in the sense of Defini-
tion 3, and that S is a valid predictive random set for V1 with the property that Ψx(S) 6= ∅
with PS-probability 1 for all x. Then the marginal IM is valid in the sense of Definition 2,
that is, for any A ⊂ Ψ and any α ∈ (0, 1), the marginal belief function satisfies
sup
(ψ,ξ)∈Ac×Ξ
PX|(ψ,ξ)
{
mbelX(A;S) ≥ 1− α
}
≤ α.
Since this holds for all A, a version of (2.6) also holds:
sup
(ψ,ξ)∈A×Ξ
PX|(ψ,ξ)
{
mplX(A;S) ≤ α
}
≤ α.
Proof. Similar to the validity theorem proofs in Martin and Liu (2013a,b, 2014a). This
result is also covered by the proof of Theorem 4 below.
Therefore, if the baseline association is regular and the predictive random set is valid,
then the marginal IM constructed has the desirable frequency calibration property. In
particular, this means that marginal plausibility intervals based on mplx will achieve the
nominal frequentist coverage probability; we see this exactness property in the examples
in Section 4. More importantly, this validity property ensures that the output of the
marginal IM is meaningful both within and across experiments.
3.5 Efficiency of regular marginal IMs
Start with a regular association (3.4), and let S ∼ PS be a valid predictive random set
for (V1, V2) in V1 × V2. Assume that Θx(S), a random subset of Ψ × Ξ, is non-empty
with PS-probability 1 for all x. This assumption holds, for example, if the dimension of
(V1, V2) matches that of (ψ, ξ), which can often be achieved by applying the techniques
in Martin and Liu (2014a) to the baseline association prior to marginalization.
In the regular case, we have proposed to marginalize over ξ by “ignoring” the second
component of the association (3.4b). We claim that an alternative way to view the
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marginalization step is via an appropriate stretching of the predictive random set. To see
this, for given S, consider an enlarged predictive random set S¯ obtained by stretching S
to fill up the entire V2-dimension. Equivalently, take S1 to be the projection of S to the
V1-dimension, and then set S¯ = S1 × V2. It is clear that, if S is valid, then so is S¯, but,
as explained in the next paragraph, the larger S¯ cannot be more efficient than S. In the
case of marginal inference, however, the bigger predictive random set S¯ is equivalent to
S, so stretching/ignoring yields valid marginalization without loss of efficiency; see, also,
the discussion below following Theorem 3.
We pause here to give a quick high-level review of the notion of IM efficiency as
presented in Martin and Liu (2013b). In the present context, we have two valid predictive
random sets S and S¯. If B is some assertion about (ψ, ξ), then we say that S is as
efficient as S¯ (relative to B) if plX(B;S) is stochastically no larger than plX(B; S¯) as a
function of X when (ψ, ξ) 6∈ B. To see the intuition behind this definition, note that
a plausibility region for (ψ, ξ) is obtained by keeping those singleton assertions whose
plausibility exceeds a threshold. Making the plausibility function as small as possible,
subject to the validity constraint, will make the plausibility region smaller and, hence, the
inference more efficient. One quick application, for the present case where S ⊂ S¯, note
that Θx(S) ⊆ Θx(S¯). Since the bigger set will have a higher probability of intersecting
with an assertion, plx(·; S¯) ≥ plx(·;S) and S¯ is no more efficient than S.
For marginal inference, the assertions of interest are of the form B = A × Ξ, where
A ⊆ Ψ is the marginal assertion on ψ. In this case, it is easy to check that
plx(A× Ξ; S¯) = plx(A× Ξ;S), for all x,
so S and S¯ are equivalent for inference on A × Ξ. That is, no efficiency is lost by
stretching the predictive random set S to S¯. A natural question is: why stretch S to
S¯? To answer this, note that plx(A× Ξ; S¯) is exactly equal to mplx(A;S1), the marginal
plausibility function for ψ, at A, based on the projection S1 of the random set S to
the V1-dimension. Therefore, we see that “ignoring” the auxiliary variable V2 in (3.4b) is
equivalent to stretching the predictive random set for (V1, V2) till it fills the V2-dimension.
We summarize this discussion in the following theorem.
Theorem 3. Consider a regular association (3.4) and let S be a valid predictive random
set for (V1, V2) such that Θx(S) 6= ∅ with PS-probability 1 for each x. Then the projection
S1 is a valid predictive random set for V1 and, furthermore, plx(A× Ξ;S) = mplx(A;S1)
for any marginal assertion A ⊆ Ψ.
The theorem says that marginalization by ignoring (3.4b) or stretching a joint pre-
dictive random set to fill the V2-dimension results in no loss of efficiency. The point is
that any valid predictive random set for (V1, V2) will result in a valid marginal predictive
random set for V1. However, there are advantages to skipping directly to specification of
the marginal predictive random set for V1. First, the lower-dimensional auxiliary variable
is easier to work with. Second, a good predictive random set for V1 will tend to be smaller
than the corresponding projection down from a good predictive random set for (V1, V2).
Figure 1 gives an example of this for (V1, V2) iid N(0, 1). Realizations of two predictive
random sets (both with coverage probability 0.5) are shown. Clearly, constructing an
interval directly for V1 and then stretching over V2 (rectangle) is more efficient than the
11
−1.5 −1.0 −0.5 0.0 0.5 1.0 1.5
−
1.
5
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
1.
5
V1
V 2
Figure 1: Realizations of two predictive random sets for (V1, V2) iid N(0, 1); both have
coverage probability 0.5. Circle is for the pair, and the projection down to V1-dimension
is shown with dashed lines; gray rectangle is the cylinder obtained by constructing a
predictive random set directly for V1.
projection of the joint predictive random set for (V1, V2). So, by Theorem 3, a valid joint
IM will lead to a valid marginal IM, but marginalization before constructing a predictive
random set, as advocated in Section 3.2, is generally more efficient.
4 Examples
4.1 Bivariate normal correlation
Let X1, . . . , Xn, with Xi = (Xi1, Xi2), i = 1, . . . , n, be an independent sample from a
bivariate normal distribution with marginal means and variances ξ = (µ1, µ2, σ
2
1, σ
2
2) and
correlation ψ. It is well known that (µˆ1, µˆ2, σˆ
2
1, σˆ
2
2, ψˆ), with µˆj and σˆ
2
j , j = 1, 2, the
marginal sample means and variances, respectively, and
ψˆ =
∑n
i=1(Xi1 − X¯1)(Xi2 − X¯2){∑n
i=1(Xi1 − X¯1)
2
∑n
i=1(Xi2 − X¯2)
2
}1/2 ,
the sample correlation, together form a joint minimal sufficient statistic. The argument
in Martin and Liu (2014a, Sec. 4.1) implies that the conditional IM for θ = (ψ, ξ) can
be expressed in terms of this minimal sufficient statistic. That is, following the initial
conditioning step, our baseline association for (ψ, ξ) looks like
µˆj = µj + σjMj, σˆ
2
j = σ
2
jVj, ψˆ = a(C, ψ), j = 1, 2,
for an appropriate collection of auxiliary variables U = (M1,M2, V1, V2, C) and a function
a(·, ψ) to be specified below in (4.1). This is clearly a regular association, so we get a
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marginal association for ψ, which is most easily expressed as
ψˆ = G−1ψ (W ), W ∼ Unif(0, 1), (4.1)
where Gψ is the distribution function of the sample correlation. Fisher developed fiducial
intervals for ψ based on the fiducial density p(ψ | ψˆ) = |∂Gψ(ψˆ)/∂ψ|. In particular, the
middle 1−α region of this distribution is a 100(1−α)% interval estimate for ψ. It is known
that this fiducial interval is exact, and also corresponds to the marginal posterior for ψ
under the standard objective Bayes prior for θ = (µ1, µ2, σ
2
1, σ
2
2, ψ); see Berger (2006).
Interestingly, there is no proper Bayesian prior with the fiducial distribution p(ψ | ψˆ) as
the posterior. However, it is easy to check that, with the default predictive random set
(2.4) for U in (4.1), the corresponding marginal plausibility interval for ψ corresponds
exactly to the classical fiducial interval.
4.2 Ratio of normal means
Let X1 ∼ N(ψξ, 1) and X2 ∼ N(ξ, 1) be two independent normal samples, with unknown
θ = (ψ, ξ), and suppose the goal is inference on ψ, the ratio of means. This is the
simplest version of the Fieller–Creasy problem (Creasy 1954; Fieller 1954). Problems
involving ratios of parameters, such as a gamma mean (Section 5.2.2), are generally quite
challenging and require special considerations.
To start, write the baseline association as
X1 = ψξ + U1 and X2 = ξ + U2, U1, U2
iid
∼ N(0, 1).
After a bit of algebra, this is clearly equivalent to
X1 − ψX2
(1 + ψ2)1/2
=
U1 − ψU2
(1 + ψ2)1/2
and X2 − ξ − U2 = 0.
We, therefore, have a regular decomposition (3.4), so “ignoring” the part involving ξ gives
the marginal association
X1 − ψX2
(1 + ψ2)1/2
= V,
where V = (U1 − ψU2)/(1 + ψ
2)1/2. Since V is a pivot, i.e., V ∼ N(0, 1) for all ψ, the
marginal association can be expressed as
X1 − ψX2
(1 + ψ2)1/2
= Φ−1(W ), W ∼ Unif(0, 1).
For the corresponding marginal IM, the A-step gives
Ψx(w) = {ψ : x1 − ψx2 = (1 + ψ
2)1/2Φ−1(w)}.
Note that this problem has a non-trivial constraint, i.e., Ψx(w) is empty for some (x, w)
pairs. A similar issue arises in the many-normal-means problem in Section 4.3. However,
if S is symmetric about w = 0.5, like the default (2.4), then Ψx(S) is non-empty with
PS-probability 1 for all x. Therefore, the marginal IM is valid if S is valid and symmetric
about w = 0.5. In fact, for S in (2.4), the marginal plausibility intervals for ψ are the
same as the confidence interval proposed by Fieller. Then validity of our marginal IM
provides an alternative proof of the coverage properties of Fieller’s interval.
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4.3 Many-normal-means
Suppose X ∼ Nn(θ, In), where X and θ are the n-vectors of observations and means,
respectively. Assume θ 6= 0 and write θ as (ψ, ξ), where ψ = ‖θ‖ is the length of θ and
ξ = θ/‖θ‖ is the unit vector in the direction of θ. The goal is to make inference on ψ.
A baseline association for this problem is
X = ψξ + U, U ∼ Nn(0, In). (4.2)
Since ψ is a scalar, it is inefficient to predict the n-vector U . Fortunately, the marginal-
ization strategy discussed above will yield a lower dimensional auxiliary variable.
Take M to be an orthonormal matrix with ξ⊤ as its first row, and define V = MU .
This transformation does not alter the distribution, i.e., both U and V are Nn(0, In), and
the baseline association (4.2) can be re-expressed as
‖X‖2 = (ψ + V1)
2 + ‖V2:n‖
2 and
X −M−1V
‖X −M−1V ‖
= ξ.
This is of the regular form (3.4), so the left-most equation above gives a marginal IM for
ψ. We make one more change of auxiliary variable, W = Fn,ψ
(
(ψ+V1)
2+‖V2:n‖
2
)
, where
Fn,ψ is the distribution function of a non-central chi-square with n degrees of freedom
and non-centrality parameter ψ2. The new marginal association is ‖X‖2 = F−1n,ψ(W ),
with W ∼ Unif(0, 1), and the A-, P-, and C-steps can proceed as usual. In particular, for
the P-step, we can use the predictive random set S in (2.4). However, the set Ψx(w) =
{ψ : ‖x‖2 = Fn,ψ(w)} is empty for w in a set of positive measure so, if we take S to as
in (2.4), then the conditions of Theorem 2 are violated. To remedy this, and construct
a valid marginal IM, the preferred technique is to use an elastic predictive random set
(Ermini Leaf and Liu 2012). These details, discussed next, are interesting and allow us
to highlight a particular difference between IMs and fiducial.
The default predictive random set S is determined by a sample W ∼ Unif(0, 1), so
write S = SW . Then Ψx(SW ) is empty if and only if
Fn,0(‖x‖
2) < 1
2
and |W − 1
2
| < 1
2
− Fn,0(‖x‖
2).
To avoid this, Ermini Leaf and Liu (2012) propose to stretch SW just enough that Ψx(SW )
is non-empty. In the case where Fn,0(‖x‖
2) < 1
2
, we have
Ψx(SW ) =
{
{0} if |W − 1
2
| ≤ 1
2
− Fn,0(‖x‖
2),
{ψ : |Fn,ψ(‖x‖
2)− 1
2
| ≤ |W − 1
2
|} otherwise.
So, for the case Fn,0(‖x‖
2) < 1
2
, the marginal plausibility function based on the elastic
version of the default predictive random set is mplx(0) = 1 and, for ψ > 0,
mplx(ψ) = 2Fn,0(‖x‖
2)−max{|2Fn,ψ(‖x‖
2)− 1|+ 2Fn,0(‖x‖
2)− 1, 0};
the corresponding 100(1−α)% marginal plausibility interval is [0, ψˆ(x, α
2
)], where ψˆ(x, q)
solves the equation Fn,ψ(‖x‖
2) = q. When Fn,0(‖x‖
2) > 1
2
, Ψx(SW ) is non-empty with
14
probability 1, so no adjustments to the default predictive random set are needed. In that
case, the marginal plausibility function is
mplx(ψ) = 1− |2Fn,ψ(‖x‖
2)− 1|,
and the corresponding 100(1− α)% plausibility interval for ψ is
{ψ : α
2
≤ Fn,ψ(‖x‖
2) ≤ 1− α
2
}.
Ermini Leaf and Liu (2012) show that an IM obtained using elastic predictive random
sets are valid, so the coverage probability of the plausibility interval is 1− α for all ψ.
For comparison, the generalized fiducial approach outlined in Example 5.1 of Hannig
(2013) uses the a same association ‖X‖2 = F−1n,ψ(W ) with W ∼ Unif(0, 1). Like in the
discussion above, something must be done to avoid the conflict cases. Following the
standard fiducial “continue to believe” logic, it seems that one should condition on the
event {W ≤ Fn,0(‖x‖
2)}. In this case, the corresponding central 100(1 − α)% fiducial
interval for ψ is {
ψ :
α
2
≤
Fn,ψ(‖x‖
2)
Fn,0(‖x‖2)
≤ 1−
α
2
}
.
The recommended objective Bayes approach, using the prior pi(θ) ∝ ‖θ‖−(n−1) (e.g.,
Tibshirani 1989), is more difficult computationally but its credible intervals are similar
to those in the previous display. However, this fiducial approach is less efficient compared
to the marginal IM solution presented above. Alternative fiducial solutions, such as that
in Hannig et al. (2006, Example 5), which employ a sort of stretching, similar to our use
of an elastic predictive random set, give results comparable to our marginal IM.
5 Marginal IMs for non-regular models
5.1 Motivation and a general strategy
The previous sections focused on the case where the sampling model admits a regular
baseline association (3.4). However, there are important problems which are not regular,
e.g., Sections 5.2.1 and 5.2.2 below, and new techniques are needed for such cases.
Our strategy here is based on the idea of marginalization via predictive random sets.
That is, marginalization can be accomplished by using a predictive random set for U in the
baseline association that spans the entire “non-interesting” dimension in the transformed
auxiliary variable space. But since we are now focusing on the non-regular model case,
some further adjustments are needed. Start with an association of the form
p¯(X ;ψ) = Z1(ξ), (5.1a)
c(X,Z2, ψ, ξ) = 0. (5.1b)
See the examples in Section 5.2. This is similar to (3.4) except that the distribution
of Z1(ξ) above depends on the nuisance parameter ξ. Therefore, we cannot hope to
eliminate ξ by simply “ignoring” (5.1b) as we did in the regular case.
If ξ were known, then a valid predictive random set could be introduced for Z1(ξ).
But this predictive random set for Z1(ξ) would generally be valid only for the particular
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ξ in question. Since ξ is unknown in our context, this predictive random set would need
to be enlarged in order to retain validity for all possible ξ values. This suggests a notion
of uniformly valid predictive random sets.
Definition 4. A predictive random set S for Z1(ξ) is uniformly valid if it is valid for
all ξ, i.e., PS{S 6∋ Z1(ξ)} is stochastically no larger than Unif(0, 1), as a function of
Z1(ξ) ∼ PZ1(ξ), for all ξ.
For this more general non-regular model case, we have an analogue of the validity
result in Theorem 2 for the case of a regular association. We shall refer to the resulting
IM for ψ as a generalized marginal IM.
Theorem 4. Let S be a uniformly valid predictive random set for Z1(ξ) in (5.1a), such
that Ψx(S) 6= ∅ with PS-probability 1 for all x. Then the corresponding generalized
marginal IM for ψ is valid in the sense of Theorem 2 for all ξ.
Proof. The assumed representation of the sampling model X ∼ PX|(ψ,ξ) implies that there
exists a corresponding Z1(ψ) ∼ PZ1(ξ). That is, probability calculations with respect to
the distribution of X and are equivalent to probability calculations with respect to the
distribution of Z1(ξ). Take ψ 6∈ A, so that A ⊆ {ψ}
c. Then we have
mbelX(A;S) ≤ mbelX({ψ}
c;S) = PS{ΨX(S) 6∋ ψ} = PS{S 6∋ Z1(ξ)}.
The assumed uniform validity implies that the right-hand side is stochastically no larger
than Unif(0, 1) as a function of Z1(ξ). This implies the same of the left-hand side as a
function of X . Therefore,
sup
ψ 6∈A
PX|(ψ,ξ){mbelX(A;S) ≥ 1− α} ≤ α, ∀ α ∈ (0, 1).
This holds for all ξ, completing the proof.
There are a variety of ways to construct uniformly valid predictive random sets, but
here we present just one idea, which is appropriate for singleton assertions and construc-
tion of marginal plausibility intervals. Efficient inference for other kinds of assertions may
require different considerations. Our strategy here is based on the idea of replacing a nui-
sance parameter-dependent auxiliary variable Z1(ξ) by a nuisance parameter-independent
type of stochastic bound.
Definition 5. Let Z be a random variable with distribution function FZ and median
zero. Another random variable Z⋆, with distribution function FZ⋆ and median zero is
said to be stochastically fatter than Z if the distribution function satisfy the constraint
FZ(z) < FZ⋆(z), z < 0 and FZ(z) > FZ⋆(z), z > 0.
That is, Z⋆ has heavier tails than Z in both directions.
For example, the Student-t distribution with ν degrees of freedom is stochastically
fatter than N(0, 1) for all finite ν. Two more examples are given in Section 5.2.
Our proposal for constructing a generalized marginal IM for ψ is based on the following
idea: get a uniformly valid predictive random set for Z1(ξ) by first finding a new auxiliary
16
variable Z⋆1 that is stochastically fatter than Z1(ξ) for all ξ, and then introducing an
ordinarily valid predictive random set for Z⋆1 . The resulting predictive random set for
Z1(ξ) is necessarily uniformly valid. In this way, marginalization in non-regular models
can be achieved through the choice predictive random set.
Since the dimension-reduction techniques presented in the regular model case may be
easier to understand and implement, it would be insightful to formulate the non-regular
problem in this way also. For this, consider replacing (5.1a) with
p(X,ψ) = Z⋆1 . (5.2)
After making this substitution, the two parameters ψ and ξ have been separated in (5.2)
and (5.1b), so the decomposition is regular. Then, by the theory above, the marginal
IM should now depend only on (5.2). The key idea driving this strategy is that a valid
predictive random set for Z⋆1 is necessarily uniformly valid for Z1(ξ).
5.2 Examples
5.2.1 Behrens–Fisher problem
The Behrens–Fisher problem is a fundamental one (Scheffe´ 1970). It concerns inference
on the difference between two normal means, based on two independent samples, when
the standard deviations are completely unknown. It turns out that there are no exact
tests/confidence intervals that do not depend on the order in which the data is processed.
Standard solutions are given by Hsu (1938) and Scheffe´ (1970), and various approxima-
tions are available, e.g., Welch (1938, 1947). For a review of these and other procedures,
see Kim and Cohen (1998), Ghosh and Kim (2001), and Fraser et al. (2009).
Suppose independent samples X11, . . . , X1n1 and X21, . . . , X2n2 are available from the
populations N(µ1, σ
2
1) and N(µ2, σ
2
2), respectively. Summarize the data sets with X¯k and
Sk, k = 1, 2, the respective sample means and standard deviations. The parameter of
interest is ψ = µ2 − µ1. The problem is simple when σ1 and σ2 are known, or unknown
but proportional. For the general case, however, there is no simple solution. Here we
derive a generalized marginal IM solution for this problem.
The basic sampling model is of the location-scale variety, so the general results in
Martin and Liu (2014a) suggest that we may immediately reduce to a lower-dimensional
model based on the sufficient statistics. That is, we take as our baseline association
X¯k = µk + σk n
−1/2
k U1k, and Sk = σkU2k, k = 1, 2, (5.3)
where the auxiliary variables are independent with U1k ∼ N(0, 1) and (nk − 1)U
2
2k ∼
ChiSq(nk − 1) for k = 1, 2. To incorporate ψ = µ2 − µ1, combine the set of constraints
in (5.3) for µ1 and µ2 to get Y¯ = ψ + σ2 n
−1/2
2 U12 − σ1 n
−1/2
1 U11, where Y¯ = X¯2 − X¯1.
Define f(σ1, σ2) = (σ
2
1/n1 + σ
2
2/n2)
1/2 and note that
σ2 n
−1/2
2 U12 − σ1 n
−1/2
1 U11 and f(σ1, σ2)U1
are equal in distribution, where U1 ∼ N(0, 1). Making a change of auxiliary variables
leads to a new and simpler baseline association for the Behrens–Fisher problem:
Y¯ = ψ + f(σ1, σ2)U1 and Sk = σkU2k, k = 1, 2. (5.4)
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Since Sk = σkU2k for k = 1, 2, we may next rewrite (5.4) as
Y¯ − ψ
f(S1, S2)
=
f(σ1, σ2)
f(σ1U21, σ2U22)
U1, and Sk = σkU2k, k = 1, 2. (5.5)
If the right-hand side were free of (σ1, σ2), the association would be regular and we could
apply the techniques presented in Sections 3 and 4. Instead, we have a decomposition
like (5.1), so we shall follow the ideas presented in Section 5.1.
Towards this, define ξ = ξ(σ1, σ2) = (1 + n1σ
2
1/n2σ
2
2)
−1, which takes values in (0, 1).
Make another change of auxiliary variable
Z1(ξ) =
U1
{ξU221 + (1− ξ)U
2
22}
1/2
and Z2 =
U222
U221
.
Then (5.5) can be rewritten as
Y¯ − ψ
f(S1, S2)
= Z1(ξ) and
n1S
2
2
n2S
2
1
= Z2
1− ξ
ξ
. (5.6)
Hsu (1938) shows that Z⋆1 ∼ tn1∧n2−1 is stochastically fatter than Z1(ξ) for all ξ. Let G
denote the distribution function of Z⋆1 , and let W ∼ Unif(0, 1). Then the corresponding
version of (5.2) is
Y¯ − ψ
f(S1, S2)
= G−1(W ).
We can get a uniformly valid predictive random set for Z1(ξ) by choosing an ordinarily
valid predictive random set for W . If we use the default predictive random set in (2.4)
for W , then our generalized marginal IM plausibility intervals for ψ match up with the
confidence intervals in Hsu (1938) and Scheffe´ (1970). Also, the validity result from
Theorem 4 gives an alternative proof of the conservative coverage properties of the Hsu–
Scheffe´ interval. Finally, when both n1 and n2 are large, the bound Z
⋆
1 on Z1(ξ) is tight.
So, at least for large samples, the generalized marginal IM is efficient.
5.2.2 Gamma mean
Let X1, . . . , Xn be observations from a gamma distribution with unknown shape parame-
ter α > 0 and unknown mean ψ. Here the goal is inference on the mean. This problem has
received attention, for it involves an exponential family model where a ratio of canonical
parameters is of interest and there is no simple way to do marginalization. Likelihood-
based solutions are presented in Fraser et al. (1997), and Kulkarni and Powar (2010) take
a different approach. Here we present a generalized marginal IM solution.
The gamma model admits a two-dimensional minimal sufficient statistic for θ = (ψ, α),
which we will take as
T1 = log
( 1
n
n∑
i=1
Xi
)
and T2 =
1
n
n∑
i=1
logXi.
The most natural choice of association between data, θ, and auxiliary variables is
T1 = log
(1
n
n∑
i=1
U ′i
)
+ log
ψ
α
and T2 =
1
n
n∑
i=1
logU ′i + log
ψ
α
,
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where U ′1, . . . , U
′
n are iid gamma random variables with both shape and mean equal to α.
This association can be simplified by writing
T1 − logψ = U1(α) and T2 − logψ = U2(α),
where U1(α) and U2(α) are distributed as log(n
−1
∑n
i=1 U
′
i/α) and n
−1
∑n
i=1 log(U
′
i/α),
respectively.
Next, define V1 = U1(α) and V2 = U1(α) − U2(α). For notational simplicity, we
have omitted the dependence of (V1, V2) on α. It is easy to check that nαe
V1 has a
gamma distribution with shape parameter nα; write Fnα for the corresponding gamma
distribution function. Let κ(V2) be an estimator of α based on V2 alone. This estimator
could be a moment estimator or perhaps a maximum likelihood estimator based on the the
marginal distribution of V2; we give explicit estimators later. Suppose that this estimator
is consistent, i.e., κ(V2) → α in probability, with respect to the marginal distribution of
V2, as n→∞. Then, as n→∞,
Φ−1
(
Fnκ(V2)(nκ(V2)e
V1)
)
→ N(0, 1), in distribution,
under the joint distribution of V1 and V2, for any α > 0.
The limit distribution result above is the beginning, rather than the end, of our
analysis. Indeed, consider the new association
Φ−1
(
Fnκ(T1−T2)(nκ(T1 − T2)e
T1−logψ)
)
= Φ−1
(
Fnκ(V2)(nκ(V2)e
V1)
)
.
Let Z1(α) be a random variable with the same distribution as the quantity on the right-
hand side. We know that Z1(α)→ N(0, 1), in distribution, as n→∞, for all α.
Take κ(V2) to be a moment-based estimator defined as follows. The expectation of V2
is equal to g(nα)−g(α)−log(n), where g is the digamma function. Then κ(v2) is defined as
the solution for α in the equation v2 = g(nα)− g(α)− log(n). Similar equations appear
in Jensen (1986) and Fraser et al. (1997) in a likelihood context. Consistency of this
moment estimator, as n→∞, is straightforward. Moreover, for this κ(V2), we can derive
limiting distributions for Z1(α) as α→ {0,∞}. Indeed, Jensen (1986) shows that 2nαV2
converges in distribution to ChiSq(2n − 2) and ChiSq(n − 1) when α → 0 and α → ∞,
respectively. So, from this and the asymptotic approximation g(x) = log x − 1/(2x) for
large x, it follows that Z1(α) → tn−1, in distribution, as α → ∞. A corresponding limit
distribution as α→ 0 is available, but we will not need this.
We have a version of (5.1a) given by
Φ−1
(
Fnκ(T1−T2)(nκ(T1 − T2)e
T1−logψ)
)
= Z1(α),
and the goal is to find a uniformly valid predictive random set for Z1(α). We will pro-
ceed by finding a random variable Z⋆1 that is stochastically fatter than Z1(α) for all
α. Unfortunately, the limit distribution tn−1 is not a suitable bound. But it turns out
that a relatively simple adjustment will do the trick. First, take νˆ as the projection of
2nκ(V2)V2 onto [n−1, 2(n−1)]. Then, we define κ
⋆(V2) = m(νˆ)/2nV2, where m(νˆ) is the
median of the ChiSq(νˆ) distribution. With this adjusted estimator, we claim that the Z⋆1
is stochastically fatter than Z1(α) for all α, where
Z⋆1 ∼ 0.5 t
+
n−1 + 0.5 (cn tn−1)
−. (5.7)
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Figure 2: Distribution functions of Z1(α), based on the adjusted κ
⋆(V2), over a range of
α. Heavy line is the bound (5.7).
Here t+n−1 is the positive half t distribution, and (cn tn−1)
− is the negative half scaled-t
distribution. The scaling factor cn on the negative side is given by
cn = {2(n− 1)/m(2n− 2)}
1/2.
Theoretical results justifying the claimed bound are available but, for brevity, we will only
show a picture. Figure 2 shows the distribution of Z1(α), based on the adjusted κ
⋆(V2),
for n = 2 and n = 5, for a range of α, along with the distribution function corresponding
to the mixture in (5.7). The claim that Z⋆1 is stochastically fatter than Z1(α) is clear
from the picture; in fact, the bound is quite tight for n as small as 5.
If G is the distribution function for the mixture in (5.7), and W ∼ Unif(0, 1), then
we can get a uniformly valid predictive random set for Z1(α) by choosing a ordinarily
valid predictive random set for W , such as the default (2.4). From here, constructing the
generalized marginal IM for ψ is straightforward.
For illustration, we consider data on survival times of rats exposed to radiation given in
Fraser et al. (1997), modeled as an independent gamma sample with mean ψ. The 95%
generalized marginal IM plausibility interval for ψ is (96.9, 134.4). Second- and third-
order likelihood-based 95% confidence interval for ψ are (97.0, 134.7) and (97.2, 134.2),
respectively. The third-order likelihood interval is the shortest, but the plausibility inter-
val has guaranteed coverage for all n, so a direct comparison is difficult. In simulations
(not shown), for n = 2, the generalized marginal IM is valid, but conservative; see Fig-
ure 2(a). For larger n, the likelihood and IM methods are comparable.
6 Discussion
This paper focused on the problem of inference in the presence of nuisance parameters,
and proposed a new strategy for auxiliary variable dimension reduction within the IM
framework. This reduction in dimension generally improves inference. The regular versus
non-regular classification introduced here shows which problems admit exact and efficient
marginalization. In the regular case, this marginalization can be accomplished efficiently
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using the techniques describe herein. For non-regular problems, we propose a strategy
based on uniformly valid predictive random sets, and one technique to construct these
random sets using stochastic bounds. While this simple strategy maintains validity of
the marginal IM, these can be conservative when n is small. Therefore, work is needed
to develop more efficient marginalization strategies in non-regular problems.
The dimension reduction considerations here are of critical importance for all statisti-
cians working on high-dimensional problems. In our present context, we have information
that only a component of the parameter vector is of interest, and so we should use this
information to reduce the dimension of the problem. More generally, in particular in
high-dimensional applications, there is information available about θ, such as sparsity,
and the goal is to incorporate this information and improve efficiency. There are a variety
of ways one can accomplish this, but all amount to a kind of dimension reduction. So it
is possible that the dimension reduction considerations here can help shed light on this
important issue in modern statistical problems.
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