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Chapter I 
INTRODUCTION 
TO 
COLOSSAL 
MAGNETORESISTANCE 
1.1 Introduction 
Mixed-valence manganese oxides (Lni. xAx) Mn03 (Ln = rare-earth 
elements, A = alkaline earth metals), with a structure similar to that of 
perovskite CaTiO^ (Fig. 1.1), exhibit a rich variety of crystailograpliic, 
electronic and magnetic phases, and have been studied for over 50 years. 
The system offers a degree of chemical flexibility, which permits the 
relation between the oxides' structure, electronic and magnetic properties. 
Research on the manganites has revealed new phenomena such as colossal 
magnetoresistance (CMR) [1]. Early research was motivated by a need to 
develop insulating ferromagnets with a large magnetization for high-
frequency applications. 
More recent work has been driven by a desire to understand and 
exploit the large negative magnetoresistance effects that appear near and 
below the Curie temperature (Tc). The manganites also have potential 
applications as solid electrolytes, catalysts, sensors and novel electronic 
materials. Their rich electronic phase diagrams (Figs 1.2-1.6) of the 
manganites rellcct the line balance of interactions, which determine their 
electronic ground states. These compounds represent, in microcosm, the 
interplay of experimental and theoretical studies as well as various 
important applications of Condensed Matter Physics and Materials Science. 
The existence of ferromagnetic insulating (FMI) states poses an 
intriguing problem for our understanding of mixed-valence manganites. 
These states are found for compositions in the range around x = 0.15 or 
similar in generic phase-diagrams such as that of Pri.xCaxMn03 or 
Lai_xCaxMn03 (Figs 1.2-1.4). The FMI state may be realized in several 
ways. It occurs when the doping is low (x ~ 0.15), in systems with strong 
disorder, distortions in the lattice or for certain substitutions on the Mn-site. 
It is important to be noted that this state is in the phase-diagrams for 
combinations of Ln and divalent A with relatively large radii. 
In the present work, a systematic study of structural and transport 
properties of perovskites Lno.^ sCao.isMnOs (Ln = La, Nd, Pr and Sm) has 
been undertaken. It is found from x-ray diffraction and Rietveld analysis 
that all the samples are of single phase and crystallize in orthorhombic 
symmetry with Pnma as space group symmetry. Resistivity measurements 
show that NdogsCao.isMnOi, Pro.85Cao.i5Mn03 and Smo.s5Cao.i5Mn03 
samples are insulators at all temperature and Lao.g5Cao.i5Mn03 shows a 
metal to insulator transition with transition temperature (TMI) ~ 200K. 
D 0 0 
^ ^ Mn 
a = b = c= 0.388nm 
Figure 1.1: The ideal cubic perovskite structure ABO3. A is a large cation 
similar in size to O " and B is a small cation such 
octahedrally-coordinated by oxygen. Adopted from Ref. [8]. 
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Figure 1.2: Phase diagram of Lai.xCaxMn03, constructed from 
measurements of macroscopic quantities such as the resistivity and 
magnetic susceptibility. FM: Ferromagnetic Metal, FI: Ferromagnetic 
Insulator, AF: Antiferromagnetic, CAF: Canted AF, and CO: Charge 
Ordering. FI and/or CAF may be spatially inhomogeneous states with 
coexistence of FM and AF. Adopted from Ref [9]. 
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Figure 1.3: Magnetic phase diagram for the Smi.xCaxMnOs series. •, • . 
and • are for TQ, TCO, and TN, respectively. The symbols with dashed line 
are the magnetization values registered at 4.2 K in 1.45 T. The two hatched 
zones represent the intermediate regions, and the CMR domain is noted by 
arrows in the upper part. Adopted from Ref [10]. 
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Figure 1.4: Magnetic phase diagram of Pri.xCaxMnOv •, • , and A are for 
'\\-, Tco, 'in<J ' N, respectively. The symbols with dashed line are the 
magnetization values registered at 4.2 K in 1.45 T. The two hatched zones 
represent the intermediate regions, and the CMR domain is noted by arrows 
in the upper part. Adopted from Ref. [10]. 
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Figure 1.5: Crystal structure (top panel) and magnetic phase diagrams 
(bottom panel) for Ndi-xCaxMn03. Al—magnetic state with 
antiferromagnetic structure of A-type, F—ferromagnetic state, cl— 
magnetic clusters with antiferromagnetic local structure, A2—magnetic 
state with antiferromagnetic structure of CE type. Adopted from Ref. [37] 
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Figure 1.6: The magnetic phase diagram of the low-doped Ndi-xCaxMnO} 
manganites. wF-weak ferromagnet, F—ferromagnet, P—paramagnet, Tgff— 
the effective temperature at which the anomalous drop of the FC 
magnetization reflecting the orientational phase transition is the most 
pronounced. The relative directions of the magnetic moments of the Nd and 
Mn sublattices are given only for the weak ferromagnetic phase. The 
magnetic moments of the Nd and Mn sublattices for the ferromagnetic 
phase are parallel ordered in the whole temperature range below Tc. 
Adopted from Ref [38]. 
1.2 Double exchange interaction: 
Early theoretical work on manganites focused on the experimentally 
discovered relation between transport and magnetic properties, namely the 
increase in conductivity upon the polarization of the spins. Not much 
appreciable work was devoted to the magnitude of the magnetoresistance 
effect itself The phase separation (PS) i.e. the formation of coexisting 
clusters of competing phases was not included in the early considerations. 
In order to explain the observed behaviour, double exchange (DE) was 
proposed by Zener in 1951 [2] to explain this behaviour in terms of his 
theory of indirect magnetic exchange between 3d atoms. He considered that 
the intra-atomic Hund rule exchange is strong and that the carriers do not 
change their spin orientation when hopping from one ion to the next, so 
they can only hop if the spins of the two ions are parallel. On minimizing 
the total free energy of the system, Zener found that ferromagnetic 
interactions are favoured when the magnetic atoms are fairly well separated 
and conduction electrons are present. The theory is applied to the 
manganese perovskites [3] with the aim of explaining the strong correlation 
between conductivity and fcrromagnetism, and the value of the zero-
temperature saturation magnetization, which corresponds to the sum of all 
the unpaired electron spins. Starting from the insulating antiferromagnetic 
LaMnOs where electrons are localized on the atomic orbitals, Zener showed 
how the system should gradually become more ferromagnetic upon the hole 
doping (introduction of Mn'*'^ ). He considers the problem of the exchange 
between Mn^* and Mn"*" ions via an oxygen ion and introduces the concept 
of simultaneous transfer of an electron from the Mn^ ^ to the oxygen and 
from the oxygen to the neighbouring Mn'^ '^ ion (Fig. 1.7). Such a transfer is 
called the DE interaction. In the case of magnetic atoms, the configurations 
Mn^"-0^"-Mn^"and Mn^"-0^'-Mn^" are degenerate if the spins of the 
two d shells are parallel, and the lowest energy of the system at low 
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temperature corresponds to parallel alignment of the spins of the two 
adjacent cations. DE is always ferromagnetic, unlike superexchange (SE), 
which involves virtual electron transfer and is frequently antiferromagnetic. 
If the manganese spins are not parallel or if the Mn-O-Mn bond is bent, the 
electron transfer becomes more difficult and the mobility decreases. It 
follows that there is a direct connection between conductivity and 
ferromagnetism and 'a' quantitative relation with Curie temperature is 
proposed: 0 = (xe^ / ah) (Tc/ T), where x is the doping and a is the Mn- Mn 
distance, which agrees with the available experimental results of Jonker and 
van Santen [4] in the limited region 0.2 < x < 0. 4. 
c 
Mn l-^ 
> 
0 2 - Mn 3 + Mn 
c 
3 -
^ 
Mn 
Figure 1.7: Schematic diagram of the double-exchange mechanism. The 
two states Mn''^  -Mn'*'' and Mn'*'^ -Mn^ "^  are degenerate if the manganese 
spins arc parallel. Adopted from Ref [8]. 
Anderson and Hasegawa [5] generalize the DE mechanism by 
considering interactions between a pair of magnetic ions with general spin 
directions. They calculate the transfer integral t to be 
T = to cos (G/2) (1) 
where to is the normal transfer integral which depends on the spatial 
wavefunctions and the term cos 0 / 2 is due to the spin wavefunction; 9 is 
the angle between the two spin directions. This is quite unlike that 
superexchange coupling is proportional to cos 9. They also consider the 
problem of the high-temperature paramagnetic state of the manganites 
where the exchange energy is much larger than the transfer integral and 
predict that the susceptibility x should be Curie like, with 1/% intercepting 
the axis at zero, which contradicts the experimental results showing Curie-
Weiss behaviour. This point is corrected by de Gennes [6] who points out 
that the prediction is erroneous when the carrier bandwidth is large with 
respect to ICBT where ke is the Boltzmann constant. Double exchange 
interaction therefore leads to normal Curie-Weiss behaviour of the 
susceptibility, 1/x = C/(T- Gp) with 9p > 0, where 9p is the peak temperature. 
1.3 Jahn Teller Effect 
The Jahn-Teller theorem [7] states, "For a non-linear molecule 
in an electronically degenerate state, distortion must occur to lower 
the symmetry, remove the degeneracy, and lower the energy". 
id orhitals 
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Figure 1.8: Field splitting of the five-fold degenerate atomic 3d levels into 
lower t2g and higher Cg levels. The particular Jahn-Teller distortion sketched 
in the figure further lifts, each degeneracy as shown. Adopted from 
Ref. [27]. 
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In the Jahn-Teller effect, a distortion of the oxygen octahedra 
surrounding the B site cation splits the energy levels of a 3d ion such as 
Mn, thus lowering the energy. The distorted structures are frequently 
orthorhombic. Divalent cations which can occupy the body-centre A site 
include calcium, barium, strontium and lead; trivalent cations include 
yttrium, lanthanum, praseodymium, neodymium and some other rare earths 
(Ln). Besides manganese, many perovskite-structure oxides form with 
aluminum, gallium or another 3d element such as chromium, iron, cobalt or 
nickel on the B sites. The rare-earth orthoferrites LnFe03 are one example 
of a series of perovskite-structure oxides. There are many others. Any of 
the trivalent 3d cations can be substituted partially for manganese. 
The Jahn-Teller polaron can form in a solid when the Jahn-Teller 
stabilization energy 6JT is comparable with the conduction electron 
bandwidth W. Unlike the dielectric polaron where a charge polarization 
decorates the carriers and a local isotropic distortion increases their 
effective mass, the Jahn-Teller polaron carries with it an anisotropic local 
distortion which removes the degeneracy of the electronic ground state. 
In manganese oxides where two apical 0-atoms move towards 
the Mn ion, the energy of d^^ -r becomes higher than that of dx\y" 
and the degeneracy is lifted (Fig. 1.8). This is called the Jahn-Teller 
effect and is represented by the following Hamiltonian for a single 
octahedral 
HjT =-g (T.Q2 + T,Q3) ... (2) 
where (Q2, Q3) are the co-ordinates for the displacements of 0-atoms 
surrounding the transition metal atoms and g is the coupling 
constant. Tx, T^ . are the x and z component of orbital pseudo spins. 
When a crystal is considered, (Q2, Q3) should be generalized to (Q,2, 
Qj3) (i, the site index), which is represented as the sum of the phonon 
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coordinates and the uniform component (u2, U3). Here, (ui, U3) 
describes the crystal distortion as a whole. 
In Lai.xAxMnOj, the electrically active orbitals are the Mn 
dx2.y2 and (\i,-^l-^l orbitals (Fig. 1.8). The Hund's rule coupling is 
believed to be very strong relative to the d-d hopping and the spin-
orbit coupling. So the spins of all of the d-electrons on a given site 
must be parallel. Three of the d-electrons go into the tightly bound 
core (dxy, dxz, dyz orbitals (Fig. 1.8) forming a core spin S'; of 
magnitude 3/2), to which the outer shell electron (which may hop 
from site to site) is aligned by the Hund's rule coupling. The 
Hamiltonian containing this physics is 
^ . - „ - - Yj7dLdj,.-JHY,Sfd:^a„,d^^p ...(3) 
<!j>a,b,a iaP 
here t/*^creates an electron in an outer shell orbital state a, b = x -y" 
or 3z'^ -r^  and spin a, Jn is the Hund's rule coupling connecting the 
core spin to the outer shell electrons, t^ * is the transfer integral 
which depends on the direction of the bond ij and also on the pair i:)^ 
9 9 9 9 
the two orbitals a, b = (x - y ) or (3z - r ). 
1.4 Tolerance Factor 
The "tolerance factor" plays an important role in manganites 
and related materials. This is a geometrical factor as defined below; 
there are two characteristic distortions that influence the perovskite 
structure (ABO3) of manganites. One of these distortions results 
from the cooperative tilting of MnOs octahedra. This distortion is a 
consequence of the mismatch of the ionic radii. The Goldschmidt 
tolerance factor, t, is defined as 
t=(rA+ro)/(rB+ro)V2 (4) 
14 
where TA, TQ and TB represent the ionic radii of rare earth, oxygen and 
Mn respectively. It is a measure of distortion from the cubic 
symmetry. 
400 
(rA) (A) 
1.20 1.25 1.30 
300 -
« 
100 
200 -
0.89 0.90 0.91 0.92 0.93 0.94 0.95 
Tolerance factor 
Figure 1.9: Phase diagram of temperature versus tolerance factor for 
Ao.7Ao3Mn03, where A is a trivalent ion and A a divalent ion. Open 
symbols denote Tc determined by magnetization measurements and closed 
symbols denote Tc determined by resistivity measurements. Adopted from 
Ref. [11]. 
For the perovskites, which contain small central cations, t is 
typically less than one. The tilting of the octahedra is common in 
perovskites with t < 1. The tolerance factors for some manganites are 
given in Table l . l . Figure 1.9 shows the temperature variation of 
tolerance factor of some manganites. It describes that the tolerance 
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factor increases with the increase of <rA>. The other distortion, 
which occurs due to the Jahn-Teller effect distorts the MnOe 
octahedra in such a way that there are long and short Mn-0 bonds. 
The most effective distortion is the basal plane distortion (called Q2 
mode) with one diagonally opposite 0-pair displaced outward and 
the other pair displaced inward. A JT distortion involving a 
displacement of oxygen ions splits the Cg band of the manganites and 
opens a gap at the Fermi level. 
Table 1.1: Tolerance factors for some manganites 
Sr. No. Compound Tolerance factor (t) 
1. LaMn03 0.889 
2. PrMnOi 0.868 
3. NdMnOj 0.864 
4. SmMn03 0.858 
In the parent compound LaIVln03, the Mn ions occupy the B 
site and are surrounded by oxygen octahedra that share corners to 
form a three-dimensional network. The La ion occupies the A site 
between these octahedra. In several perovskites, the overlap between 
the B-sile d-orbital and the oxygen p-orbital forms the electronically 
active band and this overlap can be strongly influenced by the 
internal pressure generated by the A-site substitution with ions of 
different radii. Mainly, the effect of decreasing <rA> is to decrease 
the Mn-O-Mn bond angle, reducing thereby the matrix element, b, 
which describes the electron hopping between Mn sites. As we 
discuss above, the tolerance factor is a simple characterization of the 
size mismatch that occurs when the A-site ions are too small to fill 
the space in the three-dimensional network of MnOe octahedra. For a 
perfect size match (t = 1), the Mn-O-Mn hond angle (9) would be 
180". For t < 1, rather than giving a simple contraction of bond 
lengths, the octahedra tilts and rotates to reduce the excess space 
around the A-site, resulting in 9 < 180°. The apparent decrease in b 
with decreasing <rA> originates from the decrease in 0. The 
bandwidth W of Cg electrons, which affects the transition temperature 
(Tc), is controlled by both the Mn-O bond length (dMn-o) and the 
bond angle 0 of the Mn-O-Mn. The fine-tuning of W and T^ - can be 
obtained by appropriate selection of the size of rare earth site ion. 
This affects the bond angle 0 and not the bond length dMn-o due to 
local disorder in the lattice. The application of external hydrostatic 
pressure compresses divm-o and opens up 0, enhancing the bandwidth 
W. The perovskite structure of the parent manganites has an 
orthorhombic distortion and the unit cell can be mapped into Pnma 
symmetry. 
1.5 Effect of internal and external pressure 
The structural and transport properties of manganites can be 
affected by varying internal pressure i.e. the A site cation composition 
[11-14] or by applying external pressure [15-17]. A metal-insulator 
transition can be induced by decreasing the average A site ionic radius 
<rA> below a critical value (<rA> = 1.18 A). In the metallic regime, T, 
can vary by more than a factor of 2 as a function of < rA>, and, for the 
Mn'^ /^Mn^^ ratio of 0.3, it displays a maximum value corresponding to 
the composition Lao.7Sro.3Mn03 (<rA> =1.244 A). The application of 
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external pressure always increases Tg with dTc/dP varying in the range 
of 5-50 KGPa"'[15]. 
Ihesc effects have been attributed to the variation of the 
electronic bandwidth W as a function of chemical and applied pressure. 
The Mn-O-Mn bond angle is expected to increase not only as a function 
of applied pressure but also with increasing <rA>. According to the 
recent theoretical discussions, it appears that in addition to W, another 
energy scale namely the Jahn-Teller energy Ejj acts as an essential 
ingredient in the description of these systems. Millis et al. [18-19] 
have proposed a generalized phase diagram of manganites at a constant 
doping X ~ 0.3, as a function of the reduced parameter T/t (t is the 
electron hopping parameter, which is proportional to W), and of the 
electron-phonon coupling A. = Ejj/t. As a consequence, possible 
variation of EJT as a function of the "chemical" or applied pressure 
needs to be taken into consideration. This approach was followed by 
Rodriguez et al. [20] in their description of the effects on Tj of varying 
the cation size disorder at constant x and <rA>. They observed that T^ is 
strongly suppressed when mixtures of very large and very small cations 
are used, and interpreted this effect by hypothesizing that the strain 
induced by the cation size disorder stabilizes the JT distortions, 
effectively increasing the parameter Ejj. Ejj is the difference between 
the on-site electronic energy, which is gained by distorting the ligand 
configuration around the Mn^"^ions, and the energy loss, that results 
from the lattice distortions. Radaelli et al. [21] also observed that T;. 
variations can be explained, at least qualitatively, by the changes of the 
W parameter with the variation of Ejj also making contribution which 
is, however, much difficult to estimate. For perovskite compounds with 
general formula ABO3, W depends on B-O-B bond angles and B-0 
bond lengths, through the overlap integral between the 3d orbitals ot 
the metal ion B and 2p orbital of oxygen. The following empirical 
formula has been used to describe this double dependence [22]. 
Wcc-—- . . . ( 5 ) 
" B - O 
where co is the tilt angle in the plane of the bond and is given by co = 
72 ( 71 - <B-0-B>), and de-o is the B-0 bond length. In weakly 
distorted structures like manganite perovskites, where cosco is 1, only 
very large changes in the B-O-B bond angle can affect W 
significantly. Radaelli et al. [21] have plotted the average Mn-0 
bond lengths and Mn-O-Mn bond angles as a function of <rA> as 
shown in (Fig. 1.10). 
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Figure 1.10: Structural parameters affecting the electronic bandwidth W: 
average Mn-0 bond lengths (bottom) and Mn-O-Mn bond angles (top) as a 
function of <rA> for Ao.yA'oj MnOs . Adopted from Ref. [21]. 
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The presence of minimum in <Mn-0> for the <rA> ~ 1.24 A" 
has remarkable consequences on the evolution of [ 1 as a 
d 
function of <rA>. At low <rA>, the increase of <Mn-0-Mn> and the 
decrease of <Mn-0> both contribute to the rapid increase of W. At 
high <r,\>, however, the two structural parameters have opposite 
effects on W, yielding a net decrease of W. They propose that the 
presence of a minimum is due to the interplay between the steric and 
coordination effects around the A site of the perovskite structure. At 
low values of <rA>, the octahedral framework folds around the small 
A site cation until it attains the equilibrium distance with 8 of the 12 
surrounding oxygen atoms. The A-0 distances with remaining 
oxygen atoms are in excess of 3A that makes them effectively 
unbounded. In this situation, very little strain is imposed upon the 
Mn-0 bond lengths, which can adjust to their optimal value. With 
increasing <Xis>, the octahedral framework untilts. As a consequence, 
the far away oxygen atoms in the first coordination shell come closer 
to the A site, and start to feel an attractive interaction. This 
interaction is transmitted to Mn-0 network as an effective internal 
pressure. For even larger values of <rA>, the A cation becomes 
effectively 12-fold coordinated, and the whole lattice, including the 
Mn-0 distances must expand with increasing <rA>. 
The application of external pressure on these compounds 
produces quite different structural effects than those of the 
aforementioned internal pressure (Fig. 1.11). 
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Figure 1.11: Resistivity vs. temperature at three hydrostatic pressures for 
Lai.xCaxMn03 (x = 0.21). In the inset the pressure dependence of Tc and the 
activation energy Eg are plotted. Adopted from Ref. [16]. 
The primary effect of the external pressure is to compress all 
bond lengths (Mn-0 and A-0). However, the A-0 bonds are less 
compressible than the Mn-0 bonds. This results in an increase of 
Mn-O-Mn bond angles, which is directly proportional to the 
bandwidth W. The application of pressure increases the transition 
temperature and decreases the magnitude of MR peak. The increase 
in transition temperature can be interpreted as a consequence of 
increased electron hopping amplitudes as a function of pressure. The 
transition to the low temperature spin ordered state is accompanied 
by a decrease in electron kinetic energy due to increased 
delocalization of the electronic wave function over all allowed sites. 
The increased overlap between adjacent orbitals at high pressure 
implies a greater role for electronic kinetic energy in determining the 
stable structure for the system. Within this picture, the application of 
pressure stabilizes the low temperature phase and leads to an increase 
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in the transition temperature. Khazeni et al. [23] observed that an 
external pressure of 10.7 Kbar raises the resistive transition 
temperature of single crystal Ndo.5Sro.36Pt)o.i4Mn03,5 by 20 K and the 
MR peak is reduced by -50%. 
1.6 Phase separation 
Figure 1.12: Generic spectroscopic images using scanning tunneling 
spectroscopy applied to a thin film of Lai.xCaxMnOs with x close to 0.3, 
and the temperature just below Tc. The size of each frame is 
0.61|amx0.61|im. From left to right and top to bottom the magnetic fields 
are 0, 0.3, 1, 3, 5, and 9 T. The light (dark) regions are insulating (metallic). 
Adopted from Ref. [27]. 
The important question that has to be answered is about a leading 
mechanism responsible for CMR in the optimum doping region (x ~ 0.3). 
Some authors argue that CMR could be explained in the framework of the 
double-exchange mechanism alone [24], others [25] claim that it is 
necessary to take into account a lattice interaction (Jahn-Teller polarons). 
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some insist that percolation-type arguments can explain CMR [26]. 
However, as is pointed out by Dagotto et al [27] and Arovas and Guinea 
[28], both analytical and numerical calculations in various models related to 
manganites exhibit a strong tendency towards phase separation in a wide 
range of temperatures and concentrations. Thus, it is believed that CMR 
phenomena can be understood as a competition and coexistence of different 
phases in manganites as well as a phenomenon related to the proximity of 
the optimum doping region to various phase separation thresholds. At 
higher concentrations close to half-filling there appears another threshold of 
phase separation in the system corresponding again to the formation of 
ferromagnetic droplets, but now in a charged ordered insulating matrix 
[29]. 
One of the first most spectacular examples of such kind of 
inhomogeneities is the formation of ferromagnetic (FM) droplets (magnetic 
polarons or ferrons) in antiferromagnetic (AF) semiconductors at low 
doping levels as well as FM spin polarons in the paramagnetic state [30, 
31]. These examples correspond to the case of so called electron phase 
separation caused by self-trapping of charge carriers, which change their 
local environment. The possibility of electronic phase separation was 
already discussed by Nagaev [30] well before it became a popular subject 
in the context of compounds such as the high temperature superconductors. 
Its original application envisioned by Nagaev was to antiferromagnetic 
semiconductors, where the doping of electrons creates ferromagnetic-phase 
regions embedded in an AF matrix. Nagaev [30] remarked that if the two 
phases have opposite charges, the Coulombic forces will break the 
macroscopic clusters into microscopic ones, typically of nanometer-scale 
size. When the number of these FM clusters is small, the system resembles 
a regular array of charge sort of a Wigner crystal, and the system remains 
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an insulator. However, as the density grows, a transition will be found 
where the clusters start overlapping, and a metal is formed. 
In addition to such a small-scale phase separation, in manganites, as 
well as in other compounds exhibiting first order transitions (e.g., between 
FM and AF phases), there also arises the phase separation of another type 
related to rather wide region where different phases coexist. An example of 
such large-scale phase separation is the formation of rather large FM 
droplets with the size of the order of (100-1000) A° inside the AF matrix 
[32, 33]. It is produced by the influence of disorder on the first-order metal-
insulator transitions. A simple intuitive explanation is given in Fig. 1.13. If 
couplings arc fixed such that one is exactly at the first-order transition in 
the absence of disorder, the system is confused and does not know whether 
to be metallic or insulating (at zero disorder). On the other hand, if the 
couplings are the same, but the strength of disorder is large in such a way 
that it becomes dominating, then tiny clusters of the two competing phases 
are formed with the lattice spacing as the typical length scale. For nonzero 
but weak disorder, an intermediate situation develops where fluctuations in 
the disorder pin either one phase or the other in large regions of space. 
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Figure 1.13: Sketch of the competitioti metal-insulator in the presence of 
disorder, leading to equal-density coexisting large clusters in the "disorder-
induced" phase separation scenario. Adopted from Ref. [27]. 
This form of phase separation is even more promising than the 
electronic one for explaining the physics of manganites for a variety of 
reasons: (i) it involves phases with the same density, thus there are no 
constraints on the size of the coexisting clusters which can be as large as a 
micrometer in scale, as found by experiments, (ii) The clusters are 
randomly distributed and have fractalic shapes, leading naturally to 
percolative transitions from one competing phase to the other, as couplings 
or densities are varied. This is in agreement with many experiments that 
have reported percolative features in manganites. (iii) The resistivity 
obtained in this context is similar to that found in experiments, as sketched 
in (Fig. 1.14). Near the critical amount of metallic fraction for percolation, 
at room temperature the charge conduction can occur through the insulating 
regions since their resistivity at that temperature is very similar to that of 
the metallic state. 
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large— insulator dominates 
Figure 1.14: Sketch of the expected resistivity vs. temperature in the 
percolative picture. Adopted from Ref. [27]. 
Thus, the system behaves as an insulator. However, at low 
temperatures, the insulator regions have a huge resistivity and, thus, 
conduction is through the percolative metallic filaments which have a large 
intrinsic resistivity. The system behaves as a bad metal, and pdc (T = 0) can 
be very large, (iv) Finally, it is expected that in a percolative regime there 
must be a high sensitivity to magnetic fields and other naively small 
perturbations, since the tiny changes in the metallic fraction can induce 
large conductivity modifications. This provides the best explanation of the 
CMR effect. 
At higher doping levels close to the half-filling, there appears one 
more threshold for the phase separation in the system corresponding again 
to the formation of ferromagnetic droplets, but now in a charge-ordered 
insulating matrix [34]. The interaction of spin, charge, and orbital degrees 
of freedom can also lead to the formation of stripe structures instead of 
droplets at high content of the alkaline-earth element [34-35]. In 
manganites, owing to the strong electron-lattice interactions, such structures 
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are related to the lattice distortions and can be observed by the electron 
diffraction and the low-angle neutron scattering [36]. Both analytical and 
numerical studies in various models related to the strongly correlated 
electrons exhibit a pronounced tendency toward phase separation in a wide 
range of temperatures and electron or hole concentrations. 
1.7 Ferromagnetic Insulating (FMI) state 
The existence of ferromagnetic insulating (FMI) states, Figs. (1.2-
1.4) poses an intriguing problem for our understanding of mixed-valent 
manganites. These states are found for compositions in the range around 
X = 0.15 or similar in generic phase-diagrams such as that of Lai.xSrxMn03 
or Lai.xCaxMn03 [39-41]. The FMI state may be realized in several ways. It 
occurs when the doping is low (x ~ 0.15), in systems with strong disorder, 
distortions in the lattice or for certain substitutions on the Mn-site. It is 
important to be noted that this state is in the phase-diagrams for 
combinations of Ln and divalent A with relatively large radii [39, 10]. 
For combinations like Pr, Sm and Ca or similar, the FMI state extends 
to much larger x, or no FMM phase exists at all [42, 8]. 
The transition to the FMI states at low A-concentrations are far from 
being clear still today. Some researchers believe that the DE is operational, 
but that a phase separation takes place on a mesoscopic scale, which 
effectively decouples ferromagnetic metallic nano-clusters in an insulating 
matrix. This scenario is somehow similar to the effect of destroyed charge-
ordering in the antiferromagnetic Lno.sAo.sMnOa [44-45]. In this case, the 
nanoscale ferromagnetic clusters are believed to exist in a remaining 
charge-ordered antiferromagnetic and insulating matrix. For these systems, 
charge-ordering is at the root of the instability prompting phase separation. 
The magnetic behaviour of the phase-separated (PS) mixtures of 
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ferromagnetic clusters in an antiferromagnetic charge-ordered matrix, are 
compared with relaxor ferroelectrics where the ferroelectric nanocrystals 
are embedded in paraelectric insulator matrix [43]. 
The Mn-site substitution in manganites is a method to study basic 
coupling mechanisms among magnetic subsystem, lattice, and generation of 
carriers. The possible changes of their crystallographic symmetry, magnetic 
state and behaviour, insulator-to-metal (IM) transitions etc. induced by this 
doping facilitate to differentiate among the basic mechanisms responsible 
for the existence of such a state in the mixed-valent manganites. In x = 0.5 
system, it is a powerful tool to gradually control the collapse of the 
charge/orbital ordered (CO-00) regions into either FMM or weakly FMI 
regions [44]. In many other investigations, glassy features, spin-glass 
properties or some cluster-glass properties have been invoked to explain the 
properties of Mn-site doped systems. Doping within the Mn-sublattice may 
also enhance metallicity [45]. It should be noted that even in pure or self-
doped and antiferromagnetic LnMn03, Mn-site doping may induce metallic 
ferromagnetism [45]. It is believed that the mixed-valency and DE 
interaction (in cooperation with Jahn-Teller effects or strong coupling to 
phonons) play an important role here [45]. This indicates also, that the Mn-
site doping possibly enhances ferromagnetism and even metallic behaviour. 
There are different dopants, which contribute to the valence band-
structure of manganites, due to their partially filled d-orbitals, e.g. Cr^ ,^ 
Rh^ ,^ Ru'*\ Ru"*"^ , Ni^^, Co^^ etc. [46]. These dopants induce either a partial 
or a complete charge/orbital disordering leading to a CMR effect in 
magnetic fields. The case of Cr^' doping is yet not completely understood. 
It is suspected to participate in a DE mechanism. A mixed valent state and 
participation in DE was proved for Ru"*"^  [43, 47], Rh^^ may induce similar 
behaviour also [45]. The non-magnetic ions, which do not contribute to 
ferromagnetic coupling, and have little effect on electronic structure with 
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various size-effects are Al^^ Ga^^ Ge'*^ Sn^\ Ti"*^  etc. [47,48]. Although 
the Mn^' is a Jahn-Teller ion, most of the 3+ substitutes, such as Ga^ ,^ Fe^^ 
etc., are not. Thus, these substitutions introduce a lattice-effect by affecting 
the cooperative dynamic Jahn-Teller distortions. 
This M. Phil, thesis is based on the studies of FMI materials. We 
have elaborately investigated the structural and transport properties of these 
materials and tried to find out the exact cause behind the FMI phase. 
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Introduction 
In this chapter, the methods of preparation and characterization 
of bulk polycrystalline samples, Lno.85Cao.i5Mn03 (Ln = La, Pr, Nd and 
Sm) have been described. We have adopted the conventional solid-
state reaction route for the preparation of the samples. Various 
techniques used to characterize these samples are described briefly 
below viz. X-ray diffraction (XRD) and resistivity. 
2.1 Synthesis of bulk samples 
The methods used for preparing magnetic oxides have been discussed 
in some detail in a book by Valenzuela [1] with particular reference to 
ferrites. Polycrystalline ceramics are relatively easy to prepare, although 
some care is needed to achieve a composition with a specific oxygen 
stoichiometry. The standard ceramic method involves repeated grinding, 
compaction and firing of component oxides until a single-phase material is 
achieved. Generally, manganites are synthesized using solid-state reaction 
and wet chemical reaction routes. In the former method, different 
constituents are mixed in stoichiometric ratio and heated at high 
temperatures to complete the reaction. The method depends on solid-state 
interdiffusion between the oxide powders, and so it is necessary to use fine, 
well compacted powder. The temperature for the solid-state reaction should 
1 ' 9 
be high enough for the diffusion length {IDt) ' to exceed the particle size, 
where D is the diffusion constant for the fast diffusing species, and / is the 
firing time [!]. A standard variant of the method uses precursors, which 
decompose into ultra fine-grained oxides on a first heating (calcining), 
yielding a highly reactive powder. Commonly used precursors arc 
carbonates and oxalates such as MnCOs, CaCOs and MnC204 2H2O. Wet 
chemical methods which produce a precursor gel of intimately mixed and 
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poorly crystallized hydrated oxides by co-precipitation are also suitable for 
preparing polycrystalline oxides. 
The flowchart shown in Fig. 2.1 depicts the route adopted for 
preparing the samples of Lno.gsCao.isMnOs (Ln = La, Pr, Nd and Sm) 
by the solid-state reaction method. The stoichiometric amount of La203, 
PreOii, NdaOs, Sm203, CaCOa and MnOa (all of AR grade) in powdered 
form were ground in an agate mortar till a homogeneous mixture was 
formed. This mixture was kept in a crucible and heated at 800 °C for 
about 24 hours. The pre-sintered materials were again ground and 
calcinated at 900 °C for 12 hours in a closed Muffle furnace. This 
preheated powder was again ground with a few drops of polypine 
alcohol, which act as a binder in the sample and palletized. A 
pressure of the order of 3 tons/cm , was used for making the pellet. 
Then, these pellets were sintered at 1150 °C for 24 hours. The single-
phase nature of the samples was studied using the powder x-ray 
diffraction technique. Powder x-ray diffraction measurements were 
performed using Bruker D8 X-ray diffractometer with Cu Ka radiation at 
room temperature. 
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SOLID STATE REACTION METHOD 
STOICHIOMETRIC QUANTITIES 
La203/Pr60ii/Nd203/ 
Sm203 
f Mn02 ) 
All Powder were 99.99% Pure Aldrich / Fluka / Strem make 
Dry mixed in Powder form in Agate Mortar 
Grinding thoroughly 
Grinding with polypine alcohol & then palletized. 
Product: Single Phase Lno.gsCao.isMnOa (Ln = La, Pr, Nd and Sm) 
Figure 2.1: Flow chart for solid-state reaction method used for synthesis of bulk samples. 
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2.2 X-Ray Diffraction 
Diffraction can occur when electromagnetic radiation interacts with a 
periodic structure whose repeat distance is about the same as the wavelength 
of the radiation. Visible light, for example, can be diffracted by a grating 
that contains scribed lines spaced only a few thousand angstroms apart, 
about the wavelength of visible light. X-rays have wavelengths on the order 
of angstroms, in the range of typical interatomic distances in crystalline 
solids. Therefore, X-rays can be diffracted from the repeating patterns of 
atoms that are characteristic of crystalline materials. 
X-ray diffraction (XRD) is used to determine the 
crystalline phases of the material. In normal 9-29 scan mode, a beam 
of monochromatic X-rays is incident on the sample, making an angle 
9 with the sample surface. The detector motion is coupled with that of 
the X-ray source so that it is always kept at a position at an angle of 
29 with the incident direction of the X-ray beam. The recorded 
diffraction pattern gives the intensity versus 29 plot. The schematic 
of X-ray diffraction is shown in Fig.2.2 The XRD patterns were 
recorded with diffractometer whose schematic is shown in Fig.2.3. 
For the X-rays to get diffracted from the crystal planes, the 
Bragg condition should be satisfied, which can be written as, 
2d sin 0=nA d) 
where 
d^ the interplanar spacing, 
n - order of diffraction, 
X = wavelength of X-rays and 
9 = incident glancing angle. 
3^ ) 
This equation puts some conditions on 'X' and '0 ' for any given 
crystal. In order to satisfy the Bragg's law either 'X' or 'G' can be 
varied, and this is done in three different diffraction methods, which 
are summarized in the Table below: 
Method X e 
Laue method Variable Fixed 
Rotating-crystal method Fixed Variable 
Powder method Fixed Variable 
The structural analysis is carried out using X-rays of known 
wavelengthA,. By measuring 29, one can determine the spacing d 
between the planes in the crystal. The diffraction pattern gives us 
information about the average particle/grain size, lattice parameters, 
crystal structure of the samples etc. The positions in the unit cell 
affect the intensities but not the directions of the diffracted beams. 
The intensity of the diffracted beam is changed by any change in 
atomic positions; conversely the atomic positions can be determined 
by the observations of diffracted intensities. It is interesting to 
understand the complex problem of relation between the atomic 
position and diffracted intensity. By measuring the shift in the 
diffraction peak position, one can get an idea of the strain present in 
the sample. 
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X-ray 
Tube 
X-Ray Diffraction 
High 
Voltage 
Photographic 
Plate 
Figure 2.2: The schematic diagram of X-ray diffraction. 
X'Tsy detector/ 
Figure 2.3: The schematic diagram of X-ray diffractometer. 
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The powder X-ray diffraction patterns have been recorded for 
Lno.gsCao.isMnOj (Ln = La, Pr, Nd and Sm) using the Bruker D8 X-ray 
diffractometer with Cu K,i radiation (wavelength ~ 1.541838 A) at roorri 
temperature at Inter University Accelerator Centre (IUA.C), New 
Delhi. The cathode was maintained at a voltage of 30 KV. Diffraction 
patterns were recorded in the range 20° < 29 < 80°. The lattice 
parameters have been determined using PowderX software. The 
indices could be assigned to almost all the lines on the basis of 
orthorhombic symmetry. 
2.3 Structural analysis of the X-ray data 
The general approach to the structural analysis using XRD data, 
which has been employed in the present work, is represented in 
Fig. 2.4. The analysis of the X-ray data has been done using various 
computer softwares. Those used prominently in the present work are 
PowderX [2] and FuUProf [3]. We have used these softwares to obtain the 
unit cell parameters and site occupancies of all the polycrystalline samples 
studied. The methods are described below. 
2.3.1 PowderX 
PowderX is a Graphical Powder Diffraction Analysis program, which 
includes specimen displacement, aberration correction, background stripping, 
alpha-2 stripping, smoothing, peak offset determination and finding peak. 
Integrated programs include Treor indexing, Simpro, Lapod and Lazy Pulvarix. 
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Collecting the XRD raw 
data 
Using 'PowderX' 
Formatting the raw data into input 
The result at this stage 
gives h, k, 1; initial a, b, 
c, and crystal type along 
with zero correction. 
The results at this stage 
gives summary file with 
refined a, b. c, 
occupancies, j^tomic 
positions^etc. along 
with acceptable Rietveld 
profile parameters 
Converting into 
program readable 
format 
Data 
smoothening 
Using the data file 
thus, generated 
Using 'FuUProf 
Refine the parameters (like a, b,; 
c; atomic positions, unit cell 
parameters, etc. 
Input file with details 
of the assumed models 
for fitting these to our 
data. 
Exact occupancies and unit 
cell parameters 
Figure 2.4: Block-diagram for the analysis of XRD data. 
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2.3.2 FullProf 
It is Rietveld refinement programme, which can be used for both 
X-ray and neutron diffraction data. It is mainly used for Rietveld analysis 
(structure profile refinement) of neutron (CW, TOW, nuclear and magnetic 
scattering) or X-ray powder diffraction data collected as a function of the 
scattering variable T (29 or TOF). The programme can be also used as a 
Profile Matching tool, without the knowledge of structure. Single crystal 
refinements can also be performed alone or in combination with powder 
data. The programme FullProf is based on the code of the Young and Wiles 
(DBW) programme on the code DBW3.2S (Versions 8711 and 8804). The 
features of FullProf can be highlighted as: 
• It can be used for both the neutron (constant wavelength and TOF) 
and X-ray (laboratory and synchrotron sources) data 
• It provides the choice of the line shape (Gaussian, Lorentzian. 
modified Lorentzian, pseudo-Voigt, Pearson-VII or Thomson-
Cox-Hastings) for each phase. 
• Up to two wavelengths (K1+K2) used for refinement. 
• It has provision for the background refinement. 
• Multiphase structure (up to 8 phases) can be refined. 
• Preferred orientation: Two functions available. 
• Absorption correction for a cylinder, microabsorption correction 
for flat samples can be made. 
• There is a choice between three weighting schemes: standard least 
squares, maximum likelihood and unit weights. 
• It provides for the choice between automatic generation of hkl 
and/or symmetry operators and file given by user. 
• Magnetic structure refinement (crystallographic and spherical 
representation of the magnetic moments). The first method 
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describes the magnetic structure in the crystallographic magnetic 
unit cell, making use of the propagation vectors. The second 
method is necessary for incommensurate magnetic structures. 
• Automatic generation of reflections for an incommensurate 
structure with up to 24 propagation vectors. Refinement of 
propagation vectors in reciprocal lattice units. 
• (h k 1) dependence FWHM for strain and size effects. 
• (h k 1) dependence of shift and asymmetry for special kind of 
defects. 
• Profile Matching: The full profile can be fitted without prior 
knowledge of the structure (needs only good starting cell and 
profile parameters). 
• Quantitative analysis without the need of structure factor 
calculations. 
• Chemical (distances) and magnetic (magnetic moments) slack 
constants. 
• Resolution function (for pseudo-Voigt peak shape) may be 
supplied in a file. 
• Structural or magnetic model could be supplied by an external 
subroutine for special purposes (rigid body, TLS, polymers, form 
factor refinements, small angle scattering of amphifilic crystals, 
description of incommensurate structures in real direct space, etc.) 
• Neutron (or X-ray) powder patterns can be mixed with integrated 
intensities of X-ray (or neutron) from single crystal or powder 
data. 
• Single crystal data or integrated intensities can be used as 
observations (alone or in combination with a powder profile). 
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The requirement for using the FuUProf program is an input file, with 
the description (in proper format) of the assumed structure such as space 
group, atomic positions, occupancy, unit cell parameters etc. The 
programme generates a profile of the assumed structure (or say model) 
using the description we have provided. This pattern is refined to fit the 
observed data. By varying the profile generating parameters in the assumed 
model, a perfect fit with reliable Rietveld profile parameters is obtained. The 
programme has the ability to carry out multi-phase refinement and also to 
carry out magnetic structure refinement, in the case of neutron diffraction 
data of magnetic samples. 
2.3.3 The Rietveld refinement method 
It is called "Rietveld method", after Dr. H. M. Rietveld [4, 5], 
because of his work and open-handed sharing of all aspects. He was the first 
to work out a computer based analytical procedure to make use of the full 
information content of the powder pattern and put it in public domain by 
publication of two seminal papers. This is basically a least square fitting 
procedure. In this method, the least-squares refinements are carried out until 
the best fit is obtained between the entire observed powder diffraction 
pattern taken as a whole and the entire calculated pattern based on the 
simultaneously refined models for the crystal structure, diffraction optic 
effects, instrumental factors, and other specimen characteristics (e. g., lattice 
parameters) as may be desired and can be modelled [6]. It is essential that 
the powder diffraction data be collected properly for a Rietveld refinement. 
The data are recorded in digitized form i.e., as a numerical intensity value. 
>'2, at each of the several thousand equal increments (steps) /, in the pattern. 
Depending on the method, the increments can be scattering angle, 20 or 
wavelength (X-ray data collected with an energy dispersive detector and an 
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incident beam of 'white' X-radiation). For constant wavelength data, the 
increments are usually steps in the scattering angle and the intensity >>, at 
each step i in the pattern is measured directly with a quantum detector on a 
diffractometer. Factors affecting the data collection that are taken into 
consideration before the collection are: the geometry of the diffractometer, 
the quality of the instrument alignment and calibration, the most suitable 
radiation (e.g. conventional X-ray, synchrotron X-ray or neutron), the 
wavelength, appropriate sample preparation and thickness, slit sizes and 
necessary counting time. 
Step sizes range can vary from 0.01 to 0.05 in 29 for a fixed 
wavelength X-ray data and a bit larger for fixed wavelength neutron data. 
To ensure good counting statistics throughout (an X-ray powder diffraction 
pattern, more time should be spent on data collection at high angles where 
the intensities are lower. An appropriate data-collection strategy depends on 
the nature of the samples (e.g., how well it scatters, how quickly the pattern 
degrades, peak-broadening effects and the degree of peak overlap). Ideally 
the step size = FWHM/5, FWHM = full width at half maximum, as there are 
at least five steps across the top of each peak. The time per step should 
approximately compensate for the gradual decline in intensity with 29. 
Rietveld refinement with neutron diffraction data has been notably 
successful with both fixed-wavelength (Ki & Ki) data. The Rietveld method 
is the same no matter what powder diffraction data are used. The differences 
among data sources affected the data preparation that is required, whether 
the steps are in angle or energy, and the instrumental parameters that are 
refined but not in the method itself In all cases, the best fit sought is the best 
least square fit to all of the thousands of;;,'s simultaneously [7]. 
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The quantity minimized in the least square refinement is the residual, Sy-. 
Sy=Y.^Xyi-yay (2) 
i 
where, 
w. =1/3;, 
yj = Observed intensity, at i^^ step. 
y^j = Calculated intensity at the /'^  step, and the sum is over all data points. 
A powder diffraction pattern of a crystalline material may be thought 
of as a collection of individual reflection profiles, each of which has a peak 
height, a peak position, a breadth, tails which decay gradually with distance 
from peak positions, and an integrated area which is proportional to the 
Bragg intensity, 4, where k stands for the Miller indices, h, k, 1. Ik is 
proportional to the square of the absolute value of the structure factor |F | . It 
is a crucial feature of the Rietveld method that no effort is made in advance 
to allocate the observed intensity to particular Bragg reflections or to resolve 
the overlapping reflections. Consequently, a reasonably good starting model 
is needed. The 'method is a structure refinement method'. Typically, many 
Bragg reflections contribute to the intensity, yi, observed at any arbitrarily 
chosen point, /, in the pattern. The calculated intensities yd, are determined 
I 12 
from the |F^| values, calculated from the structural model by summing the 
calculated contributions from neighbouring (i.e., within a specified range) 
Bragg reflections plus the background: 
y.^-sY,L,\F,\'420,-20,)P,A + y,, (3) 
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where, 5 is scale factor, k refers to the Miller indices, h, k, I for the Bragg 
reflection, Lk is the Lorentz polarization and multiplicity factors. ^ is the 
reflection profile function, A is the preferred orientation function, A is an 
absorption factor, F* is the structure factor for the k^ Bragg reflection and y'b, 
is the background intensity at the /"' step. The structure factor Fk, is given by 
F, =X^'/'e^Pl2'K+^;+'^yW-^J (4) 
with M^ =8 «/sin / , where u / is the root-mean square thermal (and 
random static) displacement of the/ atom. 
The effective absorption factor, A, differs with instrument geometry. It 
is usually taken to be a constant for the instrument geometry used for the X-
ray diffractometer. The least squares minimization procedures lead to a set 
of normal equations involving derivatives of all of the calculated intensities, 
yd, with respect to each adjustable parameters and are solvable by inversion 
of the normal matrix with element Mjk formally given by 
^ . . = 1 2 w yyi yd / -, -. 
OXjOX^. 
^ ^ ^ . ^ 
\ ^ k j 
(5) 
where the parameters xj, xj, arc (same set) adjustable parameters. In the use 
of this algorithm, it is common practice to approximate these matrix 
elements by deletion of the first term, that in iyryci)- Thus we are dealing 
with the creation and inversion of an m X w matrix, where m is the number 
of parameters being refined. Because, the residual function is non-linear, the 
solution must be found with an iterative procedure in which the shifts, ;ck are 
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given by 
ds 
^^^T^iir (6) 
The calculated shifts are applied to the initial parameters to produce, 
a supposedly, improved model and the whole procedure is then repeated. 
Because the relationships between the adjustable parameters and the 
intensities are non-linear, the starting model must be close to the correct 
model or the non-linear least squares procedure will not lead to the global 
minimum. 
The model parameters that may be refined to include not only atomic 
position, thermal, and site-occupancy parameters but also parameters for the 
background, lattice, instrumental geometrical optical features, specimen 
aberrations (e.g., specimen displacement and transparency), an amorphous 
component and specimen reflection-profile-broadening agents such as 
crystallite size and microstrain. Multiple phases may be refined 
simultaneously and comparative analysis of the separate overall scale factors 
for the phases offers what is probably the most reliable current method for 
doing quantitative phase analysis. The usual refinable parameters are listed 
in following Table. 
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Parameters refinable simultaneously during Rietveld refinement 
Parameters to be refined for each Global parameters 
phase present 
Xj, y'j, Zj Bj Nj; Xj yj Zj are position 2- Zero shift 
coordinates, Bj is an isotropic thermal 
parameter and A^  is the site-occupancy 
multiplier, all for the / ' ' atom in the unit 
cell 
Scale factor Instrumental profile 
Specimen-profile breadth parameters Profile asymmetry 
Lattice parameters Background 
Overall temperature factor (thermal Wavelength 
parameters) 
Individual anisotropic thermal parameters Specimen displacement 
Preferred orientation Specimen transparency 
Crystalline size and microstrain Absorption 
Extinction 
There are usually two approaches to deal with the background in the 
powder diffraction pattern. It can be estimated by linear interpolation 
between selected peak points, and then subtracted, or it can be modelled by 
an empirical or semi-empirical function containing several refmable 
parameters. For refining the background, yt,, must be obtained from a 
refinable background function, which may be phenomenological or, better, 
based on physical reality and include refinable models. One such 
phenomenological fifth-order polynomial provided with an operator-specific 
origin is 
5 " > 
y,^Y.I^.X(^ejBKPOS)-\] (7, 
m=0 
where BKPOS is the origin that is to be specified in the input control file. 
With a complete structure model and good starting values for the 
background contribution, the unit cell parameters and the profile parameters, 
the Rietveld refinement of structural parameters can begin. Because the 
global minimum of the least-square residual function is much shallower 
with powder data than it is with single-crystal data, and false minima are 
more prevalent, the refinement needs constant monitoring. A refinement of a 
structure of medium complexity can require several hundred cycles. The 
profile fit is best seen in a plot but can also be followed numerically with a 
reliability factor or R factor. The difference plots indicate whether a high R-
value is due to a profile-parameter problem (i. e., total intensity is 
approximately correct but there are differences in the peak form) or to a 
deficiency in the structural model (i.e., integrated intensity does not match). 
An approximate strategy for refinement can be formulated as the following. 
Changes in positional parameters cause changes in structure-factor 
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magnitudes and therefore in relative peak intensities, whereas atomic 
displacement (thermal) parameters have the effect of emphasizing the high-
angle region (smaller thermal parameters) or de-emphasizing it (larger 
thermal parameters). 
The scale, the occupancy parameters and the thermal parameters are 
highly correlated with one another, and are more sensitive to the background 
correction than are the positional parameters. 
The structure should be refined to convergence. That is, the maximum 
shift estimated standard deviation (e.s.d.) in the final cycle of refinement 
should be no more than 0.10. All parameters (profile and structural) should 
be refined simultaneously to obtain correct estimated standard deviation. 
2.3.4 WinPLOTR 
WinPLOTR is software to plot and analyze powder diffraction 
patterns. It can be used to plot raw and normalized data files coming from 
X-ray and neutron diffractometer as well as Rietveld files created by several 
Rietveld type refinement program (FullProf, Jana 2000, Rietan 2000 
Debvin). 
WinPLOTR has been also developed to be preferential graphic 
interface for the Rietveld type FullProf program: edition of PCR input file, 
plot Rietveld type plots etc can directly be performed through the 
WinPLOTR interface. 
WinPLOTR has been developed to run on PC's with a 32-bit 
Microsoft Windows operating system, it supports Windows 95/98/2000 
Windows NT versions 3.5land up. 
This graphic software has been build up with Lahey FORTRAN 95, 
using the Windows facilities of RealWin. It has been optimized for a colour 
screen display with a resolution of 1024X 768 pixels. 
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WinPLOTR salient features 
> Several data file format (neutron, synchrotron, time of flight, 
dispersive energy) 
> Data file created by Rietveld type refinement program FullProf, Jana 
2000, Rietan 2000 and Debvin. 
> Graphic options : cursor, zoom etc. 
> Select and save points with the mouse 
> Automatic peak search 
> Calculations 
• Summation, difference, smoothing derivative curves 
• Background subtraction 
• Linear fit 
• Profile fitting procedure (pseudo-Voigt; Thomson-Cox-Hasting) 
• FWHM calculations (Caglioti formula, etc.) 
• Microstructural analysis 
> Rietveld files : 
• (hkl) information 
• (hkl) listing 
• plot the zero difference line 
> Edit PCR FullProf input file 
> Save pattern plots 
2.4 Transport properties 
Resistivity measurements 
We have use the standard four-probe technique for resistivity 
studies on the Lno.ssCao.isMnOs (Ln= La, Pr, Nd and Sm) samples, in 
the temperature range 80-300 K. These studies show that Ndo.gjCao.isMnO ,^ 
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Pro.gsCao.isMnOsand Srtio.gsCao.isMnOs samples are insulators at all 
temperature and Lao,85Cao.i5Mn03 shows an insulator to metal transition 
with a cusp centered around 200 K. 
The contact and lead wire resistances cannot be avoided, when the 
sample resistance is measured by two probes using a multimeter. The four-
probe method is a simple technique to overcome this limitation. Four 
contacts are made on a well-sintered pellet using conductive solder of low 
melting point. Fine enamelled copper wires are used to pass the constant 
current of the order of few microamperes through the outer two leads using 
a constant current source (KEITHLY, Model-2400). The voltage developed 
across the two inner leads was measured using the nanovoltmeter 
(KEITHLY, Model-2182) as a function of temperature. The resistivity as a 
function of temperature was measured during the warming up cycle. The 
block diagram of the four-probe setup used for measuring the resistivity is 
shown in Fig. 2.5. 
KEITHLY 
Current source 
KEITHLY 
Nanovoltmeter Cryo tip Assembly 
and 
Sample 
Holder 
Interface 
Scanner 
Temperature 
Controller 
PC I 
Figure 2.5: Block-diagram of four-probe resistivity setup. 
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Introduction 
In this chapter, we discuss the interpretation of our results on the structural 
and transport aspects of bulk polycrystalline samples, Lno.85Cao.i5Mn03 (Ln = 
La, Pr, Nd and Sm). Powder X-ray diffraction (XRD) measurements of the 
samples were performed using Bruker D8 X-ray diffractometer with Cu K^  
radiation at room temperature for 20 < 29 < 80. The temperature dependence of 
dc electrical resistivity has also been measured for all the samples in the 
temperature range 80-300 K. 
3.1 The structural analysis 
The structural analysis is performed using PowderX [1] and Rietveld 
refinement [2] using FullProf [3] program. Figures (3.1-3.4) show the structural 
analysis of Lao.gsCao.isMnOa (LCMO), Ndo.gsCao.isMnOs (NCMO), 
Smo.gsCao.isMnOj (SCMO) and Pro.gsCao.isMnOs (PCMO) samples 
respectively. It is found that all the samples are formed in single-phase 
structure with the orthorhombic crystal symmetry, with lattice type P and 
having space group ?nma. Tables 3.1-3.4 demonstrate the observed and 
calculated interplanar distances at different 20 values for the samples. The 
maximum deviation that occurred between the observed and calculated 
values of the interplanar spacing remained below 0.0583 A. In most of the 
cases, the calculated and experimentally obtained values are in close 
agreement. Figures (3.4-3.7) show the Rietveld refinement plot of the 
samples and we summarize all the lattice parameters for the samples in 
Table 3.5. 
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Figure 3.1 X-ray diffraction pattern of Lao.gsCao.isMnOs (LCMO). 
The structural analysis of Lao,85Cao.i5Mn03 (LCMO) using PowderX 
software showed that the sample has an orthorhombic crystal structure with 
primitive lattice. Total 15 matching lines are found to the experimentally 
observed peaks, whose (hkl) values are listed in Table 3.1 along with 20 
values and interplanar distances. 
The maximum deviation that occurred between the observed and 
calculated values of interplanar spacing is below 0.034 . 
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Table 3.1: The observed and calculated interplanar distances at 
different 29 values for Lao gsCao isMnOs (LCMO) 
hkl 2theta(deg.) 
(exp.) 
2theta(deg.) 
(calc.) 
2theta(deg.) 
(diff.) 
d.(A) 
(exp.) 
d.(A) 
(calc.) 
d.(A) 
(diff.) 
101 22.908 22.939 -0.031 3.87900 3.87385 0.0051 
1 120 28.531 28.239 0.292 3.12603 3.15769 -0.0316 
121 32.656 32.694 -0.038 2.73996 2.73683 0.0031 
030 34.886 34.770 0.116 2.56976 2.57806 -0.0083 1 
, . .1 
102 36.111 36.615 -0.504 2.48533 2.45299 0.0330 
2ri 1 38.541 38.547 -0.006 2.33404 2.33370 0.0003 ( 
1 
220 40.319 40.359 -0.040 2.23510 2.23299 0.0001 \ 
122 43.227 43.672 -0.444 2.09123 2.07098 0.0202 
1 
202 46.865 46.868 -0.003 1.93704 1.93692 0.0001 ; 
141 53.034 52.879 -0.154 1.72535 1.73002 -0.0046 
042 58.300 58.338 -0.039 1.58142 1.53045 0.0009 
213 61.863 62.177 -0.314 1.49860 1.49179 0.0068 
004 68.349 68.328 -0.022 1.37133 1.37171 -0.0003 
024 73.086 73.145 -0.060 1.29370 1.29279 0.0009 
204 77.781 77.893 -0.058 1.22691 1.22614 0.0007 
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Figure 3.2: X-ray diffraction pattern of Ndo.gsCao.isMnOs (NCMO). 
The structural analysis of Ndo.gsCao.isMnOs (NCMO) using PowderX 
software showed that the sample has an orthorhombic crystal structure with 
primitive lattice. Total 16 matching lines are found to the experimentally 
observed peaks, whose (hkl) are listed in Table 3.2 along with 29 values 
and interplanar distances. 
The maximum deviation that occurred between the observed and 
calculated values of interplanar spacing is below 0.026 which is still less 
than LCMO where it is 0.034 . 
Table 3.2: The observed and calculated interplanar distances at different 
20 values for Ndo ssCao.isMnOj (NCMO). 
hkl 2theta(deg.) 
(exp.) 
2theta(deg.) 
(calc.) 
2theta(deg.) 
(diff.) 
d.(A) 
(exp.) 
d.(A) 
(calc.) 
d.(A) 
(diff.) 
101 22.878 23.032 -0.155 3.88411 3.85833 0,0257 
, 111 25.702 25.694 0.008 3.46333 3.46439 -0.0010 
120 28.208 28.053 0.155 3.16109 3.17821 -0.0171 
200 32.902 
40.881 
33.215 -0.312 2.71999 2.69514 0.0248 
220 40.537 0.273 2.20932 2.22359 -0.0142 
221 43.687 43.854 -0.167 2.07028 2.06281 0.0074 
202 46.761 47.068 -0.307 1.94109 1.92916 0.0119 
30! 53.502 
58.990 
53.592 
-0.090 1.71135 1.70869 0.0026 
321 58.876 0.114 1.56454 1.56730 -0.0027 
213 
133 
322 
61.985 
64.375 
66.879 
62,121 -0.136 1.49593 1.49299 0.0029 
64.097 
66.405 
0.279 
0.474 
1.44605 
1.39786^ 
1.45166 -0.0056 
1.40669 -0.0083 
^ 014 68.976 68.969 0.007 1.36039 1.36051 -0.0001 
143 72.344 72.378 -0.034 1.30512 1.30459 0.0005 
061 74.005 74.255 -0.25 1.27989 1.27619 0.0037 
214 78.544 78.726 -0.182 1.21690 1.21453 0.0023 
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Figure 3.3: X-ray diffraction pattern of Smo.gsCao.isMnOs (SCMO). 
The structural analysis of Smo.gsCao.isMnOs (SCMO) using PowderX 
software showed that the sample has an orthorhombic crystal structure with 
primitive lattice. As many as 19 matching lines are found to the 
experimentally observed peaks, whose (hkl) are listed in Table 3.3 along 
with 29 values and interplanar distances. 
The maximum deviation that occurred between the observed and 
calculated values of interplanar spacing is below 0.057 . 
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Table 3.3: The observed and calculated interplanar distances at different 
29 values for Smo ssCao i5Mn03 (SCMO). 
hkl 2theta(deg.) 
(exp.) 
2theta(deg.) 
(calc.) 
2theta(deg.) 
(diff.) 
d.(A) 
(exp.) 
d.(A) 
(calc.) 
d.(A) 
(diff.) 
101 22.839 22.823 0.016 3.89061 3.89334 -0.0027 
111 25.767 25.537 0.230 3.45473 3.48532 -0.0305 
120 28.448 28.030 0.419 3.13490 3.18077 -0,0458 
002 31.610 32.267 -0.656 2.82817 2.77211 0.0560 -' 
200 33.128 32.725 0.403 2.70197 2.73430 -0.0323 
210 35.382 34.728 0.654 2.53484 2.58109 -0.0462 
201 36.677 36.615 0.062 2.44830 2.45228 -0.0039 
211 39.095 38.440 0.655 2.30226 2.33994 -0.0376 
131 
j 
41.404 41.662 -0.258 2.17901 2.16612 0.0128 
i 221 44.240 43.527 0.713 2.04570 2.07753 -0.0318 
202 46.596 46.619 -0.024 1.94761 1.94667 0.0009 
230 48.452 48.192 0.261 1.87722 1.88676 -0.0090 
013 50.712 50.718 -0.006 1.79874 1.79854 0.0002 
141 52.330 52.320 0.010 1.74687 1.74720 -0.0003 
023 . 54.726 54.906 -0.180 1.67592 1.67086 0.0050 
320 56.144 55.581 0.563 1.63691 1.65216 -0.0152 
232 59.724 59.189 0.535 1.54706 1.55976 -0.0127 
213 61.765 61.680 0.086 1.50073 1.50262 -0.0018 
151 64.090 64.111 -0.021 1.45179 1.45136 0.0043 
004 66.705 67.525 -0.819 1.40108 1.38605 0.0150 
242 67.852 67.890 -0.038 1.38017 1.37948 0.0006 
340 70.383 70.585 -0.203 1.33661 1.33327 0.0334 
411 72.061 72.117 -0.056 1.30955 1.30867 0.0008 
313 73.908 73.979 -0.071 1.28132 1.28027 0.0010 
204 76.716 77.082 -0.366 1.24127 1.23629 0.0049 
412 78.851 78.974 -0.124 1.21293 1.21134 0.0015 
342 79.992 79.748 0.244 1.19847 1.20152 -0.0030 
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64 
3 
ni 
2e(degrees) 
Figure 3.4: X-ray diffraction pattern of Pro.gsCao.isMnOs (PCMO). 
Structural analysis oi' Pro.85Cao.i5Mn03 (PCMO) using PowderX 
software showed that the sample has an orthorhombic crystal structure with 
primitive lattice. Total 18 matching lines are found to the experimentally 
observed peaks, whose (hkl) are listed in Table 3.4 along with 20 values 
and interplanar distances. 
The maximum deviation that occurred between the observed and 
calculated values of interplanar spacing is below 0.0583 . 
Table 3.4: The observed and calculated interplanar distances at 
different 20 values for Prox.Xa,, isMnO;, (PCMO). 
hkl 2theta(deg.) 
(exp.) 
2theta(deg.) 
(calc.) 
2theta(deg.) 
(diff.) 
d.(A) 
(exp.) 
d.(A) 
(calc.) 
d.(A) 
(diff.) 
101 23.200 23.206 -0.006 3.83080 3.82990 0.0009 
111 26.337 26.007 0.331 3.38118 3.42341 -0.0422 
120 28.931 28.616 0.315 3.08373 3.11695 -0.0332 
200 33.338 33.169 0.169 2.68546 2.69877 -0.0133 
210 36.096 35.243 0.853 2.48630 2.54452 -0.0582 
112 38.059 38.901 -0.843 2.36250 2.31324 0.0492 
130 39.834 39.097 0.737 2.26122 2.30214 -0.0409 
1 220 41.143 40.918 0.225 0.19223 2.20378 -0.0115 
131 43.043 42.616 0.427 2.09979 2.11983 -0.0200 
221 44.493 44.318 0.176 2.03464 2.04229 -0.0076 
040 47.846 47.597 0.249 1.89959 1.90895 -0.0093 
300 50.854 50.699 0.155 1.79408 1.79918 -0.0053 
301 53.977 53.614 0.363 1.69739 1.70803 -0.0106 
311 55.509 55.049 0.460 1.65412 1.66684 -0.0127 
320 57.265 56.497 0.768 1.60750 1.62752 -0.0200 
240 59.603 59.242 0.361 1.54991 1.55848 -0.0085 
330 63.386 63.243 0.143 1.46621 1.46919 -0.0028 
133 64.800 65.509 -0.710 1.43760 1.42373 0.0138 
331 66.018 65.793 0.225 1.41399 1.41828 -0.0042 
400 69.926 69.619 0.306 1.34422 1.34939 -0.0051 
104 71.527 71.547 -0.020 1.31801 1.31769 0.0003 
114 72.846 72.772 0.074 1.29737 1.29850 -0.0011 
124 76.273 76.402 -0.128 1.24737 1.24559 0.0017 
034 79.739 79.975 -0.235 1.20163 1.19869 0.0029 
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Figure 3.5: Rietveld plot of compound LCMO. Black dots plus line indicate the 
experimental data and the red dots plus line overlapping them indicate calculated 
profile. The lowest curve shows the difference between experimental and 
calculated patterns. The vertical bars in blue are the expected Bragg's positions. 
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Figure 3.6: Rietveld plot of compound NCMO. Black dots plus line indicate the 
experimental data and the red dots plus line overlapping them indicate calculated 
profile. The lowest curve shows the difference between experimental and 
calculated patterns. The vertical bars in blue are the expected Bragg" s positions. 
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Figure 3.7: Rietveld plot of compound SCMO. Black dots plus line indicate the 
experimental data and the red dots plus line overlapping them indicate calculated 
profile.The lowest curve shows the difference between experimental and 
calculated patterns. The vertical bars in blue are the expected Bragg's positions. 
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Figure 3.8: Rietveld plot of compound PCMO. Black dots plus line indicate the 
experimental data and the red dots plus line overlapping them indicate calculated 
profile. The lowest curve shows the difference between experimental and 
calculated patterns. The vertical bars in blue are the expected Bragg" s positions. 
Table 3.5: The refined lattice parameters and unit cell volume of the samples 
Composition Crystal 
symmetry 
Space 
group a (A) b(A) c(A) 
Unit cell 
volume 
LaossCao isMnOs Orthorhombic Pnma 5.47742 7.75361 5.51135 234.065 
NdossCao isMnOs Orthorhombic Pnma 5.53099 7.62143 5.39979 227.623 
Pro ssCdo \5MnO3 Orthorhombic Pnma 5.31668 7.57188 5.51688 222.094 
SmossCao i5Mn03 Orthorhombic Pnma 5.35726 7.51029 5.64454 227.105 
<f-
1 'V'<A 
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3.2 Transport analysis 
Figure 3.9 shows the variation of resistivity as a function of temperature for 
the three samples Ndo.85Cao.i5Mn03 (NCMO), Pro.gsCao.isMnOj (PCMO) and 
Smo.ssCao.isMnOs (SCMO) demonstrating the semiconducting behaviour [4]. 
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Figure 3.9: Temperature dependence of resistivity of Lno.gsCao i5Mn03 (Ln = Nd, 
Pr and Sm). 
The dc conductivity (Odc) of these samples can be explained using a polaron 
hopping mechanism with an expression (in the non-adiabatic approximation) of 
the form 
a dc= a o/T exp (-W/ICBT) (1) 
where Oo = [kB/\{,hNe^R^C(l-C)]exp(2aR), ke is the Boltzmann constant and T is 
the absolute temperature. N is the number of ion sites per unit volume, R~ (1/N) " 
is the average inter-site spacing, C is the fraction of sites occupied by a polaron, a 
is the electron wave function decay constant, \{,h is the optical phonon frequency 
as estimated from the relation h\j,h = keBo, and the Debye temperature 0D is 
obtained from the temperature where the linearity of logio (OdcT) vs 10/T 
disappears in the high temperature region. The activation energy (W) is 
determined from the slope of the logio (OdcT) vs IOVT curve above 0D/2. Some of 
the important parameters are given in Table-3.6. Figure 3.10 shows an Arrhenius 
plot of logio (a dcT). 
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Figure 3.10: Arrhenius plot of logio (o dJ) of Lno.85Cao,i5Mn03 (Ln = Nd, Pr and Sm) 
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Table 3.6: Important parameters obtained from dc-conductivity data 
Sample ODCK) i^:h(Hz) W(meV) 
NCMO 231 
12 
4.8X10 68.0 
PCMO 339 
12 
4.7X10 64.5 
SCMO 223 
12 
4.6X10 76.0 
The dc conductivity data of the samples are found to obey the Greaves [5,6] 
variable range hopping (VRH) model at intermediate temperature range (between 
9D/4 and 9D/2) where the expression for the conductivity is 
OdcT"'=Lexp(-Q/T"') (2) 
where, Q and L are constants. Figure 3.11 shows such a plot for all the samples 
showing good linear agreement in their respective intermediate temperature range. 
However an attempt has also been made to get the approximate idea about 
the type of conduction mechanism i.e. adiabatic or non-adiabatic conduction in 
these materials. This can be realized using the significance of the tunneling term 
exp (-2a R) in the CQ term of equation (1) and can be seen by plotting logioOdc 
against W at a fixed temperature. Since temperature of measurement is T in 
equation (1), the plot has a slope l/keT for adiabatic hopping as OQ is unchanged, 
while for non adiabatic hopping the term exp (-2a R) will also contribute (equation 
(1)); so a different temperature T will be calculated from the slope. Thus the 
temperature Te estimated from the slope of such a plot (Fig. 3.12) should be equal 
to the experimental temperature T when hopping is considered to be in adiabatic 
regime but Tg should be greatly different from T if hopping is thought to be over in 
the non-adiabatic regime. Here in Fig. 3.12 plotting temperature (T) is arbitrary 
chosen ~ 200 K, and Te comes out to be ~ 589 K (greatly different from T). Thus it 
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is concluded that the conduction is in the non-adiabatic regime for these 
manganites. 
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Fig. 3.12: Variation in a dc with activation energy W for a fixed temperature 200 K 
(arbitrarily chosen). The estimated temperature Te is obtained from the graph. 
Figure 3.13 shows the dc electrical resistivity of Lao.85Cao,i5Mn03 (LCMO) 
A shoulder-like feature or a cusp centered around 200 K can be seen depicting the 
metal to insulator transition (TMI). The metallic resistivity data below T^i could be 
fitted to the expression 
P-P1+P2T" (3) 
with n = 2, here pi and p2 are sample dependent constants. The temperature 
dependent term accounts for electron-electron, electron-phonon and 
electron-magnon scattering. The resistivity data below the transition temperature 
fits nicely with equation (3) as shown in the Fig. 3.14. The resistivity coefficients 
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pi and p2 are found to be 32.40X10'^  (ohm-cm) and 4.13X10'^ (ohm-cnVK-) 
respectively. 
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Figure 3.13 DC electrical resistivity of Lao.gjCao.isMnOs 
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Chapter IV 
CONCLUSIONS 
& 
APPLICATIONS 
The conclusions of our study on the structural and electrical transport 
properties of Lno.85Cao,i5Mn03 (Ln = La, Nd, Pr and Sm) can be summarized as 
follows. 
4.1 Structural properties 
X-ray diffraction (XRD) measurements at room temperature analyzed with 
PowderX software, showed that the Lao.ssCao.isMnOs (LCMO) sample has an 
orthorhombic crystal structure with primitive lattice. Total 15 matching 
lines were found to the experimentally observed peaks. The maximum 
deviation that occurred between the observed and calculated values of 
interplanar spacing is below 0.034 . 
The structural analysis of Ndo.85Cao.i5Mn03 (NCMO) showed that the 
sample has an orthorhombic crystal structure with primitive lattice. Total 
16 matching lines were found to the experimentally observed peaks. The 
maximum deviation that occurred between the observed and calculated 
values of interplanar spacing is below 0.026 which is still less than 
LCMO where it is 0.034 . In case of Smo.gsCao.isMnOj (SCMO) as many 
as 19 matching lines are found to the experimentally observed peaks. The 
maximum deviation that occurred between the observed and calculated 
values of interplanar spacing is below 0.057 . The crystal structure is 
found to be orthorhombic with primitive lattice. 
Structural analysis of Pro.gsCao.isMnOs (PCMO) using PowderX 
software showed that the sample has an orthorhombic crystal structure with 
primitive lattice. Total 18 matching lines were found to the experimentally 
observed peaks. The maximum deviation that occurred between the 
observed and calculated values of interplanar spacing is below 0.0583 . 
Rietveld refined using FULLPROF program clearly shows that the 
prepared samples are formed with single phase having crystal structure 
orthorhombic while space group is found to be Vnma. The unit cell volume of 
Lao.85Cao.i5Mn03 is the highest viz. 234.065 A where as it is the lowest for 
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Pro.ssCao.isMnOa viz. 222.094 A^  and it is 227.623 A^  and 227.105 A^  respectively 
for Ndo.85Cao.i5Mn03 and Smo.85Cao.i5Mn03. 
4.2 Transport properties 
We have measured the dc electrical conductivities of polycrystalline 
Ln().g5Cao.i5Mn03 (Ln - Nd, Pr and Sm) manganites for the temperature range 80-
300 K. Different conduction mechanisms have been tried to fit the observed data. 
Mott's VRH model doesn't explain the conduction mechanism in the temperature 
range of our samples. However, the Greaves's VRH model at intermediate 
temperatures (6D/4 < T < 9D/2) is found to be suitable to describe the dc 
conductivity data. The activation energies of the samples are observed to decrease 
with the increase of temperature, it is the highest for Smo.gsCao.isMnOs (SCMO) 
i.e.76 meV and 64.5 meV and 68 meV respectively for Pro,85Cao.i5Mn03 (PCMO) 
and Ndo.85Cao,i5Mn03 (NCMO). The conductivity is found in non-adiabatic 
regime. 
In the dc electrical resistivity of Lao,85Cao,i5Mn03 (LCMO), a shoulder-like 
feature or a cusp centered around 200 K is observed depicting the metal to 
insulator transition (MIT). The metallic resistivity data below MIT temperature 
TMI has been fitted to the expression p = pi4- pjT", with n = 2. The pi and p2 are 
sample dependent constants whose values for LCMO are 32.40x10'^  ohm-cm and 
4.13x10"^ ' ohm-cm/K^ respectively. The temperature dependent term accounts for 
electron-electron, electron-phonon and electron-magnon scattering. 
4.3. Applications 
The chemical and physical properties of mixed-valence manganites lead to 
many potential applications. Depending on the chemical properties, they can be 
used as catalysts for auto exhausts and electrochemical engineering, where they 
are employed as electrodes in oxygen sensors and solid oxide fuel cells. The 
mixed valence of Mn -^Mn ^ is associated with the catalytic activity where the 
mixed ionic-electronic conductivity is due to the formation of oxygen vacancies in 
the material. Temperature, pressure and magnetic field dependence of resistivity 
falls into the physical properties of manganites. The potential applications 
depending on the physical properties include, magnetic sensors, magnetoresistive 
read heads and random access memory, spin valve devices, magnetic storage in 
hard disks and floppy disks etc. The heterogeneous ferromagnetic materials, such 
as thin-film multilayer and cluster-alloy compounds display giant 
magnetoresistance (GMR) and have the prospect of their use in magnetic 
recording. The prototype disk drives employing GMR read heads present a 
challenge to traditional MR read-head technology. Some materials, specifically 3D 
transition-metal oxides, possess large room-temperature magnetoresistivity 
associated with a paramagnetic-ferromagnetic phase transition. They have the 
possibility of creating metal oxide devices whose performance may exceed to that 
of GMR devices. The large magnetoresistivity in these oxides is the result of a 
unique type of metal-insulator transition and its understanding complements the 
drive for applications. The phenomenon that the resistance in CMR manganites 
can be easily controlled by the electric current should be of high interest for both 
fundamental research and practical applications. 
