Feature selection is widely used in preparing highdimensional data for effective data mining. Attributevalue data in traditional feature selection differs from social media data, although both can be large-scale. Social media data is inherently not independent and identically distributed (i.i.d.), but linked. Furthermore, there is a lot of noise. The quality of social media data can vary drastically. These unique properties present challenges as well as opportunities for feature selection. Motivated by these differences, we propose a novel feature selection framework, CoSelect, for social media data. In particular, CoSelect can exploit link information by applying social correlation theories, incorporate instance selection with feature selection, and select relevant instances and features simultaneously. Experimental results on real-world social media datasets demonstrate the effectiveness of our proposed framework and its potential in mining social media data.
Introduction
The massive and high dimensional social media data poses new challenges to data mining tasks such as classification and clustering. One conventional and direct approach to handling large-scale and high-dimensional data is feature selection [1, 3] . Feature selection aims to select a subset of relevant features for a compact but more accurate data representation [3, 5] .
The vast majority of existing feature selection algorithms work with "flat" data containing uniform entities (or attribute-value data points) that are typically assumed to be independent and identically distributed (i.i.d.). However, the nature of social media determines that social media data is different from attribute-value data. Social media data is inherently linked. A typical example of social media data is demonstrated in Figure 1 . There are users and posts and note that we use "post" here in a loose way to cover highdimensional user generated content in social media such as tweets, blogs, photos and videos. A user can have multiple posts (posting relations) and also can follow other users (following relations). Except the conven- * Computer Science and Engineering, Arizona State University, Tempe, AZ. {jiliang.tang, huan.liu}@asu.edu Linked social media data is patently not independent and identically distributed, which contradicts one of the most enduring and deeply buried assumptions of traditional machine learning methods [9, 10] . Furthermore, two common characteristics of linked data, i.e., concentrated linkage and autocorrelation, reduce the effective size of instances for learning [9] . That is, given attribute-value data of the same size, there are more irrelevant instances in linked data. The challenges from social media data do not stop here. Users in social media can be both passive content consumers and active content producers, causing the quality of social media data to vary drastically [11] . In other words, social media data consists of useful and noisy data instances, further exacerbating the problem of irrelevant instances.
However, social media data contains more information than attribute-value data does in terms of links. In general, there are correlations between connected data instances [6, 7] . For example, it is likely that photos from the same user have similar topics, or two blogs linked via hyperlinks are more similar in terms of topics. The availability of link information can help advanced research on feature selection for social media data.
In this paper, we would like to develop a novel framework for performing feature selection on posts (e.g., tweets, blogs, or photos) by considering the unique properties of social media data: availability of link information and existence of irrelevant instances. We investigate: (1) how to exploit link information; (2) how to select the most relevant instances for feature selection. In our attempt to solve these challenges, we propose a novel feature selection framework, coSelect, for social media data. According to social correlation theories [13, 14] , link information can be exploited as topics of linked data instances are more likely to be similar [6] . We incorporate instance selection and feature selection in the same framework to find relevant instances and features simultaneously. Combining instance selection and feature selection enables us to build a novel feature selection framework for linked and noisy social media data: relevant instances help the selection of relevant features, and relevant features in turn help the selection of relevant instances. Our empirical study on two real-world social media datasets demonstrates the effectiveness of CoSelect.
The rest of this paper is organized as follows: our feature selection framework for social media data, CoSelect, with an optimization method and its detailed convergence analysis, is introduced in Section 2; empirical evaluation on datasets from real-world social media websites is presented with discussion in Section 3; the related work is shown in Section 4; and the conclusions and future work are presented in Section 5.
A Framework for Social Media Data: coSelect
We first introduce the notations and definitions in our paper. Let p = {p 1 , p 2 , . . . , p n } be the set of posts where n is the number of posts and f = {f 1 , f 2 , . . . , f m } be the set of features where m is the number of features.
m×n where x i represents p i and x i (j) is the frequency of f j used by p i . Let c = {c 1 , c 2 , . . . , c k } denote the class label set where k is the number of classes. Y ∈ R k×n is the class label indicator matrix where Y(j, i) = 1 if p i is labeled as c j , otherwise zero.
Except the conventional representation, social media data is linked. Following [6] , p i and p j are linked if p i and p j are connected with hyperlinks, from the same user, or from two linked users. Let R ∈ R n×n denote the link information for social media data, and R(i, j) = 1 if p i and p j are linked, zero otherwise.
There are two challenges arising from the differences between social media data and attribute-value data: linked and irrelevant instances. In this section, we first present the solutions to these challenges, then with the solutions to the challenges posed by social media data, we propose a novel feature selection framework, coSelect, for social media data, and finally we present an optimization algorithm for coSelect with detailed convergence analysis.
Exploiting Link Information
Linked social media data is different from attribute-value data due to the correlations between its data instances [6] . Two linked blogs are more likely to have similar topics than two randomly chosen blogs. For example, a blog about "sports" is more likely to connect to other "sports" related blogs. These correlations can be explained by social correlation theories such as homophily [13] and social influence [14] . Homophily suggests that instances with similar topics are more likely to be linked while social influence theory indicates that linked instances are more likely to have similar topics.
We can exploit the correlations suggested by social correlation theories for feature selection. Before going into the details, we first introduce a representative feature selection method based on ℓ 2,1 -norm regularization [15] as our basis feature selection algorithm, which selects features across data points with joint sparsity [16] .
where W ∈ R m×k and W 2,1 is the ℓ 2,1 -norm of W, which is defined as follows,
it controls the capacity of W and also ensures that W is sparse in rows, making it particularly suitable for feature selection. The parameter α is introduced to control the sparsity of W. Let T (x i ) : R m → R k be the function to predict the labels of the data instance p i , i.e., T (x i ) = W ⊤ x i . As analyzed above, linked data are more likely to have similar labels. The sum of label distances between linked data instances can be calculated as,
where L = D − R is the Laplacian matrix, and D is a diagonal matrix with D(i, i) = j R(j, i). To capture link information, we add a regularization term into Eq. (2.1) to force the labels of linked data instances close to each other by minimizing Eq. (2.3). Therefore the formulation for feature selection exploiting link information can be written as
where γ is introduced to control the contribution from link information.
Incorporating Instance Selection
Social media produces massive user generated content and the quality of social media data varies drastically from excellent content to abuse and spam [11] , resulting in useful and irrelevant instances mixed together. Furthermore, the linked property of social media data determines the existence of irrelevant instances [9] . In this subsection, we introduce the technical details about how to select relevant instances for feature selection. Let B = X ⊤ W − Y ⊤ − Ξ be the residual matrix where Ξ is a random error matrix, usually assumed to be multi-dimensional normal distribution [17] . The residual matrix B is a strong indicator of anomalies in a dataset [18, 17] . Each row of B corresponds to a data instance, and a large norm of B(i, :) indicates a significant deviation of the i-th data instance, more likely to be an irrelevant instance. Therefore the residual matrix B can be used to realize instance selection and feature selection with instance selection can be formulated as:
where the parameter β is introduced to control the sparsity of B. In Eq. (2.5), feature selection is achieved via ℓ 2,1 -norm on W while the purpose of the ℓ 2,1 -norm on B is two-fold. One is that ℓ 2,1 -norm of a matrix ensures that B is sparse in rows, making it particularly suitable for instance selection; the other is to avoid the trivial estimate B = Y ⊤ and get a meaningful estimate of W.
The CoSelect Framework
With our solutions to these two challenges posed by social media data, we are ready to introduce the CoSelect framework. Considering both exploiting link information (Eq. (2.4)) and incorporating instance selection (Eq. (2.5)), CoSelect is to solve the following optimization problem,
We use J (W, B) to denote the objective function in Eq. (2.6), where the first term is used to fit the label information, the second and third terms use ℓ 2,1 on W and B to achieve feature selection and instance selection respectively, and the fourth term is used to exploit link information. It is easy to verify that J (W, B) is jointly convex with W and B, implying that a global optimal solution is guaranteed for the problem in Eq. (2.6). However, it is difficult to optimize two variables simultaneously. Thus we adopt an alternating optimization to solve this problem, which works well for a number of practical optimization problems [19] . Under this scheme, we update W and B in an alternating manner.
Given B, Computing W:
Given B, the optimal W can be obtained by minimizing the following problem,
where C = B ⊤ + Y is a constant matrix. We develop the following theorem to obtain the update rule for W in each iteration. 
where D W is a diagonal matrix with the i-th diagonal element as:
Proof. The Lagrangian function of the problem in Eq. (2.7) is:
We take the derivative of L W ,
Matrices XX ⊤ and XLX ⊤ are semi-positive definite matrices and therefore XX ⊤ + γXLX ⊤ + αD W is a positive definite matrix. Setting the derivative to zero, we can obtain the update rule in Eq. (2.10), (2.10)
which completes the proof.
Given W, Computing B:
Given W, the optimal B can be obtained by minimizing the following problem,
where H = W ⊤ X − Y. Similarly, we develop the following theorem to obtain the update rule for B.
Theorem 2.2. When fixing W, B can be updated by,
where D B is a diagonal matrix with the i-th diagonal element as:
Proof. The proof process is similar to that for Theorem 2.1. To save space, we ignore the detailed proof.
Based on Theorems 2.1 and 2.2, we develop CoSelect with its details in Algorithm 1: by setting C = Y in Eq. (2.10), W is initialized as shown in line 3, in order to speed up the algorithm's convergence (more to follow in the experiment section). From line 5 to line 10, B and W are updated alternatingly according to Theorems 2.1 and 2.2. After the algorithm terminates, we select the most relevant features and instances according to W and B, respectively. The larger the norm of W(i, :) 2 , the more relevant the i-th feature is; while the larger the norm of B(j, :) 2 , the more irrelevant the j-th instance is, as shown in lines 12 and 13. We begin the convergence study with the following lemma.
Lemma 1. The following inequality holds provided that b i t | r i=1 are non-zero vectors, where r is an arbitrary number. 
Update B as: B ← (I n + βD B ) −1 H ⊤ ;
7:
Update the diagonal matrix D B , where the i-th diagonal element is 
Update W as:
10:
Update the diagonal matrix D W , where the i-th diagonal element is Proof. The proof process is similar to that in [20, 6] , and we ignore the detailed proof to save space.
With Lemma 1, we develop the following theorem regarding the convergence of Algorithm 1. Proof. We divide the proof process into two steps: (1) the update rule in Theorem 2.2 monotonically decreases J (B), i.e., J (W t , B t ) ≥ J (W t , B t+1 ), and (2) the update rule in Theorem 2.1 monotonically decreases
It can be easily verified that B t+1 is the solution to the following problem,
which indicates that,
Then we have the following inequality,
Meanwhile, according to Lemma 1, we have,
Similarly, we can verify that
). Thus we can get the following inequality chain,
Algorithm 1 monotonically decreases the objective function value. Thus it converges to an optimal solution for Eq. (2.6) since the objective function in Eq. (2.6) is jointly convex, which completes the proof.
Time Complexity: The most time consuming operations of Algorithm 1 are to obtain the inverses of the matrices I n + βD B and (XX ⊤ + γXLX ⊤ + αD W ).
• I n +βD B is a diagonal matrix, hence, (I n +βD B ) −1 is also diagonal and its i-th diagonal element correspond to the reciprocal of i-th diagonal element of I n + βD B , which needs O(n) operations.
• The terms XX ⊤ and XLX ⊤ in (XX ⊤ +γXLX ⊤ + αD W ) can be computed efficiently since X is sparse. It costs O(max(m, n)n). They are not changed during iterations, hence we only need to calculate them once.
be efficiently obtained through solving the linear equation (XX
In summary, the total time complexity of Algorithm 1 is #iterations * O(m 2 k) + O(max(m, n)n)
Experiments
In this section, we conduct experiments to verify the effectiveness of the proposed framework, CoSelect, on datasets from real-world social media websites by comparing it with the state-of-the-art feature selection methods with and without instance selection. After introducing datasets, we discuss experiment setting with a convergence study, and present a comprehensive comparative study of CoSelect followed by a discussion on parameter selection.
Social Media Data
Two datasets from realworld social media websites, BlogCatalog and Digg, are collected for evaluation. BlogCatalog: BlogCatalog 2 is a blog directory where users can register their blogs under predefined categories, which are used as class labels of blogs in our work. Blogs are linked via their hyperlinks and social context. This dataset is obtained from [21] .
Digg: Digg 3 is a popular social news aggregator that allows users to submit, digg, and comment on stories. The topics of stories are considered as the class labels. The hyperlinks between stories are unavailable and stories are linked via social context. This dataset is a subset of the dataset used in [22] .
The posts are preprocessed for stop-word removal and stemming and TFIDF is used to remove obviously irrelevant features. Note that terms in posts are considered as features in both data sets. Some statistics of these datasets are shown in Table 1 .
Experiment Setting and Baseline Methods
For both datasets, we randomly split data into training data (40%) and testing data (60%). Following [20, 23] , feature quality is assessed via classification performance. Linear SVM [25] is used for classification given its overall good performance. How to automatically determine the optimal number of selected features is still an open problem [6] , thus we vary the percentages of selected features from 10% to 100% with an incremental step of 10%.
Two representative feature selection algorithms are chosen as baseline methods: FisherScore [26] (FS) and Joint ℓ 2,1 -Norms [20] (RFS). Previous study showed that FisherScore is a state-of-the-art supervised feature selection algorithm [27] while RFS applies joint ℓ 2,1 -norm minimization on both loss function and regularization, which is robust to outliers [20] . We did not compare CoSelect with LinkedFS in [6] as LinkedFS utilizes unlabeled data during training. As a common practice, the parameters in feature selection algorithms and Linear SVM are tuned via cross-validation.
Convergence Study
Before proceeding to obtain classification results, we investigate the convergence of CoSelect with two different initializations of W, random vs. non-random initialization; the latter initialization is shown in line 3 of Algorithm 1. The results are depicted in Figure 2 . We observe that: (1) CoSelect with non-random initialization of W converges much faster than that with random initialization; and (2) CoSelect with non-random initialization converges rapidly, usually in fewer than 10 iterations. In our following experiments, we adopt the non-random initialization of W in pursuit of efficiency.
Comparing
CoSelect with Feature Selection Algorithms with and without Instance Selection In this set of experiments, we evaluate CoSelect in two scenarios: (1) without applying instance selection, we observe how different feature selection algorithms fare, and (2) with instance selection, i.e., applying instance selection with state-of-the-art algorithms first, we examine how these feature selection algorithms compare with CoSelect. When using 100% of instances, we select x% of features whose classification performance is shown in Table 2 , where x varies from 10 to 100 with an increment of 10. Note that all parameters are determined through cross-validation. For CoSelect, we set {α = 0.1, β = 0.01, λ = 0.3} for BlogCatalog and {α = 0.1, β = 0.1, λ = 0.3} for Digg.
As the percentage of selected features increases, the performance first improves, achieves its peak value, and then degrades. In short, feature selection helps. For example, CoSelect gains 16.24% and 8.85% relative improvement with 20% of features in BlogCatalog and Digg, respectively, compared to that with 100% of features. It is clear that the number of features can be significantly reduced for social media data without compromising performance. We note that RFS consistently outperforms FS. RFS selects features in batch mode and considers feature correlation. It is consistent with what was suggested in [6, 23] that it is better to analyze features jointly for feature selection. CoSelect consistently outperforms RFS (and FS), especially when the numbers of selected features are small. There are two main reasons: first, CoSelect exploits link information among instances; and second, CoSelect selects the most relevant features and instances simultaneously.
Next we run FS and RFS after applying an instance selection algorithm to select instances, and we choose DROP3 in our work since it is proven to be one of the state-of-the-art instance selection algorithms [28] . We vary the number of selected instances from 10% to 100% with an incremental step of 10%, and then for each percentage of selected instances, we repeat the experiment by selecting x% features where x varies from 10 to 100 with an increment of 10. Hence, for each y% of selected instances, there are 10 accuracy rates correspondingly, and we report the best performance with the corresponding selected features and the results are shown in Table 3 .
A simple combination of feature selection, i.e., FS or RFS, and instance selection, i.e., DROP3, results in limited or no performance improvement for social media data. For example, FS only gains less than 1% improvement in BlogCatalog and no improvement in Digg. As we know, social media data is high-dimensional and noisy. Therefore high-dimensional data can make instance selection difficult and noisy instances could confuse feature selection. CoSelect obtains significant improvement when selecting features and instances simultaneously: on average, CoSelect obtains 9.76% and 4.06% relative improvement in BlogCatalog and Digg, respectively.
We note that CoSelect achieves its best performance with fewer instances and features, demonstrating that CoSelect is more likely to select relevant instances and features. CoSelect allows feature selection and instance selection to reinforce each other: relevant instances can guide the selection of relevant features, and relevant features in turn help select relevant instances.
A Comprehensive Study of Co-Selecting Features and Instances
In this subsection, we systematically investigate the performance of CoSelect by varying numbers of both selected features and selected instances from 10% to 100% with an incremental step of 10%: i.e., a total of 100 experiments for each dataset. We only show the results for BlogCatalog in Table 4 since we have similar observations in Digg. Note that the first row represents the percentages of features and the first column denotes the percentages of instances. The highlighted numbers are the best performance of CoSelect for each percentage of selected features. It is consistently better than that with 100% instances. The boldfaced numbers signify the cases with the smallest numbers of features and instances whose performance exceeds that with 100% features and 100% instances. We can see that using a very small portion of the whole datasets can obtain comparable or better performance than using the whole dataset. For example, for the BlogCatalog data, the performance with 40% instances and 10% of features is better than that with 100% instances and 100% of features, i.e., 51.10% vs 48.21%. In other words, CoSelect can obtain better performance with only 4% of the whole dataset.
In order to verify the effect of instance selection with respect to feature selection, given a percentage of selected features, we perform another comparison for CoSelect to use selected instances or the full set of training data in classification. We observe that when selecting relevant features and instances together, CoSelect gains up to 10.36% and 4.09% relative improvement for BlogCatalog and Digg, respectively. The above observations demonstrate that CoSelect can select relevant features and instances simultaneously by integrating instance and feature selection in the same framework.
Related Work
Feature selection methods fall into three categories, i.e., the filter model, the wrapper model and the embedded model [29, 5] . The filter model relies on general characteristics of the data to evaluate and select feature subsets without involving any mining algorithm [30, 31, 32, 24] . The wrapper model requires one predetermined mining algorithm and uses its performance as the evaluation criterion. It searches for features better suited to the mining algorithm aiming to improve mining performance [26, 34, 35] . For the embedded model, the procedure of feature selection is embedded directly in the training process [36, 20, 15, 6, 4] .
Sparsity regularization such as ℓ 2,1 of a matrix is applied to feature selection in recent years. In [16] , the ℓ 2,1 of the matrix is introduced as a rotational invariant ℓ 1 norm. A similar model for ℓ 2,1 -norm regularization is proposed to select features for multitask learning [37, 15] . In [23] , Zhao et al. introduces a spectral feature selection algorithm based on a sparse multi-output regression with a ℓ 2,1 norm constraint to select relevant features while removing redundancy. Nie et al. [20] apply ℓ 2,1 -norm minimization to both loss function and regularization. A loss function with ℓ 2,1 -norm is robust to outliers while ℓ 2,1 -norm regularization selects features across all instances with joint sparsity. The increasing popularity of social media produces massive linked social media data. In [6] , LinkedFS is proposed to take advantage of social context for feature selection in a semi-supervised manner. In [4] , LUFS is introduced to exploit link information presented in social media data for unsupervised feature selection. However, both LinkedFS and LUFS utilize unlabeled data when training and cannot distinguish relevant instances from irrelevant instances for effective learning.
In [40] , a coSelection framework is proposed for unsupervised rare category analysis. It can co-select examples from the rare category and features relevant to identify the rare category. However, this coSelection framework is different from our proposed coSelect framework. First, coSelection in [40] is only for attribute-value data while our proposed framework can take into account linked data. Second, the tasks of these two frameworks are different. coSelection aims to identify the rare categories and their relevant features, including rare category selection and feature selection, while our work focuses on feature selection aided by instance selection for efficient and effective learning. Instance selection is introduced to address the noisiness of social media data. Third, coSelection in [40] is unsupervised while ours is supervised. Thus their formulations and optimization methods are different from ours.
Conclusions
Having observed the unique characteristics of social media data, we propose a novel feature selection framework, CoSelect, for social media data. As we know, social media data is linked, noisy, and can contain irrelevant instances. Link information suggests that topics of linked instances may be similar. Instance selection is incorporated into feature selection in order to select relevant instances while selecting features. Experimental results on two real-world social media datasets show that the proposed framework (CoSelect) can effectively handle linked data to select features as well as instances. By performing feature selection and instance selection in a co-selection scheme, CoSelect can greatly reduce data (e.g., only 4% of the original dataset) without performance deterioration. In online social networks, it is easy to establish connections which can lead to networks with heterogeneous relationship strengths [41] . Thus one future direction is to incorporate tie strength estimation and prediction into CoSelect to further exploit link information. Except link information, social media data is always related to other sources. In the future, we would like to investigate how to integrate multiple sources about social media data for feature selection 
