Whole genome sequencing (WGS) is increasingly used to aid in understanding pathogen transmission [1] . Very often the number of single nucleotide polymorphisms (SNPs) separating isolates collected during an epidemiological study are used to identify sets of cases that are potentially linked by direct transmission. However, there is little agreement in the literature as to what an appropriate SNP cut-off threshold should be, or indeed whether a simple SNP threshold is appropriate for identifying sets of isolates to be treated as "transmission clusters". The SNP thresholds that have been adopted for inferring transmission vary widely even for one pathogen. As an alternative to reliance on a strict SNP threshold, we suggest that the key inferential target when studying the spread of an infectious disease is the number of transmission events separating cases. Here we describe a new framework for deciding whether two pathogen genomes should be considered as part of the same transmission cluster, based jointly on the number of SNP differences and the length of time over which those differences have accumulated. Our approach allows us to probabilistically characterize the number of inferred transmission events that separate cases. We show how this framework can be modified to consider variable mutation rates across the genome (e.g. SNPs associated with drug resistance) and we indicate how the methodology can be extended to incorporate epidemiological data such as spatial proximity. We use recent data collected from tuberculosis studies from British Columbia, Canada and the Republic of Moldova to apply and compare our clustering method to the SNP threshold approach. In the British Columbia data, different cases break off from the main clusters as cut-off thresholds are lowered; the transmission-based method obtains slightly different clusters than the SNP cut-offs. For the Moldova data, straightforward application of the methods shows no appreciable difference, but when we take into account the fact that resistance conferring sites likely do not follow the same mutation clock as most sites due to selection, the transmission-based approach differs from the SNP cut-off method. Outbreak simulations confirm that our transmission based method is at least as good at identifying direct transmissions as a SNP cut-off. We conclude that the new method is a promising step towards establishing a more robust identification of outbreaks.
Introduction

Authors
Year SNP Threshold Bryant et al. [10] 2013 6 Clark et al. [11] 2013 50 Guerra-Assunção et al. [6] 2015 10-100 Lee et al. [12] 2015 2 Roetzer et al. [13] 2013 3 Walker et al. [5] 2013 12 Walker et al. [9] 2014 12 Yang et al. [14] 2017 12 Table 1 : SNP thresholds used in recent TB studies as WGS is rolled out widely as a tool in infectious disease, we re-calibrate SNPbased methods to accommodate changes in both sequencing technologies and in the bioinformatics pipelines used to call variant SNPs. Clustering methods that use variant SNP calls exclusively will be most sensitive to such changes. The fundamental logic behind SNP cut-offs is that it takes time to accrue genetic variation; even in organisms where the molecular clock is variable, it seems uncontroversial to assume that two isolates that differ by only a few SNPs are more likely to be a result of recent transmission than isolates that are 50 SNPs apart. However, the rate at which polymorphisms occur varies not only between organisms [15] , but also across a genome; it is affected by selection pressure and by horizontal gene transfer (HGT) [16] (though this is not an issue for TB and there are methods to remove recombination and HGT prior to using SNP cutoffs). As per [17] , it is also important to distinguish between the mutation rate, the rate at which spontaneous mutations occur, and the substitution rate, the rate of accumulation of changes in a lineage which depends on both the mutation rate and the effects of natural selection. Here, when we refer to the clock rate, we mean the substitution rate.
This distinction is particularly important in the case of diseases like TB, where selection pressure due to antibiotics can be significant. Whilst the background SNP accumulation rate for Mycobacterium tuberculosis has been estimated at 0.5 SNPs/genome/year [5] , selection pressure and antibiotic resistance can influence this rate considerably. For example, in [18] we see the observation that "After exclusion of transient mutations in the patient isolates, 4.3 mutations were acquired per year ... or 2.3 mutations per year when excluding resistance mutations." The size of the population of bacteria within a host could also affect the number of SNPs observed between that host and those they infect. Unexplained larger variation is also encountered as documented in [19] , though high SNP numbers could be a result of re-infection or mixed infection rather than in-host evolution. Where we know that selection or high substitution rates are likely to be present and detected, a higher rate is therefore likely to be appropriate for clustering, and this will affect the relationship between SNPs and transmission events.
Others have introduced statistical frameworks for combining genetic and epidemiological information, e.g. [20] , incorporating factors such as sample time, spatial location of hosts, and contact information to allocate cases to putative transmission clusters for onward analysis. There are software packages such as vimes [21] , which provides tools allowing users to integrate different types of data and detect outbreaks. However, hosts move in space over the course of infection, particularly for chronic infections like TB, and contact information is often unavailable. We take a slightly different tack here, and jointly use the sample time and genetic distance, together with a model of SNP acquisition over time and transmission events over time, to base putative transmission clusters on the probability that cases are separated by a threshold number of transmission events. This is motivated by a belief that the number of transmission events between two cases is a natural and intuitive measure of how "clustered" they are in the sense of transmission (and how likely they are to be part of the same outbreak). This cannot usually be measured directly and must be inferred from other data. However, it is reasonable to assume that appropriate incorporation of the time over which the accumulation of SNPs occurs, as well as the likely time between transmission events, give a more accurate and nuanced measure of the likelihood that cases are linked by a small number of transmission events. We develop a probabilistic approach which permits variation in the SNP accumulation process, allows for faster SNP accumulation for sites under selection and allows for variation in the speed with which individuals infect their contacts. We aim to provide a principled alternative to SNP cut-offs for clustering pathogen genomes into putative transmission clusters.
Methods
Clustering
We shall compare two clustering methods. With the commonly used SNP based cut-off, the "SNP method", two samples are considered to be in the same cluster if the SNP distance is less than or equal to than the specified cut-off or threshold (we will use these terms interchangeably). Note that a pair of samples at a greater distance than this may end up in the same cluster because they may be linked by chains of intermediate cases.
Our proposed probabilistic transmission based cut-off, the "transmission method", uses SNP distances, timing information and (optionally) other factors. It is based on sample pairs being clustered together if they are linked, with a given probability, by fewer than a threshold number of transmission events. The transmission method uses the same genetic (SNP) distance information as the SNP method, but in addition makes use of the sample times, knowledge of the SNP accumulation and transmission process, and can easily be extended to incorporate other factors.
We start by looking at a single pair of samples, as illustrated in Figure 1 . We focus on establishing probability distributions for the length of time back to the most recent common ancestor of a sample pair; this is effectively what defines the distance function between the two samples, which in turn forms the basis of the clustering method. It is by way of this estimated distribution that we have the flexibility to incorporate the sample time information as well as other forms of data.
For each sample, we start with the date on which the sample was taken and the aligned nucleotide sequence for the set of variable sites in our set of samples. For any two samples S 1 and S 2 , we have the SNP distance N = N(S 1 , S 2 ) which is equal to the Hamming distance between their respective nucleotide sequences. We also have the sampling time difference δ = δ(S 1 , S 2 ). What we do not know a priori, and therefore we have to estimate, is the total amount of time h over which the SNPs have accumulated (on both branches in total) since the date of the MCRA of S 1 and S 2 . We shall at times refer to h as the "height".
Our method works by first finding a distribution for the amount of time elapsed since the most recent common ancestor of two cases given their sampling dates, the observed number of SNPs between them, and knowledge of the substitution process for the pathogen. The substitution process need not be strictly clock-like (ie not Poisson). Given the time elapsed, we can use a transmission process to estimate the probability that there are more than some threshold number of transmission events in a total time h; we integrate over the unknown h. This transmission process need not be homogeneous.
We make various assumptions in setting up the model. Substitutions and transmissions occur according to a (possibly non-homogeneous) process over time. Unless it is otherwise stated, the population from which the samples are drawn is homogeneous, so transmission is equally likely between hosts irrespective of factors such as location of abode, individual lifestyle etc. (it is straightforward to accommodate this information if it is known, and if the affect on the probability of transmission is known). Also, without loss of generality, we can assume that S 1 is sampled either at the same time as, or before, S 2 .
Noting that δ is fixed by the sampling times in the data, we now estimate the distribution of the time h/2 over which the SNPs have had to accumulate before the sample date of S 1 . This is equivalent to estimating the date of the MRCA of S 1 and S 2 . Because both branches are free to evolve over this time, h/2 + h/2 = h is the effective overall time between the MRCA and S 1 , and δ + h is therefore the total evolutionary time separating the two cases.
Estimate of the height where sample dates are the same
The simplest model for the number of SNPs per unit time is a Poisson process with a constant rate λ; we can also accommodate overdispersion, reflecting a more variable SNP accumulation process suitable for pathogens whose substitutions are not as clock-like (see below). The standard Poisson distribution with parameter λh gives the probability density of the number of SNPs on a given time interval h:
However we are interested in the likelihood of the time h as a function of the specified number of SNPs. We know by standard theory that the arrival time density -that is, the time density until the next SNP -can be modelled by the exponential density function λe −λh . Furthermore, the waiting time until the N-th SNP is also a Poisson process, as the arrivals are assumed to be independent and identically Poisson distributed. It can be shown (for example in Chapter 2 of [22] ) by repeated convolution of densities that the distribution of the Nth arrival time A N is given by
for N > 0. This is the Erlang distribution, with mean = N/λ, as expected. We know that exactly N SNPs have already occurred on a time interval of uncertain length h, and we are interested in the likelihood of h given the data N. Since we already have N SNPS and are waiting for the (N + 1)-th, this is given by the arrival time density for the (N + 1)-th SNP; by replacing N with N + 1 in the above and interpreting it as a function of h, we have:
Note that when N = 0, this reduces to λe −λh . Alternatively, we can generalise the arrival time density to a gamma distribution, where the extra parameter allows us to fix the mean but change the variance [23] . This allows us to be more flexible with respect to dispersion than with using the exponential distribution. The gamma density, with two parameters a and b, is
The mean is a/b and the variance a/b 2 . Note that we can recover the Poisson model result by setting a = 1 and b = λ [24] . In this case the arrival time density for the (N + 1)-th SNP is given by
by standard properties of the Gamma distribution.
Estimate of the height where sampling times differ
In this case, we account for the fact that some of the SNPs may have occured in the the fixed time interval of length δ between the two sample dates. Again, we begin with the simple model in which the number of SNPs occurring in this time is given by a Poisson distribution, in this case with parameter λδ. We write N = N h + N δ , where N δ is Poisson distributed with parameter λδ. The number of SNPs N δ accumulated on the fixed interval of length δ is somewhere between 0 and N inclusive; 0 ≤ N δ ≤ N. Unconstrained, N δ is Poisson distributed with parameter λδ. Conditioning on the probability that N δ does not exceed N gives us the probability density
To obtain the expression for L(h|N, δ), we sum over all the possible values of N δ , giving
On the left is a schematic illustration of the notation. h is the total time over which SNPs accumulate between two cases before the first sample is taken, whereas the total time over which SNPs can occur is h + δ. δ is known and fixed; h is unknown. On the right is a plot of h + δ, where h is given by Equation (4), for values of δ ranging from 0 through 6, with N = 3, λ = 0.9, and β = 1.2. Since h + δ > δ, the lines corresponding to higher values of δ begin above 0.
Substituting into our earlier expression,
An example plot for the equation above is shown in Figure 1 .
Modelling transmissions
Now we introduce the transmission process, firstly assuming for simplicity that β is a constant function, and that it is a Poisson process. The amount of time over which transmissions can occur between our two cases is h + δ, and the expected number of transmissions is β(h + δ). The number of transmission events k is therefore given by
Integrating over h, we have
This equation expresses the relationship that allows us to translate raw SNP differences and sample time differences into transmission probability distributions -examples are shown in Figure 2 . As the sample time between cases increases, it can be seen that this factor makes an increasingly important contribution, relative to the SNP distance, to the distance between cases.
Time varying transmissions
In our context, a transmission event should be understood as an event in which a pathogen is transferred to a new host, ultimately causing a secondary case in that host. While there may be undetected transmission events in which the secondary cases never develop TB disease, our data are on sampled TB cases with active disease, and the time between successive transmissions should roughly reflect the generation time between cases with active disease. We allow the number of transmissions β = β(t) to be a function of time since infection, allowing for a variable risk of infecting others during the course of infection. Once a host is infected, the details of the natural history of the pathogen affect the generation time. Generation times are often modelled as a gamma distribution [25] , which we do here with parameters shape S and scale θ, so that:
and the mean value is Sθ * dt in a given time interval dt.
Putting this together with our Poisson model for the number of SNPs on a time interval (Equation(1)), we obtain:
This is a negative binomial (denoted NB) distribution for the number of SNPs for one transmission generation,
Assuming transmission events are independent of each other, it then follows (by standard properties of the negative binomial) that N given k transmissions is also distributed as a negative binomial, with
Modelling resistance conferring SNPs
Suppose that we know that there are resistance conferring SNPs in our sample population, or perhaps other SNPs at sites known to be under selection or simply to have a different rate of substitution. Let us assume they account for a certain fixed proportion of the observed SNP differences. Given N SNPs, assume that m are not resistance conferring and n are, so N = m + n. Their respective mutation rates are given by λ m and λ n , where λ n > λ m . Assuming independence, on a given time interval of length h we have
where Λ mn = λ m m λ n n m!n! Compare this to equation (1), which we can recover by setting m = N, n = 0, λ = λ m , and λ n = 0.
We have a Poisson process which is the sum of two independent Poisson processes with λ = λ m + λ n . As before, we can derive expressions for L(h|N = n + m) and P(k|N = n + m), so
where Λ mn = λ m+1 m λ n+1 n m!n! A way to illustrate the effect of including resistance-conferring SNPs is to consider the expected value of h. Recall that under equation (1), the mean is given by N/λ. Thinking of our resistance and non-resistance conferring SNP processes, they have means respectively of n/λ n and m/λ m . Thus the combined process has mean n/λ n + m/λ m , and we can write the rate parameter λ * of the combined process as
Note that for large λ m , λ * tends to λ n * (n + m)/n. The larger the value of λ m as compared to λ n , the smaller the contribution that the resistance conferring SNPs make to the value of h -accordingly, 4 SNPs likely to have arisen due to inappropriate treatment or another selection process should not contribute as strongly towards separating two cases into different transmission clusters as 4 "neutral" SNPs. Ideally, the value of λ m should be estimated from data. Once resistance SNPs have occurred in an individual, they are likely to be transmitted onwards when the individual infects others. These secondary cases share the resistance SNPs with each other (n = 0 in these pairs) and they are likely to be placed in the same cluster. Between each secondary case and the infecting case, n > 0; our method allows the resistance SNPs to "count for" less time than other SNPs, and the index case is likely clustered with the onward cases.
Further extensions to the model
Other factors that affect the likelihood of transmission, such as spatial proximity or other covariate data including contact tracing, demographics or other host factors, can be built into the function β = β(t, s, x i ), where t is time and s is spatial distance and x i are other covariates.
Data
In this paper we focus on TB, but our approach is applicable to other pathogens for which whole genome sequencing can be carried out and where it is appropriate to use SNPs to compare closely-related isolates (naturally, parameters will vary). TB provides a convenient model as it avoids the complications associated with horizontal gene transfer. Moldova Sample collection and epidemiological data: The study population included patients diagnosed with culture positive tuberculosis at the Municipal hospital from October 2013 -December 2014 in the Republic of Moldova. All epidemiological and laboratory data from TB patients are routinely entered into a countrywide web-based TB electronic medical record (EMR) database. Epidemiological data including age, sex, previous TB history, results of chest radiograph, history of incarceration, and place of residence were collected. Laboratory data, including mycobacterial smear grade, culture and drug-susceptibility testing to first and second line anti-tuberculosis agents, were extracted from the EMR. As part of this study, all M. tuberculosis patient isolates were subcultured and frozen for genomic analysis.
Variant calling and phylogenetic analysis: DNA was extracted from M. tuberculosis grown on Lowenstein-Jensen slants as described previously. Paired-end (250 base pair) sequences were generated on the Illumina MiSeq platform. Raw fastq reads were filtered for length and trimmed for low-quality trailing base pairs using Trim Galore, aligned to the H37Rv NC000962.3 reference genome using BWA, with duplicate reads removed using PicardTools. The mpileup function in samtools was used for single-isolate variant calling. Isolates with a high proportion of apparent mixed or heterozygous single nucleotide polymorphism (SNP) calls (i.e. those with >25% reads supporting the reference allele) were excluded from analysis. SNPs within 15 base pairs of insertions or deletions (indels) or with variant quality scores < 100 were excluded. SNPs in or within 50 base pairs of hypervariable PPE/PE gene families, repeat regions, and mobile elements were excluded [26] . A phylogenetic tree was constructed in RAxML (GTR-gamma for nucleotide substitution and correcting for SNP ascertainment bias) and annotated with DST results and drug-resistance associated variants from Mykrobe Predictor [27] . Representative strains from other studies in the region, including L4 (LAM, Haarlem, Ural) and L2 [28, 29] , were also included. Percy256 (Lineage 7) was included as an outgroup. Figure 3 illustrates how the transmission method compares to the SNP method for a simple toy example. We define the "T cut-off" as the cut-off level for the transmission method: the samples are clustered together where the implied number of transmissions is less than or equal to T with a probability of 80%, given some clock rate λ and transmission rate β. We see that the transmission method clusters the cases together in a different order to the SNP method as the cut-off level is incremented. Cases A and B are the closest in SNP distance, but the time elapsed between their sampling dates increases their distance by the transmission distance function relative to cases C and D, which are sampled at the same time as each other. So when we take timing into account, the clustering is altered (also illustrated in Figure 4 ).
Results
Altering the transmission rate β alters the absolute transmission cut-off level at which the clusters change -in this example, increasing β to 3.0 gives the same clusters as in Figure 3 but at levels 9, 10 and 12 transmissions rather than 7, 8 and 9 transmissions respectively. This has no impact on the order of the clustering as the level of the cut-off changes.
By contrast, altering the clock rate does have a material impact on the way clustering occurs as we increase the transmission threshold. For λ = 0.5, cases A and B are closest under the transmission method, just as they are with the SNP method, and so the clustering is the same for both methods. At λ = 1.5, cases C and D are closest under the transmission method, and the clustering evolves as shown in Figures 3 and 4. 
British Columbia data
We analyse a data set from British Columbia, comparing the SNP method to the transmission method in its simplest form. The dataset comprises 52 samples collected from 51 patients over a 14 year period, and has been pre-filtered with the result that all samples are relatively close -within 25 SNPs. Consequently, using the SNP method with the threshold set to 13 SNPs or higher, all samples are placed in one cluster. When the threshold is 9 SNPs, we obtain a large 42-case cluster, a secondary 8-case cluster and some outliers. As we reduce the threshold further down to 3, the large cluster breaks up but the 8-case cluster persists. An illustration is shown in Figure 5 . The probabilistic nature of the approach means that we can see how strongly we predict cases to be linked; here we use thicker edges to denote a higher probability of being linked by relatively few transmissions.
We used the transmission method with a transmission rate β = 2.0 transmissions per year and two different average clock rates: λ = 0.5 and 1.5 SNPs per genome per year (1.5 is larger than the typical rate for TB but within other outbreak estimates [30] ). When λ is low we can obtain the same clustering as with the SNP cutoff. When λ is higher, we have one cluster which contains all the samples for T > 11. As with the SNP method, at T = 11 we have a large 42 case cluster, a secondary 8-case cluster and some outliers. But as we move to T = 10, the secondary cluster loses a member, whilst the main cluster stays at size 42. This is because one of the members of the secondary group is very close by the SNP distance to another member of that group, but was sampled more than 10 years before. As with our simple constructed example, timing alters the effective distance between samples, and therefore alters the clustering ( Figure 6 ).
Sensitivity to clock rate
An implicit assumption of the SNP method is that each SNP contributes equally towards the SNP distance. This implicitly assumes that the clock rate or substitution process is constant across the set of isolates and across the genome. When the same threshold is used in different settings and across different pathogen subtypes, the implicit assumption is that the same substitution process holds in these settings. In the transmission method, the effective distance between any two samples is inversely proportional to the assumed mean clock rate. A lower clock rate means that more time is needed in order for a fixed number of SNPs to be generated; this gives room for more potential intermediate transmission events. A higher clock rate means that the fixed time between samples has a greater effect on the clustering, as the time between samples places a greater constraint on the range of possible heights h; the fixed time "uses up" more of the time available than it would under a low clock rate (because there is less total estimated time available, a higher portion of it is in the time period δ). We show this in Table 2 : the transmission clustering method approaches the same results as the SNP clustering method as the assumed clock rate is reduced.
Moldova data
This data set comprises 422 samples collected over a period of less than 2 years. For this data -with any reasonable choices of parameters -the new transmission method does not differ from the SNP method. This can be explained by two factors that work together: the small distance in time between any two samples; and the large SNP differences between cases. For this kind of data set, there isn't enough variation in the timing information relative to the SNP distances for an appreciable difference to emerge between the two clustering methods. Table 2 : Effect of varying the clock rate using the British Columbia data. This table shows how the clock rate affects the transmission method, keeping the transmission rate β constant. For the SNP method, samples are clustered together where the SNP distance is less than or equal to S. For the transmission method, samples are clustered together where the implied number of transmissions is less than or equal to T with a probability of 80%. For λ = 0.5 the pattern of clusters at T = 10 and T = 9 is identical to the SNP method at S = 6 and S = 5 respectively: as the threshold lowers the largest cluster loses 4 cases while the second largest clusters stays the same. Conversely, for λ = 1.0, the second cluster loses a case whilst the largest cluster remains the same as the threshold is lowered. As the clock rate increases further it can be seen that the pattern of clustering diverges further. The level of β is effectively just a scale factor and does not affect the pattern of clustering.
Use of drug resistance conferring SNPs
We can, however, explore the role drug resistance conferring SNPs on the clustering. Information on the location of resistance conferring sites for TB was obtained using PhyResSE [31] and a resistance conferring SNP distance matrix was computed for the Moldova data by filtering against this information. Selection is likely to lead to resistance conferring SNPs arising more quickly than other SNPs: for example, one TB study [18] gives a mutation rate of 4.3 SNPs per genome per year when resistance conferring SNPs are included, in contrast to the 0.5 SNPs per genome per year that is typically estimated for TB [5] . Resistance acquisition may further increase the rate of acquisition of additional SNPs through multiple resistance, compensatory mutations or other mechanisms. For this analysis we used a clock rate for the drug-resistant sites, as in equation (11), five times higher than for the non-resistance conferring sites.
Overall, the number of resistance conferring SNPs in the Moldova data set form only 0.6% of the total number of SNPs. However, restricting to those sample pairs where the SNP distance is less than or equal to 20, they form 8% of the total. If a high proportion of the SNPs between two cases are resistance conferring SNPs, then this effectively shortens the distance between the cases, making them more likely to be joined together in a transmission cluster. For several sample pairs in this data set, the proportion of resistance conferring SNPs that differ between the two samples is approaching 35%, whilst for some other pairs there are none at all. For this reason we see a difference when we take resistance into consideration, as seen in Figure 7 . The largest cluster is not shown in detail in the figure and is more robust with respect to the effect of resistance conferring SNPs than the smaller clusters.
Simulated data
To explore the performance of the clustering methods in a setting where the "ground truth" is known, we simulate data and compare the SNP and transmission methods.
We generate simulated outbreaks and compare the SNP and transmission methods on them with a technique that measures the similarity of clusters using an information-theoretic approach [32] . Outbreaks are simulated using TransPhylo [33] , which generates a dated transmission network for each simulation, containing both sampled and unsampled cases. From these, and for all the cases, phylogenetic trees are extracted using phyloTop [34] . Sequences are then generated with phangorn [35] and output as fasta format files. For the sampled, and therefore "known", cases we generate sets of clusters using the SNP and transmission methods for a range of cut-off levels. We also generate the "true" clustering of the sampled cases implied by the simulated TransPhylo transmission networks.
We consider clustering cases based on direct transmission, so that two cases are joined in a cluster if one infected the other, and compare clusters with those generated by the SNP method and the transmission method. In order to compare to the appropriate set of clusters, we find the best match that the method achieves against the true cluster over an appropriately wide range of threshold levels. Then we simply use the variation of information dissimilarity measure given by clue [32] to compare the results of the two methods to the true clusters. We also compare randomly permuted simulated data to the simulated clusters to provide a yardstick of accuracy. This is achieved by fixing the number of clusters to be the number of the true clusters, and then randomly allocating each sample case to one one of those clusters. The results in Table 3 show that the transmission method is at least as good at identifying direct transmissions within an outbreak as the SNP method, and typically performs at least slightly better. Both methods perform significantly better than the randomly generated data.
Identifying direct transmissions is not the aim of either the SNP cut-off or transmission clustering method; rather, both aim to simply group cases into sets of isolates for onward, more intensive (model-specific, Bayesian for example) outbreak reconstructions. Testing the ability of SNP vs transmission-based methods to accomplish this using simulated data would require an appropriate simulation set-up, which in turn would have a lot of flexibility (and could no doubt be tweaked to ensure that the transmission method performs well, or that the SNP cut-off does). For example, one approach would to simulate the introduction of Table 3 : Dissimilarity measure comparing both the SNP and transmission methods against simulated data, averaged over the full set of simulations. Lower numbers indicate sets of clusters that are more similar to the true clusters. An outbreak was simulated 100 times with 10 sampled cases from a total of between 20 and 30 cases, depending on the simulation. The measure is obtained by comparing clusters from a range of thresholds to the known clusters, and picking the one with the lowest score. The clock rate is the rate used by the transmission method to relate the number of SNPs to the time distribution, and thus does not affect the SNP method results. The table shows how the dissimilarity varies as the clock rate varies, for a fixed transmission rate β = 3.0, as compared to simulated samples connected by direct transmission. The random column shows the dissimilarity obtained for randomly allocated simulated clusters.
new cases at that are least 25 SNPs apart from cases in an existing outbreak. The SNP method with a threshold of 12 SNPs will always correctly place such new introductions in a new cluster, and will group their descending infections correctly until one or more of them is more than 12 SNPs away from other sampled cases in the cluster. Conversely, if new introductions were only 12 SNPs from existing cases the SNP method would mis-classify them as linked to existing clusters. In the transmission method, we can compute the probability that a newly introduced case that is 25 SNPs from existing cases will fall within a certain number of transmission events. This gives us the probability that we would infer an incorrect link to an existing cluster. With λ = 1.2 and β = 1.5, the probability that there are more than 10 transmissions for cases 25 SNPs apart is 99.9%. This falls to 98.3% for more than 15 transmissions. Accordingly, the simulation approach for introducing new clusters will greatly affect the performance of both the SNP and transmission-based method, and so we have not chosen to perform extensive simulations to compare the methods.
Discussion
A fixed number of SNPs can easily translate into different numbers of transmissions depending on other factors, including the substitution process and timing of transmission, alongside factors we have not explicitly modelled (location, social contacts, host risk factors, pathogen factors). We have seen that sampled cases which are relatively close in terms of genetic distance can nevertheless be separated by large distances in time. In this scenario, a simple SNP cut-off will tend to place the samples too close together for outbreak clustering purposes. In contrast, our new method is robust with respect to outlying cases which have been sampled at very different times compared to the majority of cases. This can make phylogenetic inference challenging because the low genetic variation is hard to reconcile with the large time distance. Because of this, in such scenarios the clusters obtained by our method do not necessarily correspond to phylogenetic clades. Our probabilistic transmission method has certain advantages. It is relatively simple, requiring only the implementation of fast-running algorithms to estimate the time distributions; the heavy machinery to run large simulation methodologies (like MCMC) is not required. The amount of information required for the model is limited and consists of as little as the SNP distances, the timing data and a knowledge about the substitution and transmission processes. Nevertheless it has the flexibility to be able to handle drug resistance or SNPs with a different substitution process, variability in the substitution and transmission processes, and it has the scope to handle extensions to include more epidemiological (such as spatial) data. Even in data sets where there is not much timing information to work with, we have seen that the integration of information on resistance conferring sites can be used within our framework to fine tune the clustering.
There are some limitations. Prior knowledge of the substitution and transmission processes is required, and there is some uncertainty in choosing appropriate values. However, the model can be very robust with respect to changes in these variables, particularly so for the transmission rate, suggesting that the clusters obtained are well supported by the data. As discussed in the results section, varying the value of the constant transmission rate does not have a material impact on the clustering because a re-scaling of the cut-off will compensate. The choice of the function β(t) is likely to have an impact on results and is therefore worthy of exploration. In particular we would expect the low probability of very quick transmission -as the pathogen numbers are building up in a new host -to have the biggest impact, compared to the use of a constant transmission rate. One approach is to try to obtain estimates using well annotated data where it is known that most cases have been recorded. Alternatively, values can be chosen conservatively where missing data is suspected. In some diseases, such as TB, there is considerable variation in the latency period, during which the mutation rate may be lower than it is during active disease. This variability can be incorporated into the negative binomial model as expressed in equation (8) in the Methods section. We do not model within-host diversity, though this is relevant to identifying direct transmission events [36] . However, unless within-host diversity is very high, the portion of the total time separating two cases that lies in a single host but contains the MRCA of the two cases is likely to be small.
The choice of a particular SNP cut-off also takes no account of the inevitable uncertainties involved in the gathering and processing of raw read data, and does not allow for the modelling of this uncertainty. Different bioinformatics pipelines -and different parameters used within those pipelines -can have a substantial effect on the number of SNP differences reported between cases. It is usual for SNP differences to be taken as given and, although sometimes details are providedsee for example [37] -it is important to recognise that there can be considerable variation between SNPs reported using different pipelines and parameters. For example, the level of quality scores and read depth cut-offs used will generally have a high impact, as will the precise way in which hyper-variable sites and repeat regions are handled (or excluded).
When comparing samples genetically, we have been looking at SNPs only, without taking into account information that might be extracted from indels, hyper-variable sites and repeating regions. These and other large scale differences between lineages have been filtered out before conducting our analysis. Such information has the potential to be incorporated into the model and could help establish a more sophisticated version of the distance function. In particular, large scale genomic features can readily help to establish that cases belong to separate and therefore distantly related lineages.
Basing the clustering on the number of transmission events has been demonstrated to be an achievable aim and, at least in some circumstances, it has been shown to achieve different subdivisions of the data compared to simple SNPbased methods. The methodology put forward aims to improve the way that WGS and epidemiological data are used to cluster cases into subsets which faithfully correspond to outbreaks of an infectious disease. The methods described here provide the foundations of a theoretical framework on which to make decisions about how clustering should be done, allowing the possibility to develop statistically sound methodologies to replace existing ad hoc methods. 
Software availability
Supplementary materials
Application of transmission method to timed trees
We can extend the transmission method by applying it to timed phylogenetic trees. Building a timed phylogenetic tree (using, for example, Beast) allows various elements to be factored in. Differing mutation rates at different sites can be specified or estimated, and as the trees are created in the model the shared evolutionary history of cases is taken into account (in contrast to the pairwise application in the main text). The timings of the branches are obtained from the posterior, resulting in a timed tree where the branch lengths are proportional to time. An advantage of this approach is that the clock rate can be estimated from the data, rather than being fixed, though naturally this requires longitudinal data and sufficient variation.
We apply the transmission-based cut-off to the timed tree. The initial tree is subdivided into a resultant set of output trees by cutting the tree along internal branches which exceed the transmission cut-off criterion. Note that we do not cut terminal branches. The cutting of a branch results in a sub-tree being created from the clade descended from this branch, whilst in the initial tree the branch and clade are replaced by a single tip.
In Figure S1 we illustrate the application of this method for a simulated data set containing 22 samples taken over a 10 year period. The left hand panel shows the clusters obtained by applying the SNP method with three different thresholds, with the cut-off level denoted by S; samples are clustered together where the SNP distance is less than or equal to S. The right hand panel shows the clustering obtained by applying the transmission method, with the cut-off level denoted by T; samples are clustered together where the implied number of transmissions is less than or equal to T with a probability of 80%, with clock rate λ = 1.5 and transmission rate β = 2.3. figure, edges indicate that cases are 80% likely to be within 3 transmission events of each other, given a clock rate λ = 1.5 and transmission rate β = 2.0. The thicker the edges, the closer the cases are: for the SNP based clusters the thickest edges correspond to no SNP difference, the thinnest to a distance 4 SNPs; for the transmission based clusters the thickest edges correspond to one likely transmission event, the thinnest to 3. Figure 6 : Clustering on the British Columbia data set. The left hand side shows the clusters obtained by applying the SNP method with three different thresholds, with the cut-off level denoted by S. The largest cluster breaks up as the level is lowered whilst the size 8 cluster remains intact. The right hand side shows the clustering obtained by applying the transmission method; samples are clustered together where the implied number of transmissions is less than or equal to T with a probability of 80%. As shown in the top two thirds, with clock rate λ = 1.5 and transmission rate β = 2.0, the size 8 cluster loses a member whilst the largest cluster stays the same as the level is lowered. When λ is low, h is larger, so the root of the mini-tree gets pushed back further in time. In this case, the value of δ between two cases has a limited impact on the estimated number of transmissions; the SNP difference is dominant, and we recover the same clustering that is obtained with the SNP cutoff. This is shown in the lower third, where the clock rate λ = 1.5 and the transmission rate is β = 1.2. Figure 7 : Some medium sized clusters illustrating the effect of accounting for resistance conferring SNPs in the transmission method. Clusters B, C and D are the second to fourth largest clusters in the Moldova data using the SNP method. The largest cluster A, with 93 members for S = 10 is shown for completeness. Isolated cases are shown with no enclosing oval. Colours are chosen to enable identification of the same cases in the four different scenarios. The left hand panel shows the clusters obtained by applying the SNP method with two different thresholds, with the cut-off level denoted by S; samples are clustered together where the SNP distance is less than or equal to S. The right hand panel shows the clustering obtained by applying the transmission method, with the cut-off level denoted by T; samples are clustered together where the implied number of transmissions is less than or equal to T with a probability of 80%, with clock rate λ = 1.5 and transmission rate β = 2.0. Date information is not shown -for this data set, the sample dates have low variation and do not significantly impact the results.
Figure S1:
Application of transmission method to a simulated timed tree. Branches are cut where the shading colour changes, which is where there is a greater than 80% probability that more than 10 transmissions have occurred along that branch. Three sub-trees are created, corresponding to the identified clusters 1, 2 and 3. Tip labels are suffixed with the year of sampling.
Table S1: Supporting information for Figure 6 . Data labels are shown arranged into clusters for various threshold levels for both methods, with size of cluster indicated to the right of each cluster.
