I propose a quantum imaging method that can beat the Rayleigh-Abbe diffraction limit and achieve de Broglie resolution without requiring a multi-photon absorber or coincidence detection. Using the same non-classical states of light as those for quantum lithography, the proposed method requires only optical intensity measurements, followed by image post-processing, to produce the same complex quantum interference patterns as those in quantum lithography. The method is expected to be experimentally realizable using current technology. PACS numbers: 42.50.St, 42.50.Dv It has been suggested that an ensemble of photons, under appropriate measurements, can be regarded as a single quantum object with a much smaller effective wavelength, called the photonic de Broglie wavlength [1] . The de Broglie wavelength of N photons, each with classical wavelength λ , can be as small as λ /N. It is especially desirable for imaging applications to take advantage of the small de Broglie length scale, since the resolution of classical optical imaging is limited by the size of λ , according to the Rayleigh-Abbe diffraction limit [2] . A seminal paper by Boto et al. suggests that the N-photon absorption patterns of certain non-classical N-photon states exhibit de Broglie resolution [3] . Subsequent work by various researchers on quantum imaging has sought to improve upon the original "quantum lithography" technique [4, 5, 6, 7, 8 ], yet all of these proposals still require a multi-photon absorber as the detector [4, 5, 6, 8] or coincidence detection [7] . The low efficiency of N-photon absorption and coincidence detection, especially for large N, is a significant obstacle to the use of quantum technology in real-world imaging applications.
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In this Letter, I propose a quantum imaging method that achieves de Broglie resolution without requiring a multiphoton absorber or coincidence detection. I shall show how the same images as those in quantum lithography can be reconstructed simply by intensity measurements, followed by image post-processing. Given the availability of highefficiency single-photon detectors, the proposed method has the potential to beat the diffraction limit by a large amount using current technology.
A different way of achieving de Broglie resolution is via optical-beam displacement measurements, using a split detector or homodyne detection, as investigated by Fabre and coworkers [9] . The standard quantum limit to the displacement uncertainty is on the order of ∆x/ √ N, where ∆x is the classical beam width, while the "Heisenberg" limit is on the order of ∆x/N [9] . The quantum imaging theory I propose here can be considered as a generalization of Fabre et al. ' s results, and therefore presents a unified view of different quantum strategies that take advantage of the photonic de Broglie wavelength. I show that the displacement measurements can not only be considered as a Gaussian single-parameter estimation technique, but repeated measurements of the parameter can also yield complex quantum interference patterns identical to those in quantum lithography. The proposed method thus provides an accessible way of detecting non-classical and nonGaussian signatures of multi-mode quantum optical states, and is expected to become an important tool in the study of quantum optics and quantum physics in general.
I shall first briefly review the configuration-space theory of quantum lithography [10] . For simplicity, I consider only freespace photons observed at the image plane in one transverse dimension, x, in the paraxial regime. Generalization to two transverse dimensions and the non-paraxial regime is possible [10, 11] , but does not add much insight and the results should remain qualitatively the same. Letâ(k) andâ † (k) be the photon annihilation and creation operators, respectively, in the transverse-momentum space, with the bosonic commu-
The Rayleigh-Abbe diffraction limit [2] restricts the transverse momenta of photons to a finite bandwidth:
where sin θ is the numerical aperture of the optical system and sin θ ≪ 1 defines the paraxial regime. The spatial annihilation operator is defined asÂ(x) ≡ (2π) −1/2 dkâ(k) exp(ikx) and can be used to construct N-photon states with definite positions |x 1 , . . . ,
which is the N-dimensional Fourier transform of
Changing the position variables to the centroid and relative-position coordinates, defined as respectively, a new POVM and a new wavefunction are obtained:Υ
where
which is proportional to the conditional centroid probability distribution
given that all relative positions are zero. The variable conjugate to the centroid position X is the total momentum K ≡ ∑ N n=1 k n . The bandwidth limit on K becomes |K| ≤ 2πN sin θ /λ , so the minimum feature size of the centroid distribution is on the order of λ /(2N sin θ ). See Fig. 1 for an illustration of the configuration-space theory.
Multi-photon absorption is not the only way of accessing the centroid degree of freedom. Consider the intensity centroid operator,X
which can be measured by spatially resolving intensity measurements, using, for example, a photon-counting detector array, followed by a calculation of the centroid of the intensity pattern, as shown schematically in Fig. 2 . The effect of finite detector pixel size is to discretize the image plane or equivalently limit the spatial bandwidth of the photons by virtue of the sampling theorem, so the size of each pixel should be much smaller than λ /(2 sin θ ). If the pixel size is small enough, such that the probability of more than one photon falling on each is much smaller than one, single-photon detectors can be used instead. The intensity operator can be rewritten aŝ
Thus, measurements of the intensity centroid realizes the marginal POVM
and the probability distribution of the intensity centroid measurements is
which is the marginal centroid probability distribution, hereafter denoted as p m (X). The minimum feature size of the marginal centroid probability distribution is similarly limited by the bandwidth of the total momentum |K| ≤ 2πN sin θ /λ , and can therefore also reach the de Broglie length scale ∼ λ /N. Unlike quantum lithography, which requires an Nphoton absorber for an N-fold resolution enhancement, intensity centroid measurements require only photon counting and post-processing to achieve the N-fold resolution enhancement for an arbitrary number of photons. Moreover, as the probability distribution of intensity centroid measurements is marginal and not conditioned upon specific values of the relative positions, the efficiency of intensity centroid measurements is fundamentally higher than that of multi-photon absorption or any other coincidence detection method. This is the central result of this Letter. In general, the conditional centroid distribution, p c (x), obtained by multi-photon absorption, and the marginal centroid distribution, p m (X), obtained by intensity centroid measurements, are not the same, except for certain special quantum states. One such class of states are the momentum-correlated or position-anti-correlated states, of which the "NOON" state is a famous example [3, 10] . These states have small uncertainties in the relative momenta (κ n ≡ k n − K) and large uncertainties in the relative positions ξ n , such that the wavefunction can be approximated as
and p c (X) ≈ p m (X) ≈ |g(X)| 2 . p c (X) and p m (X) become the magnitude squared of a complex wavefunction, and can therefore exhibit the same interference patterns as those in classical coherent imaging. The momentum-correlated states are also the ones that achieve de Broglie resolution, since the bandwidth of the relative momenta κ n is negligible, allowing the bandwidth of the total momentum K to reach its maximum value ∼ 2πN sin θ /λ [10] . Such states can be created, for example, by spontaneous parametric down conversion, and have been experimentally demonstrated by D'Angelo et al. [5] . The time-domain version of momentum-correlated states has also been studied theoretically and experimentally by Giovannetti and co-workers [12] . Another class of quantum states with identical p c (X) and p m (X) are the ones with separable wavefunctions as follows:
of which the quantum Gaussian beams [10] and quantum solitons [13] are notable examples. Classical Gaussian beams are a special instance of quantum Gaussian beams, and both multi-photon absorption and intensity centroid measurements of a classical Gaussian beam produce a Gaussian spot with a width on the order of λ /( √ N sin θ ), as one would expect from a classical theory. At the "Heisenberg" limit, the width of the centroid distribution of quantum Gaussian beams is on the order of λ /(N sin θ ). One can use the quantum Gaussian beam centroid as a "laser pointer" to transmit and reconstruct an image in a point-by-point fashion [6, 8, 9] .
Next, I shall generalize the preceding results to quantum states with indefinite photon numbers and show that the effect of indefinite photon numbers does not significantly affect pattern formation by intensity centroid measurements. Define a pure state as |Ψ = ∑ ∞ N=0 C N |N , and denote the wavefunction of each Fock-state component by a subscript N. The Mphoton absorption distribution is
which ceases to be the centroid distribution unless N = M. This result places stringent requirements on both the generation and the detection of non-classical states for quantum lithography.
To properly define an intensity centroid measurement, on the other hand, first define the total photon-number operator asN ≡ dxÂ † (x)Â(x). Noting that [N, dxxÂ † (x)Â(x)] = 0, the intensity centroid operator can be more generally defined asX
which can be measured by first recording the intensity pattern, discarding the results when the total photon number is zero, and calculating the centroid of the intensity pattern. The corresponding POVM iŝ
The post-selected intensity centroid distribution is then
which is the incoherent superposition of all Fock-state marginal centroid distributions. For mixed states, the distributions are simply the statistical average of pure-state results. If a quantum state has a small photon-number uncertainty and most Fock components have similar centroid distributions, the intensity centroid distribution, being an average of the Fockstate centroid distributions, would only be slightly smoothed by the incoherent superposition effect, whereas for quantum lithography the effect of N = M can be more drastic [4, 6] . The centroid measurement can also be used to estimate the shift of an optical beam transverse position, due to deflection by a mirror in an atomic force microscope, for example. The results concerning the quantum uncertainty of the beam displacement obtained by Fabre et al. [9] can be understood using the theory proposed here. Making the strong mean-field approximationÂ(x) = A(x) + ∆Â(x),N andX can be linearized asN = N + ∆N andX = X + ∆X, where ∆N ≈ dxA * (x)∆Â(x) + H.c.,
H.c. denotes Hermitian conjugate, and [∆N, ∆X] = 0. ∆X becomes a quadrature operator that can be measured by homodyne detection with a local oscillator field ∝ xA * (x). The theory presented in this Letter is in fact more general; it shows that repeated measurements ofX, without the linearization, can not only produce a Gaussian spot, but also complex quantum interference patterns like those in quantum lithography at the de Broglie resolution. For position tracking applications, such as atomic force microscopy, the proposed method can therefore accurately determine the position of a deflecting object even if the position significantly deviates from the mean. If the object is quantum, intensity centroid measurements also enable the imaging of its position wavefunction at the photonic de Broglie resolution. Optical loss and imperfect detector efficiency are major issues for the use of non-classical states for quantum imaging. For the specific case of a quantum Gaussian beam, the width of p m (X) after the beam propagates through a lossy channel can be analytically calculated using the quantum Langevin analysis described in Ref. [14] . Assuming X = 0 without loss of generality, the result is
where ∆X 2 is the centroid variance, the subscript (z or 0) denotes the propagation distance, N z = N 0 e −αz is the reduced photon number,
is the classical beam width squared, given by
η is the detector efficiency, α is the power loss coefficient, and ∆k ∼ 4π sin θ /λ is the root-mean-square momentum bandwidth. ∆x and ∆k remain constant in a lossy channel [14] . R 0 ≡ 4N 0 ∆k 2 ∆X 2 0 is the initial normalized centroid variance, with R 0 = 1 at the standard quantum limit (SQL) for classical Gaussian beams and R 0 = 1/N 0 at the "Heisenberg" limit. In the classical case, R 0 = 1, ∆x = 1/(2∆k), ∆X 2 z = ∆x 2 /(ηN z ), and the centroid variance remains at the SQL for the detected photon number. Close to the "Heisenberg" limit, however, ∆x becomes much larger than 1/(2∆k), and the increase in centroid variance becomes much more sensitive to loss. As long as R 0 ≫ 1/N, quantum imaging by intensity centroid measurements is fairly robust to loss. The effect of loss for more complex quantum images may be similarly studied using the Langevin method, but is beyond the scope of this Letter.
Given the recent progress in the spatial engineering of biphoton states [4, 5] and photon-counting detector technology, the proposed method is expected to be immediately realizable using current technology, at least for N = 2. For N > 2, it is more challenging to create the required non-classical states of light. Because of the post-processing requirement, the proposed method may not be directly applicable to lithography, while the difficulty of encoding an image in the optical centroid degree of freedom limits its practicality in conventional imaging applications apart from image transmission. The proposed method nonetheless greatly simplifies the detection of multi-mode non-classical optical states, and should be useful, at the very least, as a diagnostic tool in the study of quantum physics.
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