In this paper, we study dimension-free L p estimates for UMD lattice-valued q-variations of Hardy-Littlewood averaging operators associated with the Euclidean balls.
Introduction
Stein [42] obtained the first dimension-free result for the (ball) Hardy-Littlewood maximal operator, as an application of the boundedness of spherical maximal operators; see [43] for more details of Stein's argument. This inspired a lot of generalizations for Hardy-Littlewood maximal operators related to other symmetric convex bodies, in particular ℓ r balls; see, for instance, [2-4, 6, 11, 13, 36] . Two interesting results in this direction obtained recently were due to Bourgain, Mirek, Stein and Wróbel [7, 8] , where the authors proved the dimension-free estimates for q-variations of Hardy-Littlewood averaging operator defined over symmetric convex bodies in ℝ d , and in ℤ d respectively.
Variational inequalities call a lot of attention in the past decades for various reasons, one of which is that we can obtain pointwise convergence of the related sequence of operators without appealing to a dense subspace, an advantage compared with the corresponding strategy using maximal operators. Variational inequalities in most cases are much more difficult to be handled than the maximal inequalities since variational seminorms (defined later) involve not only the size information but also the oscillation information of the underlying sequence of operators, which makes that it is always a challenging task to strengthen a maximal estimate to a variational one. The first variational result, to our knowledge, was obtained by Lépingle [29] for martingales, which was later reproved by Pisier and Xu [39] . Many interesting results in harmonic analysis follow from this direction (cf. e.g., [9, 10, 15, 18, 23-25, 27, 28, 33-35, 37] ), among which we highlight [5] due to Bourgain and [26] by Jones et al.
Vector-valued inequalities are natural generalizations of the scale-valued ones, one of which in harmonic analysis is the famous Fefferman-Stein inequality [17] . The study of vector-valued variational inequalities was initiated by Pisier and Xu [39] . More vector-valued variational inequalities were obtained in [22, 31, 32] . Ma and the second author established vector-valued variational inequalities associated to differentiation ergodic averages and symmetric diffusion semigroups, where the functions take values in any Banach space of martingale cotype q 0 [21] , and in the Banach lattice [20] .
So is it possible to extend [7] to the vector-valued setting? In this note, we answer this question by obtaining dimension-free estimates for the vector-valued variational averaging operators. Our result generalizes also Deleaval and Kriegler [14] , where the dimension-free version of the Fefferman-Stein inequality was obtained.
To state our results, let us recall the definition of the q-variation.
where Z is a subset of (0, ∞) and the supremum is taken over all finite increasing sequences in Z. In order to avoid some problems with measurability of V q (a t (x) : t ∈ Z), we assume that (0, ∞) ∋ t → a t (x) is always a continuous function for every x ∈ ℝ d . We recall the necessary preliminaries on UMD lattices, i.e. Banach lattices which are UMD spaces. The Banach space X satisfies UMD property if, for all scalars |r n | = 1, n = 1, . . . , N, for all 1 < p < ∞ and f ∈ L p (Ω; X), there exists a positive constant independent of N such that
The UMD property is equivalent to the L p -boundedness of the vector-valued Hilbert transform, and implies the L p -boundedness of vector-valued singular integral operators with sufficiently regular kernels. The readers can refer the book [38] for more details about the UMD property. The UMD lattice X can be represented as a lattice consisting of (equivalence classes of) measurable functions on some measure space (Ω, μ). The X-valued functions on ℝ d can be viewed as scalar-valued functions on ℝ d × Ω. We refer the readers to the nice book by Lindenstrauss and Tzafriri [30] for more information on Banach lattices. Throughout the paper, X denotes a UMD lattice.
Let f be an X-valued locally integrable function which is defined on ℝ d . For t > 0, let B t denote the open Euclidean ball centered at the origin 0 with radius r(B t ) equal to t. Then we define
where | ⋅ | denotes the Lebesgue measure. These are the central averaging operators on ℝ d . The X-valued q-variation of the family of averaging operators (A t ) t>0 is defined as
where Z is a subset of (0, ∞) and the supremum is taken over all finite increasing sequences in Z.
The main result of this paper is the following theorem. 
If the constants C p,q,X in inequality (1.1) are allowed to depend on d, then this result has essentially already been known in [20] due to the second author and Ma, which follows from the weighted norm inequalities [31, 32] through the application of Rubio de Francia's extrapolation theorem. The key point of our result lies in the fact that the constant C p,q,X > 0 can be taken to be independent of the dimension d. Then the difficulty becomes apparent since, as far as we know, almost all the weighted norm inequalities are dimension dependent except the ones for radial weights in [12] and there does not exist a version of dimension-free extrapolation theorem. Motivated by the scalar-valued result [7] , the key idea is to exploit the UMD-lattice valued variational estimates for semigroup established in [20] and the dimension-free UMD-lattice valued square function estimates. The idea in the proof of the latter can be traced back to the one due to Stein; see e.g. [43] .
To prove Theorem 1.1, we need the following standard method of dealing with q-variation. We will handle V q (A t f(x, ω) : t > 0) by dividing it into long and short variations. Fix an increasing sequence (t i ) i>0 . For each interval I i = (t i , t i+1 ], first we consider two cases: • case 1: I i does not contain any integral power of 2; • case 2: I i contains integral powers of 2. In case 1, for interval I i , there are some k ∈ ℤ such that I i ⊂ (2 k , 2 k+1 ]. In case 2, letting m i = min{k : 2 k ∈ I i } and n i = max{k : 2 k ∈ I i }, we divide I i into three subintervals: (t i , 2 m i ], (2 m i , 2 n i ] and (2 n i , t i+1 ] (noting that if m i = n i , the middle interval is empty). Then we introduce two collections of intervals:
• S consists of all intervals in case 1, and (t i , 2 m i ], (2 n i , t i+1 ] in case 2 and S k consists of all intervals in S and contained in (2 k , 2 k+1 ]; • L consists of all intervals (2 m j , 2 n j ] in case 2. Note that S, L are two disjoint families of intervals. Hence we have
The first term on the right-hand side is controlled by
The paper is organized as follows. In Section 2, we estimate the short variation SV 2 (A)f . The long variation LV q (A)f is treated in Section 3 by appealing to the known UMD-lattice valued q-variational estimate for semigroups.
The estimate of the short variation
In this section, we estimate the short variation SV 2 (A)f . Proposition 2.1. Let X be a UMD lattice. Let 1 < p < ∞; then there exists a constant C p,X > 0 independent of the dimension d such that
By a simple density argument, it suffices to establish Proposition 2.1 for all f ∈ S(ℝ d ) ⊗ X.
The estimate of short variation SV 2 (A)f will be based on the following lemma. Lemma 2.2. Given a k ∈ ℤ and a differentiable function ϕ :
; then, by the Cauchy-Schwarz inequality, we have
where we use the equality t i+1 − t i ≤ 2 k . Hence
The lemma is proved.
where dσ denotes the normalized Haar measure on d−1 . Then, by the coordinate formula, we have
Then we obtain
Using Minkowski's integral inequality, we have
To prove inequality (2.1), it is enough to prove
According to the above discussions, to prove Proposition 2.1, we only need to prove the following proposition. Proposition 2.3. Let 1 < p < ∞, and let X be a UMD lattice. Then there exists d 0 (p, X) ∈ ℕ such that, for d ≥ d 0 (p, X) and every f ∈ L p (ℝ d ; X), we have
where the constant C p,X > 0 is independent of the dimension d.
Indeed, Proposition 2.3 is enough to prove Proposition 2.1 since, for 0 < d < d 0 (p), we use the fact that Proposition 2.1 holds with some C p,X,d > 0 (see [20] ). We now prove Proposition 2.3, which is similar to the proof of [7, Proposition A.1], while the details are more delicate here.
We will take notations from [7] . First we consider
and denote its Fourier transform by
Here J v is the Bessel function of order v, and we have the estimate |m α (ξ)| + |∇m α (ξ)| ≤ C d,Re(α) min(1, |ξ| −d/2+1/2−Re(α) ).
(2.2)
K α is analytic in α, and our particular interest is the case α = 0. For t > 0, we define K α t (x) = t −d K α (x/t), which implies that (K α t ) ∧ (ξ) = m α (tξ). Let
and we see S 0 t = S t . One verifies from (2.2) that
Using the Plancherel theorem, we have
We claim that, if Re(α) = 3, X is a UMD lattice and 1 < p < ∞, then
We remark again that all these notations and estimates in the scalar form are already contained in [7] . It is well known that Banach lattice-valued inequalities are closely related to the weighted norm inequalities in harmonic analysis. Rubio de Francia [40] says that the UMD lattice-valued inequality can be deduced from the weighted norm inequality.
Let A p denote the Muckenhoupt class of weights on ℝ d and L p (w) denote the weighted L p spaces (see e.g. [16] for the detailed definition of the weight classes and the weighted Lebesgue space).
The following lemma is cited from [20] .
Lemma 2.4. Let X be a UMD lattice, and let S be a sublinear operator which is bounded on L
To prove (2.4), by Lemma 2.4, it is enough to prove the weighted norm inequality
To prove (2.5), we redefine the left-hand side of (2.5).
Set
as an operator T whose kernel is valued in the Hilbert space H = L 2 ((0, ∞), dt t ). Then
We check that T is a vector-valued Calderón-Zygmund operator. By (2.2), we can see that T is bounded in L 2 (ℝ d ). According to the definition of K α t and Re(α) = 3, by a straightforward computation, we get
By the weighted norm inequalities for square functions (cf. [19] ), (2.4) is proved. Next fix a p, 1 < p < ∞. We will prove that there exists a d 0 depending on p and X such that
For UMD lattice X in (Ω, μ), there exists θ 0 , 0 < θ 0 < 1, and another UMD lattice Y such that X = [L 2 (μ), Y] θ 0 (see [40, page 251] ). For vector-valued interpolation, the reader can see [1] for more details. Similar to [7] , we will apply vector-valued complex interpolation to the analytic family of operators
Recall that we have obtained from (2.3) and (2.4) that
Here and in the sequel, the inequality ‖S α ‖ A→B ≤ C means ‖S α f‖ A ≤ C‖f‖ B . For the θ 0 and a small number ε > 0, we have
where
We are ready to prove (2.6). Assume first that 1 < p < 2. Take 1 < q < 2, where q is close to 1, and write 1/p = (1 − θ)/2 + θ/q, where 0 < θ < 1. The quantities q, θ and ε are to be determined. We use again vectorvalued complex interpolation for the analytic family of operators
By (2.4) and (2.7), we have
Let ε > 0 be the number such that
Then p = (
This, combined with a standard complex interpolation, implies that (2.6) holds when
A similar argument for the case p ≥ 2 works. In summary, we are able to prove (2.6) for
where [a] denotes the largest integer ≤ a. We refer the readers to [7, P97] for more details about this part. Moreover, if we follow the argument on [7, P97] by replacing the scale-valued functions by vector-valued functions, we will finish the proof of Proposition 2.3.
The estimate of the long variation
In this section, we estimate the long variation LV q (A)f . Recall that
We prove the following proposition.
Proposition 3.1. Let X be a UMD lattice. Let 1 < p < ∞; then there exists a constant C p,X > 0 independent of dimension d such that
Before proving Proposition 3.1, we first introduce some notations. Let P t be the Poisson semigroup, and denote P t f(x, ω) = P t * f( ⋅ , ω)(x). Then, for every ξ ∈ ℝ d , we have
For f ∈ L p (ℝ d ; X) , let us introduce the maximal function
and the square function
, associated with the Poisson semigroup. According to [41, Theorem 1, p. 46], we know that Poisson semigroup P t is a contractively regular operator, with 1 < p < ∞, and P t is strong continuous and analytic.
In the following, we introduce some known results, which will be used to prove Proposition 3.1. In [20] , Hong and Ma establish UMD lattice-valued square functions and variational inequalities for analytic semigroups. Here we state these results for the Poisson semigroup. Lemma 3.2. Let X be any UMD lattice. For every 1 < p < ∞, there exists a constant C p,X > 0 independent of the dimension such that, for every f ∈ L p (ℝ d ; X), we have
Lemma 3.3. Let X be any UMD lattice. For every 1 < p < ∞, there exists a constant C p,q,X independent of the dimension such that, for every f ∈ L p (ℝ d ; X), we have
In [44] , Xu establishes UMD lattice-valued maximal functions for analytic semigroups. Here we state the result for the Poisson semigroup.
Lemma 3.4. Let X be any UMD lattice. For every 1 < p < ∞, there exists a constant C p,X independent of the dimension such that, for every f ∈ L p (ℝ d ; X), we have
For the UMD lattice-valued Hardy-Littlewood maximal operator
Deleaval and Kriegler [14] have proved the following lemma.
Lemma 3.5. For every 1 < p < ∞, there exists a constant C p,X independent of the dimension d such that, for
Let B be a Euclidean ball; we assume that |B| = 1. By [2] , there is an isotropic constant L = L(B) > 0 such that, for every unit vector ξ ∈ d−1 , we have
Denote m(ξ) = ∫ B e −2πix⋅ξ dx; then we have the following proposition (cf. [2, equations (10) , (11)]).
Proposition 3.6. Let B be a Euclidean ball on ℝ d . Let |B| = 1; then there exists a constant C > 0 independent of the dimension d such that, for every ξ ∈ ℝ d , we have
Associating with the Poisson semigroup, for every n ∈ ℤ, we defined the projections W n = P L2 n − P L2 n−1 , where L = L(B) is the isotropic constant defined in (3.2) . By this definition, we can see that, for every
For each n ∈ ℤ, we have
Thus, by the Cauchy-Schwarz inequality, we get
By Lemma 3.2, we have the following result. 
We are now ready to prove Proposition 3.1 using previous lemmas and ideas from [7, Section 3] . We contain this proof below for the sake of completeness; however, we delete some standard details which could be found in [7, Section 3] .
Proof of Proposition 3.1. We have the control
. It suffices to estimate the second term on the right-hand side, while the first term is bounded on L p (ℝ d ; X) by Lemma 3.3. Using (3.3), we need to show that
From now on, we focus on (3.4), which follows from interpolation and the following two inequalities: ≤ C X 2 −(1−θ 0 )|j|/2 ‖f(x, ω)‖ L 2 (ℝ d ;X) .
(3.7)
Then let Z = X in (3.5); interpolating with (3.7), we have
≤ C p,X 2 −(1−θ 0 )(1−θ)|j|/2 ‖f(x, ω)‖ L p (ℝ d ;X) , where 1 p = 1−θ 2 + θ q . This proves that (3.4) is true for any 1 < p < ∞. Then the remaining task is to show inequalities (3.5) and (3.6).
By Lemma 3.7, estimate (3.5) is obviously a consequence of the following two estimates:
( ∑ n∈ℤ |A 2 n g n (x, ω)| 2 ) This finishes the proof of Proposition 3.1.
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