Abstract. The issue of Automatic Relevance Determination (ARD) has attracted attention over the last decade for the sake of efficiency and accuracy of classifiers, and also to extract knowledge from discriminant functions adapted to a given data set. Based on Learning Vector Quantization (LVQ), we recently proposed an approach to ARD utilizing genetic algorithms. Another approach is the Generalized Relevance LVQ which has been shown to outperform other algorithms of the LVQ family. In the following we present a unique description of a number of LVQ algorithms and compare them concerning their classification accuracy and their efficacy. For this purpose a real world data set consisting of spontaneous EEG and EOG during overnight-driving is employed to detect so-called microsleep events. Results show that relevance learning can improve classification accuracies, but do not reach the performance of Support Vector Machines. The computational costs for the best performing classifiers are exceptionally high and exceed basic LVQ1 by a factor of 10 4 .
Introduction
In many data fusion applications it was shown that combining heterogeneous sources is necessary in order to process much more information and to improve classification accuracy. In case of detecting so-called microsleep events (MSE), which are observed as attention lapses and prolonged eye lid closures during overnight driving simulations, we reported that fusion on the feature level of different sources contributes to improve the classification accuracy and the stability of the classifier [1] . Problems arise for large number of features, because all non-parametric local classification methods have fundamental problems due to the so-called "curse of dimensionality", i.e. the performance deteriorates when going to higher dimensions in the input space [2] . In this respect, simple local algorithms such as the nearest-neighbour classifier suffer more than non-local learning algorithms such as support vector machines (SVM). Note that for a given high-dimensional input vector the nearest neighbour is not much closer than other input vectors, or in other words, the ratio of the distance between the nearest and the farthest distance converges to one [2] .
One way to overcome these difficulties is pruning of irrelevant features after relevance's have been gained with respect to the classification task. Models based on Bayesian statistics were proposed by MacKay [3] and Neal [4] under the terminology of Automatic Relevance Determination (ARD). ARD is also attractive as it yields simpler and more interpretable models. It is a kind of knowledge extraction in applications where the importance of features is unknown. This is also the case of MSE detection where up to now no consistent expert knowledge is available. Most known facts are related to fatigue and are not appropriate for MSE detection. Based on Learning Vector Quantization (LVQ) [5] , which is a widely used and very intuitive approach to classification, three methods of ARD has been introduced in the last decade, namely distinction sensitive LVQ (DSLVQ) [6] , relevance LVQ (RLVQ) [7] and generalized relevance LVQ (GR-LVQ) [8] . All methods define a diagonal metric in input space which is adapted during training according to plausible heuristics. Moreover, GRLVQ benefits of a gradient dynamics on an appropriate error function. It generalizes RLVQ which is based on simple Hebbian learning and which showed worse and instable results on real world data [8] . The adaptation schemes which adjust weighting factors constitute a method for determining the intrinsic dimensionality of the data. The weighting factors can be regarded as relevance values. Dimensions with zero weight have no influence on the distances and are not relevant. Hence, the dimensions which possess the smallest relevance values are ranked as least important, i.e. they can be removed. In general, an input space dimension as small as possible is desirable for the above mentioned methods, for the sake of efficiency, accuracy, and simplicity of neural network processing. In the same line, we proposed an adaptive metric optimization approach (in Fig. 1 . Automatic Relevance Detection scheme using LVQ1 classifiers and a genetic algorithm optimizing feature weight factors in order to minimize the mean training errors [1] .
the following labeled as 'GA-OLVQ1') based on the fast converging and robust OLVQ1 algorithm and a genetic algorithm (Fig. 1) [1] . Data of different sources, in our case several channels of electroencephalogram (EEG) and two channels of electrooculogram (EOG), are pre-processed and afterwards features are extracted using spectral power density estimation techniques. For each feature an individual weight factor is assigned. In the subsequent step of classification the weights are used in the distance calculation between input and prototype vectors using weighted Euclidian metric. The classification accuracy, estimated by multiple hold-out validation of the trained networks, serves as fitness measure of a genetic algorithm. Consequently, test set errors are not used, directly and indirectly, for any step of optimization. The genetic algorithm generates populations of LVQ networks with different sets of feature weighting factors. At the end of this kind of optimization a population of well fitted LVQ networks remains. Over the ten best fitting individuals, ranked by their training errors, the weight factors are averaged. These are the final relevance values. The purpose of this paper is to present a unique description of several algorithms of the LVQ family (section 2) and to compare their classification accuracy and the efficacy of ARD algorithms to algorithms with non-adaptive metric on a real world data set (section 4). The data set consists of spontaneous EEG and EOG during driving and is introduced in section 3. The paper is closing by some conclusions.
The Family of LVQ algorithms
Given a finite training set of feature vectors
where C is the number of different classes. And given a set of randomly initialized prototype vectors w i assigned to class labels c i :
The goal of all LVQ algorithms is to adapt the prototypes in order to yield good generalization, i.e. to make the probability of misclassification of undrawn items of a given population as small as possible. Execute the following steps repetitively:
r 0 of x i to the nearest and second nearest prototype vector w A and w B , respectively, using a weighted Euclidian metric: 
Depending on these cases, a pair of factors (ν A , ν B ) is to be chosen from table 1. They are needed in step (3) and modulate the step size and set the sense of direction of each step. For GLVQ [9] and GRLVQ the factors ν A and ν B are variable and are to be calculated in each iteration (Table 1) .
Check if case (a) or case (b) is given and if x
i is in a window around the perpendicular bisector between w A and w
, where s is the window size (s = 0.2, . . . , 0.3). If these conditions are fulfilled go to step (3), otherwise do not execute update steps and go to step (1). 3. Update both prototype vectors:
The step size η(t) controls the rate of convergence of the algorithm and depends on the iteration index t; η(t) is a monotonically decreasing function. 
is to be calculated where sgd is the first derivative of the sigmoid function. For LVQ 3, OLVQ 3 and DSLVQ the parameter κ is fixed and should be in the range 0.1, . . . , 0.5.
Update the weight vector r
o : ∀k = 1, . . . , n do the following three steps:
Note, DSLVQ executes step(3) but not step(4) in case(c) which leads to ζ=0 [6] . 
Results
In the following we want to compare between several algorithms within the LVQ family and with other classification methods applied to our real world two-class problem. The main question is addressed to classification accuracies which we estimate by computing test errors in a cross validation scheme. There is no indication that the chosen method of multiple hold-out has a remarkable estimation bias compared to the leave one-out method which is an always unbiased estimator of the true classification error [10] . In addition to the original proposed LVQ variants (LVQ1, LVQ2.1, LVQ3, OLVQ1) [5] we examine four further variants additionally executing relevance detection (DSLVQ, RLVQ, GR-LVQ, GA-OLVQ1) as mentioned above. Furthermore, we compare them also to the well-known nearest neighbour (1-NN and k-NN) algorithm, to the linear discriminant analysis (LDA), the Error Backpropagation neural network (EBP) and to the Support Vector Machine (SVM). SVM is applied using four different kernel functions because it is not known a priori which matches best for the given problem: 1) linear kernel k(
Mean training errors and mean test errors are reported in order to quantify the ability to adapt to and to generalize the given problem (Table 1) . Training errors are differing largely. Some methods are able to adapt perfectly such as 1-NN, but are not protected against overfitting. 1-NN, a typical example of a local classifier, as well as LDA, a simple global classifier, are exceeded by all LVQ variants. No important differences in the classification accuracy occurred within Table 2 . Results of multiple hold-out cross validation: mean and standard deviation of training and test errors. Different algorithms have been applied to spontaneous biosignals of the two classes "microsleep event" and "non-microsleep event". Parameters were optimized empirically. C is the regularization parameter of SVM.
the LVQ family, despite the RLVQ which is by 4% inferior and GRLVQ which is by 1% slightly superior. GRLVQ is outperformed by our proposed approach (GA-OLVQ1). But SVM performs still better if a Gaussian kernel function has been utilized and if the hyperparameter and the regularization parameter have been optimized. The parameters of all applied methods have been found empirically in order to minimize test errors (Table 1) . We report here only the most important parameters and their optimal values for this data set. This optimization has been done on a single training / test partition and does not influence results of other partitions. Therefore, a separate validation set is not necessary. The computational load of the compared methods is differing largely. OLVQ1 and LVQ1 are unproblematic w.r.t. to the choice of their parameters and they have lowest computational costs, which are in the region of 10 4 iterations. This takes about 10 2 sec on a modern personal computer. This is the main reason why we used OLVQ1 in our GA-OLVQ1 approach. RLVQ exhibits large problems when parameters are not optimal. It is very sensitive to the step size η r (t) (should be about 10 −3 ), otherwise RLVQ converges as fast as LVQ1. The window parameter is crucial when LVQ2, LVQ2.1, or LVQ3 is used (we have found out s = 0.1 to be good). They need 10 times more iterations as LVQ1 and advantageously, they perform with a lower optimal number of prototypes. DSLVQ showed the same problems and the same need of iterations as LVQ2. It is not sensitive as much as RLVQ to the choice of the step size η r (t). Except for the computational load, GLVQ seem to have the same properties as DSLVQ, though no metric adaptation is learned. GLVQ needs 10 6 iterations in the average and therefore, it causes 100 times more computational costs than LVQ1. GRLVQ is in the same shape as GLVQ. The same problems as with LVQ2 are occurring and it needs about 100 times longer than LVQ1. Our GA-OLVQ1 approach surpasses the computational costs of all other methods. It takes about 10 4 times longer than LVQ1. Therefore, we distribute the population of LVQ1 networks in a pool of 32 top modern computers and achieve a temporal consumption of about one day. The same amount of computational cost is reached by SVM because scanning for optimal values of the hyperparameter and of the regularization parameter is necessary. A single run of SVM adaptation needs about 10 times longer as for LVQ1, except when the hyperparameter value is far from the optimum. In these cases a single run of SVM can take more than 10 4 times longer as for LVQ1. Lastly, we want to present the acquired relevance values (Fig. 2) . To some ex- tend, they are differing between both ARD methods. The relevance values of GA-OLVQ1 show higher dynamic and mostly lower standard deviations. EEG frequencies in the region between the delta and theta band and in the alpha band, but not in the beta band are important for MSE detection. (The just now mentioned bands are common in the EEG community.) These results are in line with them in fatigue research, but the often observed downshift from alpha to high theta is in contrast to our results. In this region low relevance values were found.
Conclusions
We have presented an overview of some methods of the LVQ family including four approaches to automatic relevance determination. Their classification accuracy has been compared on a biomedical data set consisting of about 10 4 items.
It turned out that two of the four ARD approaches performed better than the rest of the LVQ family. Therefore, the usefulness of the underlying global metric adaptation is corroborated.
Our approach which combines all features of all the recorded EEG and EOG channels and which adapts relevance values using genetic algorithms outperformed all other LVQ methods. But best results, with test errors down to 10%, were obtained by Support Vector Machines utilizing a Gaussian kernel function and neglecting the need of metric adaptation. Unfortunately, the computational costs of both best performing methods are exceptionally high. These costs exceed LVQ1 by a factor of 10 4 . The relevance values of the PSD features of the EEG were similar to findings of other authors in the adjacent field of fatigue research, but for a deeper understanding much more research is needed. Furthermore, there are large interindividual differences of the EEG and EOG characteristic [1] . It would be interesting to investigate whether methods of local metric adaptation can handle this problem and therefore gaining better and more stable results than global adaptation schemes. Another future issue should be the extension to a greater variety of feature extraction methods which is also likely to improve and stabilize the MSE detection. These issues will be further steps on the long way to establish a reference measure needed for the development of video-based drowsiness warning systems.
