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Abstract 
Living in the Information Age allows almost everyone have access to a large amount of information 
and options to choose from in order to fulfill their needs. In many cases, the amount of information 
available and the rate of change may hide the optimal and truly desired solution. This reveals the need 
of a mechanism that will highlight the best options to choose among every possible scenario. Based on 
this the skyline query was proposed which is a decision support mechanism, that retrieves the value-
for-money options of a dataset by identifying the objects that present the optimal combination of the 
characteristics of the dataset. This paper surveys the state-of-the-art techniques for skyline query 
processing, the numerous variations of the initial algorithm that were proposed to solve similar 
problems and the application-specific approaches that were developed to provide a solution efficiently  
in each case. Aditionally in each section a taxonomy is outlined along with the key aspects of each 
algorithm and its relation to previous studies.  
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1. Introduction 
The rapid growth of decision support systems and the increasing size of multidimensional data lead 
researchers to seek for new efficient methods for data processing in order to retrieve useful insights. 
The operational research science is related with the support of decision making by using various 
advanced analytical methods such as mathematical models, statistical analysis and data mining.  
Some of these analytical methods may be rank-aware approaches that contain scoring functions, such 
as those used in Top-K queries. Although, in many cases may not be desired to define a cumulative 
scoring function in order to retrieve the best results of a dataset since this will reduce the potential 
multi-dimensional comparisons of data to a single scalar value.  
Taking this into account skyline queries deflect from the strict ranking approach of top-k queries and 
directed to an approach that is  more understandable by hummans. Opposed to top-k queries where 
specific ranking functions and criteria are used, skyline queries assume that every user has a series of 
preferences over the attributes of data. Those preferences indicate what user’s likes and dislikes (e.g. 
“I like the sea more than the mountains” or “I prefer to go vacations on an island rather than on a 
mountain). All the preferences are considered equivalent and will help to discard the items of the 
dataset that will not be preferred by anyone. This results in a small subset that contains the most 
interesting and preferred items based on all the preferences of all users. This set will be the skyline 
set or pareto optimal set. 
In recent years, skyline query processing has become an important issue in database research for 
extracting interesting objects from multi-dimensional datasets. The skyline query processing is 
applicable in many applications that require multi-criteria decision making without using cumulative 
functions in order to define the best results but based on user’s preferences. The skyline operator 
filters out a set of interesting points based on a set of evaluation criteria from a potentially large 
dataset of points. A point is considered as interesting, if there is not any other point better than that 
in all the evaluation criteria. The popularity of the skyline operator is mainly due the paradigm’s 
simplicity and its applicability on multi-criterion decision support with respect to user preferences. 
To be more precise, consider a typical skyline query example for a house purchase. In this problem, 
we suppose that a house might be interesting for somebody if no other house is both cheaper and 
closer to a metro-station. It is considered that as the distance of a house from a point of highly 
(general) interest is decreased (in this case a metro-station), the objective value (price) of the house is 
increased. So the user tries to find the best money-to-value ratio that satisfies his/her own 
preferences.   
Table 1 represents a set of eight houses that a user found to be sold in the vicinity of a particular 
metro station. Each row in the table contains information, which can be used to identify the most 
interesting houses. To make the example simple there exist only two numeric attributes (dimension) 
for the houses. One attribute will be price and the other will be distance from the metro-station.  In 
this case first evaluation criterion is minimizing the distance from the metro-station and the second 
one is minimizing price. Every evaluation criterion is considered as a single dimension in the d-
dimensional space.  
House price (in 
thousand 
€)   
Distance (m) 
H1 100 1500 
H2 1400  500  
H3 700  600  
H4 1300  1000  
H5 900  1300  
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Table 1 Dataset of houses 
Figure 1 illustrates the skyline of the existing set of houses. Houses H2, H3, H4, H5, H10 and H11 do 
not belong on the skyline as they are no one’s top choice because for each one of them exists at least 
one house which is better in terms of price or distance. Houses H1, H6, H7, H8 and H9 are the most 
interesting ones and so belong to the skyline. All the skyline points are connected by a line. The 
skyline is essentially the boundaries of the union of dominance area of all skyline point. To make it 
easily understood, the dominance area of a 2-dimensional point is the North-East quadrant of the 
space that occurs by imaginably drawing a x-y axis system with origin point the point of interest that is 
examined. The dominance area of a point will be inside the dominance area of a second point, noted 
as the first point dominates the second one, only if the first point is as good or better in all dimensions 
and better in at least one dimension based on the evaluation criteria. The skyline would refer to those 
points that are not dominated by any other point. In the house-metro station example “better” is 
minimizing the values.   
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Figure 1: Skyline of a set of houses 
Skyline queries can also involve more than two dimensions. For instance, a buyer could be interested 
in houses that are near to a metro-station, are cheap, have high square footage and low communal 
costs. The main idea of the skyline operator is to give the user the overall view of all interesting 
results and then let him/her to make a decision.  
1.1. Applications 
Some indicative applications areas for which skyline queries [19] are useful are customer information 
services, decision support and decision making systems. For instance, a skyline query can be used by 
travel agencies to find a reasonable priced hotel near the sea or to find good salespersons which have 
low salary [19] Additionally reverse skyline queries [44] can assist in market research applications in 
order to find if a specific product is appealing to consumers or to identify the best location for a new 
branch store. Also can be applied also in economics [108] where can support microeconomic data 
mining or even in continuous data stream environments [117] such as stock exchange systems. 
Additionally it can be used on location based systems (LBS) in order to identify the shortest root to a 
H6 1600  100  
H7 400  300  
H8 200  1200  
H9 1000  200  
H10 500  1400  
H11 500  900  
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destination or the closest point of interest among many [75], [98]. Another application is distributed 
query optimization. This can be particularly useful in cloud architectures where data are scattered 
among servers or in the case where Quality of (web) services [3] is the primary goal. Skyline queries 
can also be used to focus on a subspace of attributes [196] in order to identify the skyline on a small 
subset of the dimensions of the dataset that are defined. Skyline queries have also applications in 
computer security and especially on problems concerning privacy [28] and authentication [113]. 
Skyline computation in metric space [30] can assist the DNA searching problem in bioinformatics. 
Finally skyline queries are applicable in a wide variety of data types such as partial ordered [24], and 
incomplete [91] or uncertain data [138, 87] .  
1.2. Related Problems 
Many similar problems and operators related with skyline queries have been studied in the literature. 
For example, the Top-K query [81] retrieves the best K objects that minimize a specific preference 
function. The difference from skyline query is that the output changes according to a user-specified 
input function and the retrieved points are not necessary part of the skyline. The k-nearest neighbor 
(k-NN) query [135], in another example, requires the existence of a query point p and outputs the k 
objects closest to p, in increasing order of their distance. In this case the difference from the skyline 
query is that k-NN query retrieves answers according to the proximity of a given point and not based 
on domination to other points. Finally, convex hull [18, 144] contains the points that are enclosed by 
the polygon that is defined from the minimum and maximum skyline (i.e. minimizing and maximizing 
values based on the evaluation criteria) of the given set of points. The main difference from a skyline 
is that it defines an area of interest rather than a line with individual interesting points. 
1.3. Contribution 
This survey gives an overview of skyline query computation techniques that have been proposed so 
far. It reports on the source of skyline problem and gives a detailed coverage of state-of-the-art 
skyline query processing techniques. It also introduces taxonomy to classify skyline queries based on 
their general characteristics and it presents in a categorized manner the applications of skyline 
queries. To the best of our knowledge, this is the first study that gives a complete and comprehensive 
overview of the research that has been done on skyline query computation. 
1.4. Outline 
The rest of the survey is organized as follows. Section 2 reports on the preliminaries notions and on 
most popular algorithms for general skyline query computation. Section 3 reports on the skyline 
queries family. Section 4 reports the applications and problems that the skyline operator can solve. 
Finally section 5 reports on the cardinality estimation of the resulted skyline set and on efficient 
methods for handling updates of the dataset.  
Figure 2 illustrates the number of citations by year that where received in the broad research area of 
skyline computation.  
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Figure 3 illustrates approximately the average number of references that an article received in each 
year.  
 
Figure 3: References per article. 
 
Figure 4 illustrates the number of articles appeared in each year. 
 
Figure 4: Number of articles per year. 
2. Skyline 
Before going into details on skyline processing methods, this section will provide some preliminary 
definitions and will present an overview of the fundamental skyline queries computation algorithms. 
The computation of the skyline in database research is equivalent to determining the maximal vector 
problem in computational geometry [144], or equivalently the pareto optimal set [99, 144] problem in 
operations research. The maximal vector problem is to find the subset of a set of vectors such that 
each one of them is not dominated by any other vector from that set. Considering that those vectors 
are points in a k-dimensional space, then the maximal vectors [15] can also be called admissible points 
[8] and the maximal set of vectors as Pareto set. This class of problems was extensively studied by the 
mathematical community in the decade of 60s. 
As mentioned in [19] the skyline problem considers that the dataset cannot fit completely in the main 
memory (RAM) in order to be processed. This is more likely to be the case in modern database 
systems where the dataset is retrieved from an external memory such as disks. Methods that do not 
rely on external memory are DD&C [99], LD&C [15] and FLET [14]. 
Authors in [59] proved that the initial algorithms, proposed for maximals [99, 144] which are based 
on the divide-and-conquer approach [13] (which divides the initial problem in equal sub-problems 
and then tries to solve each one separately, combining the results in the last step of the process) have 
quite bad performance with respect to the dimensionality of the initial problem. Additionally these 
algorithms assume that the whole dataset fits into memory and they do not take into account 
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memory limitations and thus cannot be directly applied in a database scenario. Such kind of 
approaches suffers for the “curse of dimensionality” [16] which was first used by Bellman [12] and is 
often used to indicate that high dimensionality causes problems in resolving  due to increased 
computational cost. This problem was observed and solved with the introduction of the skyline 
operator [19] which proposes a divide and conquer algorithm suitable for external memory and shows 
how it can be integrated into a database system. An overview of the foundamentals skyline 
algorithms in [134], [169]. 
2.1. Skyline problem & properties 
Skyline queries are a popular and powerful paradigm for incorporating user preferences into 
relational queries and extracting interesting points from a set of points. The main difference from the 
previous described approaches is that instead of finding vectors or points, a skyline queries finds the 
maximals over a set of tuples or the so-called set of Pareto-optimal tuples. Those tuples are those that 
are not dominated by any other tuple in the same relation. One of the nice properties of the Skyline 
of a given set Ds of points is that any set of evaluation criteria that arise from user’s preferences can 
be modeled in the form of a monotone scoring function𝑓: 𝐷𝑖 → 𝑅, like L1 norm 𝑓(𝑥, 𝑦) = 𝑥 + 𝑦 or 
Euclidian norm 𝑓(𝑥, 𝑦) = √𝑥2 + 𝑦2. If p ∈ Ds and minimizes (or maximizes) the scoring function, then 
p is in the Skyline. That means, regardless how a user weights his/her preferences towards price and 
distance of houses, s/he will find a house that matches his/her preferences in the Skyline. In this 
example for simplicity, is assumed that skylines are computed with respect to minimum (min) 
conditions (minimizing the scoring function) on all dimensions. In detail, using the min condition, a 
point p dominates another point r if the coordinate of p on at least one axe is smaller than the 
corresponding coordinate of r, and no larger on any of the remaining axis. This implies that p is 
preferable to r according to any preference (scoring) function which is monotone on all attributes. 
Furthermore, for every point p in the Skyline, there exists a monotone scoring function f such that p 
minimizes (or maximizes) that scoring function. This ensures that the skyline will contain all the 
preferable houses no matter how users weight their preferences. More formally, given a d-
dimensional space D={d1 ,…, dd} and a set Ds of points that belongs in D, a point p ∈ Ds can be 
represented as P = {p.d1,…,p.dj}, 1<=j<=d,  where p.dj is the value of the jth-dimension  of the point. 
Assume that the dataset Ds contains the points Ds={p1 ,…,  pn}. The notation pi.dj ≥ 0, with 1 ≤ j ≤ d 
and 1 ≤ I ≤ n, is used to denote the j-th dimensional value of the pi point. Assume that for each 
dimension dj there exists a total ordering relation, denoted by ‘<’ or ‘>’ according to the user’s 
preferences. Without loss of generality in our examples we will use the ‘<’ relation.  
Definition 1: Dominate 
Given points p, r ∈ Ds,  p dominates r, denoted as p ≺ r , if and only if  ∃ j∈[1,d] such that  p.dj<r.dj 
and ∀ i ∈[1,d]-{j}:   p.di  ≤ r.di ∎ 
Dominance has the property of a transitive relation. That is if p dominates r and r dominates t, then p 
also dominates t (Figure 5). This is given more formally in the next proposition.   
Proposition 1: Transitivity  
Given points p, r, t∈ Ds, if p≺r and r≺t, then p≺t. ∎ 
Transitivity can be used to eliminate from further consideration a single point or a group of points 
that are dominated by a point p which in its turn is dominated by a new point r.  
Through previous analysis, the domination between two points was explained. In contradiction If two 
points p, r ∈ Ds do not dominate (denoted with ≺≻) each other simultaneously (that is p≺≻r and 
r≺≻p) (Figure 6) are considered as incomparable in Ds, and denoted with p ∼Ds r or simply p ~ r. 
More formally: 
Proposition 2: Incomparability  
Given two points p, r ∈ Ds, if  p≺≻r and simultaneously r ≺≻ p, then p and r are incomparable on Ds  
(i.e. p~r). This property helps in determining if one or more points can be skyline points. A point in the 
skyline set must be incomparable to all other points of the set. 
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For example consider the partitions on Figure 6 that could be derived from the original dataset using 
a Divide & Conqueror approach. If we first examine partition 1 and identify at least a single skyline 
point (in any location inside of it) then partition 4 could be completely pruned. Furthermore since 
partitions 3 and 2 are incomparable the skyline points in one partition do not affect the skyline points 
in the other partition and there is no case that points from partition 3 dominate points in partition 2 
and vice versa.  
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Figure 5: Transitivity dominance. 
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Figure 6: Incomparable points. 
 
The skyline of a dataset of n points refers to those points that are not dominated (are incomparable) 
by any other point. That is, a data point p is a skyline point if there does not exist any point on the 
dataset that dominates p. 
Definition 2: Skyline 
A data point p ∈ Ds is a skyline point iff ∄ r∈ Ds such that r≺p. ∎ 
Notice that in order a point to be a skyline point it is not needed necessary to dominate another point 
in the dataset. Additionally the skyline set of a dataset is unique. 
The math notations that will be used in the subsequent discussion are summarized in Table 2.  
Notation Definition 
D d-dimensional space 
Ds Input dataset for skyline computation (set of points) 
d Number of dimensions of DS  
di one dimension (1 ≤ i ≤ d) 
p, r, t Data points 
s Skyline point 
p.di  i-th dimension of the point p 
q query 
SDS Set of skyline points of DS 
f Monotone function 
p ≺ r 
p ≺q r 
p dominates r 
p dominates r with regard to q 
p ≺Ds r 
p qDs q 
p ε≺ r   
p≺≻r 
p ∼ r  
SDSq 
p dominates r in the Dataset Ds 
p dominates r in the Dataset Ds with regard to q 
p ε-dominates r 
p does not dominates r  
p and r are incomparable 
Skyline set S of dataset Ds with regard to the query point q 
Table 2: Math Notations 

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Apart from the formal definition of the skyline there are some additional related interesting features. 
A skyline query tries to find an optimal solution for a user, based on multiple, and sometimes 
conflicting, goals. For example, a user may be interested in buying an economic house in Athens that 
is also close to a metro-station. In general case, houses that are near to a metro-station are expected 
to be more expensive (because they are preferred by the majority of buyers), therefore his/her 
preference for an economic house contradicts his preference for a house close to the metro station. 
Additionally there may be no single optimal answer (or answer set) that satisfies exactly the 
preferences of the user, but rather there could be numerous answers that are close in satisfaction of 
his/her preferences. In the same example, it is unlikely that there exists a house that is the cheapest 
among all houses and is at the same location with the metro-station, (because houses near the 
metro-station are preferable by most buyers and a house in a distance will try to attract buyers with a 
lower price). Instead, one can expect to find in the skyline, among others, a list of economic houses 
such that those nearer to the metro-station to be slightly more expensive. Thus, users are typically 
looking for satisficing answers (decision making support). For the same query, different users with 
similar personal preferences, which are not exactly satisfied by a single optimal answer, may finally 
find different answers appealing. A person may be willing to pay a little more to be closer to the 
metro-station and another may be contented with a cheaper house as long as it is convenient to go by 
foot. In conclusion it is important to present all interesting answers that may fulfill a user's need. 
2.2. SQL Extension 
The skyline operator was first introduced in [19] where authors proposed an SQL syntax which 
extends SQL's SELECT statement by an optional SKYLINE OF clause which is syntactically similar to an 
ORDER BY clause. This way a user can find all the interesting points by specifying the skyline 
dimensions and the criteria that will be used, using one of MIN, MAX and DIFF directives. The SKYLINE 
OF clause is executed after scan, join, and group-by operators and before a final sort operator such as 
an ORDER BY clause (some exceptions are discussed in [19]). According to the syntax a skyline query 
would be expressed as: 
SELECT <attributes> FROM <relations> WHERE <conditions> GROUP BY <attributes> HAVING 
<conditions> SKYLINE OF d1 [MIN| MAX| DIFF], . . ., dn [MIN| MAX| DIFF] 
A SKYLINE OF clause contains columns d1,…., dn which represents a list of attributes (which can be 
noted as skyline dimensions) over which a user can apply his/her preferences in order to rank the 
dataset. Note that it does not matter the order in which dimensions are specified, but it is important 
for each dimension to have a natural total ordering (in the case of general skylines queries) as 
integers, floats or dates. The directives MIN, MAX and DIFF, can specify whether the value in that 
dimension should be minimized, maximized, or distinct from all the others. It is important to mention 
that a one dimensional Skyline is equivalent to a MIN or MAX SQL query without a SKYLINE OF clause.  
In the general house-metro station example, a user who is looking for the most interesting houses, 
which are cheap and near to the metro station, would prefer both price and distance dimensions to 
be minimized. In that case the query could be written in SQL syntax as follows: 
SELECT * FROM Houses WHERE city = ‘Athens’ SKYLINE OF price MIN, distance MIN 
The simplest way to implement a skyline query on top of a relational database system is by translating 
the Skyline query into a naive-nested SQL query which will compare every tuple (point) with every 
other tuple. The above skyline query is equivalent to the following standard SQL query: 
SELECT * FROM Houses h WHERE h.city = ‘Athens’ AND NOT EXISTS ( 
   SELECT * FROM Houses h1 WHERE h1.city = h.city AND 
          h1.distance <= h.distance AND h1.price<=h.price AND  
                     (h1.distance <h.distance OR h1.price < h.price)); 
 
Thought the problem can be very well expressed in SQL, this approach shows very poor performance. 
Particularly it involves a self-join over a table which is essentially a θ-join rather than an equality-join. 
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This way a θ-join [128]will evaluate all the combinations of the tuples that involves and satisfy the 
relation θ, causing a significant computational overhead. 
2.3. Fundamental skyline algorithms 
Existing skyline computation methods can be classified into two categories, depending on whether or 
not rely on pre-computed indexes on data. Index-based methods have better performance, since they 
avoid accessing the entire data collection, but have limited applicability due to the necessity of an 
indexed dataset. Additionally multi-dimensional indexes like R-trees have their own limitations as 
they suffer from the well-known curse of dimensionality. Not index-based methods are more generic, 
in the sense that they do not require any specialized access structure to compute the skyline. 
Authors in [19] introduces a Block Nested Loop (BNL) algorithm which like the naive nested-loop 
algorithm repeatedly reads the set of tuples and eliminates points by finding other points in the 
dataset that dominate them. BNL allocates a buffer (window) in main memory that contains a number 
of points in order to sequentially track the dominance between them (Figure 7). The algorithm reads 
the input data and each point is retrieved and compared against the points in the buffer. In the first 
run of the algorithm no point will exist in the buffer so it’s trivial to insert the first point in the buffer. 
For the next runs if the point retrieved is dominated by at least one point  in the buffer  there is no 
need to continue the comparison with the others points that maybe exist in it and the point is 
discarded.  Otherwise if the point is incomparable or dominates one or more points in the buffer, 
those points that are dominated are removed from the buffer and the new point is inserted. Figure 7 
illustrates the algorithm in its fifth iteration in which has processed houses H1, H2, H3, H4, H5 from 
the input dataset. As seen points H4 and H5 are dominated by one or more points in the buffer and so 
are discarded from further processing. For further considerations suppose that the buffer has size 3, 
meaning that can store up to three entries. 
If in any stage the buffer becomes full, a different approach is followed. Once this happens, the rest of 
the input is processed differently and a temporary overflow disk file is used (Figure 8) to store the 
points that where compared and characterized as incomparable or dominated existing points in the 
list and cannot be further placed in the window. Such a point is house H6, which is incomparable with 
the houses already existing in the buffer and thus is placed on the temporary file. Nevertheless the 
dominated points in the window are still discarded as before right after each dominance comparison. 
After the dataset has been read now the temporary file is used as input for the next passes of the 
algorithm.  After the first run all the points of the input will be either inside the window or in the 
temporary file. Points that inserted in the window before any other point was inserted in the 
temporary file are guaranteed to be skyline points. This can be checked by assigning a timestamp to 
each point that exists in the window and the temporary file.  
 
Figure 7: BNL without temporary file. 
 
Figure 8: BNL with temporary file.
 
The algorithm may require a large number of passes until the complete skyline is computed and 
eventually terminate as at the end of each pass the size of the temporary file will be decreased. BNL 
works well if the size of the resulted skyline is small and in best case fits into the window which will 
result in the termination of the algorithm in one iteration. BNL algorithm cannot compute skyline 
points progressively. Its performance is very sensitive to the number of dimensions and to the 
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underlying data distribution. Especially, it is good for up to five dimensions for a uniform distribution 
but its performance degrades if the distribution tends towards an anti-correlated distribution.  
Complexity: The complexity for the best-case is O(n) and in the worst-case is  Ο(n2), where n is the 
size of the dataset. Complexity concerns the case where the entire set of candidate skyline points at 
any time, fit in the main memory buffer. The worst-case complexity concerns the case where every 
point must be compared with every other point, which can happen in the case of a buffer window 
with size 1.  
2.3.1. D&C 
The D&C (Divide-and-conqueror) algorithm proposed in [19] is an extension of the two-way 
partitioning divide-and-conqueror algorithms proposed in [99, 144]. These earlier proposed 
algorithms do not scale well for large datasets, since they do not take into account main memory 
limitations. The D&C algorithm recursively divides the input dataset in m partitions {P1,….Pm} (m-way 
partitioning), in order each one of them to fit in the main memory Figure 9. The partitions boundaries 
are determined by computing the q-quintiles of the dataset which results in the division of the 
dataset into q-1 equal subsets. Then a local (partial) skyline Si is computed for each partition Pi with 
1≤i≤m. Finally the algorithm computes the global skyline by progressively merging the local ones 
based on a bushy merge tree Figure 10 and Figure 11. This way points that belong to one partition 
and are dominated by points of another partition can be removed. The points that left from the 
merging process are the skyline points and the algorithm terminates returning the resulted set. 
 
Figure 9: Divide and conqueror 
As BNL algorithm, so D&C cannot produce skyline points progressively since the first skyline point can 
be generated only when the entire dataset has been scanned. Moreover, as the main memory size 
increases it performs better as it requires the partitions to be in-memory. D&C is less sensitive than 
the BNL to the number of dimensions and correlations in the database.  
Complexity: The algorithm can find the skyline points in O(n) in the best case which essentially is the 
merging cost of the divided partitions and in Ο(n2) in the worst case which is the cost of identifying 
the skyline points in each sub-partition and the cost of merging the results. 
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Figure 10: Merging process  
 
Figure 11: Bushy merge tree 
     
 
2.3.2. Bitmap 
To resolve the problem of progressive skyline computation [164] proposed the index-based Bitmap 
algorithm which encodes all data into a bitmap structure in order to identify the skyline points by 
exploiting the speed of a bitwise & operation. Bitmap is a progressive algorithm which means that it 
does not need to scan the complete dataset in order to return results and is based on a bitmap 
structure which encodes all the required information in order to determine if a point belongs in the 
skyline. 
ALGORITHM 1: Bitmap [164] 
Input:    A Dataset D.  
Output:  The Set of skyline points of dataset D. 
 
1. for each point x = (x1, x2,…, xd) in the Dataset D 
2.  let xi be the qith distinct value in dimension i 
3.  A   ← BitSlice(q1, 1) 
4.  for i = 2 to d do 
5.   A  ← A & BitSlice(qi , i) 
6.  B  ← BitSlice(q1 – 1, 1) 
7.  for i = 2 to d do 
8.   B ←  B | BitSlice(qi – 1 , i) 
9.  C ←  A & B 
10.  if C == 0 then 
11.    output x  
 
At this point was outlined the pseudocode of Bitmap algorithm. The BitSlice(qi,i) function returns the 
bitslice for the  qith distinct value of the ith dimension. If the bitslice does not exists, then BitSlice(qi,i) 
will be equal to 0. In the case where C equals to 0 (line 10) for a given point x, then no point 
dominates x and thus point x is a skyline point. 
In order to describe the algorithm assume that a point p={p.d1 ,…., P.dj }, 1≤j≤d in a d-dimensional 
space is represented by an m-bit vector. From those m-bits each p.di is represented by a number of ki 
bits. Each ki has as many bits as the number of distinct coordinate values of all the points of the 
dataset in that dimension and thus 𝑚 = ∑ 𝑘𝑖
𝑑
𝑖=1 .  
To incorporate the house-metro station example, there are 10 distinct values for dimension price and 
11 distinct values for dimension distance. That means k1+k2=10+11=21 and thus m=21.  Considering 
the min annotation and assuming that p.dm is the j-th smallest number on the i-th dimension it can be 
represented by the ki bits setting the (ki-ji+1) most significant bits to 1 and the rest to 0.  In detail, 
value 400 is the third largest value among the 10 in the first dimension so in its bit-representation the 
first (10-3) +1=8 most significant bits will be assigned to 1 and all the other to 0. The results of the 
mapping process are shown in Table 3. Next the algorithm needs to determine if a point is a part of 
the skyline or not.  
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In our case will check points H7, which from previous example is a skyline point and H4 which is an 
ordinary point. In order the algorithm to compare the points obtains the array of bit-vectors of all 
points and transposes it in an m-length array of bit-slices. Each bit-slice Vi corresponds to the sum of 
the i-th bit-value of the dimension, of all points. The bit-length of bit-slices depends on the number of 
points. The two bit-slices of House H7 for the two dimensions are shown in bold in the Table 3.  
After the construction of the bit-slices the algorithm performs 3 bitwise operations among 2 sets of 
bit-slices. The first set contains the bit-slices Vx, Vy (one for each dimension) where resides the last bit 
of the point  which is equal with one .The second set contains the next in order bit-slices Vx+1 , Vy+1 of 
those that selected in the previous set. In the case that the bit-slices of the previous step is the last in 
order then is used the zero bit-slice (all bits zero).  The first bitwise operation A will be an AND 
operation between Vx and Vy. The second bitwise operation B will be an OR operation between Vx+1 
and Vy+1 . The third bitwise operator C would be also an AND operation between the results of the two 
previous operations. If the result of the final operation is zero then the tested point is a skyline point. 
For Point H7 A=Vx AND Vy ={ 10111011111  AND  00000110100  } = 00000010000, which indicates that 
the points that have values in each dimensions that are greater or equal to this point is only the point 
H7. The second operations B= Vx+1 OR Vy+1= { 10000001000 OR 00000100100 } = 10000101100, which 
shows that points which have some of it’s dimension better than H7 are the points H1, H6, H8 and H9. 
The last operation C= A AND B = {00000010000 AND 10000101100} = 00000000000 which shows that 
their is no house that dominates H7. 
In the case of House H4 A=Vx AND Vy ={ 10111011111 AND  01110110101 }= 00110010101  which 
indicates that houses H3, H4, H7, H9, H11 are equal or better in each dimension. Operation Vx+1 OR 
Vy+1= {10101011111 OR 01100110101}= 11101111111 indicates that points {H1-H3},  and  {H5-H11} 
are better in at least one dimension from H4. The final operation C=A AND B = {00110010101 AND 
11101111111} =00100010101 indicates that points H3, H7, H9, H11 dominate point H4.  
House coordinates Bitmap representation 
H1 ( 100 , 1500 ) ( 1111111111 , 10000000000 ) 
H2 ( 1400 , 500 ) ( 1100000000 , 11111111000 ) 
H3 ( 700 , 600 ) ( 1111110000 , 11111110000 ) 
H4 ( 1300 , 1000 ) ( 1110000000 , 11111000000 ) 
H5 ( 900 , 1300 ) ( 1111100000 , 11100000000 ) 
H6 ( 1600 , 100 ) ( 1000000000 , 11111111111 ) 
H7 (  400 , 300 ) ( 1111111100 , 11111111100 ) 
H8 (  200 , 1200 ) ( 1111111110 , 11110000000 ) 
H9 (1000 ,200 ) ( 1111000000 , 11111111110 ) 
H10 ( 500 , 1400 ) ( 1111111000 , 11000000000 ) 
H11 ( 500 , 900 ) ( 1111111000 , 11111100000 ) 
Table 3 Bitmapped dataset 
Even if Bitmap is a progressive algorithm it must consider all points of the dataset in order to compute 
the full Skyline which tends to be an expensive operation because, for each point inspected must 
retrieved the bitmaps of all points. Additionally the algorithm does not allow the user to give 
preferences in which order the results are produced but rather points are returned depending on the 
clustering of the data. Finally bitmaps perform well when the number of distinct values per dimension 
is small. 
Complexity: - 
2.3.3. INDEX 
Among the Bitmap algorithm [164] authors additionally proposed the Index algorithm, inspired from 
the rank aggregation algorithm proposed in [52], which partitions the entire d-dimensional dataset 
into d ordered lists. It uses a specialized B-tree to index each point by a transformation mechanism 
that maps high-dimensional points into single dimension point. Note that it can use any single 
dimension index structure and not only a b-tree. The data points are mapped to y and ordered as 
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y=dmin + xmin.   A point p = (p.d1, p.d2, . . . , p.dd) of the dataset belongs to the i-th list  (1 ≤ i, j ≤ d) if it’s 
p.di value is minimum among all p.dj values, that is p.di≤p.dj for all i ≠ j. In each list points are 
organized in batches and sorted in an ascending (or non-ascending) order of their distinct minimum 
(or maximum) value in that dimension. Each batch is identified by the minimum value of the point 
that represents. Points with the same minimum value in each list are organized in the same batch.  
Each batch is processed according to its ascending index value and the algorithm tries to determine if 
it belongs to the skyline. If a batch has more than one point a local skyline is computed which is then 
checked if it can be merged to a global one.   
 
ALGORITHM 2: Index [164] 
Input:    A Dataset D. (B-tree) 
Output:  The Set of skyline points of dataset D. 
 
1. for i = 1 to d do 
2.    fi  ← True 
3.    ti ←  traverseTreeMax(root, i) 
4.    maxi  ← maxValue(ti) 
5.    mini  ← minValue(ti) 
6. mn ←  1
maxdi  mini 
7. mx ←   1
maxdi  maxi 
8. for i = 1 to d do 
9.     if mn > maxi then 
10.         fi  ← False 
11. j ← 1 
12. S ← 0 
13. while there are some partitions to be searched do 
 
 
14.   for i = 1 to d do 
15.        if maxi == mx then 
16.            Pj  ← ti 
17.            Sj ←  0 
18.            ti ←  getNextLeftElement(ti) 
19.           while (maxValue(ti) == mx) do 
20.                mn  ←  max(mn; minValue(ti)) 
21.                Pj ← Pj ∪ ti 
22.                ti  ← getNextLeftElement(ti) 
23.            maxi ←  maxValue(ti) 
24.    Sj ← computePartitionSkyline(Pj) 
25.    S ←  S ∪ computeNewSkyline(Sj , S) 
26.     j ←  j + 1 
27.    mx ←   1
maxdi  maxi  
28.    for i = 1 to d do 
29.         if mn > maxi then 
30.     fi  ← False 
At this point the pseudocode of Index algorithm was outlined. The fi flag indicates whether or not the 
algorithm must continue to search on the ith dimension. When the flag fi is false, it means that all the 
remaining points are dominated and thus the partition does not need to be further searched. Routine 
maxvalue(t) returns the maximum value of tuple t among all dimensions and respectively minValue(t) 
returns the minimum value. The traverseTreeMax(root,i) routine traverses the B-tree in order to 
obtain the tuple with the largest value in dimension i. Routine getNextLeftElement(t) returns the left 
element of t, computePartitionSkyline(P) computes the skyline of a set of points P and 
computeNewSkyline (Si , S) computes the new skyline set derived from Si taking into account the 
already found skyline set S. 
 
In the case of the hotel metro-station example the houses that belong to the first list and have their 
first coordinate minimum among the two are H1, H5, H8, H10, H11  and houses that have their 
second coordinate minimum and belong to the second list are  Houses H2, H3, H4, H6, H7 and H9 
(Table 4). Houses H10 and H11 have the same minimum value so they belong to the same batch. 
When the algorithm starts loads the first batch from each list. The two first batches have minimum 
value 100, so the algorithm process with the batch from the first list. Point H1 is added to the skyline 
list because is a single point and the skyline list is empty. The next batch the algorithm handles is H6 
which was considered previously. The point is incomparable so is added to the list. The next batches 
from each list which are loaded are H8 and H9 that again have the same Min value which is 200, so 
the algorithm continues with the one on the first list. H8 is incomparable so it is added to the list. The 
next point in the first list has Min value 500 so the algorithm continues with the previous considered 
H9 which is added to the list. Algorithm continues by loading the batches {H10, H11} and H7 from 
each list respectively. The batch with the smallest minimum value is H7 which is added to the list 
because it’s not dominated by any point in it. At this step the algorithm terminates because both the 
coordinates of H7 are smaller than or equal to the minimum value of the next batch {H11, H10}, H2 on 
the two lists. In this case the algorithm does not need to proceed further because all the remaining 
point will be dominated by H7 and thus algorithm terminates returning the set of skyline point. 
For clarity reasons is explained what should happened in the case {H11, H10} was processed. This 
batch has two points so in that case the algorithm would calculate the local skyline of the batch. The 
resulted point (or points) would be checked if they could be a part of the skyline. Both points do not 
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dominate each other so both of them belong to the local skyline. In this case algorithm will check both 
points if can be added to the skyline list.  
Min1 Dimension 1 Dimension 2 Min2 
Min1= 100 H1 ( 100 , 1500 ) H6 ( 1600 , 100 )  Min2= 100 
Min1= 200 H8 (200 , 1200) H9 (1000 , 200 )  Min2= 200 
Min1= 500 { H11 (500 , 900 ) ,  
H10 (500 , 1400) } 
H7 ( 400 , 300 )  Min2= 300 
Min1= 900 H5 ( 900 , 1300) H2 ( 1400 , 500 ) Min2= 500 
  H3 ( 700 , 600 ) Min2= 600 
  H4 ( 1300 , 1000 )  Min2= 1000 
Table 4 Index approach 
The Index algorithm can quickly return skyline points in bursts (since it examines collection of points 
together) but does not support user-defined preferences since the order of the skyline points that are 
returned is fixed and depends on the value distribution of the data.  
Complexity:  - 
2.3.4. NN 
The Nearest Neighbor (NN) algorithm [97] is the first algorithm that uses the widespreaded R*-tree 
[11, 65] index structure in order to massively eliminate points by avoiding redundant dominance 
checks. The algorithm recursively applies the NN search, using an existing algorithm such as [149, 70] 
which is based on any monotone distance function (i.e. L1-norm or Euclidean norm(L2-norm)). At the 
beginning applies an NN search to find the point with the minimum distance (mindist) from the 
beginning of the axes (when the problem is to be minimized) and inserts the resulted point into the 
skyline. The resulted NN point partitions the space in four partitions. One partition contains only 
points that are dominated by this point and thus can be removed. A second partition contains no 
point according to NN search and the other two partitions will be processed recursively through a to-
do list in order to output the skyline result. If a region is empty is not sub divided any further and is 
removed from the To-Do list. The algorithm terminates when the To-Do list is empty.   
ALGORITHM 3: NN [97]  
Input:    A Dataset D (r-tree).  
               Distance function f (e.g., Euclidean distance) 
Output:  The Set of skyline points of dataset D. 
 
1. T = {(∞,∞)} 
2. while (T≠∅) do 
3.            (mx , my) = takeElement (T) 
4.            if (∃ boundedNNSearch (O, D, (mx , my), f)) then 
5.                    (nx, ny) = boundedNNSearch (O, D, (mx , my), f) 
6.                    T = T ∪ {(nx , my) , (mx , ny)} 
7.                    output n 
8.             End if 
9. End while 
 
At this point the pseudocode of NN algorithm was outlined. The list T represents the regions to be 
processed. Each time a new nearest neighbor is identified the region T is subdivided into smaller 
regions. The boundedNNSearch(O, D, (mx , my), f) function takes as input a point O, a dataset D, a 
region (mx , my), a distance function f and identifies the nearest neighbor (nx, ny) taking into account 
that must be inside the region (mx , my). 
Algorithm starts by searching for the nearest neighbor from the origin point defined (in this case the 
start of axes). The nearest point to the origin is H7 (400,300) with mindist 700, based on the L1, and is 
guaranteed to be a skyline point. This point partitions the data space in four regions Figure 12. Region 
1 contains no points according to the definition and properties of nearest neighbor. Region 4 contains 
all the points that have greater coordinate values than those of the nearest neighbor point. Thus the 
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points that belong to this region are dominated by the NN point and so they can be pruned massively 
(this could efficiently done with the r-tree implementation). Region 2 contains the points [0, 400) 
[300, ∞) and region 3 that contains all the points that belong to [400, ∞) [0, 300). The set of partitions 
resulted after the discovery of a skyline point must be inserted in a to-do list so the algorithm 
removes the initial region and inserts in their position regions 2 and 3, which are needed to be 
investigated.  The algorithm recursively calls itself on Region 2 and Region 3. 
In the recursion of Region 2, which is the first region of the To-Do list, the algorithm makes again an 
NN search in order to find the next skyline point. The NN point that is retrieved on R2 {[0,400) [300, 
∞)} is H8 (200, 1200) with mindist 1400 which is inserted in the skyline list. Due to the discovery of 
the NN point Region 2 is divided in 4 partitions (Figure 13). Region 2.1 will be [0,200) [300, 1200), 
region 2.2 [0,200)[1200, ∞), region 2.3 [200,400) [300, 1200),  and region 2.4 [200,400)[1200,∞). As 
mentioned before regions 2.1 and 2.4 are not needed to be considered.  As a final step the algorithm 
removes region 2 from the To-Do list and inserts regions 2.2 and 2.3. Next the algorithm will 
recursively call itself on the first region on the To-Do list which is region 2.2. An NN query in this 
region will return point H1 (100, 1500) with mindist 1600 that is added to the skyline list. Due to the 
discovery of the NN point, region 2.3 is divided in 4 partitions which are region 2.2.1 
[0,100)[1200,1500), region 2.2.2 [0,100)[1500,∞), region 2.2.3 [100,200)[1200,1500) and region 2.2.4 
[100,200)[1500,∞). As previously regions 2.2.2 and 2.2.3 are inserted in the To-Do list and processed 
recursively.  
Algorithm will perform the next NN query starting with the first region on the To-Do list which is 2.2.2. 
The region is empty so the algorithm discards it and process the next one. Region 2.2.2 is also empty 
so it’s discarded and so the region 2.3. The only region remaining is Region 3. As with Region 2 the 
algorithm will recursively call itself until the To-Do list is empty, where in that case algorithm 
terminates and returns the final skyline list. The skyline points returned by processing Region 3 are H9 
(1000, 200) with mindist 1200 and H6 (1600, 100) with mindist 1700. 
The algorithm improves the divide-and-conquer algorithm by applying the D&C framework on 
datasets indexed by R*-trees. NN is the first algorithm that gives the user control over the process by 
tendentiously selecting on-demand the preferred region to be processed and allows him/her to give 
preferences by altering the scoring function on-the-fly. On the downside, the algorithm has large I/O 
overhead, especially in high dimensional spaces, due to the recurrent access of the R*-tree. 
Additionally the To-do list size may exceed the size of the dataset for as low as 3 dimensions [133]. 
Finally is mentioned that in the general case of d>2, regions overlap in such a way that the same 
Skyline point can be found more than once. For that reason authors proposed some additional 
elimination methods for datasets with d>2.  
Complexity:  - 
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Figure 12: Regions after 1st NN query. 
 
Figure 13 Regions after 2nd NN query. 
 
 
# of NN 
query 
To-do List space partitions Skyline Points 
0 [0,∞),[0,∞) ∅ 
1st R2{ [0,400) [300, ∞) }  and R3{ [400,∞) [0,300) } H7 
2nd  R2.2{ [0,200)[1200, ∞) }, R2.3{ [200,400)[300,1200) }  and 
R3{ [400,∞) [0,300) } 
H7, H8 
3rd R2.2.2{ [0,100)[1500,∞) } , R2.2.3{ [100,200)[1500,∞ ) } , 
R2.3{  [200,400)[300,1200) }  and R3{ [400,∞) [0,300) } 
H7, H8, H1 
4th R2.2.2{ [0,100)[1500,∞) } , R2.2.3{ [100,200)[1500,∞ ) } , 
R2.3{  [200,400)[300,1200) }  and R3.2{ [400,1000)[200,300) } , 
R3.3{  [1000,∞)[0,200) } 
H7, H8, H1, H9 
5th R3.2{ [400,1000)[200,300) } , R3.3.2 { [100,200)[100,1600) } , 
R3.3.3{ [1600,∞)[0,100) } 
H7, H8, H1, H9,H6 
6th Empty H7, H8, H1, H9,H6 
Table 5 To-Do list based on NN query. 
2.3.5. BBS 
Both NN and BBS [133, 134] apply nearest neighbor search techniques mentioned previously to 
progressively output skyline points from datasets that are indexed by R*-trees in order to massively 
eliminate points from being checked for dominance. BBS algorithm is an improvement of NN 
algorithm. In contradiction with NN that searches R*-tree many times, BBS traverses the R*-tree 
once. Table 6 illustrates the indexed dataset. Data points are organized in the R*-tree, in which each 
internal R-tree node can hold up to three entries, and that each leaf node can hold also up to three 
entries. In the example, an intermediate entry ei of the R-tree of Figure 14 corresponds to the 
minimum bounding rectangle (MBR) of a node Ni  of the R-tree, while a leaf entry corresponds to a 
data point Hi (Figure 15).  As in the NN algorithm mindist denotes the minimum distance of a point or 
an MBR from an origin point. The mindist of a point is computed according to the L1 norm as the sum 
of its coordinates and the mindist of a MBR as the distance of its lower-left corner from the origin 
point. The algorithm uses the best-first search paradigm to traverse the R-tree, in such order that it 
always evaluates and expands, among all un-visited nodes, the tree node closest to the origin. All the 
candidate entries are kept in a heap until they are no longer useful.  Entries in the heap are sorted in 
ascending order of their mindist. Skyline points are generated iteratively and stored in a list in the 
main memory, for dominance validation. Next the pseudocode of BBS algorithm is presented.  
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ALGORITHM 4: BBS [133, 134]  
Input:    A Dataset D (r-tree).  
Output:  The Set of skyline points of dataset D. 
 
1. S=∅ // list of skyline points 
2. insert all entries of the root D in the heap 
3. while heap not empty do 
4. remove top entry e 
5.    if e is dominated by some point in S do discard e 
6.    else // e is not dominated 
7.           if e is an intermediate entry then 
8.               for each child ei of e do 
9.                    if ei is not dominated by some point in S then 
10.                           insert ei into heap 
11.                   else // e is a data point 
12.                           insert ei into S 
13. end while 
 
Initially, the root of the R-tree is inserted in the heap. At each step, the top heap entry with the 
smaller mindist is removed. If it is a R*-tree node, its children, which are not dominated by any 
current skyline point, are inserted into the heap. If it is a point (leaf node), it is tested for dominance 
with the skyline points found so far by issuing an enclosure query.  If the examined point (or region) is 
entirely enclosed by any skyline candidate’s dominance region, then the point (or the entire region) is 
dominated.  Notice that every entry is checked twice for dominance because an entry in the heap 
may become dominated by skyline points discovered after its insertion. In the end all the points, 
except of those where one of its ancestor nodes has been pruned, will be examined. In order to 
efficiently examine the dominance relationship, is maintained an in-memory R-tree that contains the 
skyline points found so far. When the heap is empty the algorithm terminates. Initially, BBS inserts all 
the child entries of the root of the R-tree into the heap.  
The algorithm begins with region e1 in its heap. As it proceeds it iteratively processes the 
(leaf/intermediate) entry which has the minimum mindist value and if it’s an intermediate entry ei is 
expanded and its non-dominated children are inserted to the heap, ordered by their mindist. After 
the expansion of e3 the first entry of the heap is a leaf node. The list of skyline points is empty so H7 is 
inserted in the list. Next e8 is expanded and H9 is inserted to the list since it is not dominated by H7. In 
the next step e2 is expanded. Region e4 is inserted in the heap, but region e5 is dominated by the found 
skyline point H7 so the region is discarded. Next region to be expanded is e4 . The points on the heap 
are sequentially checked if they are dominated by any so-far found skyline point and if not are 
inserted to the list. From this comparison points H8, H1, H6 are inserted to the list and point H8 is 
discarded. Now the only region left in the heap is e7 which is not expanded because is dominated by 
the skyline point H7 and H9.  
Action Heap contents Skyline points 
Initial state (e1,200) ∅ 
Expand e1 (e3,500), (e2,1300) ∅ 
Expand e3 (e6,700), (e8,1100), (e2,1300), (e7,1800) ∅ 
Expand e6 (H7,700),  (e8,1100), (e2,1300), (H3,1300), (H11,1400), (e7,1800) H7 
Expand e8 (H9,1200), (e2,1300), (H3,1300), (H11,1400), (H6,1700), (e7,1800) H7, H9 
Expand e2 (e4,1300), (H3,1300), (H11,1400), (H6,1700), (e5,1800), (e7,1800) H7, H9 
Expand e4 (H3,1300), (H8,1400), (H11,1400), (H1,1600), (H6,1700),  (e7,1800) H7, H9, H8 ,H1 , H6 
Expand e7 empty H7, H9, H8 ,H1 , H6 
Table 6: Heap contents of BBS 
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Figure 14: Dataset indexed by the R-tree 
 
Figure 15: Minimum bounding rectangles (MBRs)
One of the most important properties of BBS is that it guarantees the minimum I/O costs and 
equivalently R-tree page accesses. Additionally, along with the NN algorithm can incorporate user 
preferences in general skyline computation. However its performance can deteriorate due to many 
unnecessary dominance checks and due to high dimensionality is falling in the curse of dimensionality 
[16]. We mention that an R-tree is efficient for up to 5 dimensions.  
Complexity:  - 
2.3.6. SFS 
The sort-filter-skyline (SFS) algorithm [35] improves BNL performance by presorting the input dataset 
in an ascending order according to a monotone preference function f, such as the sum of coordinates 
of a point on all dimensions, or optimized as entropy (assuming in both cases that values have been 
normalized in (0,1) non-inclusive). Presorting enforce that a point p dominating another point q will 
be visited before q.  This ensures the progressive behavior of SFS and the reduction of the number of 
pairwise comparisons between points. The algorithm examines the data points by the ascending 
order of their scores and keeps an in-memory buffer that has the till now found skyline candidate 
points in a similar way as that on BNL. At beginning the buffer is initially empty. A point is read from 
the sorted dataset and if it is not dominated by a skyline point in the buffer is inserted into it. The 
dominance tests in SFS are performed by an exhaustive search on the existing skyline points.  
Authors have found that the entropy scoring function  𝐸𝐷(𝑝) = ∑ ln (𝑝
′. 𝑑𝑖 + 1)
𝑑
𝑖=1 , where p’.di is the 
normalize value of p.di in (0,1) non-inclusive, yields the most effective discarding during the skyline 
computation. Intuitively, the smaller entropy value a point has, the less likely is to be dominated. 
Value Normalization:  There are several ways to normalize the values of a dataset. One case is to 
divide all the values of the dataset with the maximum value found over this. That is
 
𝑓(𝑝. 𝑑𝑖) =
(𝑝. 𝑑𝑖/𝑚𝑎𝑥), where max is the maximum value observed in the dataset. In this case the dataset 
would be normalized in the [0,1] inclusive which uses efficiently all the range of [0,1]. But in this 
example this is not the case because the values are needed to be normalized in (0, 1) non-inclusive. A 
case to achieve this is by dividing all the values of the dataset with a higher value than the maximum 
value of the dataset.  For memorization reasons and simplicity of numbers and computations we 
choose to divide all values by 10.000.   That is 𝑓(𝑝. 𝑑𝑖) = (𝑝. 𝑑𝑖/10000). We note that this is not 
considered as a user preference since in another case we could assume that the distance between the 
two furthest locations of the town is 2000 meters and divide with this number.  
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ALGORITHM 5: SFS [35]  
Input:    A Sorted Dataset D (Heap).  
Output:  The Set of skyline points of dataset D. 
 
1. unfinished = True 
2. while (unfinished) do 
3.     T=open_cursor(Heap) 
4.     unfinished = False 
5.     while (next_tuple(T,t)) do 
6.           if (“T is not dominated”) then 
7.           if (“window is full”) then 
8.                unfinished = True 
9.                break 
10.           else 
 
11.                “Add t to window.” 
12.    if (unfinished) then 
13.        S=open_new_file_(second_pass) 
14.        write(S,t) 
15.        while(next_tuple(T,t)) do 
16.            If (“t is not dominated”) then  
17.                 write (S , t) 
18.   free(Heap) 
19.   close(S) 
20.   Heap=SecondPass 
21.   “Write window tuples to output.” 
22.   “Clear window.” 
 
At this point the pseudocode of SFS algorithm was outlined. The algorithm takes as input a sorted 
dataset. If the buffer (window) is large enough to process all the tuples it finishes in one pass 
otherwise multiple passes are necessary.   
To demonstrate the algorithm the entropy scoring function was used. Points of the dataset of the 
house metro-station example will be normalized and sorted as in Table 7 by an ascending order of 
their score and will be processed in this order. The first point that is inserted in the buffer is H7 since 
the buffer is empty. The second point is H9 which is incomparable to H7 so it’s inserted to the buffer. 
H3 is dominated by H7 so it’s discarded. H8 is incomparable with H7 and H9 that are already in the 
buffer so it’s added. Point H11 is dominated by H7 so it’s discarded. Point H1 is incomparable to the 
points that belong in the buffer so it’s added to the buffer. The same hold for point H6. The rest four 
points are dominated by a point in the buffer (H2 by H7 and H9, H10 by H7 and H8, H5 by H7 and H8, 
H4 by H7 and H9) so they are discarded. It is observed that the killer-dominant points are first in the 
presorted dataset which ensures maximum discarding with minimum comparisons. An indication for 
this is that the algorithm processed seven points in order to find the five skyline points out of the total 
eleven points. 
House 
(hi) 
Price Distance ED(hi) # points that 
dominate 
H7 0,04  0,03 0,068779515 6 
H9 0,1  0,02  0,115112807 2 
H3 0,07 0,06  0,125927557 - 
H8 0,02  0,12  0,133131313 2 
H11 0,05 0,09  0,13496786 - 
H1 0,01 0,15 0,149712273 0 
H6 0,16  0,01  0,158370336 0 
H2 0,14  0,05  0,179818427 - 
H10 0,05  0,14  0,179818427 - 
H5 0,09 0,13  0,208395329 - 
H4 0,13  0,1  0,217527813 - 
Table 7 : pre-sorted Dataset 
The main drawback of SFS is that it cannot adapt to different user preferences and has to scan the 
entire dataset to return a complete skyline, as with BNL. Nevertheless it can be stopped early 
returning some of the skyline points. The significant advantage over BNL is that reduces the number 
of comparisons needed.  
Complexity:  Algorithm’s complexity for best case is O(dn + nlogn) and  in the worst case O(dn2), 
where d is the number of dimensions and n the size of the dataset. This runtime involves the sorting 
phase which sorts points by their volume. 
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2.3.7. LESS 
Skyline algorithm LESS (linear elimination sort for skyline) [59], is an optimized version of SFS, which 
achieves a better average performance.  As with SFS it sorts the dataset based on the entropy scoring 
function which has the advantage of pushing the killer-dominant points in the beginning of the sorted 
dataset.  The algorithm implements two optimizations. 
The first optimization in the first pass of the external sorting process makes use of a buffer called 
elimination-filter (EF),  which keeps a small set of points (copies of them) that have the best entropy 
scores seen so far. This set will be used in order to prune efficiently and as early as possible the 
dominated tuples of the dataset. The input dataset is divided in b blocks and each block of points is 
read in order to be sorted (i.e. using quicksort). During sorting the algorithm compares the points of 
the block with those of the EF. If the point from the block is dominated by a point in the EF, it is 
discarded. Otherwise if the point is incomparable or dominates other points in the EF it is inserted (a 
copy of it) in the EF and the points of EF that are dominated are discarded. It is noted that points of 
the EF buffer are not guaranteed to be maximals. 
The second optimization combines the final pass of the external sorting process (last merge step of 
the b blocks) with the first pass of the skyline-filter (SF) process (i.e. first pass of the BNL component 
of SFS), which eliminates the remaining dominated tuples in order to get the final skyline. As in SFS 
and BNL, may be required multiple passes of the SF component in order to compute the final skyline. 
If the SF buffer becomes full, then an overflow file will be created. In general the EF filter reduces 
effectively the size of the input dataset that will be processed by the SF process and additionally the 
combination of the final pass of the EF process with the first pass of the SF process saves always one 
pass from the computation of the skyline. LESS is not be applicable in scenarios in which one has no 
direct control on the algorithm used to sort tuples. Additionally as in SFS all points on the dataset 
should be scanned at least once after sorting. 
Complexity: It’s complexity for the best case is O(kn) and in the worst case O(kn2), where n is the 
number of points and k the number of dimensions. 
2.3.8. SaLSa 
SaLSa (Sort and limit skyline algorithm) algorithm [9] is an improvement of SFS and LESS which strives 
to avoid scanning the complete sorted dataset as opposed with the two previous algorithms. As SFS 
and LESS, it does not have an index structure and is the first algorithm that exploits the values of a 
monotone scoring (limiting) function to sort the dataset and effectively limit the number of point to 
be read and compared by using a threshold value.  
 
Author’s suggestion is an optimal sorting function, which orders the points according to the value 
𝑓𝑚𝑖𝑛(𝑝) = ( min
𝑖∈[1,𝑑]
𝑝. 𝑑𝑖 , 𝑠𝑢𝑚(𝑝)), which is the minimum coordinate value of a point among all 
dimensions and 𝑠𝑢𝑚(𝑝) = ∑ 𝑝. 𝑑𝑖
𝑑
𝑖=1  is the second sorting element that works as a tie-breaking rule. 
Letting S be the current set of skyline points, for each point 𝑝𝑖 ∈ 𝑆 let  𝑝𝑖 = max
𝑗
{𝑝𝑖 . 𝑑𝑗}, which is the 
maximum coordinate value of a point. The threshold value that is used during the filter-scan process 
to check whether all points in the rest of the sorted dataset are dominated, in order for the algorithm 
to stop, is set as 𝑝𝑠𝑡𝑜𝑝 = arg min
𝑖∈𝑆
{ 𝑝𝑖}. That is Pstop equals with the minimum 𝑝𝑖 value calculated so far 
based on the existing skyline points. The computation of Pstop can be done incrementally by simply 
updating the value at each skyline point insertion in O(1) time. 
 
The algorithm during the filter-scan process reads and examines the points one at a time. Each time a 
new point is read, is compared against the current skyline list. If it’s dominated by any point is 
discarded, otherwise is inserted in the skyline list and algorithm checks it’s termination trigger. If the 
current threshold Pstop is smaller or equal than the point’s fmin value, then the algorithm terminates 
and returns the set of skyline points. This termination condition guarantees that all later examined 
data points should not be part of the skyline list, avoiding this way scanning the entire dataset.  
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ALGORITHM 6: SaLSa 
Input:    A Dataset U. 
                A monotone sorting function f.  
Output:  The Set of skyline points of dataset U. 
 
1. S ←∅, U ←r, stop ← false, pstop ← undefined 
2. sort U according to f 
3. while not stop ∧ U _= ∅  do 
4.        p ← get next point from U, U ←U \{p} 
5.        if S ≯ p then S ←S ∪ {p}, update pstop  then 
6.        if pstop ≻ U then stop ← true then 
7. return S 
 
At this point the pseudocode of SaLSa algorithm was outlined. Initially is defined the set U which 
contains the unread tuples. The pstop point is used to terminate the reading of tuples. S contains all the 
skyline points. 
 
In order the algorithm to compute the skyline, the values of the dataset is needed to be normalized in 
the range of [0,1] inclusive. Since this is not applicable in many cases author’s suggest as a solution to 
normalize the values of the dataset as 𝑓(𝑝. 𝑑𝑖) = (𝑝. 𝑑𝑖 − 𝑚𝑖𝑛𝑖) (𝑚𝑎𝑥𝑖 − 𝑚𝑖𝑛𝑖⁄ ), where mini is the 
minimum coordinate value on the i-th dimension and maxi is the maximum coordinate value. To 
demonstrate the algorithm the house-metro station dataset is normalized as sawn in Table 8. The 
first point of the sorted dataset is H1. At this point, before point H1 is read, 𝑝𝑖 
 
and Pstop are 
undefined. Since the set of skyline points is empty H1 is inserted in it. Values 𝑝1, 𝑝5 and Pstop are 
calculated since a skyline point was found. The new 
 
𝑝1
 
value is 1, which is the largest value among 
the two coordinate values of the point and  𝑝𝑠𝑡𝑜𝑝 = 𝑝1 since it’s the only 𝑝𝑖
 
value due to the only one 
skyline point. Next point in the dataset is H6 which is a skyline point because it is not dominated by 
H1. Because of the insertion of H6 in the skyline list 𝑝2 is set to 1 since it’s the largest coordinate 
among the two of the point H6. Pstop remains 1 since the new 𝑝𝑖
 
value is not smaller than the old one. 
Next point in the dataset is H8. It is not dominated and thus is a skyline point which triggers the 
computation of the 𝑝3 value that equals with 0,785714.  The Pstop value is now set to 0,785714 also, 
since the value 𝑝3 was smaller than the current Pstop value. Next point in the dataset is H9 with a 𝑝4
 
value equals with 0,6. Since 𝑝4 is smaller than the current Pstop  value, Pstop is set to 0,6. Next point is 
H7. It’s 𝑝5
 
value is 0,2 since is the biggest value among the two coordinate values of the point, which 
also triggers the altering of the Pstop value to 0,2 since the new value is smaller. Next point is H11. It’s 
fmin(H11) value is bigger than the current Pstop value which terminates the algorithm and returns the 
list with the skyline points. It is observed that were processed only points that were actually skyline 
points and the rest were discarded saving unnecessary computations. On the downsides of the 
algorithm is that it’s performance is affected by data distribution and high dimensionality, since the 
pruning power of the stop object is limited. Additionally because the dataset is based on a fixed 
ordering for each attribute, the algorithm cannot be used for arbitrary preference specifications. The 
advantage of the algorithm is that it can stop efficiently before the complete dataset is readied.  
  
Complexity:  - 
 
House Price Distance fmin(h) Sum(h)  Pstop  
H1 0 1 0 1 1 1 
H6 1 0 0 1 1 1 
H8 0,067 0,786 0,067 0,853 0,786 0,786 
H9 0,600 0,071 0,071 0,671 0,600 0,600 
H7 0,200 0,143 0,143 0,343 0,200 0,200 
H11 0,267 0,571 0,267 0,838 - 
Stop! 
Fmin(H11) ≥ 
Pstop 
ip
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H10 0,267 0,929 0,267 1,196 -  
H2 0,867 0,286 0,286 1,153 -  
H3 0,400 0,357 0,357 0,757 -  
H5 0,530 0,857 0,533 1,387 -  
H4 0,800 0,643 0,643 1,443 -  
Table 8: pre-sorted Dataset 
2.4. Summary 
2.4.1. Criteria for online/progressive algorithms 
In general a batch-oriented algorithm will return the complete skyline faster than an online algorithm. 
In contradiction an online algorithm will return faster than the batch-oriented algorithm a part of the 
skyline but it will take much longer to compute the complete skyline. Authors in [69, 97] suggested a 
set of criteria in order to evaluate the behavior and applicability of a progressive algorithm. 
1. Progressiveness: A part of the final set of skyline points should returned instantly and the 
remaining skyline points gradually. 
2. Absence of false negative: The algorithm, given enough reasonable time, should eventually 
produce the complete set of skyline points.  
3. Absence of false positives: The points that the algorithm returns should be guaranteed to be 
skyline points and not a temporary skyline points that will be discarded later. 
4. Fairness: The algorithm should not favors points that are particularly good in one dimension. 
5. Incorporation of preferences: User should be able to make preferences on the order that the 
skyline points are returned, while the algorithm is running. 
6. Universality: The algorithm should be easily integrated into an existing database system and 
be applicable to any dataset distribution and dimensionality making use of standardized 
technology. 
 
In Table 9 the algorithms are classified based on those criteria.  
Algorithm Progressiveness  Absence of 
false misses / 
Absence of 
temporary 
false hits    
Absence 
of false 
hits   
Fairness Incorporation 
of preferences 
Universality 
D&C × √ √  √ × √  
Bitmap √ √ √ √ × √ 
Index √ √ √ × × × 
NN √ √ √ √  √ √  
BBS √ √ √ √  √ √  
BNL × √ × √ × √ 
SFS √ √ √ √ × √ 
LESS √ √ √ √ × √ 
SaLSa √ √ √ √ × √ 
Table 9: Classification of progressive algorithms. 
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2.4.2. Algorithm Classification 
The state of the art index based skyline algorithm is BBS. On the other hand the state of the art 
algorithm that does not require indexing or preprocessing is SaLSa. Table 10 summarizes some basic 
properties of all algorithms. 
Algorithm Based-on Index D&C Pre–processing Sorted data Main problem 
Nested-
loop join 
 
Θ-joins [128] 
 
× 
 
× 
 
× 
 
× 
 
Join cost 
Bitmap 
[164]  
 
- 
 
Bit mapping 
 
× 
 
bitmaps 
 
× 
Lack of user 
interaction and 
bitmapping 
 
Index [164]   
 
- 
Specialized  
B-tree 
 
√ 
 
Index - based 
 
Scoring function 
Lack of user 
interaction 
 
 
NN [97] 
 
NN search and 
D&C scheme 
Multi-
dimensional 
index ( R*-tree) 
 
 
√ 
 
 
Index - based 
 
Minimum distance 
from origin point 
 
 
I/O accesses 
 
 
BBS [133]  
 
 
NN 
Multi-
dimensional 
index ( R*-tree) 
 
 
√ 
 
 
Index - based 
 
Minimum distance 
from origin point 
many dominance 
checks / R-tree 
dimensionality   
 
D&C [19]  
maximal vector 
computation 
[99, 144] 
 
× 
 
√ 
×    (Partial 
skylines can 
be assumed) 
 
× 
 
Not online/ curse of 
dimensionality 
 
BNL [19]  
Naive Nested-
loop 
×  
× 
 
× 
 
× 
 
Not online   
 
SFS [35]  
 
BNL 
 
× 
 
× 
 
Sort - based 
 
Entropy scoring  
function 
reads all dataset / 
Lack of user 
interaction  
 
LESS [59] 
 
SFS 
 
× 
 
× 
 
Sort - based 
Entropy scoring 
function 
Sorting / reads all 
the dataset 
 
Salsa [9]  
 
SFS  
 
× 
 
× 
 
Sort - based 
Min/Max Scoring 
function 
Sorting / reads all 
the dataset 
Table 10 Classification of skyline query algorithms. 
Figure 16 illustrates the skyline algorithms via a tree structure in chronological order. The entries [99, 
144] concern the maximal vector computation. Black lines indicate that the algorithm heavily depends 
or improves a previous algorithm and red dashed line indicates that the algorithm shares some 
general main ideas in order to compute the skyline.  
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Geometry 
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Maxima of a 
set of vectors 
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Figure 16: Chronological order of fundamental skyline algorithms. 
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3. Skyline Family 
This section will reason about the variations of skyline queries. The main idea and notion of skyline 
query is maintained. Each outlined variation is applicable and can solve different aspects of a 
problem. 
3.1. Constrained Skyline Queries 
There are cases where a skyline query may return too many objects. This can happen if the 
dimensionality of the dataset is large or the dataset is anti-correlated. Additionally users may be 
interested to investigate a particular subspace than the whole data space. For the previous reasons 
user may specify constrains on some dimensions to express those restrictions. Each constraint is 
typically expressed as a range along a dimension of the dataset. The constrained skyline queries are 
very usefull in skyline maintenance in the presence of point deletions or insertions as will be shown in 
section 5.2. 
For this type of problems, a general variant of the skyline queries are the constrained skyline queries 
[133, 134] In this type of queries users are interesting in finding the skyline points of a subset of the 
original dataset, which satisfies one or more constraints. Given a set of constraints, a constrained 
skyline query, will return the most “interesting” points of the dataset defined by these constraints. For 
example the user may be only interested for “interesting” houses in the distance range from the 
metro-station of 400 to 1250 and price range from 100 to 1500.  For the house-metro example the 
constrained skyline query will return points H8, H11, H3, H2 [Figure 17] that are enclosed in the 
shaded region and are skyline points in that region. Point H4 which also belongs in the region will be 
discarded since it is dominated by H11 and H3. A constrained skyline query can be well expressed 
using the SKYLINE OF and WHERE clause. The query of the previous example would be: 
SELECT * FROM Houses WHERE ((distance ≥ 400 AND distance ≤ 1250) AND (price ≥ 100 AND price ≤ 
1500)) SKYLINE OF price MIN, distance MIN 
Definition 3: Constrained region 
Given a d-dimensional dataset Ds a constrained region C={c1,c2,…cd} is determined by d sub-
constraints ci where each one expresses a range along each dimension of the dataset. That is 
ci={cimin, cimax} where cimin and cimax are the minimum and maximum range restriction values on 
the i-th dimension.∎ 
Definition 4: Constrained Skyline 
Given a dataset Ds and a constrained region C⊆Ds, a constrained skyline will contain all the points 
p∈C (p.di∈ ci , ∀ i ∈[1,d]) where ∀p,r∈C,  ∃ j∈[1,d] such that  p.dj<r.dj and ∀ i ∈[1,d]-{j}:p.di  ≤ r.di∎
 
 
Figure 17: Constrained Skyline. 
 
Figure 18: Skyline with constrains.
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Another type of queries with similar name that might confuse the reader, are skyline queries with 
constraints [197]. This type of queries, given a set of constraints, returns the computed skyline set of 
the whole dataset restricted by the constraints that were placed. For the house-metro example and 
the constraints mentioned above, the skyline queries with constraints computes the skyline of the 
whole dataset and then applies the constraints to the retrieved skyline set and returns only the point 
H8 [Figure 18]. In this case the SQL query would be: 
SELECT * FROM (SELECT * FROM Houses SKYLINE OF price MIN, distance MIN) skyline_result 
WHERE ((distance ≥ 400 AND distance ≤ 1250) AND (price ≥ 100 AND price ≤ 1500)) 
In general a constrained skyline query is computed over the restricted dataset by the constraints that 
were placed, while the skyline query with constraints is computed over the whole dataset and then 
the resulted set is restricted by the constraints. Thus the results of both types of queries will be 
different (in the majority of cases) for the same dataset.  
3.2. Dynamic skyline queries (DSQ) 
A Dynamic skyline query is a variation of the original skyline query which was first introduced in [133, 
134]. In this type of queries the dynamic coordinates of each point are given by a set of distance 
(dynamic) functions that are based on the distance between a given query/reference point q and a 
point p of the original dataset. The term original space/dataset refers to the original d-dimensional 
space/dataset and equivalently the term original coordinates to the coordinates of a point in the 
original space. The produced data space that occurs from the distance functions and the query point 
will be called dynamic space and the coordinates of a point in it, dynamic coordinates.  
A dynamic skyline query of a d-dimensional data space DS specifies a new d’-dimensional data space 
DS’ based on the original space and depicted as an inner coordinate system. To achieve this 
transformation specifies m (m≤d) dimension functions f. Each function takes as parameters one or 
more original coordinates of each point and maps them in a new single dynamic coordinate. That is, 
each point p of the original d-dimensional data space is mapped to a new d’-dimensional point p’ = 
(f1(p), . . . , fd’(p)) where each fi is referred as a distance function. Then the dynamic skyline applied on 
DS with respect of functions fi  specified by a query point q returns the original skyline of the new 
transformed d’-dimensional space DS’.  
To simplify the definition of the dynamic skyline it is assumed, without loss of generality, that DS and 
DS’ have the same dimensionality (d=d’). Additionally for a given query point q each distance function 
is defined as the obsolete distance, of the i-th dimension’s value of point p of the dataset DS from the 
i-th dimension’s value of query point q, fi(p)=|q.di-p.di|.  
Note that dynamic skylines can have a more general class of distance functions such as Euclidian 
distance. In addition they can be employed in conjunction with constrained and ranked queries (by 
placing weights on dimensions). An example, is the case where the absolute distance functions can 
receive different weights and the result of distance functions is constrained by a threshold value i.e. 
find the top-3 houses within 1km given that the price is twice as important as the distance, where k is 
specified by user. 
Definition 5: Dynamic dominance. 
Given a dataset Ds, a query-reference point q in the workspace and  two points p, r ∈ Ds, point p 
dynamically dominates point r with regard to the query point q, denoted as p ≺q r  if and only if  ∃ 
j∈[1,d] such that  |q.di - p.dj|<|q.di - r.dj| and ∀ i ∈[1,d]-{j}:   |q.di - p.dj|≤|q.di - r.dj| ∎ 
Definition 6: Dynamic skyline. 
Given a query-reference point q in the workspace , the dynamic skyline set of Ds with regard to the 
query point q, denoted as SDSq , consists of the points of the dataset that are not dynamically 
dominated by any other point. That is, SDSq ={p∈DS|∄r∈DS:r ≺q p} ∎ 
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House price (in 
thousand 
€)   
Coordinate 
X 
Coordinate 
Y 
H1 100 +900 +1200 
H2 1400  +300 +400 
H3 700  -360 +480 
H4 1300  +600 -800 
H5 900  +500 -1200 
H6 1600  +60 -80 
H7 400  +240 +180 
H8 200  -960 +720 
H9 1000  -192 +56 
H10 500  -1120 -840 
H11 500  -720 -540 
Table 11: 3-dimensional dataset of the house-metro 
station example. 
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Figure 19: Initial position of houses and their prices in 
a coordinate system with origin point the metro 
station.
In a dedicated example assume that the 2-dimensional dataset of the house- metro station example [ 
Table 1] was calculated dynamically from a previous 3-dimensional dataset [Table 11] that had as 
attributes the price of each house and it’s position (X,Y) in a 2-dimensional map with origin point 
O(0,0) the metro station’s position Figure 19. In the case of this example and its needs, the 3-
dimensional dataset is projected in a 2-dimensional one by using as a query point the position of the 
metro station and as distance functions the functions f1(H)=(H.d1) and 𝑓2(𝐻) =
(√(𝑞. 𝑑2 − 𝐻. 𝑑2)2 + (𝑞. 𝑑3 − 𝐻. 𝑑3)2). This way the relative coordinated position of a house with 
respect the metro station is converted to the Euclidean distance of the house from the metro station 
(with price attribute intact) as shown in table [ 
Table 1] . 
As with the original skyline, in order for BBS to compute a dynamic skyline query, it processes the 
(leaf/intermediate) R-tree entries in ascending order of their mindist. In this case the mindist of a 
point (leaf entry) from the query point q is computed as, 𝑓(𝐻) = (√(𝐻. 𝑑2 − 𝑞. 𝑑2)2 + (𝐻. 𝑑3 − 𝑞. 𝑑3)2 +
𝐻. 𝑑1). The mindist of an MBR with range ([e.d1min,e.d1max][e.d2min,e.d2max][e.d3min,e.d3max]), 
from the query point q, is computed as the mindist([e.d1min,e.d1max][e.d2min,e.d2max],(q.d1,q.d2)) + 
e.d3min where the first term is the mindist between the query point and the lower-left corner of the 
2D rectangle [e.d1min,e.d1max] [e.d2min,e.d2max]. 
In a more general example it is assumed that the user needs to find the dynamic skyline of the house-
metro station dataset DS. The dynamic functions that will be used are the obsolete distances of points 
in the dataset from the specified query point and thus points of DS are mapped in the new space as 
shown in [Figure 20], with the same dimensionality as the original space (d=d’). In detail points H1, 
H2, H3, H6, H7, H8, H9, H10, H11 are projected to points H1’, H2’, H3’, H6’, H7’, H8’, H9’, H10’, H11’ 
respectively [Table 12] with regard the query point q and the dimension functions f1(H)=|q.d1 - H.d1| 
and f2(H)=|q.d2 - H.d2|. The dynamic skyline for the selected query point contains houses H3’, H11’ 
which are essentially points H3, H11.  
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Hous
e 
price (in 
thousan
d €)   
Distanc
e (m) 
Dynami
c price 
(in 
thousan
d €)   
Dynami
c 
Distanc
e (m) 
H1 100 1500 1500 1500 
H2 1400  500  1400 1100 
H3 700  600  900 1000 
H4 1300  1000  1300 1000 
H5 900  1300  900 1300 
H6 1600  100  1600 1500 
H7 400  300  1200 1300 
H8 200  1200  1400 1200 
H9 1000  200  1000 1400 
H10 500  1400  1100 1400 
H11 500  900  1100 900 
Table 12: Original and dynamic dataset.  
Figure 20: Dynamic skyline. 
A DSQ query can be seen as a query from the buyer’s perspective, by identifying the houses that are 
most interesting to him. 
3.2.1. Spatial Skyline queries (SSQ) 
The spatial skyline query (SSQ) [155, 156] can be considered as a more restricted special case of the 
dynamic skyline queries. It considers multiple query points at the same time and relies on the 
existence of a multi-dimensional Euclidean space to derive geometric bounding structures, such as 
convex hull and Voronoi diagram in order to reduce the search space. Given a dataset DS and a set of 
query points Q, a Spatial Skyline Query retrieves those points of DS which are not spatially dominated 
by any other point in DS with respect to Q. Specifically a point p∈DS spatially dominates a point r∈DS  
with respect to Q, if and only if p is closer to at least one query point q∈Q as compared to r and has in 
the best case the same distance as r to the rest of the query points, i.e., no other object is closer to all 
the given query points simultaneously.  
Geometric notations 
Convex Set: A set S of points, that exist on a plane over ℝ, is called convex set if and only if for any 
two points p,r∈S, the segment (line) that connects them resides entirely in S (i.e. all the points of a 
circle or a hexagon)∎ 
Convex Hull: The convex hull of a set S of points over ℝ, is the intersection of all the convex sets 
containing S ∎ 
A counter example of a convex hull would involve the dashed line in Figure 21. If the segment of the 
red line which belongs between houses H4 and H6 was replaced be the dashed line which contains 
house H2,  the set S would not be a convex set since the line that connects houses H4 and H6 would 
not reside in S. 
Voronoi diagram: Given a set S of n points over ℝ that exist on a plane, the Voronoi diagram of S, is 
the subdivision of the plane in n cells, where each cell contains only one point of S, called generator. 
The important property is that any point (except the generator) in a particular cell will be always 
closer to the point that generates this cell (Figure 22)∎ 
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Figure 21: Convex Hull of the house-metro station 
dataset. 
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Figure 22: Voronoi diagram of the house-metro 
station dataset. 
In order to reduce the search space authors give two important theorems, that is, the spatial skyline 
points are those points either within the convex hull [42] of query points or having their own Voronoi 
cells [42] intersect with boundaries of the convex hull of query points. Also they proposed the R-tree-
based B2S2 algorithm and the Voronoi-based VS2 algorithm for the spatial skyline queries. Both 
algorithms are efficient in cases where only Euclidean distances are considered as dimension 
functions, but their search structures are inefficient in high-dimensional and metric spaces. 
Additionally proposed a Voronoi-based continuous VCS2 algorithm in order efficiently update a spatial 
skyline considering that the location of query point q changes and extended their work in [156] by 
considering spatial skyline queries in the metric space of Spatial Network Databases (SNDB) such as 
road networks where spatial objects are restricted in predefined locations/routes. 
 
Following is presented the pseudocode of B2S2 algorithm. The algorithm has as an input a set of query 
points Q and a dataset R indexed by an R-tree. The SR(p,Q) refers to the union of all circles C(qi,p) 
which have as center a query point qi∈Q and their radious is equal to the distance from p. By CH(Q) 
and CHU(Q) refers to the convex hull of the set of points Q and the set of its vertices, respectively. 
 
ALGORITHM 7: B2S2  (set Q) [155, 156]  
Input:    A set of query points Q.  
  A dataset R (R-tree). 
Output: The set of spatial skyline points of  
dataset R. 
 
1. compute the convex hull CH(Q); 
2. set S(Q) = {}; 
3. box B = MBR(R); 
4. minheap H = {(R, 0)}; 
5. while H is not empty do 
6.    remove first entry e from H; 
7.    if e does not intersect with B then discard e; 
 
8. if e is inside CH(Q) or e is not dominated 
by any point in S(Q) then 
9.          if e is a data point p then 
10.               add p to S(Q); 
11.               B = B ∩MBR(SR(p,Q)); 
12.         else // e is an intermediate node 
13.             for each child node e’ of e  
14.  if e’ does not intersect with B then  
15. discard e’; 
16.  if e’ is inside CH(Q) or e’ is not 
dominated by any point in S(Q) then 
17.  add (e’ ,mindist(e’, CHv(Q))) to H; 
18. return S(Q) ; 
 
In order to demonstrate the use of spatial skyline queries consider for example that from a set of 
home heating oil delivery stations (data points P) the user wants to identify a candidate subset in 
order to dispatched delivery trucks to multiple houses (query points Q). This candidate subset 
includes those stations that are not dominated by any other station with respect to all the houses, 
and hence they are the spatial skylines. 
In [46] is proposed the Multi-Source Skyline Query (MuSSQ) in road networks where the network 
distance between two locations needs to be computed on-the-fly and the attributes are defined to be 
the shortest path length from data points to query points. This type of query is described in more 
detail in section 4.5. In [207] is proposed the Location-Dependent Skyline Query (LDSQ) for multi-
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objective distance optimization, considering a continuous changing user location (query point). In [94] 
authors consider spatial skyline computation with user preference information in addition to 
distances. Also they extend the query processing algorithm in order to return at least k good objects 
(where k is a user specified number) even when the original skyline contains fewer than k items. In 
[64] is proposed the Direction-based Spatial Skyline Query (DSSQ), which finds the best objects by 
comparing them in terms of distance from a mobile user and also by considering the direction that 
the user moves, rather than only distance as in traditional spatial skyline queries. In [161, 160] 
authors propose Manhattan Spatial Skyline Queries (MaSSQ) and develop an efficient algorithm for 
spatial skyline queries using the L1 norm, also known as Manhattan distance. Readers must not 
associate Manhattan Spatial Skyline Queries (MaSSQ) with Multi-Source Skyline Queries (MuSSQ). 
3.3. Reverse skyline queries (RSQ) 
A Reverse Skyline Query [44] retrieves these points in the database whose dynamic skylines contain a 
given query point. This type of query as opposed with the DSQ can be seen as a query from the real 
estate company perspective. For example given the ideal preferences of potential house buyers, as 
points in a two-dimensional space, the reverse skyline query can answer the question if it make sense 
to offer a house q (as a query point) to one of the potential buyers. The house q (becoming an origin 
point) will be interesting for a buyer, if it will be part of the dynamic skyline of his preferences (that 
represent the dataset points).  Another example would be the selection of a new store’s location. A 
reverse skyline query on a customer database, with respect to a query point q that represents the 
new location of the store would return those customers who are potentially interested in the new 
store. Then the strategy is to select the location that maximizes the number of customers.  
Definition 7: Reverse skyline. 
Given a dataset Ds in a d-dimensional space D and a query point q (q1, q2, ..., qd)  D, the reverse 
skyline query of Ds with regards to q retrieves the set of points RSLq(Ds)  Ds for which q is a dynamic 
skyline point of Ds with regards to all points in RSLq(Ds), that is, RSLq(Ds) = {p  Ds | ∄ r  Ds: r qDs 
p}. The points in RSLq(Ds) are called reverse skyline points of Ds with regards to q∎  
Definition 8: Global domination 
Given a dataset Ds in a d-dimensional space D, a query point q (q.d1, q.d2, ..., q.dd)  D  and two points 
p(p.d1, p.d2, ...,p.dd) ,r(r.d1, r.d2, ..., r.dd) D, point p will globally dominate r with regard to the query 
point q (denoted as p q r ) if ∀i{1, . . . , d}: { (p.di − q.di )(r.di - q.di ) > 0 and |p.di  − q.di|≤|r.di − 
q.di|} and ∃j{1, . . . , d}:  |p.dj−q.dj| < |r.dj−q.dj|∎ 
Definition 9: Global Skyline 
Given a dataset Ds in a d-dimensional space D and a reference point q  D, The global skyline of a 
point q, GSL(q), will contains the points which are not globally dominated by another point according 
to q∎ 


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Figure 23: Global skyline and range queries. 
 
Figure 24: Reverse skyline. 
 
In order to compute the reverse skyline (RSL) of the house-metro station example, with regards the 
query point q (800,800), it is first needed to compute the global skyline GSL(q) as shown in Figure 23. 
As illustrated, the GSL(q) will contain the (reverse skyline candidate) points H11, H7, H5, H4, H9 and H2. 
The resulted reverse skyline Figure 24  will eventually contain the points H5, H7, H11. The rest of the 
points are discarded because, in order for a reverse skyline candidate p to be a reverse skyline point 
must not exist any point q in the GSL that is (strictly) better, in terms of distance from q, on all 
dimension simultaneously.  
With the existing introduced algorithms, in order to compute the RSQ of a dataset DS, given a query 
point q, it is needed to examine all the points of DS by performing a dynamic query (e.g. using BBS) for 
each point  in order to find the points that have q as part of their dynamic skyline. The points that will 
be retrieved would be the reverse skyline set. A first optimization in this approach would be to stop 
processing the dynamic skyline of a point when q is already identified as a skyline point since there is 
no need to compute the entire skyline. To further optimize the identification of Reverse skyline point 
authors proposed two algorithms Branch-and-bound algorithm (BBRS) and Reversed Skyline Search 
with Approximation (RSSA). BBRS is an improved customization of the original BBS algorithm and uses 
a Multidimensional index (e.g. R-tree). Its goal is to process the reversed skyline of a query point q 
without applying a space transformation. In order to achieve this, it retrieves the proposed Global 
Skyline GSL(q) that returns a small subset of the dataset as candidates for RSQ (this subset is still a 
superset of RSQ), which essentially reduces the search space for the reverse skyline computation. 
Algorithm RSSA computes the dynamic skyline for each point of the dataset and uses an accurate pre-
computed approximation of the skyline in a filter-refinement step to compute the reverse skyline. 
Along with the RSSA algorithm, authors proposed an optimal algorithm to compute approximations 
for two-dimensional skylines and a greedy algorithm for higher dimensions. The basic idea of the 
approximation scheme is to pre-compute the dynamic skyline of each point of the dataset and select 
a fixed number k of it’s Kmax dynamic skyline points (k≤Kmax ). 
In the next section is outlined the pseudocode of the BBRS algorithm. The set S represents the 
candidate reverse skyline points.   
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ALGORITHM 8:  BBRS (R-tree R, Query point q) 
[44]  
Input:     A dataset R (R-tree). 
A query point q. 
Output:  The reverse skyline points. 
 
1.  RSL ← {} //set of reverse skyline points 
2.  insert all entries of the root R in the heap H sorted 
by distance from q 
3.     while (heap H is not empty) do 
4.     remove top entry e 
5.     if (e is globally dominated by some point in S) 
then 
6.        discard e 
7.     end if 
8.     if (e is an intermediate entry) then 
9.        for (each child ei of e) do 
 
10.       if (ei is not globally dominated by some point in 
S) then 
11.              insert ei into heap H 
12.        end if 
13.      end for 
14.    else 
15.       insert the pruning area of ei into S 
16.       execute the window query based on e and q 
17.       if window query is empty then 
18.            add e to the result set  
19.       end if 
20.       discard e 
21.    end if 
22.    output RSL 
23. end while 
 
Some additional applications that the reverse skyline can be applied is the case where is needed to 
identify customers that would be interested in a particular product by exploring the dominance 
relationships between other competitor’s products, with respect of the user preferences. The reverse 
skyline can also be applied in situations such as environmental monitoring, where a number of 
sensors are deployed in order to monitor the area and report data such as temperature and humidity. 
In [83] authors try to answer the so called why-not questions in reverse skyline queries. In order to 
answer this type of question need to find why a point does not belong in the reverse skyline and what 
actions are needed to be performed (to the query point but also to the why-not point) in order to be 
part of the reverse skyline by incurring only minimum changes to both.  
3.4. Group-by and Join Skyline Query 
In this section are introduced the Group-by Skyline queries [134] and skyline queries over joins [88]. 
3.4.1. Group-by Skyline Query 
In order to illustrate a Group-by skyline query [134] example based on the initial house-metro station 
dataset, a third attribute is inserted into the original dataset  
Table 1 (without altering any of its values) which represents the number of bedrooms that each house 
has (Table 13). This way a potential buyer can find individual skylines depending on the number of 
bedrooms. That is to group the houses by the number of their bedrooms and then compute the 
skyline of each group. In this case the cardinality of distinct values of bedrooms will be equal to the 
number of individual skylines that will be found. In Figure 25 are illustrated the individual skylines of 
each group based on the number of bedrooms. 
House price (in 
thousand 
€)   
Distance 
(m) 
No. of  
bedrooms 
H1 100 1500 1 
H2 1400  500  3 
H3 700  600  2 
H4 1300  1000  3 
H5 900  1300  2 
H6 1600  100  3 
H7 400  300  1 
H8 200  1200  1 
H9 1000  200  2 
H10 500  1400  1 
H11 500  900  1 
Table 13: House-metro station dataset with No. of 
bedrooms. 
House price (in 
thousand 
€)   
Distance 
(m) 
No. of  
bedrooms 
H1 100 1500 1 
H7 400  300  1 
H8 200  1200  1 
H10 500  1400  1 
H11 500  900  1 
H3 700  600  2 
H5 900  1300  2 
H9 1000  200  2 
H2 1400  500  3 
H4 1300  1000  3 
H6 1600  100  3 
Table 14: Group-by Skyline. 
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A Group-by skyline query based on the previous logic can be expressed using the SKYLINE OF and the 
GROUP BY identifier as follows: 
SELECT * FROM Houses SKYLINE OF price MIN, distance MIN GROUP BY bedrooms 
 
In order to give a formal definition of the Group-by dominance property and the Group-by skyline it is 
needed to define the following: 
Given a relational table instance DS (dataset), in a d-dimension space with equal numeric attributes 
and a schema A= (A1, A2,…Ad),  the notation p[Ai] represents the value of a tuple p in the attribute Ai. 
Additionally given a set G ⊂ A of attributes of DS that will be used for grouping and an instance g of G 
(i.e. one distinct value from the total values of number of bedrooms), DS(g) is defined as the set of 
tuples of DS that belong to the group instance of g. That is:  𝐷𝑆
(𝑔) = {𝑝 ∈ 𝐷|∀𝐴𝑖 ∈ 𝐺, 𝑝[𝐴𝑖] = 𝑔[𝐴𝑖]} 
Definition 10: Group-by dominance  
Given a set S ⊂ A (S∩G=∅) which this time contains the skyline attributes (that will be checked for 
dominance), a tuple p dominates another tuple r with respect of S, (denoted by p ≻s r) if and only if ∃ 
Aj∈S such that p[Aj]<r[Aj] and ∀ Ai∈S -{Aj}:   p[Ai]≤r[Ai] ∎ 
Definition 11: Group-by Skyline  
Eventually the Group-by skyline query will contain all the tuples p that are not Group-by dominated by 
any other tuple r with respect of S and that is:  𝛹
(𝐷𝑆, 𝑆) = {𝑝 ∈ 𝐷𝑆|∄𝑟 ∈ 𝐷𝑆, 𝑟 ≻𝑆 𝑝}∎ 
 
Summarizing a  group-by skyline query Q= (G, S), with G representing the grouping attributes and S 
the skyline attributes (S∩G=∅), computes the skyline result set ψ(DS(g),S) for each group instance g 
defined on G and the overall query result can be represented as Q (DS). 
Based on the dataset DS of Table 13, in order to find the group-by skyline with respect to the No. of 
bedrooms, the grouping attributes are defined to be G= {No. of bedrooms} and the skyline attributes 
S= {Price, Distance} (S∩G=∅). The Table DS is partitioned into groups based on G and then the skyline 
tuples of each group are computed with respect of S.   
A naïve approach to process a Group-by skyline is to create a separate R-tree for each one of the 
distinct values of bedrooms. Each R-tree will contain the corresponding house entries with their two 
remaining attributes, depending on the number of bedrooms (grouping attribute), and then an 
original BBS algorithm on each tree will be invoked. Nevertheless this approach is inefficient since the 
performance of queries when all attributes are involved is compromised as it may be needed to 
maximize or minimize the grouping attribute.  A more efficient approach which operates on the R-
tree that indexes all the attributes is achieved with a variation of BBS [133]. This variation stores the 
already found skyline points for every group, in a secondary (d-1)-dimensional (in this case) R-tree and 
maintains a heap with the visited entries. The sorting measure that is used is based only on the d-1 
remaining attributes (without the group-by attribute). The dominance check of a retrieved point, from 
the original R-tree, is performed on the corresponding by its group R-tree and is inserted in it only if it 
is not dominated by any of the existing points. Dominance checks for intermediate entries (regions) 
are more complicated because it is likely to contain hotels of several classes. 
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Figure 25: Group-by skyline. 
 
Authors in [126] proposed the aggregate skyline query which combines the skyline and group-by 
queries. Essentially the aggregate skyline is the set of groups not dominated by other groups. The 
various groups are defined based on a common property of tuples. In addition authors discussed the 
differences between the efficiency of the aggregate skyline query processing in relation to the 
sequential execution of the skyline and group by query. 
 
In [107, 198] authors studied the problem of identifying the k-tuple skyline groups. In this problem 
authors try to identify groups of k tuples that are not dominated by other, equal sized, groups. In 
order to compare the groups, each group is associated with an aggregate vector which is computed 
based on a common aggregate function such as SUM, MIN, MAX. The aggregate values of vectors are 
computed based on all the attributes of all tuples in a group. A naïve approach to compute the k-
tuples skyline groups is to compute the aggregate functions for each k-tuple combination and then 
invoke a traditional skyline algorithm to identify the skyline groups.  
3.4.2. Skyline queries over joins 
Most of the existing work discusses the computation of skyline queries over data that are stored in a 
single table. In [88] authors discuss the case where data are stored in multiple tables and thus is 
required to perform join operations among them, in order to compute the final skyline and propose 
efficient methods to share the join processing cost with skyline computation cost. More specifically 
assuming the existence of two (or more) tables (which have one common join attribute) and apply a 
join operation on them, there is a case that may appear new skyline points that are not in the skyline 
of the individual tables. Based on this observation a naïve approach would be to compute the join of 
the two tables and produce a new table that contains the joined records. Afterwards apply a skyline 
query to the derived table in order to compute the skyline. The problem that may arise in this case is 
the potential increment of the computational cost of skylines on the joined table due to its increased 
cardinality and dimensionality. As a solution authors proposed a sort-merge join approach where they 
group the tuples in three groups according to the values of join attributes and based on whether or 
not are local skylines in their group and skyline points in the whole table.  This involves a first phase of 
pruning from each table which is achieved with the use of an R-tree. Afterwards each tuple in each 
group is sorted based on its join attribute value. The next step involves a third (in this case) table 
which will host the join operation. Each group is inserted individually and merged with the existing 
tuples by additionally performing a dominance check for each tuple in order to compute final skyline 
of the join relation.  
3.5. Top-k Skyline Query 
Top-K skyline queries (or ranked skyline queries) were proposed in [133, 134] and return the K “most 
interesting” skyline points of a given dataset, based on a monotone preference function f. The user 
specifies the parameter K, which represents the number of points to be reported and the monotone 
preference function f based on the weighting that wants to apply over the attributes. The query will 
return the K points of the dataset with the minimum (or maximum) score according to the function f. 
To demonstrate this with an example assume that K=3 and the preference function is f(x)=x+2y (i.e. a 
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lower distance (y) is more important than price (x) to the user ). The Top-3 points of the house-metro 
station dataset that will be returned are {(H7, 1000), (H9, 1400), (H6, 1800)}. An SQL query for the 
above example will have the form:  
SELECT * FROM Houses SKYLINE OF price MIN, distance MIN, ORDER BY (price + 2*distance) STOP 
AFTER 3. 
This type of queries can be efficiently solved with BBS algorithm by replacing the mindist function 
with the given preference function. In this case the algorithm will terminate when exactly K points 
have been retrieved. 
3.6. Thick Skyline Query 
A Thick Skyline [89] extends the conventional skyline (authors use the term thin skyline) by returning 
the conventional skyline points and additionally their nearby non-skyline neighbors that exist within 
ε–distance, which are similar but not as good as the skyline points. This approach can help the user in 
cases of nearest neighbor search where the cardinality of the dataset is high and the points of the 
dataset forms groups. In their work authors extend the concept of skyline to generalized skyline by 
adding a user-specific constraint, defined as the ε-neighbor of any skyline point, into skyline search 
space. A Thick skyline is composed by a subset of the generalized skyline points.   
Definition 12: Generalized Skyline. 
Given a d-dimensional dataset DS and a set SL={s1, s2, s3,… }, which contains the conventional skyline 
points of DS, the generalized skyline GL is consisted from the conventional skyline points and 
additionally the non-skyline points that exist in their vicinity within ε-distance. That is 
GL=SL∪{p|p∈DS^p∈si+ε, ∀i, 1≤i≤d}∎ 
 
Definition 13: Thick Skyline. 
Given a d-dimensional dataset DS, a thick skyline is composed by the skyline points of the generalized 
skyline (named dense skyline points), that have in their vicinity (defined by ε) another (strictly) skyline 
point(s), and additionally the skyline points of the generalized skyline (named hybrid skyline points) 
that have in their vicinity another skyline point(s) and some non-skyline points. Thus, a thick skyline 
contains all the skyline points of the generalized skyline except of those that do not contain any other 
point in their vicinity (outlying skyline points) as defined by the generalized Skyline ∎ 
 
 
Figure 26: Dense, hybrid and outlying skyline points. 
Figure 26 shows the main differences between the dense, hybrid and outlying skyline points in a plane 
that is consisted from random points, because in the house-metro station dataset this would not be 
obvious. Point p1, p3, p4 are outline skyline points since are skyline points but they do not contain any 
point in their vicinity. Point p7 and p6 are dense skyline points since are skyline points and contain 
another skyline point in their vicinity. Point p2, p8, p9 and p5 are hybrid skyline points since are skyline 
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points and contain other non-skyline points in their vicinity. Additionally point p9 and p8 contain 
another skyline point in their vicinity. 
Authors proposed three algorithms, Sampling and Pruning, Indexing and Estimating and Microcluster-
based algorithm for mining thick skylines under three typical scenarios. The first scenario concerns a 
single file to represent the dataset where the sampling and pruning technique exploits statistics from 
the database, such as order and quantile in each dimension, in order to identify the thick skyline 
points by comparing the points of the dataset according to the defined Strongly Dominating 
Relationship.   
Definition 14: Strongly domination relationship. 
A point p strongly dominates a point q (denoted as p⊳q), if p+ε dominates q. That is ∀i∈[1,d], 
pi+ε≤qi and ∃j∈[1,d]-{j}, pi+ε<qi∎ 
The second scenario concerns a general index structure such as Index algorithm [164] where points 
are partitioned in lists ordered by their minimum coordinate and compared in a similar order. The 
final scenario concerns the partitioning of the dataset into microclusters based on the CF-tree 
structure [120]. Then the algorithm follows a similar approach as BBS [133] in order to identify the 
desired points using bounding and pruning techniques. In each case the thick skyline performs 
approximate selections, as it employs approximate measures and increases the size of the final result 
set (compared to the conventional skyline) that is returned to users.  
Below is the preudocode of the Index and Estimating method that authors proposed in the second 
scenario.   
ALGORITHM 9: Index & Estimating method     
[89]  
Input:    A B-tree index of d lists . 
  A distance threshold ε. 
Output:  The thick skyline T. 
 
1. S = ∅ ; T = ∅ ; 
2. for i = 1 to d do; 
3.     SWi = ∅ ; upperi = |listi|; minCi = min listi; 
4. while (Thin −  Skyline −  Search −  Unfinished) do; 
5. Choose the batch with min minC1,..,minCd, say minCk; 
6.      Check each object p in this batch; 
7. if p is a skyline object then 
8.               S = S ∪ {p}; 
9.              if (pj −  pi) < √2 ∙ 𝜀 then 
10. update upperj to pj + 𝜀
√2
 ;   
11. check SWj for  ε neighbor; 
12. if any q is a ε neighbor then 
13.                           T = T ∪ {q}; 
14.                  else if p is an ε-neighbor then 
15.                          T = T ∪ {p}; 
16. Move listk to next batch and update SWk; 
17. while list1 < upper1 ∨ . . . ∨ listd < upperd do; 
18.         scan objects to find ε neighbors and add to T; 
19. T = T ∪ S;  
20. Output thick skyline T
 
3.7. K-representative and Distance-based representative Skyline 
Queries 
K-representative skylines points (top-k RSP) were proposed in [118] in order to identify a set of k 
skyline points that maximize the total number of (distinct) points dominated by one of the k skyline 
points. This type of query was proposed in order to allow users to have a good approximation 
(returning few but representative skyline points) of the final skyline and let them make a good and 
quick selection when the skyline is consisted from too many points. Authors also developed an 
efficient, scalable, index-based randomized algorithm. Authors in their implementation employed the 
BBS [133, 134] algorithm and the FM probabilistic counting algorithm [53]. The FM algorithm is a 
bitmap based algorithm that can efficiently estimate the number of distinct elements (data points) 
dominated by a skyline point, overcoming multiple-domination counting.   
Definition 15: K- Representative Skyline (Top-k RSP). 
Given a dataset Ds and an integer k, ∀p∈Ds, D({p}) is denoted as the set of points in Ds that are 
(strictly) dominated by p. For a set S of data points, with S⊆DS, D({S}) denotes the set of points each 
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of which is strictly dominated by a point s∈S. The set K of the k-representative skyline points will 
contain k skyline points that Maximizes |D(K)|∎ 
 
ALGORITHM 10: Greedy (k, p) algorithm for top-k RSP [118]  
Input:    A dataset P. 
  An integer parameter k. 
Output:  k skyline points. 
 
1. compute SP  
2. ∀s ∈ SP : compute D({s}) 
3. S := ∅ 
4. while |S| < k and SP − S ≠ ∅ do 
5.       choose s ∈ SP − S such that |D({s} ∪ S)| is maximized; 
6.       S := {s} ∪ S; 
7. return S 
 
The previous pseudocode outlines a greedy heuristic for the top-k RSP problem. In this algorithm D(S) 
denotes the set of points each of which is dominated by at least one point in S and SP is the skyline 
set of dataset P.  
The problem of identifying the K-representative skyline is known to be NP-hard [118] in 3 or higher 
dimensional space. This approach is scale invariant but cannot be considered stable since adding a 
non-skyline point may alter the final k-representative skyline set. Top-k RSP can be transformed in the 
maximum coverage problem [71] and solved approximately by the author’s proposed greedy 
heuristic. 
3.7.1. Distance-based Representative skyline 
Authors in [165] proposed the distance-based representative skyline which is an alternative solution 
for the problem of k-representative skyline points (referred as max-dominance representative skyline 
in this work) where they redefined it. The reasoning was that the set K of k points returned by the k-
representative skyline can turn out not to be representative, because the produced points may belong 
to the same cluster or the set K fails to represent the extreme points. From the authors perspective a 
good representative skyline should have for every non representative skyline point, a nearby 
representative. Therefore in their work they defined the problem of identifying the k-representative 
skyline points as the set of k points that minimizes the distance between a non-representative skyline 
point and its nearest representative. The proposed approach it is not a scale invariant, as the previous 
approach (k-representative skyline), since it is based on distances.  As opposed, it can be considered 
to be stable since by adding a non-skyline point in the dataset will not change the final representation 
(due to the initial algorithm construction). 
In this approach it is considered that the data space is normalized in the range [0, 1]. The distance-
based representative skyline can be an optimal solution for k-center problem [61] of the full skyline. 
Except from the distance-based representative skyline authors introduced the concept of 
representation error of K, denoted as Er(K, S) in order to quantify and check the quality of the 
representation K of the full skyline S of the dataset Ds, by the k identified representatives. This is 
achieved by checking the maximum of all distances, between any of the non-representative skyline 
points in the set S−K and their nearest representative in K. 
Definition 16: Distance-based Representative Skyline. 
Given a dataset Ds, its skyline set S and an integer value k, the distance-based representative skyline K 
of Ds is consisted of k-skyline points of S that minimizes the representation error Er(K,S)∎ 
For the 2-dimensional space authors developed a dynamic programming algorithm that optimally 
finds a solution in polynomial time. For 3-dimensional spaces and higher authors propose a 2-
approximate [72] polynomial algorithm and prove that the problem is still NP-hard [118]. The 
algorithm can quickly identify the k representatives without extracting the entire skyline by utilizing a 
multidimensional access method (i.e. R-tree). The proposed algorithm is progressive and does not 
require a specific k value from the user as it continuously returns representatives that are guaranteed 
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to be a 2-approximate solutions at any moment, until either manually terminated by the user or 
eventually producing the full skyline. 
ALGORITHM 11: 2D-opt (S, k) [165] 
Input:    The skyline S of a dataset DS. 
  An integer parameter k. 
Output:  The representative skyline of DS. 
 
1. for each pair of (i, j) such that 1 ≤ i ≤ j ≤ m, derive radius(i, j) and center(i, j). 
2. set opt(i, 1) = {center(1, i)} and optEr(i, 1) = radius(1, i) for each 1 ≤ i ≤ m 
3. for t = 2 to k – 1 do 
4.       for i = t to m do 
5.               compute optEr(i, t) by Equation 2 [165] 
6.               compute opt(i, t) by Equation 3 [165] 
7. compute optEr(k,m) and opt(k,m) by Equations 2 and 3 [165] 
8. return opt(k,m) 
 
Above is the pseudocode of the k-representative skyline algorithm in a 2-dimensional space. The 
parameter K represents the number of representatives. The Si will represent the first i skyline points 
sorted by their x-coordinates in ascending order. Function opt(i,t) represents the optimal size-t skyline 
of Si and the optEr(i,t) is the representation error of opt(i,t) with respect to Si. The function radius (i,j) 
denotes the radius of the smallest circle that covers the sorted skyline point pi,pi+1,…,pj and centers in 
one of them. The center of the previous mentioned circle is denoted as center(i,j). 
 
The k-representative skyline gives to the user a high-level summary of the entire skyline as it returns 
only a few points that reflect to the contour of the final skyline and then progressively refines it 
(contour) by reporting more skyline points. The user may identify interesting representative points 
and request only the skyline points that are similar to those representatives (i.e. belong to a specific 
part of the contour). 
 
3.8. ε-skyline 
The proposed type of query claims that solves the limitations and drawbacks of the original skyline by 
taking into account that there was no algorithm that can simultaneously control the resulted size of 
the skyline, has built-in ranking for the points and weighting on dimensions. According to previous 
considerations authors proposed the ε-skyline [190] which allows users to control the number of 
output skyline points (by increasing or decreasing them depending on  an appropriate ε parameter 
that the user defines), provides a built-in ranking system and integrates weighting factors for each 
dimension.  
The algorithm takes as input a d-dimensional dataset (with its values normalized as on SFS [35] in [0, 
1] (section 2.3.6), a weight vector W that will contain the weight factors Wi, (i∈[1, d]) for each 
dimension (if no weighting is needed all the factors will be equal to 1) and a parameter ε∈[-1, 1]. The 
dominance property is relaxed according to the ε parameter. In order to manage the dominance 
relations, authors defined some additional properties such as irriflexivity, loose transitivity and loose 
asymmetry. The weights that the user inserts are incorporated in the dominance comparisons. For the 
built-in ranking system to work every point p in the dataset has a corresponding ε-max value which 
represents the largest value of ε, which makes p to be a skyline point. Thus the points have a natural 
order based on ε-max value. This ordering can be used to place top-k ε-skyline queries.  
Definition 17: ε-domination. 
Given a d-dimensional dataset DS, a weighting vector W={Wi |i∈[1, d],0<wi<1}, a parameter ε∈[-1, 1] 
and two points p,r∈DS, p ε-dominates r, denoted with p ε≺ r  if and only if ∃ j∈[1,d] such that  
p.dj<r.dj and ∀ i ∈[1,d]-{j}:   p.di *wi ≤ r.di *wi+ε∎ 
Definition 18: ε-Skyline. 
The ε-Skyline of a dataset DS contains all the points p∈DS that are not ε-dominated by any other 
point on the dataset∎ 
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Authors proposed two algorithms, ε-SFS which is progressive and based on the SFS [35] algorithm and 
IFR (index-based Filter-Refinement) algorithm which uses an index structure such as an R-tree and a 
filter-refinement framework.  
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Figure 27: Dominance region of H7’ with ε=0.01 . 
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Figure 28: ε-skyline with ε=-0.01 . 
An ε-skyline can monotonically vary from an empty set to the whole dataset depending on the value 
of ε. An ε-skyline with ε=0 represents the conventional skyline. An ε-skyline with value ε=-1 will return 
the whole dataset and with value ε=1 the empty set. More generally the case of an ε-skyline, with ε>0 
is shown in Figure 27. In this case ε=0.01 and as shown the dominance region of (i.e.) H7 will be 
visualized as the point H7 was moved to the location of H7’ in order to fulfill the ε-domination. This 
way point H7 ε-dominates point H9 which for that reason will not be in the final skyline set. Similar H8 
ε-dominates H4 and H9 ε-dominates H6. The final skyline set for ε=0.01 will be S= {H7, H8}. The case of 
an ε-skyline, with ε<0 is shown in Figure 28. In this case the ε-skyline will contain the conventional 
skyline points and additionally the points that are in the shaded area, as this happens with point H11.  
3.8.1. Approximately dominating representatives 
In [95] authors introduced the notion of approximately dominating representatives (ADRs).  Authors 
scenario concerns a set of n points in a d-dimensional space and a value ε>0, where it is desired to 
find the minimum set of points, named ε-ADR, that approximately dominate all the points of the 
dataset. With this approach they try to minimize the number of (skyline) points to be reported at a 
small loss of accuracy. The approximation is imposed by a user-defined value ε that extends the 
dominating region of each point.  The data points retrieved by the algorithm when ε=0 (ε-ADR) are 
guaranteed to be skyline points. In this case the algorithm will return all the existing skyline points. In 
the cases of ε>0 may exist many different ε-ADRs (for a specific value ε). In this case the points 
returned are not guaranteed to be skyline points. An example of a case where ε>0 can be considered 
a dataset that contains a point that approximately dominates all others (i.e. a point very close to the 
origin of axes if minimization of preferences is desired). In this case the algorithm will return only this 
point, although it may not be a pure skyline point.  
3.9. Enumerating and K-dominating Queries 
Enumerating queries and K-dominating queries (Top-k dominating queries in general bibliography) 
were proposed in [133, 134]. These types of queries do not produce skylines but can work as a 
measure of “goodness” in various cases.  
3.9.1. Enumerating queries 
An enumerating query [133, 134] returns the set of skyline points and additionally the number of 
points that each skyline point p dominates (denoted as num(p)). This kind of result could be used to 
investigate which skyline points are more interesting by means of “number of points that they 
dominate”. To compute the enumerating query the first step is to retrieve the skyline points of the 
dataset with an existing algorithm (i.e. BBS). The second step performs a query in the R-tree, for every 
skyline point, in order to count the number of points that exist in their dominance region. In order to 
avoid multiple node visits with the previous technique (since a node may be dominated by more than 
one skyline points), a solution is to apply the inverse procedure which is, for each non-skyline point in 
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the dataset, perform a query in the R-tree to find the dominance regions that contains it and 
accordingly increase the appropriate counters of the skyline points that dominates it. As an example 
in the house-metro station dataset the enumeration query will return for the house H7, num(H7)= 6, 
for the house H11, num(H8)= 2 and for the house H6,  num(H6)=0. 
3.9.2. K-dominating queries 
A variation of the above problem (and also the predecessor of the k-representative skyline query) that 
incorporates the enumerating query (and the constrained skyline queries) is the K-dominating query 
[133, 134]. This type of query returns the K points that dominate the largest number of other points. 
The points that are returned do not necessary belong to the skyline of the dataset. Below is the 
pseudocode of the k-dominating queries. The function num(p) returns the number of points that fall 
inside the dominance region of a point p. 
 
ALGORITHM 12: K-dominating_BBS (R-tree DS, int k) 
Input:    A dataset DS (R-tree). 
  An integer parameter K. 
Output:  A set of k-dominated points. 
 
1. compute skyline S of DS using BBS 
2. for each point in S compute the number of dominated points 
3. insert the top-K points of S in list sorted on num(p) 
4. counter=0 
5. while counter < K do 
6.       p = remove first entry of list 
7.       output p 
8.       S' = set of local skyline points in the dominance region of p 
9.       if (num(p)-|S'|)> num(last element of list) then // S' may contain candidate points 
10.                 for each point p' in S' do 
11.                 find num(p') // perform a window query in data R-tree 
12.                 if num(p') > num(last element of list) then 
13.                            update list // remove last element and insert p' 
14.     counter=counter+1; 
15. end while 
 
The first step to retrieve the K-dominant points is to perform an enumerating query. The query will 
return the skyline points and the number of points that each one of them dominates. The items that 
are retrieved are sorted by their descending order of the number of points that they dominate and 
the first K points are placed in a list. The first point of the list is the first result of the k-dominating 
query and it is returned to the user, removed from the list and pruned from further computations. 
Next is applied a local (constrained) skyline with boundaries the (exclusive) dominance region (Figure 
29) that was defined by the point removed, in order to efficiently find the skyline of the dataset after 
the removal of the first point and identify potential candidate K-dominant points (that may 
outnumber points in the list). The second step of the enumeration query is applied on the newly 
found skyline points (if they exist and are possible candidates) and returns the number of points that 
they dominate.  If any of the points found outnumbers the last point of the list, it replaces it and the 
list is rearranged. The first point of the list will be the second K-dominating point. The algorithm 
terminates when it finds the K most dominant points, thus when the new points retrieved from the 
local skyline cannot outnumber the points in the list. For the House-metro station example a K-
dominant query for K=3 will return the points {(H7,6),(H11,3), (H8,2)}. More analytically after the initial 
enumerating query the list will contain the points {(H7,6), (H8,2), (H9,2)}.  Point H7 will be the first K-
dominant point and returned to the user. After removing point H7, the local skyline point H11 is 
checked and is inserted in the list (the last point of the list is removed resulting in {(H11,3), (H8,2)}. The 
local skyline point H3 is also checked, after the removal of H7, but is not inserted in the list because it 
does not outnumbers any point in it. Thus the second K-dominant point H11 is returned to the user 
but the algorithm terminates (Figure 30) since a local skyline, by removing H11, has not any candidate 
that may outnumber the last (and in this case the final) point of the list. So point H8 is also returned to 
the user. 
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Figure 29: Exclusive dominance region of H7. 
 
 
 
Figure 30: Skyline after removing H7 (final step of 
algorithm
3.10. K-skyband Query 
A K-skyband query [134] returns the points that are dominated by at most K points with the case of 
K=0 representing the original skyline. A K-skyband query follows similar logic with K nearest-neighbor 
query with K representing the thickness of the skyline. 
 
Figure 31: (0, 1, and 2)-skyband query. 
In Figure 31 are illustrated a 0-skyband query (red line), a 1-skyband query (yellow line) and a 2-
skyband query (green line) of the house-metro station dataset. In detail a 2-skyband query will return 
points H1, H6, H7, H8, H9 (which are dominated by at most 0 points) , H3, H11 (which are dominated 
by at most 1 points) and H2 (which is dominated by at most 2 points).  
A naïve approach to process a k-skyband query is to perform an enclosure (window) query on the R-
tree, for every point p(p.d1,p.d2)∈ DS,  in order to count the points that exist in the region 
[0,p.d1)[0,p.d2). If there exist up to k points in this region then the point p belongs to the skyband. 
Since this approach is inefficient, because the number of enclosure (window) queries required is 
equal to the cardinality of the dataset, a more efficient approach involves the processing of k-skyband 
query with the BBS algorithm. As with the original skyline the algorithm maintains its progressiveness 
and its only difference is that an entry is rejected only if it is dominated by more than k discovered 
skyline points.  
3.11. Summary 
The user can apply a dynamic skyline query if in addition with the original skyline computation, wants 
to apply a space transformation from a (i.e) 3-dimensional space to a 2-dimensional space, (and vice 
versa) or to find the skyline set based on a given query point. A reverse skyline query can help the 
user to identify if a given query point is desirable and interesting based on an existing dataset that 
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may represent his/her preferences. A spatial skyline query can be applied when the user wants to find 
the skyline according to multiple query points such as the case of deploying a number of police cars in 
order to respond to multiple incidents. The Group-by skyline can help the user to identify the 
interesting points based on some common attributes (i.e find the best hotels in each 5-star category). 
A thick skyline can help the user to retrieve not only the skyline points but also some additionally 
points that may be interested to know even if they are not truly-interesting points but only nearly-
interesting points (are very close to a truly interesting point).  A top-K skyline query can help the user 
to retrieve the interesting points of a dataset even if his/her preferences are biased. In example 
he/she prefers cars with twice as low consumption even if its horsepower is tripled lowered. With a k-
representative skyline the user can retrieve a representation of the original skyline which is consisted 
from a smaller number of points than the original skyline. This representation can be based on 
dominance or distance from other representatives, depending on the selected query type. This type 
of query can be useful if the user wants to retrieve a general view of the skyline fast, without 
retrieving the full skyline. With a ε-skyline the user is able to incorporate the idea of top-k, k-
dominating, thick and the k-representative skyline with one algorithm. An enumerating query will 
help the user to retrieve the skyline points and additionally the number of points that each skyline 
point dominates while with a k-dominating query can retrieve the k-points that dominate the most 
points. Finally a k-skyband query will let him to retrieve points based on the number of points that 
dominate a point which can be useful in cases where the user wants to know the dominance 
relations. 
A performance analysis between BBS [133, 134] and NN [97] based on the application of the various 
queries types can be found in [134].  
Query type Specific Algorithms Based-on incorporates 
Constrained Skyline [133, 134] Modified BBS or NN BBS or NN MBRs 
Dynamic Skyline [133, 134]  BBS BBS mindist, distance functions 
Spatial Skyline [155, 156] B2S2 BBS Convex hull 
 VS2 - Voronoi diagram / Delaunay graph 
 VCS2 VS2 Voronoi diagram Delaunay graph 
Reverse Skyline [44]  BBRS BBS Global skyline 
 RSSA - Global skyline / Approximation 
of skyline 
Group-by Skyline [134]  Modified BBS BBS Secondary R-tree / sorting 
Top-k Skyline [133, 134]  Modified BBS BBS mindist, distance function 
Thick skyline [89]  Sampling & Pruning - sampling / Strongly Dominating 
Relationship 
 Indexing & Estimation Index [164] sorting 
 Microcluster-based - microcluster-based index 
K-representative [118]  Greedy BBS sort-merge paradigm 
 FMGreedy Greedy - 
BBS 
FM-algorithm[53] / FM 
sketches 
 RFM-tree BBS RFM-tree [118]  / FM sketches 
Distance-based K-
representative [165]  
2D-opt - R-tree / Covering circles 
 l-greedy - R-tree / farthest neighbor search 
ε-skyline [190]  ε-sfs SFS specific monotone function 
 IFR - extra set ToExpand whith MBRs 
Enumerating query [133, 134]  Modified BBS BBS R-tree, find dominance regions 
K-dominating query [133, 134]  Modified BBS BBS Enumerating query, constrained 
skyline 
K-skyband query [134]  Modified BBS BBS pruning restrictions 
Table 15: Specific algorithms for each query type. 
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Table 15 outlines the basic algorithms developed for the various types of queries mentioned and 
notes the fundamental skyline algorithm that is based (if applicable) and the specific structures 
(geometric) or techniques (approximation) that may incorporate. 
Type Method Size of resulted set 
Constraint skyline Region restrictions K ≤ S 
Dynamic Skyline Space transformation S 
Spatial Skyline Geometric structures S 
Reverse Skyline Space transformation S 
Group-by skyline Grouping attributes S 
Thick skyline Approximate selection K ≥ S 
Top-K (ranked) Point-wise ranking Exactly k points, ∅⊂ K ⊆Ds 
K-representative Exclusive domination Exactly k points, K < S 
Distance-based K-representative Distance aware Exactly k points, K < S 
ε-skyline Multiple methods ∅⊆ K ⊆Ds 
Κ-skyband query Domination K ≥ S 
Enumerating query Domination S 
k-dominating query Exclusive Domination Exactly k points 
Table 16: Skyline queries approaches 
Table 16 illustrates the various skyline related approaches, the general method that is used to 
retrieve the skyline points of a dataset Ds and the size k of the resulted skyline set in a general case, 
compared to the size S of conventional skyline query. 
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Figure 32: Chronological order of basic skyline queries. 
Figure 32 illustrates the various queries. The black lines indicate that the algorithm heavily depends or 
improves a previous algorithm and the red dashed line indicates that the algorithm shares some 
general main ideas in order to compute the skyline.  
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4. Applications 
This section reasons about the various applications where the skyline queries can be applied. With the 
term “application” is characterized any method or algorithm that reasons about datasets not 
belonging to the standard space, such as a 2-dimensional or 3-dimensional Euclidean space, but 
rather on a metric space or even on a subspace of the original space. Additionally as applications are 
concerned methods and algorithms for a particular environment, such as distributed environments, 
p2p based architectures, Wireless Sensors Network (WSN) and road networks. Finally datasets that 
have not numeric or nominal attributes or the datasets that are partial ordered, belong to data 
streams or have uncertain data are also classified as “applications”. 
4.1. Subspace and Space Partitioning 
The fundamental methods for skyline computation are optimized and rely on the fact that the 
dimensionality of queries is fixed and concerns the full space of the dataset (take into account all the 
dimensions/attributes of the dataset). Nevertheless different users may be interested about different 
dimensions/attributes of data and therefore may want to retrieve the skyline by comparing only a 
specific subset of all dimensions/attributes. Additionally a full space skyline query in high dimensional 
space may return too many interesting points to the user which will not allow him/her to make an 
appropriate decision. This problem reveals a different scenario in which a query is placed over fewer 
dimensions than those of the full space. Formally, given a set of d-dimensional points, a skyline query 
can be issued on any subset of the d dimensions. This subset will be called subspace and the 
corresponding skyline query on those dimensions subspace skyline query. Methods that are related 
with subspace skyline computation can be classified into two categories. The first pre-computes the 
subspace skylines for all subspaces and organize the results into a structure similar to data cubes in 
data warehouse environments, called SkyCube, allowing answering any subspace skyline query 
immediately. The second method computes the subspace skylines on the fly using index structures. In 
general methods that belong in the first category require larger storage space in order to store all the 
subspace skylines and are difficult to maintain in dynamic environments. 
Essentially for a d - dimensional space there will exist 2d – 1 subspaces (including the d-dimensional 
space called full-space and without concerning the trivial subspace ∅) and equivalently 2d – 1 
subspace skyline queries where each one of them has different dimensionality. All these different 
skyline queries will produce, in general, different results. The strict definition of the subspace 
dominance is the following: 
Definition 19: Subspace Dominance 
Given two d-dimensional points p, r ∈ Ds with p=(p1,p2,…pd) and r=(r1,r2,…rd) and a parameter k that 
specifies a k-dimensional subspace DSk of Ds with k≤d,  p dominates r in the k-dimensional subspace 
if and only if  ∃ j∈[1,k] such that  p.dj<r.dj and ∀ i ∈[1,k]-{j}:   p.di  ≤ r.di ∎  
In order to describe the notion of subspace skyline computation an example is illustrated below based 
on the original dataset  
Table 1 of the house-metro station example. The dataset is consisted of two dimensions, price and 
distance which are the two (pure/strict) subspaces that compose the original space.  An easy way to 
find the subspace skylines for this example is to project the points of full space to each of the 
subspaces. In Figure 33 all the points are projected on the subspace Price and on Figure 34 are 
projected on the second subspace Distance.  
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Figure 33: Subspace Price of the full space Price-
Distance. 
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Figure 34: Subspace Distance of the full space Price – 
Distance.
 
The subspace computation is sufficient to qualify point H1 and H6 of subspace Price and Distance 
respectively to be skyline points. On the other hand this is not sufficient for the rest of the skyline 
points of the full-space (H8, H7, H9 as computed in the previous sections), since can only be retrieved 
if both the subspaces are considered simultaneously. To describe this condition the term “decisive” 
will be used. Thus, subspace Price is decisive to point H1, subspace Distance is decisive to point H6 and 
the subspace {Price, Distance} is decisive to points H8, H7, and H9. The decisive subspaces of the 
skyline points and the values of the points in those subspaces help to understand the semantics of the 
points that represent the skyline. That is, not every subspace must contribute in order to qualify a 
point to be skyline point. This information cannot be captured in the traditional skyline computation.  
Definition 20: Subspace Skyline 
Given a d-dimensional dataset Ds, a data point p ∈ Ds and a parameter k (k≤d) that specifies a k-
dimensional subspace DSk of Ds, point p is said to be a subspace skyline point iff ∄ r∈ Ds such that r≺p 
in the subspace DSk. ∎ 
In order to describe more analytically the notion of subspace skyline computation and it’s relevant 
notions through examples, the original house-metro station example based on  
Table 1 is extended by adding two more dimensions/attributes for each house which are the number 
of bedrooms and the age of the building, making the dataset as follows: 
House Price (in 
thousand 
€)   
Distance 
(m) 
Bedrooms  Age of 
Building 
(years) 
H1 100 1500 1 25 
H2 1400  500  3 5 
H3 700  600  2 9 
H4 1300  1000  3 15 
H5 900  1300  2 17 
H6 1600  100  3 7 
H7 400  300  1 20 
H8 200  1200  1 23 
H9 1000  200  2 10 
H10 500  1400  1 6 
H11 500  900  1 19 
Table 17: Dataset for the subspace skyline computation. 
 
4.1.1. Multiple Subspace Computation 
In general, different users may be interested in different dimensions of the dataset, fulfilling different 
preferences on what attributes want to compare and from which subspaces want to retrieve the 
skyline. Therefore, the skyline queries can be issued on any subset of the original d-dimensional 
space. As an example, one’s preference may be the subspace Price and Distance (as previous) and the 
other one’s Price and Age. Due to the fact that the truly interesting subspaces for each user are 
unpredictable one approach is to compute all the possible subspace skylines. 
Multidimensional subspace skyline computation was proposed simultaneously by two different 
groups of authors in [196] and [139].  The methodology that they follow is different but the main idea 
remains the same and is to compute the skylines of all possible subspaces forming a lattice structure 
similar to the data cube [1, 62]. The authors of both groups combined, extended and improved their 
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works in [140].  The initial problem that they state is that none of the existing methods considered 
skyline computation in subspaces.  
SkyCube 
Authors in [196] proposed the SkyCube which pre-computes and stores all the possible subspace 
skylines, providing minimum response time at query requests. The term SkyCube refers to the set of 
all possible subspace skyline query results. The result of a subspace skyline query on a subspace U 
over a set of point S, denoted as SKYU(S), will be called Cuboid U. The SkyCube can be visualized as a 
lattice structure (similar to that of the data cube), as shown in Figure 35 for the dataset of Table 17. 
For illustration purposes each dimension is represented by the first letter of their name. However 
computation a SkyCube is more demanding [196] than computing a data cube. When the SkyCube is 
constructed, all the subspace skyline queries can be efficiently answered with little overhead, since all 
subspace skylines are pre-computed and stored in corresponding cuboids. In order to answer a 
subspace skyline query of a subspace U, a user can go to the cuboid U and return the result points 
immediately. 
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Figure 35: Lattice Structure of a SkyCube. 
 
Cuboid D DB PDB 
Skyline H6 H6,H7,H9 H1,H6,H7,H8,H9 
Skylist <D,DB,PDB> = <(H6),(H7,H9),(H1,H8)> 
Table 18: Skylist (path). 
Subspace (Cuboid) Skyline 
PDBA H1,H2,H3,H6, 
H7,H8,H9,H10,H11 
PDB H1,H6,H7,H8,H9 
PDA H1,H2,H3,H6, 
H7,H8,H9,H10,H11 
PBA H1,H2,H7,H8,H10 
DBA H2,H3,H6,H7,H9,H10,H11 
PD H1,H6,H7,H8,H9 
PB H1 
PA H1,H2,H7,H8,H10 
DB H6,H7,H9 
DA H2,H6 
BA H2,H10 
P H1 
D H6 
B H1,H7,H8,H10,H11 
A H2 
Table 19: SkyCube/Cuboids of the 4-dimensional 
dataset. 
Authors proposed the extension of SQL by incorporating the SKYCUBE BY keyword. The SkyCube query 
which results Table 19, based on dataset of Table 17, can be expressed using this clause as: 
SELECT * FROM Houses SKYCUBE BY price MIN, distance MIN, bedrooms MIN, age MIN 
The various subspace skyline queries (all the possible combination of all subspaces) can be efficiently 
computed individually with the existing skyline algorithms. Nevertheless naïve algorithms are not 
efficient for SkyCube computation since they cannot share the computation of multiple related 
skyline queries (follow a “share-nothing” approach) and it’s designed incurs additional overhead due 
to certain pre-conditions that have such as sorted or indexed inputs.  
The approaches that were proposed are the BUS (bottom-up SkyCube) and the TDS (top-down 
SkyCube). Their efficiencies mainly come from the computation sharing strategies that authors 
proposed for multiple skyline computations. The methods compute the subspace skylines by 
traversing the lattice of subspaces either in a top-down or bottom-up manner. Below is the 
pseudocode of the BUS algorithm. In line 6-7 if a data point is a skyline point of a child cuboid it will 
be inserted into the skyline, otherwise it will be compared with the current skyline in order to 
determine if it is a new skyline point using the Evaluate function in line 9. The simplest 
implementation of the Evaluate function is to perform a dominance test. In order to further optimize 
their algorithm authors proposed an alternative filter-based approach as shown in algorithm 14, 
Page 47 of 127 
 
which incorporates the computation of a monotonic function𝑓𝑢(𝑝) = ∑ 𝑝(𝑎𝑖)∀𝑎𝑖∈𝑈  based on a data 
point p. With the use of this approach a computation cost reduction is achieved by reducing 
dominance checks. 
ALGORITHM 13:  BUS (S) [19]  
Input:    A d-dimensional dataset S.  
Output:  Every cuboid V, SKYV(S). 
 
1. sort S on every dimension ai (in non-decreasing order) to form d sorted lists 𝑙𝑎𝑖 (1 ≤ i ≤ d) 
2. for each level from bottom to top of the skycube and each cuboid V in this level do 
3.     SKY = the union of all the child cuboids 
4.     choose a sorted list 𝑙𝑎𝑖    (ai ∈V)  
5.     for each data point q in 𝑙𝑎𝑖  do 
6.           if q ∈ SKY then 
7.                 insert q into SKYV(S) 
8.       else 
9.                Evaluate(q, SKYV(S))  
The bottom-up SkyCube algorithm (BUS), computes each cuboid according to their lattice levels from 
bottom to the top. Lower level cuboids are merged to form a part of the upper level parent cuboids. 
The cuboids are computed by a nested loop-based algorithm similar to SFS [35]. The algorithm takes 
advantage of two sharing techniques, named sharing result and sharing sorting, which essentially 
shares the computation and sorting cost among cuboids. Top-Down SkyCube algorithm (TDS) 
incorporates a novel Shared-Divide-and-Conquer skyline algorithm (SDC) based on the Divide & 
Conquer skyline algorithm [19] to recursively compute the cuboids from the top to bottom level, by 
sharing the partitions and merging. TDS also incorporates a novel data structure called skylist which 
stores the skyline points of a given path in the cube lattice, according to the cuboid that they belong, 
without duplications.  
ALGORITHM 14:  Evaluate (q,SP) [19] 
Input:    A data point q to be evaluated. 
               A set SP representing the cuboid U computed so far. 
Output:  Inserts q into SP if it is a skyline point of U. 
 
1. for each data point p in SP do 
2.        if fU(q) < fU(p) then 
3.            insert q into SP; return 
4.        else if (p ≺ q)U then 
5.                discard q; return 
6. insert q into SP 
 
Authors focused on the initial construction of the SkyCube, where the computation cost can be 
shared over different subspace skylines. However, they did not discuss how a SkyCube can efficiently 
maintained upon dataset updates and how to balance the query and update costs. Additionally the 
SkyCube, due to it’s construction has redundant information between same level subspaces/cuboids 
and child-parent cuboids as can be seen in Table 19. For example point H1 is stored 9 cuboids and H6 
in 7 cuboids out of 15 and additionally H2 in 3 out of 4 same level cuboids. 
Materializing the SkyCube enables drill down and roll up analytical queries in order to identify 
additional interesting features and properties of the SkyCube which will help the user to make 
additional decisions based on his/her secondary concerns. As an example a skyline query on the 4-th 
dimensional subspace would return a number of skyline points. Then user can focus on a specific 
subspace (i.e. 2 dimensional price - distance) to see how the skyline points perform concerning only 
these two dimensions (i.e. are decisive to the full space of the query, belong to a subspace skyline, or 
are extreme points of a subspace skyline).  
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Compressed SkyCube  
Authors in [188][189] proposed the Compressed SkyCube (CSC) which represents the complete 
SkyCube preserving the essential information of subspace skylines without accessing the whole 
dataset. The initial reason for this work was that the previously described method SkyCube (or 
complete SkyCube) did not take into account that the dataset is not always static but rather could be 
dynamic (not to be confused with the dynamic skyline). That is objects of the dataset may change 
their attribute values over time, or other objects can be added on the dataset. In their work, authors 
try to balance the query with the update cost, by trading the query’s efficiency with better storage 
and maintenance cost.  
One naïve approach (extreme case) to deal with dynamic data is to update the pre-computed 
SkyCube every time a change occurs. In this case the update cost will be very high since it needs to re-
compute a big part of the already pre-computed SkyCube, since every affected cuboid must be 
recomputed in order to reflect the correct results. In the case of a pre-computed SkyCube the benefit 
is that the query cost will be almost zero (due to pre-computation). Considerably additional overhead 
will occur especially when the updates are frequently or the dataset has many objects. Additionally 
incoming queries will be blocked during the update process.  
Another extreme case would be the absence of pre-compute cuboids. In this case the query cost will 
be expensive since the query may need to access a large part of the dataset. Nevertheless the update 
cost will be minimized. In order to combine the benefits of the two extreme cases, authors aim to 
minimize the storage cost of the SkyCube and support more efficient updates, without compromising 
the overall query efficiency. Thus an efficient update mechanism, which balances the query and 
update cost would be more efficient than the initial (re)computation. 
Definition 21: Minimum subspaces 
Given a point p and two subspaces U, V, V⊂U of the original space ,the minimum  subspaces  of p, 
denoted as mss(p), is the set of all subspaces where ∀U∈mss(p), p belongs to the subspace skyline of 
U and ∀V⊂U, p does not belongs to the subspace skyline of V  ∎ 
 
The compressed SkyCube is based on the concept of minimum subspaces which makes possible the 
elimination of many duplicates entries on the complete SkyCube, thus improving its storage cost.  This 
is achieved by storing each skyline point p to the cuboids of its minimum subspaces in which p is a 
skyline and additionally containing only the non-empty cuboids (thus, strictly speaking, cannot be 
considered that fully pre-materializes all the skylines). An example of minimum subspaces of dataset 
Table 17 is shown in Table 20. Minimum subspaces can easily derive from Table 19 looking from 
bottom to top for each skyline point. Following are the definition of the compressed skycube and its 
pseudocode.  
Definition 22: Compressed SkyCube (CSC) 
A point p is stored in a cuboid U iff  U∈ mss(p). The compressed skyline cube (CSC) contains all the 
non-empty cuboids that are created∎ 
ALGORITHM 15:  QueryCSC(Uq,l) [19] 
Input:    Query subspace Uq in level l. 
Output:   The skyline sky(Uq). 
 
1. if UQ is full-space, return the full-space skyline. 
2. SK = ∅. /* sky(UQ). */ 
3. FP = ∅. /* false positives. */ 
4. For each non-empty level i that i ≤ l 
5. For each non-empty cuboid V that V ⊆ UQ, 
6. if an object in V is in FP, continue. 
7. if an object in V is in SK, then push objects dominated by it on UQ into FP. 
8. compare the rest of the objects in V on dimensions UQ, push skyline objects into SK and false 
positives into FP. 
9. return SK. 
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The compressed SkyCube contains less duplicates entries among the different cuboids, in comparison 
with the complete SkyCube. As shown in Table 21 Compress skycube contains 9 non-empty cuboids in 
comparison to the complete skycube which contains 15. Additionally compress skycube has a smaller 
number of duplicates among the cuboids than complete skycube. As an example point H1 is stored in 
9 cuboids in complete skycube and only in 2 cuboids in the compressed skycube.  
Point Minimum 
Subspace 
Point Minimum 
Subspace 
H1 P,B H7 B, PA, PD 
H2 A H8 B, PA, PD, 
H3 DBA,PDA H9 DB, PD, 
H4 - H10 B, PA, 
H5 - H11 B, PDA 
H6 D   
Table 20: Minimum Subspaces. 
Cuboid Skyline Cuboid Skyline 
P H1 DB H9 
D H6 PDA H3, H11 
B H1, H7, 
H8,H10,H11 
DBA H3 
A H2   
PD H7, H8, H9   
PA H7, H8, H10   
Table 21: Cuboids of the Compressed SkyCube. 
 
Additionally authors, for the case of updates, proposed an object-aware update scheme, in which 
updates of different objects will trigger different amount of computation, preventing unnecessary 
disk access and cuboid computations. In each case when a dataset update occurs, the CSC Storage is 
updated only if it is needed, in order to be up-to-date. Note that the full-space skyline plays a key role 
in their update scheme, since intuitively as long as the full-space skyline is unchanged, no new cuboid 
will be added to the compressed skycube. 
Skyey 
Authors in [139] discussed primarily the semantics of subspace skyline queries and the importance of 
the dominance relationships in the subspaces. They studied the skyline membership query, which 
tackles “why and in which subspaces an object belongs to the skyline”, by introducing the notions of 
skyline group and using the general idea of decisive subspaces. A skyline group (G,U), of a subspace U 
(with G representing the set of points) contains the skyline points of U that share same attribute 
values in this subspace. Additionally every point in skyline group (G,U) does not share any value, on 
any other dimension not belonging to the subspace U, and none of the points that do not belong in G 
shares same values with points in G (essentially this restrictions forms the conditions of whether or 
not a subspace is a decisive subspace of a particular skyline group). In general, a skyline group will be 
formed by a group of points which  share some common values in a subspace and the shared values 
are in the skyline of that subspace. A decisive subspace of a skyline group is a minimal set of 
attributes/dimensions that qualifies the group in the skyline of some subspaces. 
 
Skyey algorithm works in a top-down manner and computes skylines of all subspaces of a given set of 
dimensions taking advantage of sharing sorting among subspaces. Essentially, searches all the 
subspaces for subspace skylines and merges them into skyline groups. Starting from the full space 
visits all the non-empty subspaces, that are enumerated by an altered version (top-down) of the 
enumeration tree, identifying the skylines points by initially sorting them in lexicographic order and 
then creates new skyline groups (forming a skyline group lattice structure with each skyline group 
forming a node) if some new skyline points are needed to be inserted into an old group. The skyey 
returns the skyline points of every subspace such as skycube and additionally, the skyline groups in 
the form of signatures (which contain the points and the decisive subspaces of the skyline group) as 
the summarization of the skylines in subspaces. However, the skyline group lattice may not be as 
efficient or scalable as the skycube. This can occurs because a skyline group lattice may have many 
more skyline groups than the cuboids in skycube, since one subspace may contain many skyline 
groups especially in high dimensional space. 
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Stellar 
In [137] authors improved their work on [139] in order to sufficiently address the efficient skyline 
group and decisive subspaces computation. In this work also developed the Stellar algorithm which 
computes skyline groups and decisive subspaces without searching all subspaces for skyline points, by 
exploiting the skyline groups formed by the full space skyline points. In their performance study, 
compared skyey and stellar and showed that in most cases stellar performs better. Skyey computes 
the SkyCube as a byproduct, and Stellar computes the skyline groups directly. 
 
4.1.2. Single Subspace Computation 
Previously proposed methods, related with the subspace skyline computation computed the skylines 
of all the possible subspaces. This approach was selected because it is not known (unpredictable) in 
which and how many dimensions a user may want to retrieve the subspace skyline, so it is needed to 
compute every possible subspace skyline. From another perspective many times most of the users 
perform queries that are related with a small subset of dimensions (and might also be the same in 
their majority) with respect the full space. 
SubSky 
Differentiating, authors in [167] studied the computation of the skyline of one specified subspace, as 
opposed to all. This route was selected taking into account that most of the users in a high 
dimensional space (i.e. 10 dimensions/attributes) will perform a query about the skyline in few 
dimensions (i.e. in the house-metro station example for the two attributes, price and distance), thus it 
is not needed to compute all the subspace skylines but rather find a way to efficiently retrieve small-
dimensionality subspace skylines. For that reasons, authors proposed the index-based algorithm 
SUBSKY which can efficiently find the skyline of any specified, low dimensionality subspace.  
For the case of a uniform distributed dataset, for each point p (normalized in [0, 1]) is defined a 1D 
value 𝑓(𝑝) = 𝑚𝑎𝑥𝑖=1
𝑑 (1 − 𝑝. 𝑑𝑖) which is the L∞ distance1 between point p and the maximal corner 
of the dataspace called anchor point (i.e. the point of the dataset where all dimensions equal to 1). 
Thus, each of the d-dimensional points are transformed in a 1D value (f (p)) based on which are 
indexed in a single B-tree (which will be used for the subspace skyline retrieval) and sorted by their f 
value in a descending order. In such a case the cost of maintaining the tree equals the cost of 
updating a traditional B-tree. In order to improve the pruning power and the efficiency of the 
algorithm, when the dataset forms clusters of points, authors proposed to create m anchor points and 
assign the points of the dataset to each one of the anchors. The f(p) values (L∞ distance) are 
computed between each point p and their corresponding anchor. As previously mentioned, the points 
are indexed in a single B-tree according to their f(p) value and it’s corresponding anchors point. This is 
achieved by indexing the points with a composite key (i,f(p)) consisted of the numeric id i of the 
anchor point to which point p is assigned and it’s f(p) value. With this kind of approach the subspace 
skyline of a specific subspace is retrieved minimizing the computations only to those related with that 
subspace (due to the construction and computation of f(p)) and without scanning the whole dataset 
(due to the indexing imposed by the B-tree).   
House Price (in 
thousand 
€)   
Distance 
(m) 
Hospital 
(m) 
H1 100 1500 1450  
H2 1400  500  920  
H3 700  600  320  
H4 1300  1000  1200  
H5 900  1300  230  
H6 1600  100  350  
                                                                
1 L∞ distance, Chebyshev distance or Maximum metric is a metric where the distance between two vectors is represented by 
the greatest of their differences along every dimension i.e. for two points on a 2-dimensional space L∞=max (|x1-x2|, |y1-y2|). 
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H7 400  300  1300  
H8 200  1200  150  
H9 1000  200  1500 
H10 500  1400  570  
H11 500  900  600  
Table 22: 3-dimensional dataset for SUBSKY. 
In order to illustrate an example consider the 3-dimensional dataset of Table 22. The dataset is based 
on the house-metro station dataset ( 
Table 1) but has an additional dimension named Hospital which represents the distance of the house 
from the nearest hospital in meters. In this case consider that the 3-dimensional dataset is the full-
space. Moreover let a user that wants to identify the subspace skyline of the 2-dimensional space 
{Distance, Hospital}, named SUB={D,H}. Note that the dataset values must be normalized in [0,1], so 
all the values are divided with 1600 which is the largest value on the dataset. The normalization of a 
dataset was also described in section 2.3.6 related with the SFS algorithm. The normalized values of 
the the 3-dimensional dataset are presented on Table 23. The algorithm first computes the fmax(p) 
values of all points taking into account all the dimensions of full-space and processes the points in 
ascending order of their values fmax(p) as shown below. Additionally computes the values 𝑓𝑚𝑖𝑛(𝑝) =
min
𝑖∈𝑆𝑈𝐵
(1 − 𝑝. 𝑑𝑖) based only on the values of points in the desired subspace dimensions. Note that the 
algorithm considers that none of the point remaining can be qualified as skyline point if their fmax(p) 
value is smaller than the largest fmin(p) value of all the previously processed points. For that reason it 
maintains a value U which corresponds to the largest fmin(p) value of all points processed so far. Thus 
the algorithm terminates when fmax(p)<U= fmin(pi).   
 
House Price (in 
thousand €)   
Distance (m) Hospital (m) fmax(p) fmin(p) 
H1 0,0625 0,9375 0,90625 0,9375 0,6250 
H6 0,875 0,3125 0,575 0,9375 0,78125 
H8 0,4375 0,375 0,2 0,90625 0,25 
H9 0,8125 0,625 0,75 0,875 0,0625 
H5 0,5625 0,8125 0,14375 0,85625 0,1875 
H7 1 0,0625 0,21875 0,8125 0,1875 
H3 0,25 0,1875 0,8125 0,8 0,625 
H2 0,125 0,75 0,09375 0,6875 0,425 
H10 0,625 0,125 0,9375 0,6875 0,125 
H11 0,3125 0,875 0,35625 0,6875 0,4375 
H4 0,3125 0,5625 0,375 0,375 0,25 
Table 23: Normalized values for 2-dimensional dataset. 
Based on the f(p) values the points will be processed in the order H1, H6, H8, H9, H5, H7, H3, H2, H10, 
H11, H4. After examining the first point which is H1 is added to the skyline set since is the only point 
and U is set to 0,0625.  Next H6 is added to the skyline set, H1 is pruned since it is dominated by H6 
and U is set to 0,78125. Next point to be processed is H8 which is also added to the skyline list but U 
remains the same. Points H9, H5, H7 are discarded since are dominated by points already in the 
skyline set. Next point H3 is added to the skyline. Since fmax(H7) <U= fmin(H6) none of the following 
points can be a skyline point and the algorithm terminates. Following is presented the pseudocode of 
the SUBSKY algorithm.  
ALGORITHM 1: BASIC-SUBSKY(SUB) [168] 
Input:    The dimensions SUB that are relevant to the query. . 
Output:   The subspace skyline Ssky. 
 
1. DB=the given set of data points sorted in descending order of their f-values. 
2. U=0; Ssky=∅ 
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3. P=the first point in DB. 
4. while p≠∅ and U≤f(p) do 
5.     if p is not dominated by any point in DB. 
6.          add p to Ssky 
7.         remove from Ssky the points dominated by p. 
8.     U=the maximum min
𝑖∈𝑆𝑈𝐵
(1 − 𝑝′. 𝑑𝑖) of all p’∈ Ssky 
9.      set p to the next point in DB. 
10. return Ssky  
 
In [168] extended their work where they discuss about the applicability of existing full-space skyline 
algorithms in subspace and extend the SUBSKY algorithm to compute k-skyband [134] and top-k 
queries [133, 134] in subspace. 
The problems that arise with the SUBSKY as discussed by authors and outlined in [196] are the 
following. First, when using single anchor points, the pruning ability of the algorithm deteriorates as 
the query’s dimensionality increases which makes it inefficient for computing the skylines of all 
spaces. This happens due to the way the stop condition is computed, which results in smaller pruning 
region than the actual dominance region that a skyline points has. Second, in the case of clustered 
dataset the anchor points (which their selection affects the pruning power) are never modified since 
their initial computation, making the algorithm inefficient for dynamic datasets when large updates 
occurs as verified by authors experiments. Third, it isn’t progressive since it cannot determine if a 
point belongs to the candidate set until the search terminates.  
4.1.3. Top-k and K-dominant 
In this section will be described some skyline ranking algorithms to identify the k most interesting 
skyline points on a subspace, using some newly proposed ranking metrics.  
 
Skyline frequency  
To deal with the problem of returning to many interesting points in high dimensional spaces, when 
different subspaces are considered, authors in [26] focused on ranking skyline objects and introduced 
a new metric called skyline frequency. This metric ranks the interestingness of a skyline point and 
retrieves the skyline points in a top-k fashion. The ranking is based on how often a point is returned as 
a skyline point, when different subspaces are considered. The method orders the points in a 
decreasing order of the number of subspaces in which they belong to a subspace skyline and returns 
the top-k ranking.  
Definition 23: Skyline frequency 
Given a d-dimensional dataset D and a point p∈D the skyline frequency of point p denoted as f(p), 
will be equal to  the number of subspaces in which p is a skyline point∎ 
 
Points with high skyline frequency are more interesting than others, since they can be dominated on 
fewer subspaces. A naïve subspace-based approach will be to compute the skyline points of each 
subspace, with an existing algorithm and then compute the skyline frequency of each point p by 
summing the number of subspaces for which p is a skyline. This approach requires 2d-1 distinct 
subspace skyline queries (for a d-dimensional space) and essentially enumerates each subspace to 
compute skylines.  
Definition 24: Top-k frequent skyline points 
The set S of Top-k frequent skyline points of the dataset D will contain the k points that have the 
highest skyline frequency among all the points in D∎ 
 
To avoid the expense of computing all the subspace skylines, authors proposed an approximate 
algorithm for computing top-k frequent skylines which contains the top-k points whose skyline 
frequencies are the highest. Thus, the problem becomes one of finding top-k frequent skyline points. 
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Nevertheless the algorithm cannot answer dynamic queries and in some cases points that are 
intuitively superior may get the same or lower ranking as existing inferior points [25]. 
K-dominant 
As dimensionality increases the chance of one point to dominate another is very low. This leads in the 
retrieval of numerous skyline points, which cancels any interesting insights on the dataset. An 
efficient approach is to relax the notion of dominance to k-dominance in order to consider only k 
among d dimensions and retrieve only important and meaningful skyline points. For that reason, 
same authors of previous work ([26]) proposed in [25] the k-dominant skyline query (not to be 
confused with k-dominating queries). A k-dominant skyline query retrieves a representative subset of 
skyline points from a high d-dimensional dataset. This type of query can essentially be used to 
decrease the number of returned skyline points. This will increase the probability of a point to 
dominate another point, since there exist more points that will be k-dominated than d-dominated, 
thus allowing the existence of fewer skyline points. This will also reduce the skyline cardinality. Note 
that a k-dominant skyline is a subset of the original skyline. In the case of k=d, in a d-dimensional 
space, the k-dominant skyline query becomes the conventional skyline. Authors state that their work 
maybe useful for dominant relationship queries (DRQs) [108] which support microeconomic data 
mining. 
A d-dimensional point p is said to k-dominate (k < d) another point q if p is not worse than q in at least 
k arbitrary dimensions and p is better than q in at least one dimension. A k-dominant skyline point is a 
point that is not k-dominated by any other point. The k-dimensions must not be necessarily the same, 
but this voids the transitivity property as will be discussed after the following formal definitions:   
Definition 25: K-dominance 
Given a d-dimensional space D={d1,d2,d3,…dd}, a subspace S={s1,s2,s3,…sn}, a dataset Ds ∈D and 
two points p,r∈Ds , point p is said to k-dominate r iff ∃S⊆D, |S|=k, ∃si∈S such that  p.di<r.di and 
∀sj∈S –{si }:p.di≤r.di ∎ 
 
Definition 26: K-dominant skyline 
A point p∈DS is a k-dominant skyline point iff ∄r∈DS –{p}such that r k-dominates p∎ 
 
For the k-dominant skyline queries the property of transitivity (section 2.1) is no longer valid making 
the existing algorithms inapplicable. To make it more clear this can happen in the case of any k<d as 
will be explained. Consider for example thar for points p,r,z, holds that point p k-dominates point r, r 
k’-dominates z (in k different dimensions than those of p and r) and z k’’-dominates p (also in k 
different dimensions than those of r and z), thus forming a cyclic dominance. In this case points p,r,z 
are not considered to be k-dominant skyline points. Due to cyclic dominance points that are k-
dominated cannot be discarded immediately, since they might be used to exclude other points 
through another k-dominant relationship.  
In their work authors proposed three algorithms to solve the k-dominant skyline problem. The 
proposed algorithms for k-dominant skyline queries are the One-Scan-Algorithm (OSA), Two-Scan-
Algorithm (TSA) and Sort-Retrieval-Algorithm (SRA). OSA scans the dataset once and identifies the k-
dominant skyline points by computing the conventional skyline points and using them to prune away 
the non k-dominate skyline points. TSA algorithm scans the dataset twise. In the first scan the 
algorithm retrieves a set R of candidate dominant skyline points by comparing every point p of the 
dataset D with the points that exist in this set. Note that when this step finishes the set R may contain 
false-positives. To eliminate the false positives a second scan eliminates all the non-dominant skyline 
points (false hits from previous scan) from that set. In this step the algorithm compares all the points 
of the set R with every point in {D}-{R}. Finally, authors proposed the elimination-based approach SRA, 
which was inspired from the rank aggregation algorithm proposed by [52], as also happened with 
Index algorithm [164], which pre-sorts points according to their dimensions in separate ranked lists 
and then “merges” them. Following is the pseudocode of the TSA algorithm. 
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ALGORITHM 16: Two-Scan Algorithm(D,S,k) 
[25] 
Input:   A dataset D, a subspace S, and a 
parameter k. 
Output: The set R of k-dominant skyline 
points. 
 
1. initialize set of k-dominant skyline 
points R = ∅ 
2. for every point p ∈ D do 
3.    initialize isDominant = true 
4.    for every point p’ ∈ R do 
5.       if (p’  k-dominates p) then 
6.            isDominant = false 
7.       if (p k-dominates p’) then 
8.            remove p’  from R 
9.    if (isDominant) then 
10.         insert p into R 
11. for every point p ∈ D do 
12.    for every point p’ ∈ R, p’≠ p do 
13.         if (p k-dominates p’ ) then 
14.             remove p’ from R 
15. return R
 
Depending on the value of k, the number of returned k-dominant skyline points can be very large or 
on the other hand very few and in some cases none, due to cyclic dominance. In order to choose a 
good k value, that guarantees a small but non-empty set of dominant skyline points authors proposed 
the top-δ dominant skyline query. Its purpose is to find the smallest k such that there are more than δ 
k-dominant skyline points. 
 
In some cases certain attribute/dimensions of points/space are more important than others. For that 
reason authors extend the k-dominant skyline by incorporating d positive weights w1,...,wd. These 
weights are assigned to the d-dimensions. A point p is said to be a weighted w-dominant skyline point 
if there does not exist any point r that can dominate p on any subset of dimensions whose sum of 
weights is over w. 
Telescope 
Authors in [103, 104] identified that the metrics k-dominant [25] and Skyey [139] cannot adapt their 
ranking criteria to user specified preferences. For that reasons proposed the personalized skyline 
ranking algorithm Telescope which identifies truly interesting points by dynamically searching over 
the SkyCube. The identification of the top-k skylines is guided by the user-specified retrieval size and 
preferences over the available dimensions of the dataset. In order to illustrate the algorithm, a 
weighted lattice graph is used, which represents the user’s weighs, and the relations between 
subspaces. This graph is then transformed, by pruning multiple links, in order to retrieve the ordering 
of the subspaces and guarantees that not any node will be visited twice. Additionally to reduce 
storage overhead authors discuss the adoption of the Compressed SkyCube [188][189]. 
SkyRank 
In [177] proposed the skyline ranking algorithm SKYRANK, and defined the interestingness of a skyline 
point p (basic on full space), based on the number of subspace skyline points that dominates, in all the 
possible subspaces of the original dataspace. SkyRank finds the interesting points by mapping the 
dominance relationships between skyline objects for different subspaces, in a weighted directed 
graph, called skyline graph [176]. Initially the algorithm process in the absence of user-defined 
preference functions but authors shows that can easily be enhanced to support preference skyline 
queries (personalized top-k skyline queries) by using link-based web ranking technics such us [23]. 
 
4.1.4. Space partitioning  
As with the fundamental algorithms there is an area of research that concentrates on processing the 
skyline queries by partitioning the dataspace. Most of the partition-based algorithms exploit the 
property of incomparability and block-based dominance. Especially the property of incomparability is 
very useful in high dimensional spaces. This section will reason about algorithms that partition the 
space directly or by incorporating mapping techniques such as specific space filling curves. Most of 
the algorithms in this section perform full-space skyline computation but are analyzed here because 
their computations are based on sub-regions or even on subspaces of the original space.  
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Z-order based 
The access order of data points has direct impact on the performance of algorithms since the early 
identifications of dominant and highly-dominating points can eliminate unnecessary domination 
comparisons. Additionally pairwise point-to-point dominance comparisons have considerably 
computational and time cost which can be avoided by block based-comparisons. 
Taking into account the previous considerations authors in [106] proposed an approach based on the 
popular dimension reduction technique, Z-order space filling curve (or Z-order curve, in short) [55, 
145] which carry many good geometric properties for skyline processing. Z-order curve maps multi-
dimensional data points to one-dimensional points, where each point is represented by a bit-string 
computed by interleaving the bits of it’s coordinate values, called Z-address. As an example point (1,2) 
can be represented by the 1-dimensional value 001001, where coordinates (x,y) have a 3-bit 
representation of (001, 010). Z-order curve, starts from the origin point and passes through all 
coordinates and data points in space. It’s name derives from the access sequence of points which 
follows an exact (and rotated) ‘Z’ order. Z-addresses have a hierarchical nature (property) meaning 
that points located in the same regions have similar Z-addresses. This leads points to be naturally 
mapped onto Z-order curve segments, which are in turn grouped (clustered) into blocks to facilitate 
efficient dominance tests and space pruning. A z-order curve provides the properties of monotonic 
ordering and clustering (based on their locations in a multidimensional space). These properties 
perfectly match the transitivity and incomparability properties of existing skyline problem. Other 
space filling curves, such as Hilbert and Peano curves are not suitable for skyline query processing 
since they do not hold the monotonic ordering property [106]. By construction and due to the 
ordering and transitivity property of Ζ-address, when points are sorted in non-descending order (of Z-
addresses), those points who have large Z-address cannot dominate points with small Z-address. Thus 
points, that passed the dominance tests against all the previous retrieved skyline points obtained 
ahead of it, are guaranteed to be skyline points, as also inspired from the sorting-based approaches 
[35],[59]. The clustering feature has the advantage that if two points or regions are known to be 
incomparable, dominance tests between them can be avoided. The incomparability inspired from the 
divide-and-conquer approaches [19] thus facilitating true block-based dominance tests 
 
Figure 36 illustrates an abstract approximation of how a Z-order curve will visit the points of the 
house-metro station example. Note that the precise curve of this dataset would be hard to illustrate 
and understood. So for abstraction reasons the curve is visiting only the points in a scale of a hundred 
in the region [0,0]x[1500,1500]. 
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Figure 36: Z-curve access order. 
When points are ordered by their Z-addresses will be naturally clustered as regions based on the 
iterations of Z-curve. Additionally when points are monotonic ordered based on non-ascending order 
of their Z-addresses, dominating points will be placed before their dominated points. In order to 
maintain these two properties and allow them to be incorporated in the skyline query processing 
authors proposed a new index data structure called ZB-tree, in order to index the points of the 
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dataset and maintain the set of skyline points. Also developed the algorithms ZSearch, ZUpdate and k-
ZSearch, to process skyline queries, skyline result updates, and k-dominant skyline queries, 
respectively. 
 
A ZB-tree is newly proposed index structure which is a variant of B-tree and based on Z-order curve to 
facilitate searches/updates. It uses the Z-address of the d-dimensional points as key. A ZB-tree divides 
a Z-order curve into disjoint segments. Each segment represents a region which preserves the 
clustering property. The space covered by a segment is called Z-region. Since each Z-region can be of 
any size, RZ-regions are used to represents the smallest square region that covers a bounded Z-
region. An RZ-region can be specified by two z-addresses such as minpt and maxpt in Figure 36. These 
bounding regions can be used for region based (block based) dominance test as done by BBS in order 
to alleviate the point-to-point computational overhead. Following is presented the pseudocode of the 
algorithm Dominate which is invoked by the Zsearch algorithm in order to perform dominance tests. 
The algorithm takes as an input a set SL which contains the identified skyline points that are 
maintained by the Zsearch algorithm and the minpt and maxpt which define the endpoints of an RZ-
region. The algorithm checks if a given RZ-region, that belongs to the dataset and is represented by 
the endpoints, contains potential skyline points by comparing against all the identified skyline points 
that belong in SL. The algorithm traverses the SL on a breadth-first way. This way RZ-regions of high 
level nodes from SL will be compared against the RZ-regions defined by the endpoints and drill down 
SL if further examination is needed. 
ALGORITHM 17: Dominate(SL,minpt,maxpt) 
[106] 
Input:   A ZB-tree SL indexing skyline points. 
The endpoints minpt and maxpt of an 
RZ-region.. 
Local: A Queue q. 
Output: True if input is dominated and false 
otherwise. 
 
1. q.enqueue(SL’s root); 
2. while q is not empty do 
3.    var n: Node; 
4.    q.dequeue(n); 
 
5.    if n is a non-leaf node then 
6.       forall children node c of n do 
7.          if c’s RZ-region’s maxpt ≺ minpt then 
8.             output TRUE; /* Case 1 of Lemma 1 */ 
9. else if (c’s RZ-region’s mint ≺ maxpt) 
then 
10.               q.enqueue(c); /* Case 2 of Lemma 1 */ 
11.    else /* leaf node */ 
12.       forall children point c of n do 
13.          if (c ≺ minpt) then 
14.             output TRUE; 
15.    output FALSE; 
16. END 
 
Z-search can efficiently identify skyline points in full space and scales well with dimensionality and 
cardinality. The algorithm computes the skyline set by accessing the points in z-order allowing block-
based dominance tests due it’s cluster fashion (regions), asserting efficiently if a block of points is 
dominated. Following is presented the pseudocode of the Zsearch algorithm. The algorithm takes as 
an input a dataset SRC and outputs the set SL of skyline points. At each round the RZ-region of each 
node in SRC is compared against SL (which at runtime contains the candidate skyline points) by 
invoking the Dominate algorithm that was described previously. If a corresponding RZ-region is not 
dominated, the node is further explored (line 7-13). Otherwise if a point is not dominated by any 
candidate skyline point in SL is inserted into it. 
ALGORITHM 18:  Zsearch(SRC) [106] 
Input:   A dataset SRC indexed by a ZB-tree. 
The endpoints minpt and maxpt of an 
RZ-region.. 
Local: A Stack s. 
Output: A ZB-tree SL with the skyline points. 
 
1. s.push(source’s root); 
2. while s is not empty do 
3.    var n: Node; 
4.    s.pop(n); 
5.    if Dominate(SL, n’s minpt, n’s maxpt) then 
6.       goto line 3. 
7.    if n is a non-leaf node then 
8.       forall children node c of n do 
9.          s.push(c); 
10.    else /* leaf node */ 
11.       forall children point c of n do 
12.          if not Dominate(SL, c, c) then 
13.             SL.insert(c); 
14.    output SL; 
15. END
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Authors additionally proposed ZUpdate which efficiently updates the skyline results if insertions or 
deletions occur. This algorithm will be described in more detail in the specific section 5.2.3 about 
skyline maintenance. k-ZSearch is used to answers the k-dominant skyline queries by utilizing a two-
phase filter-and-reexamine approach. This way if a cluster of points is found to be k-dominated, 
further examination of points belonging to this cluster is prevented. This allows the improvement of 
search performance. The algorithm can also efficiently handle the cyclic dominance problem which 
occurs in k-dominant skyline queries.   
In [105] authors extended their work, proposed new algorithms and studied the problem of ranking 
and subspace skyline query processing. Particularly proposed (in addition with the previous) the 
algorithms ZBand, ZRank and ZSubspace to evaluate skyband queries, top-ranked skyline queries and 
subspace skyline queries (on a specified subset of dimensions), respectively. Along with the previously 
proposed algorithm ZUpdate, introduced the ZInsert and ZDelete for incrementally updating of the 
skyline query results. Finally, authors extended the ZB-tree to handle the additional information, in 
order to facilitate the counting of dominated points, needed by skyband and top-ranked skyline 
queries.  
All the above elements are incorporated in the Z-SKY skyline query processing framework which 
essentially contains the dataset and a set of skyline candidates placed on a ZB-tree, the algorithm 
library, and the various dominance relations. Authors extensively compare their suite with the state-
of-the-art skyline algorithms SFS [35], SaLSa [9], BBS [133, 134], BBS-Update [134], DeltaSky [186], 
TSA [25]  and SUBSKY [167] showing that their algorithms are at least as good and most of the time 
outperforms the current algorithms.  
LS algorithm 
The dominance based elimination of points is highly influenced by the dataset distribution. Especially 
the performance of sorting based algorithms degrades if the distribution of the dataset tends towards 
anti-correlated. Authors in [130] proposed the Lattice Skyline (LS), to answer skyline queries of low-
cardinality domains, which uses a static lattice structure to determine the dominance between the 
various combinations of distinct attribute values in the dataset. An example of a dataset with low-
cardinality is the one which has Boolean-valued attributes in which one attribute might reason if the 
house has central heating or not which corresponds to True-False values. Note that the attribute 
value combinations that can derive from a 2-dimensional Boolean-valued dataset are very few 
(specifically only four). This work defers from the previous ones because, instead of considering a 
lattice of subspaces, considers the full data space as lattice to evaluate the skylines. Thus it is based 
on a lattice structure and is independent of the dataset ordering and it’s initial distribution. The 
algorithm is applicable in the case where all attributes derive from low cardinality domains or can be 
naturally mapped to them. Also is applicable in cases where (only) one attribute derives from a high 
cardinality domain. When the number or size of the domains is large the algorithm becomes 
inapplicable [200].  
 
Incorporating Incomparability 
In order to minimize the computational cost in high dimensional spaces authors in [200] proposed a 
progressive object-based space partitioning (OSP) algorithm, which recursively divides the d-
dimensional space into 2d separate partitions. The algorithm is based on partition-wise dominance, 
which exploits the incomparability property, and organizes the retrieved skyline points in a search 
tree, allowing points to be compared only with a small number of skyline points. The partitions are 
encoded in bitmaps and organized by a left-child/right-sibling (LCRS) tree allowing index space 
efficiency by indexing only the non-empty partitions and fast bitwise comparisons between them. 
Additionally allows the partitions and points to be sequentially accessed in a breadth-first fashion. The 
benefit of this technique is that the number of skyline points and candidate skyline points to be 
compared decreases as the dimensionality increases. Finally authors showed that their work can be 
extended to facilitate k- dominant skyline queries, parallel skyline computation, and skyline 
computation on partially ordered domains.  
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Authors in [102] proposed the BSkyTree which tries to find a cost-optimal strategy for skyline 
processing by exploiting the properties of both dominance and incomparability. While most of the 
methods are dominance based, incomparability is very useful in high-dimensional spaces since most 
pair of points become incomparable. An approach that only optimizes incomparability would be to 
select a pivot point that partitions evenly the space. In case of dominance optimization would be to 
select a pivot point than maximizes the dominating region. This method tries to efficiently process the 
skyline computation by selecting specific pivot points based both on dominance and incomparability. 
 
4.1.5. Subspace Skyline Queries & Constraints 
In many cases it might be desired to query a specific region of the dataset. These constraints may be 
also a part of a user’s preferences. Taking into account these considerations the following work has 
been conducted. Note that full space constraint skyline queries have been outlined in section 3.1 
based on the work of [133, 134]. 
Constrained Subspace Skyline Queries 
In [45] authors studied the problem of supporting constrained subspace skyline queries which deals 
with finding subspace skylines within a specific query region. For this problem the data space is 
vertically partitioned to several low-dimensional subspaces, each of them indexed by an R-tee. 
Naively, if the queried subspace is entirely covered by an indexed subspace the desired query can be 
solved with a modified version of the index-based algorithm BBS [133, 134]. This paper concerns the 
cases where the queried subspace is not covered entirely by any of the indexed subspaces. In order to 
compute the constrained subspace skyline in this case authors proposed a threshold based Skyline 
(STA) algorithm which merges synchronously the results of constrained nearest neighbor queries that 
are placed simultaneously on multiple indexes.  
Skyline queries with Constrains 
In [197] authors study the case of supporting skyline queries with constrains on a subspace. They try 
to deal with the problem of returning to many points to the user, when dimensionality is high and 
allowing the incorporation of preferences (constrains) in different subspaces. Thus, proposed a 
progressive algorithm which incorporates a b-tree and compared it with SUBSKY. It is useful to 
mention that they the problem in a different way than constrained skylines mentioned on [133, 134] 
since the algorithm returns a restricted (by the constraints) set of the retrieved skyline points. 
 
4.1.6. Various related topics  
 
In [193] authors introduced the concept of group-by skyline cube. Specifically, this work is related 
with the field of OLAP (On-Line Analytical Processing) which in business environments stands for data 
access and analysis, based on multidimensional views of business data, in the search of business 
intelligence. A key element for OLAP techniques are Data cubes. Authors proposed instead of building 
the data cubes with an aggregate function such as SUM () to use the skyline operator forming the so-
called group-by skyline cubes.  
 
4.1.7. Summary 
In multiple subspace skyline computation the algorithms SkyCube [196] and Skyey [139] where 
parallel developed by a different group of authors, reasoning about the same problem. Continuing, 
their works where individually extended.  From previous described algorithms, partition based 
approaches are the algorithms Z-search, LS, OSP and BskyTree. Partitioned based approaches that are 
based on incomparability are OSP and BSkyTree. From these approaches Z-search can be extend on 
subspace, k-dominant and k-skyband. The OSP can be extended to k-dominant skyline. Z-search and 
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LS are based on dominance comparisons while OSP and BSkyTree on incomparability. Figure 37 
illustrates the hierarchy of subspace and space partitioned skyline computation. 
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Figure 37: Subspace skyline queries hierarchy. 
  
Table 24 summarizes the state-of-the-art algorithms related with subspace and space partitioned 
skyline computation. The column Approach corresponds to whether the algorithm pre-computes the 
results, uses indexes or sorting and counting techniques in order to answer a requested query. The 
No. of subspaces corresponds to whether the algorithms make their computations for all the possible 
subspaces, a single subspace or is generally applicable to full-space computation as with the 
partitioned based approaches. The column Dataset corresponds to weather the algorithm is 
applicable in dynamic datasets where updates and deletions occur. 
 Algorithm Approach No. of 
Subspaces 
Dataset incorporates 
SkyCube [196] pre-materializing all static cost sharing 
strategies 
Compresed SkyCube 
[188][189]  
pre-materializing all dynamic minimum 
subspaces 
Skyey  [139]  pre-materializing all static Skyline groups – 
decisive subspace 
Stellar [137]  pre-materializing all static skyline groups – 
decisive subspace 
Subsky [167] [168] index single dynamic L∞ distance, 
anchor points 
Skyline frequency 
[26] 
counting single static maximal dominating 
subspace 
k-dominant [25] counting/ sorting single static conventional skyline - 
nested loops 
Space Partitioning 
Z-search / Z-sky  
[106] [105]  
sorting - index full 
space/single 
dynamic Z-order curve, 
ZBtree 
OSP [200]  Index full space dynamic incomparability, 
LCRS tree, bitmaps 
LS [130] Lattice structure exploration full space static lattice structure 
BSkyTree [102] Cost-based partitioning full space static pivot points, 
incomparability 
Table 24: State of the art subspace skyline algorithms. 
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4.2. Parallel & Distributed computation 
Due to the high skyline query processing cost of previously proposed centralized architectures in 
section 3, research has focused in parallel and distributed skyline query processing. However, 
previously proposed algorithms cannot be directly applied in parallel or distributed environments.2  
This section will reason at first for parallel and distributed skyline computation without taking into 
account any relaying infrastructure or any partition technique as happens with ad-hoc networks. 
Following will be described the methods that involve partitioning in a vertical or horizontal manner. In 
general the efficiency of many of the proposed methods relies on the use of filtering points, sorting 
techniques or both. 
The main problem that arises with centralized architectures is the increased computation cost, which 
leads in increased response time, in high cardinality and dimensionality datasets.  A first approach to 
deal with this problem is parallel skyline computation in which servers (processors) communicate in a 
partially serialized way (avoiding the communication with all server), reporting their local skyline 
results to other servers. Thought, this leads to an increased waiting time for results from other servers 
(processors). Additionally many of the transferred results do not contribute to the final skyline. A 
related approach which concerns random partitioning and parallel skyline computation is [37]. 
Parallel and distributed skyline computation was proposed in order to deal efficiently with the 
problem of waiting time and the dependence on the results of other severs. This way it is achieved 
immediate local skyline computation after a server receives its corresponding dataset. A general 
approach for this method, in a shared-nothing architecture, involves a central coordinator server, 
which partitions the dataset (or dataspace) in N partitions equal to the number of servers that are 
related with him. Then each server computes its local skyline, based on the dataset that has been 
assigned to him, and reports his results to the coordinator which computes its own local skyline and 
performs a merging process in order to retrieve the final skyline. This method also described in the 
literature as all-local-skyline (ALS) method [208]. Nevertheless, this approach highly depends on the 
method that is used for the local skyline computation and the partitioning technique followed. 
Additional the workload isn’t evenly distributed to servers since the cardinality of each partition will 
follow the distribution of the initial dataset. Also the data points that are transferred from the servers 
to the coordinator contain many points that will not be part of the final skyline resulting in increased 
communication and merging overhead on the coordinators side. In general servers whose partitions 
are closer to the axes (in a uniform distribution) or the origin of axes (in a correlated distribution) tend 
to have more final skyline points and thus contribute more to the final skyline result. For that reason, 
partitions that lie in the lower corner of the dataset is wisely to be processed first in order to identify 
as many final skyline points as sooner as possible.  
 
Some early (and the first in this sub-field) proposed work in distributed skyline computation 
considered the partitioning of the dataset in a vertical manner. Nevertheless this approach isn’t 
adopted by the rest of authors, since the widely adopted partition method in P2P architectures is 
horizontal partitioning. The main approach that was followed, considering the partitioning technique, 
is horizontal partitioning which will be described in the later section 4.2.2. Work related with Wireless 
Sensor Network (WSN) is outlined in section 4.9. The reason for that is the need to discuss further 
fundamental notions (such as 4.4 Continuous skyline computation) before investigating this subject. 
 
4.2.1. Vertical partitioning 
This section will illustrate the (early proposed) work on parallel and distributed skyline computation 
which considers vertical partitioning of the dataset. This partitioning approach was not adopted by 
the rest of authors due to the wide adoption of horizontal partitioning on highly distributed 
environments, such as peer-to-peer networks. 
                                                                
2The work of [74] is the only survey in skyline query processing, which is focused on parallel distributed skyline query 
processing. 
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BDS-IDS/PDS 
Authors in [7] were the first that studied the problem of skyline query processing in distributed 
environments and especially in a specialized Web setting where each one of the dimensions are 
stored on a different Web-accessible site (source/database). In their work proposed the algorithms 
basic distributed skyline (BDS) and improved distributed skyline (IDS) which are inspired from the TA 
approach proposed in [52]. As a remainder the same was considered in the Index algorithm [164] in 
section 2.3.3. 
 
As mentioned previously the d-dimensional dataset is vertically partitioned in d-lists where each list 
contains the attribute values of points in one of the dimensions. Each site stores one of the lists 
sorted in ascending order. A centralized site is responsible for probing attribute values from each site 
in order to calculate the final skyline. In BDS algorithm the retrieval of points is done by using sorted 
access on each site, in a round-robin fashion through all sites, retrieving one attribute value at each 
time. The algorithm continuous in the same way until it has finally achieved to retrieve all the 
attribute values of a (random) point (called the terminating object). Points that are not “seen” during 
this process can be pruned as they must be dominated by the terminating object. Then the 
centralized site retrieves all the attribute values, from all sites, for every point for which at least one 
dimension was previously retrieved.  Finally the algorithm filters out the non-skyline points from this 
set, retrieving the final skyline. Following Table 25 and Table 26 illustrate the two lists that are stored 
in the two sites in an ascending order of their values, derived by the 2-dimensional dataset on  
Table 1. At beginning the algorithm visits list 1 and retrieves the value of the attribute price of the 
first point which in this case is house H1. In the next step visits list 2 and retrieves the attribute value 
distance of the first point of the list which is house H2. In the next round, following the round-robin 
fashion, algorithm visits again list 1 and retrieves the attribute value price of the next point which is 
the point H8. Continuing in this way, at the third round and on the second step retrieves the attribute 
value distance of point H7 which is eventually the terminating object because the algorithm has 
retrieved all the attribute values of one point (H7).  At this point the algorithm visits all the lists and 
retrieves all the missing attribute values of all points that had visit till the identification of the 
terminating object. From the set of those points computes and retrieves the final skyline. 
 
 
House H1 H8 H7 H11 H10 H3 H5 H9 H4 H2 H6 
Price 100 200 400 500 500 700 900 1000 1300 1400 1600 
Table 25: List 1- dimension price. 
House H6 H9 H7 H2 H3 H11 H4 H8 H5 H10 H1 
Distance 100 200 300 500 600 900 1000 1200 1300 1400 1500 
Table 26: List 2 - dimension distance. 
The IDS algorithm is an enchased version of BDS which does not visit the list in round-robin fashion 
but rather always accesses the most promising list, in terms of earlier terminating object 
identification, in order to reduce the number of visits on the lists. As previously the algorithm 
accesses list 1 and retrieves the attribute value of the first point which is H1. Differentiating from BDS 
it performs a random access in list 2 to identify the position of point H1 which is 11th. This indicates 
that the algorithm must examine 11 points on list 2 before it can terminate, since at this time this is 
the terminating object considered. Next the algorithm continuous and retrieves the attribute value of 
the first point of list 2 which is H6. Again it randomly accesses list 1 this time to identify the position of 
point H6 (retrieved from list 2) in list 1. Its position in list 1 is also 11th (as is point H1 on list 2) and 
thus none of the two points retrieved so far are more promising than another as an earlier 
terminating object. Thus, the algorithm continuous and retrieves the attribute value of the next point 
in list 1 which is H8. The random access on list 2 indicates that point H8 is in the 8th position making it 
more promising as an early terminating object. This happens because the algorithm will need in this 
case only 7 more sorted accesses (has already done one sorted access on list 2) on list 2, in order to 
retrieve both the attribute values of H8, rather than 10 more in the case of H1. Thus the algorithm will 
continue with sorted access retrieval on the list 2 (even it wasn’t its turn). The algorithm retrieves the 
attribute value of point H9 which is identified to be in the 8th position making it again no more 
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promising than H8. Next continues normally its operation retrieving the attribute value of point H7 
from list 1 which is identified to be 3rd in the list 2 making it more promising from H8 and H9. Thus the 
algorithm continues with a retrieval in list 2 and retrieves the second attribute of point H7 which 
eventually is the terminating object. As previously retrieves all the attribute values of points that have 
been visited and computes the final skyline. However the use of a central site can limit the scalability 
of the method, and additionally data in p2p systems are typically horizontally partitioned along the 
peers. Below is outlined the pseudocode of the BDS algorithm. The algorithm in general is consisted 
from three phases. In the first phase (step one) performs a sorted access until all possible skyline 
points have been seen. This is guaranteed by the retrieval of the termination point. In the second 
phase (step 2 and 3) the algorithm accesses all the points with minimum attribute values in the lists 
and prunes all other points. In third phase (step 4) employees a random access in order to discard all 
the retrieved points that are dominated by any other point and returns the set of skyline points.  
 
ALGORITHM 19: BDS (set P) [7]  
Input:    A dataset P.  
Output: The set of skyline points of dataset P. 
 
0. Initialize a data structure P := ∅ containing records with an identifier and n real values indexed by the 
identifiers, initialize n lists K1,…,Kn := ∅ containing records with an identifier and a real value, and initialize 
n real values p1,…,pn := 1 
1. Initialize counter i := 1. 
1.1. Get the next object onew by sorted access on list Si 
1.2. If onew ∈ P, update its record’s ith real value with si(onew), else create such a record in P 
1.3. Append onew with si(onew) to list Ki 
1.4. Set pi := si(onew) and i := (i mod n) +1 
1.5. If all scores sj(onew) (1≤ j ≤ n) are known, proceed with step 2 else with step 1.1. 
2. For i = 1 to n do 
2.1. While pi = si(onew) do sorted access on list Si and handle the retrieved objects like in step 1.2 to 1.3 
3. If more than one object is entirely known, compare pairwise and remove the dominated objects from P. 
4. For i = 1 to n do 
4.1. Do all necessary random accesses for the objects in Ki that are also in P,and discard objects that are 
not in P 
4.2. Take the objects of Ki and compare them pairwise to the objects in Ki. If an object is dominated by 
another object remove it from Ki and P 
5. Output P as the set of all non-dominated objects. 
Authors in [121] improved the previous work by proposing the PDS (progressive distributed skylining) 
algorithm. This algorithm returns progressively the skyline points, by determining if a point belongs to 
the final skyline as soon as it is retrieved from the source by adopting an object-ranking approach. 
Additionally, based on the ranking approach can efficiently predict the termination object. In order to 
reduce the number of pairwise comparisons authors proposed the use of R-trees where dominance 
checks are achieved with the use of containment queries. In order to identify the terminating object 
of the skyline retrieval process, an object-ranking approach is proposed. Each object, in each site, is 
characterized by a rank. The rank is defined by numbering the items based on their increasing order 
of the list. The number of sorted accesses that will be needed to fully retrieve all the attributes of a 
point from all lists will be equal to the sum of its ranks. Thus a good terminating point will be the one 
that can be fully retrieve with minimum number of sorted accesses. Additionally, authors discussed 
the processing of top-k skyline queries and the estimation of completion percentage of skyline points 
retrieval. The top-k skyline retrieval based on a user defined preference function f, is achieved by 
using a priority queue that keeps the k objects with the highest (or lowest) rank that was computed 
with the use of the preference function during the skyline point retrieval. The completion percentage 
is calculated by estimating the total number of sorted access required by the query till it finds the 
identified terminating point and the number of sorted accesses already performed. 
One of the most recent works on vertical data partition is [170]. In this scenario authors assume that 
the dataset is vertical partitioned in a number of arbitrary servers and each server stores an arbitrary 
number of dimensions. The computation of skyline is de-centralized and their main goal is to reduce 
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the communication cost between servers taking into account the various updates that may occur. The 
reduction of the communication is achieved by identifying anchor points in each partition that will 
prune and minimize the number of points to be transmitted. 
 
4.2.2. Horizontal data partitioning 
This section outlines the methods that concern horizontal partitioning, in which a portion of the 
dataset is stored by a peer without taking into account the partitioning imposed on the dataspace. 
This defers from the approach of horizontal dataspace partitioning, which is described in sections 4.3 
and 4.2.4, where a partitioning scheme is applied to the dataspace and the points of each partition 
are assigned to peers. In these methods peers (servers) can communicate with their neighboring 
peers, through a coordinator, or through the use of a backbone structure. Thus this approach does 
not considers any kind of overlay structure, in which a logical network is built on top of a physical one 
without considering the physical network structure.  
MANET 
The work on [77] is focused in distributed skyline computation on mobile devices that communicate 
without routing information in shared-nothing environments and especially over ad-hoc networks 
(MANETs). In this scenario data are stored in a number of light-weighted mobile devices where each 
device is able to communicate only with its neighbors (devices that are in its communication range) 
by exchanging messages. The communication between all devices can be achieved via multi-hops. 
Each mobile device stores a portion of the whole dataset (that can be overlapping) which corresponds 
to a portion of the data that are related with the geographic area that it covers. The partitioning 
placed in this case concerns horizontal data partitioning. The scenario studied involves spatial 
constrains, in order to retrieve only the data related to the geographic area of interest, but they are 
not related with 3.1 or involved in the skyline operation. The constraints are only used to limit the 
propagation of the query based on the distance from the (global or local) originator of the query. 
One approach to compute the skyline in this scenario would be for an originator to issue a query and 
send it to all of its neighbor peers in a breadth-first strategy. Each peer computes its local skyline and 
sends the results back to the originator. Then each of these peers forwards the query to their 
neighbors. A depth-first approach will include the originator to send the query to only one of its 
neighbor which will compute its local skyline and send the query to one of its own neighbors that 
have not received the query yet. When there is no other neighbor to propagate the query or the 
query has been completed, the results are returned through the same path and merged along the 
peers. Finally when the results have reported to the originator it will be responsible to compute its 
local skyline, remove the duplicate tuples that received and compute the final skyline. The processing 
of the same device twice is prevented by using tagging approach incorporated in each query so a 
device that receives a query can identify if the query has been previously processed by checking its 
log. Bellow is outlined the local skyline query on a mobile device Mi. In authors storage model Ri 
corresponds to the relations where the data are store and VDRi corresponds to the dominating region 
of a point. 
ALGORITHM 20: local skyline(posorg , d, 
tpflt ) [77]  
Input:  The location posorg of query originator, the 
distance d of interest and a filtering tuple tpflt. 
Output: The reduced local skyline, and the updated 
filtering tuple. 
 
// Check if Ri’s MBR overlaps the query region. 
if (mindist(posorg ,MBRi) > d) return; 
// Check if Ri is dominated by the filtering tuple 
skip = TRUE; 
for each attribute j of Ri 
      if (tpflt .pj > lj ) skip = FALSE; break; 
if (skip) return; else SKi = ø; 
// Local ID-based SFS processing 
for each tuple tpj in Ri 
      
 // Too far away from query point 
      if (dist(posorg, tpj) > d) continue; 
      out = FALSE; 
      for each skyline point spk in SKi 
             // spk dominates tpj 
             if (∀ l > 1, spk.idl < tpj.idl) out = TRUE; break; 
      if (!out) add tpj into SKi 
// Filtering, and picking up maximum VDR 
idx = null; VDRm = 0; 
for each skyline point spk in SKi 
      if (∀ l, tpflt .pl < spk.pl) remove spk from SKi 
      else if (VDRk > VDRm) idx = k; VDRm = VDRk 
// Update filtering tuple if necessary 
if (VDRm > VDRflt ) tpflt = tpidx  
Page 64 of 127 
 
 
Authors improved the overall query performance by proposing techniques to reduce the 
communication and computation cost, taking also into account the low storage capabilities of devices. 
The reduction of communication and computation cost between each peer is achieved by using a 
filtering-based data reduction technique. In this technique each query request is forwarded in a 
breadth-first or depth-first manner as mentioned, containing in addition a single, dynamically 
changing, filter point (computed from a parent node) in order to prune local skyline points, of child 
nodes, that will not eventually contribute to the final skyline result. The filtering point that will be 
propagated by the peer is selected based on the maximum dominating region (DR) among all the local 
skyline points computed by the peer. The dominating region that is considered is defined as the 
volume of the orthogonal region defined by the point selected and the upper boundaries (or lower in 
case of maximizing the preferences) of the global space. A special case is taken into account when 
peers lack of information about global boundaries. The dominance region of each point is represented 
in Figure 38 by the shaded regions. The region with the maximum volume is the one created by the 
point H7. Essentially every peer that receives a filtering point knows that any of its points lying in this 
region will be dominated and can be safely pruned from their local skylines. 
 
Figure 38: Dominating region. 
In Figure 38 points H1, H2, H3, H4 belong to a peer x that has received the query from one of his 
neighbouring peers y, which has also computed its local skyline point set which is consisted from the 
points H5, H6, H7. As mention previously the point with the largest dominating region among all of 
the local skyline points of y, is imposed by the point H7. For that reason this point is send as a filtering 
point along with the propagated query to the peer x. As seen in Figure 38 the grey area represents 
the pruning imposed by the filtering point H7 of the neighboring peer y over the local (skyline) points 
of the peer x.  
Summarizing, each peer receives along with the query a filtering point. It computes its local skyline 
and uses the filtering point to prune its local skyline points. Then checks if any of its remaining points 
has larger dominating region than the one of the filtering point that was received. If so the query that 
will be propagate will contain as filtering point the point found or in the other case will propagate the 
filtering point that had received. This essentially limits the data points to be transferred among 
devices during the breadth-first or depth-first propagation of the query. The reduction of storage cost 
is achieved by adopting a hybrid storage scheme which stores the spatial coordinate values of points 
(their location on space) in each device and uses an ID-based storage [154] approach for the rest 
attribute values that are not related with the coordinate values. However, this approach is not 
scalable for large scale p2p networks since it must visit all the devices in the network in order to 
retrieve the skyline. 
SKYPEER/SKYPEER+ 
On [173] authors study the problem of subspace skyline query processing in super-peer networks 
(large scale P2P networks) and proposed the SKYPEER framework where the dataset is horizontally 
distributed across peers. In these type of networks there exist a number of super-peers among the 
ordinary peers which have special abilities due to their enhanced features. Super-peers are linked 
through a backbone and peers are connected to super-peers. Each super-peer maintains information 
about the peers that have assigned on him in order to achieving efficient routing. In general a query 
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request in this type of network is fist routed among the super-peers backbone and if necessary it is 
distributed to the peers. Each peer holds only the data that are related with its region (not imposing 
any space partition) and computes a partial local subspace skyline.  
In their approach authors try to find a way to efficient compute a subspace skyline query relying as 
much possible on super-peers, in order to reduce the communication overhead and avoid a flooding 
process. Authors approach on this issue is each super-peer to collect from its peers the skyline points 
of any existing subspace, since an accurate (subspace) skyline computation needs that all data to be 
taken into account. In order for this to be achieved extended the notion of domination by defining the 
extended domination and extended skyline: 
Definition 27: Extended domination (ext-domination) 
For any given d-dimensional dataset D and any k-dimensional subspace U, with U⊆D, a point p∈U ext-
dominates a point r∈U, if ∀di∈U, p.di<r.di∎ 
 
Definition 28: Extended skyline (ext-skyline) 
The ext-skyline set contains all the points that are not ext-dominated by any other point∎ 
 
Intuitively the extended skyline set, will contain all the points that are necessary to efficiently answer 
a skyline query in any arbitrary subspace. Additionally authors, in order to perform their 
computations and filtering, proposed the use of the transformations f(p) and distU(p) for each point p, 
inspired by [167]. In general the f(p) values will be used for ordering and distU(p) as a threshold value 
that will indicate the termination of the subspace skyline retrieval on a super-peer. The f(p) value of a 
d-dimensional point p is defined to be f(p)=min(p.di), thus the minimum attribute value on all 
dimensions. The value of distU(p) represents the L∞-distance of a point p from the origin of the axes 
on the subspace U, denoted as distU(p)=maxdi∈U(p.di). Note that the f(p) value is computed based on 
all the dimensions of the dataspace, while distU(p) based on the dimensions of the queried subspace. 
The main difference of that transformation compared to the one on [167] is that the distances are 
calculated based on the origin of the axes rather than the right upper corner of the dataset. 
The algorithm has a pre-processing step in which each peer computes its local ext-skyline. The results 
of the local ext-skylines are propagated to the associated super-peers of each peer. Each of the super-
peers maintains a list with the ext-skyline points of each peer and computes its own ext-skyline. As a 
reminder, note that the ext-skyline is a set that can answer a skyline query of any arbitrary subspace. 
In the case of a query the initiator forwards the skyline query request for a subspace U to a super-
peer, which in turn forwards it to his adjacent super-peers. The super-peer is responsible to merge 
the ext-skyline results of his peers with his results and compute its final local skyline set SKYU based 
on the subspace given by the query.  
A super-peer can access the stored ext-skyline points in ascending order of their f(p) values. During 
this retrieval the dominating points are inserted in a local subspace skyline set SKYU. During this 
process a threshold value T is defined to be the minimum distU(p) value of all the points. The 
processing on the super-peer terminates when the threshold value T is smaller than the f(p) value of 
the next point retrieved since, based on authors observation, the rest points cannot belong to the 
skyline set of subspace U. 
The results of each super-peer are forwarded through the backbone of super-peers. When a super-
peer receives a result set from another super-peers, merges the set with his results and proceeds with 
forwarding the message. Each result set is sorted based on the f(p) values of points. When the 
initiator has received all the local subspace skyline results from all super-peers, merges the results 
and retrieves the final subspace skyline. The access-order on each result set is based on the order 
imposed. The points that are dominated are pruned and the retrieval stops when the f (p) value of the 
next point is larger than the threshold value. The algorithm is consisted the following methods. The 
local subspace skyline computation which is performed on each peer upon a request and the Super-
peer merging of subspace skylines approach which is performed on Supperpeers level in order merge 
the local skylines of it’s peers and retrieve the ext-skyline of space D which is related with those 
peers. The pseudocode of the Super-peer merging of subspace skylines approach is outlined below.  
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ALGORITHM 21: Super-peer merging of 
subspace skylines [167] 
Input:   The super-peer’s set of local subspace   
skyline points 
Output:  The skyline of the subspace U. 
 
1. SKYU ← {∅} 
2. threshold ← MAX_INT 
3. SKYU1...SKYUNsp the super-peers’ set of local 
subspace skyline points 
4. SKYUs ← the list with the minimum first element 
5. p ← next point based on SKYUs 
 
6. while (f(p) < threshold) do 
7.     if p is not dominated by any point in SKYU on 
subspace U then 
8.         remove from SKYU the points dominated by p 
9.         SKYU ← SKYU ∪ {p} 
10.       threshold ← minpi∈SKYU (distU(pi)) 
11.   end if 
12.   SKYUs ← the list with the minimum first element 
13.   p ← next point based on SKYs 
14. end while 
15. return SKYU 
 
The amount of unnecessary transferred data is reduced by the proposed threshold based algorithm 
which facilitate pruning of dominated data across the peers. Based on this algorithm authors explored 
the two optimization criteria threshold propagation and merging strategy, which refines the 
threshold value of the algorithm and performs progressive merging on local results and results 
received at each super-peer respectively. The all-local-skyline (ALS) algorithm can be considered [208] 
as a degenerated version of SKYPEER, in the case where the algorithm is used to return the skyline of 
the full space. 
In [174] authors extended their work and proposed the SKYPEER+ algorithm which focusses on 
efficient routing and improves the performance of skyline queries in the case of non-uniform 
distributions of data among super-peers. The algorithm employs an appropriate indexing and routing 
mechanism based on routing indexes which results in reducing the number of super-peers employed 
in a query. 
 
Another method that does not takes into account the partitioning imposed is [73]. This method 
reasons about probabilistic skylines and for that reason is outlined in section 4.2.6, which is related 
with various topics in distributed skyline computation that are not related with the exact skyline 
computation. 
4.2.3. Horizontal data partitioning without overlay networks 
This section outlines the work that is based on horizontal data partitioning but do not consider any 
underling overlay network. That is the query originator can communicate with all the existing peers in 
order to compute the skyline set. 
PaDSkyline 
Authors in [40, 32] proposed the filter-based PaDSkyline algorithm for parallel constrained skyline 
query processing in which assume that no overlay exists and any query originator can directly 
communicate with all servers. Thus, authors do not address the problem of communication among 
peers but rather deal with wired peers that are connected through the internet. This approach 
employee and extends the single-point filtering method of MANET [77]  with the difference that uses 
multiple filtering points rather than just one, considering that wired connections are faster and  more 
reliable than the wireless.  
The data are horizontally partitioned among peers and may overlap. The dataset of each peer is 
summarized and represented by a Minimum bounding region (MBR). Initially the algorithm collects 
the MBRs of all peers and partitions them in incomparable groups. In the case that constrains exist, 
will have also the form of region. Thus the MBRs that will be considered for further computation in 
this case are the ones that fully lie inside the constrained region. Additionally if the region constrains 
intersect a MBR it will be considered for further computation only the part of the MBR that belongs in 
the constrained region. As illustrated in Figure 39 there exist 3 groups where the first group contains 
region e1, the second e2, e3 and the third e4, e5, e6, e7. The grouping of regions is based on the 
property of incomparability where each group is incomparable with the other groups. Thus group 1 
contains region e1 which is incomparable with all the other regions. Group 2 contains regions e2 and 
e3 which are incomparable with all the other regions but they are not mutually incomparable. For 
that reason both regions belong to the same group. In group 3, regions e4 and e6 are mutual 
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incomparable but belong to the same group because none of them is incomparable with region e5 or 
e7 and additionally region e7 is not incomparable with region e5. This grouping approach allows the 
parallel and progressive computation of the query over the groups, since none of the groups depends 
on the points or the results of another group. 
 
Figure 39: MBR groups. 
For each group of MBRs is defined an intra-group query execution order among peers and a group 
head which will be responsible for the group’s local skyline query by merging the results. For the 
execution order of the query authors proposed two strategies. In the first the query execution order 
of peers is derived by sorting the MBRs in a non –ascending order of their Euclidean distance from the 
origin of the data space or the origin of the constrained region if exists. In the second the execution 
order is defined by a tree which is built during the construction of each group and essentially stores 
the order on which the MBRs were processed inside the group. Thus, the tree is heavily based on the 
order that the MBRs were collected. 
 
The communication cost between peers is reduced by employing pruning on each local skyline 
computation with the use of high-dominating filtering points. The filtering points are selected from 
the local skyline results. In the case of one filtering point is selected the one whose dominating region 
has the maximum volume among all others as on MANETS on section 4.2.2. In the case of selecting k 
filtering points among the n local skyline points, is selected the set that maximizes the sum of their 
dominating region’s volume or the set in which the distance between the filtering points is 
maximized. In each peer the filtering points are dynamically updated if it is needed as they compute a 
potential filter set and compares it with the one that have received. 
The PaDSkyline algorithm is consisted from two individual algorithms. These algorithms are the 
incomparable partitioning algorithm icmpPartition and the intra-group skyline computation algorithm 
named groupSkyline. The icmpPartition algorithm partitions the space in incomparable partitions 
while the groupSkyline algorithm is responsible for the local skyline of each goup. Next is outlined the 
general structure of the PaDskyline algorithm which incorporates icmpPartition and groupSkyline in 
the form of pseudocode, where Sorg refers to the originator peer (site) of the query and the gi.plan to 
the intra-group query execution plan. It is needed to mention that after a group gi’s head receives a 
query request, operates based on the intra-group skyline algorithm. 
ALGORITHM 22: BaDSkyline (S, C) [40, 32]  
Input:    A set S of peers (sites) 
  A set C of constrains  
Output: The constrained Skyline. 
 
1. ΠS = icmpPartition(S, C) 
// parallel execution 
2. for each group gi ∈ ΠS in parallel 
3.  send {C, Sorg, gi.plan}   to gi’s group head 
// result merge, triggered by incoming result reply 
4. repeat 
5.  receive result reply from a group gi’s head 
6.  report gi.result 
7. until all group heads have replied 
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Summarizing, when an originator wants to place a skyline query, it receives and groups all the MBRs 
from all peers. After the grouping process, sends the query request in parallel to the head of each 
group. The query will contain the constraints (if applicable) and the execution plan (order). Each head 
computes its local skyline and the initial filtering points that will be used. Next propagates the query 
to a peer of its group according to the execution plan. The peer computes its local skyline, prunes its 
resulted set with the use of the filtering points received and updates them if it is needed. Then sends 
its refined local skyline to the head of the group and propagates the filtering points and the execution 
plan (having removed itself from it) to another peer according to the execution plan that has initially 
received. The head continuous to receive results until all peers of its group have finished the 
computation. Then merges all the results that has received and reports the local skyline of the group 
to the originator. When the originator receives a result from a head can directly report it as is 
incomparable with the results of other groups. The main problem of this method is that the load on 
peers is unbalanced. 
FDS 
In [208] authors proposed a progressive feedback-based distributed skyline (FDS) algorithm which 
assumes that a small number of servers are geographically distributed and connected through the 
internet. Data are partitioned horizontally and assume no overlay structure. FDS is focused on 
minimizing the transferred data among the network. In this distributed environment, a querying 
(coordinator) server directly communicates with other servers in order to retrieve the results of their 
local skylines. In a naïve approach each server first computes its local skyline and reports it to the 
querying server. However this approach will allow the delivery of many non-skyline points to the 
querying server, since a server cannot determine if the points of it’s set are dominated by the points 
in a set of another server. For this reason a feedback-based approach can be incorporated allowing 
the querying server to send a set of feedback points that are derived from the (incomplete) set of 
skyline points that are collected from other servers till now. The points that are selected as feedback 
are based on their score derived from a user-specified preference function. This approach worth only 
if the point that will be send will allow the pruning of pre-defined n number of points.  
 
A simple example to demonstrate the general idea of the algorithm, where minimization of 
preferences is desired, is the following. Assume that the server S1 contains points H1, H5, H8, H10, 
H11 and server S2 the points H2, H3, H4, H6, H7, H9 of the house-metro station example ( 
Table 1).  Assuming that the preference function is defined to be the sum of all coordinates of a point 
p. That is 𝑓(𝑝) = ∑ 𝑝. 𝑑𝑖
𝑑
𝑖=1 , where d is the number of dimension and p.di is the value of the 
coordinate of p on the i-th  dimension. When a coordinator wants to compute a skyline query 
instructs all servers to find their local skyline points. Initially the local skyline computation on each 
server is done by using an existing centralized algorithm. Additionally each server sorts its resulted set 
of points in ascending order of their values, derived from the defined preference function, as 
illustrated in Table 27. Then each server sends to the coordinator (only) the first point of its sorted 
list. Since the list is sorted in ascending order, this point will be the first point on the list which 
essentially has the minimum score. This way coordinator will receive points H8(200,1200) and 
H7(400,300) from server 1 and 2 respectively, which in his turn will sort them based on their score 
derived from the preference function. At this step the coordinator sends to the servers the first 
feedback, which will be the maximum score fmax=1400, derived from the received points since H8 has 
a value of f(p)=1400 and H7 a value f(p)=700. In the next step servers will report to the coordinator all 
of their points that have as an upper score bound the score received from the coordinator. The points 
that the coordinator have eventually received in this step are illustrated in Table 28. As seen in table 
Table 27 only point H7 and H9 have as their upper bound the value 1400 that was send by the 
coordinator. In this step the points of Table 28 are inserted in the final skyline list where a dominance 
check is performed with the already potential skyline points. Then the newly retrieved points can be 
reported to the user, since the algorithm is progressive. Continuing the coordinator performs a 
feedback/refirement phase and identifies from its list with the two received points H8 and H7 the one 
with the minimum score, which is H7 with fmin=700 and sends it to S1. That is the server who had the 
point with the maximum score value. The point is sent only to this server because it would not prune 
any point on the other server. In its turn the server prunes its local skyline points that are dominated 
Page 69 of 127 
 
by that point. This completes the first phase of the algorithm and the server’s lists at this point are 
illustrated in Table 29. In the second round, again servers will sent to the coordinator the points of 
their list which have the minimum score. That is point H8(200,1200) and H6(1600,100) from S1 and S2 
respectively.  From those two points point H6 (from server S2) has the largest fmax=1700 value and 
thus fmax is send two servers as a feedback. Servers in their turn return their points who’s f(p) value 
has the upper bound of 1700 as seen on Table 30. Next the coordinator identifies the minimum score 
among the previously received H8 and H6 which is fmin=1400 and sends it to server S2 in order to 
prunes his set. In the next round the algorithm continuous in the same way and returns the final 
skyline point.  
S1 H8(200,1200) H11(500,900) H1(100,1500) 
S2 H7(400,300) H9(1000,200) H6(1600,100) 
Table 27: Servers lists. 
S1 ø 
S2 H7(400,300) H9(1000,200) 
Table 28: First round - coordinators list. 
S1 H8(200,1200) H1(100,1500) 
S2 H6(1600,100) 
Table 29:  Servers refined lists. 
S1 H8(200,1200) H1(100,1500) 
S2 ø 
Table 30: Second round - coordinators list. 
 
The algorithm is iterative and can achieve multiple-round feedbacks to the servers by sending 
different point each time. However in large networks the algorithm may delay to deliver skyline 
points due to the several round-trips of the feedback. In their work authors additionally sketch an 
approach to maintain the skyline queries when new points are added to the servers (this type of 
queries are described on section 4.4).  Finally, point out that their proposed method can also solve 
subspace skyline [4.1], skycube [4.1.1] and k-dominant skylines [3.9.2]. 
 
4.2.4. Horizontal space partitioning 
This section reasons about distributed skyline computation assuming the incorporations of a 
dataspace partitioning technique. Thus each server will be responsible for a disjoint partition of the 
data space. This scenario differs from this in the previous section since the partitioning is imposed to 
the dataspace rather to the dataset itself. All the methods that will be described assume the existence 
of an overlay network in order to achieve content-based addressing. Methods described in this 
section can by categorize into two classes. DHT – based (distributed hash table-based), such as CAN 
[146] and balanced-tree based such as BATON [85]. 
DSL (CAN) 
Authors in [187] proposed the progressive and parallel distributed skyline algorithm (DSL).The 
algorithm deals with constrained skyline queries, which return the skyline set of a given region, on a 
shared-nothing architecture. DSL is based on grid-based data space partitioning techniques which 
horizontally partition the space. The data partitioning is determined by the structured P2P overlay 
networks CAN [146]. CAN is a distributed, decentralized P2P infrastructure, based on a logical d-
dimensional Cartesian coordinate space, which incorporates a distributed hash table (DHT) for point 
and server multi-dimensional indexing. The d-dimensional logical coordinate space is partitioned in n 
regions according the number of servers that exists on the network. Each point of the dataset is 
mapped into a region in the logical coordinate space (using a hash function) which is represented by a 
server. Each server is related only with one region and is the only one that can provide direct access 
to the data mapped on this server and consequently to this region. Each server in CAN stores along 
with its points, indexed by a DHT, an additional routing table that contains its neighbors, their 
locations and their region boundaries. The communication in this type of networks is achieved only 
through other servers with neighboring zones. Two d-dimensional regions are neighboring only if they 
abut in (at least) one dimension and their coordinate spans overlap in d-1 dimensions. A node can 
route a message towards its destination by simply forwarding it to its neighbor with coordinates 
closest to the coordinates of the desired destination server.  In the case of multiple neighboring zones 
the neighbor with the smallest distance from the server of interest is preferred. The partitioning 
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process work as follows. Every node that is willing to be part of the network, communicates with any 
existing server. Then picks a random point in space in which wants to be located or a location inside 
the largest existing region. The nodes in the network are responsible to route him to this server. If its 
desired location lies inside a region that is represented by another server, the region is partitioned in 
half and the points stored on that server are distributed among the two. The regions in CANs can have 
different size, but always have a rectangular shape. After the new server (newly inserted node) 
placement neighboring servers must update their routing tables about the existence of the new 
server and the new region boundaries that occurs in each case. Below is outlined the pseudocode of 
the DSL algorithm. The pseudocode of the algorithm that will be executed in each node is consisted 
from the two procedures QUERY and COMPLETE and is outlined below. 
 
ALGORITHM 23: QUERY(Qcd, Qab, ID(Qcd), 
skyline) [187]  
Input:   Qcd: current region to evaluate. 
  Qab: the “parent” region of Qcd. 
  ID(Qcd): region code for Qcd. 
  skyline: skyline results from upstream 
regions. 
  M(Qcd): master node of Qcd. 
Output: set of local skyline points 
 
1. QUERY(Qcd, Qab, ID(Qcd), skyline) 
2. Procedure 
3. calculate predecessor set pred(Qcd) and successor set 
succ(Qcd); 
4. if all regions in pred(Qcd) are completed then 
5.     if skyline dominates Qcd then 
6.         M(Qcd).COMPLETE(); 
7.     end if 
8.      localresults ←M(Qcd).CalculateLocalSkyline(skyline,Qcd); 
9.     skyline ←skyline ∪ localresults; 
 
10.     if M(Qcd).zone covers Qcd then 
11.         M(Qcd).COMPLETE(); 
12.     else 
13.         M(Qcd) partitions Qcd into RS(Qcd); 
14.         foreach successor Qgh in RS(Qcd) 
15.             M(Qgh).QUERY(Qgh,Qcd,ID(Qgh),skyline); 
16.     end if 
17. end if 
18. End Procedure 
19.  
20. COMPLETE() 
21. Procedure 
22. if succ(Qcd) equals to NULL then 
23.     M(Qab).COMPLETE(); 
24. else 
25.     foreach successor Qef in succ(Qcd) 
26.         M(Qef ).QUERY(Qef , Qab, ID(Qef ), skyline); 
27. end if 
28. End Procedure 
 
In order to achieve a parallel computation authors enforced a partial order hierarchy on query 
propagation and computation between servers (peers). This order is used to pipeline the participating 
server’s results, since local skyline results in one server (region) may dominate local skyline results on 
another server (region).  This indicates that the local skyline computation on the second server must 
start after the completion of the skyline computation on the first server. These dependences are 
called the skyline precedence relationship. Note that servers that do not lie inside the constraint 
region can be safely pruned Figure 40. At query time is build a multicast tree Figure 41 which has as 
root the lower-left corner server. The points stored on that server are guaranteed to be on the final 
skyline set. The rest of the servers are placed inside the tree in such a way, so that servers whose data 
cannot dominate each other, to be queried in parallel. The query is propagated along the tree where 
each server computes its local skyline. The results are propagated to the root through the same path 
where intermediate servers prune unnecessary points.  
   
 
Figure 40: Partitioned dataspase & constrained query 
region. 
 
 
Figure 41: Multicast tree for partial ordering. 
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Authors also reasoned about the load balancing problem that occurs between peers since the 
algorithm always starts from the bottom-left region of the queried space. The load balance of a node 
is defined as the number of local skyline queries that has processed excluding the load of disk I/O and 
control messages which authors assume negligible. In order to distribute the cost evenly authors 
proposed a dynamic zone replication method. In order for this process to be invoked each server 
generates n random points in the d-dimension CAN space. Then asks the servers that represents these 
points for their query load and compares the samples with its own. If its load is heavier than a 
threshold t of all samples the zone replication method is invoked. The result of this method will 
essentially be to forward the actual local query processing that must be done in a high loaded node to 
a lightly loaded node using mutual region replication among nodes. 
 
This approach is highly scalable since its performance can be improved by adding new servers. In this 
case the algorithm will automatically balance the load by distributing data to those servers. However, 
the parallelism that the algorithm imposes is not always beneficial since succeeding nodes must wait 
until they receive the results of local skylines of their preceding nodes. Additionally, the algorithm is 
designed and focused on constrained skyline queries, thus its load balancing mechanism is designed 
to be efficient in this problem. This causes in many cases a few servers to carry all the computation 
overhead and the rest to be practically idle. Nevertheless, although the discussion of this paper is 
based on CAN overlay networks, DSL does not rely  on its specific features, such as decentralized 
routing, which makes it applicable in a more general case of content-based data partitioning 
problems. It worth to mention that the partitioning scheme adopted in this approach incurs 
considerably computation and communication overhead in a case of an update on a server dataset, 
since this affects the computation of the skyline on all servers that were concern in the initial 
computation phase. 
SSP (BATTON) 
In [180] authors proposed the Skyline Space Partitioning (SSP) approach which is based on BATTON 
[85].  BATON instead of using a distributed hash table (DHT) as CAN [146] uses a distributed balanced 
tree for indexing of nodes. As opposed with the previous method SSP processes the unconstrained 
skyline queries which retrieves skyline points from the whole space.   
 
In a BATTON network each physical point (server) is mapped to a logical node inside the balanced 
tree. BATON in contradiction with CAN supports one-dimensional indexing schemes. For that reason 
authors incorporate the z-order curve [55, 145] to map the multidimensional space in one 
dimensional value. Each region is mapped to a one dimensional value based on that curve as shown in 
Figure 42. Then each node in the balanced tree of BATON is assigned and dedicated to hold a range of 
the z-order values.  Additionally its left child will contain the range of values smaller than his and the 
right child will contain the range of values higher than his. Each node in the tree holds routing tables 
with information (links) about his parent, his children and his adjacent nodes. Additionally holds a left 
and right routing table that contains some of the nodes that exist in the same level. For all nodes 
mentioned, additional information is hold about the range of values that have been assigned to each 
one of them. Based on that information, by following the adjacent links we can access the data in 
ascending order. In the case a node accepts a new node as a child, splits and distributes its range of 
values among both of them, updates its routing tables and the tables of his children. Additionally 
updates the information that exists on the neighboring nodes in the same level with him and his 
children. 
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Figure 42: Region ordering based on z-curve. 
 
Figure 43: SQ-Starter point and search region. 
 
The SSP algorithm partitions the space into non-overlapping regions. Each region is mapped to a value 
based on the z-curve and assigned to an existing server (peer) on the network Figure 42. This 
mapping-numbering process is selected so it can be possible to retrieve a region number efficiently 
and with a good accuracy. The mapped values are organized in a BATON tree represented by nodes. 
Each node stores, along with the records described previously, additional information that are related 
with the region’s split history in order to be possible to estimate the target region number (value) on 
a query search. The algorithm forwards the query request of a query initiator node to a node (region) 
(SQ-Starter node) whose local skyline results are guaranteed to be in the final skyline. This node will 
be responsible to start the query process. In the case of a 2-dimensional space, where the 
minimization of values is desired, this node can be the one that contains as a point the origin of the 
axes. Thus, the algorithm starts its query process with that node and computes its local skyline points. 
From the resulted set selects the point with the largest dominating region [77], as filtering point in 
order to minimize the global search space. For the needs of the example this point is named SQ-
starter point. As illustrated in Figure 43 the SQ-starter point belongs in the region R1. The non-shaded 
area represents the search space that is dominated by that point. Thus regions that completely lie in 
this area can be skipped, since all of their points are dominated by the SQ-Starter point. The only 
regions that will be visited are the one that are completely or partial covered from the shaded region. 
Next the SQ-Starter node routes the query to the nodes related with those regions. The filtering point 
in this algorithm is not adaptive/dynamic. This approach was selected by author in order to further 
reduce the computation cost on each node, taking into account that this will lead that the pruning 
power of the filtering point will not be maximized all the time. The order that the nodes (and their 
children nodes in sub-regions) are visited is based on their order derived from the z-curve. Each node 
computes its local skyline, refines the search space, forwards the query and returns its local skyline 
results to the query initiator. When the query initiator has received all the local skyline sets from all 
the nodes computes and reports the final skyline.  
 
Authors additionally reasoned about query load-balancing, where they proposed two approaches, 
one static and one dynamic. The query load is defined to be the sum of the number of local data 
points retrieved for answering a query and the number of messages that are rooted through a node. 
In the first static approach load balance is related with the data load (points stored in one node) on 
nodes and the partitioning strategy followed in a node joining or departure on the tree. In their 
approach a node joins the tree based on the data load that an existing nodes has rather than simply 
joining the first qualifying node that does not have enough children. In this way, heavy loaded regions 
are partitioned resulting smaller regions with distributed data load. The same approach is followed in 
a node departure where light loaded regions are merged. The second approach is related with 
sampling of the loads of other nodes during the query process and dynamically balancing the load. 
The samples of loads that a node takes into account are collected from neighboring or adjacent nodes 
or by random sampling other not linked nodes in order to reflect, in this case, the global load 
distribution. In the case of load imbalance detection, data migration is performed. This is achieved by 
balancing node’s load with a neighboring node by repartitioning the dataspace between them or by 
sharing its load with a node from the ones that randomly received samples.  
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SKYFRAME (CAN-BATTON) 
Authors in [181] extended their work on  [180] and proposed the SkyFrame framework which can be 
applicable on BATON and other structured P2P overlay networks. The SkyFrame framework is mainly 
consisted from the SSP algorithm (renamed as Greedy Skyline Search (GSS)) ,the two previously 
described load balancing mechanisms, which balances the query workload among peers and a newly 
proposed algorithm Relaxed Skyline Search (RSS). This sub-section will introduce the RSS algorithm 
since the rest of the components were introduced in the previous sub-section. 
 
As a reminder, GSS algorithm (which in a previous work was named SSP) must first find the SQ-Starter 
node and its local skyline points, in order to identify the point that will be used for space pruning, 
before actually executing the skyline query on all the nodes. Related with that, authors observed that 
most of the time GSS involves partitions that abut to the borders of the dataspace and named SQ-
Border nodes. This happens because nodes that abut to the boundaries of the dataspace or nodes 
that abut previous nodes are more likely to contain local skyline points that will eventually belong to 
the final skyline set of points. In Figure 44 the SQ-Border nodes are the nodes associated with regions 
R1, R3, R5, R7, R10, R11 and R12.  
 
Figure 44: SQ-border nodes and the initial search 
region. 
 
Figure 45: Search region refinement with SQ-starter 
node. 
Thus, instead of waiting for the SQ-starter node to be identified and compute its local skyline results 
authors proposed that RSS algorithm will parallel execute the skyline query on all the SQ-Border 
nodes Figure 44. This relaxes the boundaries of the search space, compared to GSS as shown in Figure 
45. Although it may return more local skyline points that will not eventually contribute to the final 
skyline (which will be filtered in a later phase), the process is speed-up by exploiting the time needed 
from the SQ-starter node to compute its results, to parallelize local skyline computation in other 
regions.  Following is outlined the pseudocode of the GSS algorithm where. Pmd represents the point 
with the largest dominating region among a set of points. 
 
ALGORITHM 24:  
GSS(node n, query q, search_region sr, phase p) [181]  
Input: The routing table RT(n) of a node n. 
 The region Region(n) maintained by a node n. 
Output: Local skyline points 
 
1. if p = 1 then 
2.     if n is SQ-STARTER of q then 
3.         local_skyline_points = Compute_Skyline_Points 
4.         pmd = Compute_Pmd 
5.         SR = Compute_Search_Region 
6.         Partition SR into a disjoint set of subSRs for 
neighbor nodes in RT(n). 
7.         for all nodes m in RT(n) do 
8.              if m is in charge of a subSR then 
9.                GSS(m, q, subSR, 2) 
10.            end if 
11.        end for 
12. Return local_skyline_points, pmd, and the region 
the node is in charge of to the query initiator. 
 
13.    else 
14.       x = a node in RT(n) nearer towards SQ- STARTER 
15.       GSS(x, q, null, 1) 
16.    end if 
17. else {p = 2} 
18.    local_skyline_points = Compute_Skyline_Points 
19.    Return local_skyline_points and the region the   
node is in charge of to the query initiator 
20.    if Region(n) ⊉ sr then 
21.       SR = sr \ Region(n) 
22.       Partition SR into a disjoint set of subSRs for 
neighbor nodes in RT(n) 
23.       for all nodes m in RT(n) do 
24.           if m is in charge of a subSR then 
25.               GSS(m, q, subSR, 2) 
26.           end if 
27.       end for 
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28.    end if 29. end if
In RSS algorithm the query initiator identifies all the SQ-Border nodes and instructs them to compute 
their local skyline. The results from each node are reported back to the initiator. From the received 
results finds the point with the maximum dominating region. This point will act in the same way as 
the SQ-starter point described in SSP, but this time will be used to achieve the correctness of results. 
In the rest of the description the point with the highest dominating region will be called SQ-starter 
point.  At this phase the query initiator defines the search region based on the SQ-starter point as on 
SSP Figure 45. If the region defined by the SQ-starter point does not contain any other region that 
was not searched till now, the query initiator computes the final skyline set from the results collected 
till now and reports the final set of skyline points. If additional regions are identified, that is needed to 
be searched, query initiator forwards the query to these nodes. Such a region is illustrated in Figure 
45, were regions R13 and R14 are not abut to the axis of the dataspace but are covered from the 
search region define by the SQ-starter point. In this case, regions R13, R14 and similar regions must 
be searched because they may have potential global skyline points. 
 
 For that reason the query initiators forwards the query to these regions in order to receive their local 
skylines. The query forwarding on these nodes can be easily achieved without excessive overhead 
because each node in the tree stores additional information about his neighboring and adjacent 
nodes. After the query initiator have received these additional local skylines from nodes, computes 
and reports the final skyline set. 
 
Concluding, GSS is optimized to prune the search space as much as possible by using high dominant 
points and RSS is optimized for query response time (in comparison to GSS) by processing skyline 
queries in parallel at the SQ-Border nodes. Compared to CAN, BATTON has smaller search hops in 
order to reach a target node [181]. The skyframe framework is applicable in different structured P2P 
overlay networks as long as they are capable of representing data regions with nodes, forward the 
query to the nodes related with the search region and identify the SQ-starter node or SQ-Border 
nodes. 
 
Both CAN and BATTON methods rely on grid-based partitioning and assume the availability of an 
overlay network in which each peer stores a disjoint data partition. A major drawback of most these 
approaches is load balancing on peers, since many data partitions (and equivalently their peers) do 
not essentially contribute to the final skyline set and the main load is distributed on a small number of 
peers whose partitions are allocated close to the origin of the axes. 
iSky (BATTON) 
In [33, 39] authors proposed the iSky algorithm which is similar to the SSP/skyframe [180], [181] and 
based on the BATON overlay network [85]. The differences from the SSP/SkyFrame, is the use of the 
iMinMax [132, 182] data transformation, as similarly used in the Index approach (section 2.3.3) 
described in section 2.3. As a remainder this approach transforms each d-dimensional point p to a 
one dimensional value y according to iMinMax approach and indexes the values with a B-tree. The 
value y is computed as y=dxmax+xmax where xmax is the maximum of the attribute values of a point x and 
dmax is the dimension that this attribute value exists. Note that the dataset is normalized in [0,1). The 
only difference between Index algorithm (section 2.3.3) and iSky approach related with the indexing 
of values is that the Index algorithm uses a B-tree to index the values and the isky uses the balanced 
tree of BATON. The iMinMax transformation was selected because it actually partitions the d-
dimensional space in d partitions and imposes an ordering on each one of them. Also through this 
transformation is achieved the progressiveness of the algorithm. Another difference from 
SSP/SkyFrame is that it uses an adaptive filtering point and a threshold value, in order to further 
minimize the communication cost. It is noted that the algorithm assumes that maximization of 
preferences is desired as opposed in previous sections. A practical approach, that is proposed by 
authors, in order to apply the algorithm in cases where minimization of preferences is desired is to 
add a negative sign to each value on relevant dimensions. Following is presented the basic 
pseudocode of the iSky algorithm. Porg represents the originator peer of a query q . SFglobal and SFlocal 
are the filtering points to be broadcasted and DRi is the dominance region of a node i. The algorithm 
peerSkyline [33, 39]  is called from each peer that receives a query from an originator. 
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ALGORITHM 25: iSky() [33, 39]  
Input:  
Output:  
 
1. result = ∅;DRmax = 0; idx = 0; 
2. foreach (P ∈ P) do send q to P; 
3. receive the results from all initial skyline peers; 
4. result = merge(received skyline points); 
5.  // generate skyline filters; 
 
6. foreach (r ∈ result) do 
7.     if DRr > DRmax then 
8.         DRmax = DRr; 
9.         idx = r; 
10. SFlocal = idx; 
11. SFglobal = maxr∈result(rmin); 
12. foreach P in Porg’s routing table do 
13.       call peerSkyline(q, SFglobal, SFlocal); 
14. result = merge(received skyline points)
 
The Algorithm processes in general in three steps. First identifies a set of peers (named initial skyline 
peers), whose dataset has specific properties based on the iMinMax approach, and retrieves their 
local skyline sets. From these sets computes the filtering point and the threshold value that will be 
used. Then forwards the query to the rest of the peers along with the filtering point and the threshold 
value. After the query initiator has received the local skylines from each peer computes and reports 
the final skyline. 
Max1 Dimension 1 y Max2 Dimension 2 y Max3 Dimension 2 y 
-0.01  H1 
(-0.01 ,-0.15,-0.145) 
-1.01 -0.01 H6 
(-0.16,-0.01,-0.035)  
-2.01 -0.015  H8  
(-0.02,-0.12,-0.015)   
-3.015 
-0.05 H10  
(-0.05, -0.14,-0.057) 
-1.05 -0.02 H9  
( -0.1 ,-0.02,-0.15) 
-2.02 -0.023 H5  
(-0.09,-0.13,-0.023)  
-3.023 
-0.05 H11 
 (-0.05,-0.09,-0.06)  
-1.05 -0.03 H7 
 ( -0.04,-0.03,-0.13) 
-2.03 -0.032 H3  
(-0.07,-0.06,-0.032)  
-3.032 
   -0.05 H2  
(-0.14, -0.05,-0.092)  
-2.05    
   -0.1 H4  
(-0.13,-0.1,-0.12)  
-2.1    
Table 31: Sorted 2-dimensional dataset. 
The Table 31 represents a 3-dimensional version of the house-metro station dataset (Table 22) 
normalized in the interval [0,1) (as on 2.3.6) and altered with a negative sign in order to indicate that 
the minimization of preferences is desired, as authors proposed in their work. The points on the Table 
31 are sorted based on non-ascending order of their attribute values in each dimension. As seen 
points H1, H6 and H8/H9 have the maximum attribute value on dimension 1, 2 and 3 respectively. The 
one-dimensional values derived from the iMinMax approach are the y values. As seen, the original 3-
dimensional dataset is mapped into the range (-4,-1] (range of y values).  According to BATON 
protocol each peer will be dedicated to store the points of a non-overlapping subrange. Additionally 
iMinMax transformation actually separates the dataspace into d partitions where in this case (3-
dimensions) are (-2,-1] and (-3,-2] and (4,-3]. As an example based on a BATON tree with three peers, 
peer N1 is dedicated to store the points that their y value belongs to the range (-2.5, -1.75]. 
 
 
 
 
 
 
 
 
 
 
 
node N2 
 (-3, -2.5]  
node N1 (-2.5, -1.75] 
node N3 
 
 
(-1.75, -1] 
 
 
Figure 46: BATON data indexing. 
The initial skyline peers set is consisted from the peers who store the data points with the maximum 
value in some dimension. The set that fulfill this requirement is selected due to the high pruning 
power that their points have. This happen because points that have a maximum attribute value on (at 
least) one dimension are guaranteed to be in the final skyline set, because they will dominate all 
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others points in those dimensions. This also holds in our case were the negative sign was added as 
proposed by authors. For Table 31 one peer that can belong to the initial skyline peers set is the one 
who stores the points H6 (which has the maximum attribute value -0.01 in Dimension 2). These peers 
can be easily identified by simply checking where their region range overlaps with two adjacent 
partitions. As observed the sub-region of peer N1 is [-2.5,-1.75) which overlaps with the partitions (-2,-
1] and (-3,-2]. The pseudocode of this approach, named locateISPeers is outlined bellow.  
ALGORITHM 26: locateISPeers (root) 
Input:    The root of the Baton tree 
Output:  The id of peer. 
 
1. compute maxx∈DPi (xmax); 
2. mini = min(dxmax  + xmax); 
3. maxi = max(dxmax + xmax); 
4. for (k = 1; k ≤ d; k++) do 
5.     if (mini < k + 1 ≤ maxi) then 
6.     report id to root 
7.     break; 
 
The peers that will first be queried are the ones of the initial skyline peer set. The results from those 
peers are collected by the query initiator. A merging on these sets will construct the initial skyline set 
of points. From this set of points the query initiator determines a filtering point and a threshold value. 
In order to compute the threshold value, first is retrieved the minimum attribute values of all 
dimension for all the initial skyline points. Then, from those values is selected the maximum and 
transformed into an iMinMax range value. This value will have the role of the threshold value. With 
the use of threshold value is achieved that a point can be pruned if its maximum attribute value on all 
dimensions is smaller or equal to the received threshold. In this example the initial skyline peer set 
will be consisted from node N1 and the initial skyline points will be H6, H7 and H9. The minimum 
attribute values of all the initial skyline points are -0.01, -0.02, -0.03. From those values the maximum 
is -0.01 and thus is selected as a filtering point which is sent along with the query to the rest nodes in 
order to complete the skyline point retrieval. The filtering point will be the one with maximum 
dominating region as defined on [4.2.2 MANET]. Now the query will be propagated along with the 
threshold value and the filtering point, to the peers that their stored range of values is larger than the 
threshold value. The forwarding of the query will be based on the information stored in the BATON 
tree and concerns the parent nodes, child nodes and neighbor nodes. Each peer that receives the 
query checks if the threshold value prunes all of its dataset. If that happens the query is forwarded to 
its neighbors whose range values are larger than the threshold value. Otherwise the peer computes 
its local skyline and uses the filtering point to prune the unnecessary points that are dominated. Each 
peer reports its results to the query initiator and after have refined the threshold value and the 
filtering point forwards the query as defined in the previous case. After the query initiator has 
received the results from all peers computes and reports the final skyline set. 
 
4.2.5. Angle-based partitioning 
Previously proposed methods for distributed skyline computation widely adopt grid-base space 
partition techniques. When a query is parallel processed over a grid partitioned space its processing 
performance degrades since many of the local results computed do not contribute to the final results, 
resulting in redundant computation and communication cost. Taking into account these 
considerations a different partitioning approach was proposed. 
Hyper-spherical coordinates 
In [172] authors proposed an angle-based space partitioning approach which uses hyper-spherical 
coordinates [67] of points in order to partition the space in such a way to increase the efficiency of 
parallel distributed skyline query processing. This method transforms the Cartesian coordinate space 
in hyper-spherical coordinate space and applies partitioning based on the angular coordinates as 
shown in Figure 47. 
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Figure 47: Angle-based partitioned dataset. 
 
Figure 48: Grid-based partitioned dataset.
 
In Figure 48 is illustrated the partitioning of the same dataset with a grid-based approach. Both 
approaches contain four equi-volume partitions resulting in four local skylines. Nevertheless angle-
based approach is more efficient from the grid-based as will be explained. First even if the numbers of 
local skylines are the same, the total number of skyline points that will be reported in the grid-based 
approach is higher that this on the angle-based approach. As illustrated the grid-based approach will 
report 8 points but the angle based approach only 6. The global skyline set contains 6 points which 
mean that the 2 more points returned from the grid-based approach will be pruned and their 
computation and reporting cost was unnecessary. Additionally the local skyline points reported in the 
angle-based approach are more likely to be global skyline points in contradiction with those on the 
grid-based approach. One example is the upper-left partition of the grid-based approach Figure 48 
were none of the points that will report belongs to the final skyline set, in contradiction with angle 
based approach were each partition essentially contributes to the final skyline set. 
 
In order to determine the partition boundaries authors sketch two algorithms that compute the 
angular boundaries of partitions for uniform and arbitrary data distributions, namely equi-volume 
partitioning and dynamic partitioning respectively. In equi-volume partitioning, for uniform data 
distributions, the key idea is to generate partitions of equal volumes. This will lead to equal number of 
points in each partition (in a uniform distribution). In the case of a d-dimensional space with volume 
Vd and N number of servers the volume of each partition should be Vd/N. In grid-based partition 
approaches this is trivial and achieved by dividing each dimension in equal parts. For angle based 
partitioning this approach does not hold. As a counter example imagine one quadrant of the upper 
hemisphere of Earth (as sphere). The equator is divided into equal parts by the meridians and 
meridians have the same distance between them. The area of a region near the equator differs from 
that near the poles of the Earth. The same applies to the corresponding volume adding as a third 
dimension the radius of the Earth as constant (considered in spherical-earth model).A complex way to 
achieve equi-volume partitioning is to solve an equation system that satisfies the equality of the 
partition’s volume. To limit the complexity involving this methodology authors proposed a two-step 
method that involves the division of each dimension of the space in   equi-volume 
partitions using dimension’s corresponding angular coordinate, where d is the number of dimension 
and N the number of partitions. A two dimension space uses one angular coordinate. Intuitively in a 3-
dimensional space, that has two angular coordinates, the dataspace is first divided horizontally and 
then vertically rather than in one step. That is for a 3-dimensional space where we want 9 partitions 
the value of k will be k=3. First the dataspace must be divided horizontally (or vertically) in 3 equi-
volume partitions. The angular coordinate bounds of each partition are computed based on this 
equality. Then space is partitioned vertically in the same way, computing also the angular coordinate 
bounds of each partition for the second dimension. Intuitively the partitioning is achieved by dividing 
each angular coordinate of each dimension of the full space in k not-equal parts. The concept of this 
inequality in the angle-based approach can be seen in Figure 47 . As shown partitions that are abut to 
the axes have larger angular coordinate range than the others in order to be equi-volume. 
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The Dynamic space partition technique can be followed by both grid-based and angle based 
partitioning methods, in order to achieve balance distribution of points into partitions, even if the 
dataset is not uniform distributed. The basic idea is to recursively divide the space into partitions 
trying to maintain an equal number of points at each step of partition splitting by determining the 
appropriate partition bounds. The partition process can stop when the number of points in a partition 
reaches the threshold value nmax=2*n/N which is defined based on the n points of the dataset and N 
number of partitions. This idea of a dynamic grid-based partitioning and dynamic angle-based 
partitioning is illustrated in Figure 49 and Figure 50 respectively.  
 
 
Figure 49: Dynamic grid-base partitioning. 
 
Figure 50: Dynamic angle-based partitioning.
Finally mapping of points from the Cartesian coordinate space to the hyper-spherical space can be 
achieved as follows. First, the Cartesian coordinates of each d-dimensional point p are transformed to 
hyper-spherical coordinates. Each d-dimensional hyper-spherical coordinate is consisted by d 
coordinates where the d-1 represents the angular coordinates. The d − 1 angular coordinates are 
compared with the angular boundaries of each partition and the corresponding partition that the 
point must be placed can be found. 
 
The angle based partitions tends to distribute the space near the origin of the axis more uniformly to 
the servers, which increases the probability to evenly spread the (final) skyline points among 
partitions, in contradiction with grid-based partitioning which in general assigns most of them in one 
or a small number of partitions. This will eventually lead that servers will tend to report small result 
sets that will (in most cases) considered intact in the final skyline computation. Also in general, points 
that exist in angle-based partitions achieve higher pruning power than those in grid-based partitions 
by means that the average volume of the dominating regions of points inside angle-based partitions is 
higher than this on grid-based partitions [172].  However as reasoned in [171] the coordinate system 
that is used cannot easily exploit the skyline properties of points. Additionally cannot answer 
efficiently queries based on both min and max preferences due to the specific origin point selection in 
the partitioning process. Finally it is unclear how this method can efficiently answer other types of 
skyline variants such as [44] since it does not maintain the Cartesian properties that are needed. 
 
4.2.6. Various topics 
This section will outline various other topics on parallel and distributed skyline computation. This 
topics concern approaches that are not based on the exact skyline computation, reason about 
execution order on servers, are case studies or approaching a specific subject. 
Approximate skyline computation 
Authors in [73] studied the problem of distributed skyline computation over P2P networks and 
especially on Peer Data Management Systems (PDMS). It belongs in the horizontal data partitioning 
category (4.2.3) because each peer has its own data schemes and relations. In PDMS systems there is 
no global knowledge about the location (peer) that data are stored and the only way to retrieve 
information is by a flooding process. In order to deal with the problems of high communication cost 
and lack of global knowledge that arises in such type of networks, authors proposed the notion of 
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relaxed skylines and sketched a routing index [38], called Qtree. Routing indexes are helpful in 
situations where global knowledge about the location (peer) that data information is stored, isn’t 
available. In this scenario it is assumed that each peer is linked with one or more super-peers that 
incorporate a routing index, as distributed data summaries. The information that contained in one of 
the routing indexes can be visualized as regions (summaries) representing the existence of other non-
local data points, without having the need to know which points and at which precise location exist. 
This helps to identify in which neighbors must be the query forwarded. This way queries can be 
forwarded to specific peers that will eventually contribute to the final result rather than to all by a 
flooding process. In order to further reduce execution costs (at the expense of accuracy) authors 
proposed to relax the completeness requirement of skyline by introducing relaxed skylines. A relaxed 
skyline is an approximation of the skyline similar in concept and inspired from thick skylines [89] in 
subsection 3.6. Recalling Figure 26 of thick skylines, in relaxed skylines a skyline point (center of circle) 
can be represented by any point within a user predefined distance ε from it (any point inside the 
circle). The benefit in terms of cost that this method implies is that several skyline points can be 
represented by one representation. This way is further reduced the numbers of peers to be queried.  
 
In [175] authors studied the problem of distributed skyline computation in bandwidth-constrained 
environments such as wireless networks. In this approach authors assumed an ad-hoc infrastructure 
were all wireless devises compute their local skylines based on their assigned dataset and report their 
results to a central coordinator which deals with the merging process and the computation of the 
final skyline result. To fulfill the bandwidth constrain each device reports only a part of its local skyline 
set, resulting in an approximate final skyline set. In order for this to be achieved each device selects 
the local skyline points that will report based on the highest number of points that each one of them 
dominates on subspaces based on skyline frequency [26] described in subsection 4.1.3.  
Skyplan 
In [148] authors reasoned about the construction of execution plans that will define the order that 
servers must be visited in distributed environment in order to efficiently compute skyline queries. The 
execution plans take into account the various dependences that may occur, related with dominance 
or incomparability between the local datasets of each server. In their approach each server sends to 
the originator of the query a set of MBRs that describe the points that have in their dataset. Through 
these MBRs the originator builds the dependences that may occur due to dominance or 
incomparability of the datasets. These dependences are mapped to a weighted graph called skyline 
dependency graph (SD-graph). The weights on the graph represent the pruning power of each MBR 
based on the dominance area that imposes normalized by the number of points enclosed in the 
region, divided with the cardinality of the entire dataset. By comparing each point (representing an 
MBR) of the SD-graph derives the execution plan. 
Case studies 
The work in [136, 82] are case studies that deal with parallelizing skyline computation in multicore 
architectures [17]. The algorithms that have been parallelized are BBS [133, 134] and SFS [35]. 
Parallelization of algorithms was achieved with OpenMP [41] which is a programming environment 
for parallel computing on shared memory architectures such as multicore architectures. In OpenMP a 
programmer can annotate parallelizable loops in sequential programs in order to obtain a parallel 
program. In their work also proposed the algorithms PSkyline [136, 82] and SSkyline [82] in order to 
perform comparison analysis between the parallelization of existing state of the art algorithms and 
simple parallelizable techniques such as divide and conqueror (Pskyline) and nested-loop (Sskyline) 
methods. These algorithms are very simple and do not use any indexing or sorting. PSkyline is a 
simple D&C approach which does not use any index structure and divides the dataset into smaller 
group, locally computes skylines and merges the results. SSkyline is a simple nested-loop approach. 
An additional case study is the work on [56] where authors study the problem of skyline retrieval 
considering that the multidimensional points are distributed and stored in multiple disks. In their 
work proposed the two algorithms Basic Parallel Skyline (BPS) and Improved Parallel Skyline (IPS) 
algorithms. Both algorithms use parallel R-trees [90] utilizing multiple heaps (based on the number of 
disks) in order to simultaneously access the stored points on each disk and perform dominance 
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comparisons. The IPS algorithm additionally incorporates a pruning strategy based on Dominating 
Regions. 
Joins 
In [162] authors considered the problem of [88].(described on section 3.4.2), where the dataset is 
considered to be stored in more than one tables, in distributed environments. Authors reason about 
joining approaches, in order to efficiently compute the skyline set over the grouped sets. The query 
operator between the multi-relations is called skyline-join. In this approach the tuples of tables are 
first grouped by the join attribute. Then is invoked a skyline algorithm (such as 2.3.8) in order to 
obtain the local skyline points for each group. Then the global skyline points are computed from the 
local results.  
 
4.2.7. Summary 
The only survey work that is related with skyline query computation is [74] which study the skyline 
retrieval on parallel and distributed environments. The main classification on this work is based on 
structured and unstructured P2P systems. Based on the performance analysis conducted by authors 
and the algorithms outlined previously, isky outperforms skyframe in the case of BATTON overlay 
network. Additional SSP and Skyframe are more appropriate for skyline computation over CAN. In the 
case that is possible to have a super-peer structure SKYPEER+ is the appropriate algorithm. In the case 
that it is not possible to have a super-peer structure and the possibility of nodes failure is high MANET 
and PDMS are more appropriate solutions. If it is possible to perform a pre-processing in order to 
construct routing information the most appropriate algorithms are MANET and PaDSkyline. Note that 
these approaches are not applicable when the dataset is dynamic. For a complete exhaustive 
performance analysis of all the algorithm related with parallel and distributed skyline computation 
reader should refer to [74]. 
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Figure 51: Parallel and distributed skyline query hierarchy. 
Summarizing our study Figure 51 illustrates the relation between the previous outlined works. As a 
remainder the dash red line represents the adoption of a general idea from another work and the 
black line represents the extension or the heavily dependence on a previous work. The green dot 
represents work that does not belong to the parallel and distributed skyline computation. 
Page 81 of 127 
 
 
Algorithm Incorporates Routing Topology Skyline 
Query Type 
Main 
drawbacks 
BDS-IDS / PDS Vertical 
partitioning – 
sorting 
Direct / 
initiator to 
peer 
Web  Vertical 
partitioning 
MANET Filtering point Breadth/depth 
first 
Manet Subspace/ 
Constrained/  
Dynamic 
Exhaustive 
routing 
SKYPEER/ 
SKYPEER+ 
Sorting / 
threshold value 
Ext-skyline 
Super-peers Super-peers Subspace 
 
Existence of 
super-peers 
PaDSkyline Multiple filtering 
points & MBRs 
Cluster-heads Clusters Subspace/ 
Constrained/  
Dynamic 
Flooding / 
Heavy load on 
cluster-heads 
FDS Multiple-round 
filtering /sorting 
Direct / 
initiator to 
peer 
Web Subspace/ 
Constrained/  
Dynamic 
Many rounds 
on large 
networks 
DSL Partial ordering Local routing 
table / 
neighbors 
CAN Constrained 
 
Load balance 
– High cost on 
updates 
SSP Filtering 
points/Partition 
ordering (z-order) 
Balanced tree 
adjacent 
nodes 
BATON Constrained 
 
Load balance  
SKYFRAME As SSP + Border 
regions  
Balanced tree 
adjacent 
nodes 
BATON-CAN Constrained 
 
Load balance  
isky Sorting/ filtering 
points/ threshold 
value /  
Balanced tree 
range search 
BATON  Load balance  
Angle-based 
partitioning 
Hyper-spherical 
coordinates 
- - - Issues on its 
application 
Table 32: Fundamental algorithms on parallel and distributed skyline computation. 
Table 32 outlines the fundamental key points and ideas used, the routing method followed, the 
topology of the network that an approach takes into account and a general problem that may occur in 
the application of the algorithm in a general scenario. In the outlined table every algorithm is 
applicable for the general skyline query but this information is omitted for readability and space 
efficiency. Note that in different application scenarios the problems that arise with each method may 
be different.  
 
4.3. Attribute & data-specific applications 
This section reasons about specialized datasets that wasn’t previously considered. Previous methods 
considered that all attributes of all dimensions are available, for all points. Additionally there is the 
case of incomplete datasets, where the points miss some of their dimensions/attribute values, partial 
order datasets, where the ordering of attributes can’t be defined or is defined differently by each user 
and finally uncertain datasets where an object may have different instances that can occur with 
different probabilities.   
4.3.1. Partially ordered data 
The previous studies focused on total order (TO) domains (dataspace). That is datasets where their 
attributes have an internal ordering such as numbers. In these domains it is easy to understand which 
attributes are preferable than others. The lack of ordering or preference among a pair of attributes 
indicates that a domain is partially ordered (PO). Authors in [24] focused on skyline computation over 
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partial-ordered domains. This type of domains among others can include intervals, hierarchies, 
domains of set values and preferences.  
Initially a naive approach to compute partial-ordered skyline queries (POS-queries) was to incorporate 
the non-index based BNL [19] algorithm. BNL works for all types of domains but is inferior from the 
index-based algorithms and lucks of progressiveness. Index-based algorithms such as NN [97] and BBS 
[133, 134] are the most efficient progressive algorithms for skyline computation in total-ordered 
domains. Nevertheless, the efficiency of these algorithms may not hold on partially-ordered domains 
due to their reduced pruning power.  
In order to deal with the problem of skyline computation over partial-ordered domains author’s basic 
idea is to transform each partial-order domain into a total-ordered domain in such a way to preserve 
the partial ordering in the transformed space. Then organize the transformed domain (and 
subsequently it’s values) in an index, in order to compute the skyline with an index-based algorithm. 
Due to the transformation of space, false-positives may arise that needs to be removed.  
Authors in their work proposed the BBS+, SDC (Stratification by Dominance classification) and SDC+ 
algorithms. BBS+ is an extension of BBS but does not maintain his progressiveness due to the false 
positives. The SDC and SDC+ exploit properties of domain mapping in order to avoid unnecessary 
dominance checking. Especially SDC+ processes the data in such a way to handle and prune the false-
positives in order to achieve progressiveness. 
 
Figure 52: directed acyclic graph of domain D. 
 
Figure 53: Domain transformation. 
 
The easiest method to achieve an order transformation is to map the partial-ordered domain into 
boolean valued, total ordered domains. This approach is illustrated in Figure 52 and Figure 53. Initially 
a partially ordered domain D, which has in it’s dataspace four values a,b,c,d, can be represented by a 
directed acyclic graph (DAG), named Hasse diagram (Figure 52). Each node of the graph corresponds 
to a value of the domain. In DAG, a direct edge from node x to node y exists only if x<y (value of x is 
smaller than value of y) and there does not exist any node z for which x<z<y (value of x smaller than 
value of z, which is smaller from value of y). A value x will be preferred from a value y if there exists a 
directed path from x to y in the DAG. Based on the previous definition node a dominates b and c and 
both of them dominate d, but there does not exists any dominance relation between b and c.  
 
The partial ordered domain D can be mapped using two, boolean valued, total ordered domains D1 , 
D2 as shown in Figure 53. Since in a boolean domain we have two distinct values, using two boolean 
domains we can represent 22 distinct values. This way given two points p,r on the partial ordered 
domain D, pD will dominate rD (in  the partial order domain D) if p dominates r in the transformed 
domain and thus pD1 dominates rD1 and pD2 dominates rD2. Nevertheless, this approach suffers from 
the curse of dimensionality.  
 
Figure 54: Mapping function f. 
In order to use the skyline computation methods implemented for the totally ordered domains and 
avoid the course of dimensionality authors proposed to use an efficient approximate space 
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transformation. This approach maps the domains by using for each partially ordered value an 
approximate interval representation in the form of a pair of integer values, as shown in Figure 54. 
Essentially, the encoding scheme that is used is the one on [2], but other encoding schemes such as 
[57] can be used. The encoding scheme creates a spanning tree on DAG. The basic idea is to construct 
a 1-1 mapping function f which transforms any value u in the partial ordered domain D, into an 
interval. Considering the same values on Figure 52, function f can be defined as illustrated in Figure 
54. Using this transformation a value u∈D will dominate u’∈D  if f(u) dominates f(u’). That is if u=a and 
u’=d then a dominates d since f(d) ⊂ f(a) as [1,2] ⊂ [0,3]. That is if the mapped interval of a node d is 
contained in the mapped interval of another node a then the node a is preferred from d. If two 
intervals are disjoined then the values retrieved from D are incomparable. Due to the approximate 
space transformation may exist cases where comparable values (in PO domain) may become 
incomparable (in TO domain) leading into false positives, by identifying non-skyline point as skyline 
points. This case occurs when, for two values from the PO domain (even if they are comparable and a 
dominance relation holds), neither of their transformed interval values contains each other (leading in 
incomparability). In hierarchical partial order false positives can be avoided with appropriate domain 
mapping but is inevitable for non-hierarchical partial orders.  
 
Authors in their work used a more restrictive form of dominance named m-dominance. In m-
dominane a point p will m-dominate a point r if p is at least as good in all the totally ordered 
dimensions, its interval value match with those of r for all partial ordered dimensions and exists a 
totally ordered dimension in which p is strictly better, or a partially ordered dimension where the 
interval value of r is contained in the interval value of p. 
 
In general, the algorithms work as follows. First, a domain mapping function f(x) is constructed in 
order to transform each partial-ordered value u∈D in boolean-valued domains. Next an index-based 
method is used to organize the data and compute the skyline by additionally taking into account the 
false positives. The selection of the domain mapping function is independent of the choice of the 
index-base algorithm that will be used to compute the skyline. Considering the BBS+ algorithm the 
only difference in comparison with BBS is that the two dominance checks (dominance check on a leaf 
or on an intermediate node) on the BBS are replaced by the m-dominance comparisons. Additionally 
due to the occurrence of false positives an additional function UpdateSkyline is used. The function 
detects and removes the false positives by comparing any new point p with all the temporally skyline 
points maintained in a set S. The SDC algorithm organizes the data in two sets at runtime. The first set 
will contain the points that are definitely be in the skyline and the other one those that may be false 
positives. The SDC+ algorithm partitions the data in two or more set where the points on the ith set 
cannot dominate the points in the ith-1 set. This way the points on the ith-1 set can be returned before 
examining the points in set i. The pseudocode of the BBS+ algorithm is presented below.  
 
ALGORITHM 27: UpdateSkylines (e, S)  
Input:   A data point e in some leaf node of an R-tree.  
  An intermediate set S of skyline points. 
Output:  Return an updated set S. 
 
1. for each p ∈ S do 
2.     if (e is dominated by p) then 
3.         return S; 
4.    else if (p is dominated by e) then 
5.         Delete p from S; 
6. Insert p into S; 
7. return S; 
 
 
 
 
 
 
ALGORITHM 28: BBS+ (T, S) 
Input: T is an R-tree. 
S is an intermediate set of skyline points. 
Output: Set of skyline points. 
 
1. Initialize heap H to be empty; 
2. Insert all entries in the root node of T into heap H; 
3. while (H is not empty) do 
4.     Remove top entry e from H; 
5.     if (e is an internal entry) then 
6.         if (e is not dominated by any entry in S) then 
7.         for each child entry ei of e do 
8.             if (ei is not dominated by any entry in S) then 
9.                     Insert ei into H; 
10.            else 
11.                  S = UpdateSkylines(e, S); 
12. return S;
 
According to authors of [151], previous work [24] is only applicable to static skylines and has limited 
progressiveness and pruning ability. The mapping fails to preserve all the preferences that exist in the 
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original domain. In [151] authors extended the work of [24] and presented a progressive framework 
named Topologically-sorted Skyline (TSS). In general, TSS topologically sorts the nodes of a DAG and 
extracts the spanning tree. Then associates with each value in the PO, the ordinal number in the 
topological sort and multiple intervals determined by the spanning tree. An additional dominance 
check is performed that is not related with the total ordered domain. 
 
Because TSS does not restrict or modifies the original dominance definition has not any false positives 
that are needed to be re-examined and thus is progressive returning the skyline points immediately. 
Authors additionally proposed a novel dominance check that further enhances progressiveness and 
pruning ability. Also studies the case where the preferences among the partial ordered attributes are 
not uniquely defined, as users may often have different, even conflicting preferences. For that reason 
proposed the dynamic skyline over PO domains.  In the case of a dynamic skyline in a partial order 
domain, the method explicitly redefines all the dominance relations, by defining a partial order for 
each PO domain, every time a query is issued.  In contradiction, the previous method would need to 
re-compute the whole transformed domain which would incur considerably overhead. 
The work in [184], [185] considers the case where different users have different preferences and thus 
the ordering imposed on the dataset changes for each user.  Authors assume that they possess a 
template that contains a partial order for every dimension, which is applicable to every user and is 
constructed based on previous knowledge of user’s preferences or assumptions on the ordering, such 
as smaller delay is preferable. A user’s preference can be modeled as a partial order. Then each user 
can express his/her preference by refining this template. The method semi-materializes the space, 
based on this template and efficiently answers any skyline query based on any given preference input. 
 
4.3.2. Incomplete data 
Another data-related skyline computation approach is the one in [91] which assumes that data are 
incomplete, meaning that have missing values in some of their dimensions/attributes. Most of the 
algorithms assume data completeness on all dimensions and transitivity in the dominance relation. 
However, this is not always the case. On incomplete data, the transitivity does not always holds. A 
non-transitive dominance property may lead to cycle dominance [section 4.1.3 (K-dominant)] 
resulting that each point is dominated by at least one other point. Lack of transitivity also affects 
negatively pruning and indexing techniques. The closest work to this is the one in [25], which also 
does not assume that transitivity holds. 
 
Each incomplete dimension of a point is denoted with “-“. Thus a 3-dimensional point with an 
unknown value on the third dimension will be denoted as (a,b,-).  The rest of the remaining known 
values are assumed to have a total order. The problem is to find the skyline set of a set of points 
where there is at least one dimension that is known and there is a non-zero probability for the other 
dimensions to be unknown. In this type of problem the dominance relation that is applied is the 
traditional dominance relation considered only over the common, known dimensions. This way for 
the 4-dimensional points p=(1,-,-,3) and r=(4,3,-,-), the dominance relation will be considered only on 
the common known dimension which is the first. Since r.d1<p.d1, point r will dominate point p. In the 
case of points p=(1,-,-,3) and r=(-,4,2,-) there isn’t any common dimension and thus the points are 
considered incomparable. In order to find if two points are comparable authors proposed a bitmap 
representation. This way for each d-dimensional point a d-bit representation is derived. Given a point 
p, the ith bit will be zero if the ith attribute value is unknown and in all other cases will be 1. Thus 
point p=(4,3,-) will have bitmap representation 110, point r=(-,-,1) a bitmap representation of 001 and 
point s=(2,-,3) a bitmap representation of 101. Based on this representation two points are 
comparable if the bitwise AND operation of their bitmaps representations has a non-zero value.  
Points p and r are incomparable because 110&001=000 but points p and s will are comparable 
because 110&101=100. 
Due to incomplete data the previously described dominating relation is non-transitive. The lack of a 
transitive dominance relation can lead to a cycle dominance. As an example consider the points 
p1=(4,2,-), p2=(3,-,4), p3=(-3,2). P1 dominates p2, in turn p2 dominates p3 but additionally p3 
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dominates p1 leading in a cycle dominance as also described in [section 4.1.3 (K-dominant)].  In this 
case none of the points can be considered skyline points.  
To solve the overall problem of skyline computation over incomplete data, authors firstly proposed 
two algorithm namely replacement and bucket which incorporate the traditional skyline algorithms. 
These algorithms improve the naïve solution in which an exhaustive pairwise comparison between all 
points is performed. Next authors proposed the ISkyline algorithm which employee’s two 
optimization techniques namely virtual points and shadow skyline in order to avoid the cycle 
dominance that may occur due to the non-transitivite dominance relation. The replacement algorithm 
replaces any unknown dimension value (“-“) with +∞ (in case of maximization -∞). This way the 
incomplete dimensions are converted to complete, allowing to apply a traditional skyline algorithm to 
retrieve the skyline set S of the modified dataset. Then all -∞ values are replaced with “-“ as it was in 
the original dataset and an exhaustive pairwise comparison is performed in order to retrieve the final 
skyline set S. The bucket algorithm divides all the points of the dataset in distinct lists (buckets) in 
such a way that the points in each list have the same bitmap representation. This way the transitivity 
will hold inside each list and a traditional skyline algorithm can be applied to retrieve the local skyline 
of each list by simply ignoring the unknown dimension. The local skylines are merged in one list 
forming the candidate skyline points and an exhaustive search is applied to retrieve the final skyline. 
Nevertheless, the previous proposed methods are not efficient due to the large resulting size of 
candidate skyline points, due to the union of all the local skylines, and the exhaustive search 
operation. Additionally the local skyline points derived from a list l1 are not used to filter/prune points 
in other lists (e.g l2) (and subsequently reduce their size) prior their local skyline computation (e.g 
prior the local skyline computation on l2). For that reason the ISkyline algorithm was proposed that 
incorporates two optimization named virtual points and shadow skyline.    
 
A virtual point is used in order to reduce the number of local skyline points in each list and essentially 
the points in the candidate skyline list. The general idea is to use a (local skyline) point from a list i to 
reduce the size of a list j with i≠j. A local skyline point retrieved from a list i will be transformed into a 
virtual point, by considering only the common dimensions of it’s bitmap representation and those of 
the bitmap representation of the list that will be placed. As an example, consider the lists list1 and 
list2, which contain points with bitmaps representations in the form of l1p=(4,3,-) and l2p=(5,-,3) 
respectively. The local skyline point from list1 that will be selected (assuming that l1p is a local skyline 
point of list1), will be transformed in a virtual point for list2 with the form of pv=(4,-,-). The points of 
the list that are dominated by a virtual point that was placed in that list are not stored as local skyline 
points and not propagated to the candidate skyline list. Note that virtual skyline points are also not 
propagated to the candidate skyline list. The problem that arises with the use of virtual points is that 
we cannot rely on an exhaustive pairwise comparison of the points in the candidate skyline list, in 
order to retrieve the final skyline set. This happens because points that are not stored in the local 
skyline list of a list i may dominate points in the candidate skyline list, that came from other lists 
different from list i. For that reason a point p in the candidate skyline list must be compared with 
every other point that has comparable bitmap representation regardless if it is candidate skyline or 
local skyline point because may help to further prune dominating candidate skyline points. Thus a 
point p that does not belong to the local skyline of a list cannot be discarded since may help in 
dominating candidate skyline points. 
 
In order to reduce the need of storing and comparing all the data points authors proposed the use of 
shadow skyline that will work among with the virtual skyline points. The shadow skyline of a list l is 
derived only from the points of the list that do not belong in the local skyline of that list. Essentially 
the shadow skyline will be the skyline of these points. This way only a part of the dataset is kept (that 
is the shadow skyline for each list), allowing the comparison of the candidate skyline points only with 
the points in the shadow skyline, rather than with all the points of the dataset. 
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Figure 55: Phases of ISkyline [#105] [91] . 
The ISkyline algorithm incorporates a parameter t based on which uses a number of t candidate 
skyline points each iteration and process them in order to retrieve the final skyline result. Essentially 
the value of t is a tuning parameter that controls the frequency of updating the skyline results. A 
smaller t value will allow the algorithm to update more frequently the query result. The algorithm 
stores the local skyline lists that may contain real and virtual points, the shadow skyline lists that 
contain only real points and a updated flag which indicates if a shadow skyline list is modified through 
the iterations of the algorithm. The flag is an optimization that is used in order to prune the search 
space by avoiding looking in unmodified lists. Additionally a candidate and a final skyline list are 
maintained. The algorithm is consisted by three phases as shown in Figure 55. In the initialization 
step of the algorithm the retrieved points of the dataset are placed in their corresponding list based 
on their bitmap representation. In the first phase every point p in each list N is checked if it is needed 
to be stored in the local skyline list of the list N, in the shadow skyline list of the list N or discarded. If 
the point p is not dominated by any other point in the local skyline list is inserted into it the local 
skyline list. If it is dominated by a virtual point, is inserted into the shadow skyline list of the list N. In 
all other cases, is discarded. The algorithm proceeds in the second phase considering only the points 
of the local skyline list, where it checks if those points are needed to be stored in the candidate 
skyline list. A point p, from the local skyline list, is inserted in the candidate skyline list if it is not 
dominated by any comparable point in the candidate skyline list. In this phase are also constructed 
the virtual points that will be inserted in the N lists, based on the domination comparison of the 
points with the points already exist in the candidate list. When the algorithm has retrieved t 
candidate skyline points proceeds to the third phase where the final skyline list is updated. This phase 
is mainly consisted from four steps. In the first step is performed a dominance comparison against the 
points of the candidate skyline list and the current points in the final skyline list (that already exist due 
to previous iterations of the algorithm), in order to remove dominated points from the final skyline 
list. In the second step all the points of the final skyline list are compared against all comparable (but 
not equal) shadow skyline lists with an updated flag set to true. If a point from the shadow skyline list 
dominates a point in the final skyline list, then the point from the final skyline list is removed. The 
third step essentially has the same functionality with the second step with the difference that the 
comparisons are placed against the points in the final skyline list and those in the candidate skyline 
list. Note also that the candidate skyline list has no flag. In the final step the final skyline list is formed 
by combining all the points in the candidate skyline list and the points in the final skyline list. 
Additionally all the updated flags, of every shadow skyline list, are set to false in order to indicate that 
there is no modification in any of the lists, that was not considered in the computations till now.  
 
In [124] authors studied the skyline queries over crowd-enabled databases. Crowd-enabled databases 
deal with incomplete data during runtime by requesting missing values or complete tuples from other 
sources. Authors approach focus on cost optimization of crowd-enabled skyline queries by managing 
the amount of data that are needed to be retrieved applying missing data prediction approaches and 
prediction risk estimation.   
4.3.3. Uncertain data (probabilistic skyline)  
Authors in [138, 87] in order to tackle the problem of skyline computation on uncertain data, 
proposed a probabilistic skyline model and additionally the p-skyline. Some conditions that may 
impose uncertainty on data are limitations on receiving and measuring data, missed or delayed data 
reports and randomness of data. In general, the probability of an object to be in the skyline, is the 
probability that the object is not dominated by another object. The p-skyline, where p is a user 
defined threshold probability, will contain all the uncertain points that have probability at least p to 
be in the skyline, with 0≤p≤1. The uncertainty of data is typically modeled as a probability density 
function (pdf). Any uncertain point u in the dataset D can be represented by a probability density 
function f, where f(u)>0 and for any point u in the dataset D, ∫ 𝑓(𝑢)𝑑𝑢
 
𝑢𝜖𝐷
= 1.   
Page 87 of 127 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
x 
   
   
   
   
   
   
 y
 
Ο 
A1 
A4 
A2 
A3 
B3 
B1 C1 
C3 
C2 
B2 
Object A 
Object B 
Object C 
 
Figure 56: Dataset of uncertain objects. 
Nevertheless, the pdf function of an uncertain point may not be available. In this case, authors 
assume that for each uncertain point there are instances/points that each one of them partially 
represents it. As an example consider Figure 56, where exist three uncertain objects A,B,C with A 
having four instances and B,C three. Those instances are used to approximate the pdf function and 
can be sampled or retrieved from the dataset. Thus each uncertain point U is model as a set of points 
in the dataset that will represent its instances, denoted as U={u1,u2,…un}. The number of it’s instances 
is denoted as |U|=n and the uncertain object can have only one instance at a time. The skyline 
probability Pr(ui) of an instance ui that belongs to an uncertain point U is the probability that this 
instance exists and is not dominated by any other instance (not related with U) or point.  
Object A Object B Object C 
A1 A2 A3 A4 B1 B2 B3 C1 C2 C3 
1 0.67 1 1 1 0.75 1 0 0.035 1 
0.9175 0.91 0.3345 
Table 33: Skyline probabilities of instances. 
Given two uncertain objects U,V, object U may dominate V, V may dominate U, or they may be 
incomparable. This approach gives that Pr[U≺V] + Pr[V≺U] ≤ 1.  The probability Pr(u), of an instance u 
of U, that u is not dominated by any other instance/point, and thus u to be in the skyline, is denoted 
as  Pr(𝑢) = ∏ (1 −
|{𝑣𝜖𝑉|𝑣≺𝑢}|
|𝑉|
) 𝑉≠𝑈 . Since the instances of an object are mutually exclusive, the skyline 
probability Pr(U) of an uncertain object U={u1,u2,…un} will be equal to the sum of the skyline 
probabilities of its instances, divided by the number n of its instances and therefore, Pr(𝑈) =
1
𝑛
∑ Pr (𝑢)𝑢𝜖𝑈 , represents the skyline probability of U. For a dataset D of uncertain objects, the p-
skyline will be the set of uncertain objects U∈D which have probability Pr(U) to be in the skyline, at 
least p . That is 𝑠𝑘𝑦(𝑝) = {𝑈 ∈ 𝐷 | Pr (𝑈) ≥ 𝑝}. In Table 33 is shown the skyline probability of each 
uncertain instance of every uncertain object and additional the skyline probability of each uncertain 
object. Instances A1, A3, A4, B1, B3, C3 will be always skyline points when they exist. Instance C1 cannot 
be a skyline point because in any case will be dominated by an instance of B. Instance A2 and B2 can 
be a skyline point only when instance B3 and A1 respectively does occur. Instance C2  depends almost 
on all instances of A and B (except instance A4). Folowing is presented the pseudocode of the Bottom-
up algorithm. With Pr(U) is denoted the skyline probability of an object U. As Pr+(U)and Pr-(U) is 
denoted the upper and lower bound of the skyline probability of object U.  
ALGORITHM 29: Bottom-up algorithm [138, 87]  
Input:     A set of uncertain objects S and the 
probability threshold p. 
Output: The p-skyline of S.  
 
1. SKY = ∅; 
2. FOR EACH object U ∈ S DO 
3.     Pr+(U) = 1; Pr−(U) = 0; 
4.     compute Umin, the minimum corner of its MBB; 
5. END FOR EACH 
6. build an R-tree to store Umin for all U ∈ S; 
7. build a heap H on Umin for all U ∈ S; 
8. WHILE H ≠∅ DO 
9.     let u ∈ U be the top instance in H; 
10.     IF u is from a non-skyline object THEN NEXT; 
11.     IF u is dominated by another object THEN 
12.         GOTO Line 22; // Pruning Rule 3 
13.     IF u is the minimum corner of U THEN 
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14. find possible dominating objects of U; // Section 
3.4.1 
15.         compute Pr(u); // Section 3.4.2 
16.         IF Pr(u) ≥ p THEN 
17. partition instances of U to layers; // 
Section 3.3.2 
18.         ELSE U is pruned; // Pruning Rule 1 
19.     ELSE 
20.         compute Pr(u); // Section 3.4.2 
21.         Pr−(U) = Pr−(U) + 1
U
∙Pr(u); 
22.         IF u is the last instance at a layer THEN 
23.              update U.Prmax; 
24.         Pr+(U) = Pr−(U) + U.Prmax · 
|𝑈|̃
|𝑈|
; 
25.         IF |𝑼−𝑼
′|
|𝑼|
· minu∈U′{Pr(u)} < p THEN 
26.  apply Pruning Rule 4 to prune other 
objects; 
27.         IF Pr−(U) ≥ p THEN 
28.              SKY = SKY ∪ {U}; NEXT; // Pruning Rule 2 
29.         IF Pr+(U) ≥ p THEN 
30.             insert the next instance of U into H; 
31. END WHILE 
32. return SKY; 
 
Based on the previous definitions a bottom-up and a top-down algorithm where proposed. Both 
algorithms follow a bounding-pruning-refining recursive iteration approach. In general, the bottom-up 
algorithm computes the skyline probabilities of selected uncertain objects and uses them to prune 
other instances and uncertain objects. In more detail the bounding stage of the algorithm computes, 
for an instance ui of an uncertain object U, an upper and a lower bound of its skyline probability Pr(ui). 
Using the equation Pr(𝑈) =
1
𝑛
∑ Pr (𝑢)𝑢𝜖𝑈 , is obtained the upper and lower bound of the skyline 
probability Pr(U) of the uncertain object U, based on the computed skyline probabilities Pr(ui) of it’s 
instances. In the pruning stage if the lower bound of Pr(U) is larger or equal to the user-defined 
threshold probability p, then U is in the p-skyline otherwise is not. If p is between the lower and the 
upper bound an additional iteration is needed in order to refine the results by getting tighter bounds. 
The iterations continuous until it can be determined for every object if it belongs to the p-skyline or 
not. Summarizing the algorithm computes and refines the bounds of instances of uncertain objects by 
selectively computing the skyline probabilities of a small subset of instances. The uncertain objects 
can be pruned based on the skyline probabilities of their instances or those of other objects. The top-
down algorithm represents an uncertain object in the form of a minimum bounding box (MBB) that 
encloses all of its instances. The MBB is defined based on the minimum and maximum attribute 
values of all the instances of the uncertain object. This way the minimum and maximum corners of 
the MBB can be used to bound the skyline probability of an uncertain object. To improve and refine 
the bounds the algorithm partitions the instances of the uncertain object in subsets, in a recursive 
way, and prunes subsets and uncertain points. The skyline probability of each subset can be bounded 
in the same way as previously. Finally, the skyline probability of an uncertain object can be bounded 
as the weighted mean of the bounds of its subsets.  
In [4] authors propose efficient methods to compute the skyline probabilities on all objects. In their 
work proposed a more general uncertain model where the instances of each uncertain object may 
have different probabilities to occur and that the probabilities of all instances may sum up to less than 
1, meaning that may exist an instance of an object that is not known to us. The last observation is 
because an instance of the object or the object itself in general may not be present which is known as 
tuple uncertainty [158]. Additionally authors abandoned the use of a threshold probability value to 
prune the dataset since they argue that there are cases where low probability results may be useful to 
the user giving him a more detailed report of all the possible results. The main drawbacks of a 
threshold based approach that authors (of [4]) outline is that an appropriate threshold may not be 
easy to be selected leading in too few or too many results. Moreover, the user must be able to 
identify the interesting points from the skyline according to his/her own utility function. On the other 
hand, a threshold-based approach may make indirect (implicit) assumptions for the user’s utility 
function. Such an assumption is that user does not want any information about skyline points with 
low probability, which is not always the case. A specific threshold may prune low probability points 
that would be highly desirable based on the user’s utility function. In their approach, authors 
compute the skyline probabilities of all instances, from which they compute the skyline probabilities 
of all objects.  
In [5] authors study the same problem with [4] and propose an asymptotically faster algorithm for the 
worst-case. The algorithm uses the same partitioning technique as in [4]  but handles the partitioned 
sets more efficiently. Additionally authors study the online version of the problem where no query 
point or instance is known in advance. In [93] authors further studied the problem of [4]. In their 
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work compute the exact skyline probabilities of all objects in high-dimensional datasets by 
incorporating a ZB-tree [106]. Additionally, proposed a probabilistic skyline algorithm for uncertain 
data streams and developed a top-k probabilistic skyline algorithm in order to retrieve the top-k 
objects with the highest probabilities. 
 
In [110], authors reason about reverse skyline computation over uncertain data in monochromatic 
and bichromatic cases. In the monochromatic case the point (object) of interest and the query point 
(object) are of the same type and thus from the same dataset, while in the bichromatic case there 
exist two different types of points (objects).  The monochromatic probabilistic reverse skyline (MPRS) 
returns the uncertain points whose dynamic skyline contains a given query point with probability 
greater or equal to a user-defined threshold. The bichromatic probabilistic reverse skyline (BPRS), 
given two uncertain datasets A and B and a query point q, returns the points that belongs to A whose 
dynamic skyline on the dataset B contains the query point q. In general, the first phase of the 
algorithm uses a R-tree to index the uncertain regions of each point. The second phase is a pruning 
phase which prunes the object using the spatial or probabilistic pruning method in order to reduce 
the search space as much as possible. In the last phase the algorithm computes the probabilities of 
regions that could not be pruned previously and returns the final result. This work is partially based 
on [138][87] which considers the monochromatic case. Considering only the approach related with 
uncertain data, the difference in the approach of [110] from [138][87] is that the uncertain data that 
are received, are considered as uncertain regions in the form of hyperrectangles, rather than a precise 
point. An example of an uncertain range can be considered the price/distance range of a house from a 
metro station, that a buyer is willing to buy, as the buyer would not specify an exact price or distance. 
In [111] authors extended their work on [110] and proposed the probabilistic reverse furthest skyline 
(PRFS) which considers the case where minimization of preferences is desired rather than the 
maximization. Additionally is proposed a variation of the probabilistic reverse skyline (PRS) query that 
returns the k objects with the highest probability among all. In addition, authors studied the retrieval 
of the points with k highest probabilities and a ranking approach on the PRS query results, called top-k 
reverse skyline that retrieves the k points that have the highest number of dynamic skylines.  
 
Authors in [48, 49] reason about distributed skyline computation over uncertain data. Their scenario 
is based on the existence of a number of distributed sites that each one of them contains a number of 
uncertain data and a centralize server that processes the query. In [150], authors reason about 
contextual skylines taking into account the uncertainty in user’s preferences rather the uncertainty of 
attribute values. The uncertain preferences are based on previously stated preferences for specific 
contexts. The uncertainty in user’s preferences can be defined as the uncertainty imposed due to lack 
of defining user’s preferences for some contexts. In this scenario is assumed that the transitivity 
property of the dominance relation does not hold. Authors in [199] further studied the problem of 
[150] without taking into account the independent object dominance assumption that was 
considered in [150] and in which the object’s dominances are considered as mutually independent 
events. Authors in [203] reason about the top-k skyline computation over uncertain data. In their 
work proposed an exact method that retrieves the top-k skyline points against skyline probabilities 
and an approximate algorithm to deal with cases where each uncertain object has a large number of 
instances or a continuous pdf function. 
 
Trade-off and Stochastic skylines 
Trade-off skylines were first proposed in [123]. A trade-off is defined as, how much is willing to 
sacrifice in one dimension in order to gain an improvement in another dimension/attribute. This 
concept is primary reflected by the top-k retrieval paradigm using weighting over each attribute. This 
constructs a scoring (or utility) function which is used to compute the overall ranking of an object 
based an all of it’s attributes. Nevertheless a weighting approach, that can be modeled for example as 
0,6*price+0.2*bedrooms cannot be easily used by users to express their preferences. This happens 
because such kind of expression are to restrictive since the user may not want to hold for every case.  
For that reason authors propose the use of trade-off which is essentially a relation between two 
attributes. An example of a trade-off t1 between house H1 with price 800.000 and 2 bedrooms and 
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house H2 with price 810.000 and 3 bedrooms will be in the form  t1:=((810.000,3)≺(800.000,2)). That 
means that a user is willing to trade-off additional 10.000 for an additional bedroom and thus house 
H1 will be dominated taking into account the trade-off t1. Essentially the trade-off imposes an 
additional dominance relation over a specific range of values defined by the user. This range of values 
can be considers as [800.000, 810.000] and [2,3] for dimensions price and bedrooms respectively. In 
the case of multiple trade-off, where additional dimensions are considered, authors construct a tree-
based representation structure in order to materialize all the trade-off chains. Essentially a basic 
approach to compute the trade-off skyline is to retrieve the skyline set with a conventional skyline 
algorithm, such as [97] and then apply the trade-off relations in order to refine the set. Note that the 
trade-off skyline is a subset of the original skyline query.  
Stochastic skyline where proposed in [119],[201]. In a stochastic model, the subsequent state of the 
system can be determined probabilistically based on previous states. As an example, a future stock 
price will be equal to the current stock price plus an unknown change that can be determined 
probabilistically. The proposed model uses for each user one scoring function for every dimension. 
The ranking of a points u is based on the expected value  E [∏ 𝑓𝑖(𝑢𝑖)
𝑑
𝑖=1 ] which is defined to be the 
product of all scoring functions f over all the dimensions i that are defined. The algorithm returns the 
minimum set of candidates for the optimal solutions over all possible monotonic multiplicative utility 
functions. Given a set F of utility (scoring) functions based on the preferences of all users, an 
uncertain object u will stochastically dominates an uncertain object v iff E[f(u)]>=E[f(v)] for every 
preference function that is defined. Given a set U of uncertain objects the stochastic skyline, 
regarding F will contains all the objects of this set that are not stochastically dominated by any other 
object in u regarding Authors approach is based on the R-tree which additionally indexes the mean μ 
and the variance σ2 of objects. 
4.3.4. Summary 
This section outlined the skyline computation on various types of datasets that are different from the 
previous static/dynamic datasets that were discussed. These datasets in general can be categorized in 
partially ordered datasets, incomplete datasets and uncertain datasets. Partially ordered datasets 
represent the case where there does not exist a permanent total order, among the points of the 
dataset, or the preferred ordering changes depending on user preferences. Incomplete datasets 
represent the case where specific attribute values, of the points of the dataset, are not known. 
Uncertain datasets involve a probabilistic approach. The cases that are covered are the case where 
the points of the dataset have many instances, with different probability each instance to occur and  
the cases of trade-off and stochastic models, where users may want to bias their preferences based 
on certain feedback derived from existing data. 
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Figure 57: Attribute & data-specific skyline queries hierarchy. 
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Summarizing Figure 57 illustrates the hierarchy of attribute and data-specific applications of skyline 
queries. As a remainder the dash red line represents the adoption of a general idea from another 
work and the black line represents the extension or the heavily dependence on a previous work.  
 
4.4. Continuous skyline computation 
The existing skyline algorithms are designed to compute skylines over static datasets rather than 
dynamic, that occurs in streaming environments. Dynamic streaming data can be retrieved with the 
use of data-streams [6] which is a continuous stream of received data point. In the append-only data-
streams data points are removed only when they expired. In data-streams the elements are 
positioned and labeled according to their relative arrival ordering. A similar mechanism to data-
stream is a time series [183]. A time series continuously reports points at pre-defined intervals. The 
number of points received in a specific timestamp or time interval is fixed, in contradiction with data-
streams. As an example a time series can be related with the data reported by a sensor in pre-defined 
intervals. A data-stream on the other side can be related with the number of people that disembark 
when a ship arrives to its destination. Note that in this case the intervals and the number of values 
that can be reported are not fixed. Nevertheless data-streams can have outdated data that are not 
needed to be considered in a skyline computation. For that reason the sliding window model [6] is 
used over data-streams in order to evaluate the queries only to the N most recent received points and 
not to the entire data-stream. 
4.4.1. Data Streams 
Authors in [117] reason about on-line computation in the presence of rapid updates of data such as in 
data-streams. Particularly the scenario concerns append-only data-streams where there is not any 
deletion of the data elements till they expire and the elements are positioned and labeled according 
to their relative arrival ordering. Such type of streams are those of wireless sensors networks, where 
the data collected prior a specific time interval are discarded because they are not representative in 
comparison with the existing readings of sensors. In their work authors incorporate the sliding time 
window mechanism. In this case the arrival of an element is always related with the deletion of the 
expired/oldest item. As indicated by the use of a sliding window author’s work try to compute the 
skyline on the N most recent elements. Additionally due to the various preferences that the user may 
have, reason about the computation of the skyline over a sample of the n most recent elements of 
the N elements (∀n≤N) that were stored from the data-stream. Authors study involves the on-line 
computation of skyline queries on n-of-N model [116] and (n1, n2)-of-N model. Essentially a sliding 
window model is a special case of n-of-N model where n=N. The (n1, n2)-of-N model is a generalization 
of the n-of-N model when it is desired to compute the skyline of the elements between the n2-th and 
n1-th most recent elements (∀n1≤n2≤N).  The n-of-N model gives the skyline based on the most 
recent information and the (n1, n2)-of-N model provides recent “historic” information. This way by 
combining the results of the two models can be identified a trend change between the most n2 recent 
elements and the n1 most recent elements. 
 
Figure 58: Data stream. 
An example the continuous skyline computation based on sliding window is illustrated with the help 
of Figure 58. It is assumed that the points have been received in the order imposed from the 
numbering. The skyline of the whole data-stream will be consisted from the 8 points and the skyline 
set S8 derived will be the {H1, H2, H4, and H3}. At this point it will be considered that the point H8 has 
not been received yet. Consider that it is needed to find the skyline of the 5 most recent elements 
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(except H8 as noted). This action will include only the points H3, H4, H5, H6, and H7. The skyline S5 of 
the five most recent points (except H8) will be consisted from the point H3 and H4. Note that the 
domination holds as the traditional skyline. If we consider the 3 most recent points H5, H6, H7 the 
skyline set S3 will contain the points H5, H6 and H7 as skyline points. With the arrival of point H8 the 
skyline set S5 will be computed over the points H4, H5, H6, H7, H8  and the skyline set will be 
consisted only from point H8. In the same way the skyline S3 of the three most recent points will be 
computed over the points H6, H7, H8 and the skyline will be consisted by the points H8. Note that 
considering the 6 most recent point the skyline S6 will be consisted from the points H3 and H8. Below 
ia outlined the pseudo code of the basic algorithm. The algorithm continuously receives new items 
through the data stream and updates the set RN of non-redundant elements, of the most recent N 
elements and the interval tree IRN. A data element e is reduntant with respect to the most recent N  if 
e is expired or is dominated by a newer element. The variable Denew denotes the set of redundant 
elements dominated by a new element enew. 
ALGORITHM 30: Maintaining RN & its Encoding 
Scheme [117] 
Input:       datastrem elements enew. 
Output: Continious Skyline set. 
 
1. while new element enew do 
2.     if the oldest eold in RN is expired then 
3.         RN := RN − {eold}; 
4.         remove (0, κ(eold)] from IRN ; 
5.         for ∀eold
𝑐
→ e do 
6.             update (κ(eold), κ(e)] in IRN to (0, κ(e)] 
7.         end for 
8.     end if 
9.     find Denew⊆ RN dominated by enew; 
10.   for ∀ e ∈ Denew do 
11.        remove the intervals in IRN with κ(e) as an end 
12.    end for 
13.    RN := RN − Denew + {enew} 
14.    determine the critical relation e 
𝑐
→ enew; 
15.    add (κ(e), κ(enew)] (or (0, κ(enew)]) to IRN 
16. end while
 
To retrieve the continuous skyline, based on the these two models, it is needed to efficiently maintain 
and organize the N most recent elements, in order to efficiently compute any n-of-N skyline query. 
Authors propose a pruning method in order to minimize the number N of elements that are stored in 
order to answer any n-of-N skyline query, by discarding the redundant points. A redundant point is a 
point that expired or is dominated by a newly received point that will not allow it to be again a skyline 
point till its expiration. Moreover authors proposed an efficient encoding scheme and an update 
technique in order to index and store the data with the use of an R-tree. Additionally they used an 
interval tree [43] to determine if a point belongs in the N most recent elements. Finally proposed a 
trigger based technique in order to efficiently process continuous n-of-N skyline queries and an 
extended technique for (n1, n2)-of-N. 
Authors in [166] also proposed the skyline computation in data stream environments. In this scenario, 
they take into account only the tuples that arrive in a sliding time window. That is the W most recent 
timestamps, where W is a parameter that defines the length of the window. As previously, the data-
stream considered is “append-only” which means that a tuple is discarded only when it is expired. In 
their work, authors reasoned about time-based sliding windows but their methods are applicable to 
count-based sliding windows [60], where a tuple expires after receiving W subsequent tuples. 
 
Figure 59: Dominance (DR) and anti-dominance (ADR) regions. 
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The data in stream environments change frequently and thus it is desired to incremental maintain the 
skyline query rather re-computing it. Additionally a skyline change occurs when a new tuple arrives or 
a skyline point expires. For this reason, authors in their work proposed two approaches. The lazy 
strategy which delays most computations until the expiration of a point and the eager strategy which 
incorporates a pre-computation phase in order to minimize the storage cost and simultaneously store 
only the points that may become part of the skyline in the future. In the first strategy these cases are 
handled by the preprocessing module (L-PM) and the maintenance module (L-MM) respectively. In 
the first case when a new tuple r arrives the algorithm checks if it is dominated by any existing point 
in the database skyline set, named DBsky, which contains all the skyline points. If it is not dominated 
is placed in the DBsky set otherwise is maintained in a DBrest set. Note that the point was placed in 
the DBrest set since it might appear as a skyline point later when another point has expired and thus 
cannot be completely pruned. When a tuple is placed in the DBsky it might dominate other points 
that are already in the skyline. These points are pruned if they are not expired yet and additionally 
their expiration time is prior than this of the points that dominates them. The dominance checks are 
based on the dominance and anti-dominance regions of points as shown in Figure 59. Given a 
received point p, the points that are dominated by the p are those that belong to the p.DR region and 
those that dominate p are those lying in the p.ADR region. The algorithm also stores the earliest 
expiring time of the current skyline set, which essentially is the time when the oldest skyline point will 
expire and additionally a pointer to the oldest skyline point. 
 
In [129] authors studied the problem of continuous skyline computation on datastreams where the 
validity and expiration of points is determined with the use of time intervals. Each point received is 
associated with an arrival and an expiration time which essentially defines time interval that the point 
will be valid. In their work introduced continuous time-interval skylines and proposed the LookOut 
algorithm. This approach differentiates from the sliding windows where the skyline is evaluated only 
on the most recent n points. In contradiction, continuous time-interval skyline is a more general 
approach, which considers and computes the skyline based on all the current valid data points. The 
data points are continuously added to the dataset (through a data-stream) or removed (expired) from 
the dataset. Nevertheless, this approach can also be applied to evaluate sliding window queries as 
well. Differentiating in construction from the previous methods authors proposed the use of a quad-
tree [152] rather than R*-tree [11]. Nevertheless, authors implemented their work using both spatial 
indexes in order to perform a comparison analysis.  
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Figure 60: Quad-tree. 
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Figure 61: R-tree with overlapping regions. 
As shown in Figure 60 quad-trees use non-overlapping partitions/regions in contradiction with R-trees 
that the regions may overlap Figure 61. Non-overlapping partitions/regions are also supported by the 
R+-trees but have not been adopted by authors due to performance considerations [129]. Authors 
have additionally outlined a detailed analysis about the tradeoffs that occur by using the two different 
spatial indexes.  
 
The R*-tree approach was implemented because it is widely adopted in other methods such as [NN, 
BBS, [97, 133]. The quad-tree was selected because its non-overlapping regions helps in a more 
effective pruning of the regions that are not needed to be traversed. This will speed up the skyline 
computation and lower the memory consumption, as observed through author’s experiments. In 
general the insertion into a quad-tree is faster than the R*-tree and the traversal of a quad-tree 
reduces the maximum number elements inserted in the heap.  
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Each point of the dataset is associated with a time interval for which will be valid. The time interval is 
consisted by the arrival and expiration time. Thus a continuous skyline can only change if an existing 
point is expired or a new point is added. Thus the computation is performed over the data that are 
still valid at query time. In order to give an illustrative example of the algorithm, Table 34 represents a 
series of data points. The data points are described by the arrival time ta and its expiration time te. 
Additional information about points can be stored in a fully detailed dataset. 
 
P H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 
ta 1 2 3 4 5 6 7 8 9 10 11 
te 15 16 8 20 6 9 22 24 20 29 21 
Table 34: Data stream for continuous skyline. 
Figure 62 illustrates the skyline at the time ta=7 based on the received points. Note that point H5 was 
received, expired and so deleted from the dataset. Figure 63 illustrates the skyline at the time ta=11. 
From all 11 points received only the 8 of them haven’t expired yet. 
 
Figure 62: Skyline of the dataset in ta=7 time. 
 
Figure 63: Skyline of the dataset in tb=11 time.
 
In general when the algorithm receives a point p with arrival time ta and expiration time te adds it to 
the spatial index (quad-tree or R-tree depending on the implementation). Additionally places it in a 
heap Hp, which keeps all the received (not expired) points sorted, based on their expiration time. 
Intuitively the spatial index maintains and indexes the points and the heap deals with the efficient 
identification of the expiration time of the various points. As the time passes the point with the 
minimum timestamp in the heap Hp  is checked if it is expired. If so it is deleted from the heap and the 
index. Along with the previous described steps, every time a point is received the algorithm checks if 
it is a skyline point. The skyline points are kept in a list S in order to be efficiently returned in a query 
request. If p is dominated from other points no action is performed and the point is kept in the spatial 
index and the heap. Otherwise, if it is a skyline point, the skyline list S is updated accordingly, 
removing also the dominated points by p from the skyline list. Along with the skyline list S an 
additional heap Hs is kept for the skyline points, sorted by the expiration time, in order to efficiently 
remove them when the expiration time comes.  
 
In particular, for point p and any other skyline point, when the expiration time te arrives is removed 
from the heap Hp, Hs  and the spatial index, thus deleted from the dataset. In this case the algorithm 
must check if there are potential skyline points from the items that were dominated by p and not 
expired till now. For that reason after a skyline point removal the algorithm finds the skyline of the 
points that were dominated by the removed skyline point, named mini-skyline. Nevertheless, these 
points may be dominated by other existing skyline points. The points of the mini-skyline are checked 
if they are definitely skyline points (compared with the other skyline points) and added to the skyline 
list S and heap Hs if it is needed.  
 
Authors in [34] proposes a method for finding keyword-matched skylines. In their scenario each tuple 
contains among others a number of textual descriptions that can represent some specific 
characteristic. The keyword-matched skyline will contain the skyline tuples among the set of tuples 
whose textual description contains all the query words that where placed.  
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4.4.2. Time Series 
In [86] authors study the problem of skyline query computation on time series. Time series are useful 
since they can give information about events that happen in a specific time interval. As an example 
these events could include the upload bandwidth consumption or the visiting rate of a web page, 
along the day, moth, year or any other time interval. In their work proposed interval skyline queries 
on time series data. 
 
Figure 64: Time series. 
A time series S is consisted of a set of tuples in the form (value, timestamp). The data values are order 
based on the timestamps. The values of a time series S are denoted as s[i] where i is a specific 
timestamp. The time series can be written as a sequence of the values that contains, in the form S[1], 
S[2], S[3] . A time interval [i:j] (i.e.: [1,4] in Figure 64) specifies a range in time. This range contains the 
set of timestamps that exist between timestamp i and timestamp j with i<j. In interval skyline query 
processing a time series S is interesting in a time interval [i:j] if there does not exists any other time 
series Q for which Q is better than S on at least one timestamp and is not worse than S on the 
remaining timestamps of the time interval. Thus the interval skyline query will return the time series 
that is not dominated by any other time series in a given time interval [i:j]. More formally: 
Definition 29: Domination in time series 
A time series S dominates a time series Q in an interval [i:j], denoted as S>[i:j]Q, iff ∃x∈[i,j], S[x]<Q[x]   
and ∀y∈[i,j]-{x}, S[y]≤Q[y]∎ 
Definition 30: Interval Skyline 
Given a set T of n time series sk , 1≤k≤n and an interval [i:j] the interval skyline, denoted as Sky[i:j], is 
the set of time series sk∈T, that are not dominated by any other time series sm∈T in [i,j]. That is: 
Sky[i:j] = {s∈T|∄r∈T, r<[i:j]s}∎ 
 
The previous definition is easy to understand when a specific time series is better in the whole time 
interval. In order to understand the interval skyline in a more general scenario, where different time 
series belong to the skyline due to different time intervals the following property is outlined. 
 
Property: Given a set T of time series and an interval [i:j], a time series s∈T belongs to the Sky[i:j] if for 
any number n of timestamps t1,t2,…,tn, with i≤tx≤j,  
∑ 𝑠[𝑡𝑥]
𝑛
1
𝑛
  has the minimum value among all the 
time series in the set T, compared to the specified timestamps, and additionally the tuple with that 
minimum value is unique. Essentially the unique time series p that belongs to the skyline for a 
specified interval [t1,tn] will be derived from the equation 𝑝 = 𝑎𝑟𝑔 min
𝑠∈𝑆
{
∑ 𝑠[𝑡𝑥]
𝑛
1
𝑛
}, where S represents 
all the existing time series. 
 
Essentially the interval skyline will contain all time series which achieve the highest average aggregate 
values on any subsets of timestamps. Based on Figure 64 both series 2 and series 3 will be in the 
skyline for the time interval [1,2]. In the skyline for the time interval [2,3] will return only series 2 and 
for [4,5] series 3. A naïve approach to compute such type of skyline queries would be to compute the 
query every time it is placed based on the given time interval. However this method computes the 
skyline from scratch and will not be efficient in on-line/dynamic environments. Additionally in 
overlapping time intervals there will be no computation sharing. Finally timestamps are considered as 
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dimensions and time series are consider as points on a specific dimension Figure 64, with respect of 
each timestamp. Thus, the dataset will have very high dimensionality. This makes the existing skyline 
computation methods inapplicable and inefficient. Below is outlined the on-the-fly method that 
authors proposed. For a time series t, t.max denotes the maximum value of t and t.min[i:j] denotes 
the minimum value of t in the interval [i,j]. 
 
ALGORITHM 31: on-the-fly query algorithm 
[86] 
Input: A set S of time series and an interval [i:j]. 
Output: The skyline in [i:j].  
 
1. L = a sorted list of the time series in S in the 
descending order of their s.max. 
2. Sky = ∅; 
3. maxmin = - ∞ ; 
4. let s be the first time series in L; 
 
5. while L is not empty and maxmin ≤ s.max do 
6.     if no time series in Sky dominates s in [i : j] then 
7.          remove the time series from Sky 
dominated by s in [i : j]; 
8.          Sky = Sky ∪ {s} 
9.          maxmin = maxq∈Sky{q.min[i : j]}; 
10.     end if 
11.     s = the next time series in L; 
12. end while 
13. return Sky 
 
Authors in their scenario assume that data are collected incrementally and that it is always desired to 
maintain the w most recent timestamps, that essentially define an interval W. This approach is similar 
to the sliding window models and based on this consideration proposed two methods. The first one 
called on-the-fly method and the second one view-materialization. The on-the-fly method maintains 
the minimum and maximum values for all possible intervals of each time series in radix priority search 
trees [80] and computes the interval skyline at query time. The view-materialization method 
maintains a specific data structure D, that has a set of non-redundant skyline time series which are the 
ones that belongs to the skyline in an interval [i,j] and not in the skyline in any subinterval [i’:j’]⊂[i,j], 
in order to efficiently answer any interval skyline query in any given interval [I:J] ⊆ W based on a set S 
of time series.  
 
4.4.3. Various Topics 
This section will outline the work that is based on continuous skyline computations but is applicable in 
a more tight and specific scope. These works contains continuous skyline computation on categorical 
data, uncertain data [4.3.3] and approximate skyline computation. Finally additional work is 
presented which is related with continuous skyline computation on the skyline family variants. 
 
Approximate continuous skyline computation 
Authors in [204] studied the problem of continuous maintenance of the skyline in the existence of 
dynamic datasets in client-server architectures. Their methods achieve approximate skyline 
computation by means that the reported points may not be at the exact reported location. 
Nevertheless all the existing skyline points are reported. In their scenario a server continuously 
receives records and updates from the various clients connected on him. Updated information about 
a point must be transferred from a client to the server when at least one attribute of the point has 
changed. Considering this, authors proposed a Filter method in order to reduce the number of 
updates transmitted and additionally maintain the approximate skyline. For that reason server 
defines regions, for every record, that bounds their attribute values and sends the boundary regions 
to the clients. The client will only need to report the updates where the attribute values of points 
exceed these boundaries. Additionally with this method authors proposed the frequent skyline query 
over sliding windows (FSQW), which reports only the skyline points that consistently appear in the 
skyline over several timestamps, in order to avoid the continuous change of the skyline. To further 
reduce the communication cost authors proposed a sampling method which retrieves an 
approximation of FSQW by instructing the client to report updates only in a specific rate. Finally, they 
combined the Filter method and FSQW method in one hybrid method. 
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Moving objects 
Authors in [78] study the problem of continuous skyline query processing for moving objects by 
exploiting the spatiotemporal coherence of the problem.  Spatiotemporal coherence is a method used 
in computers graphics [68] in order to relate various properties of one part of a scene with another 
part in order to reduce the processing cost, such as in area filling. The moving objects that exist in a 2-
dimensional space can be represented by their starting position (xp,yp), their velocities (upx,upy) and 
some non-spatial attributes ati as (xp,yp,upx,uqy,at1,at2,…). The velocities of stationary points are set to 
zero. The location of points can be computed through their velocities. The skyline computation is 
performed only once at the beginning of the algorithm. In the rest of the time the skyline is updated 
and not computed from the scratch at each time. In order to maintain the skyline authors use kinetic 
data structures (KDS) [10]. On these structure it easy to maintain the validity of a relation between 
points in a period of time t, with the use of certificates that consists from algebraic conditions. As an 
example the expiration of a certificate can trigger an update process in order to ensure that a point is 
not dominated after a specific time. In this scenario the distance between a moving query point q and 
a moving data point p at time t can be defined by the function 𝑑𝑖𝑠𝑡(𝑝(𝑡), 𝑞(𝑡)) = √𝑎𝑡2 + 𝑏𝑡 + 𝑐, 
where a,b,c are constants that are determined by their starting positions and velocities.  For simplicity 
authors use 𝑓𝑝(𝑡) = 𝑎𝑡
2 + 𝑏𝑡 + 𝑐 to denote the square distance when the data point p is static and 
the query point is moving. A change in the skyline can be identified with the use of this function by 
locating the intersections of the distance function curves fp(t), for all points p in the dataset. 
Nevertheless, an intersection does not always quaranties a change in the skyline.  
 
Figure 65: Distance function curves. 
Figure 65 illustrates the square distance between several data points pi and a moving query point. The 
distance changes as the query point is moving. An intersection between the distance functions with 
respect point pi and pj at time tx is represented by the <pi,pj,tx>. In Figure 65 the intersection 
<p1,p2,t3> indicates that point p1 is getting closer to the query point, than the point p2, after  time tx. 
This indicates a potential change in the skyline and thus the skyline may be needed to be updated. 
 
In [153] authors studied the problem of skyline computation based on partial ordered, categorical 
data, over streaming environments. Essentially this work extends the work of [24] in order to be 
applied in categorical streaming environments. Authors imply a topological sorting in the streaming 
data. Based on the topological sorting they construct a grid-based index structure in order to obtain 
and maintain the skyline set. Authors in [92] reason about uncertain data that are in the form of 
continuous ranges. Their objective is to identify and return the points that have probability p to be in 
the skyline within a given tolerance threshold δ. Their methods gradually bound the probability of 
each point in order to identify if it will be in the skyline result. In [202] authors studied the problem of 
continuous skyline computation based on uncertain data streams and given probability thresholds. 
Additionally studied the scenarios were multiple probability thresholds are available and the retrieval 
of top-k skyline objects. The general problem that try to solve is the retrieval of the skyline points that 
exist in the N most recent elements which have skyline probability not smaller than a given threshold 
t with 0<t≤1. The computed probabilities derive from past received data which have a single instance 
in the database. In order to deal with dominance relations and store information related with the 
probabilities authors use aggregate-Rtrees. In [50] authors extended the previous work and assumed 
that each object has multiple instances. In general the proposed method continuous monitors the 
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points that exists over the sliding window and reports the points whose skyline probability in the 
current timestamp is greater than a given threshold probability t. The dominance relations are 
computed with the use of dominance and anti-dominance regions [4.4.1]. In order to efficient 
maintain the skyline authors use a candidate list approach which contains the candidate points that 
might belong to the skyline in a future timestamp. Additionally research has been conducted on 
skyline variants over datastreams. Such work is [96] which study the k-dominant skyline queries [25] 
over data-streams. Subspace skyline computation (section 4.1) over sliding windows is studied in [76]. 
Finally distributed skyline computation (section 4.2) over data-streams was studied in [163]. The 
streams in this scenario are derived from horizontally partitioned distributed Sources. 
 
In [114] author reason about range-based skyline query computation and take into account that the 
query locations may not be an exact point or a line segment. In their work they proposed the index-
based I-SKY algorithm and the non-index-based N-SKY algorithm. It is worth to mention that range-
based skyline computation problem can also be solved by BBS [133, 134] with the use of R-trees. 
4.4.4. Summary 
As on all previous sections Figure 66 illustrates the relation that exists between the outlined works. 
The black line represents the extension or the heavily dependence on a previous work. The dash red 
line represents the adoption of a general idea from another work. The green dot represents work that 
isn’t related with continuous skyline queries. 
 
Figure 66: Continuous skyline queries hierarchy. 
Table 35 outlines the fundamental key points used by the state of the art algorithms, the 
environment that is considered, the indexing mechanism that is used and the number of points over 
which the skyline is computed. 
 
Algorithm Incorporates Environment Indexing method Skyline on # points 
[177] Stabbing queries 
[177] 
Sliding-windows R-tree n-of-N &  
(n1,n2)-of-N 
[166] Dominance & anti-
dominance regions 
Sliding-windows R-tree N most recent 
[129] continuous time-
interval skyline 
Time-intervals R-tree / Quad-tree All valid received 
points 
[86] interval skyline Time series Radix priority tree #Time-series* 
#timestamps 
Table 35: Fundamental algorithms on continuous skyline retrieval. 
 
4.5. Route skylines queries and road networks 
This section will reason about in-route skyline algorithms that are related with the identification of 
efficient routes or detours on road networks and efficient locations that satisfy the desired 
minimization criteria among several user-defined points. In general route planning methods that are 
based on road networks usually find the shortest route between two points with the use of Dijkstra’s 
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algorithm [47] and additionally the A*-algorithm [100] which directs the pruning of the search space. 
Same security related work such as [113],[28]  that reason about location based skyline queries will 
be discussed in specific security section [4.6]. 
4.5.1. Route skyline queries 
In [75]  authors reason about skyline computation on road networks and particularly in-route skyline 
queries and in-route kth-order skyline queries which concern normal domination and the points that 
are dominated by less than k other points respectively. The problem that study is related with 
location-based queries. In general user movement on Location-based services (LBSs) can be 
categorized based on three scenarios. The first is unconstrained movement in physical space. The 
second is constrained movement, where constrains derive from the various physical obstacles of 
space. Third is network constrained movement where users are constrained in a transportation 
network and which authors are based. The distance computation in this scenario is based on travel 
distance (network distance) rather than Euclidian distance.  
 
Figure 67: Data model. 
The scenario concerns a user that moves on a pre-defined route and the algorithm tries to find the 
minimum detour in order to visit a point of interest, before reaching the destination. Points of 
interest, such as grocery shops illustrated as points P1, P2, etc. with a red dot in Figure 67, are located 
within the road network. For example a user may will to visit the nearest grocery shop to his route 
during his way back from the beach to his hotel. Thus, a user issues a query in order to find and visit 
points of interest while moving along his pre-defined root. The user’s location represents the query 
point. In this scenario user’s location, user’s destination and the route that will be followed are known 
and retrieved from navigation system or from past behavior [21]. The algorithm does not use any 
index but instead the points are organized in a list structure. The data model used in order to 
represent the road network is a labeled graph G=(V,E), where V is the set of vertices and E the set of 
edges. Vertices can essentially represent the start or the end of a road segment. An edge e∈E has the 
form e=(u,v,l) where u,v∈V are vertices and l is the length (or a weight) that describes the edge (road). 
The user’s query point (user’s location) and the points of interest are called data points. A data point 
has the form p=(e,posu) where e∈E  is the edge on which the point is located and posu represents the 
distance of the point from the edge’s vertex u. The distance is computed from the length l of the 
edge, minus the point’s position posu. That is, l-posu. A route on this data model is given by a set of 
neighboring vertices {r1, r2, r3, r4, r5, r6} as illustrated in Figure 67. The distance function used in 
order to compute the distance between to vertices is defined as the sum of lengths of the edges, 
along the shortest path, that connects them. To identify and compute the distance of the shortest 
path between two points can be achieved with Dijkstra’s shortest path algorithm [47].  
The scenario followed in this work assumes that a user follows a predefined route in order to reach its 
destination and visits points of interest by leaving its route if this is necessary. This is done based on 
the three cases, Traverse case, General Case, Best case. The traverse case identifies the nearest point 
of interest along the route, which can be visited from any vertex of the route. Then the user leaves 
the route at the vertex which has the smallest distance from the point of interest and return back to 
the route from the same path. Having the route defined in Figure 67 point P1 is the closest point of 
interest in the route, thus user will leave its route at vertex r2, will visit the point of interest and 
return back to the vertex r2 in order to continuous on its predefined route. The traverse case is similar 
to [157] with the difference that this approach uses Euclidian distance. The General case considers 
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that the user leaves its route at the vertex ri and return again in a vertex rj which is prior to the 
destination. For example user visits point P1, leaving vertex r2 and returns on vertex r4 in order to 
reduce the total travel distance. Finally in the best case, user leaves the route and returns directly 
towards its destination. Again in Figure 67 user visits point of interest p1 and then continuous directly 
to reach the destination point r6 without revisiting the route in order to achieve the lower traveled 
distance. In every case, in order to refine the results, the last step to be performed is the k-th order 
skyline query (K-skyband query in section 3.10), which returns the points that are dominated by less 
than k other points. Below is outlined the pseudocode of the algorithm for the traverse case. As 
D(c,r,R) is denoted the distance from the location of the query point c, to a vertex r along a route R. 
The variable T and P, represent two queues that are used to store the result data points of the NN 
(nearest neighbor query) and the candidate points for the skyline query. The variable dis is related 
with distance values from a specific destination and the variable det is related with the distance of a 
detour. As previously mentioned the algorithm returns the points of interest from the set P filtered by 
a k-skyband operator comparing the values dis and det for each tuple in P. 
ALGORITHM 32: TraverseSQ(k, c, R) [75]   
Input:   An order k, the query point location c 
and a route R={r0,r1,…,rl}. 
Output: filtered-set of points of interest. 
 
1. P ← ∅ 
2. T ← NNQ(k, r1) 
3. for each t ∈ T 
4.     dis ← D(c, r1, R) + D(r1, t) 
5.     det ← 2D(r1, t) 
6.     P ← P ∪ {(t, dis, det)} 
7. d ← distance from r1 to its kth neighbor 
 
8. for each ri, i = 2, . . . , l 
9.     T ← RNNQ(k, ri, d) 
10.     if T not empty 
11.         for each t ∈ T 
12.             dis ← D(c, ri, R) + D(ri, t) 
13.             det ← 2D(ri, t) 
14.             P ← P ∪ {(t, dis, det)} 
15.         d1 ← distance from ri to its kth neighbor 
16.         if d1 < d 
17.             d ← d1 
18. return (SKYLINE(k,P, {dis, det}))
 
In [98] authors consider route skylines in road networks with multiple preferences as opposed with 
the previous method. As an example the preferences can be related with the distance, the speed limit 
or the number of traffic lights of a road segment. Each route can be represented by a d-dimensional 
point, where d will be equal to the number of preferences defined as attributes/weights. The route 
domination comparisons are achieved by comparing the cost of each path, which derives from the 
sum of costs of each road segment. The cost of a road segment is defined based on the preference 
selected each time. A route skyline will return a subset of all possible paths, between a start and a 
destination point, that are optimal for any arbitrary user preference that has been defined. Then the 
user can select the path that fits best his needs. In this work authors model the road network as a 
multiple-attribute network graph (MAG). The multiple attribute graph is a directed network graph 
G(V,E,W), were V represents a set of vertices, E a set of Edges and W a set of weight vectors that 
describe the attributes of each road segment. Authors proposed the algorithms BRSC (Basic Route 
Skyline Computation) and ARSC (Advanced Route Skyline Computing). The BRSC algorithm uses the 
forward cost estimation of the A*-search [100] as a global pruning criterion for routes. The ARSC 
algorithm uses an additional local pruning criterion based on which any sub route of a skyline route 
must be a pareto optimal path. 
 
4.5.2. Multi-source skyline queries  
In [46] authors reasoned about multi-source skyline queries where multiple query points are 
considered at the same time, in constrained space and especially on road networks. The multiple 
query points represent the locations or the points of interest from which a user wants to minimize its 
distance. As an example a user will select the hotel(s) (data point(s)) that minimizes the distance from 
a metro-station, a grocery shop, a coffee shop and the beach (query points). The problem of multi-
source skyline queries on Euclidian space has been studied in [155]. However this work is based on 
Euclidian distance and thus cannot be applied on network distances. Authors in this work reason 
about relative skyline queries where the minimization is based on user given data points and not on 
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the static attribute values of the data-space. Relative skyline queries are also known as dynamic 
skyline queries in section 3.2. 
As previously a road network can be represented by a graph G=(E,V) where E is a set of non-
directional edges that can represent the roads and V is a set of nodes that represent the road 
junctions. Two nodes p,r∈V are adjacent if they are linked by an edge in E. Adj(p) denotes all the 
adjacent nodes of node p∈V. The distance between two nodes p,r∈V is denoted by d(p,r) and is equal 
to the total length of edges that must be traveled in order to go from the one point to the other. 
Authors denoted as dN(u,v) the distance of the network shortest path that exist in the network and 
dE(u,v) as the Euclidian distance of points p,r∈V. The shortest path between two nodes can be 
identified and computed on-the-fly with the use of Dijkstra’s algorithm [47] or the A* algorithm [100]. 
In order to avoid on-the-fly distance computation authors use a middle layer that partially stores the 
network distances dN For a point p that exists on a network edge e∈E, between two adjacent nodes 
u,v∈V, the algorithm computes the distances of p from both nodes and stores them in the middle 
layer along with the id of the point. This middle layer is indexed by a b-tree based on the ids of points.  
 
 
 
Figure 68: Termination of first phase. 
 
Figure 69: Second object visited. 
 
In their work authors proposed the three algorithms, Collaborative Expansion (CE), Euclidean Distance 
Constraint (EDC) and Lower Bound Constraint (LBC). In the first phase the CE algorithm identifies the 
nearest neighbor of a query point, using the Euclidian distance by defining an incrementally 
expandable circle around each query point. This way the points around the query points are visited in 
ascending order of their network distances from the query point. When a data point p is identified as 
a nearest neighbor of a query point q, is said that p is visited by q. The first phase of the algorithm 
terminates when the first data point p has been visited by all the query points. In this case the circle 
expansion is terminated and the point p is definitely a skyline point. All the data points that have been 
visited till this step by the query points are kept in a candidate set C. This can be illustrated with the 
use of Figure 68. The point p1 is the first point that is visited by all the query points and thus is the 
first skyline point. Points p2, p3, p4, p5 that were visited before point p1 are placed in the candidate 
set C. Point p5 is not visited by any query point and cannot be a skyline point since dN(p1,q)≤dN(p4,q) 
and thus it is pruned. Essentially at this point the points that are not placed in C are dominated by p. 
The shaded area on Figure 68 represents the candidate search area in order to identify potential 
skyline points. After the first phase a similar second phase is performed in order to identify the rest of 
skyline points that exist in the set C. In this phase point p3 is found as the first point that is visited by 
all the query points as illustrated in Figure 69, in which the shaded area represents the area that is 
pruned by p3. Point p3 is compared with the existing skyline points. If it is not dominated by any other 
existing skyline point is reported as the next skyline point. The points in the candidate set C that are 
dominated by the point p3 are pruned. In this case this is the point p2. The algorithm follows in the 
same way until all skyline points have been discovered. In this case the final skyline point is p5. 
  
The main problem with the CE approach is that the search is expanded in all directions and may lead 
to unnecessary distance computations. This is solved by the EDC algorithm which first identifies the 
multi-source skyline points on Euclidean space. Note that the Euclidian skyline points may not be 
network skyline points. Then the algorithm computes the network distance between the Euclidian 
space skyline points and each query point by using the directional expansion heuristic of the A* 
algorithm. Again EDC algorithm, as CE, can lead in many network distance computations which will 
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incur considerably distance computation cost. For that reason authors proposed the LBC algorithm 
which is based on the network nearest neighbor. 
 
The algorithm stores the network skyline points in a set S. For any of the query points the algorithm 
performs the following steps. First finds the (next) network nearest neighbor of a query point q. 
Assuming that this point is r (the identification of this point will be described in the next paragraph).  
The network distance of r from all the query points is computed. If r is not dominated by any skyline 
point s’ of S (when dN(r,q)< dN(s’,q) holds) then point r is added to S.  
 
The identification of the next nearest neighbor that was mentioned previously is performed as 
follows. First the algorithm identifies the Euclidian nearest neighbor p of the query point q, which 
exists in the area that is not dominated by any of the points of S. The algorithm terminates when 
cannot be identified any such point for any of the query points. Next the algorithm finds the next 
network nearest neighbor. The network distance between q and p is computed with the use of the A* 
algorithm and p is added in a candidate set C along with the values dN(p,q). If there is a point c∈C for 
which dN(c,q)≤dE(p,q), then the point in C with the minimum network distance to q is returned as the 
next nearest neighbor. Otherwise the algorithm continuous again from the beginning and finds the 
next Euclidian nearest neighbor is found.  
4.5.3. Summary 
Figure 70 illustrates the hierarchy and the chronological order of the algorithms related with the in-
route skyline computation and the skyline computation on road networks. The dash red line 
represents the adoption of a general idea from another work. The green dot represents work that is 
not directly related with this section. 
 
Figure 70: In-route & road networks algorithm hierarchy. 
Table 36 outlines some key point ideas used in the previous described algorithms. The skyline of 
column represents the type of object that the skyline notion will be applied. This involves the 
identification of the most efficient detour, the dynamic skyline query of a set of points or the 
identification of the best candidate routes based on various preferences. The Data model column 
represents the underlying data model that is used. The Incorporates column outlines the various key 
point methods that are used. The attribute column represents the optimization criterion that the 
algorithm will be based in order to find the skyline. The query points represent the points over which 
the query will be considered. That is user’s current location, the various desired optimization points 
and the start and destination points of a route.   
Algorithm Skyline of Data model Incorporates Attributes Query points 
[75] detours graph NN-search / network 
distance 
Single 
(length) 
single 
[46] distance 
from data 
points 
graph NN-search / Euclidian-
network distance & 
Dynamic/spatial skyline 
[133, 134] / [155, 156]  
Single 
(length) 
Multiple 
[98] preference-
based routes 
multiple-attribute 
graph 
Pareto optimality Multiple 
attributes 
start / 
destination 
Table 36: Fundamental algorithm in In-route and road network skyline computation. 
 
  
year   0 8   0 4   0 5   0 6   0 7   0 9   10   
Multi - attribute  [98] 2    
Multiple query points   [46]     
In - route  [75]     
Spatial skyline  [155]    
Page 103 of 127 
 
4.6. Security 
This section will reason about security related approaches that are based or use skyline queries. The 
first topic that will be discussed concerns the location-based skyline queries. In many cases a dataset 
is maintained by an outsourced Location based service (LBS) which is responsible to store the dataset 
and deal with the query processing. Users will issue queries and get the results from the LBS and thus 
must be able to authenticate the results that receive. Another topic that will be discussed is user’s 
privacy under the existence of multiple anonymized datasets and an adversary with external 
knowledge 
4.6.1. Authentication 
Authors in [113] study the problem of authentication of location-based skyline queries (section 4.5.1). 
The scenario that is followed assumes that the spatial data are stored in a spatial database and are 
outsourced to a location-based service provider (LBS) which will handle the queries issued by users.  
This scenario is a widely known scenario in the real life time since the database owner (DO) does not 
need to maintain hardware or software resources. The users will query the LBS server and will get the 
results. Thus in such scenarios the LBS is not the real owner of the data. For that reason users may 
want to authenticate the soundness and completeness of the results that will receive. This leads to 
the problem of authenticated query processing [109].  
 
Figure 71: Authenticated query processing. 
The general authentication framework that is followed is illustrated in Figure 71. In this scenario 
when the data owner (DO) wants to provide a spatial database to an LBS it also constructs and 
provides an authenticated data structure (ADS) for his dataset. The ADS is often a tree-based index 
structure where the root is signed by the DO with his own private key. Thus the LBS has the spatial 
dataset, the ADS and the signature constructed by the DO. When a user issues a query, the LBS server 
returns to the user the results. Additionally returns the root’s signature and an additional verification 
object (VO) that is constructed based on the query results.  This way the user can verify the results 
using the returned VO, the signature of the root and the public key of the DO. The whole process 
between the user and the LBS server involves the result set, the ADS of the dataset, the construction 
of the VO for each LSQ query placed on the LBS server and finally the result verification by the user. 
The key problem in this framework is the construction of the VO in order the user to be able to verify 
the results.  
In their work authors proposed two authentication methods. The one is based on the MR-tree [191] 
which is a generic ADS that indexes the (spatial) data and is based on the MB-tree [109] and the R-
tree. The other one is based on the MR-Sky-tree which is a newly proposed ADS that indexes the 
solution space in the form of skyline scopes of each spatial object which is defined as the area in 
which the point will contribute to the final skyline result. This way the computation cost of VO and its 
size are reduced. The MR-Sky-tree approach has larger construction cost than the MR-tree but its 
runtime performance is good for static or infrequent updated datasets in contradiction to the MR-
tree that fits best for dynamic datasets. 
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Figure 72: MR-Tree. 
h1 = hash(e1|h1|e2|h2) 
h2 = hash(e4|h4|e5|h5) 
h3 = hash(e6|h6|e7|h7) 
h4 = hash(p1|p8) 
h5 = hash(p3|p7) 
h6 = hash(p1|p2) 
h7=hash(p6|p5) 
Table 37: Digest values. 
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Figure 73: Graphical representation of the MR-Tree. 
 
Reviewing the first method, due to its applicability in dynamic datasets, an MR-Tree is similar to the R-
tree. Specifically the leaf nodes of the MR-tree are identical to those of the R-tree. Each internal node 
will contain triplets of the form <P, M, H> where P is a pointer to a child node, M is the MBR that 
covers all the child's MBRs (as in the conventional R-tree) and H is the hashed digest of this child. 
Essentially the hash digest of each internal node will represent the MBRs and the digests of all its 
children nodes. Finally the hash digest of each leaf node is constructed by hashing the concatenation 
of the binary representation of all points in the node. The hash digest of an internal node summarizes 
the MBRs and the digests nodes. An illustration of an MR-tree is presented in Figure 72 and  Figure 
73. 
 
In the previous outlined authentication scenario the MR-tree can be used as an ADS. A naïve 
approach to authenticate a skyline query result would be to return the whole MR-tree excluding the 
digests. The signature of the root will be in the VO.  This way the user can authenticate the results 
that will receive. Nevertheless in this approach the size of the VO can be too large. Authors proposed 
to prune some index nodes from the MR-tree in order to reduce the size of the VO (R-tree + 
signature)  without affecting the verification process. This can be achieved due to the digests. The 
pseudocode of the basic method is outlined bellow. 
ALGORITHM 33: VO Construction in the Basic Method [113] 
Input:    Root mrRoot of the MR-tree and a query point q.  
Output:   Skyline Set S and the VOTree voTree. 
 
1. S ← ∅ 
2. initialize voTree with mrRoot (excluding the digest) 
3. insert mrRoot into a min-heap H ordered by mindist 
4. while H is not empty do 
5.     get the top element e from H 
6.     if e is an index node do 
7.         if e is dominated by some object in S do 
8.             prune e and keep its digest in the parent node 
9.         else 
10.             insert e’s children into H and voTree 
11.     if e is an object do 
12.         if e is not dominated by any object in S do 
13.             S ← S ∪ {e} 
 
Essentially the algorithm constructs the VO as a tree structure (voTree) and keeps a set S that will 
contain the skyline points. An additional heap H is kept in order to process the nodes and the points 
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of the dataset based on their mindist [2.3.5]. The processing of the dataset is performed in the same 
way with the R-tee. Initially the VO and H will contain the root of the MR-tree (without the digest) and 
the set S will be empty. The algorithm each time retrieves the first element e of the heap H. If e is an 
intermediate node and is not dominated by any skyline point in S then all of its children nodes will be 
inserted in the heap H and in the VO set (as with the R-tree). In the other case if it is dominated by a 
skyline point in S, then the node is pruned from further processing and is kept only its digest in the 
voTree. Finally, in the case where e is a point (leaf) and is not dominated by any point in S is added to 
S and kept in the voTree. In order to verify the results the user can compare the root that is signed by 
the DO and the digest that is dynamically computed from the voTree and the digests of all the nodes 
that were received. Since the voTree will contain all the skyline points and the digests of all regions 
that were pruned the user can safely determine the soundness and the correctness of the results. 
Authors extended their work in [115] where they considered the problem of authenticating location-
based skyline queries in arbitrary subspaces. 
 
Figure 74: Area to be authenticated. 
Authors in [122] proposed an additional method to generate VOs for spatial skyline queries. Their 
goal is to reduce the communication cost by reducing the number of digests to be reported and thus 
the size of the VO that is sent to the user. In their work observed that only a part of the search space 
is needed in order to authenticate the results. The area that needs to be authenticated is determined 
by the relative locations of the query point and the data points. This space is irregular and is consisted 
by a set of intersecting circles that represents the domination area of points relative with the query 
points. As shown in [Figure 74], with respect the query points q1 and q2, any point outside the 
shaded area is dominated by p1. Thus the VO needs to authenticate only the shaded regions. 
 
Figure 75: Single square VO covering all the area. 
 
Figure 76: Three square VOs to cover the same area.
In their approach authors use a grid to divide the space, in order to create multiple VOs. Each VO 
covers a square region of the space defined by the grid. The size of each VO can vary and thus 
determines the number of VOs that will be needed in order to cover a specific region. In general 
smaller VOs will represent the area more precisely [Figure 76] but will be needed a larger number of 
VOs rather if we had one large VO [Figure 75]. Intuitively the problem is modeled as a painting 
problem where the space that is needed to be authenticated is covered by as few VOs as possible. 
The quality of the solution and the time that will be needed to compute the solution depends on the 
search method that will be employed. 
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4.6.2. Privacy 
Authors in [28] reason about privacy in the presence of external knowledge. Their work builds upon 
and extends the work of [127] and quantifies the adversary’s external knowledge in order to identify 
privacy threats and enforce privacy requirements. Authors assume that the data owner has a data 
table D that contains among others, sensitive attributes. By anonymizing the dataset, a table D* is 
produced which hides the direct relation between the tuple and the respective sensitive attributes. 
Thus the dataset satisfies specific privacy criterions that were placed. In a general scenario the 
adversary tries to predict if a specific tuple (an individual t) has a target sensitive value s with the use 
of external knowledge that has.  The privacy criterion should place an upper bound to the confidence 
of the adversary about the prediction of the existence of the sensitive attribute s on an individual t. 
For that reason authors describe a theoretical framework for computing the breach probability where 
the adversary can retrieve more information than those given by the anonymized dataset. 
Additionally, authors quantify the adversary’s external knowledge based on [127] and developed 
algorithms to generate and check the safety of the released candidate datasets. 
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Figure 77: Basic privacy criterion. 
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Figure 78: Skyline privacy criterion. 
 
In order to achieve this they break down the initial quantification of the global external knowledge in 
meaningful components based on three different types of knowledge. Considering an adversary who 
wants to identify if a target individual t (i.e a person) has a target sensitive value σ (i.e a specific 
disease), the three types of knowledge can be defined as the knowledge about a target individual t, 
named Kσ|t, the knowledge about individuals (u1,…uk) other than t, named Kσ|u and the knowledge 
about the relation between t and other individuals (v1,…,vm), named as Kσ|v,t. In order to quantify the 
three types of knowledge, the triplet (l,k,m) is used, where l denotes the l sensitive values that a 
target individual does not have, the sensitive values of k other individuals and m the m members (i.e. 
a group of people) who tend to have the same sensitive values with t. Intuitively the last definition 
indicates that if one of the m individuals has a disease σ then t also has σ. Based on this the 
adversaries knowledge can be expressed as 𝜆𝑡,𝜎(𝑙, 𝑘, 𝑚) = 𝐾𝜎|𝑡(𝑙)⋀𝐾𝜎|𝑢(𝑘)⋀𝐾𝜎|𝑣,𝑡(𝑚), where t,σ 
denotes that the target individual is t and the target sensitive value is σ. Τhe adversaries confidence, 
given a release candidate D*, that an individual t has a sensitive value σ can be defined as Pr (𝜎 ∈
𝑡[𝑆]|𝜆𝑡,𝜎(𝑙, 𝑘, 𝑚), 𝐷
∗). The breach probability, where an adversary can retrieve additional knowledge 
from the dataset, can be defined as max
 
 { Pr (𝜎 ∈ 𝑡[𝑆]|𝜆𝑡,𝜎(𝑙, 𝑘, 𝑚), 𝐷
∗)}. Thus a basic privacy criterion 
should guarantee that the adversaries confidence should not exceed a given threshold value c, which 
is define as max
 
 { Pr (𝜎 ∈ 𝑡[𝑆]|𝜆𝑡,𝜎(𝑙, 𝑘, 𝑚), 𝐷
∗)} < 𝑐.  Based on this authors defined the skyline privacy 
criterion where given a skyline consisted from triplets {(l1,k1,m1),…,(lr,kr,mr)}, the release candidate D* 
is safe for a sensitive value σ, if  max
 
 { Pr (𝜎 ∈ 𝑡[𝑆]|𝜆𝑡,𝜎(𝑙𝑖 , 𝑘𝑖 , 𝑚𝑖), 𝐷
∗)} < 𝑐, with 1≤i≤r. An example is 
illustrated with the help of Figure 77 and Figure 78. Consider that the data owner specifies a triplet 
(l,k,m)=(1,5,2) and c=50% for a sensitive value (disease) σ. The basic privacy criterion guaranties that 
the adversary cannot predict that any individual t has a disease σ with confidence ≥ 50%, if knows 
l≤1 sensitive values that the target individual t has, knows the sensitive values of k≤5 other 
individuals, and additionally knows m≤2 members who have the same sensitive value. If D* is safe 
under (1,5,2) then it safe under any triplet (l,k,m) with l≤1, k≤5 and m≤2 that is represented by the 
shaded area in  Figure 77. Nevertheless this privacy criterion cannot sufficient express all the data 
owners desired levels of privacy since an additional desired triplet (1,3,4) does not provide any 
protection guaranty according to the basic privacy criterion, since it is not in the shaded region of 
Figure 77. In that point the skyline privacy criterion was crated which with the help of skyline, lets the 
data owner to specify the set of incomparable points that will define the skyline that will be used. 
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Based on Figure 78 the data owner defined the skyline to be consisted from triplets {(1,1,5), (1,3,4), 
(1,5,2)}. This way the release candidate will be safe with confidence ≤ 50% given any adversaries 
knowledge with amount beneath the shaded area of skyline in Figure 78. The privacy criterion should 
provide a worst-case guarantee where the adversaries confidence should not exceed a given 
threshold value c and thus the release candidate to be safe for a specific sensitive value. Additionally 
authors extended the basic privacy criterion to allow the data owner to specify and use incomparable 
points, the set of which is called skyline. The values of these points are based on the quantified types 
of knowledge and defined with the use of the privacy criterion. This way it can be determined with 
the use of the skyline if a released candidate is safe, given the adversary a specific amount of 
knowledge in different conditions.  
Authors in [20] reason about skyline queries over encrypted data. Their approach uses the SFS 
algorithm [35] in order to identify the skyline and a set of invertible matrices as the key of their 
encryption scheme.  
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Figure 79: Hierarchy of security related skyline queries. 
4.7. Quality of (web) services 
In [3] authors study the problem of efficient selection of web services. The identification of the best 
web service among several similar in function services is a multi-criterion decision problem. Many 
times a web service that the user needs is composed from multiple sub services. In Figure 80 
illustrates a web service composition of a RealEstate web service which suggests combinations of 
houses, loan and insurance offer for every retrieved result. The selected sub services that will 
compose the final service should optimize the overall required QoS level of the application. For that 
reason a Service Level Agreement (SLA) is used between the user and the service provider in order to 
define the expected overall QoS level. The QoS-based service composition aims to find the best 
combination of sub services in order to satisfy the end-to-end QoS constrains that where placed with 
a given SLA.  
 
Figure 80: Service Composition for a RealEstate Web Service. 
One naïve approach to find the best combination of services, that would fulfill an SLA, would be to 
exhaustive search all the possible combinations. This approach cannot be applied since is very time 
consuming and has high computation cost even for a small number of candidate services. In order to 
deal with this problem authors incorporate the notion of skyline in order to reduce the number of 
candidate services and efficiently select the services that will compose the final application. In 
general, authors considered dominance relations between the QoS attributes of each service. 
Typically, the various services are grouped in a set S of service classes. Each service class Si contains all 
the services that have the same functionality. Each service contains a set of generic QoS attributes 
such as availability, quality, price, response time, reputation and throughput. Some of those 
attributes need to minimized and others need to maximized. The various attributes can be computed 
with the use of the various QoS aggregation functions. The typical aggregation functions are 
summation, multiplication and minimum relation. The evaluation and quantification of the various 
services is achieved with the use of utility functions which involves the scaling of the various QoS 
Page 108 of 127 
 
values to allow a uniform measurement without taking into account the units or ranges and a 
weighting process in order to represent the preferences of the user. The overall QoS value of a 
composite service is determined by the QoS values of the component sub services and the 
composition structure. In this work authors use the sequential composition model [84]. The QoS 
service composition is an optimization problem where it is desired to maximize or minimize the 
overall utility value, while satisfying the global QoS constrains. One approach for the service 
composition would be to select from each class the service which maximizes or minimizes the overall 
utility function. In many cases this may not be the best case since the various criteria placed by the 
user might be violated. For that reason authors proposed the use of the skyline. First they perform a 
skyline query on the services of each class in order to identify the potential candidate services forming 
the skyline services of each class. The skyline service computation can be conducted offline and not at 
request time since it does not depend on the users query. 
Additionally authors reason about the case that the resulting skyline sets are large. This can happen 
when the datasets are anti-correlated which, in this scenario is the most common case. To solve this 
problem authors proposed to identify a set of representative skyline services.  To achieve this they 
proposed a hierarchical clustering method, where the services are clustered in k clusters and one 
representative is selected from each cluster. The representative service would be the one with the 
highest utility value. 
In [194] authors additionally considered the problem where the quality of the various services and 
service providers change over time. In many cases the aggregate QoS values may not perfectly reflect 
the actual performance of a service that is given by a service provider. Additionally a service provider 
may not deliver the services according to the quality that declares. For that reason authors 
investigated the problem of computing services skylines from uncertain QoS. In order to solve the 
previous problem proposed the p-dominant service skyline which is based on p-skyline [138, 87]. 
Specifically a service provider S will belong to the p-dominant service skyline if the possibility of S to 
be dominated by any other service provider is less than p which is a probability threshold. This way 
the users can efficiently select the service providers that constantly have good QoS values. 
In [179] authors reason about the cloud-based web service composition. In their work, use the skyline 
operator in order to prune unqualified services and reduce the related search space. In the next step 
they perform a Particle Swarm Optimization (PSO) [143] in order to find the optimal services based on 
the user’s QoS constrains. In [195] authors follow a similar path to [3] but instead of using the skyline 
operator in order to select the set of interesting services that will potentially be part of the 
composition they focus on finding the set of the most interesting compositions. 
 
In Figure 81 is illustrated the hierarchy of the QoS skyline queries. With a red line is represented the 
adoption of a general idea from another work and with a black line an extension or a heavily 
dependence on a previous work. 
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Figure 81: Hierarchy of QoS skyline queries. 
 
4.8. Metric space 
Skyline computation in metric space [131] was first proposed in [30]. In this work the dataset belongs 
to a metric space rather than a multi-dimensional space (i.e. Euclidean) as opposed in previous works. 
The most familiar metric space is the Euclidean space of a dimension n, which is denoted by Rn. In 
general a topological space contains among others all the metric spaces, where one of the metric 
spaces is the Euclidean space. The reason that metric spaces involved to the skyline computation is 
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because in many cases the dataset cannot be represented as vectors, something that is fundamental 
for the Euclidean space. An example in bioinformatics is the DNA searching problem where the DNA 
sequences are usually modeled and represented by strings and is desired to find the strongest 
sequence similarity. An additional example where the metric skyline can be incorporated is image 
retrieval [159],[63] where it is desired to identify pictures that have the highest similarity, since an 
exact match may not exist. 
In a metric space we cannot incorporate any geometric information to guide the pruning process 
during the skyline computation. The only information that can be obtained is the distance between 
each pair of data objects. However, previous works assume that the data can be represented as 
vectors in order to utilize the geometric properties of the Euclidean space and prune the dataset 
efficiently, something that makes them inapplicable in metric spaces. In order to describe the related 
work is needed to give the following important definitions: 
Definition 31: Metric Space. 
A metric space is an ordered pair (X,df) which is consisted of a set Χ of points and  a  distance (metric) 
function df where df:Χ×Χ→ℝ, which takes two points belonging to set X and  finds their distance df  as 
a numeric real value ∎ 
In the previous definition the set Χ of points could be the space ℝ or a finite set of points such as 
Χ={k1,k2,k3,kn}. The function df could be of the form d(x,y)=|x-y|, where x,y are two points of the set X. 
The distance function must satisfies the following conditions ∀p,r,s∈Χ : 
(1) Positivity:  df (p,r)≥0 
(2) Identity: df (p,r)=0 ⟺ p=r 
(3) Symmetry:  df (p,r)=df (q,r) 
(4) Triangle Inequality: df (p,r)+df (r,s) ≥ df (p,s)∎ 
 
The dominance relation in metric spaces is similar to the already described. A full definition 
considering the metric space will be the following: 
Definition 32: Metric Space Dominance. 
Given a metric space (Χ,df) and a set of query points Q={q1,q2,…qn}, ∀p,r∈Χ, p dominates r with regard 
all the qi iff ∃qj∈Q such that df (p,qi)<df (r,qi) and ∀qi∈Q-{qj}, df (p,qi)≤df (r,qi) ∎ 
Definition 33: Metric Space Skyline query. 
The metric space skyline of a metric space (Χ,df)  with a set of query points Q={q1,q2,…qn}, is the set of 
points in Χ which are not dominated by any other point in Χ, with regard to Q ∎ 
In [30] authors proposed a triangle-based pruning method that incorporates the triangle inequality 
property in order to safely and efficiently prune the dataset (since distance computation can be very 
expensive [22] in metric spaces). Additionally they proposed an efficient Metric Skyline Query (MSQ) 
procedure that incorporates the M-tree [36] metric index structure, in order to retrieve the metric 
skyline points without scanning the whole dataset and without making any particular assumption 
about the data format and the metric distance function. Metric trees exploit properties of metric 
spaces such as the triangle inequality to make accesses to the data more efficient. The most related 
problems to this work are the dynamic skyline [133, 134], the spatial skyline [155, 156] and the multi-
source skyline on road networks [46]. However dynamic skyline queries consider only the Euclidean 
distance as dimension function. The spatial skyline queries require the dataset to be on the Euclidean 
space, in order to apply the geometric properties of the dataset for the pruning process and the 
multi-source skylines queries utilizes the geometric information (shortest distance) of data objects 
during the pruning process, which limits it’s application to road networks. This limitation makes these 
types of skyline queries inapplicable in the metric space. 
In [31] authors extended their work on [30] by constructing an optimized metric index structure in 
order to minimize the cost of the metric skyline retrieval. In [54] authors try to improve [30] by 
proposing the dynamic indexing and the k-dispersion techniques in order to minimize the number of 
dominance tests distance computations respectively. Essentially the k dispersion points are 
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analogously to the vertices of the convex hull of the query points in Euclidean space. Also proposed 
the algorithms N2RS (Nearest-Neighbor-Range-Skyline) which uses nearest neighbor (NN) and range 
queries requiring two scans of the whole dataset and B2MS2 (Branch-and-Bound Metric Space 
Skyline), which returns progressively the Metric Space Skyline (referred as MSS) points by scanning 
the database only once. In Figure 82 is illustrated the hierarchy of metric space skyline queries. The 
dash red line represents the adoption of a general idea from another work and the black line 
represents the extension or the heavily dependence on a previous work. The green dot represents a 
work not directly related with this section. 
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Figure 82: Metric space skyline queries hierarchy. 
 
4.9. Various topics 
This section will outline various topics that do not belong to any of the previously outlined sections. 
The related work concerns variations of the traditional dominance relation and the wireless sensors 
network (WSN). 
In [205] authors propose a new type of dominance relation, named Cone Dominance, in order to deal 
with the uncontrollable size of the resulting skyline sets. In this type of dominance the dominance 
region of a point p can be define by a cone region, rather than a rectangle as in traditional dominance 
as illustrated in Figure 83. In this way authors can specify the output result size by appropriately 
defining the size of the cone. Additionally authors summarize the types of dominance relations that 
exist and study the problem where the dataset contains tuples who have some of their attribute 
values missing. 
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Figure 83: Cone dominance. 
 
A WSN network [192] is consisted from a number of physical sensors, that can collect information 
about current conditions such as temperature, humidity, pollution related data and other information 
depending on their application and construction. The sensors are placed in key locations in space in 
order to record and report information from that position. Sensors can communicate and report 
values to a server based on specific rooting algorithms that could involve (but not restricted to) ad-
hoc communication or communication based on clusterheads. A simple example of WSN network 
would be the one that reports atmospheric pollution related values to a server. Consider the scenario 
where sensors are placed near populated areas and each sensor reports to a server the pollution in 
that location. Knowing the location of each sensor and the pollution values reported, a user can 
identify the populated areas that are in great risk. A skyline query on this dataset can reveal the 
locations that are in high risk by having high pollution but also the locations where the pollutions is 
small but is close to a populated area.  
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Based on the previous example authors in [29] reason about skyline computation in WSN networks. 
The points of the dataset continuously changes and thus the problem that is addressed concerns 
continuous skyline in sensor networks. For that reason authors distinguish their work from distributed 
skyline computation. In their work proposed a naïve approach where all nodes report their points to 
the root node which computes the skyline and a threshold-based approach that tries to minimize the 
transmitting data over the network in order to maximize the network lifetime. Authors assume that 
the skyline points, between two rounds of the continuous skyline query, will not deviate much. Thus 
consider that the current skyline points will have high probability to be skyline points in a next round. 
Thus authors impose a hierarchical threshold-based approach that defines which points will be 
reported by each node. Authors in [112] also try to maximize the network lifetime of WSN networks. 
In their work proposed a distributed filter-based skyline computation approach. The filtering is based 
on local skyline points that are propagated to other nodes. The algorithm refines the results in a 
multi-round approach and retrieves the final skyline set. 
Authors in [178] studied the problem of reverse skyline computation in WSN. In their work they 
propose an energy efficient approach which is based on the reduction of the unnecessary 
transmissions. Additionally authors reasoned about range reverse skyline queries. 
 
In [66] authors proposed the SSPL algorithm which computes the skyline on Big Data. The algorithm 
utilizes pre-constructed data structures which require low space overhead in order to reduce I/O cost 
and speed-up the skyline retrieval in such environments. In the first phase the algorithm prebuilds a 
sorted index list for each attribute and in the second phase sequentially scans and computes the 
skyline result. 
 
In [142, 141] authors used the skyline operator in order to identify the important members from 
social networks since the importance of members is a multi-objective issue. This was performed in 
order to identify the non-skyline member that could be promoted into skyline members at a 
minimum cost, thus solving the problem of member promotion in social networks. In [51] authors 
further research the area of social networks and skyline queries. In their work proposed the geo-social 
skyline queries in which they take into account the physical location of persons and their social 
connectivity in a social network in order to identify persons that are both socially and spatially close 
to each other. Their research considered the wide adaption of GPS-based mobile devises which 
support social network check-in capabilities.  
5. Cardinality estimation & updates maintenance 
This section will reason about efficient estimation and computation of cardinality of a skyline set of a 
given dataset. Additionally are outlined efficient methods for updating skyline. These methods are 
part or extensions of previously proposed methods. In general skyline cardinality computation tackles 
the problem of “curse of dimensionality” of skyline computation in high dimensional spaces. The 
estimation of the cardinality of the dataset can help to perform specific queries in order to reduce the 
size of the skyline set that is returned. Techniques that try to reduce the number of skyline points that 
are returned are the skyline frequency (section 4.1.3) and k-dominant (section 4.1.3). 
 
5.1. Cardinality estimation 
The cardinality of a maximal set of vectors, which is a similar problem to the skyline operator, was 
first studied in [21]. Authors consider distinct numeric value conditions and that the dimensions are 
independent (luck of any correlation or anti-correlation on the dataset). In their work proved that the 
estimated skyline cardinality m of a d-dimensional set consisted of n points is bounded by the (d-1)-th 
order harmonic of n thus m= Hd-1,n. In general the harmonics are defined to be H0,n=1 for n>0 and 
𝐻𝑗,𝑛 = ∑
𝐻𝑗−1,𝑖
𝑖
,1≤𝑗≤𝑑−1
𝑛
𝑖=1 . Finally authors conclude that a loose bound of the estimated skyline 
cardinality is
 
𝑂((ln 𝑛)𝑑−1). Further studies, such as work on [21], [58] proves that the skyline 
cardinality can be defined as Θ((ln n)d−1/(d − 1)!), where n is the cardinality of the dataset and d its 
dimensionality. This indicates that the skyline cardinality increases with the dimensionality.  
Specifically in [58] authors try to estimate the cardinality of the skyline query results based on the 
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initial dataset, without relying on a distinct value condition. In their model assume that each 
dimension (attribute) of the input dataset has no duplicate values and that each dimension is 
statistical independent. 
A naive approach to estimate the skyline cardinality would be to retrieve a sample using random 
sampling without replacement, identify the set of skyline points and compute its cardinality. Then 
scale the sample’s skyline cardinality in order to estimate the cardinality of the whole dataset. 
Nevertheless, as mentioned in [27] the major problem of this approach is that the cardinality of the 
skyline set in not a linear function of the cardinality of the dataset. Thus, further study on this subject 
was performed. 
5.1.1. Log Sampling 
Authors in [27] extend the work of [58] in order to handle numerical and categorical attributes and 
additionally different distributions without assuming the existence of a distinct value condition. Also 
authors proposed cost estimation approaches related with skyline computation based on BNL [19] 
and BNL with presorting [35] algorithms. Their general method assumes that dimensions are 
independent, thus data distribution is not significant correlated or anti-correlated. In order to deal 
with the various correlations reasoned about the use of sampling techniques and histograms. Their 
proposed approach for skyline cardinality estimation is a parametric technique called Log Sampling 
(LS). The term parametric describes that authors suppose that exists a relation between the 
cardinality of the dataset and the cardinality of the skyline set. Authors generalized the formula of 
[58] and followed a hypothetical model that assumes that the estimated cardinality of a skyline s 
follows the model |SKYs|=A(log(n))B, where n is the cardinality of the dataset.  The values A and B are 
constant parameters that are calculated with the use of small sample of the initial dataset. The 
sampled set is collected with uniform random sampling without replacement. In order to compute 
the two parameters A and B the collected sample is split in two parts s1, s2 that have different 
cardinalities, thus |s1|≠|s2|. Then the skylines SKYs1 and SKYs2, of the sets s1 and s2, are computed 
in order to find their cardinalities |SKYs1| and |SKYs2|. With the use of the previous computed 
skyline cardinalities it is possible to compute the A, B values of the model that is used since it is known 
that |SKYs1|=A(log(|s1|))B and |SKYs2|=A(log(|s2|))B .  Finally the cardinality of the skyline of the 
whole dataset is estimated with the use of the computed A, B values and the same model. That is the 
cardinality of the skyline of the whole dataset will be |𝑆𝐾𝑌𝑑𝑠| = 𝐴(log(𝑛)
𝐵)  where n is the cardinality 
of the dataset.  
5.1.2. Kernel-based 
The drawback of the previous proposed algorithm is that is based in a hypothetical empirical model. 
Additionally in most cases the dataset can be significantly correlated or anti-correlated. Authors in  
[206] extended the work on [27] and proposed the kernel-based (KB) skyline cardinality estimation 
approach which is heavily based on kernels [79].  KB approach is nonparametric thus it takes no 
assumption between the relation of skyline cardinality and the dataset cardinality. Additionally it can 
handle clustered dataset where the LS method fails [206]. Authors also studied the cardinality 
estimation of k-dominant skyline [133, 134], which is particular useful in high-dimensional datasets, 
by extending the LS and KB methods.  
The KB approach uses kernels in order to estimate the probability density function (PDF) [101] at an 
arbitrary position q of the dataset with the use of a random sample s without replacement. The PDF 
of an arbitrary point q of a d-dimensional space, with the use of a sample s can be computed as 
𝑃𝐷𝐹(𝑞) = ∑ (
1
|𝑠|ℎ𝑑√𝑑𝑒𝑡(𝛴)
𝐾 (
𝑑𝑖𝑠𝑡𝛴(𝑞,𝑆𝑖)
ℎ
))𝑆𝑖∈𝑆 , where K is the Gaussian kernel [79] function defined as 
𝐾(𝑥) = 1
√2𝜋
 𝑒
−
𝑥2
2 , h is the kernel bandwidth, Σ is a dxd matrix which defines the kernel orientation,  
𝑑𝑒𝑡(𝛴) is the determinant of Σ and 𝑑𝑖𝑠𝑡𝛴(𝑞, 𝑠𝑖) is the Mahalanobis distance [79] between q and the 
sampled point si. The Mahalonobis distance differences from Euclidian distance as it takes into 
account the correlation of the dataset. 
Below is presented the pseudocode of the KB algorithms. It is noted that authors proposed additional 
algorithms to compute the kernel bandwidth h. 
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ALGORITHM 34: KB [206]  
Input:    A Dataset DS.  
  A random sample S of DS and the skyline SKYs of the set S. 
  A fixed kernel bandwidth h. 
Output:  Estimated global skyline cardinality m. 
 
1. Organize all sample points in a grid index of cell length 2h 
2. For each point p in SKYS 
3. Initialize Sp to empty set 
4. For each cell C that intersects with, or is adjacent to IDR(p) 
5. For each sample point s∈ C 
6. If MinDist(s, IDR(p))≤2h, add s to Sp 
7. Compute Ωp (using Equation (13) ) 
8. Compute m (using Equations (6) and (8) ) 
9.  return m 
 
Initially a random sample s is retrieved from the dataset. Then the set of local skyline points SKYs of 
the sample s is retrieved. For each skyline point p is computed the probability Ωp that a random point 
of the dataset falls in the inverse dominance region (IDR) of p. IDR region is equivalent to anti-
dominance region in Figure 59.  The probability incorporates the PDF function over the whole region 
of IDR and can be computed as  Ω𝑝 = ∫ 𝑃𝐷𝐹(𝑞)𝑑𝑞
 
𝐼𝐷𝑅(𝑝)
. The estimation of the skyline cardinality of 
the whole dataset ds can be retrieved from the equation |𝑆𝐾𝑌𝑑𝑠| = |𝑑𝑠| ×
1
|𝑠|
∑ (1 − Ω𝑝)
|𝑑𝑠|−|𝑠|
𝑝∈𝑆𝐾𝑌𝑖
 .  
5.1.3. PS 
The drawback that the KB approach has is that it needs to perform complex computations. 
Additionally the integration of PDF function over IDR regions suffers from the curse of dimensionality. 
For that reason authors in [125] proposed the purely sampling-based (PS) approach and compared 
their method with LS and KS method. As KS, PS is not parametric allowing its application in any 
dataset distribution. Additionally it can handle high dimensional datasets. Authors approach is 
consisted from three steps. First retrieve a random sample s of size m, without replacement, form the 
initial dataset ds. Identify its local skyline points SKYs and compute its cardinality |SKYs|. Finally 
estimate the cardinality |SKYds| of the whole dataset, using the skyline cardinality |SKYs| of the 
sampled set s. An unbiased estimation of the cardinality of the skyline set of the whole dataset can be 
computed through |𝑆𝐾𝑌𝑑𝑠| = (
|𝑆𝐾𝑌𝑠|
𝑚
) × 𝑛, where n is the cardinality of the dataset and m is the 
number of sampled points. 
An important aspect of the previously described method is the computation of the skyline set. A naïve 
approach to compute the skyline points of a sample s is to compare all the points with the points of 
the whole dataset. Nevertheless this will incur considerably cost. The approach that authors suggest is 
consisted from three steps. First identify the local skyline points SKYs of the sample s. Then identify 
the rest local skyline points SKYds-s of the remaining points of the dataset defined as ds-s. Finally 
check if a point p in SKYs is dominated by any points in the SKYds-s. If no point dominates the point p 
then this point is a final skyline point.  
 
ALGORITHM 35: checkDominance [125]  
Input:   A point p, a dataset DS, its 
dimensionality d and  it’s size n. 
Output: True or False depending on the  
dominating relation. 
 
1. for (int i=0; i<n; i++) do 
2.        if (ds[i]!=p) then 
3.             int lt=0, eq=0; 
4.            for (int j=0; j<d; j++) do 
5.                  if (ds[i][j]<p[j]) then 
6.                   Lt++; 
 
7.                       end 
8.                       else if (ds[i][j]==p[j]) then 
9.                              eq++; 
10.                        end 
11.                  end 
12.                  if (lt +eq==d && lt>0) then 
13.                         return False; 
14.                   end 
15.             end 
16.       end 
17.       return True; 
18. end
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In order to reduce the computational cost of dominance comparison authors implemented the 
checkdominance function which return true if p is not dominated by any point and false otherwise. 
 
Algorithm Estimation Dataset 
applicability 
General approach 
Log Sampling  
(LS) [27]  
 
|𝑆𝐾𝑌𝑑𝑠| = 𝐴(log(𝑛)
𝐵) 
Not on 
clustered 
Two samples 
Kernel-based  
(KB) [206]   
ANY Samples based on 
Kernels 
PS [125]   |𝑆𝐾𝑌𝑑𝑠| = (
|𝑆𝐾𝑌𝑠|
𝑚
) × 𝑛 ANY Single sample 
Table 38: Fundamental algorithms in skyline cardinality estimation. 
Table 38 outlines the fundamental key aspects of the previous proposed methods. Additionally as in 
other sections Figure 84 illustrates the hierarch of the skyline cardinality estimation related methods. 
 
Figure 84: Skyline cardinality estimation methods hierarchy. 
 
5.2. Skyline updates & maintenance 
Authors research focused on skyline maintenance in order to efficient maintain the skyline when 
updates or deletions occur on the dataset. The reason of this research interest is that the update of 
an already computed skyline will have less computation cost than the recomputation of the skyline 
from scratch. The work in this section is similar with the work on section 4.4. The difference is that 
the work in this section does not assume the existence of data-streams or time series but rather 
considers that the updates (insertions or deletions) of points are placed over the existing stored 
dataset. 
5.2.1. BBS-Update 
Authors in [134] where the first that studied the problem of incremental skyline maintenance when 
occur updates over the stored dataset. Their approach in the literature is named BBS-update. This 
approach was proposed by the authors that proposed the BBS algorithm and essentially discuss how 
BBS algorithm can efficiently maintain the skyline when various insertions or deletions occur. The 
simplest approach to maintain the skyline is to recompute the skyline from scratch. Nevertheless this 
approach is highly inefficient. 
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Figure 85: Dominance region without domination. 
 
Figure 86: Dominance region with domination. 
In BBS-update approach when a new point is retrieved the algorithm checks if that point is dominated 
by any existing point on the dataset. If it is dominated it is discarded, otherwise the algorithm 
performs a window query in order to retrieve the points that the new point dominates and thus that 
can be removed. As illustrated in Figure 85 the window query on the newly added point H4 does not 
dominate any point and thus the query won’t return any point. The skyline in this case will contain all 
four points of the dataset. Alternative in Figure 86 the window query on H4 will return point H2 which 
will eventually be removed. The final skyline in this case will be the set H1, H3, H4.  
 
Figure 87: Exclusive dominating region. 
 
Figure 88: Skyline after deletion of H2.
In the case of a deletion, if a point does not belong to the skyline it can be safely removed. This can be 
easily checked with using the main-memory R-tree and the point coordinates. In the other case the 
skyline must be partially reconstructed. Assume that point H2 in Figure 85 is deleted. The algorithm 
needs to find the partial skyline based on the exclusive dominating region (EDR) of point H2. The EDR 
is the region that is dominated by only one specific skyline point. For the skyline point H2 the EDR is 
represented by the shaded area in Figure 85.  After the deletion of point H2 a new potential skyline 
point can only be found inside this region, since everywhere else there will be an existing skyline point 
that will dominate any other point. In the case of Figure 85 for any point outside the shaded region, 
these skyline points could be H1 or H3. Thus the local constrained skyline on the EDR is computed. 
The two new skyline points will be the points H4 and H7. Authors also proposed another “lazy” 
method that does not compute the constrained skyline immediately after a point deletion, in order to 
reduce the number of disk accesses. This approach is based in the observation that when a point is 
deleted the probability that this will eventually result in the deletion of a skyline point will be very low 
in large datasets, because the cardinality of skyline points will be relatively small compared to the 
cardinality of the dataset. The “lazy” method places the various deleted points and the newly inserted 
points (after the initial skyline computation) in a buffer, in order to efficiently determine, when it is 
needed, the changes that will occur in the skyline considering only the points that essentially change 
and their influence on the skyline.  Specifically first places the deleted skyline point H2 in a buffer. 
Then if a new point p is inserted in the dataset is also placed in the buffer. If point p dominates the 
deleted point H2 (that is placed in the buffer) then H2 is removed from the buffer. This will indicate 
that it is not needed to perform any other action regarded with the deleted point (i.e a partial skyline 
computation on the dominance region of H2), since the points that where dominated by the deleted 
skyline point H2 will also be dominated by the inserted point p. The buffer maintains the updates that 
occur and prunes the dominated points on the buffer. When there are no more updates or the user 
issues a query, a local constrained skyline query is placed over the union of EDRs of points that are 
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inside the buffer in order to compute a partial skyline and then merge it with the rest of the skyline 
points. 
5.2.2. DeltaSky 
Authors in [186] proposed Deltasky that extends the BBS-Update [134] and reasons only about 
deletions since the insertion process was sufficient studied by the author that proposed BBS-Update. 
The deletion maintenance on BBS-Update is achieved by issuing constrained skyline queries over the 
EDRs. Although, EDR regions in high dimensional space (d>2) can have irregular and complex shape 
making quite expensive their computation. Additionally the computation of EDR regions beyond 2-
dimensional spaces is not fully developed in [134].  
 
Again the efficient maintenance of the skyline is based on accessing only the EDRs of the deleted 
skyline points. Thus the basic problem is to efficient compute the EDRs. As previously mentioned, the 
computation of the d-dimensional EDR regions in high dimensional spaces is quite complex and 
expensive. For that reason authors try to reduce the computation cost by representing a EDR as a 
union of O(md) disjoined hyper-rectangles where m is the skyline result set. In the naïve approach the 
first step involves the computation of the hyper-rectangles that construct the EDR region. Next, this 
complex EDR region is placed as a constrained region in the algorithm that will be used (in this case 
BBS). The algorithm will return true when an R-tree region intersects the set of hyper-rectangles and 
thus additionally actions should performed in order to maintain the skyline.  
 
Additionally the authors proposed the I/O optimal Deltasky algorithm which efficiently determines if 
an MBR intersects an EDR without calculating the EDR itself. In their work they use a Boolean function 
to represent the EDR region of a deleted skyline point. The Boolean's function value essentially can 
indicate if a given point in the dataset belongs in the EDR of a deleted skyline point.  
5.2.3. Z-Update 
The drawback of DeltaSky is that it must scan all the sorted lists. In addition if the skyline is issued on 
a high dimensional dataset the sorted lists will be large. ZUpdate and ZInsert + ZDelete [106, 105] 
efficiently update the skyline results if insertions or deletions occur by utilizing the sorting property of 
Z-order curve. This way it can efficiently identify the blocks of skyline points that are not dominated 
by a newly inserted point and blocks of skyline points that is needed to perform dominance tests. 
ZUpdate incorporates ZInsert and ZDelete in order to efficient handle multiple simultaneous 
insertions and deletions in order to reduce the computation cost. 
 
Figure 89: Z-update insertion. 
 
Figure 90: Z-update deletion. 
The ZInsert algorithm can be described with the help of Figure 89 which illustrates an existing dataset 
and the newly inserted point p. The existing skyline set of the dataset is consisted from points H1, H2, 
H3, H4 and H5. Its location on the z-order curve is between the points H3 and H4. Due to the ordering 
imposed in the dataset and the skyline set the newly inserted point is needed to be checked if it is 
dominated only with the skyline points that have smaller Z-addresses. In this case these points are the 
H1, H2 and H3. If it passes the dominance test is inserted in the skyline set. Furthermore it is needed 
to check if the newly inserted point dominates other points in the skyline set. This procedure is called 
candidate reexamination and the points that will be examined are those whose Z-addresses are larger 
than this of the inserted point p1. During this reexamination the points that will be checked are the 
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H4 and H5 where point H5 will be retained as skyline point and point H4 will be pruned since it is 
dominated by p1. 
 
The Zdelete algorithm can be described with the help of Figure 90 which shows the dataset of Figure 
89 after the insertion of point p1. In this case points H3, H4 and p1 are deleted. Additionally a new 
point p2 is inserted that will be considered in a later phase to demonstrate the Zupdate algorithm. A 
skyline point deletion may promote other points, which have been pruned to be skyline points. These 
points will exist only in the dominating region of the deleted point and will be those that have larger 
z-addresses than the delete point. The algorithm searches for promoted skyline points based on the 
ordering imposed inside the dominating region of the deleted point. Thus point H3 will consider the 
region that contains points H6, H7 and H8. Point P1 will consider the points H6, H7 and H8. For point 
H4 it is not necessary to take any other action except its pruning since it is not a skyl     ine point. This 
computation will promote point H6 to be a skyline point and the skyline set will be consisted from the 
points H1, H2, H6, H5. Note that point p2 is not considered at this phase. The search for promoted 
skyline points is not necessary to be performed at the time a point is deleted but rather can be 
performed after multiple point deletion and in the occurrence of a point insertion or a skyline query 
request. 
 
ALGORITHM 36: ZUpdate (SRC, SL, PUPD) [106, 105]  
Input:    A ZBtree SRC for source datasets.  
  A ZBtree SL for skyline points. 
               A set Pupd of inserted or deleted data points. 
Local:  A set Pins of inserted data points. 
  A set pdel of deleted skyline points. 
 
10. Pins ←{p∈Pupd |p is an inserted data point}; 
11. ZInsert(SL,Pins);   /*ZInsert algorithm [105] */ 
12. Pdel ←{p∈Pupd |p is a deleted data point and p∈SL}; 
13. ZDelete(SRC, SL, Pdel);  /*ZDelete algorithm [105]*/ 
 
The Zupdate algorithm incorporates both Zinsert and Zdelete algorithm in order to group the update 
operations in insertions and deletions. The algorithm performs all the insertions prior the deletions, 
since an inserted point may prune some of the points to be deleted, avoiding this way the increased 
cost of a deletion process. As an example further computation due to the deletion of the skyline point 
p1 can be eliminate since it is pruned by the inserted point p2. This way the performance of the 
algorithm is improved. In general, based on the transitivity property, the points that will be 
dominated by a deleted point will also be dominated by an inserted point that dominates the deleted 
point. In their work authors compere BBS-update, DeltaSky and Z-update. Since DeltaSky concerns 
only deletions, in order to be compared with BBS-Update and Z-update authors in adapted with the 
insertion algorithm of BBS-Update. 
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Figure 91: Skyline update methods hierarchy. 
Figure 91 shows the hierarchy of the previous proposed methods. 
6. Future work 
Through the previous analysis on the topic of skyline processing we can identify future directions for 
research. The major research interest these days is concentrated in distributed skyline computation 
(section 4.2). Distributed skyline computation attracts the research interests since it is related with 
the evolution of technology which introduced multicore architectures and distributed informational 
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systems. Cloud-based skyline related applications and skyline computation using mapreduce is also an 
emerging research field. Researchers trying to cope with this introduced algorithms for distributed 
skyline computation taking into account various types of datasets. Distributed skyline computation is 
the biggest research area. Recalling its distributed nature cloud related research has been emerge 
based especially on optimal service selection and composition. Skyline computation on wireless 
sensor networks has a little but constant interest mainly focused on energy efficiency. 
 
Another promising research area which keeps the attention of researchers is skyline computation 
over uncertain data. Uncertainty of data has a major impact in data analysis since it can play a 
significant role in decision making. As the technology evolves and the need of information analysis is 
becoming more and more important the need to extract specific analytics even in cases where the 
data sources or data values are not certain is increased.  
 
Furthermore location-based and spatial skyline queries as long as skyline queries over road networks 
is always an active research topic. Skyline query processing on subspaces is also an active topic of 
research but the research interest seems to degrade over time. Specific types of queries such as 
reverse skyline and range skyline queries are open issues. Since the field of skyline computation is big, 
it can support surveys on sub-topic level of skyline computation such as a survey on a specific issue in 
distributed skyline computation. A nice work that could boost research would be a survey on 
subspace skyline computation (section 4.1) and in attribute and data specific applications (section 
4.3). The sub-field of Continuous and route/road skyline computation may not need a survey at these 
time since it has not attracted much attention till now. 
 
In more detail based on author’s declaration about their future work we will present the major 
proposed work for future development based on the most recent articles. Authors of [124] among 
others consider to adapt their approach on skyline queries in crowd-enabled databases in the domain 
of top-k retrieval on incomplete data. In [143] authors would extend their Cloud-based web service 
composition approach to a Cloud composition system. In [114] authors are willing to extend their 
range-based skyline approach to road networks. In [20] an effort will be done to extend their work by 
validating it with very large datasets and will consider the case of distributed data. In [93] authors are 
willing to extend their probabilistic and top-k probabilistic skyline algorithm in distributed 
architectures. In [178] they will explore in more depth the uncertainty of WSN data in skyline 
computation. In [199] will extend their work of probabilistic skyline computation over uncertain 
preferences by applying the top-k evaluation framework for uncertain databases that is proposed in 
[147]. Authors of  [34] which investigated skyline queries on keyword match data are willing to 
proceed with keyword-matched skyline in streams and subspaces but also and the probability of 
keyword-matched skyline. Authors in [195] that researched the use of skyline queries in service 
composition are heading to exploit data incomparability in order to further improve the performance 
of their method. Authors in [201] mention a wide area of future research. At first they will extend 
their work on stochastic skyline computation by considering sampling approaches on their pdf 
function (probabilistic density function) that includes stochastic skylines, subspace skyline 
computation and skyline computation over uncertain objects. 
7. Conclusions 
As the technology evolves the amount and rate of retrieved data that is increased and in many cases 
derives from multiple sources. Sometimes the data retrieval rate exceeds the processing capabilities 
and additionally the data quality and validness varies. Skyline processing was developed in order to 
cope with all these facts and to provide analytic insights over the retrieved data making it a very 
useful tool for assisting multi-criterion decision-making applications. Skyline query processing does 
not apply only in computer science but can assist in every area where a decision like “which of my 
options are truly better than the others” is important such as in business analytics, medical, location-
based and GIS (Geographical Positioning System) applications. 
 
This work summarizes and highlights the important work that has been conducted in the field of 
skyline processing. This survey is essentially consisted from two parts. The first part analyzes the 
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skyline query and its family of related queries along with the state-of-the-art related algorithms. The 
second part analyzes the various applications of skyline queries along with the state-of-the-art 
algorithms for each sub-field of research. The selection of articles was based their significance in the 
research community.  
 
Skyline query processing is a research field that constantly evolves. There are many problems that 
needed to be solved and more awaiting to have new efficient solutions. 
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