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We study the k-NN hard core lattice gas model in which the first k next nearest neighbor sites of
a particle are excluded from occupation by other particles on a two dimensional square lattice. This
model is the lattice version of the hard disc system with increasing k corresponding to decreasing
lattice spacing. While the hard disc system is known to undergo a two step freezing process with
increasing density, the lattice model has been known to show only one transition. Here, based
on Monte Carlo simulations and high density expansions of the free energy and density, we argue
that for k = 4, 10, 11, 14..., the lattice model undergoes multiple transitions with increasing density.
Using Monte Carlo simulations, we confirm the same for k = 4, . . . , 11. This, in turn, resolves an
existing puzzle as to why the 4-NN model has a continuous transition against the expectation of a
first order transition.
PACS numbers: 05.50.+q,64.60.De, 64.60.Cn, 68.35.Rh
I. INTRODUCTION
Lattice gas models of particles that interact only
through excluded volume interactions are among the
simplest systems that undergo phase transitions – all
order-disorder transitions being entropy driven [1]. They
are closely related to the freezing transition [2, 3], di-
rected and undirected lattice animals [4–6], and the
Yang-Lee edge singularity [7]. The different parti-
cle shapes that have been studied include squares [8–
10], hexagons [11], dimers with nearest neighbor exclu-
sion [12], triangles [13], tetrominoes [14], rods [15, 16],
and rectangles [17]. Despite sustained interest, exact so-
lutions exist only for the hard hexagon and related mod-
els [11, 18]. Thus, it is worthwhile to study such models
using numerical methods and qualitative arguments to
understand the dependence of the phase diagram on the
shape of the particle.
In this paper, we focus on the k-NN hard core lattice
gas model (HCLG), where the first k next nearest neigh-
bors of a particle may not be occupied by another par-
ticle, on the two dimensional square lattice (see Sec. II
for a precise definition for the model). Introduced by
Domb and Burley in the 1950s [19–21], the k-NN HCLG
model has found applications in diverse areas of research.
Examples include adsorption on surfaces [22–29], limit-
ing cases of spin models [30–32], frustrated antiferromag-
nets at high magnetic fields [33, 34], glass transitions on
square [35, 36] and Bethe lattices [37], study of two di-
mensional Rydberg gases [38], and in combinatorial prob-
lems [39] such as unfriendly theater sitting problem [40],
random independent set problem on graphs [41], loss
networks [42], q-coloring graphs [43] and reconstruction
problems [44].
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The k-NN HCLG is also the lattice version of the hard-
sphere problem in the continuum, where larger k corre-
sponds to smaller lattice spacing. The hard sphere sys-
tem undergoes an entropy driven transition to a solid
phase at high densities. In two dimensions, the generally
accepted KTHNY scenario predicts two continuous tran-
sitions: first from a liquid phase to a hexatic phase with
quasi long range orientational order and second from the
hexatic phase to a solid phase with quasi long range po-
sitional order and long range orientational order [45–47].
The order of these transitions, however, continue to be
debated (see Refs. [48, 49] and references within for a
recent discussion).
On the other hand, the k-NN model for k ≤ 5 is known
to exhibit only one transition with increasing density [50].
The 1-NN model has been shown to undergo a continu-
ous phase transition of the Ising universality class from
a low density disordered phase to a high density sublat-
tice ordered phase by series expansion [8, 51–53], trans-
fer matrix method [8, 9, 54–60], Monte Carlo simula-
tions [31, 50, 61–63], density functional theory [64], and
renormalization group methods [65, 66]. For 2-NN (the
2 × 2 hard square model), in contrast to 1-NN, the sub-
lattice ordered phase has a sliding instability that makes
the high density phase columnar. In this phase, transla-
tional order is present along either rows or columns but
not along both [8, 10, 30, 31, 67–73]. Monte Carlo sim-
ulations show that the disorder–columnar transition in
the 2-NN model is continuous and belongs to the two
color Ashkin Teller universality class – the order param-
eter for the 2-NN model having a four fold symmetry.
Recent work estimating the critical exponents may be
found in Refs. [34, 50, 74, 75]. For higher values of k,
the number of symmetric high density ordered states are
10 (3-NN), 8 (4-NN) and 6 (5-NN). By analogy with the
q-state Potts model, it is expected that the transitions
to an ordered state in these models are first order. In-
deed, all evidence shows that the 3-NN model undergoes
a first order phase transition from a low density disor-
2dered phase into a sublattice phase with increasing den-
sity [8, 36, 67, 76–80]. The 5-NN model is equivalent to
the 3×3 hard square problem and the high density phase
is columnar as in the 2-NN model [50, 69]. The transi-
tion in the 5-NN model has been numerically shown to be
first order [50], though very early studies claimed absence
of a phase transition [69]. However, for the 4-NN model,
Monte Carlo simulations, Mayer cluster integral analysis,
and transfer matrix methods show a surprise [50, 78, 81].
Rather than a first order transition, the 4-NN model was
shown to undergo a continuous transition. The critical
exponents obtained from Monte Carlo simulations are in-
distinguishable from those of the two dimensional Ising
model [50]. However, the analysis based on cluster inte-
grals excludes the possibility of the transition belonging
to the Ising universality class [81]. Early transfer matrix
studies suggested weak first order or continuous transi-
tion [78]. Thus, the nature of the transition in the 4-NN
model has remained a puzzle.
Not much is known for k ≥ 6. It becomes increasingly
difficult to equilibrate systems with large k in Monte
Carlo simulations that use only local evaporation, de-
position and diffusion moves. At high densities, when
the excluded volume of a particle is large, the system
gets stuck in long lived metastable states. Thus, reliable
data can be obtained only for low densities or small ex-
cluded volumes. Mean field approximations predict sin-
gle continuous transitions for k = 1, 2 and single first
order transitions for k > 2 [82].
Does the k-NN model show multiple transitions like
its continuum counterpart? What is the rationaliza-
tion for 4-NN undergoing a continuous transition rather
than a first order transition? In this paper, we address
these questions by adapting and implementing an effi-
cient algorithm with cluster moves [83] that has proved
very useful in studying high density regimes of systems
with large excluded volume like long hard rods [16], hard
rectangles [17] and hard squares [75]. Using this algo-
rithm, we are able to numerically study systems up to
k = 11, a significant increase from the earlier studies up
to k = 5 [50, 69, 78, 81, 82]. The algorithm is explained in
detail, along with the definition of the model, in Sec. II.
For the 4-NN model, we show that the system undergoes
two continuous transitions with increasing density and
that the high density phase is columnar. This, in effect,
resolves the question of why the 4-NN model showed a
continuous transition by arguing that the eight fold sym-
metry of the model is broken in two steps. The expo-
nents describing the two transitions are numerically de-
termined. The first transition is consistent with the Ising
universality class while the second transition has expo-
nents that belong to the two color Ashkin Teller model.
The numerical study of the 4-NN model is presented in
Sec. III. In Sec. IV, we calculate the first four terms in
the high density expansion for the free energy and the
densities of particles in the different sublattices of the 4-
NN model. From the form of the expansion, it is seen
that the columnar order has a sliding instability in only
some sublattices. This observation is used to heuristi-
cally argue why the system shows two entropy driven
transitions. In Sec. V, we generalize the arguments for
the 4-NN model, based on the high density expansion, to
larger k and conjecture a criteria for multiple transitions
to be observed with increasing density. In particular, we
argue that for a fixed k, if the high density phase is colum-
nar but the sliding instability is not along all sublattices,
then the system should undergo multiple transitions with
increasing density. Applying this criteria to larger k, we
argue that the HCLG with k = 10, 11, 14, . . . should un-
dergo multiple transitions while k = 6, 7, 8, 9 should have
a single first order transition. In Sec. VI, we present re-
sults from Monte Carlo simulations for 6 ≤ k ≤ 11. It
is shown that for k = 6, 7, 8, 9, there is a single first or-
der transition. For k = 10, we show that there are two
transitions– one continuous and the other first order. The
exponents describing the continuous transition are shown
to be consistent with those of the two dimensional Ising
model. For k = 11, we show that there are at least two
transitions with increasing density. Section VII contains
a discussion of the results and some possible extensions
of the problem.
II. MODEL AND MONTE CARLO
ALGORITHM
Consider a square lattice of size L × L with periodic
boundary conditions. A lattice site may be occupied by
utmost one particle. The first k next nearest neighbors of
a particle are excluded from being occupied by another
particle. This corresponds to all lattice sites within a
distance R where R2 is a positive integer. In Fig. 1, the
sites excluded by a particle are shown for k = 1, 2, . . . , 11.
For a given k, all sites with labels less than or equal to k
are excluded. An activity z = exp(µ) is associated with
each particle, where µ is the chemical potential.
We study this system using a grand canonical Monte
Carlo algorithm. The algorithm is an adaptation of an
efficient algorithm with cluster moves well suited to study
hard core problems [16, 83].
We describe the implementation of the algorithm for
the 1-NN model and then outline the modifications re-
quired to implement it for larger k. Consider a valid
configuration of the 1-NN model [see Fig. 2 (a)]. A row
or column is chosen at random (say a row) and all par-
ticles on that row are removed. The aim is to reoccupy
the row with a new configuration with the correct equi-
librium weight. After evaporation, the row is divided
by the excluded sites into intervals of contiguous empty
sites [see Fig. 2 (b)]. In the 1-NN model, along a row, a
particle excludes the nearest neighbor from being occu-
pied by a particle. Thus, the particle configuration in an
interval is independent of its neighboring intervals, and
the re-occupation of the row reduces to the occupation
of empty intervals.
The calculation of probability of a configuration may
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FIG. 1. The lattices sites that are excluded by a particle
(black filled circle). The labels denote the sites that are the
kth next nearest neighbors. For k-NN HCLG, all sites with
labels less than or equal to k are excluded.
(a) (b) (c)
FIG. 2. The Monte Carlo algorithm illustrated for 1-NN. (a)
A typical valid configuration. The lattice consists of particles
(filled circles), excluded sites (empty circles) and empty sites
where a particle may be added to obtain a new valid configu-
ration. (b) A row is chosen at random (denoted by arrow) and
all particles on that row are removed. The row is now divided
into intervals of contiguous empty sites by the excluded sites.
(c) The row is reoccupied with a new valid configuration with
the correct equilibrium weight.
be determined from the exact solution of the one dimen-
sional problem on a lattice of length l with open and pe-
riodic boundary conditions. Let Ωo(z, ℓ) [Ωp(z, ℓ)] denote
the partition function of the problem with nearest neigh-
bor exclusion on a lattice with open [periodic] boundary
conditions. They obey recursion relations
Ωo(z, ℓ) = 1 + ℓz(1− δℓ,0), ℓ = 0, . . . , d, (1a)
Ωo(z, ℓ) = zΩ(z, ℓ− d− 1) + Ω(z, ℓ− 1), ℓ > d,(1b)
Ωp(z, L) = dzΩo(z, L− 2d− 1) + Ωo(z, L− d), (1c)
where for the 1-NN model, d = 1. Given an empty in-
terval of length ℓ < L, the probability that the left most
site is occupied equals zΩz,ℓ−d/Ωℓ. If ℓ = L, then the
probability that one of the first d sites is occupied equals
(b) (c)
BA
(a)
B
A
FIG. 3. An example of the algorithm for 3-NN. (a) A valid
configuration of 2 particles (filled circles) and excluded sites
(empty circles). (b) Adding particles in a row (denoted by
arrow) by deposition. If a particle is added at A, then its ex-
clusion range includes B. Thus, the occupation of the empty
intervals are not independent. (c) Adding particles in a diag-
onal oriented in the pi/4 direction (denoted by arrow). Now
the occupation of the empty intervals are independent of each
other.
dzΩz,L−d−2/Ωp(z, L). These probabilities are calculated
for all ℓ and stored as input for the Monte Carlo sim-
ulations. A Monte Carlo step corresponds to 2L such
evaporation–deposition moves. It is straightforward to
show that the algorithm is ergodic and obeys detailed
balance.
The algorithm is easily generalized to higher values of
k. However, one cannot always choose rows and columns
for the evaporation–deposition moves because the occu-
pation of the empty intervals may no longer be indepen-
dent of one another. This is most easily seen for the
3-NN model, where along a row, a particle excludes the
nearest and next nearest neighbors. However, in a row,
only one site is excluded by a particle that is two rows
away. An example is shown in Fig. 3. A valid configura-
tion is shown in Fig. 3(a). If a deposition is attempted
in the row denoted by an arrow [see Fig. 3(b)], then the
occupation of site A excludes site B which belongs to a
different empty interval. This makes the occupation of
different empty intervals interdependent. However, if one
attempts evaporation and deposition along diagonals ori-
ented in the π/4 direction [Fig. 3(c)], then the occupation
of empty intervals become independent of each other. In
Table I, we tabulate the orientations of the diagonals for
the evaporation–deposition moves that we have used for
k up to k = 11. For each of these choices, the values of
d that should be used in Eq. (1) are also tabulated in
Table I.
We implement a parallel version of the above algo-
rithm. The evaporation and deposition of particles in
two rows in the 1-NN model (diagonals in general) that
have at least ∆ − 1 rows between them (∆ = 2 for the
1-NN model) are independent of each other. The value
of ∆ for different k are given in Table I. Hence, we up-
date simultaneously every ∆th row. Once all rows are
updated in this manner, the columns are updated. The
parallelization and efficiency of the algorithm allows us
to simulate large system sizes and high densities.
We check for equilibration by initializing the simu-
lations with two different initial configurations, corre-
4TABLE I. For each k, the orientation of the diagonals along
which particles are evaporated and deposited, and the cor-
responding value of d to be used in Eq. (1) are tabulated.
Evaporation and deposition along diagonals separated by ∆
or more are independent.
k orientation of diagonal d ∆
1 0, pi/2 1 2
2 0, pi/2 1 2
3 pi/4, 3pi/4 1 3
4 0, pi/2 2 3
5 0, pi/2 2 3
6 tan−1(±2), tan−1(±1/2) 1 7
7 pi/4, 3pi/4 2 5
0, pi/2 3 4
8 pi/4, 3pi/4 2 6
0, pi/2 3 4
9 pi/4, 3pi/4 2 6
10 pi/4, 3pi/4 2 6
11 tan−1(±2), tan−1(±1/2) 1 10
sponding to two different phases, and making sure that
the final equilibrium state is independent of the initial
condition. One configuration is a fully packed state and
the other is a random configuration where particles are
deposited at random.
In a typical run for a fixed value of µ, after equilibra-
tion, the different thermodynamic quantities are aver-
aged over 108 Monte Carlo steps that are divided into
10 statistically independent blocks for estimating er-
rors. In addition, we use the method of histogram re-
weighting [84] to extrapolate for values of µ that are not
directly simulated. This allows us to determine quan-
tities like the maximum value of susceptibility and its
location more precisely.
III. TWO TRANSITIONS IN THE 4-NN MODEL
In this section, we show numerically that the 4-NN
model undergoes two phase transitions with increasing
density. To assist in defining the different phases, we
divide the lattice into sublattices by assigning 2 labels to
each site. Each lattice site belongs to a diagonal oriented
in the π/4 direction and to a diagonal oriented in the
3π/4 direction. All sites that belong to a diagonal with
orientation π/4 are assigned a label from 0 to 3 as shown
in Fig. 4(a). If the coordinates of a site are (x, y), then the
label is [(x − y) mod 4]. Similarly, all sites that belong
to a diagonal with orientation 3π/4 are assigned a label
from 4 to 7 as shown in Fig. 4(b). If the coordinates of
a site are (x, y), then the label is [(x+ y) mod 4 + 4].
In Fig. 5, we show typical snapshots of the equili-
brated system at low, intermediate and high densities.
In the left panels, all particles belonging to sublattice
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FIG. 4. The sublattice labeling for 4-NN. (a) All sites belong-
ing to a diagonal oriented in the pi/4 direction have same la-
bel. If the site has coordinates (x, y), then the label is [(x−y)
mod 4]. (b) All sites belonging to a diagonal oriented in the
3pi/4 direction have same label. If the site has coordinates
(x, y), then the label is [(x + y) mod 4 + 4]. In addition, all
sites with label 0 or 2 (or equivalently 4 and 6) will be called
sublattice A and all sites with label 1 or 3 (or equivalently 5
and 7) will be called sublattice B.
i (i = 0, 1, 2, 3) have the same color. Similarly, in
the right panels, all particles belonging to sublattice i
(i = 4, 5, 6, 7) have the same color. At low densities [see
Fig. 5(a)], all four colors are present (roughly equal) in
both the left and right panels. This is the disordered
phase with equal occupation of all sublattices 0, . . . , 7.
At intermediate densities [see Fig. 5(b)], we find that
that majority of particles have two of the four colors in
both left and right panels. This corresponds to parti-
cles preferably occupying either the even sublattices or
the odd sublattices. There are two such states corre-
sponding to particles in sublattices (0, 2) and (4, 6) or in
sublattices (1, 3) and (5, 7). If we label the sites on sub-
lattices 0 and 2 (equivalently 4 and 6) as A and the sites
on sublattices 1 and 3 (equivalently 5 and 7) as B, then
this intermediate phase breaks the symmetry between A
and B sublattices. We will call this phase a sublattice
phase (following the terminology in Ref. [50]). We note
that this phase was observed in Ref. [50]. At high den-
sities [see Fig. 5(c)], we find that the particles occupy
one of the four sublattices from 0–3 or 4–7, but not from
both. In the example shown in Fig. 5(c), in the left panel,
particles preferentially occupy sublattice 0. However, in
the right panel, particles occupy mostly two sublattices
(4 and 6). This phase is identical to the high density
phase of the hard square model (2-NN) where there is
positional order in one direction but no positional order
in the perpendicular direction due to a sliding instability.
We call this phase the columnar phase. There are 8 such
states, corresponding to the number of sublattices.
To distinguish between phases quantitatively, we de-
fine two order parameters Qsl and Qcl, where sl denotes
sublattice and cl denotes columnar. Let ρi, i = 0, . . . , 7
5(b)
(a)
(c)
FIG. 5. Snapshots of typical configurations of the 4-NN
model. The particles are colored according to the sublat-
tice it belongs to (see Fig. 4). In the left panel, the colors
are light blue for 0, dark magenta for 1, deep blue for 2 and
plum for 3. In the right panel, the colors are dark green
for 4, red for 5, light green for 6 and pink for 7. (a) Low
density disordered phase where all four colors are present in
both panels. (b) Intermediate density sublattice phase, where
even or odd sublattices are preferentially occupied. (c) High
density columnar phase, where one sublattice in one of the
panels (left in figure) and two sublattices in the other panel
are preferentially occupied.
be the density of particles in sublattice i. We define
Qsl = |(ρ0 + ρ2)− (ρ1 + ρ3)|, (2a)
Qcl = |
3∑
k=0
ρke
ikπ/2| − |
7∑
k=4
ρke
ikπ/2|. (2b)
Qsl measures the difference between the densities of sub-
lattices A (sites in even sublattices) and B (sites in odd
sublattices). It is zero in the disordered phase and non-
zero in both the sublattice and columnar phases. Qcl
is zero in both the disordered and sublattice phases and
non-zero only in the columnar phase.
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FIG. 6. (Color online) The variation of the order parameters
Qsl and Qcl with chemical potential µ for different system
sizes L. Qsl becomes non-zero at a smaller value of µ than
Qcl.
While the snapshots in Fig. 5 are indicative of two
transitions, we now show unambiguously the existence
of two transitions. Figure 6 shows the variation of the
two order parameters with chemical potential. Clearly,
Qsl takes on a L independent non-zero value when the
chemical potential is larger than µ ≈ 4.70 (ρ ≈ 0.110).
At this value of µ Qcl is still zero. Qcl takes on a L
independent non-zero value when the chemical potential
is larger than µ ≈ 5.07 (ρ ≈ 0.116). The two values of
µ being clearly different, we conclude that there are two
transitions.
The other thermodynamic quantities of interest are the
susceptibility χ, the second moment of the order param-
eter χ(2), the Binder cumulant U , and compressibility κ,
defined as
χ = L2[〈Q2〉 − 〈Q〉2], (3a)
χ(2) = L2〈Q〉2, (3b)
U = 1− 〈Q
4〉
3〈Q2〉2 , (3c)
κ = L2[〈ρ2〉 − 〈ρ〉2], (3d)
where Q represent Qsl or Qcl. Though χ and χ
(2) re-
semble each other, we find that the data for χ(2) is much
cleaner. The nature of the phase transitions is deter-
mined by the singular behavior of U , Q, χ, and χ(2)
near the critical point. Let ǫ = (µ − µc)/µc, where µc
is the critical chemical potential. The singular behavior
is characterized by the critical exponents ν, β, γ, and α
defined by Q ∼ (−ǫ)β, ǫ < 0, χ ∼ |ǫ|−γ , χ(2) ∼ |ǫ|−γ ,
κ ∼ |ǫ|−αand ξ ∼ |ǫ|−ν , where ξ is the correlation length
and |ǫ| → 0. The other critical exponents may be ob-
tained from scaling relations. The exponents are ob-
tained by finite size scaling of the different quantities
6near the critical point:
U ≃ fU (ǫL1/ν), (4a)
Q ≃ L−β/νfQ(ǫL1/ν), (4b)
χ ≃ Lγ/νfχ(ǫL1/ν), (4c)
χ(2) ≃ Lγ/νf (2)χ (ǫL1/ν), (4d)
κ ≃ Lα/νfκ(ǫL1/ν), (4e)
where fU , fQ, fχ, f
(2)
χ , fκ are scaling functions and the
system size is L × L. In addition, if χ has a maximum
χmax(L) at µc(L), then
χmax(L) ∝ Lγ/ν , (5a)
µc(L)− µc(∞) ∝ L−1/ν . (5b)
The first transition from disordered to sublattice phase
was studied in Ref. [50] using system sizes varying from
L = 80 to L = 240, and was argued to be in the Ising
universality class. However, analysis of the cluster in-
tegrals predict non-Ising exponents [81]. We re-examine
this transition with data for system sizes up to L = 600.
In addition to obtaining better estimates of the critical
exponents, it also acts as a check for our Monte Carlo
algorithm. The data for the different thermodynamic
quantities near the disordered-sublattice transition are
shown in Fig. 7. The critical chemical potential µc is ob-
tained from the intersection of the curves for the Binder
cumulant Usl for different system sizes. The intersection
point depends very weakly on L [see Fig. 7(a)] allow-
ing for an accurate determination of µc. We thus ob-
tain µc = 4.705± 0.005, consistent with the µc found in
Ref. [50]. In the disordered-sublattice transition, the sys-
tem breaks the symmetry between A and B sublattices.
Due to the two-fold symmetry, we expect this transition
to be in universality class of the two dimensional Ising
model. Indeed, we find excellent data collapse when the
data for Usl [see Fig. 7(b)], Qsl [see Fig. 7(c)] and χ
(2)
sl [see
Fig. 7(d)] are scaled as in Eq. (4) with Ising exponents
β/ν = 1/8, γ/ν = 7/4 and ν = 1.
We also estimate β/ν and γ/ν independently. The
maximum value of susceptibility χmax scales with L as
Lγ/ν. We calculate χmax by the method of histogram
re-weighting, and obtain γ/ν = 1.72 ± 0.04 [Fig. 7(e)].
The order parameter Qsl at the critical point decreases
with L as L−β/ν . By simulating for different L, we ob-
tain β/ν = 0.136± 0.017 [see Fig. 7(f)]. Both these nu-
merical values are consistent with the Ising exponents.
In Fig. 7(g), we show the variation of µc(L) with 1/L.
The data lie on a straight line, consistent with ν = 1.
The intersection of the straight line with the µ-axis gives
µc = 4.705± 0.005, consistent with the estimation from
the crossing of the curves for the Binder cumulant. Fi-
nally, we examine the data for compressibility κ at the
critical point. The data for compressibility is more noisy
that that for other quantities, but is consistent with a
logarithmic divergence with L [see Fig. 7(h)], as expected
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FIG. 7. (Color online) The data for cumulants of Qsl for the 4-
NN model near the first transition from the disordered phase
to sublattice phase. (a) The Binder cumulant Usl for different
L intersect at µc = 4.705. The data for (b) Usl, (c) Qsl, and
(d) χ
(2)
sl for different L collapse onto a single curve when scaled
as in Eq. (4) with the Ising exponents β/ν = 1/8, γ/ν = 7/4,
and ν = 1. (e) The variation of the maximum value χmax of
the susceptibility χ with L. The solid line is a best fit to the
data with slope γ/ν = 1.72 ± 0.04. (f) The variation of the
order parameter Qsl at the critical point with L. The solid
line is a best fit to the data with slope −β/ν = −0.136±0.017.
(g) Variation of µc for different L with 1/L. The straight line
intersects the µ-axis at µc = 4.705± 0.005. (h) The variation
of the compressibility κ at the critical point with L. The
straight line shows κ(µc) ∼ lnL.
7for the Ising universality class. Thus, we conclude, as in
Ref. [50] and contrary to the conclusion in Ref. [81], that
the transition from disordered to sublattice phase is in
the Ising universality class,
We now focus on the second transition from the sub-
lattice phase to the columnar phase. Suppose, in the
sublattice phase, the system is in sublattice A. This cor-
responds to all sites belonging to sublattices 0, 2, 4, 6. In
the second transition, the system picks out one of the
four sublattices, with equal occupation of two other sub-
lattices. Since this transition breaks a four fold symme-
try, we expect this transition, if continuous, to be in the
universality class of the two color Ashkin Teller model.
We, thus, expect γ/ν = 7/4, β/ν = 1/8, and ν depend-
ing on the parameters of the problem at hand [85]. We
now provide numerical evidence of the same.
The data for the different thermodynamic quantities
for the second transition are shown in Fig. 8. From
the intersection of the curves of Ucl for different L [see
Fig. 8(a)], we obtain µc = 5.07±0.01. The Binder cumu-
lant data for different system sizes collapse onto a single
curve when scaled as in Eq. (4a) with ν = 0.083±0.06 [see
Fig. 8(b)]. For this value of ν and γ/ν = 7/4, β/ν = 1/8,
we obtain excellent data collapse for Qsl [see Fig. 8(c)]
and χ
(2)
sl [see Fig. 8(d)] when scaled as in Eq. (4b) and
Eq. (4c) respectively. Thus, we conclude that the transi-
tion belongs to the Ashkin Teller universality class with
ν = 0.83 ± 0.06, lying between the 4 state Potts and
Ising points. Independent measurement of γ/ν from the
variation of the maximum of susceptibility with L gives
γ/ν = 1.76 ± 0.05 [see Fig. 8(e)]. Similarly, from the
dependence of Qsl on L at the critical point, we obtain
β/ν = 0.113±0.015 [see Fig. 8(f)]. Both these values are
consistent with the Ashkin Teller universality class. In
Fig. 8(g), we show the dependence of the critical chem-
ical potential µc(L) on L. When plotted against L
−1/ν
[see Eq. (5b)], with ν = 0.83, the data lie on a straight
line which intersects the µ-axis at µc = 5.066±0.01. This
estimate of the critical µ is consistent with the value ob-
tained from the intersection of the curves for the Binder
cumulants. Since ν < 1, the exponent α > 0 and we
expect the compressibility κ to diverge at the critical
point with exponent α/ν. The data for κ is very noisy
[see Fig. 8(h)] when compared to data for other thermo-
dynamic quantities. Fitting to a power law, we obtain
α/ν = 0.34± 0.08 . Within error bars, α/ν satisfies the
exponent equality 2ν = 2− α.
We conclude that the 4-NN model, contrary to what
was known earlier, undergoes two entropy driven transi-
tions with increasing density. In order to provide some
understanding of this phenomena, we derive the high den-
sity expansion of the model in the next section.
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FIG. 8. (Color online) The data for cumulants of Qcl for the
4-NN model near the second transition from the sublattice
phase to the columnar phase. (a) The Binder cumulant Ucl for
different L intersect at µc = 5.07±0.01. The data for (b) Ucl,
(c) Qsl and (d) χ
(2)
sl for different L collapse onto a single curve
when scaled as in Eq. (4) with critical exponents β/ν = 1/8,
γ/ν = 7/4 and ν = 0.83 ± 0.06. (e) The variation of the
maximum value χmax of the susceptibility χ with L. The
solid line is a best fit to the data with slope γ/ν = 1.76±0.05.
(f)The variation of the order parameter Qsl at the critical
point with L. The solid line is a best fit to the data with
slope −β/ν = −0.113±0.015. (g) Variation of µc for different
L with L−1/ν . The straight line intersects µ-axis at µc =
5.066 ± 0.01. (h) The variation of compressibility κ at the
critical point µc with L. The solid line is a best fit to the
data with slope α/ν = −0.34± 0.08.
8IV. HIGH DENSITY EXPANSION OF THE
4-NN MODEL
In this section, we calculate the first four terms in the
large z (high density) expansion of the free energy for
the 4-NN model. We show that the high density phase
(say all particles in mostly sublattice 0) has a sliding
instability only for defects in sublattice 2 and not for
defects in sublattices 1 and 3. This results in the densities
of defects in the different sublattices being different at
large z. We argue that this sliding instability could be
the origin of the two phase transitions in the 4-NN model.
The high density phase of the 4-NN model being
columnar, the high density expansion is very similar to
that for the 2-NN model [8, 10]. Due to the sliding in-
stability, the large z expansion of the 2-NN model is in
powers of 1/
√
z instead of the usual 1/z Mayer series.
The first three terms in the high density expansion for
the 2-NN model was obtained in Ref. [8]. More recently,
it has been systematically extended to 4 terms [10]. We
will closely follow the calculations of Ref. [10], modifying
when necessary for the 4-NN model.
Consider a fully packed configuration of the 4-NN
model. It has density 1/8. If the particles occupy one
of the sublattice from 0 to 3, then they occupy two sub-
lattices from 4 to 7 and vice-versa (see Fig. 4 for labeling
of sublattices). For example, if the particles are all in
sublattice 0, then they are also simultaneously in sublat-
tices 4 and 6. It is easy to see that the number of fully
packed configurations is 8(2L/2 − 1), where we assume
that L is even. Though the degeneracy diverges with L,
the entropy per unit site is zero in the thermodynamic
limit.
For constructing the large z expansion, we will describe
the lattice sites only in terms of sublattices 0 to 3. Let the
activities on sublattice i be zi. We will consider z0 ≫ zi,
i = 1, 2, 3. After the expansion is obtained, we will equate
all the activities to z. Thus, it will be an expansion about
an ordered state where all the particles are in sublattice
0. The free energy f(z0, z1, z2, z3) is defined as
f(z0, z1, z2, z3) = lim
N→∞
−1
N
lnL(z0, z1, z2, z3), (6)
where L(z0, z1, z2, z3) is the grand canonical partition
function. To lowest order, the contribution to the par-
tition function is L(z0, 0, 0, 0). It is easy to see that the
partition function breaks up into a product of one dimen-
sional partition functions, and is
L(z0, 0, 0, 0) = Ωp(z0, L)L/4. (7)
Here Ωp(z, ℓ) and Ωo(z, ℓ) are the partition functions of a
nearest neighbor exclusion hard core gas on a one dimen-
sional lattice of length ℓ with periodic and open boundary
conditions respectively, as defined in Eq. (1) with d = 1.
Solving Eq. (1), we obtain [8, 10]
Ωo(z, ℓ) =
λℓ+2+ − λℓ+2−√
1 + 4z
, ℓ = 0, 1, . . . , (8)
Ωp(z, ℓ) = λ
ℓ
+ + λ
ℓ
−, ℓ = 2, 3, . . . , (9)
where
λ± =
1±√1 + 4z
2
. (10)
Knowing the partition functions, the contribution from
configurations with zero defects (all particles in sublattice
0) to the free energy is
f(z0, 0, 0, 0) =
− ln z0
8
− 1
8
√
z0
+
1
192z
3/2
0
+O(
1
z
5/2
0
). (11)
We now switch on z1. This creates some defect sites
in sublattice 1. We first calculate the contribution from
configurations with a single defect. A single defect on
sublattice 1 excludes 4 sites from the diagonal of sublat-
tice 0 closest to it and 2 sites from the diagonal further
away from it [see Fig. 9(a)]. The contribution of config-
urations with one defect to the partition function is
L(z0, z1, 0, 0)
L(z0, 0, 0, 0)
∣∣∣∣
1D
=
Nz1
4
Ωo(z0, L− 4)Ωo(z0, L− 2)
Ωp(z0, L)2
,
(12)
where the factor N/4 is the number of ways of placing
a particle on sublattice 1, and 1D denotes one defect.
Expanding for large z0, we obtain
L(z0, z1, 0, 0)
L(z0, 0, 0, 0)
∣∣∣∣
1D
= Nz1
[
1
16z20
− 1
16z
5/2
0
+O(z−30 )
]
.
(13)
We now consider the contribution from configurations
with two defects on sublattice 1. The lowest order con-
tributions come from the two defects being on the same
diagonal or on adjacent diagonals. First consider two de-
fects on adjacent diagonals, as shown in Fig. 9(b). Now,
4, 4 and 2 lattice sites are excluded from diagonals be-
longing to sublattice 0. The ratio of the partition func-
tions with z1 6= 0 and z1 = 0 for this configuration with
two defects is
3Nz21
4
Ωo(z0, L− 4)2Ωo(z0, L− 2)
Ωp(z0, L)3
, (14)
where the factor 3N/4 is the combinatorial factor asso-
ciated with the number of ways of placing the pair of
particles. For each choice of the position of the first par-
ticle (N/4 ways), there are 3 ways of placing the second
particle (A, B, and filled circle). Expanding for large z0,
we obtain
Nz21
[
3
32z
7/2
0
+O(z−40 )
]
. (15)
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A
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FIG. 9. Examples of one and two defect configurations on
sublattices 1 and 3 for an ordered state where particles are
on sublattice 0. Black circles are particles, empty and lightly
shaded circles are excluded sites. Exclusions only on sub-
lattice 0 are shown in (a)–(c) and (e). 0, 1, 2, 3 denote the
diagonals that belong to sublattices 0, 1, 2, 3. (a) A single de-
fect on sublattice 1. (b) Two defects on sublattice 1 but on
neighboring diagonals. A and B are two other lattice sites
where the defect may be placed. (c) Two defects on sublat-
tice 1 but on the same diagonal. (d) A defect on sublattice 1
and a defect on sublattice 3 at one of the 4 closest positions.
The empty circles are all the excluded sites due to defect on
sublattice 1 while the lightly shaded circles are excluded sites
on sublattice 0 due to defect on sublattice 3. (e) A defect on
sublattice 1 and a defect on sublattice 3 positioned such that
they exclude the same two sites on the diagonal 0 separating
them.
Second, consider the case when two defects are on sub-
lattice 1 but on the same diagonal, as shown in Fig. 9(c).
Now, 6 and 4 lattice sites are excluded from diagonals
belonging to sublattice 0. The ratio of the partition func-
tions for this two defect configuration is
Nz21
4
Ωo(z0, L− 6)Ωo(z0, L− 4)
Ωp(z0, L)2
, (16)
where the factor N/4 is the combinatorial factor asso-
ciated with the number of ways of placing the pair of
particles. Expanding for large z0, we obtain
Nz21O(z
−4
0 ). (17)
Thus, to order z−3/2, there is no contribution. Collecting
together the terms, we obtain
L(z0, z1, 0, 0)
L(z0, 0, 0, 0)
∣∣∣∣
2D
= Nz21
[
3
32z
7/2
0
+O(z−30 )
]
. (18)
It is straightforward to verify that the contribution
from configurations with 3 defects do not contribute to
terms up to order z−3/2.
We now switch on a small z3. Sublattices 1 and 3 being
symmetric with respect to sublattice 0, the contribution
from configurations with a single defect on sublattice 3
is identical to Eq. (13) except for z1 → z3. Similarly,
configurations with two defects on sublattice 3 have the
same contribution as Eq. (18) with z1 → z3. We now
calculate the contribution to the partition function from
configurations with one defect on sublattice 1 and an-
other on sublattice 3 as shown in Fig. 9(d) and (e). In
Fig. 9(d), the particles are placed as close to each other
as possible. Given a particle on sublattice 1 (placed in
N/4 ways), there are four ways of placing a particle on
sublattice 3. The ratio of the partition functions for this
two defect configuration is
Nz1z3
Ωo(z0, L− 2)2Ωo(z0, L− 6)
Ωp(z0, L)3
. (19)
Expanding for large z0, we obtain
Nz1z3
[
1
8z
7/2
0
+O(z−40 )
]
. (20)
Now, consider the configuration shown In Fig. 9(e).
Once the first particle is placed (in N/4 ways), there is
a unique position for the second particle. The ratio of
partition functions when two such defects are present is
Nz1z3
4
Ωo(z0, L− 4)2Ωo(z0, L− 2)
Ωp(z0, L)3
. (21)
Expanding for large z0, we obtain
Nz1z3
[
1
32z
7/2
0
+O(z−40 )
]
. (22)
Combining together the contributions from configura-
tions with one or two defects on sublattices 1 and 3, we
obtain
L(z0, z1, 0, z3)
L(z0, 0, 0, 0) = N(z1 + z3)
[
1
16z20
− 1
16z
5/2
0
]
+
3N(z21 + z
2
3)
32z
7/2
0
+
5Nz1z3
32z
7/2
0
+O(z−2). (23)
We now focus on defects in sublattice 2. Unlike de-
fects in sublattices 1 and 3, a vacancy on sublattice 0
can be broken into two half vacancies with the points in
between being defects on sublattice 2. Thus, n defects
on sublattice 2 contribute at the same order as a single
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FIG. 10. Example of a rod-like defect on sublattice 2 and de-
fects on sublattice 1. Black circles are particles on sublattice
2. Empty circles are excluded sites on sublattice 0 or sublat-
tice 1 (all not shown) due to defect on sublattice 2. Lightly
shaded circles are excluded sites due to defects at A or C.
Circles with a pattern are excluded sites due to defect at B.
defect [10]. The expansion is better performed in terms
of rods which are a collection of contiguous defects in
the 3π/4 direction on sublattice 2 [10]. An example of a
rod of length 3 is shown in Fig. 10 (focus only on black
circles and empty circles that are triplets). It excludes
three sites each from 4 diagonals belonging to sublattice
0. It is straightforward to obtain the contribution from
a single rod [10]:
L(z0, 0, z2, 0)
L(z0, 0, 0, 0)
∣∣∣∣
1R
=
N
4
∞∑
n=1
zn2
[
Ωo(z0, L− 3)
Ωp(z0, L)
]n+1
,(24a)
=
N
4
z2β
2
1− z2β , (24b)
where 1R denoted one rod and
β =
1√
1 + 4z0λ+
, (25)
is a function only of z0.
The calculation of the contribution from two rods on
sublattice 2 is identical to that for the 2-NN model, ex-
cept for an overall factor of 1/2 due to only half the
lattice sites being involved in the calculation. Thus, one
can read off the results from the calculations of Ref. [10]
for the 2-NN model.
A further contribution to the free energy at order z−3/2
is due to configurations with a rod on sublattice 2 and
a particle on sublattice 1 or 3. Given a rod on sub-
lattice 2, there are three kinds of sites on sublattice 1
where a particle may be placed. These are denoted by
A, B and C (see Fig. 10). The contribution to the ratios
of partition functions L(z0, z1, z2, 0)/L(z0, 0, 0, 0) for the
different cases are
A :
N
4
zn2
[
Ωo(z0, L− 3)
Ωp(z0, L)
]n
×2z1Ωo(z0, L− 5)Ωo(z0, L− 2)
Ωp(z0, L)2
∼ O(z−3/2), (26)
B :
N
4
zn2
[
Ωo(z0, L− 3)
Ωp(z0, L)
]n−1
×2nz1Ωo(z0, L− 6)Ωo(z0, L− 5)
Ωp(z0, L)2
∼ O(z−5/2),(27)
C :
N
4
zn2
[
Ωo(z0, L− 3)
Ωp(z0, L)
]n
×2z1Ωo(z0, L− 4)
Ωp(z0, L)
∼ O(z−3/2), (28)
where n is the length of the rod. Thus to order z−3/2,
only cases A and C are relevant, and their contribution
to the free energy add up to
L(z0, z1, z2, z3)
L(z0, 0, 0, 0)
∣∣∣∣
1R,1D
=
N
4
z2β
1− z2β
(z1 + z3)
2z
5/2
0
+
N
4
z2β
2
1− z2β
(z1 + z3)
z
3/2
0
+O(z−2), (29)
where, in the right hand side of Eq. (29), the first term
is due to A and the second term is due to C.
The free energy of the 4-NN model may now be written
down up to O(z−3/2). In terms of the partition functions,
f(z0, z1, z2, z3) = − lnL(z0, 0, 0, 0)
N
− L(z0, z1, z2, z3)
NL(z0, 0, 0, 0) .
(30)
Adding the contribution from configurations with two
rods, as obtained in Ref. [10], to Eqs. (11), (23), (24b),
and (29), and equating zi = z, we obtain
−f(z) = 1
8
ln z +
1
8z1/2
+
1
4z
+
3
2 ln
9
8 +
149
192
z3/2
+O(z−2).
(31)
Knowing the free energy, the particle densities in each
sublattice is given by ρi = zi∂/∂zi(−f). Doing the alge-
bra and simplifying,
ρ(z) =
1
8
− 1
16z1/2
− 1
4z
−
9
4 ln
9
8 +
149
128
z3/2
+O(
1
z2
),(32)
ρ0(z) =
1
8
− 1
16z1/2
− 5
8z
−
605
128 +
17
4 ln
9
8
z3/2
+O(
1
z2
),(33)
ρ1(z) =
1
16z
+
17
32z3/2
+O(
1
z2
), (34)
ρ2(z) =
1
4z
+
2 ln 98 +
5
2
z3/2
+O(
1
z2
). (35)
The sublattice densities, truncated at order z−3/2 are
plotted in Fig. 11. Clearly, due to the sliding instabil-
ity, the density on sublattice 2 increases faster than that
of sublattices 1 and 3. Equating ρ0 and ρ2 in Eqs. (33)
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FIG. 11. (Color online) Variation of the densities of par-
ticles in different sublattices, truncated at order z−3/2 [see
Eqs. (33), (34), (35)], with 1/z.
and (35), an estimate of the critical activity may be esti-
mated. We find zc = 22.742 . . . or µc = 3.1242 . . .. This
should be compared with the actual value of µc ≈ 5.07.
The faster increase in the particle density of the sub-
lattice where sliding instability exists is the likely reason
for the second transition. As density is increased, the
system is first destabilized by the sliding instability into
sublattices 0 and 2. This is followed by a second transi-
tion where the density of sublattices 1, 3 equals that of
0, 2.
V. MULTIPLE TRANSITIONS IN THE k-NN
HCLG
In this section, we generalize the arguments of Sec. IV
to larger k. We ask for a criteria that will help determine
whether the HCLG for a given k will undergo multiple
transitions. From the analysis of the 4-NN model, it is
clear that if the high density phase is columnar, then it
is easier to generate defects in the sublattices where the
sliding instability is present as compared to other sublat-
tices. Hence, we conjecture that if the model satisfies (i)
the high density phase is columnar and (ii) the sliding
instability is present in only a fraction of the sublattices,
then the system will show multiple transitions.
In hard square systems (k = 2, 5), though the high
density phase is columnar, the sliding instability is along
all sublattices and hence does not satisfy condition (ii).
Hence, one expects only one transition for the hard
square system, at least for 2×2 and 3×3 systems. Mod-
els, other than hard square models, that show columnar
order at high densities will typically have sliding insta-
bility in only a few sublattices. For k > 5, none of the
k-NN HCLG models are hard square models. Thus, the
criteria reduces to determining whether the high density
phase is columnar or not.
(f)
(c)
(e)
(d)
(b)(a)
FIG. 12. One of the configurations of maximum density for
different k. Particles are shown by large filled circles. The
excluded sites are shown by small circles. A circle that en-
closes the excluded sites due to a particle are drawn around
the left most and top most particles. The empty large circles
denote sites that may be occupied by sliding all particles on
that diagonal, keeping other particles fixed. The examples
are for (a) 6-NN, (b) 7-NN, (c) 8-NN, (d) 9-NN, (e) 10-NN,
and (f) 11-NN.
The nature of the phase at high densities may be de-
termined by constructing configurations at full packing
for different k. In Fig. 12, we show configurations at full
packing for k = 6 to 11. In each of the plots, 4 particles
(filled circles) that constitute the unit cell are shown. A
circle of radius R, which depends on k, is drawn around
two of these particles – the left most and top most. R is
distance of the farthest exclusion point from the particle
hence all lattice sites within or on the circle are excluded
by the particle. The value of R for different k is given
in Table. II. In all the cases, the configuration can be
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TABLE II. For each k, the square of radius of circle of exclu-
sion R2, density at full packing ρmax and the nature of the
high density phase are tabulated.
k R2 ρmax High density phase
1 1 1/2 Sublattice
2 2 1/4 Columnar
3 4 1/5 Sublattice
4 5 1/8 Columnar
5 8 1/9 Columnar
6 9 1/10 Sublattice
7 10 1/12 Sublattice
8 13 1/15 Sublattice
9 16 1/15 Sublattice
10 17 1/18 Columnar
11 18 1/20 Columnar
12 20 1/23 Sublattice
13 25 1/24 Sublattice
14 26 1/28 Columnar
thought of as particles placed on equidistant parallel di-
agonals (not necessarily oriented in the π/4 direction). In
some cases [see Fig. 12 (e) and (f)], all the particles in a
diagonal may be slid by one or two lattice spacings with-
out affecting the configurations in other diagonals. Such
allowed sites are denoted by empty large circles. If such
a freedom to slide exists, the system will have columnar
order at high densities.
For 6-NN, in the fully packed configuration, the par-
ticles are along diagonals oriented in the tan−1(1/3) or
tan−1(3) directions [see Fig. 12(a)]. There is no free-
dom to slide, and hence we expect sublattice order at
full packing. This is true for k = 7, 8, 9, where the di-
agonals are oriented in different directions for different
k [see Fig. 12(b)–(d)]. Thus, the conjecture would pre-
dict a single first order transition to an ordered sublattice
phase for k = 6, . . . , 9.
For the 10-NN model, the particles in any diagonal
may be slid by one or two lattice sites in the π/4 di-
rection without affecting the configurations in the other
diagonals [see Fig. 12(e)]. For the 11-NN model, all the
particles in a diagonal may be slid by one lattice spacing
in the tan−1(1/2) direction without affecting the config-
urations in the other diagonals [see Fig. 12(f)]. Thus, the
conjecture predicts that there should be multiple transi-
tions in the 10-NN and 11-NN model.
The analysis is easily extended to larger k by construct-
ing the fully packed configurations. For instance, the
next k to have columnar order at high densities is k = 14.
The nature of the high density phase and the density at
full packing for k ≤ 14 are summarized in Table. II.
VI. MONTE CARLO SIMULATIONS FOR
k = 6, . . . , 11
In this section, we present results from Monte Carlo
simulations for k-NN HCLG models with k = 6, . . . , 11
to verify the conjecture presented in Sec. V. We refer
to Sec. II and Table I for details of the simulations. We
present the details for k = 6 to k = 9 in Sec. VIA, k = 10
is Sec. VIB, k = 11 in Sec. VIC.
A. The 6-NN to 9-NN models
The conjecture in Sec. V predicts a single first order
transition from a disordered phase to an ordered sublat-
tice phase for k = 6, 7, 8, 9. In order to define suitable
order parameters, we divide the lattice sites into different
sublattices. Like in the 4-NN model, each site belongs to
two sublattices.
The sublattices for the 6-NN model are shown in
Fig. 13. In Fig. 13(a) [Fig. 13(b)], all sites belonging to a
diagonal oriented in the tan−1(1/3) [tan−1(3)] direction
belong to the same sublattice. There are 10 sublattices
each for the two choices. In the high density phase, most
particles will occupy one of the 20 sublattices with max-
imum density 1/10.
The sublattices for the 7-NN model are shown in
Fig. 14. In Fig. 14(a) [Fig. 14(b)], all sites belonging to
a diagonal oriented in the tan−1(2/3) [tan−1(3/2)] direc-
tion belong to the same sublattice. There are 12 sublat-
tices each for the two choices. In the high density phase,
most particles will occupy one of the 24 sublattices with
maximum density 1/12.
The sublattices for the 8-NN model are shown in
Fig. 15. In Fig. 15(a) [Fig. 15(b)], all sites belonging to a
diagonal oriented in the tan−1(1/4) [tan−1(−4)] direction
belong to the same sublattice. There are 15 sublattices
each for the two choices. In the high density phase, most
particles will occupy one of the 30 sublattices with max-
imum density 1/15.
The sublattices for the 9-NN model are identical to
that for the 8-NN model shown in Fig. 15, and hence
maximum density will be 1/15.
To study the phase transition into the sublattice phase
for k = 6 to 9, we define an order parameter
Qk = |Q(a)k | − |Q(b)k |, (36)
where k = 6, 7, 8, 9 denotes k-NN and Q
(a)
k and Q
(b)
k mea-
sure sublattice ordering according to the sublattice label-
ing in (a) and (b) respectively of Figs. 13, 14, and 15 and
are defined as
Q
(a)
k =
m−1∑
j=0
ρje
2πιj/m, (37)
Q
(b)
k =
2m−1∑
j=m
ρje
2πιj/m. (38)
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FIG. 13. The sublattices of the 6-NN model. (a) All sites on
a diagonal oriented in the tan−1(1/3) direction belong to the
same sublattice. (b) All sites on a diagonal oriented in the
tan−1(3) direction belong to the same sublattice.
Here ρj is the particle density in sublattice j. The pa-
rameter m depends on k and has values 10 (6-NN), 12
(7-NN), 15 (8-NN) and 15 (9-NN). Clearly, Qi is zero
in the disordered phase and non-zero in the sublattice
ordered phase.
We now study the transitions for k = 6 to k = 9 using
the above order parameter. To show that a transition is
first order, we measure the probability density function
(pdf) of the density ρ and order parameter Qk near the
transition for two different values of L. The pdfs should
have two peaks that do not move closer to each other with
increasing L. One of the peaks correspond to the disor-
dered phase and the other to the ordered phase. This
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FIG. 14. The sublattices of the 7-NN model. (a) All sites on
a diagonal oriented in the tan−1(2/3) direction belong to the
same sublattice. (b) All sites on a diagonal oriented in the
tan−1(3/2) direction belong to the same sublattice.
will be taken as a signature of a first order transition.
We observe transitions at critical chemical potentials
µc ≈ 4.66 (k = 6), µc ≈ 4.88 (k = 7), µ ≈ 6.07 (k = 8),
and µ ≈ 4.63 (k = 9). Surprisingly, we find µc for 9-NN
to be smaller than that for 6-NN.
The pdfs for ρ and Qk are shown in Fig. 16 (a), (b)
[6-NN], (c), (d) [7-NN], (e), (f) [8-NN] and (g), (h) [9-
NN]. In all the plots, we observe that the pdfs have two
peaks that do not approach each with increasing system
size. For 8-NN [see Fig. 16 (e), (f)], there is a long-lived
metastable state at a density that lies between those for
the low-disordered phase and the high-density sublattice
phase. Hence, the pdf for µ > µc is peaked at a value
different from the peak at the transition point. We, there-
fore, conclude that the transitions in the 6-NN to 9-NN
models are first order.
We check that the phase for values of µ . µc is the
disordered phase and for values of µ & µc is the sublat-
tice ordered phase (by looking at typical snapshots) ex-
pected at full packing. Thus, we do not expect any more
transitions. Both the first order nature and the single
transition are consistent with the conjecture in Sec. V.
B. The 10-NN model
For the 10-NN model, the conjecture in Sec. V pre-
dicts multiple transitions. In this subsection, we con-
firm the same. We divide the lattice into sublattices as
shown in Fig. 17. Each site belongs to two sublattices.
In Fig. 17(a) [Fig. 17(b)], all sites belonging to a diag-
onal oriented in the π/4 (3π/4) direction belong to the
same sublattice. There are 6 sublattices each for the two
choices.
In the high density phase, we expect the system to be
in a columnar phase where all the particles occupy one
sublattice either from 0 to 5 or from 6 to 11. For example,
if the particles are all in sublattice 0 direction, they are
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FIG. 15. The sublattices of the 8-NN and the 9-NN models.
(a) All sites on a diagonal oriented in the tan−1(1/4) direc-
tion belong to the same sublattice. (b) All sites on a diagonal
oriented in the tan−1(−4) direction belong to the same sub-
lattice.
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FIG. 16. (Color online) The probability density function for
density ρ (left panels) and order parameter Qk (right panels)
for µ ≈ µc, the critical chemical potential, for two different
system sizes. The data are for the k-NN model with k = 6
[(a) and (b)], k = 7 [(c) and (d)], k = 8 [(e) and (f)], and
k = 9 [(g) and (h)].
also in sublattices 6, 8 and 10. The maximum density
possible is 1/18.
We first show that, if all the particles are in sublattice
0 in the columnar phase, then there is a sliding instability
along sublattices 2 and 4. To do so, we consider config-
urations with defects on sublattice 2 or sublattice 4 that
are rod-like, and show that rods of all lengths contribute
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FIG. 17. The sublattices of the 10-NN model. (a) All sites on
a diagonal oriented in the pi/4 direction belong to the same
sublattice. (b) All sites on a diagonal oriented in the 3pi/4
direction belong to the same sublattice.
at same order. In Fig. 18, we show examples of configu-
rations with rods of length 3 on sublattice 2 (black cir-
cles) and on sublattice 4 (lightly shaded circles). A rod of
length n excludes 5 sites each from n+1 diagonals belong-
ing to sublattice 0. The contribution from configurations
with rods of length n to the ratio of partition functions
L(z0, 0, z2, 0, 0, 0/L(z0, 0, 0, 0, 0, 0) configuration is
N
6
zn2
[
Ωo(z0, L− 5)
Ωp(z0, L)
]n+1
. (39)
In the 10-NN model, along a diagonal, a particle ex-
cludes its nearest and next-nearest neighbors from be-
ing occupied by a particle. Then, to leading order
Ωo(z0, L − 5) ∼ zL/3−10 , and Ωp(z0, L) ∼ zL/30 . Thus,
the term in Eq. (39) is z−1 to leading order for all n ≥ 1.
Thus, the sliding instability exists along sublattices 2
and 4. It is straightforward to verify that it does not
exist on sublattices 1, 3, and 5. The conjecture in Sec. V
then predicts that as z is decreased, the columnar phase
should first destabilize into a phase where particle den-
sities will be equal on all even sublattices and all odd
sublattices, but not equal to each other. If we label the
even sublattices as A and odd sublattices asB, then there
is a symmetry breaking between A and B. Further de-
crease in z would result in a disordered phase. Like for
the 4-NN model, we will call the intermediate phase as a
sublattice phase.
In terms of increasing z or µ, we expect the first tran-
sition to be in the universality class of two dimensional
Ising model because of symmetry breaking between two
symmetric phases. In the second transition, the system
chooses from one of 6 symmetric phases. By analogy with
Potts model, we expect the second transition to be first
order.
We now confirm these predictions numerically. To
study the first transition, we define an order parameter,
Q1 = |(ρ0 + ρ2 + ρ4)− (ρ1 + ρ3 + ρ5)|, (40)
0 1 2 43 5 0 1 2 34 53
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FIG. 18. An example of rod-like defects of length 3 on sublat-
tices 2 (black circles) or 4 (grey circles) in the 10-NN model.
Exclusions only on sublattice 0 are shown by empty circles.
0, 1, 2, 3, 4, 5 on the edge of the box denote diagonals that be-
long to sublattices 0, 1, 2, 3, 4, 5 respectively.
where ρi are the particle densities on sublattice i. Q1
measures the density difference between even and odd
sublattices. The data for the different thermodynamic
quantities near the disordered-sublattice transition are
shown in Fig. 19. The critical chemical potential µc is
obtained from the intersection of the Binder cumulant
curves U1 for different system sizes. We obtain µc = 5.3±
0.05. The data for U1 [see Fig. 19(b)], Q1 [see Fig. 19(c)]
and χ
(2)
1 [see Fig. 19(d)] for different system sizes collapse
onto a single curve when scaled as in Eq. (4) with Ising
exponents β/ν = 1/8, γ/ν = 7/4 and ν = 1. These
results confirm that the first transition is continuous and
is consistent to the Ising universality class.
We now study the second transition. This is best done
using an order parameter Q10 as defined in Eqs. (36)
and (37) with m = 6 in Eq. (37). Q10 is zero in disor-
dered and sublattice phases and non-zero in the columnar
phase. We find that Q10 is zero for µ . 5.95 and non zero
for µ & 6.00. These values are distinctly larger than the
critical chemical potential found above for the first tran-
sition (5.30). To establish the first order nature of the
transition, we measure the pdfs of density ρ and Q10 near
the transition point. These are shown in Fig. 20 (a) and
(b). The pdfs for both quantities have two well separated
peaks that become sharper with increasing system size.
This is a clear signature of a first order transition.
We check that the phase for values of µ & µc is the
columnar ordered phase (by looking at typical snapshots)
expected at full packing. Thus, we do not expect any
more transitions. Thus, the numerical data are consistent
with the conjecture in Sec. V.
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FIG. 19. (Color online) The data for cumulants of Q1 for
the 10-NN model near the first transition from the disordered
phase to sublattice phase. (a) The Binder cumulant U1 for
different L crosses at µc = 5.30. The data for (b) U1, (c)
Q1, and (d) χ
(2)
1 for different L collapse onto a single curve
when scaled as in Eq. (4) with the Ising exponents β/ν = 1/8,
γ/ν = 7/4, and ν = 1.
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FIG. 20. (Color online) The probability density function for
(a) density ρ and (b) order parameter Q10 near the transition
point (µc ≈ 6.0) for three different system sizes. The data are
for the 10-NN model.
C. The 11-NN model
For the 11-NN model, the conjecture in Sec. V predicts
multiple transitions. In this subsection, we numerically
confirm the same. We divide the lattice into sublattices
as shown in Fig. 21. In contrast to sublattice decompo-
sition for k ≤ 10, now each site belongs to four sublat-
tices. In Fig. 17(a), (b), (c), and (d), all sites belonging
to a diagonal oriented in the tan−1(1/2), tan−1(−1/2),
tan−1(2), and tan−1(−2) directions respectively belong
to the same sublattice. There are 10 sublattices for each
of the four choices.
In the high density phase, we expect the system to be
in a columnar phase where all the particles occupy one
sublattice chosen from one of the sets 0 to 9, 10 to 19,
20 to 29, and 30 to 39. An example of a columnar phase
would be all particles in sublattice 0. In that case, the
particles are also simultaneously in all even sublattices
between 10 and 19, all sublattices between 20 and 29, and
sublattices 30 and 35. Along a diagonal in sublattice 0,
there is nearest neighbor exclusion. Hence, the maximum
density possible is 1/20.
Consider, now, the high density phase. Suppose the
ordered phase is one in which all particles are present
in sublattice 0. We now introduce defects and ask what
sublattices have a sliding instability. We skip the de-
tails, but it is straightforward to verify that the sliding
instability is present only for sublattice 5. This means
that n-rod defects of n defects on sublattice 5 contribute
to the same order in the free energy. The conjecture
in Sec. V therefore predicts that the high density phase
should destabilize into a phase where two sublattices are
equally occupied. Further decrease in chemical potential
would finally result in a low density disordered phase.
We now present results from Monte Carlo simulations
for the 11-NN model. As chemical potential is increased,
we find that the system undergoes a first order transition
(see below) at µc ≈ 6.40. However, for µ & µc, the phase
that we observe is not the phase where 2 sublattices are
present. Instead, we observe a phase in which particles
are mostly present on even sublattices (for e.g., 0,2,4,6,8)
or odd sublattices (for e.g.,1,3,5,7,9). Equivalently, in
terms of rows and columns, the particles occupy every
fourth row or every fourth column. There are 8 such
states.
A convenient order parameter to study the transition
is
Q11 = |
3∑
j=0
rje
2πιj/4| − |
3∑
j=0
cje
2πιj/4| (41)
where rj is the particle density in rows [j mod 4] and cj
is the particle density in columns [j mod 4]. Q11 is zero
in the disordered phase and non-zero in the intermediate
phase.
We first show that the density ρ has a discontinuity
across the transition. In Fig. 22, we show the pdf for ρ for
three different system sizes near the transition point. The
pdfs have two distinctly separated peaks that sharpen
with system size. This is a clear indication of a first
order transition.
The densities above the transition are very close to the
maximum density possible (1/20). Since there is a pos-
sibility that the system may not have equilibrated, we
present evidence for equilibration. The variation of den-
sity ρ and the order parameter Q11 with time is shown in
Fig. 23. The data are for two different initial conditions.
In the first, the initial configuration is one of maximal
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FIG. 21. The sublattices of the 11-NN model. (a) All sites on
a diagonal oriented in the tan−1(1/2) direction belong to the
same sublattice. (b) All sites on a diagonal oriented in the
tan−1(−1/2) direction belong to the same sublattice. (c) All
sites on a diagonal oriented in the tan−1(2) direction belong
to the same sublattice. (b) All sites on a diagonal oriented in
the tan−1(−2) direction belong to the same sublattice.
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FIG. 22. (Color online) The probability distribution func-
tion for density ρ near the transition point for three different
system sizes. The data are for the 11-NN model.
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FIG. 23. (Color online) The variation of (a) density ρ and (b)
order parameter Q11 with time t for the 11-NN model when
µ & µc. The data are for two different initial conditions.
In the first, labelled “ordered”, all particles are in sublattice
0. In the second, labelled “random”, particles are initially
deposited at random.
density, where all particles are on sublattice 0. In the
second, the initial configuration is a random one where
105 deposition attempts (singe particle) are made at ran-
dom locations. We find that, though the time profiles for
the two initial conditions are different, they are statisti-
cally identical for larger times (see Fig. 23(a) for ρ and
(b) for Q11. Further, we also check using snapshots that
the long time behavior for both initial conditions is one
every fourth row or column are occupied. We, thus, con-
clude that the system is equilibrated in our simulations.
The intermediate phase, being different from the fully
packed phase, we expect at least one more transition.
But our conjecture in Sec. V predicts the existence of a
phase where two sublattices are occupied. If this conjec-
ture is true, then we expect at least two more transitions
with increasing µ. Unfortunately, within available com-
putational time, we are unable to equilibrate the system
for larger µ, and hence unable to verify the above claim.
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VII. SUMMARY AND CONCLUSIONS
In this paper, we revisited the well-studied two-
dimensional k-NN hard core lattice gas model, where
the first k next nearest neighbors of a particle are ex-
cluded from being occupied by another particle. Using
an efficient Monte Carlo algorithm, we were able to study
numerically systems with k up to 11, earlier studies hav-
ing been limited to k ≤ 5. Surprisingly, we found that
systems with certain k (k = 4, 10, 11, . . .) undergo mul-
tiple entropy driven transitions with increasing density.
That these models may show multiple transitions have
not be appreciated in the literature hitherto. For the 4-
NN model, the presence of two transitions resolved an
existing puzzle as to why the system had a continuous
transition when analogy with the Potts model predicted
a first order transition. In this paper, we showed that
the 8-fold symmetry is broken in two steps leading to
two continuous transitions – one belonging to the Ising
universality class and the other to the two color Ashkin
Teller universality class – rather than a single first order
transition. To rationalize this finding, we studied ana-
lytically the 4-NN model using a large z expansion. The
high density phase being columnar, the expansion is in
powers of 1/
√
z rather than the usual Mayer expansion
in 1/z. From the first four terms of the expansion, it was
shown that the densities of defects increases more rapidly
in sublattices where a sliding instability is present when
compared to sublattices where it is absent. This led us
to conjecture that if the high density phase is columnar
and the system is not a hard square system, then the
model should show multiple transitions. This conjecture
predicts single first order transitions for k = 6, 7, 8, 9,
and multiple transitions for k = 10, 11. This claim was
verified numerically.
In particular, for the 10-NN model, we showed that
there are two transitions. The first transition into a
sublattice phase is continuous and is indistinguishable
from the Ising universality class. The second transition
is first order. For the 11-NN model, due to computational
limitations, we were able to numerically study only the
first transition. However, the intermediate ordered phase
was shown to be different from the phase at full pack-
ing. Hence, at least one more transition will definitely be
present. Surprisingly, we found the intermediate phase to
be different from what we found for the 4-NN and 10-NN
models. For these latter models, as z is decreased from
infinity, the system first destabilizes into a state where
the original sublattice and sublattices with sliding insta-
bility are present, consistent with our conjecture. Hence,
we expect the 11-NN model to undergo at least three
transitions with increasing density.
It would be interesting to verify the above claim for 11-
NN. Unfortunately, we are unable to equilibrate the 11-
NN system at densities higher than just beyond the first
transition. Seeking improvements to the algorithm in the
future may help. One possible direction would be to use
flat histogramMonte Carlo algorithms like the the Wang-
Landau algorithm [86, 87] or tomographic sampling [88,
89]. A different approach would be to calculate the high
density expansion for the densities of particles in different
sublattices for the 10-NN and 11-NN models. Like in
the 4-NN model, this will help to identify the preferred
sublattices for generation of defects.
For the 4-NN model, by simulating systems up to L =
600 (earlier simulations [50] having studied L = 240),
we confirm that the first transition from the low density
disordered phase to the intermediate sublattice phase is
indistinguishable from the universality class of the two-
dimensional Ising model. However, sophisticated analy-
sis based on cluster integrals rule out Ising universality
class [81]. This cluster analysis works very well for other
repulsive interaction models and is a promising tool for
studying phase transitions. It would therefore be impor-
tant to understand why it fails for the 4-NN model. In
particular should the analysis be modified in the presence
of multiple transitions?
Explaining the transitions in the k-NN models by ana-
lytical methods is an open problem. Possible approaches
include modified Flory approximation [90] and funda-
mental measure theory [64, 70, 71] that have been applied
earlier to HCLG models like the 2-NN model. Reproduc-
ing the two transitions in the 4-NN model would be a test
for efficacy of these theories. A different approach would
be to look for exact solutions for arbitrary k on sim-
pler lattices like the random lattice or the Bethe lattice
where the solution of the 1-NN model is known [91], or
the recently introduced random locally tree like layered
lattice [92, 93]. A precise formulation of what extended
hard core exclusion range means on these lattices will be
the first step. Also, to the best of our knowledge, unlike
the sublattice phase, there is no rigorous proof for the
existence of columnar phase for any model. The large z
expansions for the 2-NN model [8, 10, 75] and the 4-NN
model in this paper are only heuristic evidence for the
existence of the columnar phase. In a recent paper, the
existence of a nematic phase with orientational ordering
was proved in Ref. [94]. It would be interesting to see if
such methods can be extended to prove the existence of
columnar phase.
The algorithm used in the paper is well suited to ef-
ficiently study hard core exclusion models on other lat-
tices, dimensions, and for particles of different shapes. In
three dimensions, simulations of hard cubes in the con-
tinuum show a first order transition from a disordered
phase to a simple cubic crystal phase [95]. It would be
interesting to study the lattice version of the hard cube
model as well as the k-NN model in three dimensions, and
obtain the phase diagram. Another interesting problem
is that of rounded squares in two dimensions. Recent
experiments on brownian squares report the existence
of hexagonal, rhombic and square phases [96]. Some
of these features have been reproduced in simulations of
rounded squares [97, 98]. It is straightforward to make
a lattice version of such shapes, making it suitable to be
studied by our algorithm. These are promising areas for
19
future study.
ACKNOWLEDGMENTS
We thank Deepak Dhar, Sumedha, and Anish Mallick
for helpful discussions. The simulations were carried out
on the supercomputing machine Annapurna at The In-
stitute of Mathematical Sciences.
[1] L. K. Runnels, Phase Transitions and Critical Phenom-
ena, Vol. 2, edited by C. Domb and MS Green (Academic
Press, London, 1972) Chap. 8, pp. 305–328.
[2] B. J. Alder and T. E. Wainwright, Phys. Rev. 127, 359
(1962).
[3] B. J. Alder and T. E. Wainwright, J. Chem. Phys. 27,
1208 (1957).
[4] D. Dhar, Phys. Rev. Lett. 49, 959 (1982).
[5] D. Dhar, Phys. Rev. Lett. 51, 853 (1983).
[6] D. C. Brydges and J. Z. Imbrie, J. Stat. Phys. 110, 503
(2003).
[7] G. Parisi and N. Sourlas, Phys. Rev. Lett. 46, 871 (1981).
[8] A. Bellemans and R. K. Nigam, J. Chem. Phys. 46, 2922
(1967).
[9] P. A. Pearce and K. A. Seaton, J. Stat. Phys. 53, 1061
(1988).
[10] K. Ramola and D. Dhar, Phys. Rev. E 86, 031135 (2012).
[11] R. J. Baxter, J. Phys. A 13, L61 (1980).
[12] R. Dickman, J. Chem. Phys. 136, 174105 (2012).
[13] A. Verberkmoes and B. Nienhuis, Phys. Rev. Lett. 83,
3986 (1999).
[14] B. C. Barnes, D. W. Siderius, and L. D. Gelb, Langmuir
25, 6702 (2009).
[15] A. Ghosh and D. Dhar, Europhys. Lett. 78, 20003 (2007).
[16] J. Kundu, R. Rajesh, D. Dhar, and J. F. Stilck, Phys.
Rev. E 87, 032103 (2013).
[17] J. Kundu and R. Rajesh, arXiv:1401.5590 (2014).
[18] J. Bouttier, P. D. Francesco, and E. Guitter, J. Phys. A
35, 3821 (2002).
[19] C. Domb, Il Nuovo Cimento (1955-1965) 9, 9 (1958).
[20] D. M. Burley, Proc. Phys. Soc. 75, 262 (1960).
[21] D. Burley, Proc. Phys. Soc. 77, 451 (1961).
[22] D. E. Taylor, E. D. Williams, R. L. Park, N. C. Bartelt,
and T. L. Einstein, Phys. Rev. B 32, 4653 (1985).
[23] A. Patrykiejew, S. Soko lowski, and K. Binder, Surf. Sci.
Rep. 37, 207 (2000).
[24] S. Mitchell, G. Brown, and P. Rikvold, Surf. Sci. 471,
125 (2001).
[25] M. T. M. Koper, “Statistical mechanics and kinetic mod-
eling of electrochemical reactions on single-crystal elec-
trodes using the lattice-gas approximation,” in Electro-
catalysis (Wiley-VCH Verlag GmbH & Co. KGaA, 2013)
pp. 75–98.
[26] M. T. Koper, J. Electroanal. Chem. 450, 189 (1998).
[27] P. Bak, P. Kleban, W. N. Unertl, J. Ochab, G. Akinci,
N. C. Bartelt, and T. L. Einstein, Phys. Rev. Lett. 54,
1539 (1985).
[28] Y. Zhang, V. Blum, and K. Reuter, Phys. Rev. B 75,
235406 (2007).
[29] N. Bartelt, L. Roelofs, and T. Einstein, Surf. Sci. Lett.
221, L750 (1989).
[30] J. Amar, K. Kaski, and J. D. Gunton, Phys. Rev. B 29,
1462 (1984).
[31] K. Binder and D. P. Landau, Phys. Rev. B 21, 1941
(1980).
[32] D. P. Landau and K. Binder, Phys. Rev. B 31, 5946
(1985).
[33] O. Derzhko and J. Richter, Phys. Rev. B 70, 104415
(2004).
[34] M. E. Zhitomirsky and H. Tsunetsugu, Phys. Rev. B 75,
224416 (2007).
[35] E. Eisenberg and A. Baram, J. Phys. A 33, 1729 (2000).
[36] E. Eisenberg and A. Baram, Europhys. Lett. 71, 900
(2005).
[37] M. Weigt and A. K. Hartmann, Europhys. Lett. 62, 533
(2003).
[38] S. Ji, C. Ates, and I. Lesanovsky, Phys. Rev. Lett. 107,
060406 (2011).
[39] R. Baxter, Ann. Comb. 3, 191 (1999).
[40] K. Georgiou, E. Kranakis, and D. Krizanc, Discrete
Math. 309, 5120 (2009).
[41] A. D. Scott and A. D. Sokal, J. Stat. Phys. 118, 1151
(2005).
[42] Y. Suhov and U. Rozikov, Queueing Syst. 46, 197 (2004).
[43] A. D. Sokal, arXiv preprint cond-mat/0004231 (2000).
[44] N. Bhatnagar, A. Sly, and P. Tetali, in Approximation,
Randomization, and Combinatorial Optimization. Algo-
rithms and Techniques (Springer, 2010) pp. 434–447.
[45] J. M. Kosterlitz and D. J. Thouless, J. Phys. C 6, 1181
(1973).
[46] D. R. Nelson and B. I. Halperin, Phys. Rev. B 19, 2457
(1979).
[47] A. P. Young, Phys. Rev. B 19, 1855 (1979).
[48] E. P. Bernard and W. Krauth, Phys. Rev. Lett. 107,
155704 (2011).
[49] K. Wierschem and E. Manousakis, Phys. Rev. B 83,
214108 (2011).
[50] H. C. M. Fernandes, J. J. Arenzon, and Y. Levin, J.
Chem. Phys. 126, 114508 (2007).
[51] D. S. Gaunt and M. E. Fisher, J. Chem. Phys. 43, 2840
(1965).
[52] R. J. Baxter, I. G. Enting, and S. K. Tsang, J. Stat.
Phys. 22, 465 (1980).
[53] A. Baram and M. Fixman, J. Chem. Phys. 101, 3172
(1994).
[54] L. K. Runnels, Phys. Rev. Lett. 15, 581 (1965).
[55] L. K. Runnels and L. L. Combs, J. Chem. Phys. 45, 2482
(1966).
[56] F. H. Ree and D. A. Chesnut, J. Chem. Phys. 45, 3983
(1966).
[57] R. Nisbet and I. Farquhar, Physica 76, 259 (1974).
[58] W. Guo and H. W. J. Blo¨te, Phys. Rev. E 66, 046140
(2002).
[59] Y. ban Chan, J. Phys. A 45, 085001 (2012).
20
[60] I. Jensen, J. Phys. A 45, 508001 (2012).
[61] H. Meirovitch, J. Stat. Phys. 30, 681 (1983).
[62] C.-K. Hu and K.-S. Mak, Phys. Rev. B 39, 2948 (1989).
[63] D.-J. Liu and J. W. Evans, Phys. Rev. B 62, 2134 (2000).
[64] L. Lafuente and J. A. Cuesta, Phys. Rev. E 68, 066120
(2003).
[65] Z. Ra`cz, Phys. Rev. B 21, 4012 (1980).
[66] C.-K. Hu and C.-N. Chen, Phys. Rev. B 43, 6184 (1991).
[67] A. Bellemans and R. K. Nigam, Phys. Rev. Lett. 16, 1038
(1966).
[68] F. H. Ree and D. A. Chesnut, Phys. Rev. Lett. 18, 5
(1967).
[69] R. M. Nisbet and I. E. Farquhar, Physica 73, 351 (1974).
[70] L. Lafuente and J. A. Cuesta, J. Chem. Phys. 119, 10832
(2003).
[71] M. Schmidt, L. Lafuente, and J. A. Cuesta, J. Phys. 15,
4695 (2003).
[72] P. A. Slotte, J. Phys. C 16, 2935 (1983).
[73] W. Kinzel and M. Schick, Phys. Rev. B 24, 324 (1981).
[74] X. Feng, H. W. J. Blo¨te, and B. Nienhuis, Phys. Rev. E
83, 061153 (2011).
[75] K. Ramola, Ph.D. thesis, Tata Institute of Fundamental
Research, Mumbai (2012).
[76] A. Bellemans and J. Orban, Phys. Rev. Lett. 17, 908
(1966).
[77] J. Orban and D. Van Belle, J. Phys. A 15, L501 (1982).
[78] R. Nisbet and I. Farquhar, Physica 76, 283 (1974).
[79] O. J. Heilmann and E. Praestgaard, J. Phys. A 7, 1913
(1974).
[80] C. E. Fiore and M. G. E. da Luz, J. Chem. Phys. 138,
014105 (2013).
[81] Z. Rotman and E. Eisenberg, Phys. Rev. E 80, 031126
(2009).
[82] E. Domany, M. Schick, J. S. Walker, and R. B. Griffiths,
Phys. Rev. B 18, 2209 (1978).
[83] J. Kundu, R. Rajesh, D. Dhar, and J. F. Stilck, AIP
Conf. Proc. 1447, 113 (2012).
[84] A. M. Ferrenberg and R. H. Swendsen, Phys. Rev. Lett.
61, 2635 (1988).
[85] R. J. Baxter, Exactly Solved Models in Statistical Me-
chanics (Academic Press, London, 1982).
[86] F. Wang and D. P. Landau, Phys. Rev. Lett. 86, 2050
(2001).
[87] F. Wang and D. P. Landau, Phys. Rev. E 64, 056101
(2001).
[88] R. Dickman and A. G. Cunha-Netto, Phys. Rev. E 84,
026701 (2011).
[89] R. E. Belardinelli, V. D. Pereyra, R. Dickman, and B. J.
Lourenco, arXiv:1404.0725 (2014).
[90] H. C. M. Fernandes, Y. Levin, and J. J. Arenzon, Phys.
Rev. E 75, 052101 (2007).
[91] L. K. Runnels, J. Math. Phys. 8, 2081 (1967).
[92] D. Dhar, R. Rajesh, and J. F. Stilck, Phys. Rev. E 84,
011140 (2011).
[93] J. Kundu and R. Rajesh, Phys. Rev. E 88, 012134 (2013).
[94] M. Disertori and A. Giuliani, Commun. Math. Phys. 323,
143 (2013).
[95] F. Smallenburg, L. Filion, M. Marechal, and M. Dijkstra,
Proc. Natl. Acad. Sci. 109, 17886 (2012).
[96] K. Zhao, R. Bruinsma, and T. G. Mason, Proc. Natl.
Acad. Sci. 108, 2684 (2011).
[97] C. Avendan˜o and F. A. Escobedo, Soft Matter 8, 4675
(2012).
[98] S. P. Carmichael and M. S. Shell, J Chem. Phys. 139,
164705 (2013).
