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Abstract
There is no generally agreed upon definition of
disentangled representation. Intuitively, a disen-
tangled representation captures and separates a
few factors of variation that generate the data.
Disentangled representations are useful for many
tasks such as reinforcement learning, transfer
learning, and zero-shot learning. To evaluate
disentangled representations several metrics have
been proposed. However, theoretical guarantees
for existing metrics of disentanglement are still
missing, and in some applications, existing met-
rics do not have a consistent correlation with the
outcomes of a qualitative study of the disentan-
glement of the learned representations. In this
paper, we analyze metrics of disentanglement and
their properties. Specifically, we analyze whether
available metrics satisfy two desirable properties:
(1) assign a high score to representations that
are disentangled according to the definition; and
(2) assign a low score to representations that are
entangled according to the definition. We show
that most of the current metrics do not satisfy at
least one of these properties. Consequently, we
propose a new definition for a metric of disentan-
glement that satisfies both of the properties.
1. Introduction
Algorithms for learning representations are crucial for a
variety of machine learning tasks, including image classifi-
cation (Vincent et al., 2008; Hinton & Salakhutdinov, 2006)
and image generation (Goodfellow et al., 2014; Makhzani
et al., 2015). One type of representation learning algo-
rithm is designed to create a disentangled representation.
While there is no standardized definition of a disentangled
representation, the key intuition is that a disentangled repre-
sentation should capture and separate the generative factors
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(a) Example of a
dataset containing
rectangles with
width w and height
h from the uniform
distribution U(0, 1)
(b) Change in the ele-
ments of the dataset
caused by a change
in the disentangled
latent representation.
Horizontally, the
change is caused
by a change in the
first hidden factor;
vertically, the change
is caused by another
hidden factor.
(c) Change in the ele-
ments of the dataset
caused by a change
in the entangled
latent representation.
Horizontally, the
change is caused
by a change in the
first hidden factor;
vertically, the change
is caused by another
hidden factor.
Figure 1. Example of a dataset and disentangled and entangled
representations.
(Bengio et al., 2013; Higgins et al., 2018). In this paper,
we assume that the generative factors of the dataset are
interpretable factors that describe every sample from the
dataset.
Consider, for example, Fig. 1a, where we show a dataset
containing rectangles of different shapes. There are two
generative factors for this dataset: the length and width
of the rectangles. In the disentangled latent representation
of this dataset we can choose two latent factors. One of
these factors is an invertible function of the length of the
rectangles. Another is an invertible function of the width
of the rectangles. In such a representation a change of one
latent factor leads to a change only in one generative factor
(see Fig. 1b). In an entangled representation a change in one
latent factor can lead to a change in the length and width of
the rectangles (see Fig. 1c).
Learning a disentangled representation is an important step
towards better representation learning because a disentan-
gled representation contains information about elements in
a dataset in an interpretable and compact structure (Ben-
gio et al., 2013; Higgins et al., 2018). Interpretability of
a representation helps in tasks where users interact with a
system, as they understand how it works and can provide
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informative feedback. Moreover, learning a disentangled
representation helps for tasks where state-of-the-art ma-
chine learning-based approaches still struggle but where
humans excel. Such scenarios include learning with knowl-
edge transfer (Tommasi et al., 2010; Huang & Frank Wang,
2013; Pan et al., 2010), zero-shot inference (Lampert et al.,
2009; Romera-Paredes & Torr, 2015) and supervised learn-
ing (Szegedy et al., 2013; Nguyen et al., 2015).
Therefore, the development of an algorithm that learns dis-
entangled representations has become an active area of re-
search (Detlefsen & Hauberg, 2019; Dezfouli et al., 2019;
Lorenz et al., 2019). To evaluate these algorithms several
metrics of disentanglement have been proposed. Such met-
rics are being used to help select representation learning
algorithms that create representations with the highest de-
gree of disentanglement. However, it has been shown that
scores of existing metrics of disentanglement need not cor-
relate with the outcomes of a qualitative study of the disen-
tanglement of learned representations (Abdi et al., 2019);
moreover, it is not clear which metric should be preferred.
Important steps have been taken towards a formal evalua-
tion of disentangled representations. For example, metrics
of disentanglement have been compared through an exper-
imental study on several datasets (Locatello et al., 2018).
A framework for the evaluation of disentangled representa-
tions (Eastwood & Williams, 2018) has been put forward.
And a formal definition of disentangled representations us-
ing group theory has been proposed (Higgins et al., 2018).
We continue this line of research by providing an analysis
of theoretical properties of disentanglement metrics.
Our key contributions in this paper are:
• We review existing metrics of disentanglement and dis-
cuss their fundamental properties.
• We propose a new metric of disentanglement with theoret-
ical guarantees, and establish its fundamental properties.
• We provide an experimental comparison of the newly
proposed metric with existing metrics.1
2. Background and Notation
2.1. Representation learning
There are different types of representation learning algo-
rithm, but usually, an algorithm for learning disentangled
representations consists of two parts: an encoder and a de-
coder. An encoder is a function:
fe : Rd → RN , c = fe(x), (1)
where c is a latent representation of the data sample x.
Typically, the dimension of the latent representation is much
1A comparison of methods for learning a disentangled repre-
sentation is beyond the scope of this paper.
smaller than the dimension of the data. A decoder is a
function:
fd : RN → Rd, fd(fe(x)) ∼ x, (2)
where fd(fe(x)) should be close to x. Thus, the latent
representation should contain almost all the information that
is contained in the original data.
2.2. Ground truth generative factors
We assume that a dataset was generated using a generative
process that generates generative factors. We define the
generative factors of a dataset in the following way:
Definition 1. The generative factors of a dataset are inter-
pretable factors that describe the difference between any
two samples from X .
Consider, for example, a dataset containing rectangles of
different shapes presented, as illustrated in Fig. 1a. The
generative factors for this dataset are the length and width
of the rectangles.
We further define the ground truth generative factors:
Definition 2. The ground truth generative factors are the
values of generative factors for a given collection.
This means that we assume that for each sample x ∈ X of
the dataset, the values of the generative factors z ∈ RK are
known during the evaluation.
3. Metrics of Disentanglement of
Representations
The main purpose of this paper is to analyze the existing
metrics of disentangled representations, which is done in
this section. Though there is no universally accepted def-
inition of disentanglement, most metrics are based on the
definition proposed in (Bengio et al., 2013) and reflect char-
acteristics of a disentangled representation in accordance
with this definition. In particular, there are two main charac-
teristics of disentangled representations and existing metrics
can be divided into two groups, depending on which charac-
teristic they reflect. We analyze these two groups of metrics
below. In particular, we analyze if existing metrics satisfy
the following properties:
Property 1. A metric gives a high score to all representa-
tions that satisfy the characteristic that the metric reflects.
Property 2. A metric gives a low score for all representa-
tions that do not satisfy the characteristic that the metric
reflects.
At the end of this section, we discuss the difference between
the two characteristics of disentangled representations.
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3.1. BetaVAE, FactorVAE and DCI
In this subsection, we analyze metrics that reflect the fol-
lowing characteristic of disentangled representations.
Characteristic 1. In a disentangled representation a
change in one latent dimension corresponds to a change
in one generative factor while being relatively invariant to
changes in other generative factors.
3.1.1. DEFINITION OF BETAVAE
The algorithm that calculates BetaVAE (Higgins et al., 2017)
consists of the following steps:
1. Choose a generative factor zk.
2. Generate a batch of pairs of vectors for which the value
of zk within the pair is equal, while other generative
factors are chosen randomly:
(p1 = 〈z1,1, . . . , z1,K〉,p2 = 〈z2,1, . . . , z2,K〉),
z1,k = z2,k
3. Calculate the latent code of the generated pairs: (c1 =
fe(g(p1)), c2 = fe(g(p2)))
4. Calculate the absolute value of the pairwise differences
of these representations:
e = 〈∣∣c1,1 − c2,1∣∣ , . . . ,∣∣c1,N − c2,N ∣∣〉
5. The mean of these differences across the examples in
the batch gives one training point for the linear regressor
that predicts which generative factor was fixed.
6. BetaVAE is the accuracy of the linear regressor.
3.1.2. DEFINITION OF FACTORVAE
The idea behind FactorVAE (Kim & Mnih, 2018) is very
similar to BetaVAE. The main difference between them
concerns how a batch of examples is generated to obtain
a variation of latent variables when one generative factor
is fixed. Another difference is the classifier that predicts
which generative factor was fixed using the variation of
latent variables. FactorVAE can be calculated by performing
the following steps:
1. Choose a generative factor zk.
2. Generate a batch of vectors for which the value of zk
within the batch is fixed, while other generative factors
are chosen randomly.
3. Calculate latent codes of vectors from one batch.
4. Normalize each dimension in the latent representation
by its empirical standard deviation over the full data.
5. Take the empirical variance in each dimension of these
normalized representations.
6. The index of the dimension with the lowest variance and
the target index k provides one training point for the
classifier.
7. FactorVAE is the accuracy of the classifier.
3.1.3. DCI: DISENTANGLEMENT, COMPLETENESS AND
INFORMATIVENESS
Eastwood & Williams (2018) propose to use a metric of
disentangled representations, which we call DCI, that is
calculated as follows:
1. First, the informativeness between ci and zj is calcu-
lated. To determine the informativeness between ci
and zj , Eastwood & Williams (2018) suggest training
K regressors. Each regressor fj predicts zj given c
(zˆj = fj(c)) and can provide an importance score Pi,j
for each ci. The normalized importance score obtained
by regressor fj for variable ci is used as the informative-
ness between ci and zj :
Ii,j =
Pi,j∑k=K
k=0 Pi,k
.
2. For each latent variable its score of disentanglement is
calculated as follows:
HK(Ii) = 1 +
K∑
k=1
Ii,k logK Ii,k.
3. The weighted sum of the obtained scores of disentangle-
ment for the latent variables is DCI:
DCI(c, z) =
∑
i
(
ρi ·HK(Ii)
)
, (3)
where ρi =
∑
j Pi,j/
∑
ij Pi,j .
3.1.4. ANALYSIS OF WHETHER METRICS SATISFY THE
PROPERTY 1
Fact 1. BetaVAE and FactorVAE do not satisfy Property 1.
Proof. In a representation that satisfies Characteristic 1,
there may be several latent factors that correspond to
changes in the same generative factor. Consequently, these
latent factors have variation 0 when the corresponding gen-
erative factor is fixed. That is why the classifier cannot
distinguish between these latent factors and its accuracy is
less than 1. Consequently, the BetaVAE and FactorVAE met-
rics return scores of less than 1 for a perfectly disentangled
representation.
Fact 2. DCI does not satisfy Property 1.
Proof. We argue that using entropy as a score of disentan-
glement of one latent variable is not correct. Indeed, a score
of disentanglement of ci should be high when ci reflects
one generative factor well, while it reflects other generative
factors equally poorly. However, since the distribution may
be close to uniform for these generative factors, the entropy
is large. Let us provide an example that is built on this
Evaluating Disentangled Representations
observation. Suppose there are 11 generative factors, and
11 is the dimension of the latent representation. Each latent
factor ci captures primarily a generative factor zi:
Ii,i = 0.8, Ii,k = 0.02, k 6= i.
Then, the DCI score is 0.6, so the DCI assigns a small score
to a representation that satisfies Characteristic 1.
3.1.5. ANALYSIS OF WHETHER METRICS SATISFY THE
PROPERTY 2
Fact 3. BetaVAE does not satisfy Property 2.
Proof. As a proof, we give a counterexample. Let us con-
sider all training points for a linear classifier with a fixed
label. The classifier can learn to map some regularity in the
values of features to the right class. However, there do not
exist any constraints on this regularity. The classifier can
learn to map samples with a value of 0 of some feature to
the correct class. But the classifier can also learn to map
samples with other patterns in the feature values to the cor-
rect class. Given this intuition, let us consider the following
example. Suppose there are 3 generative factors from a
uniform distribution and the dimension of the latent repre-
sentation is 3. Assume that the latent variables are equal to
the generative factors with the following probabilities:
p1 = (0.5, 0.5, 0), p2 = (0, 0.5, 0.5), p3 = (0.5, 0, 0.5).
We generate 10,000 training points with a batch size of
128. The accuracy of the linear classifier is equal to 0.9967
in this case, but the latent representation does not satisfy
Characteristic 1. This shows that BetaVAE does not satisfy
Property 2.
Fact 4. FactorVAE does not satisfy Property 2.
Proof. First, let us analyze the algorithm that calculates the
FactorVAE score. Suppose that for each generative factor zj
there is a latent variable cij that correlates with zj more than
other variables in the latent code c. In this case, when zj is
fixed and the batch size is large enough, the variation in the
latent factor cij will be smaller than the variation in other
latent factors. Consequently, the classifier will have high
accuracy. Given this intuition, let us consider the following
example. Suppose there are 3 generative factors from a
Gaussian distribution with µ = 0, σ = 1, and each latent
variable is a weighted sum of the generative factors:
c1 = 0.5 · z1 + 0.4 · z2 + 0.5 · z3
c2 = 0.4 · z1 + 0.5 · z2 + 0.5 · z3
c3 = 0.4 · z1 + 0.4 · z2 + 0.6 · z3.
We generate 10,000 training points with a batch size of 128.
The FactVAE disentanglement score is equal to 1 in this
case, but the representation does not satisfy Characteristic 1.
This shows that FactoVAE does not satisfy Property 2.
Fact 5. DCI does not satisfy Property 2.
Proof. We give a counterexample, which is built on the
fact that the weighted sum in Eq. 3 can be large if only
one latent variable is disentangled, while the other latent
variables are entangled and do not capture any information
about generative factors. Suppose there are 2 generative
factors and the dimension of the latent representation is 2,
and the matrix of informativeness is the following:
P0,0 = 1, P0,1 = 0, P1,1 = 0.09, P1,0 = 0.01.
In this case, the DCI score is 0.957. This counterexample
shows that the DCI score can be close to 1 for the represen-
tation does not satisfy Characteristic 1.
3.2. SAP and MIG metrics
In this subsection, we analyze metrics that reflect the fol-
lowing characteristic of disentangled representations.
Characteristic 2. In a disentangled representation a
change in a single generative factor leads to a change in
a single factor in the learned representation.2
3.2.1. SAP SCORE: SEPARATED ATTRIBUTE
PREDICTABILITY
Kumar et al. (2017) provide a metric of disentanglement
that is calculated as follows:
1. Compute a matrix of informativeness Ii,j , in which the
ij-th entry is the linear regression or classification score
of predicting the j-th generative factor using only the
i-th variable in the latent representation.
2. For each column in the matrix of informativeness Ii,j ,
which corresponds to a generative factor, calculate the
difference between the top two entries (corresponding to
the top two most predictive latent factors). The average
of these differences is the final score, which is called the
SAP:
SAP(c, z) =
1
K
∑
k
(
Iik,k −max
l 6=ik
Il,k
)
,
where ik = argmaxi Ii,k.
3.2.2. MIG: MUTUAL INFORMATION GAP
Chen et al. (2018) propose a disentanglement metric, Mu-
tual Information Gap (MIG), that uses mutual information
between the j-th generative factor and the i-th latent variable
2This property of representations is also called complete-
ness (Eastwood & Williams, 2018).
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as a notion of informativeness between them. The mutual
information between two variables c and z is defined as
I(c; z) = H(z)−H(z|c),
where H(z) is the entropy of the variable z. Mutual infor-
mation measures how much knowing one variable reduces
uncertainty about the other. A useful property of mutual
information is that it is always non-negative I(c; z) > 0.
Moreover, I(c; z) is equal to 0 if and only if c and z are
independent. Also, mutual information achieves its maxi-
mum if there exists an invertible relationship between c and
z. The following algorithm calculates the MIG score:
1. Compute a matrix of informativeness Ii,j , in which the
ij-th entry is the mutual information between the j-th
generative factor and the i-th latent variable.
2. For each column of the score matrix Ii,j , which corre-
sponds to a generative factor, calculate the difference
between the top two entries, and normalize it by dividing
by the entropy of the corresponding generative factor.
The average of these normalized differences is the MIG
score:
MIG(c, z) =
1
K
∑
k
Iik,k −maxl 6=ik Il,k
H(zk)
,
where ik = argmaxi Ii,k.
3.2.3. ANALYSIS OF WHETHER METRICS SATISFY THE
PROPERTY 1
Fact 6. SAP does not satisfy Property 1.
Proof. We claim that it is incorrect to use the R2 score of
linear regression as informativeness between latent variables
and generative factors. Indeed, a linear regression cannot
capture non-linear dependencies. Thus, informativeness,
which is calculated using the R2 score of a linear regression,
may be low if each generative factor is a non-linear function
of some latent variable. Let us give an example that is built
on this observation. Suppose there are 2 generative factors
from the uniform distribution U([−1, 1]) and the dimension
of the latent representation is 2. Let us assume the latent
variables are obtained from the generative factors according
to the following equations:
c1 = z
15
1 , c2 = z
15
2 .
For this representation, we generate 10,000 examples and
obtain the SAP score equal to 0.32. It proves that SAP can
assign a low score to a representation that satisfies Charac-
teristic 2.
Fact 7. MIG satisfies Property 1.
Proof. Indeed, in a disentangled representation each genera-
tive factor is primarily captured in only one latent dimension.
This means that for each generative factor zj , there is ex-
actly one latent factor cij for which zj is a function of cij :
zj ∼ f(cij ). Therefore,
Iij ,j = H(zj)−H(zj |ci,j) ∼ H(zj),
whereas for other latent variables Ik,j = I(ck, zj) ∼ 0.
Consequently, according to MIG, the score of disentangle-
ment of each generation factor is close to 1:
Iij ,j −maxk 6=ij Ik,j
H(zj)
∼ 1. (4)
Therefore, the average of these scores is also close to 1. This
shows that MIG always assigns a high score to a representa-
tion that satisfies Characteristic 2.
3.2.4. ANALYSIS OF WHETHER METRICS SATISFY THE
PROPERTY 2
Fact 8. SAP does not satisfy Property 2.
Proof. A high SAP score indicates that the majority of gen-
erative factors is captured linearly in only one latent di-
mension. However, the SAP metric does not penalize the
existence of several latent factors that capture the same gen-
erative factor non-linearly. Let us consider the following
example. Suppose there are 2 generative factors from the
uniform distribution U([−1, 1]), and the dimension of the
latent representation is 3. Let us assume that the latent fac-
tors are obtained from the generative factors according to
the following equations:
c1 = z1, c2 = z
25
1 + z
25
2 , c3 = z2.
For this latent representation, a change in each generative
factor leads to a change in several latent factors, but the SAP
score is equal to 0.98. This shows that the SAP score can
be close to 1 for a latent representation that does not satisfy
Characteristic 1.
Fact 9. MIG satisfies Property 2.
Proof. A high MIG score indicates that the majority of
generative factors is captured in only one latent dimension.
Consequently, a change in one of the generative factors
entails a change primarily in only one latent dimension.
A summary of the results of our analysis is given in Table 1.
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Table 1. Summary of facts about proposed metrics of disentangled
representations.
Metric Satisfies Property 1 Satisfies Property 2
BetaVAE No No
FactorVAE No No
DCI No No
SAP No No
MIG Yes Yes
3.3. Difference between Characteristics 1 and 2
The Characteristics 1 and 2 of a disentangled representa-
tion have important differences. Indeed, a representation in
which several latent factors capture one common generative
factor satisfies a Characteristic 1, but not a Characteristic 2.
On the other hand, a representation in which a latent variable
captures multiple generative factors while there are no other
latent variables that capture these generative factors does
not satisfy Characteristic 1, but satisfies Characteristic. 2.
Consider, for example, the following latent representation of
dimension 4 of the dataset containing rectangles of different
shapes shown in Fig. 1a:
z1 = x, z2 = x
2, z3 = y, z4 = y
3
where x is the length of a rectangle, while y is the width of a
rectangle. It satisfies Characteristic 1, but not a Characteris-
tic 2. Conversely, any one-dimensional latent representation
of the same dataset would satisfy Characteristic 2, but not
necessarily Characteristic 1.
4. A New Metric of Disentanglement,
DCIMIG
The previous metrics were designed to reflect only one out
of two characteristics of disentangled representations. We
believe that a metric should reflect both of them: Character-
istics 1 and 2. Moreover, following (Eastwood & Williams,
2018) we think that the metric should also reflect the infor-
mativeness of a representation.
Formally, this means that we believe that a disentangled
representation satisfies the following characteristic.
Characteristic 3. In a disentangled representation, we can
choose a subset of latent variables: c′ =
{
ci1 , . . . , ciK
}
,
that satisfy Characteristic 1 and Characteristic 2. Moreover,
a disentangled representation should contain nearly all infor-
mation about generative factors, i.e., it should have a high
degree of informativeness (Eastwood & Williams, 2018).
With this in mind, we propose a new metric of disentan-
glement of representation, called DCIMIG. The previously
introduced MIG metric is a good starting point because it is
the only metric that satisfies Properties 1 and 2. However,
the MIG metric was not created to reflect Characteristic 1
and informativeness. As a consequence, the MIG metric
does not penalize latent representations in which latent fac-
tors capture several generative factors; and the MIG metric
does not capture the informativeness of latent representa-
tions as it equally penalizes latent representations for not
capturing informative generative factors and for not cap-
turing non-informative generative factors. That is why we
propose a new metric, DCIMIG, that captures the Disentan-
glement, Completeness (see footnote 2) and Informativeness
of a representation using the Mutual Information Gap.
4.1. Definition of DCIMIG
Following MIG, we create a matrix of informativeness Ii,j ,
in which the ij-th entry is the mutual information between
the j-th generative factor and the i-th variable in the latent
representation. The following steps for calculating DCIMIG
differ from the steps suggested in MIG:
1. For each latent variable ci, find the generative factor zji
that it reflects the most: ji = argmaxj Ii,j .
2. Calculate the disentanglement for each latent variable:
Di = Ii,ji −maxk 6=ji Ii,k.
3. For each generative factor zj , find the most disentangled
latent factor ckj , that reflects zj : kj = argmaxl∈Ij Dl,
where Ij = {i : zji = zj}.
4. For each generative factor zj , calculate the disentangle-
ment score Dzj , which is equal to Dkj if there is at least
one latent factor, that captures zj , otherwise, it is 0.
5. Finally, the disentanglement score of a latent represen-
tation according to DCIMIG is the normalized sum of
Dzj :
DCIMIG(c, z) =
∑K
j=1D
z
j∑K
j=1H(zj)
,
where H(zj) is the entropy of zj .
4.2. Analysis of whether DCIMIG satisfies Property 1
Fact 10. DCIMIG satisfies Property 1.
Proof. Indeed, in a representation that satisfies Characteris-
tic 3, there is a subset c′ of latent variables, in which each
latent variable is sensitive to changes in one generative fac-
tor only. Moreover, for each generative factor zj there is
only one latent variable cij ∈ c′ that captures the changes
in zj . Consequently, cij is a function of zj : cij = fj(zj),
while the other latent factors are invariant to changes in zj .
This means that, Dij = Iij ,j −maxk 6=j Iij ,k = Iij ,j . Also,
the disentangled representation should have a high degree
of informativeness. Consequently, the latent variables in
c′ should capture all the information contained in zj . But
only cj,i contains some information about zj . Therefore,
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Iij ,j = H(zj), and D
z
j = H(zj). Consequently, DCIMIG
is equal to 1 in this case.
4.3. Analysis of whether DCIMIG satisfies Property 2
Fact 11. DCIMIG satisfies Property 2.
Proof. When a representation does not satisfy Character-
istic 3 for the majority of informative generative factors
z′, we cannot find a factor in the latent representation that
reflects only this factor. There are 2 cases for the generative
factors from z′. In the first case, there is no latent factor that
captures the generative factor zj ∈ z′. In that case, Dzj is
equal to 0. The second case is characterized by the fact that
there is a latent factor that captures a generative factor, but
this latent factor also captures other generative factors. In
that case the disentangled score of this latent factor Dij is
small, and consequently, Dzj is small.
4.4. Difference between DCIMIG, DCI and MIG
While DCIMIG is similar to the DCI and MIG metrics it
has important differences from them. First, DCI does not
penalize representations if there is a generative factor that
is not captured by any latent variable; it penalizes represen-
tations that contain both disentangled latent variables and
entangled ones. DCIMIG penalizes representations that do
not capture some generative factors; the DCIMIG score is
high if there is a subset of disentangled latent variables that
captures all generative factors; DCIMIG does not penalize
representations if there are other latent variables that are en-
tangled. Second, MIG does not penalize representations if a
latent variable captures several generative factors; if a repre-
sentation only captures a subset of all the generative factors,
then MIG assigns the same score no matter which subset is
captured, whether the generative factors that have been cap-
tured have high or low entropy. In contrast, DCIMIG does
distinguish between representations that capture different
subsets of generative factors.
5. Experiments
In this section we describe our experiments. We compare
the proposed metric, DCIMIG, with two conceptually sim-
ilar metrics: MIG and DCI. To this end, we consider two
experimental conditions. Due to space constraints, we only
present the experimental setup and implications of the ex-
periments; a detailed description of the results is given in
Appendix A.
5.1. Spearman rank correlation between metrics
Following (Locatello et al., 2018), we explore how the met-
rics agree. We provide tables with correlation scores be-
tween the metrics in Appendix A.1.
Results. Not surprisingly, we observe that DCIMIG
strongly correlates with MIG and DCI on the dSprites (Hig-
gins et al., 2017) and Cars3D (Reed et al., 2015) datasets.
However, these datasets are artificial datasets, on which all
metrics are correlated and the MIG and DCI metrics are
strongly correlated. Conceptually , DCIMIG is between
these two metrics, and consequently, it also strongly corre-
lates with them on these artificial datasets.
5.2. Different behavior of DCIMIG, MIG and DCI
In this section we examine the difference between DCIMIG
and MIG, and DCIMIG and DCI. In particular, we show
examples where DCIMIG and MIG, and DCIMIG and DCI,
do not agree on which of the two representations is the most
disentangled representation. This experiment provides a
better understanding of the differences between the metrics
and what exactly the metrics penalize. In Appendix A.2 we
explain the behavior of the metrics by exploring the matrices
of informativeness of representations. Below we give the
details of the experiment and its results.
5.2.1. COMPARISON OF DCIMIG AND MIG
In this section, we provide an example of two representa-
tions for which DCIMIG and MIG disagree over which of
the two representations is the more disentangled representa-
tion, and we provide the outcomes of the comparison of the
representations. In particular, we compare two representa-
tions obtained by the β-TCVAE model (Chen et al., 2018)
and the AnnealedVAE model (Burgess et al., 2018), trained
on the Cars3D dataset. In (Locatello et al., 2018) they are
numbered 10402 and 10587, respectively; their matrices of
informativeness are given in the Appendix, in Figures 3a
and 3b correspondingly.
Implications. MIG provides high scores to compact latent
representations, while DCIMIG does not penalize repre-
sentations in which several latent factors capture the same
generative factor.
5.2.2. COMPARISON OF DCIMIG AND DCI
In this section, we provide an example of two representa-
tions for which DCIMIG and DCI disagree over which of
the two representations is the more disentangled represen-
tation; and provide the outcomes of the comparison of the
representations. In particular, we compare the representa-
tions obtained by two models: the two β-TCVAE models
trained on the Cars3D dataset; within (Locatello et al.,
2018) they are numbered 10429 and 10264. Their matrices
of informativeness are given in the Appendix, in Figures 3a
and 3b correspondingly.
Implications. DCI provides high scores to the latent repre-
sentations in which all the latent factors are disentangled,
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independently of whether the latent factors capture different
generative factors. While DCIMIG provides high scores
to representations that contain for each generative factor at
least one latent disentangle latent dimension, which reflects
this factor and it is indifferent as to whether the remaining
latent factors are entangled or disentangled.
6. Related Work
This paper is relevant to two research directions: the for-
mulation of a notion of disentangled representation and the
analysis of differences between proposed metrics of disen-
tangled representations.
A definition of disentangled representation is presented
by Higgins et al. (2018), who propose to call a represen-
tation disentangled if it is consistent with transformations
that characterized the dataset. In particular, Higgins et al.
(2018) suggested that transformations that change only some
properties of elements in the dataset, while leaving other
properties unchanged, give the structure of a dataset. Desir-
able properties of a disentanglement metric are formulated
by Eastwood & Williams (2018); they are disentanglement,
completeness, and informativeness. Eastwood & Williams
(2018) claim that a good representation should satisfy all
of these properties, namely (1) if a representation is good,
then change in one latent factor should lead to change in
one generative factor, (2) a change in one generative factor
should lead to a change in one latent factor, and (3) a la-
tent representation should contain all information about the
generative factors. Therefore, Eastwood & Williams (2018)
propose three metrics to satisfy each of the properties listed.
However, the proposed metrics were not analyzed — a gap
that we fill.
Several papers analyze the differences between metrics of
disentanglement through experimental studies (Locatello
et al., 2018; Chen et al., 2018). For example, Locatello et al.
(2018) train 12,000 models that cover the most prominent
methods and evaluate these models using existing metrics
of disentanglement. The study shows that the metrics are
correlated, but the degree of correlation depends on the
dataset. It is important to note that their experimental re-
sults are consistent with our theoretical findings: the Be-
taVAE (Higgins et al., 2017) and FactorVAE (Kim & Mnih,
2018) metrics are strongly correlated with each other; and
the SAP (Kumar et al., 2017), MIG (Chen et al., 2018),
DCI (Eastwood & Williams, 2018) scores are also strongly
correlated. Locatello et al. (2018) take an important step
towards the evaluation of methods to create disentangled
representations, however, the properties of the metrics are
not analyzed theoretically. Chen et al. (2018) take a step in
this direction, but only analyze the BetaVAE, FactorVAE
and MIG metrics. Chen et al. (2018) compare metrics by
analyzing robustness to the choice of the hyperparameters
during experiments. The experimental findings are quite
similar to ours: BetaVAE is a very optimistic metric and
assigns high scores to entangled representations.
To summarize, the key distinctions of our work compared to
previous efforts are: (1) a broad coverage, in-depth analysis
of previously proposed metrics of disentanglement, and
(2) a proposal of a single metric of disentanglement that
reflects all properties of previously proposed ones and has
theoretical guarantees.
7. Conclusion
In recent years, several models have been developed to ob-
tain disentangled representations (Yu & Grauman, 2017;
Hu et al., 2017; Denton et al., 2017; Kim & Mnih, 2018).
Currently, there are five metrics that are commonly used to
evaluate the models: BetaVAE (Higgins et al., 2017), Fac-
torVAE (Kim & Mnih, 2018), DCI (Eastwood & Williams,
2018), SAP (Kumar et al., 2017) and MIG (Chen et al.,
2018). Interestingly, all of these metrics are based upon the
definition of disentangled representation proposed in (Ben-
gio et al., 2013). However, three of the metrics were de-
signed to reflect Characteristic 1 of disentangled represen-
tations, while two were designed to reflect Characteristic 2.
The primary goal of this paper has been to provide an analy-
sis of the existing metrics of disentangled representations.
We theoretically analyze how well the proposed metrics re-
flect the characteristics of disentangled representations that
they are intended to reflect. In particular, we analyzed each
of the existing metrics of disentanglement by two properties:
whether a metric is close to 1 when a representation satisfies
the characteristic that the metric reflects and whether the
metric is close to 0 when a representation does not satisfy
the characteristic. Surprisingly, we found that most of the
existing metrics does not satisfy these basic properties.
The importance of developing a reliable metric of disentan-
glement has been clearly stated by Kim & Mnih (2018);
Abdi et al. (2019). A key contribution of this paper is a new
metric of disentangled representation, called DCIMIG. First,
we formalize the desired characteristics, which, in our opin-
ion, should reflect the metrics, and then prove that DCIMIG
reflects them properly. In particular, DCIMIG captures the
Disentanglement, Completeness and Informativeness of a
representation using the Mutual Information Gap.
In future work, we plan to extend DCIMIG to the case where
some generative factors form a subspace, and a disentangled
representation should align with these subspaces instead of
single generative factors.
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Supplement to “Evaluating Disentangled
Representations”
A. Experiments
A.1. Spearman rank correlation between metrics
We expand the tables given in (Locatello et al., 2018), which
show the correlation of Spearman ranks between different
metrics, by adding DCIMIG. We show the results for two
datasets: dSprites (Higgins et al., 2017) and Cars3D (Reed
et al., 2015), in Figure 2.
(a) Rank correlation of differ-
ent metrics on the dSprites
dataset.
(b) Rank correlation of dif-
ferent metrics on the Cars3D
dataset.
Figure 2. Rank correlation of different metrics on two datasets.
Overall, all metrics are strongly correlated.
A.2. Different behavior of DCIMIG, MIG and DCI
A.2.1. COMPARISON OF DCIMIG AND MIG
The representation with the matrix of informativeness given
in Figure 3b achieves a higher MIG score than the represen-
tation with the matrix of informativeness given in Figure 3a.
This behavior of MIG can be explained by the fact that in
the matrix of informativeness shown in Figure 3b only one
latent factor, namely c1, captures z1, and only one latent
factor, namely c6 captures z2. On the other hand, in the ma-
trix of informativeness shown in Figure 3a, there are several
latent factors, namely c9, c5, that capture z1, and also there
are several hidden factors that capture z2.
(a) Matrix of Informative-
ness, with MIG = 0.05,
DCIMIG = 0.233.
(b) Matrix of Informative-
ness, with MIG = 0.12,
DCIMIG = 0.15.
Figure 3. Matrices of informativeness of two representations, for
which MIG and DCIMIG, do not agree which of the two is the
most disentangled one.
(a) Matrix of Informative-
ness, with DCI = 0.38,
DCIMIG = 0.28.
(b) Matrix of Informative-
ness, with DCI = 0.42,
DCIMIG = 0.17.
Figure 4. Matrices of informativeness of two representations, for
which DCI and DCIMIG, do not agree which of the two is the
most disentangled one.
Now let us explain why DCIMIG gives lower scores for
the representation with the matrix of informativeness shown
in Figure 3b than for a representation with the matrix of
informativeness shown in Figure 3a. DCIMIG selects c1 to
reflect z1 and c6 to reflect z2 for the representation with the
matrix of informativeness shown in Figure 3b. DCIMIG
selects c9 to reflect z1 and c2 to reflect z2 for the representa-
tion with the matrix of informativeness shown in Figure 3a.
But c1 from Figure 3b is less disentangled than c9 from 3a:
c1 from Figure 3b captures both z1 and z2. In addition, c6
from Figure 3b is less disentangled than c2 from Figure 3a.
This explains why DCIMIG selects the representation with
the matrix of informativeness specified in Figure 3a as the
more disentangled representation.
A.2.2. COMPARISON OF DCIMIG AND DCI
The representation with the matrix of informativeness given
in Figure 4b achieves a higher DCI score than the represen-
tation with the matrix of informativeness given in Figure 4a.
This behavior of DCI can be explained by the fact that in
the matrix of informativeness shown in Figure 4b there are
only two entangled latent factors, namely c1, c8, while in
Figure 4a four latent factors are entangled (c0, c5, c7, c8). It
is worth noting that in the representation with the matrix of
informativeness shown in Figure 4b, there are many latent
factors that capture the same generative factors.
Now let us explain why DCIMIG gives lower scores for
the representation with the matrix of informativeness shown
in Figure 4b than for the representation with the matrix
of informativeness given in Figure 4a. For the representa-
tion with the matrix of informativeness given in Figure 4b,
DCIMIG selects c6 to reflect z1 and c9 to reflect z2. For the
representation with the matrix of informativeness given in
Figure 4a, DCIMIG selects c9 to reflect z1 and c4 to reflect
z2. But c6 from the Figure 4b is less disentangled than c9
from Figure 4a, c9 from Figure 4b is less disentangled than
c4 from Figure 4a. This explains why DCIMIG selects the
representation with the matrix of informativeness specified
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in Figure 4a as the more disentangled representation.
