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ABSTRACT 
 
A new metaheuristic called “Gravitational Attraction Algorithm” (GAA) is introduced in this article. It is an 
analogy with the gravitational force field, where a body attracts another proportionally to both masses and 
inversely to their distances. The GAA is a populational algorithm where, first of all, the solutions are clustered 
using the Fuzzy Clustering Means (FCM) algorithm. Following that, the gravitational forces of the individuals 
in relation to each cluster are evaluated and this individual or solution is displaced to the cluster with the greatest 
attractive force. Once it is inside this cluster, the solution receives small stochastic variations, performing a local 
exploration. Then the solutions are crossed over and the process starts all over again. The parameters required 
by the GAA are the “diversity factor”, which is used to create a random diversity in a fashion similar to genetic 
algorithm’s mutation, and the number of clusters for the FCM. GAA is applied to the reactor core design 
optimization problem which consists in adjusting several reactor cell parameters in order to minimize the 
average peak-factor in a 3-enrichment-zone reactor, considering operational restrictions. This problem was 
previously attacked using the canonical genetic algorithm (GA) and a Niching Genetic Algorithm (NGA). The 
new metaheuristic is then compared to those two algorithms. The three algorithms are submitted to the same 
computational effort and GAA reaches the best results, showing its potential for other applications in the nuclear 
engineering field as, for instance, the nuclear core reload optimization problem.  
 
 
1. INTRODUCTION 
 
The metaheuristic introduced in this article, the “Gravitational Attraction Algorithm” (GAA), 
was created aiming an algorithm that would comprise the genetic diversity of the niching 
genetic algorithm and a local exploration scheme. GAs [1] are biologically motivated 
adaptive systems that have been applied to solve complex problems with few a priori 
information. The standard GA is liable to “drift” to a sub-optimal solution so NGAs [2] were 
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created to overcome this problem by maintaining the population diversity along the 
generations. 
 
In GAA the solutions are, first of all, clustered using the Fuzzy Clustering Means (FCM) 
algorithm [3]. Following that, the gravitational forces of the individuals in relation to each 
cluster are evaluated and this individual or solution is displaced to the cluster with the 
greatest attractive force. Once it is inside this cluster, the solution receives small stochastic 
variations, performing a local exploration. Then the solutions within the same cluster are 
crossed over and the process starts all over again.  
 
The GAA is applied to a nuclear reactor design optimization problem that was previously 
attacked using the SGA [4] and the NGA [5]. The niching method which will be referred 
herein is Fuzzy Clearing [5], where the individuals are clustered using the above mentioned 
FCM and the individual with best fitness (dominant) is determined for each cluster. 
Following that, the dominant’s fitness is preserved and all the others individuals have their 
fitnesses zeroed (in the case of a maximization problem).  
 
The remainder of the paper is organized as follows. In the next section the Gravitational 
Attraction Algorithm is introduced. In section 3 the reactor design optimization problem is 
described. In section 4, the implementation of the algorithms used in our tests is briefly 
described and the results are shown. Finally, in section 5, the concluding remarks are made. 
 
 
2. THE GRAVITATIONAL ATTRACTION ALGORITHM 
 
Figure 1 shows GAA’s pseudo code.  
 
 
 
 
 
 
 
 
Figure 1.  GAA’s pseudo code. 
 
 
As the assignment of an individual to a cluster in real-world functions has a high degree of 
uncertainty, the use of fuzzy logic [6] to group the solutions in clusters appeared as a natural 
step to be taken.  Thus, the clustering method applied is Fuzzy Clustering Means [3], because 
it does not require, at each iteration, the total allocation of an individual to a certain cluster. 
This algorithm borrows from fuzzy logic the concept of pertinence, which denotes the degree 
of association of an individual to a given class.  
Initial random population 
Apply FCM 
For n = 0 to # of iterations 
 Evaluate the attraction force among each individual and the clusters 
 Displace each individual to the cluster with greatest attraction 
 Each individual explores its cluster by small stochastic perturbations 
 Generate a new population by crossover 
 Apply FCM to the new population  
End For 
INAC 2005, Santos, SP, Brazil. 
 
The gravitational force between each individual and the cluster follows nature: it is directly 
proportional to the masses and inversely proportional to the square of the distance between 
the solution and the cluster centroid. The “mass” is actually the solution’s fitness or the sum 
of fitnesses of each cluster’s members (or the inverse of the fitness value for minimization 
problems). The distance adopted is the phenotypic distance between the individual and the 
centroid [7]. 
 
The local exploration in GAA’s current version is a ten-iteration loop where the solution 
receives a small stochastic perturbation. If the perturbation generates a better fitness, the new 
solution becomes the current one. 
 
The new population is created by crossover, analogously to the GA. To maintain a 
populational diversity, only randomly-selected individuals within the same cluster are 
allowed to cross. After crossover, the breeders and their offspring are ranked and the n best 
individuals survive, where n is the population size. Then, FCM is applied to the new 
population and the process starts all over again.  
 
The parameters required by the GAA are the “diversity factor”, which is used to create a 
random diversity in a fashion similar to genetic algorithm’s mutation [8], and the number of 
clusters for the application of FCM. 
 
 
3. PROBLEM DESCRIPTION 
 
Our optimization problem will be briefly described here: consider a cylindrical 3-enrichment-
zone PWR, with typical cell composed by moderator (light water), cladding and fuel. The 
problem consists in adjusting several reactor cell parameters, such as dimensions, enrichment 
and materials, in order to minimize the average peak-factor in a 3-enrichment-zone reactor, 
considering restrictions on the average thermal flux, criticality and sub-moderation.   
 
The design parameters that may be changed in the optimization process, as well as their 
variation ranges are shown in Table 1. 
 
 
Table 1.  Parameters range 
 
Parameter Symbol Range 
Fuel Radius (cm) Rf 0.508 to 1.270 
Cladding Thickness (cm) ∆c 0.025 to 0.254 
Moderator Thickness (cm) Re 0.025 to 0.762 
Enrichment of Zone 1 (%) E1 2.0 to 5.0 
Enrichment of Zone 2 (%) E2 2.0 to 5.0 
Enrichment of Zone 3 (%) E3 2.0 to 5.0 
Fuel Material Mf {U-Metal or UO2} 
Cladding Material Mc {Zircaloy-2, Aluminum or Stainless-304}
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The objective of the optimization problem is to minimize the average peak-factor, fp, of the 
proposed reactor, considering that the reactor must be critical (keff = 1.0 ± 1%) and sub-
moderated, providing a given average flux φ0. For further details, please refer to [4].  
 
 
4. IMPLEMENTATION AND RESULTS 
4.1. Implementation 
 
In our tests, the GA setup was the same as in [5], including random seeds. All the algorithms 
were set up for 100,000 iterations, so that the results were obtained with the same 
computational effort. FCM’s number of classes was set up to 10, following a rule-of-thumb to 
obtain the number of classes or clusters C: C = n½, where n is the number of objects in the 
data set [9]. The other parameter, the diversity factor, was set up to 0.1. 
 
Following Pereira’s implementation [4], the optimization algorithm sends to the Reactor 
Physics code HAMMER [10] a solution and receives back power-peaking, average thermal 
flux and the effective multiplication factor. This information is translated to the algorithm by 
means of a fitness function that, if all constraints are satisfied, has the value of the average 
peak factor. Otherwise, it is penalized proportionally to the discrepancy on the constraint.  
 
4.2. Results 
 
Table 2 shows the results obtained by GAA in comparison to the SGA and the NGA.   
 
 
Table 2.  Results for 50,000 and 100,000 iterations. 
 
 SGA NGA GAA 
Experiment 5·104 iter. 1·105 iter. 5·104 iter. 1·105 iter. 5·104 iter. 1·105 iter.
#1 1.3185 1.3185 1.2916 1.2916 1.2835 1.2826 
#2 1.3116 1.3116 1.3069 1.3069 1.2820 1.2820 
#3 1.3300 1.3300 1.3003 1.3003 1.2792 1.2792 
#4 1.3294 1.3294 1.2874 1.2844 1.2826 1.2819 
#5 1.3595 1.3595 1.2956 1.2895 1.2955 1.2810 
#6 1.3562 1.3562 1.3014 1.3014 1.2814 1.2814 
#7 1.3372 1.3372 1.3190 1.2872 1.2788 1.2788 
#8 1.3523 1.3523 1.3075 1.3050 1.2834 1.2818 
#9 1.3614 1.3614 1.2974 1.2959 1.2904 1.2811 
#10 1.3467 1.3467 1.3077 1.3077 1.2877 1.2823 
Average 1.3402 1.3402 1.3015 1.2970 1.2845 1.2812 
Std. Dev. 0.0175 0.0175 0.0093 0.0085 0.0053 0.0013 
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Table 3 shows the best configurations obtained by the SGA [4] with 300 individuals until 
convergence, by the NGA with 100 individuals and 500 generations [5] and by GAA in 
100,000 iterations, when applied exactly to the same problem. 
 
 
Table 3.  Comparison with previous works. 
 
 SGA NGA GAA 
Fitness 1.310 1.287 1.279 
Minimum average 
peak factor 
1.310 1.287 1.279 
Average Flux 8.02 x 10-5 8.04 x 10-5 8.06 x 10-5 
 
Objectives 
and 
Constraints 
keff 1.000 1.000 0.993 
Rf (cm) 0.5621 0.5441 0.6465 
∆r (cm) 0.1770 0.1064 0.1609 
∆m (cm) 0.6581 0.5997 0.6926 
E1 (%) 2.756 2.5906 2.7181 
E2 (%) 4.032 2.7559 2.8529 
E3 (%) 4.457 4.6220 4.9047 
Mf U-metal U-metal U-metal 
 
 
 
Parameters 
Mc Stainless-304 Stainless-304 Stainless-304
 
 
5. CONCLUSIONS  
 
The comparative performances of GAA with the genetic algorithm show that the new 
algorithm is quite promising and should be applied to other optimization problems in the 
nuclear engineering field as, for instance, the nuclear core reload optimization problem [11].  
 
Our experiments show that, oppositely to the canonical genetic algorithm, GAA is not liable 
to premature convergence and is more consistent, as the low standard deviations demonstrate.   
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