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Abstract: The aim of this paper is to investigate the relationship between monetary policy and bank 
excessive risk-taking for a panel of 22 countries over the period 1990- 2014. The sample covers 
countries from Latin America, OECD and South East Asia. By performing panel cointegration and 
panel GMM models, results indicate that the adoption of an expansionary monetary policy through high 
money supply and low interest rates increases non-performing loans.  However, a restrictive monetary 
policy with high interest rates attracts riskier investors. 
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1. Introduction  
La crise financière de 2008 a démontré la réelle fragilité des systèmes financiers 
qu'on disait les plus avancés au monde. La défaillance et l'effondrement des marchés 
financiers internationaux ont eu des effets destructeurs sur l'économie réelle dans le 
monde entier. L’expansion rapide des crédits et l'éclatement d'une série de bulles 
d'actifs dans les marchés immobiliers ont, d'une part, attisé la flamme de la crise 
entrainant des perturbations dans les marchés mondiaux du crédit et, d'autre part, 
fragilisé la stabilité économique mondiale.  
Les décideurs et les chercheurs ont mis en doute les réelles causes de la crise, en 
essayant de fournir des explications sur les forces créatrices de la fragilité du système 
financier mondiale. Il semble y avoir un consensus sur les causes possibles de la crise 
telles que: l'échec de la règlementation et de contrôle, le développement 
d'instruments de crédit complexes sur les marchés et les pratiques de mauvaise 
gouvernance. D'autre part, les banques centrales sont également blâmées pour leurs 
adoptions fréquentes des politiques monétaires trop accommodantes, qui ont attisé 
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un vif débat parmi les économistes. Selon cet argument, une période prolongée de 
taux d'intérêt extrêmement bas et les conditions de liquidité laxistes encouragent les 
institutions financières à prendre plus de risques. Les partisans de ce point de vue 
soutiennent que la politique monétaire est une force motrice importante dans 
l'émergence de la crise financière. Cette affirmation est encore plus controversée, car 
de nombreuses banques centrales ont abaissé les taux d'intérêt en réponse à la crise 
dans une tentative pour surmonter la récession. 
À la lumière de ces développements, le débat sur la relation entre la politique 
monétaire et la stabilité financière s'est intensifié. Au cours de la période de pré-
crise, les banques centrales ne tiennent pas compte, la plupart du temps de l'aspect 
de la stabilité financière, car la sagesse conventionnelle pour la pratique de la 
politique monétaire est uniquement de maintenir la stabilité des prix. Assurer la 
stabilité des prix est avancée comme étant la meilleure contribution des banques 
centrales pour améliorer le progrès économique, alors que les outils 
macroprudentiels sont pris en charge par les autorités de règlementation et de 
surveillance. Cependant, les récentes crises ont démontré que les actions de la 
politique monétaire peuvent avoir des conséquences sur la stabilité des banques et 
peuvent influencer leurs comportements et les rendre insensibles aux risques. 
Toutefois, l'évolution des techniques de transfert de crédit due à l'innovation 
financière a souvent été considérée comme pouvant contribuer à la stabilité 
financière. Certes, les mutations financières ainsi que les nouveaux instruments 
financiers ont contribué à l'amélioration de la rentabilité, mais ils ont poussé les 
banques à prendre plus de risques. Cette prise de risque est principalement due aux 
changements apportés au comportement des banques après la vague de la 
libéralisation financière dans les années 70. D'abord, la concurrence résultante de la 
dérèglementation du système bancaire devrait éroder la valeur de la franchise de la 
banque et de l'encourager à poursuivre des politiques plus risquées dans une tentative 
de maintenir ses anciens bénéfices. Puis, la hausse des opérations de hors bilans et 
l'accroissement des activités de transfert du risque via la titrisation que les banques 
utilisent généralement, d'une part, pour diversifier et atténuer la concentration du 
risque de crédit et, d'autre part, comme source de financement alternative. Mais, 
après la crise des subprimes de 2007, une réévaluation générale des risques inhérents 
aux instruments financiers structurés est observée dans l'ensemble de la communauté 
financière. 
Suivant cette optique, nous considérons que la politique monétaire visant à baisser 
le taux d’intérêt réel, la soif de rentabilité et l'accroissement de la concurrence des 
marchés financiers sont des facteurs fortement responsables de la mutation 
comportementale des banques qui optent pour une prise de risque qui les rend plus 
vulnérables à la survenue d'une crise bancaire. Ainsi, ce chapitre sera consacré, 
d'abord à l'étude de l'effet de la politique monétaire et du comportement spéculatif 
des banques sur leurs prises excessives de risque et ensuite à l'évaluation de l'effet 
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de cette prise excessive de risque sur la survenue d'une crise bancaire. 
 
2. Revue de la Littérature  
2.1. Fondements Théoriques 
Plusieurs auteurs comme (Fisher, 1933), (Hayek, 1939) et (Kindleberger, 1978) 
auparavant, soutiennent que les conditions monétaires accommodantes sont un 
ingrédient classique de la fluctuation des activités financières et économiques entre 
croissance et récession. En effet, un faible taux d’intérêt pourrait induire un 
déséquilibre financier par une baisse de l'aversion des banques et d'autres 
investisseurs aux risques. Cette partie du mécanisme de transmission monétaire a été 
récemment référencée comme le premier des trois canaux de prise de risque qui se 
rapportent à la façon dont les variations des taux de la politique monétaire affectent 
la perception ou la tolérance au risque (Borio et Zhu, 2008). De même, veine, Adrian 
et (Shin, 2010) font valoir que la faiblesse persistante des taux faibles impliquent 
une courbe abrupte de rendement pendant un certain temps, une marge nette 
d'intérêts plus élevés à l'avenir, et donc une plus grande capacité de prise de risque 
du secteur bancaire. 
Le second mécanisme concerne la recherche de plus de rendement, avec un faible 
taux d’intérêt nominal, ce qui incite les gestionnaires d'actifs des banques à prendre 
davantage de risques (Rajan, 2005). Les faibles taux d'intérêt peuvent augmenter les 
incitations qui poussent les gestionnaires d'actifs à prendre davantage de risques pour 
un certain nombre de facteurs. Certains facteurs sont d'ordre psychologique ou 
comportemental comme la soi-disant illusion monétaire: les investisseurs peuvent 
ignorer le fait que les taux d'intérêt nominaux peuvent refuser de compenser 
l'inflation. D'autres peuvent refléter des contraintes institutionnelles ou 
règlementaires. Par exemple, les compagnies d'assurance-vie ainsi que les fonds de 
pension gèrent généralement leurs actifs en faisant référence à leurs passifs. Dans 
certains pays, les engagements sont liés à un taux nominal minimum garanti de retour 
ou rendements qui reflètent les hypothèses actuarielles à long terme plutôt que le 
niveau actuel des rendements. 
De façon générale, lorsque les taux d'intérêt sont bas pour une période prolongée de 
temps, les banques, pour faire face à une réduction de la marge entre le débiteur et 
le taux de dépôt, se trouvent incitées à passer à des actifs plus risqués avec des 
rendements attendus plus élevés. Dés lors, un mécanisme plus ou moins similaire 
pourrait être mis en place lors de la rémunération des cadres gestionnaires des 
banques et qui serait directement lié à leurs rendements. Une baisse des rendements 
sûrs des actifs sûrs tells que les obligations à forte notation émises par le 
gouvernement impliquent des compensations inférieures pour les gestionnaires qui 
veulent jouer en toute sécurité, et vice versa. Plus largement, le lien entre les taux 
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d'intérêt bas et la prise de risque excessive est également influencée par la 
concurrence, la structure des systèmes de primes de gestion et les lacunes en matière 
de surveillance et de régulation (Salas & Saurina, 2003; Kouwenberg & Ziemba, 
2007). 
Le troisième mécanisme est que la politique monétaire pourrait également influer sur 
la prise de risque par le biais de la façon dont la banque centrale va réagir face aux 
chocs négatifs. L'engagement, par exemple, d'une banque centrale pour les taux 
d'intérêt plus bas futurs dans le cas d'un choc menaçant, réduit la probabilité de subir 
des grands risques à la baisse, ce qui encourage les banques à assumer plus de risques 
(effet de transparence). C'est un problème typique de l'aléa moral. Il convient de 
souligner ici que cet effet opère à travers les taux attendus d'intérêt plutôt que les 
faibles taux actuels eux-mêmes. Cependant, l'ampleur de cet effet dépend toutefois 
du niveau actuel du taux directeur. Par ailleurs, (De Nicolò & Lucchet, 2011), 
expliquent que la réduction des taux d'intérêt prévus ont tendance à correspondre à 
une position de risque plus élevé quand il y à plus de place pour l'expansion 
monétaire, c'est à dire lorsque les taux actuels sont élevés.  
Dans la même optique (Altunbas et al., 2010), expliquent que la prise de risque peut 
aussi être influencée par le niveau de l'activité économique. En effet, au cours de 
l'expansion économique, les agents deviennent moins averses au risque en raison de 
l'anticipation des profits plus élevés de leurs investissements. Par conséquent, 
l'assouplissement monétaire pourrait, en stimulant l'activité économique réelle, 
inciter les gestionnaires d'actifs à occuper des postions à risque élevé. 
2.2. Evidences Empiriques 
Plusieurs études empiriques ont essayé de vérifier l’existence d'un lien entre la baisse 
du taux d’intérêt et le comportement de prise de risque des banques et de mettre en 
évidence les principales caractéristiques de cette relation. Néanmoins, les études 
empiriques sur les canaux de prise de risque sont encore peu nombreuses. Dans ce 
qui suit, nous résumons brièvement ces études et leurs principales conclusions. 
(Angeloni et al., 2010), en utilisant un modèle à vecteur autoregressif, cherchent à 
identifier les canaux de prise de risque des banques en Europe et au États-Unis. Ils 
emploient trois mesures de risque différentes: la consommation et le ratio des prêts 
hypothécaires au total des prêts comme risque de financement bancaire, le ratio des 
actifs aux dépôts pour calculer le levier bancaire comme mesure du risque du coté 
de l'actif bancaire et, en fin, la volatilité du marché boursier pour le risque général 
du secteur des entreprises. Ces auteurs montrent que l'orientation de la politique 
monétaire affecte, avec un décalage, la prise de risque bancaire, cependant la force, 
le profil et l'importance de l'impact de la politique monétaire sur le risque de la 
banque dépendent de la mesure du risque employé et sont différents entre la zone 
US et l'euro. Plus précisément, ils constatent que la baisse des taux de la politique 
monétaire a une influence positive et significative sur le risque de bilan des banques 
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à la fois aux États-Unis et dans la zone euro, et une influence positive significative 
sur l'endettement bancaire uniquement aux États-Unis. D'autre part, les effets sur la 
volatilité du marché boursier sont insignifiants dans les deux zones. 
(De Nicolo et al., 2010) tentent d'illustrer l'effet de la politique monétaire sur la prise 
de risque des banques aux États-Unis à travers deux approches différentes. Ces 
auteurs ont mené une enquête trimestrielle sur les conditions de prêts aux entreprises, 
puis sur la base de cette enquête ils construisent deux mesures ex-ante de la prise de 
risque des banques: la notation moyenne de risque interne et la moyenne de la 
propagation relative entre les taux de prêt et le taux effectif des fonds fédéraux. Leurs 
résultats montrent que, d'une part, les taux de la politique monétaire affectent 
négativement à la fois la notation du risque et la propagation et que, d'autre part, cet 
effet négatif est d'autant plus prononcé que le secteur bancaire se caractérise par une 
faible capitalisation. Cependant, et dans un deuxième exercice, ils étudient l'impact 
des variations des taux directeurs sur le niveau de risque global des portefeuilles 
d'actifs des banques en utilisant des données au niveau des banques 
individuellement. En utilisant le ratio des actifs à risque pondérés par le total de l'actif 
comme mesure du risque bancaire, ils constatent une forte relation négative entre les 
taux d'intérêt réels et le degré de risque des actifs des banques. En fait, l'augmentation 
des actifs à risque pondérés en réponse à la baisse des taux de la politique monétaire 
est absolument faible lorsque la banque et faiblement capitalisée. 
Se basant sur un modèle vecteur autoregressif à facteurs augmentés (FAVAR), 
(Buch et al., 2010) ont utilisé à la fois des séries chronologiques et des données en 
niveau des banques aux États-Unis collectées à partir des rapports annuels des 
banques durant la période 1985-2008 pour explorer l'effet net des chocs 
macroéconomiques et la politique monétaire, sur le risque de crise bancaire. En 
utilisant la part des prêts non performants dans le total des prêts comme un indicateur 
de prise de risque de la banque, ils observent une diminution du risque de la banque 
suite à un choc d'une politique monétaire expansionniste. Leur résultat est semblable 
aux conclusions de (De Graeve et al., 2008), mais pas aux conclusions d'autres études 
empiriques qui fournissent des preuves en faveur des canaux de prise de risque. En 
ce qui concerne les sources d'hétérogénéité entre les banques, les résultats montrent 
que la réponse négative du risque bancaire à un choc de politique monétaire est plus 
faible pour les banques dont les ratios de capital est élevé, alors qu'il est plus élevé 
pour les banques qui sont fortement engagées dans le prêt immobilier. D'autre part, 
la taille des banques n'a montré aucun effet significatif sur la réponse aux risques de 
chocs d'une politique monétaire. 
(Brissimis et Delis, 2010) ont analysé l'impact de la politique monétaire sur les prêts 
bancaires, la prise de risque et la rentabilité pour la zone Euro et les États-Unis. Dans 
le cadre de leur étude sur les canaux de prise de risque, ces auteurs sont plutôt plus 
soucieux de savoir si les taux d'intérêt ont un effet différentiel sur le risque bancaire 
en raison de certaines caractéristiques des bilans bancaires. Ils analysent la réponse 
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hétérogène des banques aux États-Unis et dans 12 pays de la zone Euro pour la 
période s'étalant de 1994 à 2007 en termes de leurs décisions de prise de risque suite 
à un changement dans la politique monétaire. Pour leur étude, ces auteurs, ont choisi 
la liquidité, la taille des banques et la part du marché comme indicateurs spécifiques 
aux banques et ils ont constaté que l'impact d'un changement de la politique 
monétaire sur le risque de crédit est plus faible pour les banques bien capitalisées et 
liquides. 
D'autres, comme (Delis & Kouretas, 2011), examinent l'impact des faibles taux 
d'intérêt sur la prise de risques des banques en utilisant une grande base de données 
trimestrielles collectée des bilans des banques dans les 16 pays de la zone euro pour 
la période 2001-2008. Cependant, ces auteurs, dans leur étude, se sont plus 
préoccupés par le niveau des taux d'intérêt que par des changements de politiques 
monétaires. Le ratio des actifs risqués à l'actif total et le ratio des prêts non 
performants au total des prêts étant leurs indicateurs de risque, ils estiment des 
équations de risque en utilisant différents taux d'intérêt. Les auteurs constatent que 
les faibles taux d'intérêt augmentent la prise de risque des banques, alors que ce 
résultat est robuste aux différentes spécifications et à l'utilisation des données 
annuelles. En outre, leur analyse empirique révèle que l'impact de la faiblesse des 
taux d'intérêt sur les actifs à risque est plus faible pour les banques bien capitalisées, 
mais il est amplifié pour les banques avec des activités de hors bilan élevées. 
Par ailleurs, (Maddaloni & Pedyro, 2011), ont utilisé les données des enquêtes sur 
l'offre de crédit dans la zone Euro et États-Unis pour analyser l'impact de la faiblesse 
des taux d'intérêt sur les normes de crédit qui s'appliquent aux entreprises et aux 
ménages au cours de la période de 2003 à 2008. Ces derniers ont montré que 
l'application de faibles taux d’intérêts à court terme favorise l'assouplissement des 
normes standards. Par contre, ceci n'est pas observé avec des taux d’intérêt à long 
termes. Plus encore, ils montrent aussi que l'activité de titrisation affaiblit la 
supervision bancaire et que l'application prolongée de faibles taux d’intérêts 
augmente le laxisme bancaire.  
Généralement, ces études empiriques se sont focalisées sur l'impacte des 
changements des politiques monétaires principalement via la baisse des taux 
d’intérêts sur la prise excessive de risque des banques. Alors que l'acte de prendre 
plus de risque est souvent lié au changement de comportement des banques. En effet, 
de nouveaux outils financiers ont favorisé la mutation des comportements bancaires 
si bien que l'activité de titrisation permettant aux banques de se débarrasser des 
créances douteuses devient une pratique plus rentable que l’activité d’intermédiation 
traditionnelle. Certes, ces outils améliorent la rentabilité bancaire mais un 
retournement brusque ou une attaque spéculative soudaine conduit inévitablement à 




3. Données et Méthodologie 
3.1. Données 
Les données exploitées dans cette étude ont été extraites de la base de données de la 
Banque Mondiale (2015) ainsi que la base de donnée de (Demirgüç-Kunt & Levine, 
2012). Notre panel est constitué de 22 pays d'Amérique latine, de l'OCDE et du Sud-
Est Asiatique, qui ont connu des crises bancaires entre 1990 et 2014. Notre 
échantillon de pays est regroupé dans le tableau suivant : 
Tableau 1. Pays qui ont connu des crises bancaires entre (1990-2014) 
Pays 
Argentine (1990/91/95/01/02/03) Mexique (1994/95/96) 
Colombie (1998/99/2000) Philippines (1997/98/99/00/01) 
France (2008/09/10) Poland (1992/93) 
Allemagne (2008/09) Portugal (2008/09/10) 
Greece (2008/09/10/11/12) Spain (2008/09/10) 
Indonesia (1997/98/99/00/01) Thailand (1997/89/99/00) 
Ireland (2008/09) Tunisie (1991/92/93/95/01) 
Italie (2008/09/10) Turquie (2000/01) 
Japon (1997/98/99/00/01) UK (2007/2008) 
Korea (1997/98) USA (2007/2008) 
Malaysie (1997/98/99) Uruguay (2000/01/02/03/04/05) 
Source: Base de données de la banque mondiale (2015) et Systemic Banking Crises 
Database: An Update (Luc Laeven and Fabián Valencia ) IFM 2012 
3.1.1. Variable Dépendante 
Pour mesurer la prise de risque des banques trois variables sont mises à contribution; 
le ratio des crédits non performants (NPL), l'indice de stabilité bancaire (Zscore) et 
le ratio des provisions sur les créances douteuses (Provnpl). En effet, le ratio NPL 
donne une indication de la qualité des actifs en termes du potentiel de l'exposition 
adverse aux gains et aux valeurs de marché des fonds propres due à l'aggravation de 
la qualité des prêts. Généralement, les crédits non performants permettent de refléter 
le niveau de risque de portefeuille des crédits ou des prêts d'une banque. Les niveaux 
plus élevés de ce rapport indiquent un portefeuille de prêts plus risqués car une partie 
des prêts non performants se traduirait probablement par des pertes pour la banque 
(Delis & Kouretas, 2011). La deuxième mesure proposée par Roy (1952) et utilisée 
par (Goyeau & Tarazi, 1992), (Boyd et al. 2006), (Laeven & Levine, 2006) et (Uhde 
& Heimeshoff, 2009), indique la distance d'éloignement de l'insolvabilité. Ainsi, une 
valeur plus élevée de Zscore indique un faible risque de défaut. Mathématiquement, 
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Où 𝑅𝑂𝐴𝑖est le rendement des actifs des banques, (
𝐸
𝑇𝐴
)𝑖 le ratio des capitaux propres 
et 𝜎(𝑅𝑂𝐴𝑖) représente l'écart-type du rendement d'actifs. Par ailleurs, le ratio Zscore 
représente la probabilité d'un choc négatif sur les bénéfices qui poussent les banques 
à faire défaut (Yeyati & Micco, 2003). En effet, lorsque Zscore augmente avec une 
rentabilité et une capitalisation boursière élevée, il diminue avec un bénéfice instable 
capturé par l'écart de rendement des actifs. Par conséquent, une valeur plus élevée 
de Zscore implique un bon niveau de stabilité bancaire et donc moins de risques. 
Nous avons choisi comme troisième mesure de risque la variable des provisions sur 
les créances douteuses (Provnpl). Cette dernière est souvent sollicitée en tant que 
baromètre de la santé bancaire. De façon générale les banques constituent des 
provisions pour esquiver d'éventuels risques de contre partie et de non 
remboursement de prêts accordés. Ainsi, l'augmentation des provisions est souvent 
synonyme de montée de risque. En effet, l'application d'une politique monétaire 
restrictive qui vise à baisser le volume de la masse monétaire en circulation, 
augmente le taux d’intérêt, diminue les réserves et les dépôts bancaires, ce qui 
conduit à une dégradation de la qualité des prêts et à une montée significative des 
provisions. 
3.1.2. Variables Éxplicatives 
Pour expliquer la prise excessive de risque des banques nous retenons 5 variables 
relatives aux différentes dimensions macroéconomiques et monétaires des banques. 
Elles représentent les différents indicateurs de mesure de la prise excessive de risque 
des banques et elles sont regroupées dans le tableau suivant ainsi que leurs signes 
respectifs attendu: 
Tableau 2. Indicateurs de mesures de prise de risque excessive par les banques 
Variables  Signes Interprétations  
GPIB (+/-) (+) Une bonne condition économique signifie des investissements 
rentables et donc une baisse du risque . 
(-)Par ailleurs une bonne condition économique incite les banques  
à chercher plus de profits et donc s'exposer à plus de risques. 
INF (+/-) (+) la hausse de l'inflation se traduit par une hausse des couts de 
dépenses des entreprises locales et donc augmente la probabilité de 
leurs insolvabilités. 
(-) la baisse de l'inflation détériore la liquidité bancaire et augmente 
ainsi l'insolvabilité des banques 
TIR (+/-) (-) un faible taux d’intérêt pourrait induire un déséquilibre 
financier par une baisse de l’aversion des banques et d’autres 
investisseurs aux risques. 
(+) un taux d'intêret élevé attire les investisseurs à rique 
M2R (+) Une augmentation de la masse monétaire par rapport aux réserves 
de change augmente la vulnérabilité des pays aux sorties soudaines 
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de capitaux et ce qui conduit à un effondrement rapide du taux de 
change. 
CAP (-) Une baisse de la capitalisation boursière augmente le risque 
bancaire 
Source: L'auteur 
3.2. Méthodologie  
Dans cette étude nous adoptons une stratégie empirique à deux volets 
méthodologiques nous permettant de choisir la méthode d'estimation la plus 
appropriée. La règle de choix réagit à ce que les variables de nos modèles sont 
cointegrées ou pas. S'il existe au moins une variable cointegrée alors on utilise la 
méthode des moindres carrés modifiée (FMOLS) pour le modèle en panel cointegré 
et sinon on applique la méthode des estimateurs GMM système sur des données de 
panel dynamiques de (Arellano & Bover, 1995) et (Bundell & Bond, 1998). 
3.2.1. Méthode GMM-système 
Cette approche nous permet de faire face à un certain nombre de défis d'identification 
et, par conséquent, c'est la méthode d'estimation appropriée pour plusieurs raisons. 
Nous choisissons d'estimer un modèle empirique dynamique dans lequel nous 
introduisons la variable dépendante retardée avec les variables explicatives qui 
expliquent la persistance et la nature dynamique du risque. En outre, les taux d'intérêt 
sont considérés comme endogènes dans les équations de risque bancaire. En d'autres 
termes, le sens de la causalité entre la politique monétaire et le risque de la banque 
n'est pas évident et, par conséquent, il est nécessaire de contrôler la causalité inverse 
comme une forme particulière d'endogénéité. Parallelement à la variable de politique 
monétaire, certaines des variables de contrôle ne sont pas strictement exogènes. 
L'endogénéité entre le risque et les caractéristiques spécifiques des banques, qui sont 
des variables explicatives dans notre modèle, pose un autre problème 
d'identification. Dans ce contexte, l'estimateur GMM proposé par (Arellano & 
Bover, 1995) et (Blundell & Bond, 1998) est la méthode la plus pratique car elle 
intègre à la fois la persistance du risque et la possible endogénéité des 
caractéristiques spécifiques de la banque en utilisant des instruments appropriés, 
représentés par leurs retards respectifs. 
Cet estimateur assure l'efficacité et la consistance, à condition que le modèle de 
régression dynamique n'soit pas soumis à l'autocorrélation de second ordre, et que 
les instruments utilisés soient valides. Pour cela, nous utilisons les tests 
d'autocorrélation du premier et du second ordre AR(1) et AR(2). En effet, on pourrait 
s'attendre à la présence d'une autocorrélation de premier ordre dans les premiers 
résidus différenciés, la p-valeur de AR (2) doit largement acceptée l’hypothèse nulle 
d'absence de corrélation en série d'ordre deux en différences premières des erreurs. 
Parce qu’un ordre supérieur d'autocorrélation impliquerait que les retards de la 
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variable dépendante n'est pas réellement endogène et donc de mauvais instruments. 
En outre, la validité des instruments est vérifiée à l'aide de test de restriction et de 
sur-identification de Sargan. 
Notre modèle s'écrit de la manière suivante : 
𝑦𝑖𝑡 = 𝛼𝑦𝑖𝑡−1 + 𝛽𝑋𝑖𝑡 + 𝜂𝑖 + 𝜀𝑖𝑡……………..2 
Où 𝑦𝑖𝑡 est respectivement pour chaque modèle, les crédits non performants (NPL), 
l'indicateur de stabilité bancaire (Zscore) et la provision constituée sur les créances 
douteuses (Provnpl). 𝑋𝑖𝑡  est la matrice des variables de contrôles, 𝜂𝑖 représente l'effet 
spécifique individuel et 𝜀𝑖𝑡le terme d'erreur. 
Donc nous aurons trois modèles de mesure de risques qui peuvent êtres écrits comme 
suit: 
𝑁𝑃𝐿𝑖𝑡 = 𝛼𝑁𝑃𝐿𝑡−1 + 𝛽1𝐺𝑃𝐼𝐵𝑖𝑡 + 𝛽2𝐶𝐴𝑃𝑖𝑡 + 𝛽3𝐼𝑁𝐹𝑖𝑡 + 𝛽4𝑇𝐼𝑅𝑖𝑡 + 𝛽5𝑀2𝑅𝑖𝑡 +
𝜂𝑖 + 𝜀𝑖𝑡……………..3 
𝑍𝑠𝑐𝑜𝑟𝑒𝑖𝑡 = 𝛼𝑍𝑠𝑐𝑜𝑟𝑒𝑡−1 + 𝛽1𝐺𝑃𝐼𝐵𝑖𝑡 + 𝛽2𝐶𝐴𝑃𝑖𝑡 + 𝛽3𝐼𝑁𝐹𝑖𝑡 + 𝛽4𝑇𝐼𝑅𝑖𝑡 +
𝛽5𝑀2𝑅𝑖𝑡 + 𝜂𝑖 + 𝜀𝑖𝑡……………..4 
𝑃𝑟𝑜𝑣𝑛𝑝𝑙𝑖𝑡 = 𝛼𝑃𝑟𝑜𝑣𝑛𝑝𝑙𝑡−1 + 𝛽1𝐺𝑃𝐼𝐵𝑖𝑡 + 𝛽2𝐶𝐴𝑃𝑖𝑡 + 𝛽3𝐼𝑁𝐹𝑖𝑡 + 𝛽4𝑇𝐼𝑅𝑖𝑡 +
𝛽5𝑀2𝑅𝑖𝑡 + 𝜂𝑖 + 𝜀𝑖𝑡……………..5 
3.2.2. Méthode des Moindres Carrées Modifiée 
Une régression impliquant des niveaux d’intégration d'ordre 1 I(1) des variables 
estimée par la méthode des moindres carrés ordinaires (MCO), peut produire de faux 
résultats. En particulier, la présence d'une intégration I(1) des variables peut 
provoquer une régression fallacieuse. Cependant, il est bien connu que si les séries 
sont cointégrées, le MCO statique est conforme, convergeant à un rythme plus rapide 
que ce qui est standard (Hamilton, 1994). La méthode des moindres carrés modifiée 
(FMOLS), nous permet de vérifier l’existence ou pas d'une relation de long terme 
entre les variables du modèle à estimer. Cette méthode d'estimation a été proposé par 
(Phillips et Hansen, 1990), puis étendue par (Phillips, 1995). C'est une procédure 
semi-paramétrique d’estimation des paramètres d’une relation de cointégration qui 
permet de corriger le biais d’endogénéité de long terme. Cette technique utilise des 
estimateurs de noyau des paramètres de nuisance qui affectent la distribution 
asymptotique de l'estimateur MCO. Afin d'atteindre une efficacité asymptotique, 
cette technique modifie la méthode des moindres carrés en prenant en compte les 
effets de corrélation des séries et test l'endogénéité des variables explicatives 
résultant de l'existence d'une relation de cointégration. 
(Phillips et Hansen, 1990) montrent que l'estimateur FMOLS fonctionne bien, même 
avec de petits échantillons quand on veut faire des inférences sur un système 
cointégré. L'utilisation de FMOLS nous permet de contribuer à la littérature 
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empirique concernant l'estimation d'un modèle de panel cointégré avec des variables 
non-stationnaires. C'est, par FMOLS que nous pouvons estimer un modèle à 
variables multiples qui identifie les principaux déterminants du niveau de prise de 
risque et explique, au moins dans une mesure notable, la variation dans le temps du 
risque bancaire. 
 
4. Résultats et Interpretations  
Dans le but d'éviter toute régression factice, il est obligatoire de vérifier la 
stationnarité des séries en panel ainsi que l’absence de relation de cointégration entre 
elles.  
Pour vérifier la stationnarité des séries en panel nous avons sollicité les test de 
(Levin, Lin et Chu, 2002) et (Im, Pesaran & Shin, 2003) suivant lesquels, l'hypothèse 
nulle signifie la présence d'une racine unitaire et, donc, la non stationnarité de la série 
en question. De plus, la particularité de ces deux tests réside dans le fait que le 
premier (LLC, 2002) permet la présence d'effets spécifiques individuels et 
d'hétérogénéité entre les individus, alors que le second (IPS, 2003) permet la 
possibilité d'une hétérogénéité quant à la présence même d'une racine unitaire dans 
le panel. 
Les résultats des tests sont fournis par le tableau suivant: 
Table 3. Test de racine unitaire en panel en niveau 
Variables Levin,Lin et Chu Im,Pesaran et Shin 
Statistique P-value Statistique P-value 
NPL -6.21049 0.0000 -2.12234 0.0169 
GPIB -9.35229 0.0000 -8.58800 0.0000 
INF -183.310 0.0000 -87.9998 0.0000 
TIR -1.42433 0.0772 -1.33671 0.0907 
m2r -17.0940 0.0000 -22.1136 0.0000 
CAP -9.94980 0.0000 -3.51186 0.0002 
zscore -0.87092 0.1919 -0.74039 0.2295 
Provnpl -3.77521 0.0001 -3.62873 0.0001 
NPL -6.21049 0.0000 -2.12234 0.0169 
Source: Calcul L'auteur 
L'hypothèse nulle de présence de racine unitaire n'a pas pu être rejetée en niveau 
pour les séries TIR et zscore. En vue de rendre ces séries stationnaires nous les avons 
différenciées au premier ordre et les résultats sont fournis par le tableau suivant: 
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Table 4. Test de racine unitaire en panel en première différence 
Variables Levin,Lin et Chu Im,Pesaran et Shin 
Statistique P-value Statistique P-value 
TIR -27.0216 0.0000 -23.2066 0.0000 
zscore -9.55112 0.0000 -8.09777 0.0000 
Source: Calcul L'auteur 
Après une première différenciation, les variables sont stationnaires en différence 
première “ I(1) ”, ce qui laisse supposer une relation de cointegration entre ces 
variables non stationnaires en niveau. 
Pour tester l’existence de relation de cointegration entre les variables de nos trois 
modèles nous avons sollicité le test proposé par (Pedroni, 1997; 1999; 2004) selon 
lequel, l'hypothèse nulle signifie l’absence de cointegration. 
Table 5. Test de Pedroni  cointegration en panel 
Variables Levin,Lin et Chu Im,Pesaran et Shin 

























Source: Calcul L'auteur 
Ce tableau montre que le test de (Pedroni, 1997 ; 1999 ; 2004) accepte l'hypothèse 
nulle d’absence de relation de cointégration entre les modèles NPL et ProvNpl et 
leurs variables explicatives. Par ailleurs, le test rejette l'hypothèse nulle d’absence 
d’une relation de cointégration entre les variables du modèle Zscore. Par la suite, on 
peut dire qu'il existe une relation de long terme entre la stabilité bancaire et ses 
variables explicatives. 
Les résultats des estimations des trois modèles sont donnés par le tableau suivant: 
Tableau 6. L'effet de la politique monétaire sur la prise excessive de risque des 
banques 
Modèles 𝑴𝑬𝑵𝑷𝑳  
(GMM) 
𝑴𝑬𝐏𝐫𝐨𝐯𝐍𝐩𝐥 (GMM) 𝑴𝑬𝒁𝒔𝒄𝒐𝒓𝒆 
(FMOLS) 
t-Statistic t-Statistic t-Statistic 
𝑴𝑬𝒕−𝟏 84.77200  
(0.0000) 







CAP −3.669624 4.225457 2.686414 
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Source: Calcul L'auteur 
Signif. codes: 0 (***) 0.001 (**) 0.01 (*) 0.05 (.) 0.1 ( ) 1 
Les résultats des estimations concernant le premier modèle 𝑀𝐸𝑁𝑃𝐿 , montrent que 
toutes les variables sont statistiquement significatives avec un signe négatif à une 
exception faite pour l'inflation (INF) qui affiche un signe positif. En fait, l'orientation 
de la politique monétaire mesurée par la variation du taux d’internet réel donnant 
une significativité négative à 5%, suggère que la baisse de ce taux impacte 
négativement la qualité du portefeuille de prêts et par conséquent, la solidité 
financière des banques. En d'autres termes, la prise de risque des banques augmente 
lorsque le taux d’intérêt réel diminue. Ceci est en cohérence avec les conclusions de 
la littérature empirique précédente (Diamond & Rajan, 2005) selon lesquelles une 
baisse du taux d’intérêt à long terme incite les gestionnaires d'actifs à prendre plus 
de risque  pour plus de rendement. Par contre, et comme c'est indiqué dans (Altunbas 
et al. 2010), la baisse de la qualité du portefeuille de prêts est probablement renforcée 
par la réduction du financement des coûts de liquidité des banques suite à la baisse 
des taux d'intérêt à court terme (Diamond et Rajan, 2009; Adrian et Shin, 2009). 
Par ailleurs, la variable masse monétaire par rapport aux réserves est statistiquement 
significative à 5% avec un signe négatif pour les deux modèles 𝑀𝐸𝑁𝑃𝐿, 𝑀𝐸ProvNpl 
et positif pour 𝑀𝐸𝑍𝑠𝑐𝑜𝑟𝑒  Cela signifie qu'une politique monétaire expansionniste 
augmentant la masse monétaire, induit à long terme une baisse du risque ainsi que la 
provision sur le risque et favorise la stabilité bancaire. Cela peut être expliqué par le 
fait qu'une augmentation de la masse monétaire favorisant la baisse du taux d’intérêt 
attire les emprunteurs averses aux risques et stabilise le rendement des prêts 
bancaires. De plus, les ménages et les investisseurs ayant des projets à risques ont 
plutôt une préférence aux taux d’intérêt plus élevés puisqu'ils pensent qu'ils seront 
gagnants si leurs investissements sont rentables. Mais, un phénomène contraire peut 
se produire lorsque ces taux bas sont pratiqués sur des prêts immobiliées qui attirent 
les ménages les plus faibles en pouvoir de remboursement désirant acquérir un 
logement. 
D'autre part, la variable relative à l'inflation est statistiquement significative à 1% 
avec un signe positif indiquant qu'une hausse du taux d'inflation augmente le risque 
𝑀𝐸𝑁𝑃𝐿et 𝑀𝐸ProvNpl. En effet, la croissance de la masse monétaire implique une 
hausse des niveaux des prix attendus et par conséquence une augmentation de 
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l'inflation, ce qui affecte négativement la capacité des emprunteurs à rembourser leur 
dettes puisque les coûts des dépenses ont augmenté. 
En ce qui concerne l'impact des variables macroéconomiques, la croissance du PIB 
est significativement négative à 1%, comme indiqué dans la première colonne du 
tableau 2.6, ce qui implique que la probabilité de défaut de paiement est liée 
négativement au taux de croissance du PIB. Une bonne condition économique est 
toujours associée à une augmentation du nombre de projets pouvant êtres rentables 
à terme, qui, à son tour, conduit à une réduction du risque de crédit global d'une 
banque (Kashyap & Stein, 1995; Altunbas et al, 2010). En outre, les emprunteurs 
gagnent plus et, par conséquent, leur capacité à rembourser leurs prêts serait plus 
élevée en période de bonne conjoncture économique. Ce résultat est cohérent avec 
les conclusions de (Gambacorta, 2009), (Altunbas et al., 2010) et (Lopez et al., 
2012), alors qu'il est à l'opposé de (Delis & Kouretas, 2011) font état d'une relation 
positive entre la croissance du PIB et des risques dans le secteur bancaire européen. 
Une interprétation possible de cette relation positive est que dans les moments de 
bonnes conditions macroéconomiques, les banques à la recherche d'un rendement 
élevé ont tendance à accorder plus de crédits et adoucissent leurs normes de contrôle. 
Par contre, et comme l'indiquent nos résultats, ce n'est pas le cas des systèmes 
bancaires de notre étude.  
La variable relative à la capitalisation bancaire est statistiquement significative à 1% 
avec un signe négatif, signifiant que les banques bien capitalisées accordent moins 
de prêts non performants et donc un niveau de risque assez bas. L'impact négatif du 
capital sur le risque bancaire suggère que les banques qui affichent une bonne 
capitalisation et un ratio des capitaux propres par rapport aux actifs élevé sont moins 
exposées aux risques de l’aléa moral et ont tendance à se comporter de manière plus 
prudente. Les banques utilisent ce capital en tant que tampon pour contrecarrer le 
risque de possibles pertes des actifs à risques. D'autre part, les régulateurs ainsi que 
les marchés n'encouragent pas les banques les plus risquées à accumuler du capital 
(Altunbas et al. 2012), c'est-à-dire qu'ils n'ont pas à compenser le risque par des 
niveaux plus élevés de capitalisation. De plus, notre résultat s’aligne avec 
l'hypothèse de l'aléa moral, qui suggère que lorsque le niveau de fonds propres des 
banques est faible, les dirigeants des banques ont plus d'incitations à prendre des 
risques excessifs découlant de l'existence de problèmes d'agence entre les dirigeants 
des banques et les actionnaires. Ainsi, nous pouvons dire que les banques ayant des 
niveaux d'investissement plus élevés ont tendance à avoir une meilleure qualité du 





Les dernières crises bancaires et financières ont soulevé de nombreuses questions au 
sujet de la conduite de la politique monétaire. En particulier, des questions 
concernant la relation entre la politique monétaire et la stabilité financière et 
bancaire. C'est pourquoi, dans cette étude, nous avons beaucoup insisté sur la façon 
dont la politique monétaire influence, d'une part, la perception et augmente, d'autre 
part, l'appétit du risque des intermédiaires financiers.  
Nos résultats empiriques montrent que l'adoption d'une politique monétaire 
expansionniste via l'augmentation de la masse monétaire et l'application de taux 
d’intérêt bas, peut induire une augmentation de la prise de risque des banques, 
entrainant un changement dans l'offre de crédit en particulier vers la hausse. Ceci se 
traduit par une augmentation du volume des crédits non-performants et par 
conséquent le risque. 
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