For some class of functions V : R N → R and some class of operators L defined in the set of T −periodic and k−differentiable functions, it will be shown, that modulo some equivalence relation, the set S(y) of solutions of
Preliminary results
We introduce here some notations and hypothesis which are nearly the same as in [1] . let T > 0,N ≥ 1, k ≥ 0 and put C 
There exists a finite dimensional operator P which satisfies the following equalities:
The L 2 : symetric property of P demanded in [1] is replaced by the following hypothesis on L. Namely, L has to verify:
KerL and ker L * are included in R N identified here with constant functions. We will denote by Y the range of L and by Z the kernel of L. Let's also take a function V ∈ C 2 (R N , R) satisfying:
is totally disconnected
under the previous hypothesis, we are interested by the topological properties of the set of solutions of Lx + ∇V (x) = y
we recall that if for each solution x of (1), the linearized problem Lu + D 2 V (x)u = 0 has only the trivial solution, then y is said to be a regular value of (1). if M = {x ∈ C k T : P (∇v(x)) = 0} and X = {x ∈ M : x is not constant}, then we have the following:
. We have to prove that Φ (x) is onto for each x ∈ X. If this is not the case, then choose ξ ∈ Z\Im(Φ (x)) and apply the Hahn-Banach theorem to find an element η ∈ Z such that:
hence Ψ is a constant function. denoting by (., .) the usual inner product in R N , we have::
and since x ∈ X, it yields (∇V (x(t)), Ψ) = 0. Thus, for each t, x(t) ∈ N(ξ) and V 1 implies that x is a constant, which leads to a contradiction.
Theorem 1.2. under the hypothesis L
, the set G of regular values of (1) Later, G will denote the set of regular values of (1). The next theorem shows how, from solutions of (1) with a secondary member y 0 , we can obtain a solution of (1) with y 1 as a second member, when y 1 is connected to y 0 by a continuous path.
Theorem 1.4. let K be a connected component of G and y
Proof. Note that there exists always a path δ such that δ(0) = y 0 and δ(1) = y 1 which can be extended continuously outside [0, 1]. Let's consider the map 1, 2, . . . , n) is also Fredholm map of index zero, it must be surjective. Thus, F (x i ) is continuously invertible operator for each i, and by the implicit function theorem, one has n distinct continuous paths, say u 1 (t), u 2 (t), . . . , u n (t), defined on ]−η, η[ where η is small positif real number such that:
The Equation (2) 
Compactness property
Let's note that if x is a solution of (1), then x + n i=1 n i Z i is also a solution of (1) for each (n 1 , n 2 , . . . , n m ) ∈ Z m , where Z is the set of integers, Z i are given by hypothesis V 3 . Then, if we define the equivalence relation ∼ 0 in C k T by putting
then we can consider each solution of (1) as an equivalent class solutions. More precisely, in the quotient space C = C k T / ∼ 0 , we have the following naturel definition Definition 2.1. An element x ∈ C is said to be a solution of (1) if and only if : ∀x ∈ x , x is a solution of (1). The group C is endowed by the quotient topology which is metrisable by the distance:
x ∈ x , y ∈ y . .
Let S(y) = {x ∈ C :
x is a solution of (1)}. Then
Theorem 2.2. For each y ∈ Y, we have i) S(y) is a compact set. ii) If y belongs to G, then S(y) is finite.
Proof. i) Let ∼ 1 be a new equivalence relation in c k T defined by:
The quotient space C = C k T / ∼ 1 is normed by x = inf x where x ∈ x and the canonical surjection from C k T onto C will be denoted by φ. Let y ∈ Y and (x n ) n≥0 an arbitrary sequence in S(y). For each n ∈ N, let's choose an element x n ∈ x n and put c n = x . Obviously, for each n ∈ N, there exists t n ∈ C k T such that:φ(t n ) = x n and t n ≤ 2c n . Thus for each n ∈ N, we can find m real numbers, α 1 , α 2 , . . . , α m which make true the equality:
On the other hand, L is a Fredholm operator from the Banach space C k T to the Banach space C 0 T , and so there exists a finite dimensional operator K and a continuously invertible operator H such that L = H − K (see [3] ,theorem 3.5). Put U = H −1 K and T = I − U. Then, for all integers n such that c n = 0, we have
The operator U is compact, so considering if necessary a subsequence, we can assume that U( tn cn ) converges to some element α. If (c n ) n is not bounded, then we can assume with no loss of generality that lim c n = +∞, and by using the equality ) n≥0 converges also to α, and this allowed to write T (α) = 0, i.e α ∈ Ker(L). Moreover,
, ∀n ∈ N. This relation shows that the sequence (
) n converges to φ(α) = 0, which leads to a contradiction. Consequently, the sequence (s) n defined by
, and by the Ascoli-Arzela theorem, it has a subsequence (s h(n) ) n converging in C
T to s and then we have:
This finish the proof of part i).
ii) Let's fix y in G. As it will be shown, the set
To prove this, let's fix x 0 in B and consider the map F (x) = Lx + ∇v(x). We proved in theorem 2 that F ((x) is continuously invertible operator, and then, by the inverse function theorem one can conclude that there exists V x 0 , a neighborhood of x 0 , such that:V x 0 ∩ B = {x 0 }. Now, let's suppose that S(y) is not discret, then there exists an element x ∈ S(y) and a sequence (x n ) n in S(y) such that lim n→∞ x n = x . For each n ∈ N, one can choose an element s n ∈ (x n − x ) and α 0 ∈ 0 such that:
s n − α n ≤ 2d(x n − x , 0)
Let w n = s n − α n , then for each n ∈ N, we have :w n ∈ x n − x and lim n→∞ w n = 0. Now, let's fix x ∈ x and put x n = w n + x. The element x and the sequence (x n ) are in B and lim n→∞ x n = x. This contradicts the fact that B is discrete. S(y) being compact discrete set, it must be finite. Remark 2.3. We do not know if Theorem (2.2) above is still valid when we change the ordinary solutions x 1 , x 2 , . . . , x n by their corresponding classes in C . In the affirmative answer, many consequences can be deduced and let us mention just one of them: S(y) and it's cardinal would be the same.
