Molecular dynamics simulations of thermal conduction in nanoporous thin films are performed. Thermal conductivity displays an inverse temperature dependence for films with small pores and a much less pronounced dependence for larger pores. Increasing porosity reduces thermal conductivity, while pore shape has little effect except in the most anisotropic cases. The pores separate the film into local regions with distinctly different temperature profiles and thermal conductivities, and the effective film thermal conductivity is lowest when the pores are positioned in the center of the film. Such tunability by pore placement highlights new possibilities for engineering nanoscale thermal transport.
INTRODUCTION
Nanoporous thin film materials such as xerogel intermetal layers for high-speed microelectronic devices [1] and high surface area chemical sensors [2] possess physical properties far different from those of solid bulk materials. The unusual optical, electrical, thermal, mechanical, and chemical characteristics of these materials arise from the extremely small dimensions of their solid matrix and pores and from their enormous surface area per unit volume. Nanometer-scale pores also occur in materials that are not normally considered porous. Thin "solid" films, for instance, often contain voids that arise during the film deposition process [3] . These voids assume a variety of shapes, including irregular triangular and circular pinholes [4] , cylindrical pipes [5] , and pyramidal defects [6] . Thermal conductivity reduction caused by the presence of pores/voids often results in higher hot spot temperatures than for defect-free films. Severe performance problems or even failure, for example, the accelerated breakdown of thin oxide layers in VLSI devices [7] or thermomechanical damage of optical thin films [8] , can result at such elevated temperatures. It is thus critically important for device design within the cold region. It was found that the dimensionless flux value of 0.3 was sufficient to balance these competing requirements for a wide variety of film temperatures, so this value was used for most runs.
Pores are created by removing selected atoms from lattice sites near the center of the films to create vacancies and vacancy clusters (pores/voids). Figure 1 illustrates the computational configuration, where the term "regular" indicates the atomic region between the hot and cold boundaries whose thermal conductivity is being measured. The number and location of the vacancies determine the size and shape of the pores as well as the configuration of the porous thin film. Fixed-wall boundary conditions are used in the x (cross-plane)-direction. Boundaries such as these may be encountered in devices where a thin film is sandwiched between other layers of much higher stiffness or much lower thermal expansion coefficient. Periodic boundary conditions are used in the y-and z-directions. Parameters and standard nondimensionalizations used in the simulations are given in Table 1 .
Certain considerations, as compared to the fully dense thin film case, arise due to the presence of the pores. For example, the one-dimensional thermal conductivity calculation approach described in the preceding paragraphs is admittedly somewhat crude because it neglects three-dimensional effects of flow around the pores and the effects of locally varying temperature profiles; these effects are discussed further in the final section of this article. The one-dimensional approach, however, is useful for engineering estimation as a simplified and consistent method to handle the variety of pore configurations in the present work. As a check on the utility of this method of thermal conductivity calculation, the absolute temperature difference across the film was also calculated (Fig. 7) as an alternative indicator of the ease of heat conduction. As expected, the temperature difference values consistently support the thermal conductivity values: when effective thermal conductivity is lowest, the temperature difference is always highest, and vice versa. The "effective" thermal conductivity calculated here should thus be regarded as a qualitative indicator rather than a precise value.
Also, randomly removing more than about 10% of the atoms from their lattice sites at the dimensionless average film temperature T * = 0.50 causes the crystal to begin to melt, and removing more than 20% results in a completely fluid phase due to the reduction in density. Additionally, migration of surrounding atoms into, around, and across the pores at lower vacancy concentrations occurs above T * = 0.29. The initial/final snapshots of Figure 2 illustrate atomic migration and the resultant pore relaxation at T * = 0.50. Near-pore relaxation occurs because the lack of atomic repulsion from within the pore allows the surrounding atoms to move and assume energetically more favorable positions. This effect becomes more pronounced with increasing pore size. At higher temperatures, thermophoretic migration of a few atoms from the warmer to the colder side of the film occurs. The hot and cold bath atoms are tethered to their original lattice sites with simple harmonic springs to prevent diffusion into the regular atoms. The use of springs to maintain the integrity of atomic walls is common practice in MD simulations (see Murad et al. [19] ). The spring constant chosen was roughly one fifth that obtained by evaluating the second derivative of the LJ potential at the equilibrium point at the bottom of the potential well. This value was used because it yields forces of the same order as those exerted by the surrounding atoms.
Simulations were run at a variety of temperatures, film thicknesses, and pore sizes to observe the effects of tethering, cross-sectional (y-z) location of the pore, imposed heat flux, and total time steps on thermal conductivity. The data from these simulations [20] indicate that varying the above parameters does not, within error, cause any significant change in conductivity. 
DEPENDENCE OF THERMAL CONDUCTIVITY ON TEMPERATURE
Experimental data compiled by Cahill et al. [21] indicate that increasing dopant concentration in a crystal causes the thermal conductivity temperature dependence to change from that characteristic of crystalline materials to that of amorphous materials unless the doping is a simple monatomic substitution of an atom from the same group in the periodic table. In the latter case the classical crystalline inverse temperature dependence is maintained regardless of doping level. This behavior arises from the dominance of Umklapp phonon-phonon scattering at high temperatures [22] . Essentially, the doping strongly reduces the peak thermal conductivity, leading to a much less pronounced temperature dependence at high temperatures. Experimental data on radiation-damaged crystals [23] [24] [25] also show a substantial flattening of the temperature dependence of thermal conductivity. Molecular dynamics simulations of doped bulk crystals in the literature [26] [27] [28] are consistent with these experimental trends at temperatures on the order of or above the Debye temperature. It is expected that thin films "doped" with pores will show similar behavior.
To investigate this, simulations were run for thin films with pores of differing sizes and temperatures. The temperatures studied are in the classical regime, which, as indicated in the thermal conductivity measurements of White and Woods [29] and Clayton and Batchelder [30] , is above 20 K (T * = 0.15), or about one fourth the Debye temperature of argon. The general configuration for this set of simulations was a single planar square void in the middle plane of a film 7 regular x-planes thick with a 4 × 4 cross section. Here x-plane indicates an atomic layer of atoms perpendicular to the x (cross-plane)-direction and 4 × 4 indicates that the cross section of the film is composed of 4 face-centered cubic unit cells in the y-and z-directions.
In contrast to results from simulations of bulk β-SiC [26] , which show a dramatic jump between inverse and flat thermal conductivity temperature dependence with the addition of a single vacancy defect, the present thin film results (Fig. 3 ) display a gradual change between these two regimes as pore size increases. The onset of temperature- independent thermal conductivity, however, occurs in a similar vacancy concentration range for both cases (0-0.5% [26] ; 0.2-1.2% present results). This behavior is consistent with experimental data on doped and defective crystals discussed above. For the solid thin film case (0 vac), thermal conductivity is noticeably lower than the experimental bulk values (exptl bulk) [31] for the entire temperature range shown and has a weaker temperature dependence. These effects are attributed to the increased effects of boundary scattering, which reduces the peak thermal conductivity. Adding a single vacancy defect to the middle of the thin film (1 vac) further reduces thermal conductivity and weakens the temperature dependence, but monotonically decreasing thermal conductivity with increasing temperature is still observed. Increasing the vacancy cluster size to 5 and 9 vacancies (5 vac, 9 vac), however, reveals an almost flat dependence that appears to decrease slightly at higher temperatures. The theoretical lower limit of thermal conductivity (k min ) [21] for argon, calculated using the temperature-dependent transverse and longitudinal speeds of sound [32] and the 0 vac simulation density, bounds the simulation data nicely and demonstrates flat behavior at higher temperatures.
The introduction of vacancy defects increases structural disorder in the thin film. Figure 4 shows that this disorder becomes more pronounced with increasing temperature and pore size. The flat behavior observed at lower temperatures for the 5 vac and 9 vac cases indicates that the disorder is strong enough so that defect scattering dominates, while the slight decay at higher temperatures indicates that Umklapp scattering is again becoming important in this regime. 
DEPENDENCE OF THERMAL CONDUCTIVITY ON PORE SIZE AND CONFIGURATION
Several simulations were run to analyze the effect of pore size and configuration on thermal conductivity. It is expected that there should be some effects of shape, arrangement, and orientation relative to heat flow direction, as has been demonstrated in studies on fibrous composites [33] and random packed beds [34] . The present configurations include square and hexagonal planar voids similar to the nearly flat pinholes found in CoSi2 [4] , cubic pores, pyramidal pores like those occurring in SiC [6] , and cylindrical pipe-like voids resembling those in GaN [5] and SiC. Also studied were systems with two pores of differing sizes as well as systems with a number of randomly distributed vacancies. Most of the films studied in this section were 9 regular x-planes thick with a 6 × 6 cross section at T * = 0.50. The effect of increasing vacancy number was investigated in the planar, cubic, and pyramidal cases by removing atoms in equal proportions from all edges of the pore, in the cylindrical cases by elongating the pore, and in the random cases by distributing more vacancies throughout the volume of the film. To elucidate the effect of uneven vacancy distribution on thermal conduction, the pore sizes in the two-pore cases were systematically varied while maintaining a constant total vacancy number of 30. Figure 5 illustrates the various pore configurations in greater detail.
The dependence of thermal conductivity on vacancy fraction (φ v ) for the above cases is shown in Figure 6 , along with experimental values for bulk solid argon [30] at their corresponding molar volumes: 22.53 and 23.35 mL/mol correspond to 0.000 and 0.035 vacancy fraction, respectively. All values in Figure 6 are normalized by their fully dense (22.53 mL/mol) thermal conductivity values. Also shown is a simple parallel effective conductivity estimate for the simulation cell using a pore thermal conductivity of zero. A series model is not shown, as it gives zero values of thermal conductivity for all vacancy fractions greater than zero. As they fall below the parallel limit, the simulation results are thus bounded, albeit not closely, by the two simple thermal conductivity models for porous materials. In general, thermal conductivity decreases with increasing vacancy fraction and has little dependence on pore shape, orientation, or configuration for the cases examined. The functional form of this dependence is quite similar to that observed in MD thermal conductivity simulations of bulk diamond with vacancies [35] , and the exponent is almost identical (0.68 for the present data; 0.69 in Che et al. [35] ). Within error, most of the configurations fall within a single envelope that appears to broaden as vacancy faction increases. The reason for the absence of strong configuration effect is not that all pores relax to the same shape: no conclusive similarity among the final pore shapes for these configurations was observed. Instead, it is likely that most pores are not anisotropic enough to register strong configuration effects. Only the most anisotropic pores simulated, 4 × 1 × 1 unit cell cylindrical pores at 0.038 vacancy fraction oriented parallel (cyl-) and perpendicular to (cyl-prp) the heat flow direction, show a clear configuration effect.
It is also seen in Figure 6 that the pl-sq-7p point at 0.021 vacancy fraction, which corresponds to a 7 regular x-plane film with 4 × 4 cross section, lies near the low edge of the thermal conductivity envelope. As the other envelope points are for thicker (9 x-plane) films, this result may indicate that vacancy fraction dependence is stronger in thinner films or films with smaller cross sections. As the characteristic dimensions of the solid matrix surrounding a single central pore will in general be smaller for such films than for thicker/larger cross section films or bulk materials at the same vacancy concentration, this stronger dependence could arise from enhanced size effects [17] in the surrounding matrix as pore size increases. This idea is supported by comparison to the scant bulk experimental data available, which show a weaker dependence on density than the simulated thin film cases. As the pl-sq-7p value is not clearly outside the envelope, however, conclusive determination of film thickness and/or cross section effects cannot be made. 
DEPENDENCE OF TEMPERATURE PROFILE, THERMAL BOUNDARY RESISTANCE, AND THERMAL CONDUCTIVITY ON PORE LOCATION
A series of simulations run for 3 million time steps using an 11 regular x-plane, 4 × 4, 5-vacancy square planar pore configuration at the average film temperature T * = 0.17 reveals a surprising trend. For each simulation, the pore was placed in a different location relative to the hot and cold boundaries. An additional simulation without the pore was run under the same conditions to provide a basis for comparison. A plot of temperature profile versus x-planar position of the pore and the corresponding schematic drawing of the pore's position is shown in Fig. 7 . The first number in the lower left corner of each plot indicates the x-plane of the pore, with "1" and "11" indicating that the pore is in the left-and right-most regular x-planes, respectively. The second number indicates the dimensionless temperature difference across the film. The two horizontal lines in each plot highlight the temperature jump between the planes immediately adjacent to the pore. The small dashes at either end of each temperature profile represent the temperatures of the innermost layers in the hot and cold regions adjoining the regular atoms. Figure 7 shows that the regions on either side of the pore exhibit two different, essentially linear temperature profiles when the pore is not equidistant from the boundaries. At the pore, there is a clear temperature jump, and in certain cases very slight jumps also appear at the hot and cold boundaries of the film [20] . The temperature jumps observed in the present simulations are less pronounced than those found by Kotake and Wakuri [36] . This is likely due to the two-dimensional nature of their simulations, which disallows the additional heat flow pathways in the third dimension available in the present simulations.
The "thermal boundary resistance" induced by the pore can be estimated by dividing the temperature jump across the pore by the applied heat flux. Quotation marks are used to emphasize that the present case does not involve the usual case of conduction between two different media across a perfect interface but rather across a porous region embedded in a single medium. Figure 8 illustrates the dimensionless thermal boundary resistance for the various cases as a function of planar pore position. As the pore progresses across the film from the hot (left) side to the cold (right) side, the pore resistance first decreases noticeably, then decreases almost imperceptibly, maintaining dimensionless values in the range R * ∼ 0.11, then increases again. This value corresponds to a dimensional thermal boundary resistance of 2 × 10 −9 K · m 2 /W, which, for comparison, is about an order of magnitude smaller than the resistance between gold and silicon dioxide measured by Young et al. [37] . The present simulations do not display the clear monotonic increase in thermal boundary resistance with decreasing temperature that would be expected at interfaces between solid materials [38, 39] . This could be a result of the nonideal porous "interface," the high (classical) temperatures being simulated, and/or the effect of the hot and cold boundaries near the pore. Figure 8 also shows that, in general, the pore thermal boundary resistance represents about 30% of the total thermal resistance of the film, although the fraction approaches the 40-50% range for pores near the boundaries. As the pore approaches the boundaries, the increase in effective thermal conductivity (see discussion below) leads to a decrease in film resistance. This, in combination with the slightly increasing pore resistance near the boundaries, leads to the increased contribution of the pore to the overall film resistance there. Effective thermal conductivity versus position of the pore is shown in Figure 9 for the above simulations (T * = 0.17, 5vac, 11 pl) and for other related cases. It is seen that the effective thermal conductivity of the film is symmetric with respect to pore position, with the lowest thermal conductivity occurring when the pore is in the center of the film. Comparison of T * = 0.17, 7 x-plane films with 1 and 5 vacancies (T * = 0.17, 1vac, 7 pl, T * = 0.17, 5vac, 7pl) shows that the variation of thermal conductivity with respect to pore position is significantly stronger for larger pores. The variation in conductivity is less pronounced for thicker films, as is seen by comparing T * = 0.17, 5-vacancy films that are 7 and 11 x-planes thick (T * = 0.17, 5vac, 7 pl, T * = 0.17, 5vac, 11 pl). This is likely caused by the smaller influence of the boundaries for the thicker films. Increasing the temperature to 0.29 for the 1-vacancy, 7-plane case yields a consistent decrease in conductivity; this effect is less pronounced than the film thickness and pore size changes above. Simulations of both 1.5 and 3 million time steps (T * = 0.17, 5vac, 11 pl, 1.5 mil, T * = 0.17, 5vac, 11 pl) reveal no time dependence in the results. Also, no time dependence was observed for the other cases in Figure 9 . This indicates that the unusual two-slope temperature profile is a repeatable, steady-state phenomenon.
The dependence of temperature profile, thermal boundary resistance, and effective thermal conductivity on pore position is an unexpected result and it is of interest to analyze the local planar temperatures and heat fluxes of the regular atoms to try to gain insight into this behavior. Figures 10-12 show the local heat fluxes (arrows) and temperatures (contour lines) for 5-vacancy flat pores near the hot end (Fig. 10) , center (Fig. 11) , and cold end (Fig. 12) of the film at T * = 0.17. The pores are slightly off center in the x-plane due to the FCC configuration; as discussed above, this will have negligible effect on the calculations due to the periodic boundary conditions. The local values come from the time averaged temperatures of each atom. Each row or column represents an atomic plane. Temperatures in between the FCC lattice positions, which are needed in order to form a uniform grid for plotting, are calculated by spatially averaging the temperatures of the neighboring atoms. Although instantaneous temperature at a single atom is not meaningful, sufficient time averaging yields smooth, physically reasonable contours, as shown in the figures. In each figure, lengthwise, (a)-(c), and cross-sectional, (d)-(f), slices are taken from the film. Slice (a) represents the y-plane just in front of but not including the pore, slice (b) contains two of the five vacancies and is the front-most y-plane intersecting the pore, slice (c) intersects the center of the pore and contains one of the five vacancies, slice (d) is the x-plane not containing but immediately adjacent to the pore on the hot side, slice (e) is the x-plane containing the pore, and slice (f) is the x-plane not containing but immediately adjacent to the pore on the cold side. Other x-, y-, and z-planes are not shown, as they do not yield information materially different than that shown in Figures 10-12 .
The most dramatic characteristic in the figures is that steep contours are formed in the vicinity of each of the five vacancies comprising the pore ((b), (c), and (e)). The steepness of the contours and the magnitude of the heat flux vectors in these regions should be viewed with some skepticism, however, as they are derived from a continuum representation. Interpreted in this perspective, the vacancies are regions of zero temperature and for this reason thermal energy flows toward them. In reality there are no ultracold locations but rather regions of lower density, and for this reason an atomistic representation is more meaningful. From this perspective, each vacancy is a void, so as discussed above the neighboring atoms have a tendency to fill it in. In either interpretation, part of the heat from the surrounding atoms flows into the vacancies ((b) and (c) from the x-direction, (e) within the x-plane from y-and z-directions)) while the other part flows around the vacancies ((b), and (c)). Some heat even flows straight from hot to cold between the vacancies without being diverted (b). At the cold (T * = 0.17) temperature here the heat flow into the vacancies is not large enough to result in atomic migration, but at higher temperatures and/or substantially longer simulation times on the order of the characteristic atomic diffusion time, the convective heat flux contribution due to vacancy transport would need to be considered. It would be of interest in a future study to examine the local disturbances caused by impurity atoms rather than vacancies so that zero temperature regions would be eliminated and the continuum and atomistic descriptions could be fully consistent.
The region of disturbance of the temperature contour lines caused by the vacancies extends roughly 2 atomic planes to either side of the pore in the x-direction ((b) and (c)), but less than a single atomic plane in the y-direction (a). The cooler contours are pulled ahead (to the left) of the pore, leaving a "wake" behind it (b). When the pore is near the hot (Fig. 10) or cold (Fig. 12) ends of the film, the disturbance region intersects the boundary, resulting in noticeable crowding of the contour lines in those regions even in planes not containing the pores (Fig. 10(a) , left side; Fig. 12(a) , right side) as compared to the case where the pore is the center of the film (Fig. 11(a) ). This contour crowding behavior is consistent with the steeper temperature gradients in the narrower regions observed in Figure 7 . In these crowded regions the x-plane crosses several contours and displays a somewhat chaotic flow pattern ( Fig. 10(d), Fig. 12(f) ), while on the opposite side of these regions (Fig. 10(f), Fig. 12(d) ), as well as on both sides of the pore when the pore is in the center of the film (Fig. 11(d), (f) ), the x-plane contours display a much smoother, almost concentric ring pattern.
Figures 7-12 are important because they show that effective thin film thermal conductivity can be tuned by careful placement of pores or voids and that different local thermal conductivities and temperature profiles exist on either side of these pores. This discovery highlights new possibilities for engineering heat flow in nanoscale porous structures. Key requirements to observe such tuning experimentally will be the ability to generate pores in precise locations in a thin film and maintain structural stability in the face of near-pore atomic migration. Works on the formation of high aspect ratio parallel arrays of pores in porous silicon [40] and porous alumina [41] and on the stabilization of porous silicon's structure by low-temperature oxidation [42] demonstrate important progress related to these issues.
CONCLUSIONS
Thermal conduction in solid thin films with nanometer-scale pores and voids is a critical factor affecting the performance of materials and devices in a number of optical and electronic applications. This article investigates thermal conduction in solid thin films with nanopores using Lennard-Jones argon model molecular dynamics simulations. The effects of average film temperature, pore placement, shape, size, and orientation on thermal transport are examined. The results show that larger porosities and higher tem-peratures yield lower conductivity values. Pore shape and configuration do not significantly influence thermal conduction, and orientation effects are visible only for the most anisotropic cases studied. The results also reveal that as pore size increases, the thermal conductivity temperature dependence changes from roughly inverse to flat.
Interestingly, the proximity of a pore to the hot and cold boundaries of a fewnanometer thick film influences effective film thermal conductivity. Conductivity is lowest when the pore is equidistant from hot and cold boundaries, and it increases symmetrically as the pore moves toward each boundary. The pore is observed to separate the film into two regions with distinctly different temperature profiles and thermal conductivities, indicating that the simple placement of a pore is enough to create new local properties different from those elsewhere in the film and different from those normally associated with the host material. This discovery highlights new possibilities for engineering heat flow in nanoscale porous structures.
