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The integration of mobile agent systems in the wireless sensor networks (WSN) has a 
positive impact on this type of networks. The itineraries followed by mobile agents have an 
influences significantly on the energy consumption. Finding an optimal sequence of visited 
source nodes (data sensors) is an NP-hard problem. Many researches have dealt with itinerary 
planning in WSNs through the use of a single agent (SIP: Single agent Itinerary Planning) or 
multiple mobile agents (MIP: Multiple agents Itinerary Planning).  
The itinerary planning, for multiple agents in WSN (MIP), must consider the following 
three issues: (i) the appropriate number of Mobile Agents, (ii) the suitable grouping of source-
nodes, (iii) and finally, the optimal itinerary for each Mobile Agent to visit all its associated 
nodes. In the current MIP solutions, the geographical distance is the unique factor motivating 
to plan the itinerary of the agents. These solutions don‘t consider the data size provided by 
each node which is another factor which affecting energy consumption too.  
To reduce the task duration and the amount of consumed energy in the WSN, a research 
methodology was adopted. We provide a new MIP solution which is based on the both basic 
factors (geographical distance and data size) affecting energy consumption. Using these two 
factors, this study provides a new way for determining the number of mobile agents and for 
grouping source-nodes.  Once, the number of mobile agents and the node groups are defined, 
we identify the itinerary (a path passing through the set of source nodes that must be visited 
by the mobile agent). The itinerary is defined using the GRASP (Greedy randomized adaptive 
search procedure) heuristic algorithm.  
 
Keywords: wireless sensor networks, mobile agent, itinerary planning, energy consumption, 





Actuellement, l'intégration des systèmes d'agents mobiles dans les réseaux de capteurs 
sans fil (RCSF) a un impact positif sur ce type de réseaux. Les itinéraires suivis par des agents 
mobiles ont une influence significative sur la consommation d'énergie. Trouver une séquence 
optimale des nœuds sources à visités est un problème NP-hard. Un nombre important de 
recherches ont porté sur la planification d'itinéraires dans les réseaux de capteurs grâce à 
l'utilisation d'un seul agent (SIP: Single agent Itinerary Planning) ou plusieurs agents mobiles 
(MIP: Multiple agents Itinerary Planning). 
La planification d'itinéraires, pour plusieurs agents dans un RCSF (MIP), doit examiner 
les trois questions suivantes: (i) le nombre approprié d'agents mobiles, (ii) le regroupement 
approprié de nœuds sources, (iii) et enfin, l'itinéraire optimal suivi par chaque agent mobile 
afin de visiter tous ses nœuds associés. Dans les solutions actuelles de MIP, la distance 
géographique est l'unique facteur de motivation pour planifier l'itinéraire des agents. Ces 
solutions ne considèrent pas la taille des données fournies par chaque nœud qui est un autre 
facteur qui influence la consommation d'énergie aussi. 
Pour diminuer la durée de la tâche et la quantité d'énergie consommée dans le RCSF, 
une méthodologie de recherche a été adoptée. Nous proposons une nouvelle solution de MIP 
qui est basé sur les deux facteurs de base (distance géographique et la taille des données) qui 
influencent la consommation d'énergie. À travers l'utilisation de ces deux facteurs, cette étude 
fournit une nouvelle façon pour déterminer le nombre d'agents mobiles et le regroupement des 
nœuds sources. Une fois, le nombre d'agents mobiles et le nœud groupes sont définis, nous 
identifions l'itinéraire qui doit être visités par chaque agent mobile à l'aide du l‘algorithme 
heuristique GRASP (Greedy randomized adaptive search procedure).  
Mots-clés : réseaux de capteurs sans fil, agent mobile, planification d'itinéraires, 
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I.1 Vue d’ensemble  
La technologie des Réseaux de Capteurs Sans Fil (RCSF) joue un rôle important dans le 
domaine de la télécommunication. Elle permet d‘apercevoir une nouvelle façon de recueillir 
les données. La grande puissance de ce type de réseaux se repère dans la facilité de leur 
déploiement dans une zone géographique spécifique et la bonne qualité de leur service [1]. 
 Un RCSF est constitué d'un ensemble de nœuds (capteurs) capables de recueillir des 
informations à partir d'un environnement surveillé et de les transmettre à une station de base 
"Sink" par l'intermédiaire du support sans fil. Un réseau de capteurs est souvent caractérisé 
par un déploiement dense dans les environnements à grande échelle. Cependant, il est 
principalement limité en termes de ressources (capacités insuffisante de stockage, de 
traitement et d‘autonomie) parce qu‘il est généralement alimenté par des piles rarement 
remplaçables. Cela conduit à des problèmes liés à la consommation d'énergie durant le 
fonctionnement des nœuds de réseau [17]. Afin de résoudre ces limites, l'intérêt de la 
recherche a augmenté dans la conception, le développement et le déploiement de systèmes 
d'agents mobiles dans les réseaux de capteurs sans fil [5].  
La technologie des Agents Mobiles "AMs" représente une tendance relativement 
récente dans l'informatique distribuée, qui répond aux problèmes de flexibilité et d'évolutivité 
des modèles centralisés. Un agent mobile est un type particulier de logiciel qui migre entre les 
Ce chapitre introduit notre thèse. Il commence, tout d’abord, par 
un vue d’ensemble du domaine de recherche. Il représente, ensuite, 
le contexte et but de l’étude. Pour après, fournir la contribution de 
cette thèse. Il continue ensuite à discuter les questions de recherche 
et à la fin, la structure de la thèse est présentée. 




nœuds d'un réseau pour effectuer une ou plusieurs tâches de façon autonome et intelligente. Il 
répond aux conditions changeantes de l'environnement du réseau, afin de réaliser les objectifs 
de son répartiteur [72].  
Dans les RCSF, les données produites par les nœuds capteurs voisins sont très corrélées 
spatialement et temporellement. Ceci peut engendrer la réception par la station de base 
d‘informations redondantes. Ce grave problème d'évolutivité peut être adressé par les agents 
mobiles. L‘idée principale est de déléguer des multiples agents mobiles aux nœuds sources 
pour la fusion (agrégation) efficace des données dans les réseaux de capteurs. Ce principe 
permet de réduire la quantité d‘informations redondantes transmises par les capteurs, ainsi 
réduire la consommation d‘énergie dans le réseau et améliorer sa durée de vie [81]. 
En résume l'utilisation des agents mobiles pour déployer dynamiquement de nouvelles 
applications dans les réseaux de capteurs se révèle être une méthode efficace pour relever les 
problèmes liés à la consommation d'énergie.  Ils ont été jugées particulièrement utiles pour 
faciliter la fusion et la diffusion efficace des données dans les réseaux de capteurs [2].  
I.2 Contexte du travail 
La majorité des travaux de recherche dans le domaine de déploiement de systèmes 
d‘AMs dans les RCSF sont orienté  vers l‘optimisation de consommation d'énergie des nœuds 
à travers  la planification d'itinéraire d‘agent mobile.  L‘itinéraire suivi lors de la migration de 
l'agent mobile peut avoir un impact significatif sur la consommation d'énergie. Cependant, 
trouver une séquence optimal de nœuds sources à visité par les AMs est un problème difficile 
à résoudre (un problème NP-hard) [16]. 
La planification d'itinéraire pour plusieurs agents dans les RCSF, doit prendre en 
considération les trois questions suivantes [5]: 
1. Quel est le nombre optimal des agents mobiles ?  
2. Quelle est la manière optimale pour regrouper les nœuds sources ? 
3. Quel est l‘itinéraire optimal adopté par chaque agent mobile ? 
Pour répondre aux questions ci-dessus, une nouvelle architecture de planification 
d‘itinéraire entre multiples agents mobiles pour le réseau de capteurs sans fil est conçue. Une 
série de simulations pour mesurer les performances du nouveau processus de planification est 
également effectuée. 





L‘objectif principal de ce travail est de réaliser un système de planification d'itinéraire 
entre multiples agents mobiles.  
A travers ce système, nous visons à atteindre les objectifs suivants: 
 Étudier les différents concepts nécessaires aux réseaux de capteurs sans fils et les 
systèmes multi-agents. 
 Proposer une technique de planification d'itinéraire entre multiples agents mobiles 
pour l‘équilibrage de la charge dans les réseaux de capteur sans fil. 
 Augmenter la durée de vie du réseau de capteurs. 
 Réduire la durée de la tâche de collecte des données dans le réseau. 
I.4 Contribution 
Le contexte de notre étude est consacrée à augmenter la durée de vie des réseaux de 
capteurs et de réduire la durée de la tâche de collecte des données. Le présent travail se 
concentre plus particulièrement sur la résolution de certains verrous liés à la planification 
d‘itinéraire entre multiples agents mobiles dans les RCSF. Dans ce contexte,  nous prenons en 
compte la problématique d'équilibrage de  la charge entre les agents mobiles. 
Notre étude fournit une nouvelle vue sur la façon de déterminer le nombre des agents 
mobiles et la façon de regrouper les nœuds sources. Cette étude combine à la fois les deux 
facteurs qui influent la consommation d'énergie (la distance géographique et la taille des 
données) pour planifier l‘itinéraire entre les agents. Ce principe a un impact particulièrement 
positif en termes de la durée de la tâche et de la quantité d'énergie consommée. 
I.5 Structure de la thèse 
La structure de notre thèse est la suivante : 
Le chapitre 2 présente la littérature qui couvre tous les grands sujets qui sont appropriés 
pour cette recherche. L'objectif est de fournir au lecteur des informations de base nécessaires 
pour enquêter sur ce thème de recherche, et d'identifier les problèmes avec les réseaux de 
capteurs. 




Le chapitre 3 introduit le concept d‘agent mobile et réalise une analyse détaillée sur les 
différentes architectures développées durant ces dernières années dans le domaine de la 
planification d‘itinéraire à base des agents mobiles dans les réseaux de capteurs.  
Le chapitre 4 est dédié à la conception de notre architecture proposée. Dans un premier 
temps, nous étudions successivement, les objectifs de notre système tout en donnant une 
description sur l‘architecture et la présentation des différentes étapes pour atteindre l‘objectif 
fixé et escompté. 
Le chapitre 5 présente, tout d‘abord, les résultats de simulations qui ont été menées pour 
évaluer la fonctionnalité du système de planification d‘itinéraire conçu pour les réseaux de 
capteurs sans fil. Après cela, une explication détaillée de la façon dont les simulations ont été 
analysées est fourni. 







Les réseaux de capteurs: principes et caractéristiques 
 
Table des matières 
II.1 Introduction ................................................................................................................ 5 
II.2. Définition de réseau de capteurs ............................................................................... 5 
II.3 Définition d‘un capteur .............................................................................................. 6 
II.4 Architecture d'un capteur ........................................................................................... 6 
II.5  Architecture de communication d‘un réseau de capteurs ......................................... 8 
II.6 Pile protocolaire ......................................................................................................... 9 
II.7 Domaines d‘applications des réseaux de capteurs ................................................... 11 
II.8 Facteurs et contraintes liées aux réseaux de capteurs .............................................. 14 
II.9 Différence entre les RCSFs et les réseaux AD HOC ............................................... 16 
II1.10 Consommation d'énergie dans les RCSF ............................................................. 16 
II.10.1 Énergie de capteur ........................................................................................................ 16 
II.10.2 Modèle de consommation d‘énergie ............................................................................. 17 
II.10.3 Facteurs de dissipation d'énergie .................................................................................. 18 
II.10.4 Techniques de minimisation de la consommation d‘énergie ........................................ 22 
II.11 Conclusion.............................................................................................................. 27 
 




















II.1 Introduction  
Les dernières décennies ont été marquées par le développement rapide de la technologie 
de transmission sans fil et tout particulièrement par l‘apparition des réseaux de capteurs sans 
fil (RCSF).  
Les réseaux de capteurs se composent de micros composants nommés « capteurs » peu 
coûteux, capables de collecter des informations pour les traiter ensuite les transmettre à l'aide 
d'une communication sans fil à une station de base. Par conséquent, les réseaux de capteurs 
ont révolutionné le paradigme de collecte et de traitement d'informations dans divers 
environnements. Ils sont au centre de diverses applications dans plusieurs secteurs tel que la 
surveillance de zones sensibles pour les militaires, la détection de feu de forêt, le diagnostic 
médical...etc.  L'opération élémentaire au niveau de ces réseaux est la collecte systématique 
d'informations. Celle-ci est possible grâce aux capteurs qui nous informent sur leurs 
environnements respectifs.  
II.2. Définition de réseau de capteurs 
Les réseaux de capteurs sont considérés comme une famille particulière des réseaux ad 
hoc. Ce sont des réseaux sans fil composés d‘un grand nombre de nœuds appelés capteurs. 
Ces nœuds communiquent entre eux pour capter, traiter et transmettre les informations 
collectées dans différents environnements. La position de ces nœuds n'est pas obligatoirement 
Ce chapitre présente une généralité sur les réseaux de capteurs 
sans fil (architectures de communication, applications, facteurs et 
contraintes, etc.).  Il se concentre particulièrement sur la 
consommation d'énergie dans les réseaux de capteurs sans fil qui 
est la plus importante dans le contexte de cette thèse. 
 




prédéterminée, ils peuvent avoir des positions fixes ou bien être aléatoirement déployés dans 
une zone géographique dans le but de surveiller cette zone [40].  
II.3 Définition d’un capteur 
Un capteur est un dispositif électronique qui transforme l'état d'une grandeur physique 
observée (température, lumière, pression, etc.) en une grandeur utilisable. Il constitue 
l'élément de base des systèmes d'acquisition de données [39]. 
 
 
Figure II. 1 Exemple de capteur intelligent MICA2 de Crossbow[39]. 
 
II.4 Architecture d'un capteur 
L‘infrastructure d‘un capteur est concrétisée autour de quatre principales unités comme 
le montre la figure II.2.  
II.4.1 L’unité d’acquisition  
Cette unité englobe deux sous-unités : le capteur et le convertisseur analogique-
numérique (ADC). Le capteur obtient des mesures numériques sur des phénomènes observés 
et les transforment en signaux analogiques. L‘ADC convertit ces signaux analogiques en 
signaux numériques puis il les transmit à l‘unité de traitement [40]. 
II.4.2 L’unité de traitement   
Cette unité constitue l'élément le plus important du capteur. Elle est composée d‘un 
processeur et d‘une unité de stockage. Elle contrôle les procédures permettant au nœud de 
collaborer avec les autres nœuds pour réaliser les tâches d‘acquisition et stocke les données 
collectées [41]. 




L‘unité de traitement possède  deux interfaces : une interface avec l‘unité d‘acquisition et une 
autre avec l‘unité de transmission. Elle acquiert les informations en provenance de l‘unité 
d‘acquisition et les envoie à l‘unité de transmission [42]. 
II.4.3 L’unité de transmission ou de communication  
 L‘unité de transmission fournit un moyen de communication entre les nœuds de 
réseau ; elle assure l‘échange de donnée (émissions et réceptions) entre ces nœuds via un 
support de communication radio [41]. 
II.4.4 L'unité d'alimentation (Batterie)  
C‘est l‘unité qui alimente les trois unités citées précédemment, elle fournit l'énergie 
nécessaire à leur fonctionnement [39].  
Il existe d‘autres composants complémentaires qui peuvent être relié aux capteurs comme les 
systèmes de localisation GPS (Global Position System) et les mobilisateurs qui permettent le 
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Figure II. 2 Composants  d’un capteur [42]. 




II.5  Architecture de communication d’un réseau de capteurs 
L‘architecture des réseaux de capteurs fournit un prototype nécessaire à la 
compréhension des réseaux de capteurs et des relations entre les éléments utilisés. Cette 
architecture se base sur l‘interaction entre les trois éléments suivant [56] : 
 nœud capteur 
 zone d’intérêt : Appelée aussi « champ de captage », c‘est une zone géographique où on 
place les capteurs du réseau pour superviser ou surveiller des phénomènes divers. 
 stations de base (Sink) : Nommé aussi nœuds-puits où l‘écoulement des données se 
termine. Ces nœuds-puits sont des nœuds spéciaux qui possèdent plus de ressources 
matérielles et permettent de collecter et stocker les informations sorties des capteurs. 
 
L‘interaction entre ces éléments suit une  séquence d‘opérations telles que le 
déploiement, la détection d‘évènement et la transmission des données. Ces opérations doivent 
être exécutées dans l‘ordre comme dans la figure II.3 [43]. 
 
Figure II. 3Fonctionnement des réseaux de capteur [43]. 
 
1. Les capteurs sont déployés dans la zone d‘intérêt de façon aléatoire ou fixe. 
2. Lorsqu‘un capteur détecte un évènement il le traite localement pour acquérir des données 
concernant cet évènement.  
3. La transmission des données acquis par le capteur est réalisée par le biais d‘une 
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4. La transmission des données se déroule jusqu‘à ce qu‘elles atteignent la station de base ou 
l‘écoulement des données se termine. 
5. La station de base est branchée à une machine puissante via internet pour utiliser les 
données récoltées. 
II.6 Pile protocolaire 
La pile protocolaire mise en œuvre pour l‘ensemble de protocoles de communication du 















La pile protocolaire comprend 5 couches qui ont les mêmes fonctions que celles du 
modèle OSI (Open Systems Interconnection). Chaque couche de la pile communique avec une 
couche adjacente (celle du dessus ou celle du dessous). Chaque couche utilise ainsi les 
services des couches inférieures et en fournit à celle de niveau supérieur. 
Elle comprend ainsi 3 plants pour la gestion d'énergie, la gestion de la mobilité ainsi que la 
gestion des tâches. 
II.6.1 Les couches de la pile 
La pile protocolaire pour les réseaux de capteurs est organisée en couches superposées l‘une 
sur l‘autre.  Chaque couche assure une partie des  fonctionnalités nécessaire à la 
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Figure II. 4 Pile protocolaire [57]. 




 La couche application : Elle constitue les différentes applications qui peuvent être 
implémentées sur un réseau. Il s‘agit du niveau le plus proche des utilisateurs géré 
directement par le logiciel.  
 La couche transport : Elle permet de diviser les données issues de la couche 
application en paquets  pour les délivrer, ainsi elle réordonne et rassemble les paquets 
venus de la couche réseau avant de les envoyer à la couche application.  
 La couche réseau : Elle permet de trouver un chemin et une transmission fiable des 
données fournies par la couche transport. 
 La couche liaison de données : Elle prend soin de multiplexage du flux de données, 
contrôler l‘accès aux MAC (Media Access Control), établir les liaisons point à point et 
multi-point dans le réseau et assurer la détection et la réception des trames de données. 
 La couche physique : Elle permet d‘assurer la génération et modulation du signal 
radio, Estimation de la qualité de liens (signal) et la sélection des fréquences porteuses 
des données au niveau bit. 
II.6.2 Les plants de la pile 
Les plans de gestion sont nécessaires afin que les nœuds capteurs puissent fonctionner 
ensemble de manière efficace et prolonger la durée de vie du réseau. Les trois plants du RCSF 
sont [57]:     
 
 Le plan de gestion de l‘énergie : Il permet de préserver l‘énergie en contrôlant 
l'utilisation de la batterie. Par exemple, un capteur se met en veille après la réception 
d'un message à partir d‘un voisin dans le but d'éviter la duplication des messages déjà 
reçus. Dans le cas où le niveau d'énergie devient bas, le nœud diffuse à ses voisins une 
alerte les informant qu'il ne peut pas participer au routage. 
 Le plan de gestion de la mobilité : Il assure le routage des données dans un réseau de 
capteurs mobile. Il est capable d‘enregistrer les mouvements du nœud afin de l‘aider à 
se localiser. 
 Le plan de gestion des tâches : Comme il n'est pas nécessaire que tous les nouds de 
réseau travaillent avec le même rythme, certains nœuds exécutent la tâche de captage 
plus que d'autres selon leur niveau d‘énergie. Le plan de gestion des tâches  permet 
d‘ordonner les différentes tâches de captage de données dans une zone spécifique afin 
d‘assurer un travail coopératif et efficace au niveau de consommation d‘énergie. 




II.7 Domaines d’applications des réseaux de capteurs 
Les avantages qui caractérisent les réseaux de capteurs les permettent de s‘adapter à 
plusieurs domaines d‘applications. Parmi ces domaines où les réseaux de capteurs se révèlent 
très utiles et peuvent offrir de meilleures contributions, on peut noter le militaire, 
l‘environnemental, le médicale et le domestique [39]. 
II.7.1 Applications militaires  
Dans un domaine important comme le militaire, il faut utiliser des technologies de 
communication efficaces telle que les réseaux de capteurs qui sont caractérisés par la fiabilité, 
le déploiement rapide, l‘auto-organisation et la tolérance aux pannes. Dans ce contexte, il 
existe plusieurs travaux  tel que :    
 DSN ( Distributed Sensor Network) [58], c‘est l‘un des premiers projets développé par 
la DARPA (Defense Advanced Research Projects Agency) dans les années 80.  Il utilise les 
réseaux de capteurs pour rassembler des données distribuées. 
 Il y a aussi, le réseau  WATS (Wide Area Tracking System) [59], développé par le 
laboratoire national de recherche « Lawrence Livermore ». l‘objectif principal de ce réseau est 
d‘effectuer la surveillance constante d‘une zone d‘intérêt, à l‘aide des détecteurs des rayons 
gamma et des neutrons pour détecter et dépister les dispositifs nucléaires. 
 JBREWS (Joint Biological Remote Early Warning System) [60], est un autre réseau 
conçu aussi par le laboratoire national de recherche « Lawrence Livermore » afin d‘avertir les 
troupes dans le champ de bataille des attaques biologiques possibles. 
 
  
Figure II. 5 Applications militaires [59]. 
 
En générale, les recherches dans le domaine des réseaux de capteurs pour les applications 
militaire se développent afin d‘aider les unités militaires dans un champ de bataille, protéger 
les villes contre des attaques, telles que les menaces terroristes, de surveiller les mouvements 




des forces ennemies, ou analyser le terrain avant d‘y envoyer des troupes (détection des armes 
chimiques, biologiques ou radiations). 
II. 7.2 Applications environnementales 
Actuellement, l'environnement constitue un axe de recherche  très important pour les 
réseaux de capteurs. Il aide l‘homme à observer et connaître plusieurs choses  sur son 
environnement à travers le déploiement des capteurs dans un endroit précis. Il permet aussi de 
prévoir des catastrophes naturelles (tremblement de terre, feux, inondation) pour assurer une 
intervention beaucoup plus rapide et efficace [40]. Avec les réseaux de capteurs on peut 
détecter un éventuel début de feu et par suite faciliter la lutte contre les feux de forêt avant 
leur propagation. On peut aussi, en fonction de réseau de capteurs détecter la pollution et 
analyser la qualité d‘air dans un endroit urbains ou empêcher les risques industriels tels que la 









Figure II. 6 Applications environnementales[40]. 
 
II.7.3 Applications médicales 
Dans le domaine de la médecine, Les champs d‘applications des réseaux de capteurs 
sont vastes. L‘application la plus courante est la surveillance des patients à travers 
l‘implantation des capteurs dans le corps humain pour contrôler les problèmes médicaux 
comme le cancer et la glycémie ou surveiller la progression d‘une maladie, par suite aidé les 
patients à maintenir leur santé [41].  
Il y a d‘autre champ d‘application médicale qui  assure la surveillance des patients à distance 
à l‘aide d‘un système en temps réel dont le but est de facilité la communication entre les 
pompiers qui porte des malades et les spécialistes dans les hôpitaux qui sont disponibles pour 
la consultation à distance [40]. 
 











Figure II. 7  Applications médicales [41]. 
 
II.7.4 Applications domestiques 
Les applications domestiques du réseau de capteurs représentent des nouvelles 
technologies embarquées par l‘intégration des capteurs dans des appareils, tels que les 
aspirateurs, les fours à micro-ondes, les réfrigérateurs…etc. Le déploiement des capteurs dans 
les maisons permet d‘aider l‘humain à contrôler ces appareils domestiques localement ou à 
distance. Ils  offrent aussi l‘automatisation de certaines opérations domestiques. Par 
exemple  lorsqu‘une chambre est vide, la lumière s‘arrête automatiquement, la climatisation et 
le chauffage s‘ajustent selon les points multiples de mesure et lorsqu‘un intrus essaie 




Figure II. 8 Applications domestiques [39]. 




II.8 Facteurs et contraintes liées aux réseaux de capteurs  
Les facteurs et contraintes lors de la conception et la réalisation des réseaux de capteurs 
sans fil sont nombreux. Le contexte de développement des réseaux de capteurs prend en 
compte ces facteurs et contraintes pour  une invention plus mieux.  
 
 
 Mode de déploiement 
  Le déploiement des capteurs est la première opération dans le fonctionnement global 
d‘un réseau de capteurs. Ce déploiement se fait par plusieurs façons selon les besoins des 
applications. On a le mode de déploiement déterministe où on  place les capteurs un par un 
manuellement. On a aussi le déploiement aléatoirement où on  déploie les capteurs à travers 
un outil d‘aide comme l‘avion [42]. 
 
 Consommation énergétique 
Le nœud capteur est un dispositif micro-électronique, alimenté par une batterie de faible 
puissance (< 1.2V). Dans la plupart des cas le remplacement de la batterie est impossible. En 
conséquence, la durée de vie du capteur est donc dépendante de la durée de vie de sa batterie.  
En effet, la gestion de la conservation d‘énergie a une haute importance pour prolonger la 
durée de vie du réseau. Cette dernière représente l‘intervalle de temps qui sépare l‘instant de 
déploiement du réseau, de l‘instant où l'énergie du premier nœud s'épuise [43]. 
 
 Ressources limitées  
 Les nœuds capteurs ont une capacité de traitement, de mémoire et bande passante 
limitée. En effet, ces limitations présentes des grands défis pour les industriels [45]. 
 
  Topologie dynamique 
 La topologie du réseau peut changer à des instants imprévisibles et d'une manière 
rapide, pour plusieurs raisons. Il y a des cas dans lequel les nœuds capteurs peuvent être 
déployés dans des environnements dangereux, tels que le champ de batail. De ce fait,  la 
défaillance d‘un nœud capteur est très probable. On a aussi des cas où un nœud capteur peut 
devenir non opérationnel à cause de l‘expiration de son énergie. Et dans certaines 
applications, les capteurs du réseau sont attachés à des unités mobiles qui se déplacent d‘une 
façon libre et arbitraire [46].  
 




 Lien radio  
 Les nœuds du réseau de capteurs utilisent une interface de communication sans fil où 
on assure la communication entre ces nœuds à travers des liens radio qui permet de propager 
les signaux sur une certaine distance [46]. 
 
 Communication multi-saut  
 Les réseaux des capteurs utilisent le mode de communication multi-saut comme un 
support de communication. La transmission multi-saut permet une économie efficace de la 
bande passante et les ressources énergétique du réseau, puisque un paquet de données peut 
être livré à plusieurs destinations en une seule transmission. Cela ne concerne pas tous les 
capteurs connectés à un réseau, mais seulement un sous-ensemble défini de ces capteurs, c'est 
le groupe multi-saut [44]. 
 Dimension d’un capteur 
 Les capteurs sont caractérisés par une taille très réduite qui possède plusieurs 
avantage, tel que   la flexibilité de déploiement. Cependant, une taille réduite d‘un nœud  peut 
limiter la puissance de batterie utilisée pour alimenter le capteur [60]. 
 
 Facteur d’échelle 
 Les réseaux de capteurs sont caractérisés par un  grand nombre des capteurs (des milliers 
de capteurs).  Donc, ces réseaux doivent fonctionner avec des densités de capteurs très 
grandes. Par conséquence, ils engendrent beaucoup de schémas pour pouvoir garantir un bon 
fonctionnement des réseaux [59].   
 
  Faibles Coûts de production 
  Souvent, les réseaux de capteurs sont composés d'un très grand nombre de nœuds. Le 
prix d'un nœud est très important afin d‘estimer le coût global du réseau.  Réduire le cout de 
production d‘un nœud capteur est l‘un des défis qui rend l‘utilisation de ce genre des réseaux 
rentables [56].  
 
 Sécurité physique 
  Les réseaux de capteurs sans fil sont plus touchés par le paramètre de sécurité que les 
réseaux filaires classiques. Cela se justifie par les contraintes et limitations physiques qui font 
que le contrôle des données transférées doit être minimisé [57].  




II.9 Différence entre les RCSFs et les réseaux AD HOC  
Les RCSF sont souvent considérés comme étant les successeurs des réseaux ad hoc. En 
effet, les RCSF partagent avec les réseaux ad hoc (ou MANET : Mobile Ad hoc NETworks) 
plusieurs propriétés en commun, telles que [73] : 
 Absence d'infrastructure (c‘est-à-dire, ad hoc) ; de ce fait, ils ont besoin d‘être auto 
configurables. 
 Communications sans fil, ce qui fait que la portée de communications est limitée par la 
capacité de rayonnement  des antennes utilisées. 
Malgré les points communs qui caractérisent ces deux types de réseaux, il y a des différences 
entre eux, tels que [74] :  
 Une communication broadcast pour les réseaux de capteurs, contrairement aux réseaux ad 
hoc qui utilise souvent des communications unicast (point à point). 
 Un nombre plus important de nœuds peut être utilisés dans un RCSF que pour les réseaux 
ad hoc (forte scalabilité). 
 Le mode d'application de réseaux MANET est diffèrent des RCSF. Les entités d‘un réseau 
MANET sont souvent utilisées directement par des êtres humains comme les portables, 
tandis que les entités de RCSF interagissent essentiellement avec l‘environnement. 
 Une collaboration entre les nœuds capteurs pour attendre un seul objectif dans le RCSF, 
tandis que chaque nœud de MANET a son propre objectif. 
II1.10 Consommation d'énergie dans les RCSF 
L'efficacité énergétique est une forte exigence pour maximiser la durée de vie du réseau. 
Donc, prolonger la durée de vie de chaque capteur devient un objectif en soi, afin de garantir 
une meilleure durée de vie globale au réseau. 
Dans cette section, nous détaillons le problème de dissipation d‘énergie dans les RCSFs avec 
les principales solutions proposées dans la littérature pour résoudre ce problème. 
 
II.10.1 Énergie de capteur  
L‘énergie consommée par un nœud capteur est due essentiellement aux opérations 
suivantes : la capture, le traitement et la communication de données [31]. 
 





Figure II. 9 Energies consommées par un capteur [31]. 
 
 Energie de capture 
En général, l‘énergie de capture représente un faible pourcentage de l‘énergie totale 
consommé par un capteur. Il est dissipée pour accomplir certain nombre des tâches tel que, 
l‘échantillonnage, traitement de signal, conversion analogique/numérique et activation de la 
sonde du capture. 
 Energie de traitement 
L‘énergie de traitement est un peu plus que l‘énergie de capture. Cependant, elle est  
faible par rapport à celle nécessaire pour la communication. Elle se divise en deux parties :       
1) l‘énergie de commutation qui est déterminée par la tension d‘alimentation et la capacité 
totale commutée au niveau logiciel (en exécutant un logiciel). 2) l‘énergie de fuite qui 
correspond à l‘énergie consommée lorsque l‘unité de calcul n‘effectue aucun traitement. 
 Energie de communication 
C‘est l‘énergie qui représente la portion la plus grande de l‘énergie consommée par un 
nœud capteur. L‘énergie de communication se décline en deux parties : l‘énergie de réception 
et l‘énergie de l‘émission. Cette énergie est influencée par la quantité des données à 
communiquer et la distance de transmission, ainsi que par les propriétés physiques du module 
radio.  
 
II.10.2 Modèle de consommation d’énergie 
Formellement, l'énergie ‘Ec’ consommé par un capteur est défini dans [21] par l'équation (1): 
Ec= Ec/capture + Ec/treatment + Ec/communication (1) 
Dans lequel: 
• Ec/capture: l'énergie consommée par l'unité de capture.  









un capteur  




• Ec/communication: l'énergie consommée par l'unité de communication.  Ec/communication représente 
la somme des deux valeurs: ―ETX‖ qui est l'énergie de transmission et ―ERX‖ qui est l'énergie 
de réception, comme le montre l'équation (2):  
Ec/communication =ETX + ERX  (2) 
Où: 
ETX (k, d) = (Eelec * k )+( Eamp *k * d
2 
)
   
(3) 
ERX (k) = Eelec * k (4)
 
Et: 
• k: la taille des données en bits; 
• d: distance entre le nœud émetteur et le nœud récepteur; 
• Eelec: l'énergie de transmission électronique; 











À travers ce modèle de consommation d‘énergie, nous notons que la distance 
géographique «d» entre le l‘émetteur et le récepteur et la taille des données fournies «k» sont 
des facteurs dominants dans la consommation d'énergie. 
II.10.3 Facteurs de dissipation d'énergie 
Pour assurer l'efficacité énergétique les solutions envisagées doivent réduire ou éliminer 
les facteurs de dissipation d'énergie présentées ci-dessous.  
II.10.3.1  Etat du module radio 
Le module radio est le composant du nœud capteur qui consomme un pourcentage élevé 
d‘énergie que les autres composants, puisque c‘est lui qui assure la communication entre les 
capteurs. Ce module passe principalement par les quatre états suivants [32]:  
• Etat transmission : La radio transmet un paquet. 
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Figure II. 10 Modèle de consommation d’énergie [21]. 




• Etat réception : La radio reçoit un paquet. 
• Etat sommeil (mise en veille, SLEEP): La radio est mise hors tension. 
• Etat actif (écoute, IDLE): Dans cet état la radio est allumée, mais elle n‘est pas employée (ni 
entrain de recevoir, ni de transmettre). Cela provoque une perte de l‘énergie suite à l‘écoute 
inutile du canal de transmission. Pour éviter ce problème, il faut basculer les nœuds dans le 
mode sommeil le plus longtemps possible. 
 
 
Figure II. 11 Consommation d'énergie en acquisition, traitement, et communication [34]. 
 
 
II.10.3.2  Accès au medium de transmission 
La sous couche MAC assure l‘accès au support de transmission, la fiabilité de 
transmission, le contrôle de flux, la détection d‘erreur et la retransmission des paquets. 
Puisque les nœuds partagent le même médium de transmission, la sous-couche MAC joue un 
rôle important pour la coordination entre les nœuds et la minimisation de la consommation 
d‘énergie [33]. Dans ce qui suit, nous analyserons les principales causes de consommation 
d‘énergie au niveau de la couche MAC. 
 
 La collision 
La collision est l'une des sources de perte d'énergie les plus importantes. Les nœuds 
capteurs possèdent en général une seule antenne radio et partagent le même canal de 
transmission. Par conséquence, une collision se produit dans le cas de transmission simultanée 




des données provenant de plusieurs capteurs. Ces données transmise deviennent 
inexploitables et doivent être abandonnés [35]. 
 
 
Figure II. 12 Emission simultané d’un message (collision) [35]. 
 
 La surécoute 
Le phénomène de surécoute (overhearing) se produit quand un nœud reçoit des paquets 
qui ne lui sont pas destinés. La surécoute conduit à une perte d‘énergie additionnelle à cause 




Figure II. 13 Surécoute dans une transmission [35]. 
 
 La surcharge (overhead) 
Pour assure le fonctionnement  de protocoles de la couche MAC,  on a toujours besoin 
de l‘échange de paquets de contrôle. Ces paquets assurent les différentes fonctionnalités : 
signalisation, connectivité, établissement de plan d‘accès et évitement de collisions. On parle 
alors d'overhead des paquets de contrôle qui nécessite une énergie additionnelle [75]. 
 
 La surémission (overemitting) 
Le phénomène de surémission (overemitting) se produit quand un noeud capteur envoie 
les données à un destinataire qui n‘est pas prêt à les recevoir. En effet, les messages envoyés 
sont considérés inutiles et consomment une énergie additionnelle [35]. 
 L'écoute à vide (idle listening) 
L'écoute à vide ou (idle listening) se produit quand la radio écoute le canal pour recevoir 
d'éventuelles données. Son coût énergétique est particulièrement élevé et le coût exact de 
l'écoute à vide dépend du matériel radio et du mode de fonctionnement [35].  




 La taille des paquets 
La taille des messages échangés dans le réseau a un effet sur la consommation d‘énergie 
des nœuds émetteurs et récepteurs.  En effet l‘augmentation de la taille des paquets produit 
plus d‘énergie. Donc une grande puissance de transmission est nécessaire pour des paquets de 
grande taille [36]. 
 
II.10.3.3 Technologies de la communication  
 Bluetooth / IEEE 802.15.4  
Bluetooth est une spécification de l'industrie des télécommunications. Elle utilise une 
technique radio courte distance destinée à simplifier les connexions entre les appareils 
électroniques. Malheureusement, un grand défaut de cette technologie est sa trop grande 
consommation d‘énergie [61].  
 
 
 WIFI / IEEE 802.11 
Le Wi-Fi «Wireless Fidelity »  est un ensemble de normes concernant les réseaux sans 
fil qui ont été mises au point par le groupe  IEEE 802.11. Il couvre cinq normes différentes, 
chacune représente une évolution par rapport à la précédente (IEEE 802.11 a/b/g/n/ac). Le 
WIFI présente un mauvais choix pour les réseaux de capteur ; il possède une durée de vie très 
faible qui est de l‘ordre de quelques jours [76].  
 
 ZigBee / IEEE 802.15.4  
ZigBee est une norme de transmission de données sans fil permettant la communication 
entre les machines. Cette technologie est caractérisée par des débits de données inférieures et 
une très faible consommation électrique avec un coût de production très bas. Elle présente une 
durée de vie très importante qui est de l‘ordre de plusieurs années. Les nœuds sont conçus 
pour fonctionner plusieurs mois en autonomie complète et jusqu‘à deux ans pour les moins 
consommant. Ces caractéristiques font de la norme  ZigBee une candidate idéale pour les 
contrôles industriels, les applications médicales, les détecteurs de fumée et d‘intrusion [62].  
 
 Dash 7 / ISO/IEC 18000-7  
Dash7 est une nouvelle technologie de réseaux sans fil en utilisant la norme ISO/IEC 
18000-7. Sa consommation électrique est très faible, la durée de vie de la batterie peut tenir 
plusieurs ans. Sa distance de communication est de 2 km. Elle fournit une faible latence pour 
le suivi des objets en mouvement, un protocole à petite pile, des supports de capteurs et de 
sécurité plus fiables et un débit de transmission allant jusqu'à 200 kbits/s [63]. 
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250 kb/s 200 kb/s 
Portée (environ) 10 m 300 m 100 m 1000  m 
 
Tableau II. 1 Tableau Comparatif entre les  technologies de la communication sans fil [77]. 
 
II.10.3.4 Routage des données 
Le routage est le mécanisme par lequel des chemins sont sélectionnés dans 
un réseau pour acheminer les données d‘un point à un autre. Les réseaux de capteurs utilisent 
un routage multi-sauts où  l‘acheminement des paquets d‘une source donnée à une destination 
se fait à travers plusieurs nœuds intermédiaires. Les nœuds d‘un  chemin adopté  consomment 
de l‘énergie soit pour transmettre ces données ou pour relayer les données des autres nœuds. 
Dans ce contexte, une mauvaise politique de routage peut avoir des conséquences graves sur 
la durée de vie du réseau [38]. 
 
II.10.4 Techniques de minimisation de la consommation d’énergie 
Après la description des principales causes de consommation d‘énergie dans les RCSF, 
nous présentons dans ce qui suit les différentes techniques utilisées pour minimiser cette 
consommation. Ces techniques sont appliquées soit au (a) niveau de capture, (b) niveau de 


















I.10.4.1 Techniques au niveau de capture  
La seule solution apportée pour la minimisation de la consommation d‘énergie au 
niveau de la capture consiste à réduire les durées de captures.  
 
II.10.4.2 Techniques au niveau de calcul 
L‘énergie de calcul peut être optimisée en utilisant deux techniques : 
o L‘approche DVS (Dynamique Voltage Scaling) [24], consiste à ajuster de manière 
adaptative la tension d‘alimentation et la fréquence de microprocesseur pour économiser la 
puissance de calcul sans dégradation des performances. 
 
o L‘approche de partitionnement de système, consiste à transférer un calcul prohibitif en 
temps de calcul vers une station de base qui n‘a pas de contraintes énergétiques et qui possède 
une grande capacité de calcul [25]. 
 
II.10.4.3 Techniques au niveau de communication 
La minimisation de la consommation d‘énergie pendant la communication est 
étroitement liée aux deux aspects suivants : 1) Protocoles de routage & Protocoles  MAC et 2) 
Contrôle de l‘état de module radio. 
 
1) Protocoles de routage & Protocoles  MAC 
Pour cet aspect la minimisation d‘énergie est liée aux protocoles développés pour la 
couche réseau et la sous couche MAC. Ces protocoles se basent sur la réduction de nombre de 
communication ou bien sur le contrôle de la topologie du réseau [26]. 
 
 Réduction de nombre de communication 
Le but de cette technique est de réduire le nombre des messages d‘émission/ réception 
à travers les deux opérations suivantes : 
o L‘agrégation des données : l‘opération qui permet à partir d‘une série de n 
messages reçus par un nœud de ne renvoyer vers le Sink qu‘un seul message résumant 
les informations contenue dans ces n messages. Cette technique est connue aussi sous le 
nom de fusion de données [78].  
 




























Figure II. 14  Exemple de mécanisme d’agrégation [78]. 
 
o La compression de données : l'opération  qui consiste à transformer une donnée A 
en une donnée B de taille plus courte que l'original. Ces techniques réduit le nombre de 
messages envoyés et donc économise l‘énergie [79]. 
 
 Contrôle de la topologie 
Le contrôle de la topologie permet la conservation d‘énergie de communication par 
l‗ajustement de la puissance de transmission et le regroupement des nœuds capteurs 
(hiérarchisation) [25].  
 
 
Total de 18 messages  envoyés sur le RCSF. 
a) Récolte de données sans mécanisme d‘agrégation 
 
Total de 7 messages envoyés sur le RCSF. 
b) Récolte de données avec mécanisme d‘agrégation 




o Le contrôle de la puissance de transmission n‗a pas seulement un effet sur la durée 
de vie de la batterie d‗un nœud capteur, mais aussi sur la capacité de charge du trafic qui 
est caractérisée par le nombre de paquets transmis avec succès vers une destination. En 
outre, il influe sur la connectivité et la gestion de la densité (le nombre de nœuds 
voisins). Ainsi, il peut conserver l‗énergie à deux niveaux : explicitement par 
l‗application de puissances faibles d‗émissions et implicitement en réduisant la 
contention avec d‗autres nœuds transmetteurs [27].  
 
o La hiérarchisation consiste à organiser le réseau en structure à plusieurs niveaux. 
C‗est le cas, par exemple, des algorithmes de groupement (clustering), qui organisent le 
réseau en groupes (clusters) avec des leaders de groupe (cluster-heads) et des nœuds 
membres [28]. 
 
2) Contrôle de l’état de module radio  
  Le contrôle de l‘état de module radio est un moyen efficace pour conserver l'énergie. Il 
se base sur le principe suivant : « mettre la radio de l'émetteur en mode veille à chaque fois 
que la communication n'est pas nécessaire » [29]. Cet aspect englobe principalement les 
techniques « Sleep/Wake up » qui sont divisés en deux catégories « à la demande » et 
« rendez-vous programmés » [80] : 
 
o  Les solutions « à la demande » utilisent l'approche la plus intuitive pour la 
gestion d'énergie. L'idée de base est qu'un nœud devrait se réveiller seulement quand un 
autre nœud veut communiquer avec lui. Le problème principal associé aux régimes à la 
demande est de savoir comment informer un nœud en sommeil qu'un autre nœud est 
disposé à communiquer avec lui. À cet effet, ces systèmes utilisent généralement 
plusieurs radios avec différents compromis entre énergie et performances.  
 
o L'idée des solutions « rendez-vous programmés » est que chaque nœud doit se 
réveiller en même temps que ses voisins. Typiquement, les nœuds se réveillent suivant 
un ordonnancement de réveil et restent actifs pendant un court intervalle de temps pour 
communiquer avec leurs voisins. Ensuite, ils se rendorment jusqu'au prochain rendez-
vous. 
 





Nous avons présenté dans cette partie, des généralités sur les réseaux de capteurs sans 
fil. La description que nous avons faite sur ces réseaux fournira au lecteur les bases 
nécessaires à la compréhension de tous les concepts liées à ce type de réseaux.  
Contrairement aux réseaux traditionnels qui se préoccupent de garantir une bonne 
qualité de service, les réseaux de capteurs doivent, en plus, donner de l‘importance à la 
conservation d‘énergie. Ils doivent intégrer des mécanismes qui permettent aux utilisateurs de 
prolonger la durée de vie du réseau en entier, car chaque nœud est alimenté par une source 
d‘énergie limitée et généralement irremplaçable. 
Afin de résoudre cette limite, nous proposons dans notre thèse une nouvelle approche 
basée sur les agents mobiles. Le concept d'agent mobile repose sur une exécution distribuée, 
ils offrent plusieurs avantages améliorant la performance de plusieurs applications distribuées. 
C‘est la raison pour laquelle, nous consacrons le chapitre suivant pour détailler la notion 
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III.1 Introduction  
La programmation par agents mobiles est un paradigme de programmation des 
applications réparties sur des réseaux de grande taille tel que les  réseaux de capteurs 
recouvrant de multiples domaines administratifs. L‘agent mobile est d'un grand intérêt pour la 
mise en œuvre d'applications dont les performances varient en fonction de la disponibilité et 
de la qualité des services et des ressources. De ce fait, les agents mobiles sont un choix 
évident dans le domaine des réseaux de capteurs. Plusieurs recherches ont proposés des 
moyens pour utiliser efficacement l'agent mobile dans ce genre de réseau. Ils ont été jugées 
particulièrement utiles pour faciliter la fusion et la diffusion efficace des données dans les 
réseaux de capteurs [2]. Dans les taches de fusion de données à base des agents mobiles le 
choix des itinéraires des agents est d'une importance critique affectant le coût global de la 
consommation d'énergie. 
III.2 Concept d’agent 
Plusieurs définitions ont été données à travers les années où chaque définition traite un ou 
plusieurs aspects de ce paradigme : 
Ce chapitre présente une généralité sur le paradigme          
d’agent mobile et les systèmes multi agents.  Il se concentre 
particulièrement sur les travaux de planification d’itinéraire        
à base des agents mobiles pour minimiser la consommation 
d'énergie dans les RCSF avec une analyse comparatif de ces 
travaux. 




Selon [46], un agent est un système capable d'action autonome et réfléchie dans un 
environnement réel. 
Selon [47], un agent est un logiciel persistant qui a un but bien précis, l'agent peut être 
distingué d'un logiciel classique par sa taille car plus petite et par ces objectifs et agendas sur 
Lesquelles il se base pour accomplir ses taches. 
Selon [48], un agent est un système informatique qui se trouve dans un environnement 
complexe et dynamique, et qui aperçoit puis réagit de façon autonome, afin de réaliser les buts 
pour lesquels il a été créé. 
Selon IBM [49], un agent intelligent est un logiciel qui effectue un ensemble de tâches 
prédéterminées, avec un certain degré d‘indépendance et d'autonomie, en se basant sur un 
ensemble de connaissances et une représentation d‘objectifs prédéterminés. 
III.2.1 Caractéristiques d’un agent  
Un agent est caractérisé essentiellement par les points suivants [50] : 
 
 La nature : L‘agent peut être une entité physiques ou virtuelles ; l‘entité physique est 
quelque chose qui agit dans le monde réel, Par exemple : un robot, un avion ou une voiture. 
Par contre, l‘entité virtuelle est une entité qui n‘existe pas physiquement et elle représente un 
composant logiciel ou un module informatique.  
 L‘autonomie : Cela signifie qu‘il n‘est pas dirigé par des commandes venant de 
l‘utilisateur ou d‘un autre agent, mais par lui-même. Il dispose donc d‘une certaine liberté de 
mouvement. 
 L‘environnement : il représente l‘espace dans lequel l‘agent est capable de percevoir et 
agir.  
 La communication : l‘agent a des capacités à communiquer directement  avec les autres 
agents. 
 L‘efficacité: elle représente la rapidité d‘exécution et d‘intervention de l‘agent. 
 La capacité représentationnelle : Les agents n‘ont qu‘une représentation partielle de leur 
environnement, c‘est-à-dire qu‘ils n‘ont pas de vision globale de tout ce qui se passe à leur 
environnement. Un agent ne connait pas tous les détails, il possède uniquement trois types de 




connaissance; des connaissances du domaine, des connaissances de contrôle et des 
connaissances de communication et interaction. 
 Les ressources propres : Pour permettre à l‘agent d‘agir dans l‘environnement, il a besoin 
d‘un certain nombre de ressources: énergie, CPU, quantité de mémoire, accès à certaines 
sources d‘informations. Ces ressources rendent l‘agent dépendant de son environnement, mais 
elles lui donnent une certaine indépendance, en étant capable de les gérer. 
 L‘objectif : L‘agent est ainsi une sorte ―d‘organisme vivant‖ dont le comportement, qui se 
résume à communiquer, à agir et éventuellement, à se reproduire, vise à la satisfaction de ses 
besoins et de ses objectifs à partir de tous les autres éléments (perceptions, représentations, 
actions, communications et ressources) dont il dispose.  
Ils  y a d‘autres caractéristiques optionnelles qui distinguent les agents tels que [51]: 
 Le raisonnement: l‘agent peut être lié à un système expert ou à d‘autres mécanismes de 
raisonnements plus ou moins complexes. 
 Le contrôle: il peut être totalement distribué entre les agents mais peut être voué à une 
certaine classe d‘agents comme les agents « facilitateurs ». 
  L‘anticipation: l‘agent peut plus ou moins avoir les capacités d‘anticiper les événements 
futurs. 
  La granularité ou complexité: l‘agent peut être très simple comme un neurone mais aussi 
plus complexe. 
  La contribution: l‘agent participe plus ou moins à la résolution du problème ou à l‘activité 
globale du système. 
 Intentionnalité: un agent intentionnel est un agent guidé par ses buts. Une intention 
exprime donc la volonté d‘un agent d‘atteindre un but ou d‘effectuer une action. 
 Rationalité: les agents rationnels disposent des critères d‘évaluation de leurs actions, et 
sélectionnent selon ces critères les meilleures actions pour atteindre le but. 
  Adaptabilité : un agent adaptable est un agent capable de contrôler ses aptitudes 
(communicationnelles, comportementales, etc.) selon l'environnement. 




  Engagement: La notion d‘engagement est l‘une des qualités essentielles des agents 
coopératifs. Un agent coopératif planifie ses actions par coordination et négociation avec les 
autres agents. En construisant un plan pour atteindre un but, l‘agent se donne les moyens d‘y 
parvenir et donc s‘engage à accomplir les actions qui satisfont ce but ; l‘agent croit qu‘il a 
élaboré, ce qui le conduit à agir en conséquence. 
  Intelligence: On appelle agent intelligent un agent cognitif, rationnel, proactif et adaptatif. 
III.2.2 Interactions entre les agents 
Une interaction est une mise en relation dynamique de deux ou plusieurs agents par le 
biais d‘un ensemble d‘actions réciproques pour aboutir à un objectif précis.  
On appelle situation d‘interaction un ensemble de comportements résultant du 
regroupement d‘agents qui doivent agir pour satisfaire leurs objectifs en tenant compte des 
contraintes provenant des ressources plus ou moins limitées dont ils disposent et de leurs 
compétences individuelles. 
Lors d‘interactions entre les agents on tombe parfois dans des situations de conflit qui sont 
des cas dans lequel les objectifs (intentions) des agents ne sont pas compatibles et/ou  les 
ressources et les capacités des agents sont insuffisantes [52]. 
Les interactions entre agents s‘expriment sous diverses formes et la coopération est la 
forme générale d‘interaction la plus étudiée dans les systèmes multi agents. Un agent évite  
les situations conflictuelles pour résoudre un problème par la coordination ou bien par 
négociation [52].  
o Coordination 
Dans le cas de coordination, les agents travaillent sur des problèmes dont les solutions 
sont utiles pour les autres agents donc le travail doit être coordonné dans le temps. La 
coordination permet aux agents de considérer toutes les tâches et de ne pas dupliquer le 
travail. La coordination des actions est liée à la planification et à la résolution des conflits, car 
c‘est à ce niveau qu‘on tient compte des actions (plants) des autres agents [50].  
 
o Négociation 
    Les activités des agents dans un système distribué sont souvent interdépendantes et 
entraînent des conflits. Pour résoudre les conflits, il faut considérer les points de vue des 
agents, les négocier et utiliser des mécanismes de décision concernant les buts sur lesquels le 
système doit se focaliser. La négociation est caractérisée par  un faible nombre d‘agents 




impliqués dans le processus et un protocole minimal d‘actions : proposer, évaluer, modifier et 
accepter ou refuser une solution. Le problème de la négociation ne consiste pas forcément à 
trouver un compromis mais peut s‘étendre à la modification des croyances d‘autres agents 
pour faire prévaloir un point de vue [51]. 
III.2.3 Types d’agent  
Les propriétés qui caractérisent  un agent déterminent son type. Il existe plusieurs types 
d‘agent, ils sont cités dans ce qui suit : 
Agent réactif: Cet agent est marqué par un comportement basé sur le principe de 
stimulus-Réponse. La structure des agents purement réactifs tend à la simplicité, mais ces 
derniers peuvent être capables d‘actions de groupe complexes et coordonnées. Les agents de 
ce type sont habituellement de petite taille et de grand nombre dans l'environnement. Ils ne 
sont pas nécessairement intelligents, néanmoins des comportements collectifs intelligents 
peuvent émerger [53].  
Agent cognitif: Un agent cognitif possède une représentation symbolique de son 
environnement et est doté de capacités de raisonnement. Les agents sont immergés dans un 
environnement dans lequel ils interagissent. D‘où leur structure s‘articule autour de trois 
fonctions principales : percevoir, décider et agir [51].   
Agent mobile: C'est un agent qui se déplace dans l‘environnement [53].  
Agent adaptable: un agent est dit adaptable si certains de ses mécanismes internes, 
opérationnels (envoi de messages, déplacement...) ou fonctionnels (comportement), sont 
modifiables en cours d‘exécution. Conformément à la propriété d‘autonomie, l‘agent contrôle 
lui-même ses propres évolutions [51]. 
Agent réactif: c‘est un agent autonome ; il est capable de percevoir l‘environnement et 
rependre à temps aux changements qui peuvent affecter l‘environnement [50]. 
Agent proactif: c‘est un agent qui possède un comportement orienté objectifs en prenant 
des initiatives [51]. 
Agent social: ce type d‘agent possède la capacité d‘interaction avec d‘autres agents pour 
les aider dans leurs activités [49]. 
Entre ces différents types des agents, nous nous intéressons dans ce travail aux agents 
mobiles qu‘on va les étudier dans ce qui suit.  




III.3 Systèmes multi agents  
Des disciplines ont été produites, dans le but de rendre le fonctionnement de n‘importe 
quelle machine naturelle et intelligent comme l‘être humain. L‘intelligence artificielle (I.A) 
est l‘une de ces disciplines qui vise à comprendre la nature de l‘intelligence en construisant 
des programmes imitant l‘intelligence humaine. L‘approche classique de l‘intelligence 
artificielle, qui est relative à la conception de système à base de connaissances, ne convenait 
pas aux applications progressives qui exigent une taille importante des connaissances et 
diversité des connaissances. De même dans la réalité, les individus travaillent généralement 
en groupe. Cela a conduit à l‘apparition d‘une nouvelle approche d‘intelligence artificielle 
appelée intelligence artificielle distribuée (I.A.D). Cette intelligence artificielle distribuée 
repose sur le principe de la distribution de l‘intelligence entre un ensemble d‘entités qui 
coopèrent pour atteindre un objectif global où chacune entre elles ne peut le réaliser 
individuellement. Une extension des systèmes I.A.D est proposée, dans lequel les composants 
qui possèdent une certaine autonomie doivent être dotés des capacités de perception et 
d‘action sur leur environnement. On parle alors d‘agent et par conséquent les systèmes multi 
agents [45]. 
Un système multi agent (SMA) est un système composé d'un ensemble d'agents 
autonomes, situés dans un certain environnement et interagissant selon certaines relations 
pour aboutir à un objectif global [65].  
Les systèmes multi agents sont composés des éléments spécifiques. Ces éléments sont 
les suivants [45] : 
 un environnement, c‘est à dire un espace disposant généralement d‘une métrique. 
 un ensemble d‘objets situés, c‘est à dire qu‘il est possible d‘associer à chaque objet, à un 
moment donné une position dans l‘environnement. 
 un ensemble d‘agents représentant des entités actives du système. 
 un ensemble de relations qui unissent des objets (agents) entre eux. 
 un ensemble d‘opérations permettant aux agents de percevoir, produire, consommer, 
transformer et manipuler des objets. 
 des opérateurs chargés de représenter l'application de ces opérations et la relation du 
monde à cette tentative de modification.  





Figure III. 1 Composants d’un système multi agent [45] 
. 
 
III.3.1 Types de système multi agents  
On représente dans cette partie  les trois types des SMA : 
A. Les systèmes multi-expertises 
Ils modélisent l‘interaction de plusieurs agents cognitifs, spécialistes de leur domaine et 
requis pour l‘accomplissement d‘une tâche complexe (le contrôle du trafic aérien, les 
systèmes automatisés de production et la maintenance de réseaux informatiques). Dans ce cas, 
les agents sont virtuels ; ils n‘existent pas physiquement. L‘exemple le plus courant dans les 
systèmes multi-expertises est le système Maps [66]. 
B. Les systèmes multi-robots 
Ce sont des systèmes regroupant des agents artificiels ayant une existence physique et 
engagés dans une tâche commune. Ce sont des robots chargés de tâches collectives, tel que  
les robots footballeurs ( Microb est un système multi-robots, mis au point par Anne Collinot, 
Laurent Ploix et Alexis Drogoul (1996), qui permet à une équipe de petits robots de jouer au 
football contre une équipe de joueurs humains) [67].  
C. Les systèmes de simulation 
 Ce sont des systèmes qui modélisent et simulent des modèles biologiques (sociétés 
animales, cellulaire…etc.). La simulation est réalisée en décrivant les caractéristiques et le 




comportement d‘une population selon les critères d‘un système I.A.D, tel que la fourmilière 
[66]. 
III.3.2  Communication dans les systèmes multi agents  
Les agents communiquent entre eux pour  coopérer, coordonner leurs actions, réaliser 
des taches en commun et devenir ainsi de véritables êtres sociaux. Il  y a deux approches 
principales de communication dans les systèmes multi agents qui sont la communication par 
envoi de message et la communication par partage d‘informations [45]. 
 Communication par envoi de messages 
Les agents  envoient leurs messages  directement et explicitement au destinataire selon 
le mode point à point où l‘agent émetteur du message connaît et précise l‘adresse de ou des 
agents destinataires. Ce type de  communication est généralement le plus employé par les 
agents cognitif. Les agents peuvent aussi envoyer les messages selon le mode envoi par 
diffusion où le message est envoyé à tous les agents du système. Ce type de transmission est 
très utilisé dans les systèmes dynamiques ainsi que les systèmes d‘agent réactif. 
 Communication par partage d’informations 
Ce type de communication est utilisé dans le cas où : il y a recouvrement des domaines 
d‘expertise de chaque agent et il suppose également que les agents ne possèdent qu‘une 
connaissance limitée sur les domaines d‘activité des autres agents et pose des problèmes de 
synchronisation.  Les composants ne sont pas en liaison directe mais communiquent via une 
structure de données partagées (tableau noire) où on trouve les connaissances relatives à la 
résolution (état courant du problème) qui évolue durant le processus d‘exécution. Cette 
manière de communiquer est l‘une des plus utilisées dans la conception des systèmes multi-
agents. 
 
III.3.3 Avantages et Défis  d’un système multi agents  
Il y a évidemment plusieurs avantages qui caractérisent le système multi agents. Les 
architectures basées sur les agents fournissent une manière bien particulière afin d'aborder des 
problèmes rapidement, il est caractérisé par les propriétés suivantes [69] : 
 Modularité. 
 Fiabilité. 
 Vitesse, avec le parallélisme. 




 Réutilisation et la portabilité. 
 Intervention des schémas d‘interaction sophistiqués (coopération, coordination, 
négociation). 
 Résolution de programmes distribués. 
 Modélisation, et simulation des phénomènes naturels. 
 Réalisation de systèmes informatiques complexes. 
Bien que les S.M.A offrent de nombreux avantages potentiels, ils doivent aussi relever 
beaucoup de défis, tel que [69] :  
 Répartition des tâches et des connaissances. 
 Coordination des agents. 
 Gestion des conflits et maintien de la cohérence. 
 Communication entre les agents. 
 Construction d‘un agent capable d'agir de manière autonome. 
 Construction d‘une organisation capable d'agir de manière coopérative.   
III.4 Agent  mobile   
La croissance des exigences et des préférences des utilisateurs, ainsi que la nécessité 
d‘une évolutivité progressive des applications, on fait en sorte qu‘une vision centralisée, 
rigide et passive atteint ses limites. En revanche, les progrès technologiques récents ont 
permis l‘émergence d'un nouveau moyen facilitant la tâche de la conception et du 
développement de ces applications. En effet, l‘essor de l‘informatique distribuée s'est 
accompagné de l‘apparition du paradigme des agents mobiles. Ce dernier offre une plus 
grande souplesse et efficacité de traitement [64]. 
La technologie des agents mobiles présente d‘intéressantes perspectives pour divers domaines 
d‘applications de l‘ère actuelle.  
III.4.1 Définition d’agent mobile 
Un agent mobile est un processus qui a la capacité de se déplacer pendant son 
exécution dans une machine d‘un hôte à un autre dans un réseau hétérogène en conservant son 
état interne [71]. 
III.4.2 Mobilité  
On peut désigner la mobilité par la mobilité matérielle ou la mobilité logicielle.  La 
mobilité matérielle est le déplacement d‘un terminal physique, tel qu‘un ordinateur portable 




ou un téléphone. Alors que la mobilité logicielle est le déplacement d‘un programme logiciel 
entre deux ou plusieurs terminaux physiques. L‘entité logicielle mobile est alors appelée 
composant, agent, application mobile [72]. 
III.4.2.1 Degré de mobilité  
Il existe deux degrés de mobilité des applications : faible et forte [68]. 
o Mobilité faible  
Elle consiste à transférer seulement les données et le code d‘une application qui se 
déplace au cours de son exécution sur une machine source vers une machine destination. 
Donc, si on trouve une interruption de l‘exécution de l‘application, cette dernière reprend son 
exécution depuis le début, tout en possédant les valeurs mises à jour de ses données.   
o Mobilité forte  
Elle consiste à transférer les données, le code plus l’état d’exécution d‘une application 
qui se déplace au cours de son exécution sur une machine source vers une machine 
destination. Donc, si on trouve une interruption de l‘exécution de l‘application, cette dernière 










Figure III. 2 Degré de mobilité des applications [68]. 
 
III.4.2.2 Ressources nécessaires à la mobilité 
Si un système supporte la mobilité faible ou forte, Il y a toujours des ressources spécifiques 
qui devraient émigrer avec l'agent selon le degré de mobilité. Ces ressources sont les 
suivantes [72]: 
Mobilité faible Mobilité forte 
Degré de mobilité 
Code  + Données 
courantes 
Code  + Données courantes + état 
d‘exécution 




 Etat : L‘état d‘un agent peut être considéré comme une photo instantanée de son exécution. Il 
permet à l'agent de reprendre son exécution dès qu‘il arrive à destination.  
 Implémentation : l‘agent mobile a besoin d‘un code pour pouvoir s‘exécuter.  
 Interface : Un agent fournit une interface permettant aux autres agents et aux autres systèmes 
d‘interagir avec lui.  
 ID : Chaque agent possède un ID unique durant son cycle de vie, qui lui permet d‘être 
identifié et localisé.  
 Autorité : Une autorité est une entité dont l‘identité peut être authentifiée par n‘importe quel 
système auquel elle essaye d‘accéder. Il existe principalement deux types d‘autorités, le 
fabricant (manufacturer) qui est le fournisseur du code d‘implémentation de l‘agent et le 
propriétaire (owner) qui a la responsabilité du comportement de l‘agent.  
 III.4.3 Caractéristiques d’un agent mobile 
Un agent mobile est une entité logicielle disposant des facultés suivantes [70] : 
 Mobilité : la capacité d'un agent à se déplacer dans un réseau informatique. 
 Comportement : Un agent est pourvu d‘un programme qui lui dicte des tâches qu‘il doit 
accomplir. 
 Autonomie : Un agent agit indépendamment du client. Il décide lui-même où il va et ce 
qu‘il doit y faire, en fonction du comportement qui lui a été donné.  
 Mémoire : Un agent dispose d‘un potentiel de mémorisation permettant par exemple de 
récolter des informations. 
 Communication : Un agent doit pouvoir interagir avec les différents environnements (le 
client et les hôtes) et les autres agents (locaux ou distants). 
 
III.4.4 Fonctionnement d’un agent mobile 
Le client donne une mission à un agent. Pour la réaliser, l‘agent se déplace dans le 
réseau de machines accédant localement aux services offerts par ces machines. On peut 
distinguer trois phases [46]: 
(1) L‘activation de l‘agent mobile avec la description de sa mission. 
(2) L‘exécution de la mission par l‘agent qui se déplace pour accéder aux services. 
(3) La récupération éventuelle des résultats de l‘agent mobile. 
 






Figure III. 3Fonctionnement d’un agent mobile [53]. 
 
III.4.5 Comparaison entre les paradigmes "Client/Serveur" et "Agent mobile" 
 Dans le paradigme: "client/serveur", un client demande un service auprès du serveur 
d‘une façon interactive et synchrone, ceci signifie que le client est bloqué tant que le serveur 
n‘a pas répondu. Tandis qu'au niveau du modèle "agent mobile", l‘agent se déplace d‘une 
façon autonome entre les machines d‘un réseau pour réaliser certaines tâches localement. Ces 
agents s‘exécutent d‘une façon asynchrone ce qui permet de dire que ce paradigme est mieux 
adapté que le client/serveur à des traitements longs nécessitant des interrogations fréquentes 
du serveur [52].  
 








III.4.6 Utilité d’un agent mobile 
L‘utilité des agents mobiles et leurs performances peuvent être résumées comme 
suit [71]: 
 L’exécution mobile fait meilleur usage du réseau  
 La mobilité est une technique utile qui permet aux agents de faire transférer leurs 
exécutions aux emplacements dynamiques où les ressources qu‘ils en ont besoins sont 
localisées. Les agents mobiles peuvent se déplacer d‘une machine à une autre, c.-à-d., d‘un 
système d‘exploitation à un autre pour continuer leur exécution. Ils permettent une haute 
qualité, haute performance, et des applications mobiles économiques. Par conséquent, ces 
applications peuvent utiliser le réseau de façon transparente pour accomplir leurs tâches. Ils 
traitent les données dans la source de données, plutôt que d'aller la chercher à distance, donc, 
autoriser la plus haute opération de performance. Ils font un meilleur usage du réseau quand 
ils voyagent. 
 La conception et le développement des applications d’Internet  
 La conception et le développement des applications d‘Internet exigent un accès 
dynamique et peut être mobile aux ressources de ces applications. En conséquence, c‘est une 
approche basée sur les agents mobiles autonomes. Ces applications s‘exécutent de façon 
proactive, réagissent à des changements de leur environnement et aident un serveur sur 
l‘internet à affecter le travail au client. 
 La réduction de la charge du réseau  
 Dans le cas où les applications fassent des interrogations très fréquentes de la base de 
données, il serait certainement moins coûteux de faire migrer le code de traitement que les 
données à traiter, qui peuvent être beaucoup plus volumineuses. Ceci induit une minimisation 
des communications distantes. 
 L’ajout de fonctionnalités spécifiques aux serveurs 
 Dans les applications client/serveur, les serveurs fournissent une interface publique 
avec un ensemble fixe de primitives. Les clients ont besoins de fonctionnalités de haut niveau 
composées de ces primitives et leurs besoins peuvent changer dans le temps. Au lieu de 




modifier l‘interface du serveur pour satisfaire les besoins de chaque client, ce dernier peut 
maintenir sa propre interface sur le serveur en utilisant un agent mobile. 
 La reconfiguration dynamique  
 La reconfiguration dynamique des applications à distance peut se présenter sous 
différents aspects : La modification de l‘architecture de l‘application par l‘ajout ou la 
suppression de certains de ses composants logiciels, la modification de la mise en œuvre des 
composants ou le changement de la distance géographique de l‘application. Cette 
modification consiste à déplacer des composants logiciels de l‘application vers de nouveaux 
sites, sous forme d‘agents mobiles.  
 Les communications hétérogènes  
Bien que, les réseaux de communication offrent beaucoup d‘avantages potentiels, 
cependant, ils peuvent soulever autant de problèmes quand des systèmes incompatibles 
(format de données, système d‘exploitation, architecture interne) doivent être reliés. Les 
agents mobiles peuvent résoudre ce genre de problèmes.  
 Les communications asynchrones 
Certaines applications exigent plusieurs interactions client/serveur qui nécessitent une 
connexion réseau assurée pendant une longue période, ou dans plusieurs transmissions 
séparées. Lorsqu‘un agent mobile est utilisé, le client n‘aura pas besoin de maintenir une 
connexion quand ses agents accèdent et traitent des informations sur le serveur. Ce qui permet 
d‘augmenter les communications asynchrones entre le client et le serveur. 
 La tolérance aux pannes  
Dans le modèle client/serveur, en cas où un échec surviens sur le serveur d‘un réseau 
pendant une demande, il est difficile pour le client de réclamer et resynchroniser avec le 
serveur parce que la connexion réseau a était perdu. Cependant, dans le modèle à base 
d‘agents mobiles, ces derniers n'ont pas besoin de maintenir des connexions permanentes et 
leur état est centralisé avec eux, alors les échecs sont généralement plus faciles à négocier. 




III.4.7 Problèmes posés par les agents mobiles 
Les agents mobiles impliquent aussi des coûts et des risques. Les plus évidents sont 
ceux abordés à la reprise à distance: la migration et l'exécution de l'agent doivent être 
portatives à travers des plateformes hétérogènes. En plus, l‘utilisation des agents mobiles 
impliquent des contraintes additionnelles concernant la communication (agent-à-agent et 
agent-à-hôte) et la sécurité [72].  
 La migration de l'agent   
La migration de l‘agent dans un système de machines hétérogènes pose un problème car 
la représentation du code et des données du processus est dépendante de la machine sur 
laquelle il s‘exécute. Dans le cas de machines avec des architectures différentes, l‘état d'un 
agent risque de ne pas être compris. Les solutions proposées sont : 
 
 la traduction de l‘état de l‘agent de la représentation source à la représentation finale, 
ce qui implique autant de traducteurs que de couples d'architectures différentes. 
 
 la représentation de l'état dans un format standard intermédiaire, indépendante de la 
machine et compris par toutes les machines. 
 La communication 
Le maintien des communications entre agents est un autre problème rencontré lors de la 
migration de l‘agent. En effet, que se passe-t-il lorsqu'un message arrive à un agent en cours 
de migration? Dans ce  cas, on doit considérer que l‘état d‘agent en cours de migration est un 
état particulier dans lequel il ne peut recevoir de messages. Dans ce cas il devra prévenir les 
autres agents. 
 La sécurité  
La sécurité est un sérieux problème qui présente un centre d'intérêt de multiples travaux 
de recherches à l'heure actuelle. Un agent doit se protéger des attaques extérieures  par rapport 
aux autres agents, à ses environnements d‘exécution et pendant son déplacement sur le réseau. 
Son intégrité et la confidentialité des données qu‘il transporte doivent être assurées. Cette 
problématique reste encore ouverte nécessitant ainsi plus d'attention de la part de la 
communauté de chercheurs et des connaisseurs du domaine. 




III.4.8 Plateformes des agents mobiles 
Il existe à l‘heure actuelle des plateformes différentes qui supportent le paradigme de 
programmation d'agents mobiles. Certaines de ces plateformes écrites en Java pur  et d‘autres 
non. 
III.4.8.1 Plateformes écrit en Java  
Java est un langage de programmation représentant le centre de la plupart des systèmes 
d'agents mobiles. Il est  populaire à cause de sa machine virtuelle. On a plusieurs plateformes 
écrites en Java, elles sont citées dans ce qui suit : 
 Odyssey conçu par General Magic,  est l‘une des premières plateformes d‘agents. Il est 




 Aglets d‘IBM, utilisent la notion de référence distante (AgletProxy), le passage de 
messages (multicast, broadcast) et le protocole ATP développé par IBM. Il offre en outre 
une certaine notion de sécurité en limitant les ressources allouées aux aglets.  
 Jade crée par CSELT4 de l‘université de Parma, est un logiciel qui simplifie la mise en 
place des systèmes multi-agents par une interface personnalisée qui répond aux 
spécifications de la Fondation pour les Agents Intelligent Physique et grâce à un ensemble 
d'outils qui supportent la résolution des bugs. Jade propose en plus des services de sécurité. 
 Concordia de Mitsubishi, est un système d‘agents similaire aux Aglets et Odyssey où le 
code est téléchargeable pour le développement d‘applications non commerciales [16].  
III.4.8.2 Plateformes non écrit en Java 
Il y a d‘autres plateformes qui n‘ont pas écrites en Java et qui possèdent de nombreux intérêt. 
Parmi ces plateformes on a : 
 Tacoma (Tamos And COrnell Moving Agents) est l‘une des plateformes qui  ne fournit 
pas de moyens d'équipements automatiques pour capturer l'état. Quand un agent veut 
émigrer à une nouvelle machine, il crée un répertoire qui enveloppe son code et toute 
l‘information de l'état désirée. Le dossier est envoyé à la nouvelle machine qui démarre 
l'environnement de l'exécution nécessaire et fait appel à un point d'entrée connu dans le code 
de l'agent pour reprendre son exécution [71].  
                                                          
1 RMI : Remote Method Invocation 
2 COBRA : Common Object Broker Architecture 
3 DCOM : Distributed Component Object Model 
4 CSELT : Centro Studi e Laboratori Telecommunicazioni  




 Telescript est un langage, et une plateforme d'exécution. Telescript a une infrastructure 
pour une exécution portable et solide des programmes mobiles. Les programmes écrits dans 
le langage Telescript supportant la migration forte de l'agent qui déplace l'état interne 
complet de l'agent à une nouvelle place dans le réseau [20]. 
  D'Agents (Distribueted Agents) qui était connue par Agent Tcl, supporte la migration 
forte pour des agents mobiles écrits dans Tcl, Java et Scheme, aussi bien qu‘un agent 
stationnaire écrit dans C/C++ [72].  
 Ara (Agents for Remote Action) est un système d'agents mobiles multi-langages (Tcl, 
Java et C/C++). Les agents mobiles dans Ara sont programmés dans un langage 
d'interprétation et sont exécutés dans un interpréteur pour ce langage. Il peut y avoir 
plusieurs interpréteurs  dans le même système Ara. Les agents peuvent migrer ―fortement‖ 
n'importe quand durant leur exécution, conserver leur état interne et continuer directement 
avec l'état après l'appel de migration [71]. 
III.5 Planification d’itinéraire 
La majorité des travaux de recherche dans le domaine de déploiement de système 
d‘agent mobile dans les RCSF sont orienté  vers l‘optimisation de consommation d'énergie des 
nœuds à travers  la planification d'itinéraire d‘agent mobile (AM).  L‘itinéraire suivi lors de la 
migration de l'agent peut avoir un impact significatif sur la consommation d'énergie. Trouver 
une séquence optimale de nœuds source a visité par les AM est un problème difficile à 
résoudre (NP-hard problem) [12].  
 
III.5.1 Définition d’itinéraire  
Un itinéraire est défini comme étant la route suivie par un agent mobile lors de sa 
migration. La planification d'itinéraire peut être définie par la station de base (Sink) et/ou par 
l'agent mobile. Elle comprend les trois critères suivants [3]:  
 Nombre d’agents mobiles   
Le nombre d‘agents mobiles est un facteur important dans la planification d‘itinéraire. Un 
nombre élevé d‘agent produit plus de flux de transmission.  Par conséquent, plus d'énergie va 
être consommé. Cependant, l‘utilisation  d‘un nombre réduit d‘agents mobiles pose le 
problème de retard dans le temps de réponse. Donc il faut toujours songé à chercher le nombre 
optimal  d‘agents mobiles. 




 Regroupement de nœuds sources 
Il faut sélectionner un ensemble de nœuds sources a visité par l'agent mobile, donc elles 
doivent être regroupés et assignés à leurs agents correspondants de manière optimale. En outre 
les nœuds-sources dans le même groupe doivent être liées entre elles géographiquement 
(proches les uns des autres).  
 Itinéraire de chaque agent  mobile 
Après avoir déterminé le nombre des agents mobiles avec leurs groupes de nœuds-sources 
correspondant, le chemin de chaque agent devrait être déterminé (l‘ordre de visite des nœuds 
sources). On peut traiter indépendamment  la définition de chemin comme un problème 
d‘optimisation d'itinéraire. 
III.5.2 Types de planification  
Selon les critères au-dessus la planification d'itinéraire peut être classée comme suit: 
• Planification statique : l'itinéraire de l'agent est totalement déterminé par la station de base 
(Sink) avant que l'agent est distribué [55]. 
• la planification dynamique : l'agent mobile détermine de manière autonome les nœuds 
sources à visiter et le chemin de sa migration selon l'état actuel du réseau. 
• planification hybride : dans ce cas, la décision de l'ensemble des nœuds sources à visiter est 
fournie par la station de base (Sink). Tandis que, l‘‘ordre de visite est déterminé 
dynamiquement par l'agent mobile. 
III.5.3 Modèles de récolte de données dans RCSF 
Les réseaux de capteurs passent par trois modelés de fusion de données : le modelé de 
RCSF conventionnel, le modèle de RCSF à base d‘un seul agent mobile et le modèle de RCSF 
à base de multiple agent mobile. La figure III.5 compare les modes de fusion des données dans 
les RCSF.  






Figure III. 5Modèles de récolte des   données dans le RCSF     (a : modèle conventionnel,     
b : modèle à base un seul agent mobile et c : modèle à base multiples agents mobiles)[2]. 




Dans les  réseaux de capteurs conventionnels qui se basent sur le paradigme 
client\serveur,  les données détectées par les capteurs sont transmises directement par les 
capteurs de la station de base comme le montre la figure III.5. (a). Ceci génère une grande 
quantité de trafic sur le réseau puisque le nombre des messages échangés entre les nœuds est 
très élevé.  
Le nouveau modèle de RCSF qui se base sur le paradigme "agent mobile", écrase la 
limite du modèle client\serveur par le déplacement de l‘agent entre les nœuds d‘un réseau de 
façon autonome pour  fusionner les  données [2]. 
La figure III.5. (b) représente un  modèle de réseau de capteurs qui se base sur un seul agent 
mobile  où la récupération des informations détectées par tous les capteurs source est effectué à 
travers l‘envoie d‘agent dans un ordre précis, Ce qui conduit à : 
 La réduction de la consommation de la bande passante. 
 L‘introduction d‘une flexibilité supplémentaire dans le réseau. 
Cependant, l‘utilisation d‘un seul agent mobile dans les RCSF ne s‘applicable qu'aux réseaux 
de petite taille. L‘augmentation de la taille du réseau conduit à l‘augmentation de nombre de 
nœuds sources. La distribution de ces derniers deviendra plus compliquée. Cela provoque les 
deux problèmes suivants: 
 Retards importants causés par la grande échelle des réseaux de capteurs, dans lequel de 
nombreux nœuds sources doivent être visités par un seul agent.  
 Plus de risque de perdre l‘agent à cause de sa migration vers plusieurs nœuds sources.  
Notez que : 
 Les nœuds de capteurs dans l'itinéraire de l'agent épuisent l'énergie plus 
rapidement que d'autres nœuds.  
 La taille de l‘agent mobile augmente continuellement lors de la visite de nœuds 
sources. 
 
Pour résoudre ces problèmes, les chercheurs ont proposés l‘utilisation de plusieurs  
agents mobiles au lieu d‘un seul agent mobile. 
L'idée principale d'un modèle de RC qui se base sur multiples agents mobiles  est de partager 
la tache de récolte de données entre plusieurs  agents. La figure III.5. (c) donne un exemple de 
ce modèle avec deux agents dans lequel, les nœuds sont divisés en deux groupes et les nœuds 




dans chaque groupe sont visités par un agent particulier qui est expédié à partir de la station de 
base.  
La performance de ce modèle peut dépasser celle d'un modèle à base d‘un seul agent 
mobile si les nœuds sont bien regroupés et les itinéraires sont bien conçus. Cependant, un 
système basé sur multiple AM réintroduit plus de trafic de transmission dans le réseau. Par 
conséquence, le système à plusieurs AM devrait découvrir le meilleur équilibre sur le 
compromis entre la performance et l'efficacité.  
 
III.5.4 Planification d'itinéraire à base d’un seul agent mobile dans le RCSF  (SIP : 
Single mobile agent Itinerary Planning) 
Dans cette section, nous traitons un certain nombre d'études qui ont été menées pour 
résoudre le problème de planification par l‘utilisation d‘un seul agent mobile (SIP : Single 
mobile agent Itinerary Planning), les plus célèbres de nos jours sont : 
Dans l‘article [2], deux algorithmes heuristiques sont proposées: 1) LCF algorithme 
(Local Closest First) qui cherche le prochain nœud avec la distance la plus courte au nœud 
actuel, et 2)  GCF algorithme (Global Closest First) qui cherche le nœud le plus proche de la 
station de base.  
 
 
Figure III. 6 Sortie de chacun algorithme LCF (a) et GCF (b), C : le centre de network. 
 




Le principal atout de ces deux algorithmes est qu'ils sont associés à une faible complexité de 
calcul.  Cependant, l‘itinéraire de l‘algorithme LCF dépend fortement de l'emplacement actuel 
de l‘agent mobile. Donc la recherche de la prochaine destination parmi les nœuds sources 
adjacentes à l'emplacement récent de l‘agent mobile, au lieu de regarder la matrice des 
distances de réseau «global». Par conséquence, les nœuds à être visité sont généralement 
associée à un coût de migration élevé (voir, par exemple, les deux derniers sauts, 6 et 7, la 
figure. III. 6 a). D'une autre part, GCF produit dans la plupart des cas un itinéraire plus  
désordonné que le LCF et les oscillations de l‘agent mobile répétitives autour du centre de la 
région, entraînant des chemins longs et de mauvaise performance. 
Dans l‘article [82], MAWSN (Mobile Agent –Based Wireless Sensor Network) a été 
proposé. Dans MAWSN, l‘agent mobile est utilisé pour : (a) d'éliminer la redondance des 
données entre les nœuds sources en appliquant le traitement locale au niveau du nœud, (b) 
éliminer la redondance spatiale entre les nœuds sources voisins par l‘agrégation de données à 
l‘aide de l‘agent mobile et (c) réduire les communications supplémentaire en utilisant une 
technique d'unification de paquets qui enchaîne les données provenant de plusieurs petits 
paquets en un seul paquets plus long afin de réduire les frais généraux de la communication 
au niveau de la tâche combinée.  Les auteurs ont prouvé que MAWSN présente un gain de 
performance par rapport au modèle client / serveur en termes de consommation d'énergie. 
Cependant, les auteurs admettent que MAWSN implique un retard important dans les 
scénarios où l‘agent visite un grand ensemble de capteurs du fait qu'un seul agent mobile est 
employé.  
Dans l‘article [3] MADD (Mobile Agent based Directed Diffusion) a été proposé. Dans 
MADD l‘itinéraire d‘un agent mobile est prévu par la station de base. L'ordonnancement 
d‘itinéraire est similaire  au MAWSN, mais la différence réside lorsque l‘agent mobile attient 
le dernier nœud source où il ignore le code de traitement et porte seulement le résultat agrégé 
à la station de base afin d‘économiser l'énergie [54].  
Dans [4], un algorithme génétique pour la planification d'itinéraire à base d‘un agent 
mobile dans les réseaux de capteurs est présenté. Il suppose que chaque nœud ne peut pas être 
visité à plusieurs reprises afin de réduire l'espace de recherche. Bien que l'optimisation globale 
puisse être obtenue en utilisant l'algorithme génétique, il représente une solution légère pour 
conserver l‘énergie des nœuds capteurs.  




III.5.5 Planification d'itinéraire à base de multiples agents mobiles dans le RCSF (MIP : 
Multiple mobile agents Itinerary Planning) 
Afin de résoudre les problèmes liés aux approches SIP,  un certain nombre d'études ont 
été menées pour la planification d'itinéraire entre multiples agents  mobiles dans le réseau de 
capteurs. Ces études permettent l'emploi de multiples agents mobiles en parallèle visitant 
chacun un nombre limité de nœuds. Dans cette section, nous passons en revue certaines de ces 
approches.  
Chen et al. [6] a proposé l'algorithme CL-MIP (Centre Location-based Multi agents 
Itinerary Planning), l'idée principale est de considérer la solution de planification d'itinéraire 
pour multi-agents (MIP) comme une extension de la solution de planification d‘itinéraire pour 
un seul agent mobile (itératif SIP). En CL-MIP, le champ des visites d'un agent mobile est 
déterminé par un cercle centré en un point central de visite (VCL). Ensuite, les nœuds sources 
au sein de la zone circulaire sont affectés à un agent. Le CL-MIP utilise l'un des algorithmes de 
SIP proposées ci-dessus [2-4], pour déterminer le chemin de chaque agent mobile [7]. Dans 
cette approche l'efficacité du groupement des nœuds sources en forme de cercle n'est pas une 
solution générique parce que les  nœuds sont répartis irrégulièrement. En outre, la performance 
du groupement des nœuds sources sera également fortement affecter par le rayon du cercle, 
bien que la valeur optimale du rayon n'est pas encore mesurée ou analysés explicitement [5]. 
 
 
Figure III. 7 CL-MIP architecture [2]. 




Dans [19], l‘AG-MIP (Angle Gap -MIP) a été proposé, cette proposition offre une 
nouvelle vision de regroupement des nœuds sources qui n‘utilise pas la forme du cercle. Dans 
AG-MIP les nœuds au sein d'un particulier écart d'angle Δθ autour d'un point central de visite 
(VCL), doivent être inclus dans le même groupe. L'idée principale d‘AG-MIP est de 
connecter la station de base et tous les nœuds sources avec des lignes droites. Donc les écarts 
d'angle Δθ entre les lignes deviennent un facteur critique pour décrire le degré pertinent entre 
les nœuds sources. L'importance de l'AG-MIP est leur mode de groupement; il utilise écart 
d'angle pour diviser le réseau en secteurs. Par conséquence, il conduit à une contestation et 
des interférences potentiellement réduits entre agent mobile, cependant l'interrogation ouverte 
dans cette approche est de trouver un seuil optimal de l'écart d'angle. 
 
Figure III. 8 AG-MIP architecture [19]. 
 
Dans [8], un algorithme génétique pour la planification d‘itinéraire de multiples agents 
mobiles (GA-MIP) est proposé. Pour réaliser l'algorithme GA-MIP, la séquence des nœuds 
source et le groupe de ces nœuds sont codés en numéros comme des gènes de l'évolution 
génétique. Tout d'abord, un espace de recherche rempli de gènes choisis au hasard est mis en 
place. Ensuite, une approche d‘évolution itérative est effectuée. A chaque itération, les 
opérateurs d‘évolutions telles que le croisement et la mutation sont appliqués pour augmenter 
la variété des gènes. Après ces procédures, l'opérateur de sélection sélectionne les meilleurs 




gènes pour survivre à la prochaine génération, qui est analogue à la sélection naturelle dans le 
monde réel. Après un certain nombre d'itérations, la solution qui correspond à une stratégie 
efficace de planification d'itinéraire sera retenue. Bien que, plusieurs simulations ont été 
effectuées pour montrer la performance de GA-MIP en termes de durée de la tâche et de 
consommation d'énergie, la complexité élevée de calcul rend la mise en œuvre de GA-MIP 




Figure III. 9 GA-MIP architecture [15]. 
 
 
La proposition dans [9] considère les modèles de problèmes de MIP comme un graphe 
totalement connecté (TCG). Dans le TCG, les sommets sont les nœuds du réseau de capteurs, 
et le poids d'une arête est dérivé à partir d'estimations du saut entre les deux nœuds d'extrémité 
de l'arête. Les auteurs indiquent que tous les nœuds-source dans un sous arbre particulier 
devraient être considérées comme un groupe. En outre, les auteurs présentent un facteur 
d'équilibre tout en calculant le poids dans le TCG, pour former un arbre d‘équilibrage minimal 
(BST). Le facteur d'équilibre permet un contrôle flexible sur le compromis entre le coût de 
l'énergie et la durée de la tâche. Cet algorithme est nommé BST-MIP (Balanced minimum 
Spanning Tree-based Multi agents Itinerary Planning).  







Figure III. 10  TCG architecture [9]. 
 
Dans [10], l‘algorithme NOID (Near-Optimal Itinerary Design) est proposé. L'objectif de 
l'algorithme NOID est de trouver le nombre d‘agents mobiles qui minimisent le coût global de 
la fusion de données et de construire le chemin en fonction de la distance géographique. 






Figure III. 11 Sortie de NOID (a).  L’itinéraire d’agent mobile provenant de la sortie de 
l'algorithme NOID (b)[10]. 




Le SNOID algorithme (second quasi-optimal itinerary design) dans [11] est présenté 
pour déterminer le nombre d'agents mobiles qui devraient être utilisés et l'itinéraire qui 
devraient suivre. L'idée principale de SNOID est de partitionner la zone autour de la station de 
base en zones concentriques et de construire les chemins les plus courts des agents mobiles 
vers la station de base. Tous les nœuds-sources à l'intérieur de la première zone sont connectés 




Figure III. 12 SNOID partitionnement de la zone autour de la station de base (Sink) [11]. 
 
La proposition dans [14], applique une structure arborescente avec des branches pour la 
planification des itinéraires (CBID: Clone-Based Design). L'idée principale de CBID est 
d'inclure un nœud dans un itinéraire. Si ce nœud rend le coût total minimal il distribue 
parallèlement un certain nombre d‘agents mobiles. Ces agents mobiles visitent 
séquentiellement des nœuds capteurs disposés dans des structures d'arbres lors de  la visite des 
nœuds capteurs avec deux ou plusieurs agents mobiles-enfant qui sont cloné par l‘agent 
mobile- maître. Cette proposition a un résultat significatif pour réduire les dépenses d'énergie 
et le temps de réponse globale. Cependant, si la taille de RCSF augmente la taille 
arborescence augmente aussi; donc plus de branches seront créés qui dégrade les 
performances en raison de l'interférence. 
La conception Indications Tree-Based (TBID) est illustrée en [18]; c‘est un algorithme 
heuristique qui améliore celui proposé dans [10] .Cet algorithme utilise également une 
approche gourmande pour construire des itinéraires à faible coût pour que tous les agents 




forment un arbre binaire. Il génère des itinéraires à faible coût pour les agents mobiles, mais 
la consommation d'énergie est doublée dans les routes inverses et les interférences entre les 
énormes quantités de branches. 
III.6 Analyse des travaux 
La performance des algorithmes conçus à base d‘un seul agent mobile est relativement 
faible en particulier dans les réseaux de capteurs à grande échelle. En effet, un seul agent 
mobile est utilisé pour la tâche de fusion des données et par conséquent, il doit porter une 
lourde charge de données extraites par les nœuds sources. De ce fait, cette catégorie ne 
convient que pour les réseaux de capteurs à petite échelle.  
D'autre part, la catégorie à base de multiples agents mobiles peut être efficacement 
utilisée dans les réseaux de capteurs à grande échelle. Dans ce cas, plusieurs agents mobiles 
travaillent en parallèle pour effectuer la tâche de fusion de données qui mènent à un gain 
considérables d'énergie. Cependant, la complexité des algorithmes proposés dans cette 
catégorie (MIP) est considérable par rapport à des algorithmes à base d‘un seul agent (SIP). 
En plus, la distance géographique est le facteur unique pris en compte pour la planification de 
l‘itinéraire entre les agents. L‘utilisation de la distance géographique seule provoque 
l'apparition des limites suivantes: 
• Un déséquilibrage au niveau de regroupement des nœuds sources où  certains agents 
mobiles vont s‘exécuter dans des groupes avec une grande densité et d'autres agents avec une 
faible densité. Cela conduit à un déséquilibrage au niveau des données requit entre les agents 
et provoque un impact négatif sur la durée de la tâche et de la quantité d'énergie consommée.  
• La non-fiabilité au niveau de détermination de nombre des agents qui ne suit pas une 
formule spécifique où il est égal au nombre de groupes. Par conséquence, cela provoque aussi 
le problème de déséquilibrage. 
Dans le tableau III. 1 nous résumons les avantages et les inconvénients de tous les 
travaux de recherche examinés dans ce chapitre. 






























































 Facile à mettre 
en œuvre. 
 l'augmentation de la 
consommation d'énergie et 
de temps de réponse dans 









 élimination de 
la redondance 
spatiale 
 Réduction des 

















 Convient pour 
des architectures 
de réseaux plats. 
 

























































 Facile à mettre en œuvre. 
 Détermination de regroupement de 
nœuds et de nombre d‘agents qui 
assure l‘équilibrage de la charge du 
réseau. 
 Complexité élevée. 
 
AG-MIP 
 contestation et interférences 
potentiellement réduits entre 







e  performance en termes de 








 fiable pour les réseaux de 
grand d'échelle (réduction du 
temps de communication et 
diminution du temps de 
réponse). 
SNOID 
TBID  Faible coût. 
CBID 
 résultat significatif pour 
réduire les dépenses d'énergie 
et le temps de réponse globale. 
 
Tableau III. 1Tableau comparatif de chaque approche proposée. 
 




La consommation d‘énergie dans les réseaux de capteurs reste toujours un problème 
persistant. Afin de résoudre ce problème, plusieurs chercheurs ont adoptés l‘intégration des 
agents mobiles pour la fusion des données dans les RCSF. Le choix des itinéraires des agents 
mobiles est d'une importance critique puisqu‘il affecte le coût global de la consommation 
d'énergie. Dans ce chapitre, nous avons passé en revue les principaux travaux de planification 
d‘itinéraire à base d‘un seul et multiple agent mobile. On constate que, les réseaux de capteurs 
conventionnels qui se basent sur le paradigme client/serveur ont un impact négatif sur la 
minimisation d‘énergie consommé qui est loin d‘être atteintes. Par ailleurs, les travaux de 
recherche qui utilisent la technologie d‘agent mobile constitue une alternative prometteuse 
pour réduire la consommation d‘énergie. Ainsi l'avantage principal des approches basées sur 
les agents mobiles réside dans le fait que les agents mobiles travaillent d‘une manière 
parallèle et autonome. 
 Dans le chapitre suivant, nous entamons le développement de notre contribution de 
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IV.1 Introduction  
Le contexte de notre étude est consacrée à augmenter la durée de vie des réseaux de 
capteurs et de réduire la durée de la tâche de collecte des données. Le présent travail se 
concentre plus particulièrement sur la résolution de certains problèmes liés à la planification 
d‘itinéraire entre multiples agents mobiles dans les RCSFs.  
Dans la majorité des études proposées pour résoudre les problèmes de MIP, la distance 
géographique est le seul facteur pris en compte pour la planification d‘itinéraire entre les 
agents afin de diminuer la consommation d'énergie. Cependant,  la taille de données est un 
facteur important qui influence aussi la consommation d‘énergie (voir le modelé énergétique-
chapitre 2).  La concentration sur la distance géographique, seulement, provoque l'apparition 
de certaines limites. Pour cette raison, nous proposons une nouvelle stratégie (DD-MIP: 
geographical Distance and Data size based algorithm for Multiple mobile agents Itinerary 
Planning), qui combine à la fois les deux essentielles facteurs qui influent la consommation 
d'énergie (La distance géographique et la taille des données). Notre nouvelle méthode permet 
d'améliorer les solutions de MIP, par l'augmentation de la durée de vie du RCSF et en 
réduisant la durée de la tâche. 
Ce chapitre décrit l’approche que nous avons proposée pour la 
planification d’itinéraire avec les différents composants utilisés 
pour l’implémenter.  Il étudie essentiellement  l’architecture 
globale et les descriptions détaillées des différentes entités, ainsi 
que leurs rôles. En outre, il met en relief les différents algorithmes 
de système.  




IV.2 Description globale de l’approche proposée 
Afin d'atteindre notre objectif (augmenter la durée de vie et réduire la durée de la tâche 
dans le RCSF), nous proposons une nouvelle méthode (DD-MIP: geographical Distance and 
Data size based algorithm for Multiple mobile agents Itinerary Planning) qui permet la 
planification de l'itinéraire entre multiples agents mobiles. Notre approche proposée peut être 
classée comme un modèle de planification statique où la planification d‘itinéraire est 
totalement déterminé par la station de base (Sink) qui ne souffre pas du problème de la 
consommation d'énergie.  
La structure de notre modèle est représentée par la figure 1, qui comprend les trois 
étapes suivantes: 
 
Étape 1: partitionnement du réseau basé sur l‘emplacement géographique; le 
partitionnement est effectué en fonction de la distance entre les nœuds capteurs (les plus 
proche regroupées ensemble) par la méthode « K-means ». Cette phase va produire un 
ensemble de partitions. Chaque partition peut recevoir plusieurs agents mobiles; 
Étape 2: Déterminer le nombre nécessaire d'agents mobiles pour chaque partition selon 
la taille des données fournies par chacun des nœuds sources et de la distance géographique. 
Étape 3: Bâtir l'itinéraire pour chaque agent mobile, cette étape comprend les deux 
sous-étapes suivantes: 
• Définir les groupes de nœuds sources qui doivent être visités par chaque agent 
mobile en fonction de la taille des données fournies par ces nœuds; 
• Déterminer l'ordre de visite à tous les nœuds sources selon l‘algorithme heuristique 
































Figure IV. 1 Processus général de DD-MIP approche. 
 
IV.3  Description détaillée de l’approche proposée 
Dans cette section, nous présentons les trois étapes ci-dessus de la stratégie proposée 
avec plus de détails. 
IV.3 .1 Partitionnement de réseau 
Sur la base de l‘emplacement géographique, cette phase est responsable de la répartition 
du réseau. Ce partitionnement est réalisé conformément à la distance entre les nœuds capteurs 
(les nœuds les plus proches sont regroupées ensembles). Notre stratégie permet la séparation 
du réseau en k clusters par l‘utilisation de l‘algorithme "k-means" [13]. C‘est une méthode 
simple et efficace. Elle peut être utilisée avec de grandes bases de données (des milliers de 
capteurs). L'algorithme k-means vise à cloisonner les n  nœuds capteurs Si: i∈ [1, 2, ..., n] en k 
clusters Pj ∈ [1,2, ..., K] (k ≤ n) en utilisant k centres de ―Cj” choisie arbitrairement. Cet 
algorithme vise à minimiser la distance entre les nœuds capteurs "Si" à l'intérieur de chaque 
cluster "Pj" en utilisant la formule (1): 
       ∑ ∑ ‖     ‖
  
   
 
       (1) 
Etape 1: partitionner le réseau 
 
Etape 3: Construire l'itinéraire 
pour chaque agent mobile 
Etape 2: Définir le nombre 
nécessaire d'agents mobiles 
Processus dans le Sink 
Déterminer l'ordre de visiter 
des nœuds de source 
Déterminer les groupes de 
nœuds de sources 




Où ‖     ‖ 
2
 : la distance entre les nœuds capteurs ―Si” et le centre de cluster ―Cj”. 
La méthode calcule la distance entre tous les nœuds capteurs Si et tous les initiaux centres "Cj" 
et affecte chaque nœud au plus proche cluster. Une fois que tous les capteurs sont affectés, 
des nouveaux centres de clusters sont calculés (ainsi, les centres sont mobiles), où nous 
déterminons la moyenne "Gj" (voir la formule (2)) de chaque cluster et désigne cette moyenne 
comme un nouveau centre "Cj". Ce processus est répété jusqu'à ce que le partitionnement 
atteigne une certaine stabilité (En effet, un seuil peut être fixé comme un critère d'arrêt).  
    
 
    
 ∑   
 
     (2) 
 
 
Figure IV. 2 Processus général de k-means méthode [13]. 
 
Une fois le partitionnement est effectuée, nous sélectionnons dans chaque cluster un 
nœud particulier comme un chef de cluster "Lj". Il est le nœud le plus proche aux tous les 
nœuds source du cluster, donc le chef de cluster change à chaque changement des nœuds 
sources (il est un nœud changeable). Ce chef sera responsable juste d‘envoi de la taille de 
données (et non les données) fournies par tous les nœuds sources à l'intérieur de son cluster, à 
la station de base. 




Nous définissons le cluster-leader ―Lj‖  par l'équation (3): 
 
    
 
    
 ∑    
  
     (7) 
Où: 
S’ h: Ensemble de nœuds source S’h: h∈ [1, m] :  S’h  S. 





















Figure IV. 3 Processus de partitionnement de réseau. 
 
IV.3 .2 Détermination du nombre des agents mobiles 
Le nombre d'agents mobiles est un facteur important dans la résolution du problème de 
MIP. Un nombre élevé d‘agents mobiles provoque plus de flux de transmission de ces agents 
sur le RCSF, ainsi il  augmente la consommation d'énergie. Cependant, un petit nombre 
d‘agents mobiles provoque le problème de retard dans la durée de la tâche.  
Non  
Pj  clusters  
 
Oui  
Mettre à jour les centres Cj 
 
Constitution de K clusters autour Cj  
Sélection arbitraire des centres Cj 
Sélection des chefs de clusters 
Methode k-means  
 Stabilité 




Dans chacune des études existantes sur le MIP, la détermination de nombre d'agents ne suit 
pas une formule spécifique. Tout simplement, le nombre d'agents est égal au nombre de 
clusters, bien que les clusters sont irrégulièrement répartis. Dans notre approche, le nombre 
d'agents varie d'un cluster à un autre, en fonction de la taille des données fournies par chacun 
des nœuds sources  à l'intérieur de leurs clusters. En plus du critère de la taille des données, 
















Figure IV. 4 Processus de détermination nombre d’agents mobile. 
 
Comme il est représenté dans la figure ci-dessus (figure IV.4), on calcule simultanément pour 
chaque cluster  le nombre d'agents mobiles en fonction de la taille des données ainsi que le 
nombre d'agents mobiles en fonction de la distance géographique, puis on calcule la moyenne 
entre eux afin d'obtenir le nombre final d'agents mobiles. 
IV.3 .2.1  Nombre d'agents mobiles en fonction de la taille des données 
A ce stade, on détermine le nombre d'agents mobiles en fonction du facteur de la taille 
des données. En effet, l‘augmentation  de la quantité des données à l'intérieur d'un cluster 
entraine  l‘augmentation du nombre d'agents mobiles affectés à ce cluster. Ce principe permet 
de garantir l'équilibrage des données dans le réseau. 
La moyenne 
Nombre d'agents en fonction de la 
distance géographique 
Nombre d'agents en fonction de la 
taille des données 
 
Nombre d'agents 




Nous considérons que le cluster qui possède le minimum taille des données parmi l‘ensemble 
des clusters aura un seul agent mobile. Le nombre d'agents affectés aux autres clusters 
augmentera avec la croissance des données détectées dans chaque cluster. En effet, le nombre 
des agents mobiles en fonction de la taille des données 'NbMA_data' dans chaque cluster «j» est 
définie par l'équation (8):  
 
   MA_data (j)   
      
               
           (8) 
Où: 
DS (j): la taille des données détectées dans le cluster ‗j‘ qui est composée de y nœuds. Cette 
taille est calculée en utilisant la formule suivante: 
 
DS(j)    ∑                     (9) 
Avec: 
 
k [x]: la taille des données fournies par le nœud source x à l‘intérieur du cluster j. 
 
Le tableau IV.1 montre un exemple illustratif pour définir le nombre d'agents mobiles 




    
la taille des 
données  fournies par 
chaque nœud source ―x‖ 
Taille des 
données de 
Cluster DS (j) 
NbMA_data 
   
nœud source x 1 x 7 x 9 / 
500 : min(DS(j)) 500/500=1 
taille des 
données  
120 130 250 / 
   
nœud source x 22 x 30 x 32 x 41 
1100 1100/500   2 
taille des 
données  
680 225 97 98 
   
nœud source x 52 x 60 x 67 x 72 
1600 1600/500   3 
taille des 
données  
420 780 167 233 
 
Tableau IV. 1  Nombre d'agents mobiles en fonction de la taille des données. 




IV.3 .2.2  Nombre d’agents mobile en fonction de la distance géographique 
La distance géographique est un facteur important dans les approches de MIP; l'agent 
mobile qui migre à des endroits lointains (long parcours) peut disparaitre. En outre, l'agent 
prend plus de temps pour collecter les données lorsque le trajet est plus long. Afin de 
diminuer la disparition des agents, nous lions la détermination de nombre d'agents mobiles à 
la distance géographique du cluster.  L'augmentation de l‘éloignement d‘un cluster par rapport 
à la station de base entraine l‘augmentation du nombre d'agents mobiles affectés à ce cluster. 
 
Le nombre d'agents mobiles en fonction de la distance géographique ‗NbMA_distance‘  dans 
chaque cluster ‘j‘est définie par l'équation (9): 
 
   MA_distance (j)  
    
               
           (10) 
où: 
 
d (j): la distance entre la station de base et le centre ―Cj‖ du cluster ‗j‘. 
 
Le tableau IV.2 montre le même exemple précédent utilisé pour déterminer le nombre 
d'agents mobiles à affecter à chaque cluster en fonction de la distance géographique. 
 
Clusters 
   
coordonnées  du 
centre de cluster Cj 
Coordonnées de 
Sink 
la distance entre le 
centre C j et le Sink 
d (j) 
NbMA_ distance 
   (268,59) 
(500,250) 
300 : min d(j) 300/300=1 
   (140,73) 401 401/300 1 
   (1180,83) 700 700/300 2 
 
Tableau IV. 2 Nombre d’agents mobile en fonction de la distance géographique. 
 
Le tableau IV.3 définit le nombre final d'agents mobiles obtenus par la moyenne entre 
NbMA_data et NbMA_data dans chaque cluster. 
 




Clusters    NbMA_data NbMA_data Le nombre d‘AM 
   1 1 (1+1)/2= 1 
   2 1 (2+1)/2  2 
   3 2 (3+2)  3 
 
Tableau IV. 3 Nombre final d'agents mobiles. 
 
A travers les résultats obtenus dans les tableaux IV.1, IV.2, et IV.3, nous affirmons la 
variation du nombre d'agents mobiles entre les clusters. Lorsque la quantité des données ou la 
distance géographique augmente, le nombre d'agents augmente, et vice versa. 
 
IV.3 .3  Construction d’itinéraire 
Après avoir déterminé le nombre d'agents mobiles nécessaires pour l'agrégation de 
données, nous procédons à l'étape de la construction d‘itinéraire. Dans notre cas de nombreux 
agents sont affectés au même cluster, ce dernier est divisée en un certain nombre de groupes 
qui égal au nombre d'agents affectés. La construction de la trajectoire pour chaque agent 
mobile comprend:  
 
(i) la détermination du groupe des nœuds sources associée à cet agent; 
 
(ii) la détermination d'itinéraire pour cet agent, cet itinéraire doit inclure tous les 
nœuds déterminés dans la première étape.  
 
La deuxième étape est réalisée en utilisant l‘algorithme heuristique GRASP (Greedy 
randomized adaptive search procedure). Ces deux étapes sont présentées dans les deux sous-
sections suivantes. 
IV.3 .3.1  Regroupement des nœuds sources 
Dans cette sous-section, le groupe VG(AMi) des nœuds sources que l'agent mobile doit 
visiter dans son cluster est défini. Afin de définir cet ensemble VG(MAi), nous avons élaboré 
une stratégie GDGM (the Greatest Data in the Greater Memory) pour assurer cette tâche. Le 
GDGM est basée sur le principe suivant: « le nœud qui a la plus grande taille de données est 
associée à l'agent mobile qui possède la taille de mémoire libre la plus grande ». Et dans le cas 
où nous avons certains nœuds avec les mêmes tailles de données, chaque agent mobile porte 




le nœud le plus proche géographiquement au dernier nœud dans son groupe. Cette stratégie de 
GDGM assure l'équilibrage de la charge des données entre les agents mobiles [30]. 
 
 Ci-dessous, nous présentons l‘algorithme de la stratégie GDGM et la figure IV.5 
montre son exécution. 
 
 
Pseudo code de GDGM  algorithme: 
Données: 
S ': Ensemble de nœuds sources 
VG(MAx) ← ∅  
RDS[h]: Taille des données brutes fournies par chaque nœud source h 
MMA: Taille mémoire d‘agent mobile 
 
Début  
Pour chaque cluster Pj 
o Calculez le nombre d'agents mobiles; 
Répéter 
o Trouver le nœud source qui possède le max (RDS [h]); 
o associer ce nœud avec l‘AM qui a la plus grande taille mémoire libre (max (MMA [x])); 
     VG(MAx) ← { h ∈ S’ | max ( RDS[h] ) } 
Si (nous avons plusieurs nœuds avec les mêmes tailles des données) alors 
 chaque agent mobile porte le nœud le plus proche géographiquement au dernier nœud 
dans son VG(MAi); 
VG(MAx) ← { h ∈ S’ | min ( d[h] ) } 
 
o Mettre à jour la taille mémoire libre d‘agent: MMA[x]= MMA[x]-RDS[h]; 










Figure IV. 5 L'exécution de la stratégie GDGM-MIP (un exemple démonstratif) [30]. 
 
IV.3 .3 .2 Détermination d'itinéraire 
Cette tâche est chargée de déterminer l'ordre de nœuds (y compris les nœuds sources) à 
suivre par chaque agent mobile afin d'agréger les données selon l‘algorithme heuristique 
GRASP (Greedy randomized adaptive search procedure). Nous avons choisi cet algorithme en 
raison de ses performances en termes de temps de calcul réduit par rapport à d'autres méta-
heuristiques et évidemment, pour la qualité du résultat final. Cet algorithme effectue deux 
étapes pour un nombre donné d'itérations [23]:  
 
• La première étape: Construction d'une solution qui tente de construire un circuit selon 
l'algorithme semi-glouton.  
• La deuxième étape: Recherche locale qui tente d'améliorer l'itinéraire construit dans la 
première étape par une recherche locale. L'itinéraire final sera la meilleure solution obtenue. 
 
 



















Figure IV. 6 Processus général de GRASP [23]. 
 
A. Etape de construction 
Au cours de l'étape de construction un circuit est réalisé de manière itérative; où chaque 
itération ajoute un arc dans la solution partielle actuelle. Pour déterminer l'arc à ajouter, nous 
utilisons une liste des meilleurs candidats obtenus (RCL: Restricted Candidate List) avec une 
fonction glouton et on prendre un arc de manière aléatoire à partir de cette liste. Après cela, la 
liste RCL est mise à jour dynamiquement. Cette étape de la construction se poursuit jusqu'à 
l'obtention d'une solution complète.  
La construction de la RCL est régi par un paramètre α ∈ [0, 1] qui contrôle la qualité et le 
nombre d'arc à inclure. Pour notre problème (problème de minimisation), RCL est construit 
comme suit: 
𝑅   ← {𝑒∈  | 𝑐 (𝑒) ≤𝑐𝑀   + α (𝑐𝑀  -𝑐𝑀  )}            (11) 
Où: 
C: liste de tous les arcs possibles qui relient les nœuds d'un cluster Pj. 
e: l'arc inclus. 
𝑐𝑀  , c𝑀  : le coût incrémental minimum et maximum de ' '. 
c (𝑒): le coût incrémental de l'arc '𝑒'. 
Oui 
Sélection de l'itinéraire optimal 
Non  
Sélection du meilleur itinéraire grâce à une recherche locale 
Construction de l'itinéraire initial par une heuristique gloutonne 
randomisée 








Le pseudo code pour l‘étape de construction est donnée ci-dessous :  
 
 
Procédure GreedyRandomizedConstruction(𝛼)  
Solution ←𝜙  
C ← E  
Evaluation du cout incrémental c(e) 𝑒∈    
Tant-Que C ≠𝜙 faire  
 𝑀  ←min{𝑐(𝑒),𝑒∈  }  
 𝑀  ←max{𝑐(𝑒),𝑒∈  }  
RCL ←{𝑒∈  | 𝑐(𝑒)≤𝑐𝑀  +𝛼(𝑐𝑀  −𝑐𝑀  )}  
Sélection aléatoire de s depuis RCL  
Solution ← Solution U {s}  
Mise à jour de C  
Réévaluation du cout incrémental pour 𝑒∈    
Fin Tant-Que  
Retourne Solution  
Fin. 
B. Etape de recherche locale 
L'itinéraire construit par l'étape précédente n‘est pas nécessairement optimale. En raison 
de cela, GRASP effectue une recherche locale sur l'itinéraire obtenu à l'étape précédente afin 
de l'améliorer. La recherche locale est effectuée de manière itérative; il remplacera la solution 
actuelle par une meilleure solution dans le voisinage à l‘aide de la stratégie "First-improving", 
où on remplace l'itinéraire initial par le premier meilleur voisin qu‘on trouve. L‘algorithme 
s‘arrête lorsqu‘on ne trouve aucune meilleure solution. 
 
Le pseudo code pour l‘étape de la recherche locale est donnée ci-dessous :  
 
Procédure RechercheLocal (Solution)  
Tant-Que (Solution non optimal) faire  
Rechercher  ‘ tq f( ′) ≤  f ( 𝑜𝑙𝑢𝑡 𝑜 )  
Solution ← ′  
Fin Tant-Que  
Retourne Solution  
Fin RechercheLocal  




Après cette étape on aura une solution localement optimale qu‘on va comparer avec les 
solutions obtenues dans chaque itération, où chaque itération est indépendante des autres, et se 
déroule de la même façon. La solution finale sera la meilleure solution obtenue.  
IV.4   Format de paquet d'agent mobile 
L'information contenue dans le paquet d‘agent mobile est séparé en trois parties, comme le 










Figure IV. 7 Format de paquet d'agent mobile. 
 
A. Attributs fixes :  
Ces attributs représentent les paramètres permanentes dans le paquet, il se compose de : 
Paire de SinkID et  MA_SeqNum est utilisé pour identifier la station de base « sink » et 
le paquet d‘agent mobile. À chaque fois que la station de base distribue un nouveau paquet 
d‘AM, il va incrémenter le MA_SeqNum.  
FirstSrc et Last-Src sont le premier et le dernier nœud source qui doit être visité par 
l‘AM. Donc ils indiquent les points de début et du final d‘agrégation des données par l‘AM. 
 RoundIdx est l'indice du cycle actuel. La valeur est initialement fixée à ‗1‘ par la 
station de base dans le premier cycle.  
LastRoundFlag indique que le cycle actuel est le dernier cycle en toutes les tâches. 
Quand un AM arrive au LastRoundFlag, le système annule le code de traitement de cet agent 
après son exécution. 
  
B. Attributs variables 
Quand un agent mobile migre, il peut changer quelque attributs tel que : NextSrc, 
NextHop, SrcList et ToSinkFlag qui  indiquent la route dynamique de la migration de cet 
agent. 
Attributs fixes 
Attributs variables  
Charge  




Puisque notre planification d‘iteneraire est de type statique, dans ce cas nous fixons ses 
atributs. 
NextSrc spécifie que la destination suivante de nœud source à être visité.  
NextHop indique le nœud de saut suivant qui est un nœud intermédiaire ou un nœud 
source cible. Si NextHop est égal à NextSrc, cela signifie que le nœud de saut suivant est la 
destination source actuelle. 
SrcList contient les identificateurs (IDs) de nœuds capteurs cible qui doivent encore être 
visités dans le cycle actuel. SrcList contient initialement tous les identifiants des nœuds 
sources quand un agent mobile est créé. L'ID correspondant à un nœud sources sera supprimé 
après la visite de ce nœud par l‘AM.  
ToSinkFlag indique que la destination de l‘AM est la station de base après leur visite 
aux toutes les  nœuds sources.  
 
C. Charge 
La charge comprend deux types de données. Le premier est : ProcessingCode qui est 
utilisé pour traiter les données détectées. Le deuxième est : Data qui porte les données après 
l‘opération d‘agrégation. Data est nulle quand un AM est généré, et il augmente lors de sa 
migration entre les nœuds sources. 
IV.5   Fonctionnement générale  
Le processus général de notre approche est décrit comme suit : Au niveau de sink on 
trouve trois processus (Diviseur Réseau, Planificateur_nb_Agent et Planificateur d'itinéraire) 
lancés par le  processus principal, et  au niveau des nœuds on trouve le processus 
« Collecteurs_données ». La figure ci-dessous montre la communication entre tous les acteurs 
















Le scénario au-dessus est exécuté comme suit: 
.  




 On lance le partitionnement du réseau importé par la station de base « Sink » à travers la 
méthode de k-means où les nœuds les plus proches sont regroupés ensembles et on détermine 
un nœud chef pour chaque partition. 
 Une fois la station de base « Sink » reçoit la liste des nœuds sources avec leurs tailles des 
données importé par les chefs des partitions,  on détermine le nombre des agents mobile 
nécessaire pour la récolte des données. 
 Après la détermination du nombre des agents, on commence par la détermination des sous-
groupes des nœuds source associées à chaque agent mobile par l‘utilisation de la stratégie 
GDGM.  
 Ensuite, avec l‘algorithme heuristique GRASP on détermine l‘ordre de visite de ces nœuds.  
 Finalement, la station de base envoie les agents mobiles aux nœuds sources et  lorsque 
toutes les données sont récoltées, le groupe d‘agents mobiles revient  à la station de base.  
IV.6 Conclusion  
Dans ce chapitre nous avons fait une analyse de la description et de la modélisation de 
notre système. Ce dernier consiste à développer une approche de planification d‘itinéraire 
entre multiples agents mobiles. Celle-ci repose sur les deux facteurs de base qui influencent la 
consommation d'énergie: la distance géographique et la taille des données. Le chapitre suivant 
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Pour évaluer la performance de notre proposition DD-MIP dans les réseaux de capteurs, 
nous mettons en œuvre notre technique «GDGM» pour déterminer le nombre d'agents 
mobiles et regrouper les nœuds sources.  Par la suite, on applique l‘algorithme GRASP 
(Greedy randomized adaptive search procedure) sur le problème pour identifier l'itinéraire qui 
doit être visités par chaque agent mobile. GRASP est un algorithme semi-stochastique de 
complexité réduite par rapport aux autres algorithmes heuristiques. Pour être en mesure de 
tirer des conclusions fiables sur la précision et la robustesse des algorithmes, plusieurs essaies 
de diverses itérations sont effectuées dans chaque simulation. Un aperçu sur les tests de 
simulation est présenté.  
L‘impact de différents paramètres des modèles DD-MIP CL-MIP, GA-MIP, LCF et client 
/serveur est examiné. Par conséquent, les résultats généraux de chaque algorithme sont 
présentés. Les discussions sur les valeurs des résultats sont alors fournies. 
Ce chapitre présente les résultats de simulations obtenus à partir 
de l'exécution du DD-MIP que nous avons mis en œuvre pour 
résoudre le problème de la planification d’itinéraire entre 
multiple agents mobiles, ainsi que son analyse et validation.      
De même, nous présentons les outils et les plateformes de 
développement utilisés à l’implémentation des différents 
composants du système. 




V.2 Outil de simulation 
Pour bâtir notre système, nous avons choisi OPNET modeler en vue de ses qualités de 
simplicité, de robustesse, de portabilité et de dynamisme, en plus il est maniable et facile à 
utiliser. OPNET modeler est un environnement qui nous permet de modéliser et de simuler 
des réseaux de communications grâce à ses bibliothèques de modèles (routeurs, 
commutateurs, stations de travail, serveurs …) et de protocoles (TCP/IP, FTP, FDDI, 
Ethernet, ATM …). Le module radio OPNET permet la simulation des réseaux de 
radiocommunication : hertzien, téléphonie cellulaire et satellitaire [22]. 
V.3 Model de réseau 
Suite au modèle de référence du réseau de capteurs dans le domaine de MIP, les nœuds 
capteurs sont déployées de façon aléatoire dans un terrain de 1000 m × 500 m et  la station de 
base « sink » se trouve au centre des nœuds (figure V.1). Pour vérifier la propriété d'échelle de 
notre algorithme, nous sélectionnons un réseau à grande échelle avec 800 nœuds capteurs et 80 























V.4 Model de capteur 
Le modèle de simulation de nœud capteur implémenté dans notre étude est défini dans 
la norme IEEE 802.11b (standard WIFI).  La structure des nœuds capteurs  utilisés dans notre 


















Figure V. 2 Structure du modèle de simulation de capteur. 
 
 Couche Application 
Elle constitue essentiellement de déférents applications qui peuvent être implémentées par :  
1. le module capteur (sensor): Chaque tâche nécessite la transmission périodique des 
paquets de données.  
2. le module App_manger: destiné au traitement des applications de réseau. 
 Couche routage  
Elle permet de router  les données selon l‘algorithme DD-MIP. 
 




















 Couche liaison de données 
Cette couche est également responsable de gérer les trames et d‘établir les liaisons dans le 
réseau à l‘aide de mise en œuvre de la norme IEEE802.11b.  
 Couche physique 
La couche physique se compose d'un émetteur sans fil de radio (tx) et de récepteur (rx) 
conforme à la spécification IEEE 802.11b. 
 Le module de batterie 
Responsable de calculer le niveau d'énergie consommée par le capteur. Chaque nœud 
commence avec la même valeur initiale d'énergie (4,500 W). 
V.5 Simulation et  évaluation 
Afin de comparer la performance de notre solution DD-MIP avec les modèles CL-
MIP, GA-MIP, LCF et client /serveur, nous effectuons des simulations dans OPNET Modeler 
14.5 [22].  
V.5.1 Mesures de performance 
Afin d‘évaluer notre proposition, nous définissons les mesures de performance 
suivantes : 
1.  Equilibrage de LA charge des données entre multiples agents mobiles: 
Cette mesure est essentielle pour la répartition équilibrée des données entre les agents. Elle a 
des influences significatives sur la durée de la tâche et la consommation d'énergie.  
2.  Longueur totale d’itinéraire: 
 C‘est la somme de tous les itinéraires adoptés par chacun des agents. 
3. Coût de l'énergie:  
Cette mesure est indispensable pour prolongé la durées de vie de réseau. Le but est de 
minimiser la consommation d‘énergie de sorte que l‘itinéraire adopté par chaque agent soit le 
moins coûteux possible en termes d‘énergie.  
4. Durée de la tâche:  
La durée de la tache représente le temps occupé pour récolter toutes les données du réseau. 
Dans les approches MIP où plusieurs agents travaillent en parallèle, la durée de la tâche est le 
temps occupé par le dernier agent pour retourner à la station de base. 




V.5.2 Paramètres de simulation 
Les paramètres utilisés et leurs valeurs nominales sont présentés dans les tableaux [V.1, 
V.2, V.3 et V.4] ci-dessous. Ces tableaux inclure les paramètres indispensable pour le réseau, 
l‘agent mobile, l‘algorithme GRASP et  l‘approche GA-MIP.  
 
PARAMÈTRES DE RÉSEAU 
La taille du réseau 1000 m x500m 
Distribution des  nœuds Aléatoire 
Plage de transmission radio 60 m 
Nombre des  nœuds capteurs 800 
Nombre des  nœuds sources 80/800 
Taille des données Brutes 2048 bits 
Tableau V. 1 Paramètre de simulation de réseau. 
 
PARAMÈTRES DE L‘AGENT MOBILE 
Taux  de réduction des données  0.8 
Taille de code de l‘AM 1024 bits 
 
Tableau V. 2 Paramètre de simulation pour l’agent mobile. 
 
PARAMÈTRES  DE l‘algorithme GRASP 
Nombre des  itérations 1500 
Paramètre de contrôle de la qualité (α) 0.5 
 
Tableau V. 3 Paramètre de simulation pour GRASP. 
 
PARAMÈTRES  DE l‘algorithme génétique GA-MIP 
Nombre des  itérations 1500 
Probabilité de croisement  0.9 
Probabilité de mutation  0.2 
 
Tableau V. 4 Paramètre de simulation pour GA-MIP.  
 
V.5.3 Résultats et discussion 
Dans cette section, nous présentons les résultats obtenus à partir de l'exécuter des 
modèles DD-MIP, CL-MIP, GA-MIP, LCF et client /serveur. Ensuite, nous discutons et 




analysons ces résultats acquis en comparant les différents aspects de ces modèles selon les 
mesures de performance au-dessus. À la fin, avec l'aide de ces discussions, nous abordons les 
réponses à nos questions de recherche. 
V.5.3 .1 Equilibrage de la charge des données entre multiples agents mobiles 
Figure V.3 détermine l'efficacité de l'algorithme DD-MIP sur le niveau d'équilibrage 
de la charge de données  entre les agents mobiles. Les pourcentages des données collectées 
par chacun des trois agents sont distribués entre 17% et 20%. Ainsi, DD-MIP permet aux 
agents de recueillir une taille de données à peu près équivalente. Cela prouve que cette 
stratégie permet d'obtenir un équilibre de la charge de données entre les agents, contrairement 





Figure V. 3 Equilibrage de charge des données entre 3 agents mobiles pour DD-MIP, CL-MIP, 
GA-MIP, LCF et Client / Serveur. 
 
V.5.3 .2 Longueur totale d’itinéraire 
Comme le montre la figure V.4, l'algorithme DD-MIP a un grand avantage par rapport 
au CL-MIP et LCF en termes de longueur totale d‘itinéraire. En outre, les résultats obtenus 
sont très proche de GA-MIP qui est considéré comme l'un des meilleures solutions connues 
pour trouver l'itinéraire le plus court. Pour le modèle Client / Serveur  la longueur totale 
d‘itinéraire est considéré très élevés, parce que chaque capteur envoi ces données 
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Figure V. 4 Longueur totale d’itinéraire pour  DD-MIP, CL-MIP, GA-MIP, LCF et Client / 
Serveur. 
 
V.5.3 .3 Coût de l'énergie 
Dans la figure V.5, nous présentons les résultats de l'impact du nombre de nœuds 
sources sur le coût de l'énergie. Le DD-MIP consomme moins d'énergie que les autres 
modèles. La consommation d‘énergie pour les modèles CL-MIP et LCF est plus proche de 
notre modèle DD-MIP. Cependant, la consommation d'énergie de l'algorithme GA-MIP est 
supérieure aux trois autres modèles, cela est dû à sa plus grande complexité de calcul. Pour le 
modèle Client / Serveur sa grande consommation d'énergie est dû au volume élevés des 












































Figure V. 5 Impact de nombre de nœuds sources sur l'énergie consommée. 
 
V.5.3 .4 Durée de la tâche 
Concernant la durée de la tâche, la figure V.6 montre les résultats de l'impact du 
nombre de nœuds sources sur la durée de la tâche. Les résultats obtenus en utilisant 
l'algorithme DD-MIP sont très satisfaisant en termes de durée de la tâche. Ils sont proches de 
ceux de GA-MIP, CL-MIP et le modèle Client / Serveur. La raison derrière la performance de 
DD-MIP est dans la détermination des ensembles de nœuds sources en fonction de la distance 
géographique et la taille de données détectées afin de planifier l'itinéraire des agents. Par 
contre, les résultats sont distants de LCF qui prend plus de temps pour exécuter la tâche parce 













































Figure V. Impact de nombre de nœuds sources sur la durée de la tâche. 
 
V.6 Conclusion 
Suite à notre partie conception présenté dans le chapitre 4 et la concrétisation de notre 
architecture, nous avons essayé de mettre en œuvre l‘ensemble des idées qui caractérisent 
l‘architecture proposée.  
Par la suite, dans ce chapitre, nous avons exposé les résultats obtenus suite à nos 
recherches menées à ce jour. Par conséquent, Les résultats ont montré que la durée de la tâche 
a diminué de manière significative par rapport aux autres approches. En plus, le coût de 
l'énergie est en accord avec la réduction des problèmes associés à la technologie de réseau 
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Dans notre étude, nous avons discuté le problème de planification d‘itinéraire dans les 
réseaux de capteurs sans fil, en utilisant des multiples agents mobiles (problème de MIP). 
L'intérêt principal de cette recherche est établi sur deux points: i) améliorer la conservation de 
l'énergie et ii) réduire la durée de la tâche de collecte des données, en tenant compte des deux 
facteurs de base (distance géographique et taille des données) qui ont une grande influencent 
sur la consommation d'énergie. 
Dans le cadre de cette étude, nous avons proposé une nouvelle technique appelée DD-MIP 
(geographical Distance and Data size based algorithm for Multiple mobile agents Itinerary 
Planning). Le DD-MIP apporte des améliorations aux solutions de MIP actuels au niveau de 
partitionnement du réseau, de nombre d‘agents mobiles et de construction d‘itinéraire. 
Dans l'étape de partitionnement du réseau, nous avons utilisé la méthode K-means, où le 
partitionnement se fait en fonction de la distance entre les nœuds capteurs (les nœuds les plus 
proches regroupées ensemble). Cette étape produit un ensemble de partitions; chaque partition 
peut recevoir plusieurs agents mobiles.  
Dans l'étape de  détermination de nombre d‘agents mobiles, nous avons proposé une 
nouvelle stratégie afin de déterminer le nombre nécessaire d'agents mobiles pour chaque 
partition en fonction de la taille des données fournies par chacun des nœuds sources et de la 
distance géographique. 
Concernant l'étape de la construction d‘itinéraire, tout d'abord, nous avons produit la 
technique GDGM (Greatest Data in the Greater Memory), ce qui permet de délimiter les 
Ce chapitre passe en revue les objectifs de recherche de cette 
thèse et résume ses principaux résultats. A la fin, certaines 
remarques sur nos futurs travaux sont également présentées 
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groupes de nœuds sources qui doivent être visités par chaque agent mobile en fonction de la 
taille des données fournies par ces nœuds. Ce principe prend en  charge l'équilibrage entre les 
agents mobiles au niveau de la taille des données, ce qui optimise la durée de la tâche de 
collecte de données sur le réseau et aussi diminue le pourcentage de perte de ces données. 
Ensuite, nous avons identifié l'itinéraire pour chaque agent mobile selon l‘algorithme 
heuristique GRASP (Greedy Randomized Adaptive Search Procedure). 
Les résultats de simulations ont prouvé l'efficacité de l'algorithme proposé DD-MIP en 
ce qui concerne la durée de la tâche et la quantité d'énergie consommée, pour résoudre le 
problème de MIP dans les réseaux de capteurs sans fil. 
Le travail proposé dans cette thèse ouvre de nouveaux défis à l'avenir pour améliorer la 
robustesse de l'algorithme DD-MIP. Nous allons évaluer la performance de DD-MIP dans un 
réseau sans fil de réseaux de capteurs multimédias (WMSN), qui représente une taille de 
données plus élevé. 
VI.2 Limitations 
Les limites de cette recherche ainsi que des explications sur leur existence sont 
brièvement repris dans cette section. Deux principaux types de limitations sont évoqués :  
 Les limites à l'analyse des nœuds mobiles. 
 Les limitations à la manipulation des nœuds cachés.  
VI.3 Futurs travaux  
L'étude du réseau de capteurs à base d‘agent mobile est un vaste domaine 
interdisciplinaire qui englobe localisation, sécurité, planification d‘itinéraire et d'autres 
domaines. En tant que domaine de recherche actif, beaucoup de travail reste à faire, pour des 
problèmes dans le cadre de cette thèse, ainsi que ceux qui ne sont pas couverts. Nous 
identifions deux extensions significatives, correspondant à cette thèse. 
 Les nœuds dans un RCSF fonctionnent généralement sans surveillance, donc ils sont 
vulnérables aux manipulations. Par conséquent, la capture d‘un agent mobile par un 
adversaire est relativement facile et ses données recueillies peuvent alors être 
facilement récupéré. La recherche doit donc être dirigée vers des schémas à base 
d'agents mobiles  avec un mécanisme de sécurité efficace et  de faible complexité pour 
protégé les agents  et leurs données transportées. 
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 Les réseaux de capteurs peuvent être menacés par déni de service (DoS : denial-of-
service) (par exemple: brouillage, interférences ou épuisement des ressources) qui peut 
provoquer l'effondrement de l'ensemble du réseau. Les attaques par déni de service 
représentent une sérieuse préoccupation, en particulier dans les applications sensibles 
de RCSF (par exemple : surveillance d‘un champ de bataille). Ainsi, un système de 
fusion de données à base d'agent mobile qui est capable de répondre aux attaques de 
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