In lines 8-11 of [12, pp. 2977 
Jiang's generalization of Morse lemma
We only need a special case of the generalization of Morse lemma by Ming Jiang [8] (i.e. the case X = Y ).
Let H be a Hilbert space with inner product (·, ·) and the induced norm · , and let X be a Banach space with norm · X , such that (SP) X ⊂ H and the inclusion is continuous.
For an open neighborhood W of the origin θ ∈ H, W ∩X is also an open neighborhood of θ in X. Suppose that a functional L : W → R satisfies the following conditions:
(FN1) L| W ∩X ∈ C 2 (W ∩ X, R).
(FN2) There exists A ∈ C 1 (W ∩ X, X) such that d(L| W ∩X )(x)(ξ) = (A(x), ξ) ∀x ∈ W ∩ X and ξ ∈ X.
(FN3) There exists a continuous map B : W ∩ X → L(H, H) such that d 2 (L| W ∩X )(x)(ξ, η) = (B(x)ξ, η) ∀x ∈ W ∩ X and ξ, η ∈ X.
(These imply: A ′ (x) = B(x)| X and B(x)(X) ⊂ X ∀x ∈ W ∩ X. Such maps A and thus B are unique if X is dense in H.) By [8, Prop.2 
.1], (FN3) is implied in (SP), (FN1) and the following two conditions:
(FN3a) ∀x ∈ W ∩ X, ∃ C(x) > 0 such that |d 2 (L| W ∩X )(x)(ξ, η)| ≤ C(x) ξ · η ∀ξ, η ∈ X.
(FN3b) ∀ε > 0, ∃ δ > 0 such that if x 1 , x 2 ∈ W ∩ X with x 1 − x 2 X < δ, then
Furthermore, suppose also that (CP1) The origin θ ∈ X is a critical point of L| W ∩X , 0 is either not in the spectrum σ(B(θ)) or is an isolated point of σ(B(θ)).
(CP2) If ξ ∈ H such that B(θ)(ξ) = η for some η ∈ X, then ξ ∈ X.
The final condition (CP2) implies that N := Ker(B(θ)) is contained in X. Clearly, N is closed in X and H, respectively. Let N ⊥ be the orthogonal complement of N in H, and P : H → N ⊥ be the orthogonal projection. Denote by X ⊥ = X ∩ N ⊥ = (I H − P )(X). Then there exist the following topological direct sum decomposition:
Theorem 1.1 ([8, Th.2.5]) Under the above assumptions (SP), (FN1)-(FN2) and (CP1)-(CP2)
, there exists a ball B X δ of (X, · X ), an origin-preserving local homeomorphism ϕ defined on B X δ and a C 1 map h :
where z = P (x) and x ⊥ = (I X − P )(x).
Proof. The second claim may follow the first one and a theorem due to Palais (cf. [4, p.14] ). We shall follow the ideas of proof in [5, Th.5.1.17] to prove the first claim. We can assume L(θ) = 0. Note that H − ⊂ X implies
and topological direct sum decomposition X = N ⊕ X − ⊕ X − . Since ϕ is an originpreserving local homeomorphism defined on B X δ we can assume that L| W ∩X is of the form L| W ∩X (x) = f 1 (x ⊥ ) + L(h(z) + z) ∀x ∈ B X δ , where z = P (x) ∈ N , x ⊥ = x + + x − = P + x + P − x ∈ X + ⊕ X − and
Since dim N < ∞, one can construct a function f 2 on N satisfying the (PS) condition and such that f 2 (z) = L(h(z) + z) for all z in a neighborhood of θ in N .
Let X 1 = X ⊥ and X 2 = N . Take an isolated neighborhood U i of θ i for f i in X i , i = 1, 2. We can assume that U i ⊂ f −1 i [−ǫ, ǫ] for some ǫ > 0 and i = 1, 2. Let η(s) = η(s, u) be the flow defined by the equation (8) in [8] , i.e., η(s) = − B(θ)η(s) B(θ)η(s) , η(0) = u, on X ⊥ \ {θ}. Denote by U i the smallest η-invariant set containing U i , i = 1, 2. Then
is also an isolated neighborhood of θ i for f i , i = 1, 2. Take a strong deformation retract ψ deforming (f 2 ) ǫ to (f 2 ) 0 , and define a deformation φ(x ⊥ , z, t) = x − + (1 − t)x + + ψ(z, t).
One can get the desired result as in the proof of [5, Th.5.1.17]. 2
Corresponding to the above theory one can get the corresponding generalization of the theory in [4, Section 7.3] . Instead of this we shall show that Theorem 1.1 is sufficient in the present case; see Section 3. . By [7, Th.3.7.2] , all critical points of L kτ are all of class C m−1 and therefore correspond to all kτ -periodic solutions of the Lagrangian system on M :
Modified variational setup
d dt
in any local coordinates (q 1 , · · · , q n ). In the following we shall show that the functional L kτ satisfies the setting in Section 1 and give the revision of [12, Section 3] . Firstly, by the condition (L2) and [6, pp.175] , the functional L kτ is C 2 -smooth on the C 2 -Banach manifold
with the usual topology of uniform convergence of the curves and their derivatives. So L kτ has the same critical point set on E kτ and X kτ . Denote by
. Then the assumptions (L1)-(L3) implies that both m − kτ (γ 0 ) and m 0 kτ (γ 0 ) are finite as showed below. We roughly call them the Morse index and nullity of L kτ and L kτ at γ 0 because they paly the same roles.
By the proof of Theorem 3.1 in [12] , near a critical point γ 0 (which is C 2 -smooth due to our assumptions) we can pullback L toL : R × B n ρ (0) × R n by [12, (3.15) ]. Letγ ∈ C 1 (S kτ , B n ρ (0)) (or W 1,2 (S kτ , B n ρ (0))) be the pullback of γ ∈ C 1 (S kτ , M ) (or W 1,2 (S kτ , M )) near γ 0 by the coordinate chart φ kτ as in [12, (3.8) ]. Thenγ 0 = 0. LetL
Then 0 ∈ C 1 (S kτ , B n ρ (0)) is the critical point of both. By [12, (3.10) ],
In the following we shall prove that the functional
DqL t,γ(t),γ(t) ·ξ(t) + DṽL t,γ(t),γ(t) ·ξ(t) dt for anyγ ∈ W 1,2 (S kτ , B n ρ (0)),ξ ∈ W 1,2 (S kτ , R n ) and k ∈ N, and that
We need to compute ∇L kτ (γ) ∈ W 1,2 (S kτ , R n ). For s ∈ R let us define
and that
has an unique T -periodic solution
is a bounded linear functional on W 1,2 (S kτ , R n ), the Riesz theorem yields an unique
for anyξ ∈ W 1,2 (S kτ , R n ). It follows from this and (2.6) that
By Lemma 2.1, (2.7) and a direct computation we get
for any t ∈ R. This and (2.8) lead to
where G kτ (γ) is given by (2.5). It follows that
Lemma 2.2 A kτ is continuously differentiable.
SinceL is C 2 , it follows that for any ε > 0 there exists δ = δ(γ) > 0 such that
for anyh ∈ C 1 (S kτ , B n ρ (0)) with h C 1 < δ andξ ∈ C 1 (S kτ , R n ). Namely
Similarly, we have
From them it easily follows that for any ε > 0 there exists δ = δ(γ) > 0 such that
for anyh ∈ C 1 (S kτ , B n ρ (0)) with h C 1 < δ andξ ∈ C 1 (S kτ , R n ), and thus
for anyh ∈ C 1 (S kτ , B n ρ (0)) with h C 1 < δ. This proves that A kτ is C 1 . 2 In summary, the functionalL kτ satisfies the condition (FN2) in Section 1 for
which is also τ -periodic.
By (2.3) it is easily checked:
(ii) ∀ε > 0, ∃ δ > 0, such that for anyγ 1 ,γ 2 ∈ C 1 (S kτ , B n ρ (0)) with γ 1 −γ 2 C 1 < δ the following holds:
Hence by [8, Prop.2.1] there exists a continuous map
Since the right side of (2.3) can be extended into a bounded symmetric bilinear form on
Thenf kτ is C 2 -smooth on W 1,2 (S kτ , R n ) and
is a critical point off kτ . It is also easily checked that
Proof. Firstly, it follows from Lemma 2.1 that there exists a linear symmetric compact operator Q kτ :
Note that for sufficiently large M > 0 there exists a δ > 0 such that
Hence
(See the arguments in [6, p.176-177]).
Next, we prove the regularity of
and using the integration by parts we get
for anyη ∈ W 1,2 (S kτ , R n ). As in the arguments below (2.8) it follows that
is continuous in t ∈ R. Note thatP (t) is invertible and
The condition (CP2) implies Ker(B kτ (0)) ⊂ C 1 (S kτ , R n ). This and b) yield
is the dimension of the maximal negative subspace of B kτ (0)) in W 1,2 (S kτ , R n ). It follows from (2.4) and (2.12) that for any k ∈ N,
(2.13)
Let Ψ : [0, +∞) → Sp(2n, R) be the fundamental solution of the problemu(t) = J 0Ŝ (t)u with Ψ(0) = I 2n . Herê
. 
always exists, and it holds that max 0, km
denote the maximal value of dimensions of linear subspaces
The following is our revision of Theorem 3.3 in [12] . Theorem 2.6 Let L satisfy the conditions (L1)-(L4). Then for any critical point γ of L E τ on EH τ , the mean Morse index
exists, and it holds that Here is the revised version of Theorem 4.4 in [12] .
For c = L τ (γ 0 ) and any small ε > 0, suppose that
and the homomorphism
is an isomorphism. (Hereafter K is always assumed to be a field without special statements.) Specially, (ψ 1 ) * = id, and (ψ k ) * • (ψ l ) * = (ψ kl ) * if the iterations γ l 0 and γ kl 0 are also isolated, and
Proof. Follow the notations in [12] , but γ 0 in the charts defined by [12, (3.6) , (3.7)] is chosen as the present γ 0 .
Step
By (3.1) and (2.12) one has
− be the Gromoll-Meyer pairs defined above [12, (4.5] (withγ =γ 0 ). By [12, (4.6) 
Step 2. Recall that the Gromoll-Meyer pairs [12, (4.5) ] (withγ =γ 0 ) are with respect to the negative gradient vector fields −∇L τ and −∇L kτ , respectively. Let η (j) be the flows of −∇L jτ , j = 1, k. Sincẽ
Recall the proof of [4, Th.
and F j be the continuous functions onŨ
+ defined by the condition:
By (3.7), it is not hard to check that
+ .
Hence for j = 1, k, the strong deformation retracts
These show that the map
+ ; K for j = 1, k, and that the following commutative diagram holds:
From these and the excision property we get the commutative diagram:
+ \Ũ
(1)
where two isomorphisms are induced by the inclusions. Since the reversed flows
are also strong deformation retracts, as in (3.9) we get the commutative diagram:
Finally, by the Deformation Theorem 3.2 in [4] (with the flows of −∇L jτ / ∇L jτ 2 jτ , j = 1, k) we have also the commutative diagram:
This and the commutative diagrams (3.9)-(3.11) show that Claim 3.2 is equivalent to
Using the excision property it is easily proved that Claim 3.3 is equivalent to
is an isomorphism.
Step 3.
by Palais theorem (cf. [4, p.14, Cor.1.1]), the inclusion
is the homotopy equivalence, whereL jτ is the restriction ofL jτ to C 1 (S jτ , B n ρ (0)),
By the excision property of homology groups, Claim 3.5 is equivalent to
There exists an open neighborhood V (j) of 0 ∈ C 1 (S jτ , R n ), j = 1, k, satisfying (3.13), such thatψ k induces an isomorphism
Step 4. Let B jτ (0) be as in (2.10). We have the orthogonal decompositions
where N * jτ , * = 0, −, +, are the null, negative, and positive definite spaces of B jτ (0), respectively, j = 1, k. Note that N 0 jτ and N − jτ are contained in C 1 (S jτ , R n ). So we have also topological direct sum decompositions
By Theorem 1.1 there exist an open neighborhood U jτ of 0 in C 1 (S jτ , R n ), an originpreserving local homeomorphism Θ jτ defined on U jτ and a C 1 map
for any
β jτ is C ∞ and α jτ is C 1 , j = 1, k). By Remark 2.3 and (2.10) it is easy to see that
for any k ∈ N, x ∈ C 1 S τ , B n ρ (0) and ξ ∈ C 1 (S τ , R n ). Moreover, (3.1) and (3.5) imply that for * = 0, −,
From this, (3.14) and (3.15) we get
As in the proofs of [11, Lem. 3.2, 3.3] we can get
kτ is a linear diffeomorphism, and the neighborhood U jτ of 0 ∈ C 1 (S jτ , R n ), the originpreserving homeomorphism Θ jτ defined on U jτ and map h jτ ∈ C 1 ( U jτ ∩ N 0 jτ , N − jτ ⊕ X + jτ ), j = 1, k, are chosen to satisfy:
Proof. For the sake of clearness we give a detailed proof. For small δ > 0 let
. By the proof of Step 1 in [8, Section 3], if δ > 0 is sufficiently small, then for each
where P ⊥ jτ is the orthogonal projection from
As in [8, Section 3], for j = 1, k let
Then by (3.21) and the second identity of (3.15) we have
is an isomorphism there exists a constant λ > 0 such that
Here · jτ is the norm induced by the inner product (·, ·) jτ on W 1,2 (S jτ , R n ), j = 1, k. Consider the flow ζ (j) (s) = ζ (j) (s, x ⊥ ) defined by the following ODE:
on X ⊥ jτ \ {0}, j = 1, k. It follows from the second identity in (3.15) that ∩ X ⊥ jτ \ {0} there exists a uniquē t j (x 0 , x ⊥ ) with
, from (3.22)-(3.23) and
we derive
. Hence the uniqueness impliest
By (3.23)-(3.24) we get
Step 5 of the proof in [8, Section 3] the desired Θ jτ is the inverse of the map
and is defined on B
for some small 0 <δ 0 <δ, j = 1, k. By (3.21) and (3.24) we have
for any x 0 + x ⊥ ∈ B
(1) δ 0 with x 0 ∈ N 0 τ and x ⊥ ∈ X ⊥ τ . Set 
By (3.19) we have the commutative diagrams
and thus
Clearly, forδ 0 > 0 sufficiently small, the sets
satisfy (3.13). Note thatL jτ • Θ jτ =β jτ +α jτ , j = 1, 2, and that ( Θ jτ ) * is an isomorphism, j = 1, 2.
Then for the open subsets V (1) and V (k) in (3.26), Claim 3.6 is equivalent to
Moreover, the deformation retracts
is a linear diffeomorphism and
because of (3.17) and (3.20) . Claim 3.9 follows immediately. We have proved that the homomorphism in (3.3) is an isomorphism. The other conclusions are easily obtained. Theorem 3.1 is proved. 2.
Our proof methods of Theorem 3.1 above can actually give the following abstract result. Theorem 3.10 Let H i be a Hilbert space with inner product (·, ·) H i and the induced norm · H i , and let X i be a Banach space with norm · X i , such that X i is a dense subspace of H i and that the inclusion X i ֒→ H i is continuous, i = 1, 2. For an open neighborhood W i of the origin θ i ∈ H i , suppose that f i ∈ C 2−0 (W i , R) has an isolated critical point θ i and satisfies the PS condition, i = 1, k. Also suppose that f i ∈ C 2 (W i ∩ X i , R) has an isolated critical point θ i and satisfies the conditions (FN2)-(FN3) and (CP1)-(CP2) in Section 1, L(H i , H i ) ) be the corresponding maps satisfying (FN2)-(FN3) , i = 1, k. Assume that the Morse index and nullity m − (f i , θ i ) and m 0 (f i , θ i ) defined by Definition 1.3, i = 1, k, are finite and satisfy
(These imply that the negative space
suppose that there exist a constant k > 0 and a linear embedding ψ :
for any x ∈ X 1 , and thus ψ| H 0
are linear isomorphisms.) Then for c i = f i (θ i ) and any small ǫ > 0 there exists the topological Gromoll-Meyer pair of
is an isomorphism. Consequently,
is an isomorphism, where η (i) (t, ·) are the flow of the negative gradient of f i , and
(This implies that for the topological Gromoll-Meyer pair
is an isomorphism.) By this theorem (or the same proof methods as Theorem 3.1) we can get the following revision of Theorem 4.7 in [12] . 
and that the iteration map ψ k : EH τ → EH kτ induces isomorphisms
Specially, (ψ 1 ) * = id, and (ψ k ) * • (ψ l ) * = (ψ kl ) * if the iterations γ l 0 and γ kl 0 are also isolated, and 
Theorem 3.12 For an isolated critical submanifold
and that the iteration map ψ k : H τ (α) → H kτ (α k ) induces an isomorphism:
, it is easy to check that for each j ∈ N,
This implies that
Note that for sufficiently small δ > 0 the set
is contained in an open neighborhood of the zero section of the tangent bundle
which restricts to an C 2 -embedding from
to an open neighborhood of the diagonal of
Here exp is the exponential map of the chosen Riemannian metric on M and (exp y v)(t) = exp y(t) v(t) ∀t ∈ R. This yields a
for j = 1, k. (Note that it is not the exponential map of the Levi-Civita connection derived the Riemannian metric , jτ on H jτ (α).) Clearly,
, and that Ψ jτ is S jτ -equivariant, j = 1, k. We also require δ > 0 so small that Q jδ (ψ j (O)) contains no other critical orbit besides ψ j (O), and that Ψ jτ {y} × N (ψ j (O)) y (jδ) and ψ j (O) have a unique intersection point y (after identifying ψ j (O) with the zero section N (ψ j (O))(jδ)), where
Let F jτ := L jτ • Ψ jτ , it is C 2−0 and satisfies
Precisely, choose ε > 0 such that F jτ has no other critical values in [jc − jε, jc + jε], and then define h jτ (y, v) = λF jτ (y, v) + v 2 jτ , and
where positive constants λ, ǫ 1 and ǫ 2 are determined by the following conditions:
for j = 1, k. (Note that different from [14] the present S jτ -action on N (ψ j (O))(jδ) is only continuous; but the arguments therein can still be carried out due to the special property of our S jτ -action and the definition of F jτ .) For any y ∈ ψ j (O), F jτ | N (ψ j (O))y (jδ) has a unique critical point 0 = (y, 0) in N (ψ j (O)) y (jδ) (the fiber of disk bundle N (ψ j (O))(jδ) at y), and
is a Gromoll-Meyer pair of F jτ | N (ψ j (O))y(jδ) at its isolated critical point 0 = (y, 0) satisfying
for any [s] jτ ∈ S jτ and y ∈ ψ j (O), j = 1, k. By (3.35) it is easily checked that
for each y ∈ O. Clearly,
is a Gromoll-Meyer pair of L jτ at ψ j (O), which is also S jτ -invariant, j = 1, k. The following commutative diagram
implies that we only need to prove Claim 3.13 ψ k induces an isomorphism
Recall that the fiber
is the subspace which is orthogonal to (
We have a natural bundle trivialization
for j = 1, k. From this and (3.37)-(3.38) we get the commutative diagram
So Claim 3.13 is equivalent to Claim 3.14 ψ k induces an isomorphism
K is an isomorphism, and
by the Kunneth formula, (it is where we need K to be a field), Claim 3.14 is equivalent to Claim 3.15 ψ k induces an isomorphism
This can be obtained by Theorem 3.10 immediately. Another proof of it is as follows. Let
is a Banach space and dense in the Hilbert space
(jδ) is C 2 and satisfies the assumptions of Theorem 1.1, j = 1, k. (These can be checked as in Section 2). Under the assumption (3.29) it is easily proved that 
respectively. Let η (1) (t, ·) and η (k) (t, ·) be the flows of negative gradients of
As in the proof above Claim 3.3 we can prove that Claim 3.15 is equivalent to Claim 3.16 ψ k induces an isomorphism
This can be proved as in the proof of Claim 3.3. Hence we prove Theorem 3.12 for the Gromoll-Meyer pairs in (3.39). 2 Lemmas 4.12, 4.13 in [12] may be revised as the following two lemmas.
Proof. Letγ 0 = φ −1 τ (γ 0 ) be as in Step 1 of the proof of Theorem 3.1.
by (2.12) and (2.13). (3.41) follows from Corollary 1.4 immediately.
For the second conclusion, by (3.39) and (3.40) we have
Since 
The passage "Noting (5.4), ...., the desired inequalities follow immediately." from line 8 from bottom to the end of the proof of that lemma on the page 3011 of [12] is changed into: "The Lemma 3.17 gives the desired inequalities immediately."
The following lemma is the revision of Lemma 5.3 in [12] .
Proof. It follows from Corollary 1.4 that
whereα kτ is given by (3.14) and is defined on a manifold of dimension m 0
. This also leads to C q−m − kτ (γ k 0 ) (α kτ , 0; K) = 0. 2 As a direct consequence we get the following revision of Corollary 5.4 in [12] . and m 0 1,jτ , respectively, j = 1, k. In particular, Lemma 6.2 in [12] and its proof are revised as follows. Therefore, whenm
, which contradicts to k ≥ k 0 . Since q ≥ n + 1, (4.2) implies that m − kτ (γ k j ) + m 0 kτ (γ k j ) ≥ n + 1. This also gives a contradiction. Lemma 4.6 is proved. 2
Whenm
For the remained proof, besides some necessary replacements for cited results, we change "Under Assumption F T (α) ..... for any k ∈ Q." in lines 13-17 in [12, p.3022] into:
"Under Assumption F T (α) we apply Lemma 4.5 to all k ∈ {2 m | m ∈ {0} ∪ N} to get an infinite subsequence Q of {2 m | m ∈ {0} ∪ N}, some l ∈ N and an γ ∈ {γ 1 , · · · , γ p } such that C n (L klτ , S klτ · γ kl ; K) = 0, m for any k ∈ Q."
