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Abstract 
 This dissertation describes advances made in applying sum frequency generation 
spectroscopy (SFG, in particular vibrational SFG or VSFG) to multilayer thin film 
systems.  Application of VSFG to thin film systems is motivated by the challenge of 
characterizing molecular structure at the active boundary in organic field-effect 
transistors, these are inherently buried interfaces.  VSFG is a surface-selective probe of 
molecular structure; however, when VSFG is applied to an organic thin film, the 
detected signal has contributions from two potential sources – the two interfaces of the 
organic – which must be separated.  The problem is further confounded by optical 
interferences inherent in multilayer thin film systems.  An intuitive mathematical model 
is developed; postulating a solution to the two-interface problem of SFG applied to 
planar and stratified multilayer structures.  The model system for this dissertation is thin 
films of the small molecule N,N’-dioctyl-3,4,9,10-perylenedicarboximide (PTCDI-C8) 
vapor deposited on silica thin film substrates, consistent with an oFET thin film 
geometry.  The interference model is used for an extensive simulation analysis that 
reveals intricacies contained in the intensity data of VSFG applied to that system.  
VSFG experiments performed on samples with PTCDI-C8 deposited as gradient 
thicknesses provide compelling evidence that the model gives an accurate description of 
optical interference effects and that it can be used to separate contributions to the total 
VSFG signal intensity.  The supplementary materials contain a collection of 
Mathematica notebooks that can be used to investigate optical interference effects on 
SFG data collected from systems composed of an arbitrary number of thin film layers.  
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1 Background 
"If I have seen further it is by standing on ye sholders of Giants." 
 - Sir Isaac Newton 
CHAPTER SUMMARY 
 This chapter provides the background information necessary to articulate the 
primary emphasis of this dissertation.  The principal interest is in exploiting the unique 
interfacial sensitivity of vibrational sum frequency generation spectroscopy (VSFG) to 
characterize molecular structure at the buried interface of organic field-effect transistors 
(oFETs).  The problem is motivated in the second section by detailing the potential 
advantages of organic semiconductors in terms of cost and performance that is undercut 
by their transitory functional behavior.  While many processes contribute to overall 
oFET performance, there is a clear connection to molecular structure at the active 
interface; however, its buried nature makes it difficult to characterize experimentally.  
The discussion on VSFG gives a detailed historical background and theoretical account 
including a summary of the dipole approximation, which leads to the interfacial 
specificity of VSFG making it an ideal tool for studying the active interface of oFETs.  
However, it is emphasized that coherent spectroscopies applied to thin film systems are 
subject to optical interference effects.  In addition, there are always two interfaces 
contributing to the detected VSFG response.  From the historical account it is made 
clear that the two-interface problem combined with optical interference effects is a 
current limitation for the application of VSFG and that there is a need for an optical 
   2 
interference model to describe the effects from multilayer thin film systems on VSFG 
signals.  This is the fundamental provocation of this dissertation and motivates the 
remaining chapters.  
  
   3 
1.1 MOLECULAR STRUCTURE AT A BURIED 
INTERFACE 
 The distinctive processes that occur at the boundary of condensed-phase 
materials (i.e. solid-solid, solid-liquid, solid-gas, liquid-gas) is the impetus for the 
extensive efforts to characterize and tune the material properties at those boundaries, 
broadly encompassed in the discipline known as surface science.  Within this 
comprehensive field one major subject area is in characterizing the boundaries of 
organic molecule thin films.  Historically, organic thin film systems have been 
important for applications such as adhesion,
1,2
 adsorption,
3–5
 reactivity,
6,7
 and 
wettability.
8–10
  Elucidating the mechanisms involved in each system’s function is a 
complex problem, but there is a clear connection to the structure of the molecules 
immediately adjacent to the boundary.  For many applications, the interface of interest 
is at the outermost exposed surface, allowing the surface scientist direct experimental 
access to probe the properties of the molecules there. 
 While external material surfaces present their own challenges in terms of 
structural characterization, with the advent of organic semiconductor materials, there 
has been a dramatic escalation of interest in characterizing the molecules at buried 
interfaces.  Making in situ measurements is essential because in most cases, processes 
that have a direct effect on overall device performance occur at internal material 
interfaces and it is the nature of the boundary during operation that drives these 
processes.  For example, charge separation and recombination at the boundary of 
electron donor and acceptor phases are crucial interfacial phenomena for organic 
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photovoltaics (oPVs) and light emitting diodes (oLEDs).
11,12
  Likewise, electron 
injection from metal electrodes into electrochromic thin films and carrier trapping are 
processes that can be dominated by interfacial structure.
13,14
  A particularly salient 
example in which the device behavior is almost exclusively controlled by molecular 
structure at a buried interface is the organic field-effect transistor (oFET).  For oFETs, 
although the charge transfer mechanisms that occur within the active region are 
complex, it is effectively only the first monolayer or two at the buried interface of the 
organic thin film and the dielectric material that participate in overall device 
performance.
15–20
   
 Characterizing interfacial molecular structure in organic thin film systems 
presents several challenges and when the active interface is internal (i.e. buried) the 
problem of characterizing molecular structure poses unique difficulties. First, the 
number of molecules at the interfaces can be far fewer than the total number of 
molecules through the bulk of the film so that any measurement must have high 
interfacial sensitivity.  Most linear optical measurements are contaminated by response 
from the bulk of the film, complicating data interpretation.  However, nonlinear optical 
spectroscopies have unique selection rules that can be exploited to gain new information 
about the system under study.  In this context, it is the symmetry rule for all even order 
spectroscopies that, within the electric dipole approximation, they are forbidden in the 
bulk of centrosymmetric media.  Only at interfaces where inversion symmetry is broken 
do they produce a response, making them inherently surface selective.  It is for this 
reason that the second order spectroscopy sum frequency generation (SFG) can be used 
to deduce molecular orientation at any interface accessible by light.
21–26
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 SFG is a coherent technique, and when measurements are performed on thin 
film systems the detected response is subject to thin film optical interference effects.  
For films thicker than a monolayer there are always two interfaces that contribute to the 
detected signal and typically only one is of primary interest.  The local input fields 
present at the active interfaces depend on the geometry of the entire system as do the 
fields emitted from those interfaces.  Thus, all detected SFG peaks potentially have 
contributions from both interfaces.  Separating those contributions is a complex 
problem, especially in systems composed of more than a single thin film, which is the 
case for most organic semiconductor devices.  However, the two-interface problem 
must be overcome in order to accurately deduce molecular structure at a specific 
interface in an organic thin film system. 
 The ideas presented in this dissertation relate equally well to any even order 
spectroscopy applied to any planar and stratified multilayer thin film system with 
material layers that lack inversion symmetry; however, the introductory discussion and 
all experimental work has focused on oFETs.  Throughout my graduate work oFETs 
have been the principal emphasis.  They embody the primary issue at hand: the interface 
that dictates device performance is buried and the devices are inherently multilayer 
structures.  And so, while the majority of this project is focused on a solution to the 
two-interface problem in SFG, the inspiration for these efforts come from the unique 
challenge of characterizing the structure of molecules at buried interfaces in organic 
thin film systems, specifically oFETs, utilizing nonlinear optical spectroscopy. 
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1.2 ORGANIC SEMICONDUCTING THIN FILMS 
 The technological relevance of organic semiconducting thin film systems is a 
result of an amalgamation of their inherent physical and chemical properties, relative 
ease of processing, and cost when compared to traditional inorganic materials. As 
“plastic” electronics, organic semiconductors often do not require a clean room to be 
processed, can be deposited on flexible substrates, and are relatively easy to mass 
produce (e.g. high throughput printing techniques). In many cases, they are stable at 
ambient conditions and have been shown to exhibit tunable conductivities through self-
doping and redox chemistry.
27,28
 
 Advances in performance have yielded devices that are increasingly effective 
and efficient and present day commercial successes of organic semiconductor thin film 
devices benchmark these developments.  For instance, oLEDs sold as large area panels 
for modern day aesthetic lighting are available.  Perhaps more impressively, organic 
semiconductors are being used in video displays, both as oLEDs that make up the 
individual pixels as well as oFETs that make up the active matrix (AM) for addressing 
those pixels.  Organic semiconductor technology offers faster display refresh rates, 
brighter pictures, and a wider range of viewing angles relative to older technologies.  
Few people realize that some smartphones such as the Samsung Galaxy S II and III 
already employ oLEDs in the pixel arrays.  Realizing fully organic portable video 
displays (both in the AM as well as the pixels) is a goal for the near future for fully 
“plastic” displays that are lightweight, shatter-proof, and flexible.  In the television 
industry organic semiconducting technology has just recently resulted in the 
commercial release of the world’s first curved panel television displays (the curve is 
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said to give a more immersed viewing experience).
29,30
  Other devices in development 
include organic circuits used for potential low-cost radio frequency identification tags 
(RFIDs),
31
 photovoltaics used in organic solar cells (oSCs) and a broad spectrum of 
organic thin film transistors (oTFTs) for use in electronic circuits, as well as pressure 
and temperature sensors.
32–34
  
 There have been tremendous strides towards consumer applications; however, 
organic semiconductors are generally plagued by short shelf lives and transitory 
functional lifetimes. For instance, commercial video displays include technology that 
has been developed to compensate for material degradation in order to expand the 
apparent lifetime of otherwise degraded pixels
35
 and special circuits have been 
developed to compensate for threshold voltage shifts in oFETs for potential use in the 
AM.
36
  They are at present generally not robust enough for most commercial 
applications without these types of extraneous compensation techniques. Nevertheless, 
development of these secondary technologies is an indication of the difficulty presented 
by the functionality of organic semiconductors transcended by their potential benefits.
 This section reviews advances leading up to the present day field of organic 
semiconductors followed by a discussion on oFETs which invariably relates charge 
transport to molecular structure at a buried interface.  Then a brief account is given of 
some of the standard tools used to measure structure at buried interfaces in organic 
semiconductor thin film systems.  The conclusion is that there is a need for a technique 
that is interface-specific, highly sensitive, and able to measure structure at buried 
interfaces and on a wide variety of systems.  This leads naturally to the next section on 
the nonlinear optical spectroscopy called sum frequency generation (SFG).   
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 A Brief History of Organic Semiconductors 1.2.1
 The study of the electrical properties of organic materials with conjugated and 
aromatic π-electron systems began with scattered reports of a few noteworthy 
substances but has escalated over the past 35 years to a cutting edge research field that 
has resulted in the commercialization of some of these technologies in the last decade.  
Conducting properties in small molecule organics that form crystalline solids have been 
studied for over 100 years. Some of the earliest work includes the report of anthracene 
as a photoconductive substance in 1906
37
 and 1913
38
 and an investigation of its dark 
conductivity in 1910.
39
  The report of a perylene-bromine complex in the solid state 
with a remarkably low resistivity in 1954 was another intriguing discovery that touched 
on an ongoing problem in organic semiconductors: they often do not maintain optimal 
conductivity over time.
40
  The synthesis of polyacetylene was first reported in 1958 and 
was shown to be a semiconductor in the solid state with variable conductivity.
41
 Its 
conductivity remained mostly a curiosity for nearly 2  years. In the early     ’s, a 
report of the crystalline inorganic polymer polysulfur nitride with metallic conducting 
properties
42,43
 rekindled interest in the electronic properties of the organic polymer.
44,45
  
Groundbreakin  work in the late     ’s by Shirakawa,  acDiarmid, Hee er and 
coworkers on thin films of crystalline polyacetylene showed the possibility of an eleven 
order-of-magnitude increase in conductivity utilizing optimal stereochemistry and 
introduction of both p-type and n-type dopants.
46–49
  The work on doped polyacetylene 
is considered the beginning of the modern age of organic electronics and is the basis for 
their award of the Nobel Prize in Chemistry in 2000.  Following this work, the field of 
conducting organic polymers and molecules including their synthesis, characterization 
   9 
and potential uses has exploded.  There have been thousands of papers, reviews, and 
books published that focus on identifying organic semiconductor compounds, 
characterizing their physical and chemical properties, and developing applications for 
their use in semiconductor devices.  
 The Organic Field-Effect Transistor 1.2.2
 An organic field-effect transistor is shown in Figure 1-1.  The oFET 
configuration shown is for a bottom-gate/bottom-contact geometry used in this work 
(the gate electrode is separated from the source and drain electrodes by a dielectric 
layer).  
 
Figure 1-1.  (a) Side view of the geometry of a bottom gate/bottom contact organic field-effect 
transistor with a look at the accumulation region.  (b) Top view with dimensions of the conduction 
channel (not to scale). 
 
The gate and dielectric typically consist of a doped semiconductor with an oxide 
insulating layer 200 - 400 nm thick (commonly silicon/silicon dioxide).  The source and 
Gate Electrode 
Dielectric 
Organic 
Semiconductor 
  
  
Drain Source 
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Source Drain 
 L =10-100 μm 
 W =100 μm - 1 mm 
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drain electrodes are a metal with a work function close to the highest occupied 
molecular orbital (HOMO) or lowest unoccupied molecular orbital (LUMO) (depending 
on charge carrier type).  They can be deposited directly on the insulating substrate using 
clean room techniques such as a photolithographic mask with electron beam vapor-
deposition.  The organic thin film is typically 30 – 50 nm thick and is normally 
deposited by vacuum sublimation or solution processing.  Characteristic conduction 
channel dimensions are included in Figure 1-1 (b).
50,51
 
 An oFET is a switching device: when a suitable potential is applied at the gate 
electrode, ,GV  charge carriers collect in a thin layer of the organic semiconductor (~1 – 
4 nm) at the interface of the organic and dielectric.  This interface is referred to as the 
accumulation layer.
50–52
  Current flows in this conduction channel when a potential 
difference is applied between the source and drain electrodes, DV .  Charge carriers can 
be either holes (p-type) or electrons (n-type).  The more common p-type organic 
semiconductors turn on with negative gate voltages whereas n-type are activated by 
positive gate voltages. 
1.2.2.1 Electrical Characterization 
 There are several terms used in the literature to quantify the useful properties of 
oFETs.  The most common measure is the field-effect mobility,   (referred to as the 
mobility throughout this dissertation).  The mobility is a parameter that relates the 
electron drift velocity, ,dv  to the applied electric field .E  
 d E    (1.1) 
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It is directly proportional to conductivity, ,  through the volume number density of 
charge carriers, ,N  and the fundamental charge, .e   
 Ne    (1.2) 
Mobility units are usually given in cm
2
/V*s and typical values for oFETs range from 
10
-7
 cm
2
/V*s for amorphous organic films to 1 – 10 cm2/V*s for highly crystalline 
films.
50,53
  Other important parameters include the threshold voltage ,TV  defined as the 
limit of the gate voltage for which conduction does not occur between the source and 
drain electrodes, and the current on/off ratio on offI I  is an important measure when any 
small leakage in the off state is an issue. 
 
Figure 1-2.  Typical output (a) and transfer (b) characteristics of PTCDI-C8 oFETs fabricated for 
this project.  Also, scaled on the right in (b) are data for 100DV   V shown with a typical fit to the 
saturation regime of the curve. 
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 The conducting properties of oFETs are usually characterized by holding either 
DV  or GV  constant while sweeping over the other to obtain D DI V  (output 
characteristics) and D GI V  (transfer characteristics) curves.  Figure 1-2 shows 
exemplary transfer and output curves taken on devices fabricated in our lab.  The 
organic material for these scans is N,N’-dioctyl-3,4,9,10-perylenedicarboximide 
(PTCDI-C8), an n-type organic semiconductor used exclusively in this work.  The 
electrical curves were obtained under high vacuum in order to minimize effects from 
atmospheric oxygen and water.  The curve features are discussed in what follows. 
 Several equations have been derived that make it convenient to characterize the 
mobility of oFETs experimentally.
51,52
  Mobility is a consequence of the charge carrier 
profile in the conduction channel.  The areal charge density indq  (number of 
carriers/area) is proportional to the volume number density through the fundamental 
charge and the channel depth .t   It is also proportional to the voltage difference between 
the gate voltage and the voltage along the conduction channel  V x  due to the bias 
applied between the source and drain electrodes and through the capacitance of the 
dielectric material .oxC   Here x  denotes the lateral position within the channel between 
the source and drain electrodes. 
       ind ox Gq x N x et C V V x     (1.3) 
 Eq. (1.3) is not quite correct since the point at which charge carriers are injected 
into the conduction channel most often does not correspond to 0.GV    Factors that 
shift the point of injection include barriers at the source and drain electrode/organic 
interfaces, impurities within the semiconductor film, deep traps that must be filled 
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before conduction will occur, and any other non-idealities.  To compensate for all these 
effects the threshold voltage TV  is defined and the equation is rewritten. 
       ind ox G Tq x N x et C V V V x      (1.4) 
 
 
Figure 1-3.  Carrier concentration profiles across the conduction channel when (a) D G TV V V  
the linear regime, (b) ,D G TV V V   and (c) D G TV V V   the saturation regime. 
  
 With the source electrode voltage set to ground and assuming  V x  is due only 
to ,DV  which has a linear gradient profile across the channel, the charge carrier profile 
takes on the spatial characteristics of .DV   When DV  is small compared to G TV V  the 
carrier concentration is approximately constant across the channel.  As long as 
(a) 
 
(b) 
 
(c) 
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D G TV V V   the average value of indq  can be expressed as Eq. (1.5) since the average 
value of a linear function is half its maximum value plus its intercept. 
    
2
D
ind ox g T
V
q x N x et C V V
 
    
 
  (1.5) 
Figure 1-3 shows qualitative representations of the carrier concentration in the 
accumulation region for the cases that ,D G TV V V  ,D G TV V V   and 
.D G TV V V    
 In order to obtain the I V  relationships, the derivation be ins with Ohm’s law 
and substitutes in the results from Eqs. (1.2) and (1.5). 
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   
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 (1.6) 
The final result of Eq. (1.6) gives the I-V equation in the linear regime, that is, the 
current is linear in GV  at small .DV   At higher DV  the carrier density can become 
clipped which makes the linear gradient approximation invalid. 
 There are three regions defined for I V  curves: the subthreshold, saturation, 
and linear regimes (refer to Figure 1-2).  In the subthreshold part of the /D G DI V  curves 
,G TV V  the oFET has no connected carrier accumulation and Eq. (1.6)  is invalid.  
With G TV V  there are two regimes of operation.  When D G TV V V   the curves are 
approaching saturation, the point at which the carrier concentration becomes pinched at 
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the drain electrode, and when D G TV V V   the curves are in the saturation regime 
and the carrier profile is clipped.  In the saturation regime any increase in DV  leads to 
no increase in current since the integrated resistance remains constant in the channel.  
When D G TV V V  the quadratic DV  term in Eq. (1.6) can be dropped and is referred 
to as the linear regime of the curves.   
 Two derivatives are useful for calculating the mobility, the transconductance mg  
and conductance .dg    
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  (1.7) 
Eq. (1.7) shows results for calculating the mobility in the linear regime (μ ).lin   In the 
saturation regime DV  can be approximated by setting it equal to .G TV V    
  
2
,
2
D sat ox sat G T
W
I C V V
L
    (1.8) 
The mobility can then be calculated from the D GI V  curves in the saturation regime 
most easily by fitting ,D satI  curves (see Figure 1-2 (b), the right side axis). 
 The simple equations derived and commonly used are based on sweeping 
approximations; thus, they do not fully account for characteristic I V  curves.  As a 
result, experimentally determined mobilities in the linear and saturation regimes often 
do not agree.
50–52,54,55
  Experiments have shown that other effects are important such as 
injection barrier effects from the source and drain electrodes and mobility dependence 
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on GV  and .DV
51,54,56,57
  It is for these reasons that mobilities are usually calculated in the 
linear regime where the approximations are considered to be more valid. 
1.2.2.2 Charge Mobility Theories 
 Charge mobility theories account for the microscopic static and dynamic 
processes that are responsible for the macroscopic conducting properties of oFETs.  
There are numerous sophisticated models that have been developed for the mechanism 
of charge transport on the many different classes of oFETs;
58–63
 however, the nature of 
charge mobility is still not well understood.
50,64,65
  At present, it is thought that these 
devices operate by some mix of a charge hopping and polaronic mechanisms.  The 
dependent variable to test mobility models is usually temperature since it is the easiest 
“knob to turn,” experimentally.  The charge hopping regime is temperature-assisted and 
is usually used to describe mobility in highly amorphous films. The polaron model is 
temperature-limited and usually applied to crystalline films.   
 
Figure 1-4.  Graphical representation of the charge hopping theory in amorphous organic films for 
a negative (electron) charge carrier. 
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 Charge hopping theory treats molecular groups as forming spatially discrete 
states within the conduction channel and contributing to a distribution in the density of 
states (DOS) occupiable by charge carriers. 
59
  In the simplest approximation, these may 
be thought of as the molecular HOMOs for holes or LUMOs for electrons.  Figure 1-4 
depicts the theory graphically for a normally distributed DOS and a negative (electron) 
charge carrier.  When charge carriers are injected they must hop between these localized 
states along the width of the conduction channel (in one dimension for simplicity) while 
staying above some defined temperature dependent trap energy, .TE  Carriers that fall 
into states below the trap energy are said to be trapped.  This mechanism is temperature 
assisted: higher thermal energy allows carriers to overcome energetic barriers between 
adjacent states due to disorder.  Thermally induced waves (phonons) in the film rapidly 
change the interactions of molecular orbitals (MOs) on adjacent molecules on the time 
scale of hopping events.  This renders states that are at one instant a trap in another 
instant a conducting state.  Increased thermal energy also raises the probability for 
carriers to hop out of deeper tr exp
Bk T

 
  
 
apped states.  Experimental data and 
hopping models have indicated mobility has an Arrhenius-like dependence on 
temperature T .51,66 
   (1.9) 
Here   is the activation energy for the barrier and Bk  is the Boltzmann constant.  
Experimental evidence for trap states has been obtained using the method of thermally 
stimulated currents (TSC) as well as thermally stimulated luminescence (TSL) on 
amorphous organic films.
67–69
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 The distribution in the DOS (and therefore the density of trapped and conducting 
states) is strongly dependent on film morphology.  Highly amorphous films lead to 
wider distributions with more electronic trap states, which in turn lead to lower 
mobilities.  Defects in the film (i.e. impurities) can cause additional local trap sites in 
the HOMO-LUMO gap.
51,64–66,69
 Specific systems can have widely varying DOS 
characteristics which has a direct effect on overall device performance. 
 For highly ordered crystalline films, charge hopping theory does not account for 
the inverse-power law dependence of mobility on temperature.
51,70
  At very low 
temperatures, measured mobilities are high and reflect the band theory of inorganic 
semiconductors.  With the exception of a few highly pure crystals that demonstrate high 
mobility and anisotropy at ambient temperatures (e.g. rubrene >5 cm
2
/V*s),
53,71,72
 
measured mobilities at elevated temperatures of most organic crystals correspond to 
mean free paths that are less than the intermolecular distances.
51
  These results exclude 
the delocalization assumed in the band theory of semiconductors.    
 Polaron models have been developed to account for the temperature dependence 
of mobility in highly ordered organic films.  A polaron is thought of as a quasi-particle 
that travels through the lattice.  It consists of a charged particle (electron or hole) and 
the accompanying distortions in the lattice associated with a reorganization energy.  
Figure 1-5 illustrates a simple physical description of the polaron in one dimension. 
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Figure 1-5.  Illustration of a hole-polaron moving in a one dimensional lattice, the circles are nuclei. 
 
Eq. (1.10) is the result for one derivation of the theory that relates the mobility to 
temperature in the high temperature limit.  bE  is the polaron binding energy, defined as 
the energy gain of an infinitely slow carrier due to the polarization and deformation of 
the lattice.
17
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  (1.10) 
The interactions of the polaron with thermally induced phonons predict restricted 
charge flow with temperature 3 2(T   dependence) when .B bk T E   The polaron model 
also accounts for self-trapping that occurs due to the reorganizational energy of the 
lattice.  In molecular crystals the polaron model is a limit on the charge hopping model 
where the DOS of conducting states is very narrow. 
 Another model commonly encountered in the literature is known as the multiple 
trapping and release mechanism (MTR).  It was originally developed for amorphous 
silicon semiconductor (α-Si) devices but has since been applied to organics.17,65,73  The 
model assumes delocalized band transport with a high concentration of localized 
electronic trapped states near the band edge.  MTR has been applied primarily to 
organic devices consisting of small molecule crystalline films; however, meaningful 
+ 
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results are obtained over limited temperature ranges.
51,65,74
  MTR is generally not 
considered a complete description of charge transport in oFETs. 
 Charge mobility in organic semiconductors is thus described as some mixture of 
three basic mechanisms: carriers hopping between localized states with some states 
defined as traps, carriers described as polaronic quasi-particles moving through lattice 
sites defined with some polaron binding energy, and carriers moving in delocalized 
states comparable to the semiconductor band model, which may include localized traps 
below the band edge.  The dominant mobility limiting mechanisms in the majority of 
oFETs are thought to be hopping versus polaronic.  Amorphous films are typically 
modeled well by the hopping mechanism whereas crystalline films are better modeled 
with polarons.  The switch between these two mechanisms is believed to occur with 
mobilities around 0.1-1.0 cm
2
/V*s, the region in which many oFETs are found.
64
  
 Considerations for modeling specific systems must factor in film morphology.  
This includes the extent of disorder, defects, and impurities, as well as the degree of 
molecular orbital overlap, anisotropy in any crystalline regimes, and effects from grain 
boundaries in films that form amorphous as well as crystalline regions (i.e. poly(3-
hexylthiophene-2,5-diyl, P3HT)).
75
  The dielectric layer has also been shown to play an 
important role in charge transport.
76–78
  While a unified theory on charge mobility 
remains unresolved, there is a clear connection to molecular packing that is inextricable 
connected to molecular structure.
79
  Better understanding will come with experiments 
that elucidate structural information. 
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1.2.2.3 Charge Transfer Theory 
 The mobility theories as presented mask the connection to the microscopic 
processes that occur in order to move charges through the system.  The fundamental 
process is that of charge transfer from an initial localized quantum state i  to a final 
state 
f  coupled to a density of final states  .fE   The process can be viewed as a 
nonradiative decay of an electronic state.  The chemical equation can be written in 
terms of charge donor and acceptor species. 
 
fi
if
fi
k
k
D A D A

     (1.11) 
Using first order perturbation theory one writes a transition rate constant ifk  at long 
times as
52
 
  
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if f i fk V E
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     (1.12) 
The electronic coupling matrix element between initial and final states depends on the 
molecular orbital overlap and the interaction energy .V   The functional form of  fE  
includes temperature effects, reorganization energy, free energy (including effects from 
applied bias), and effects from vibrational coupling.  For instance, in the high 
temperature regime, that is, for vibrational modes satisfying Bk T  the rate 
expression takes the form of semiclassical Marcus theory
80,81
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  (1.13) 
where 
0G  is the Gibbs free energy of the reaction and   is the reorganization energy. 
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 The transition rate describes the static and dynamic effects that influence 
mobility on a microscopic scale.  From the electronic coupling matrix element it is clear 
that molecular alignment and molecular structure are important parameters to consider.  
On a macroscopic scale, orbital overlap varies in amorphous regions or in films with 
distinct domains (e.g. grain boundaries vs. polycrystalline domains).  It is the 
macroscopic scale that directly influences overall device performance so that average 
molecular structure through the device channel is an important parameter when 
assessing contributions to overall device mobility.  
 Survey of Structural Characterization at Buried Interfaces 1.2.3
 For oFETs, the active interface is internal to the thin film system (i.e. buried), so 
that the problem of characterizing molecular structure poses particular challenges.  
There are numerous approaches to characterizing the structure of interfacial molecules, 
each possessing its own strengths and weaknesses.  X-ray techniques that measure 
specular reflectivity or diffraction in grazing incidence to wide angle operation can be 
used to sample film structure on many different length scales.
82–85
  These techniques 
typically sample the entire thin film system and extracting information on the interfaces 
is a matter of setting up an appropriate model and beam geometry.  The models and 
theory behind X-ray scattering are well-established and the data interpretation is often 
clear.  On the other hand, these approaches sample only the most ordered (crystalline) 
regions of the thin film, while the amorphous fraction may contribute significantly to 
device success.  Furthermore, the grazing incidence beam geometries that can be 
utilized to access interfacial information are limited to total external reflection, 
generally probing the outer interface or a combination of bulk and interfacial 
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contributions.
86–89
  X-ray spectroscopic techniques have also been demonstrated as 
surface sensitive probes.  For example, near edge x-ray absorption fine structure 
(NEXAFS)
90–92
 or X-ray photoelectron emission microscopy (X-PEEM)
93
 can be used 
to deduce structure at an interface.  However, they are generally limited to sampling 
exposed interfaces. 
 Scanning probe microscopy (SPM) techniques like atomic force microscopy 
(AFM) or kelvin probe microscopy (KFM) offer mesoscopic spatial resolution of 
topography and surface potential.
18,94–100
  Microscopic structure can sometimes be 
inferred by these measurements;
95,101
 however, they are inherently biased to probe the 
external surface.  Buried interfaces are sometimes studied by SPM by fabricating 
extremely thin films (< 1 monolayer) and assuming that what is learned about this layer 
also applies to the buried interface of a thicker film.
102,103
   
 Optical spectroscopies offer the advantage of non-destructive characterization 
but their signals are generally overwhelmed by bulk response.  Surface-enhanced 
spectroscopic techniques like surface enhanced Raman spectroscopy (SERS) may offer 
very high surface sensitivity but have extremely restrictive requirements for the 
substrate.  In other instances, buried interfaces have been studied by physically 
removing the film from the substrate at low temperatures and carrying out X-ray or 
SPM measurements on the newly exposed surface.
104,105
 Of course, this destructive 
approach renders the device unviable for further testing and likely perturbs the 
(formerly) buried interface.   
 Many of these techniques are complementary, and a common strategy is to use 
some combination of experiments to impart some confidence in data interpretation.  
   24 
With this in mind, a broad implication of this work is to contribute to the viability of 
adding nonlinear spectroscopy as an additional tool for the surface scientist studying 
buried interfaces in thin film systems.  
 Conclusion 1.2.4
 Developing organic semiconducting devices with stable mobilities and threshold 
voltages, high ,on offI I  and having long functional lifetimes is of paramount importance 
for applications involving oFETs.  While there have been some noteworthy 
breakthroughs in terms of device performance;
106–109
 deep physical understanding of 
primary factors affecting device functionality is generally either elusive, or is obtainable 
only for specific systems.  Organic semiconductors have now been studied for over 30 
years with many elegant physical discoveries, but there remain many fundamental 
questions.   
 In terms of understanding factors that are relevant to device performance and 
degradation there are still considerable challenges.  These include low charge carrier 
mobilities, high threshold voltages, threshold voltage drifts, current leaks, bias-stress 
effects, deep traps, environmental instability, and variable switching rates.
65,110
  Bias-
stress effects are important because applied voltages can induce permanent changes in 
oFET functionality.  Deep traps contribute to decreased mobility over time and current 
leaks.  Environmental instability is very important especially for n-type devices because 
of susceptibility to oxidation from atmospheric oxygen.  Stable switching rates are 
important for applications that involve high speed on/off switching such as graphical 
displays.
111
  All of these affect or are affected by the microscopic geometric and 
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electronic structure in the active interfacial region of these devices.  This region is the 
focus of this project.     
 Characterizing the structure of molecules in the active region of oFETs is a 
particularly challenging problem.  The two most basic requirements of an ideal 
experiment for studying molecular structure at a buried interface in an organic thin film 
system are that it is selectively sensitive to molecules at the interface and that it can be 
applied to a wide variety of systems.  This is the motivation for applying nonlinear 
spectroscopy to organic thin film systems.  For SFG, the selection rules are such that 
there is high sensitivity to interfacial molecular structure and it can be applied to any 
system accessible by light. 
1.3 SUM FREQUENCY GENERATION 
SPECTROSCOPY 
 Linear optical spectroscopies describe light-matter interactions at 
electromagnetic intensities that do not alter the material optical properties. In that 
regime, the familiar quantity called the refractive index n i    has real and 
imaginary parts that vary with the frequency of light but are otherwise invariant to input 
field light intensity, and for this reason they are known as optical constants.  Linear 
interactions can also be described in a more fundamental way as materials that have an 
optical response that is linear in the applied electromagnetic field amplitude.  This 
relation describes our most common experiences with light-matter interactions such as 
reflection, transmission, diffraction, absorption, and thin film optical interference.   
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 When the intensity of light is sufficiently high – as when illuminated by an 
intense laser beam – the optical response of a material may become nonlinear in the 
incident electromagnetic field amplitude.  There are many consequences of optical 
nonlinearities; they lead to such effects as the optical Kerr effect (self-focusing, self-
phase modulation), cross phase modulation, and wave mixing.  Sum frequency 
generation is described within the latter of these effects.  The interest in nonlinear 
optical techniques stems from the unique interactions that give rise to distinct selection 
rules relative to linear techniques.  For SFG, the primary selection rule concerned here 
is that, within the electric dipole approximation to the interaction with light, systems 
that possess inversion symmetry on a macroscopic scale will have a possible SFG 
response only at phase interfaces where inversion is necessarily broken.  Details of this 
statement are discussed in Section 1.3.2.  The combination of wave mixing and its 
interfacial selection rule make SFG an experimentally powerful tool to study molecules 
at interfaces. 
 In this section a historical background for interfacial SFG is recounted followed 
by a review of the theory of SFG from classical electrodynamics for a single interface 
system.  The macroscopic observables are related to the microscopic polarization 
described by quantum mechanics.  In Section 1.3.2 a discussion on the origin of the 
interfacial selection rule is provided that inevitably results in the structural sensitivity of 
SFG.  Bulk contributions are considered as a reminder that most SFG data analysis 
involves an approximation that may not always be valid.  But in the presence of 
resonant enhancement and polar ordering at an interface, the conclusion is that SFG is a 
sensitive probe to interfacial molecular structure. 
   27 
 Historical Perspective  1.3.1
1.3.1.1   he     ’s    Classical  nti uity 
 With the advent of the first functional optical lasers in 1960,
112,113
 scientists 
were exposed to a new type of light source that provided coherent radiation at 
unprecedented high intensities.  Less than a year later the first demonstration of 
coherent wave mixing was reported when Franken, Hill, Peters, and Weinreich reported 
second harmonic generation (SHG) from a quartz crystal in July of 1961.
114
  In the 
following year there were several experimental reports of coherent three-wave mixing 
in various nonlinear media
114–119
 including the first report of SFG.
115
  Experiments 
inevitably led to a more formal treatment of the theory.  The theoretical implications for 
nonlinear response from coherent radiation (versus incoherent sources) was first 
recognized by Armstrong, Bloembergen, Ducuing, and Pershan in early 1962 when they 
formed a mathematical foundation for coherent wave mixing in a dielectric.
120
  They 
formulated a quantum mechanical microscopic description using semiclassical 
perturbation theory that mapped onto the classical macroscopic description of 
electrodynamics  iven by  axwell’s e uations and the Lorentz force. This work is the 
origin of the connection between the microscopically averaged contributions to the 
macroscopic nonlinear polarization commonly used today. 
 The importance of boundary conditions between linear and nonlinear media 
were acknowledged in the early theoretical work
120
 and details were provided by 
Bloembergen and Pershan in a separate report in 1962.
121
  This marked the first 
consideration for three-wave mixing optical nonlinearities as a possible surface 
boundary probe.  In that paper they specifically considered SHG reflected from an 
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otherwise semi-infinite nonlinear crystal (KDP).  However, as KDP lacks inversion 
symmetry, their discussion relied on the bulk electric dipole contribution to the SHG 
response.  The reflected intensity was said to have contributions from a layer thickness 
on the order of the wavelength of light.  They also introduced the idea of a nonlinear 
material slab of finite thickness for transmitted SHG although they did not make the 
connection to a polarized sheet (limit of zero thickness), which has become an 
important concept in the current theory. 
 It was recognized early on that the leading terms in any three-wave mixing 
nonlinear response are due to electric dipole interactions, which are zero in materials 
that possess inversion symmetry.
120–123
  The next highest terms are the electric 
quadrupole and magnetic dipole interactions which are generally bulk active, although 
many orders of magnitude smaller than typical allowed electric dipole type interactions.  
 s work on centrosymmetric systems pro ressed in the     ’s, much of the 
experimental observations were thus formulated based on the idea that dominant 
contributions came from electric quadrupole and magnetic dipole type interactions.  The 
first observation of SHG from a crystal with inversion symmetry came in 1962 by 
Terhune, Maker, and Savage.
119
  The nonzero response from calcite was attributed to 
the higher order terms from the bulk and a third order electric dipole effect due to 
application of an external static electric field.   
 The theory was modified a few years later to include a “surface-type” electric 
quadrupole term, distinct from the bulk contribution, that arose due to the predicted 
abrupt discontinuity of the normal component of the electric field amplitude at a 
material boundary.
124–126
  During the early years, experimental work on 
   29 
centrosymmetric systems focused on SHG (as opposed to generalized SFG) observed 
from metals,
126–131
 semiconductors,
121,130–132
 dielectrics,
131
 and liquids.
133
  The studies 
were primarily purposed to test the theories in this new field with an emphasis on 
determining the origin of the surface contribution.  A summary of the experimental and 
theoretical contributions from this early work was published in 1968.
134
  An important 
idea that emerged from these first few years of coherent three-wave mixing was that the 
interfacial atomic layer should provide a distinct nonlinear response as compared to the 
bulk of the material. 
 The next advancement in the theory of three-wave mixing was the recognition 
that the surface of a material itself is somehow intrinsically different from the bulk, as 
opposed to a difference in the way in which applied electromagnetic fields behave 
differently at a boundary.  That is, to this point the surface contribution was attributed to 
the bulk quadrupolar interaction being amplified by the large interfacial field gradient, 
and there had been no consideration for distinct interfacial material properties.  The idea 
was inspired by the possibility that surface contamination affected the surface SHG 
process, as was originally acknowledged by Wang in 1968 with his work on water and 
acetone.
133
  In 1969, Brown and Matsuoka systematically studied the effects of surface 
contamination by observing SHG intensity changes from evaporated silver films in high 
vacuum before and after breaking the vacuum.
135
  To explain the changed SHG 
response, they conjectured that the atoms at the interface experience a break in the 
otherwise isotropic bulk symmetry and are therefore subject to a nonzero interfacial 
electric dipole type interaction.  This marked the first consideration for a unique 
material response due to inversion symmetry breaking at the interface.  The newly 
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defined dipole-allowed surface states were said to be highly sensitive to adsorbed 
species and possibly even caused by these species (although their discussion focused 
primarily on the latter hypothesis, the former statement is generally considered correct 
today).  Two years later, Rudnick and Stern produced a detailed theoretical 
consideration for symmetry breaking at an interface and the resultant dipole-allowed 
surface states.
136
  That work contains a comprehensive discussion on the various source 
terms related to three-wave mixing in metals. Surface states at a metal interface were 
considered in more detail by Wang, Chen, and Bower in 1973.
137
 
1.3.1.2  he     ’s     he iddle   es 
 Experiments in the     ’s focused primarily on metals as interest extended 
beyond the basic ideas of free and core electron contributions to the SHG signal into 
resonant enhancement by surface waves at metal interfaces that were originally 
predicted in 1909.
138
  The first observation of resonantly enhanced SHG by surface 
plasmons came in 1974 by Simon, Mitchell, and Watson,
139
 which was followed by a 
number of theoretical and experimental reports.
140–149
  Experimentally, attenuated total 
reflection (ATR) geometry was introduced at this time as theoretical and experimental 
efforts showed large enhancements in wave-mixing experiments due to better coupling 
between propagating fields and surface waves.
136,139,150
  The primary emphasis 
continued to be on connecting experimental observations to theoretical predictions.  As 
it turned out, coupling of fields to surface plasmons in metals to produce SHG was 
inefficient and not surface selective since the evanescent wave penetrated the metal 
surface on the order of the wavelengths involved, usually several hundred 
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nanometers.
151,152
  However, resonant enhancement of the wave mixing process, which 
was theoretically discussed earlier,
126,130
 was an important experimental initiative 
explored during this time.  
1.3.1.3 The 1980’s    The Renaissance 
 A report in 1973 on SHG from Ge surfaces with Na controllably evaporated to 
sub-monolayer coverage is perhaps the first quantitative report of SHG as a surface 
probe.
153
  However, the distinction between experimentally substantiating theory and 
actually characterizing an interface is somewhat vague, and the switch to application of 
SHG and SFG as a surface analytical probe is generally attributed to work that began in 
1980 in Professor Yuen- on Shen’s research  roup at Berkeley.  Research to this end 
arose when they made the connection that the large surface enhancements observed in 
SERS
154
 could apply to wave mixing experiments and that those enhancements should 
report on phenomena occurring only at the metal interface.  In October of 1980, Chen, 
Castro, and Shen reported SHG enhancement of 10
4
 by a roughened silver surface.
155
  
Several reports from that group followed demonstrating interfacial sensitivity of SHG 
using surface enhancement effects.
156–158
  These efforts led to a re-examination of SHG 
and SFG, theoretically and experimentally.
159
  Early estimates predicted insensitivity of 
three-wave mixing to surface contamination or surface orientation of cubic 
crystals;
131,133,134
 however, aside from the scattered earlier reports on surface 
adsorbates,
131,135,153
 important advances durin  the     ’s included the realization of 
sub-monolayer sensitivity
156–163
 as well as surface rotational anisotropy of otherwise 
centrosymmetric crystals.
164–169
  The general recognition of the importance of 
   32 
measuring well-defined surfaces with superior experimental control was introduced 
during this time, a number of reviews from the mid     ’s summarize the topics.170–172 
 While the connection between macroscopic three-wave mixing to microscopic 
structure was laid out much earlier,
120
 the first reports of SHG as a probe for molecular 
structure at an interface only began to emerge in the early     ’s.  This is generally 
considered to be a major strength of these techniques today.  In 1981, Heinz, Chen, 
Ricard, and Shen reported on two rhodamine dye monolayers adsorbed on a fused silica 
substrate in which they measured SHG enhanced by electronic resonance and were able 
to deduce a rough average molecular polar orientation on the surface.
160
  Absolute 
orientation calculations for molecules adsorbed at interfaces was a major step forward 
for three-wave mixing techniques as numerous studies relating surface properties on 
atomic and molecular scales emerged including molecular adsorbates on solids,
160,173–189
 
adsorbates and interfaces of liquids,
190–203
 and processes occurring at electrodes in 
electrochemical cells.
163,204–216
   A number of these studies exploited the pulsed nature 
of the input beams to explore kinetics on many time scales.
163,167,191,192,196,197,204,209,216
  A 
noteworthy early study of ultrafast structural dynamics came from Shank, Yen, and 
Hirlimann in 1983 when they observed loss of rotational anisotropy at the Si interface 
on a sub-picosecond timescale by optically melting the surface.
167
 
 Important advances in laser science allowed for expanding three-wave mixing 
experiments to new wavelengths and energies.  In the     ’s, Q-switched lasers (and 
higher harmonics thereof) were the typical source of short (ns) and high intensity pulses 
used for SHG.  These were often used to pump dye lasers to make tunable sources in the 
visible in order to perform electronically resonant studies and capture the dispersion in 
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the response.  In late 1986, Zhu, Suhr, and Shen used a frequency doubled Q-switched 
Nd:YAG and a CO2TEA laser (tunable mid-infrared pulsed laser source) to demonstrate 
the first successful vibrationally resonant enhancement of an SFG (VSFG) spectrum 
from coumarin 504 spin coated onto a fused silica substrate.
217
  The extension of three-
wave mixing to surface vibrational spectroscopy was then quickly demonstrated on 
solid-air,
217–222
 liquid-air,
218,219,223
 and solid-liquid interfaces.
219
   Vibrational 
spectroscopy was long established as a powerful tool for structurally characterizing 
molecules, and the monolayer and surface sensitivity of VSFG was immediately 
recognized as a powerful new tool for determining molecular orientation, conformation, 
and relative order (or disorder) at interfaces. 
  lon  with the experimental advances in the     ’s came clarification and 
unification of the theories used to describe those processes.
159,171,173,177,183,184,224–240
  The 
phenomenological polarized sheet description of the nonlinear interfacial region was the 
primary model for interfacial wave mixing.
184,230,241
  The basic problems for 
centrosymmetric systems were (and continue to be) describing signals generated from 
the bulk volume and separating interfacial contributions due to 1) abrupt field 
discontinuity of the normal components (interfacial quadrupole terms), 2) a second 
group of quadrupole terms arising from the discontinuity in the bulk susceptibility at the 
interface, and 3) the dipole-allowed terms due to symmetry breaking at a phase 
boundary.
159,229,234,236,237
  Any dipole-allowed response is commonly referred to as a 
“local” response whereas hi her order  uadrupole and ma netic dipole terms are 
usually referred to as contributing to the “nonlocal” response.226,234,235  Whereas the 
bulk (volume) terms had been previously well described,
120,122–125,127,128,130,133,134,136
 it 
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was shown that all the local and nonlocal contributions to the surface sheet polarization 
 s P  can be combined into a single effective surface susceptibility    2 1 2s       
and put into a form consistent with an apparent local-response-only to input field 
amplitudes  1E  and  2 .E  
          2 1 2 1 2:s s        P E E   (1.14) 
Arrival at the form of Eq. (1.14) came about a few different ways, varying primarily 
with where the input fields are measured (input fields versus local fields) and how to 
define the relevant contributions to 
   2 1 2 .s    
224,225,231,237
  This is the basic 
equation frequently used today to describe second order nonlinear response.  It was 
noted during this time that orientational analysis is more tractable if the response is 
dominated by the local (dipole-allowed due to symmetry breaking) term contained in 
   2 1 2s       but verifying that this term dominates is not trivial.  However, for 
systems that are on resonance with either one of the fundamental beams or the sum 
frequency it is generally thought that the resonant enhancement of the local response 
will be comparable to or  dominate the nonlocal response.
21,234,235,238
 
1.3.1.4  he     ’s 
 By the     ’s, SFG and SHG had been demonstrated as effective surface probes 
and the theoretical framework that is used today had been more or less completely 
worked out.  A comment by Bloembergen in a 1999 invited paper gives a retrospective 
evolution of coherent nonlinear surface techniques and is the basis for naming 
subsections in this chapter.
242
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For this topic one may designate the decade of the sixties as the period of 
“classical antiquity”, the seventies as the Middle Ages, with the Renaissance 
starting in 1980. 
Applied studies of SFG and SHG had become extremely prevalent, of which only a 
small fraction are mentioned here.   mon  the systems studied in the     ’s, li uid 
interfaces became a popular subject because second order wave mixing techniques were 
identified as the only experiments available with the necessary surface sensitivity in the 
presence of the bulk.  They offered the only means by which to study liquid boundaries 
since they do not require a high vacuum environment such as needed by particle 
accelerator type interfacial measurments.
243
  Systems studied included neat liquids,
244–
253
 binary mixtures,
247,248,254–256
 liquid/liquid boundaries,
246,257–260
 and adsorbates and 
solutes at liquid interfaces.
251,260–272
  A number of review articles summarize the 
important aspects of these studies.
22,242,243,246,258,273–276
  An essential experimental 
demonstration that emerged was the emphasis placed on the utility of characterizing 
buried liquid interfaces with SFG and SHG.   
1.3.1.5 2000 to Present 
 There have been many advances since the     ’s; here a few noteworthy 
developments for SFG and SHG in the past 10-15 years are mentioned.  The 
polarization null angle (PNA) method applied to SFG was developed in 2003 for better 
molecular orientational sensitivity relative to the method of polarization intensity ratios 
(PIR) for single interface systems.  The operating principle being that the input beams 
are set to some fixed mixed polarization and signal is measured as a function of SFG 
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polarization an le.  Where there is a minimum in si nal corresponds to the “null an le” 
which can be used to extract orientational information.  Interference methods using a 
reference field overlapped with the signal field has been demonstrated for phase-
sensitive
24,277,278
 and sub-monolayer sensitivity.
279
  SFG microscopy has been developed 
and improved to reveal spatially resolved structural information and orientational 
distributions on micron length scales
280–285
 and for high throughput measurements.
286
  
Nonlinear optical ellipsometry has been described and demonstrated for single interface 
systems.
287,288
  Finally, experimental techniques have been largely confined to detect in 
the frequency domain.  In recent years the importance of time domain phenomena, 
which are a result of the ultra-short femtosecond pulses commonly used, have been 
investigated.  Specifically, the effect of apodization of the vibrational free induction 
decay that occurs when either the visible pulse is too short or when trying to suppress 
nonresonant background signals by introducing a temporal delay between the visible 
and mid-infrared pulses.
289–291
  Along those lines, the development of mid-infrared 
pulse shapers have led to phase control needed to extend the detection schemes into the 
time domain, the advantages being that only a single element detector is needed and the 
elimination of time domain artifacts in the detected signal.
292
 
1.3.1.6 Application to Organic Thin Film Systems 
 Interference effects in coherent wave-mixing experiments had been considered 
for bulk-allowed systems as early as    2 with the classical report of “ aker’s frin es” 
by Maker, Terhune, Nisenoff, and Savage.
117
  In that report, oscillations in intensity 
were the result of phase mismatch between the pump and SHG fields through the bulk 
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crystal.  By angle tuning, they showed there is an optimal effective crystal length related 
to the period of oscillation in the total SHG output intensity.  However, optical 
interference effects due to thin film systems (which lead to oscillations similar to 
 aker’s frin es, but of a different physical ori in) were not widely explored until after 
calculations in the 197 ’s suggested that conjugated organic molecules and polymers 
should have large nonlinear responses.
293–296
  While theoretical and experimental efforts 
in the     ’s and     ’s on or anic materials in the solid state were primarily 
motivated by bulk response for higher frequency conversion efficiencies,
293–300
 a 
specific interest in describing second order surface nonlinearities within multilayer thin 
film systems began a bit later.   
 In 1987, Sipe formulated a theory for calculating fields generated within a 
multilayer system using Green’s functions for generated fields and the transfer matrix to 
propagate them out to either side of the system.
231
  The coefficients needed to transfer 
internally generated fields out were given in a general form but only explicitly 
considered for the simplest case of a system compose of a single thin film.  It was noted 
at that time that the Green’s function approach alone can, in principle, be used to 
calculate the far-field generated signals from multilayer structures.  The technique 
requires settin  up  axwell’s e uations for a  iven source polarization while using 
boundary conditions for each interface.  However, solving this set of differential 
equations is fairly involved and the procedure must be done independently for unique 
systems.  Further, it does not lead to a physically familiar picture of light progressing 
through the stack as a series of reflections and transmissions.
231,301–309
  To date, the 
transfer matrix approach of Sipe has had some traction with surface nonlinear optical 
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experimentalists; primarily applied to systems composed of a single thin film.
23,310–320
  
However, within the community the picture of light (both input beams and generated 
beams) as a geometric series of reflections and transmissions has been the prevailing 
epitome used to describe experimental observations, likely because it is physically 
intuitive and offers insight into interpreting observations.  It should be noted that Sipe’s 
transfer matrix approach incorporated into the Green’s function solution to fields 
generated from the interfaces of a system composed of a single thin film is equivalent to 
accounting for infinite reflections and transmissions at the boundaries of the thin film. 
 An interesting study of third harmonic generation (THG, a bulk dipole-allowed 
third order response) by Messier and Ledoux in 1983 touched on the two-interface 
optical interference phenomenon viewed as a series of reflections and transmissions.
297
  
In that work, they deposited LB films of polydiacetlyene on each side of a quartz 
substrate (THG inactive) and varied the angle of the sample to observed oscillations in 
the  HG intensity, similar to  aker’s frin es.117  They modeled their data as two 
interfacial sources separated by the substrate thickness where the signal detected was a 
truncated coherent sum of reflections and transmissions from each source.  This 
formally bulk-allowed experiment unexpectedly marks the earliest consideration for a 
system with two nonlinear interfaces that interfere at the intensity level, a primary 
concern of this dissertation.  They noted that the very simple model they used was 
subject to large errors in other systems if reflection and transmission at boundaries were 
larger. 
 While studies on ultrathin LB films, surfactant monolayers, or self-assembled 
monolayers (SAMs)
175,178,181,185,219,222,223,236,260,261,266,267,269,321,322
 may be regarded as the 
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first experimental application of SFG and SHG to thin film systems, the context of this 
dissertation is thin film systems thicker than a few monolayers but thinner than the 
coherence length of light in SFG experiments (c.a. microns).
323
  In this regime, the 
macroscopic local field amplitudes as well as generated fields must be corrected for thin 
film interference effects.  Formulating this as a series of reflections and transmissions 
was first explicitly considered for surface-specific SHG in 1991 by Feller, Chen, and 
Shen in a report on liquid crystal molecules in contact with an organic thin film.
21
  In 
that report, there was a single SFG active interface and the factors were formulated by 
summing infinite reflections and transmissions through the polymer thin film.  For one 
of their geometries, they noted the necessity of describing the field generated in the 
transmitted direction but reflected to the detector by the underlying substrate.  This 
turns out to be an important effect observed in the data in Chapter 2 of this dissertation. 
 Since the     ’s, it has become clear that SFG and SHG are widely applicable 
for studying atomic and molecular structure and dynamics at any interface accessible by 
the input and generated light waves.  With the demonstrated usefulness of these surface 
probes at buried interfaces and an intuitive description of thin film interference, 
application to organic thin film systems has grown into an important topic in the 
literature, especially in light of the importance of interfaces in organic semiconducting 
thin film systems.  For these systems, there are always two interfaces present and 
contributing to the SHG or SFG response and so a major focus has been in devising 
ways to separate these contributions in the presence of optical thin film interference 
effects.   
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 Researchers have approached the two-interface problem a number of ways, 
many of which avoid this complicated issue altogether.  It is common to assume, and 
sometimes perform peripheral checks to substantiate, that the signal is dominated by the 
interface of interest (usually the outermost interface) and therefore treat the data as 
consisting of a single interfacial contribution.  The common arguments for this 
reasoning include assuming or calculating that the local field factors heavily favor the 
interface of interest,
324–333
 or that the ignored interface has a fortuitously small intrinsic 
nonlinear response
325,326,334–336
 or some combination of both.  Another common 
approach is to simply monitor a change in detected signal as correlated with a change in 
the sample, presumably happening strictly at one interface.
25,327,332,337–344
  Other 
methods include chemically modifying the interface of interest
345–348
 or using very thick 
films (an argument analogous to optimizing the local field factors).
193,349–353
  The 
popularity among researchers to experimentally optimizing for the single interface 
assumption in thin film systems owes to the simple benefit that results: there is an 
immense reduction in the complexity of data modeling and interpretation. 
 Of course, the reduced complexity afforded by the single interface assumption is 
not without a cost.  First, the necessity of optimizing the sample or experiment is fairly 
restrictive, debasing one of the primary benefits of SFG and SHG as in situ surface 
probes.  Also, because of the coherent interference of generated fields from thin film 
systems, even a small interfacial contribution will optically heterodyne with the larger 
field so that it can significantly influence the detected signal (depending on the 
magnitude and phase difference), possibly degrading any qualitative or quantitative 
analysis of the data.  To this end, a substantial amount work has been reported where 
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two interfaces are explicitly considered in the data modeling of SFG and SHG of 
organic thin film systems.  Perhaps the simplest approach is to circumvent modeling of 
the field factors, but fit observed peaks to inner and outer interfacial contributions and 
take a ratio of effective amplitudes to deduce structural information.
96,336,348
  This was 
our approach for one report
96
 and will form the basis for a detailed introduction to the 
two-interface problem in Chapter 2.  However, as will be expounded in the later 
chapters, this leads to some ambiguities and so methods of modeling thin film 
interferences are preferred.   
 The favorable modeling method among researchers has been the most intuitive 
one where the beams are evoked as propagating through the system as a series of 
reflections and transmissions. Local fields are calculated by coherently summing 
contributions at each interface, and generated fields are propagated out in the same 
manner.  The usual approach considers infinite bounces within the thin film 
system,
21,354–362
 but there are also reports that studied this problem with truncated 
series.
363,364
  Other modeling methods have included considering boundary conditions 
for a given thin film system.
365,366
  In nearly every instance of reported SFG or SHG 
from a thin film system where interference effects were explicitly modeled as a series of 
reflections and transmissions, the sample consisted of a single thin film.  To date, 
modeling of SFG or SHG from systems composed of more than a single thin film layer 
is almost nonexistent.   
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Figure 1-6.  Illustration of coherently summed electric field contributions at a point for a system 
composed of (a) a single thin film and (b) two thin films. 
 
 Perhaps the reason more complicated structures have not typically been 
considered is illustrated by a simple example in Figure 1-6.  The systems shown are for 
a single thin film (a) and two thin films (b) on an infinite substrate with a plane wave 
incident from the top and ray traced through each scheme.  The dashed circles indicate 
the point at which coherent addition takes place.  From this it is clear that addition of a 
second thin film in (b) significantly complicates the procedure as waves that transmit 
out of the top layer may be reflected back in by the bottom layer.  Accounting for the 
infinite reflections and transmissions and phase shifts that may occur is cumbersome 
(although it has been formulated, it is known as recurrent Airy summation, which 
becomes significantly more complicated with each added thin film layer
367
). 
 A simpler technique using matrix approaches for calculating fields within a 
linear multilayer system has existed since 1948 when Abelés formulated the problem 
very elegantly in terms of boundary conditions between layers rather than Airy 
summation.
367–371
  From that approach it is straightforward to calculate internal fields 
due to a wave incident from outside the system, but it was not extended to describing 
how internally generated fields propagate out of arbitrary multilayers.  Describing thin 
film interference effects in interface-specific nonlinear optical spectroscopies from 
multilayer systems using the transfer matrix was reported by us
372
 and is the basis for 
(a) 
 
(b) 
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Chapter 3 of this dissertation.  The method combines the intuitive approach of multiple 
reflections and transmissions with the compact form of the transfer matrix for 
describing electromagnetic fields in multilayer systems.  Our hope is that it makes 
modeling this complicated phenomenon more accessible to experimentalists.  
1.3.1.7 Higher Order Terms in Thin Film Systems 
 Beyond the usual electric dipole approximation for SFG (discussed below in 
Section 1.3.2.5), quantifying surface quadrupole terms and bulk contributions in 
centrosymmetric systems continue to be issues today
373
 and are a special problem for 
thin film systems as the spatial variation of input fields through the bulk is affected by 
the thin film geometry since higher order terms depend on field gradients, as will be 
discussed in Chapter 5.  Surface quadrupole terms are very difficult to separate from 
dipole terms but it is usually thought that if measurements are made on resonance and 
there is significant polar ordering of atomic units at the interface, the dipole term should 
dominate.
21,171,234,235,238
  While it is generally accepted that bulk contributions may be 
minimized in many systems by adopting experimental reflection geometry, that 
procedure is usually only applicable for systems composed of a single interface between 
otherwise bulk media where the outer medium is linear (e.g. air) and the inner medium 
is nonlinear.
244,351,374
   
 Efforts to quantify bulk and higher order interfacial response terms in thin film 
systems has indicated that the dipole approximation may not be suitable for some 
systems.  For instance, in the     ’s work on fullerene (C60) thin films with SHG 
measured in reflection as a function of thickness
311–313,354
 indicated that the bulk 
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contribution either dominates the response
312
 or is comparable to the electric dipole 
contribution under electronically resonant conditions.
313,354
  In particular, Koopmans, 
Janner, Jonkman, Sawatzky, and van der Woude noted the large magnetic dipole 
contribution of that particular molecule due to extensive electron delocalization within 
the relatively large C60 cage.
312
  Reports on SFG from a thin film of formic acid during 
deposition indicated the thickness dependent response of the peak amplitude for the 
C-H mode could be modeled by a stack of polarized sheets through the bulk of the 
film.
355,356
  A study in 2000 of a 100-200 µm film of polyethylene on fused silica 
substrate with SFG measured in both reflection and transmission indicated that, while 
the reflected intensity could be described solely by an outer interfacial response, the 
transmission measurement was completely described by a bulk contribution.
351
  
However, they assumed a single interface due to a very thick film and did not address 
the two-interface possibility.  A report by Hsiung and Shen in 1986 on a freely standing 
liquid crystal film (no substrate) was purposed to determine if the smectic phase of 
otherwise antiparallel 8CB molecules within a molecular layer in the bulk was subject 
to ferroelectric organization in the outermost film layers, that is, polar oriented parallel 
ordering at the interfaces due to surface energy considerations.
365
  They studied thin 
films from two to ten molecular layers thick and measured SHG on resonance in 
reflection and transmission to deduce that the effective surface susceptibility was only 
7% in magnitude as compared to the bulk response.  They concluded that this did not 
provide evidence for ferroelectric ordering and that the small effective surface response 
may be due strictly to quadrupole coupling from the rapid variation in the fields at the 
   45 
interfaces.  In the absence of preferential polar orientation at the interface, the dipole 
term was zero.  
 There is also convincing evidence that the bulk and surface quadrupole terms are 
negligible for some systems; however, due to the complicated effects of optical 
interference, the evidence has been mostly gathered on single interface systems.  For 
instance, Guyot-Sionnest and Shen reported no significant change in SHG signal under 
resonant conditions with p-nitrobenzoic acid adsorbed on fused silica in contact with air 
in comparison with the interface in contact with a silica index matched fluid.  Index 
matching significantly reduces any field discontinuity so that the result indicated that 
the surface quadrupole term was negligible as compared to the dipole response.
234
  
When the fundamental excitation wavelength was moved off resonance, they notice an 
overall decline in signal and a 25% decline when in contact with the index match fluid 
relative to air, providing evidence that resonant enhancement is an important feature 
when assuming the electric dipole approximation.  SFG collected in reflection and 
transmission applied to the alkyl region of neat solvents indicated that, for the ssp 
experiment on methanol in contact with air
244
 and decane in contact with glass, the bulk 
contribution was negligible (although they found it was significant for sps and pss 
applied to decane).
374
  This further highlights the importance of experimental geometry 
considerations.   
 Searching the literature for application of SFG or SHG to organic thin films 
where two interfaces and bulk contributions were explicitly considered emphasizes the 
complexity of this issue.  Efforts to this end seem to be reported only when the bulk can 
be quantified as larger than zero, as discussed in the examples above.  Otherwise 
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peripheral checks are made, or the electric dipole approximation is just assumed and 
possible bulk and higher order interfacial terms are ignored altogether when analyzing 
data.  There appears to be a paradox: on the one hand, second order spectroscopies are 
promoted as extremely sensitive probes of molecular structure at interfaces, but on the 
other hand, bulk contributions and the problematic issues with surface quadrupolar 
contributions are large unknowns that seem to undermine the usefulness of these 
techniques.  Further, there is no systematic procedure for measuring the individual 
contributions and most often the amount of experimental data is too little so that the 
theoretically separable contributions are underdetermined by the data. However, there 
are some general guidelines that indicate some a priori knowledge of the thin film 
system can assist in analyzing data.
21,171,234,235,238,374,375
 
 The relative strength of the terms that contribute to SFG depends on the 
wavelengths involved and the resonances (or lack thereof) for a given system.  In order 
to quantify molecular structure experiments should include analysis of possible higher 
order terms.  Nonetheless, there are some qualitative arguments that can assist with 
these system dependent considerations,
171,234,235,375
  a very nice discussion of which was 
provided in 2002 by Held, Lvovsky, Wei, and Shen.
374
  It has been noted that the bulk 
contribution from reflection measurements from single interface systems can be reduced 
by c.a. an order of magnitude for molecular systems that are completely isotropic.  
Further, oppositely oriented pairs of polar atomic groups in the bulk (e.g. molecular 
layers of alternating polar orientation) should yield smaller bulk contributions if the 
distance between atomic groups is small compared to the distance between layers.  For 
VSFG, systems with high polar orientation of active vibrational modes at the interface, 
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the electric dipole term should be quite large and possibly dominate the observed 
signal.
238,374
   
 The problem of determining bulk contributions usually suffers from a lack of 
experimental data and a naïve sense of how microscopic molecular structure and 
interactions play a role in detected signal.  Part of this project aims at providing extra 
“knobs” to experimentally tweak, so to speak, in order to better sample the intrinsic 
response.  Also, the molecular picture is becoming clearer as computational methods 
have evolved over the past decade to assist in data analysis for second order wave-
mixing spectroscopies, providing a microscopic picture of the origins of the 
macroscopic observables.
376–381
   
 Theory  1.3.2
 The theory of sum frequency generation can be introduced starting with   
classical electrodynamics where a wave equation is formed from  axwell’s e uations 
by considering the second order source polarization.  The discussion focuses on 
deducing the form of that source polarization, and for the interface the 
phenomenological polarized sheet is introduced.  The important terms are collected and 
can be related to microscopic structure by connecting them with quantum mechanical 
expectation values.  To begin, some periphery details are necessary. 
1.3.2.1 Definitions 
 All electromagnetic fields in the theory discussed here are assumed to be infinite 
plane waves and the primary interest is in sample interactions with the electric field of 
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light.  Thus, this section starts with the general equation for an electric field propagating 
as a monochromatic plane wave.  
 
   
   
ˆ, exp
exp
t E i t
i t


    
 
E r e k r
E r
  (1.15) 
The vector field E  is defined with the unit polarization vector ˆ,e  complex amplitude 
,E  frequency ,  and wavevector ˆkk k  where kˆ  is the unit wavevector and 
2k n   is the wavenumber (in isotropic nondissipative media ˆ ˆ 0). k e   Here, n  is 
the complex refractive index of the medium (defined in this work as n i    with   
and  real and positive so that the waves may be inhomogeneous) and   is the vacuum 
wavelength.  The tilde on E  is indicates it is an oscillatory function of time and that the 
time dependence is separable from spatial dependence r  as shown in the second 
equality of Eq. (1.15)  The tilde notation is used in the same manner for other time 
oscillating quantities (such as P  in Eq. (1.14)).  Eq. (1.15) is provided here for 
reference as the details of the theory are discussed.   
 The unit polarization vector (the normalized Jones vector) is generally complex 
to allow for arbitrary elliptically polarized light.  Most often this work will be 
concerned with linearly polarized light and in that case it is real; though, the generalized 
definition may be kept since it is always the case that ˆ 1.e   Thus, it can be written 
that eˆ  is a linear combination of three orthogonal unit polarization vectors of a chosen 
coordinate system ˆ ˆ ˆ,  ,  ,i j k   
 ˆ ˆ ˆˆ A B C  e i j k   (1.16) 
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and 
2 2 2
1.A B C     
 In order to develop the SFG theory, the ˆ ,x  ˆ ,y  zˆ  coordinate system of the 
sample must be defined and related to the experimentally convenient coordinate system 
of propagating laser electric fields where eˆ  is decomposed into components parallel pˆ  
and perpendicular sˆ  to the plane of incidence.  The sample coordinate system forms the 
basis for describing the vector with components x y zE E E    and the propagating 
fields frame is a basis to describe the vector with components 0 .p sE E     Figure 
1-7 illustrates the system.  For the purposes of this introduction, a single interfacial 
boundary between semi-infinite media is presented where the upper medium is always 
linear (e.g. air) and the lower medium has a nonlinear response.   
 
Figure 1-7.  View normal to the plane of incidence of the coordinate systems used for incident, 
reflected, and transmitted electric field of light at a single interface system. 
 
 The origin is chosen at a point on the sample interface and is always assumed an 
ideal boundary, i.e. perfectly planar and no surface roughness. The figure illustrates the 
chosen coordinate systems for fields propagating toward the interface, present at the 
interface, and reflecting or transmitting through it.  From this it is clear that ˆ ˆ 1 s y  and 
    plane of incidence 
 
 
 
ˆ
Ip
ˆ
Is ˆ
Ik
ˆ
rk
ˆ
rp
ˆ
rs
sample interface 
 
xˆ
zˆ
ˆ
tk
ˆ
tp
ˆ
ts
  
yˆ
   50 
that pˆ  contains xˆ  and zˆ  components, the magnitude of each depends on the angle of 
incidence .    
 It is important to emphasize that there are two choices when deciding how to 
define the direction of pˆ  for incidence and reflection.  Algebraically, it is sensible to 
define for the incident and transmitted frame so that the sign of both the normal and 
tangential components are preserved relative to the sample frame, i.e. ˆ ˆ 0I  p z  and 
ˆ ˆ 0,I  p x  and the same for ˆ .tp   For the reflected field frame, one can maintain the sign 
of only a single component.  The choice for this work, as indicated in the figure, 
preserves the sign of the tangential component, i.e. ˆ ˆ 0r  p x  but ˆ ˆ 0.r  p z   Often, the 
opposite choice is made for the reflected field frame and care must be taken with this 
definition as it affects the description of the linear Fresnel factors.  The Fresnel factors 
are at the core of the thin film interference model detailed in Chapter 3. 
 Mathematically, for linearly polarized light and the chosen propagating field 
frames the unit vectors are  
 
1 0
ˆ ˆ0 1
0 0
p s
   
    
   
      
e e   (1.17) 
and the sample frame is defined with unit vectors 
 
1 0 0
ˆ ˆ ˆ0 1 0
0 0 1
x y z
     
       
     
          
e e e   (1.18) 
so that  
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 
ˆ
ˆ ˆ
ps sp
p s
E
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
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e e
e e
  (1.19) 
 
 
ˆ
ˆ ˆ ˆ
xyz xyz
x y y
E
E C D E

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e e
e e e
  (1.20) 
where, again, the coefficients in each frame must satisfy 
2 2
1A B   and 
2 2 2
1.C D E     The sample field frame is related to the propagating field frames 
by a rotation matrix about the sˆ  (or ˆ )y  axis.   
  ˆ ˆxyz psR e e   (1.21) 
  
 
 
cos 0 0
0 1 0
sin 0 0
R



 
 
  
  
  (1.22) 
The coefficients are then related by 
 
 
 
cos
sin
C A
D B
E A





  (1.23) 
where   is defined positive or negative as in the figure so that the proper sign is placed 
on E depending on which propagating field frame is under consideration.   
 The discussion in this section should include a word on tensor notation as 
tensors of several ranks will be encountered.  The rank of a tensor indicates how many 
indices are required to specify a single scalar element.  Scalar quantities (rank 0 tensors) 
are indicated by italics, vectors (rank 1 tensors, e.g. E  with elements )iE  are bold, and 
tensors of rank 2 (e.g. 3×3 matrix with elements )ijT  and higher ( , ijk ijklT T  etc.) are 
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denoted with a double sided arrow on top .T   The rank of any higher order tensor will 
be specified or can be deduced by the ranks of the tensors it is operating on by knowing 
that, in this work, the operating tensor is always a rank above or below the operand 
(except for scalar multiplication and unless otherwise noted).  So, for instance soon 
expressions of the form  
 : P E E   (1.24) 
 will be encountered, which indicate that   is a higher rank tensor operating on the 
tensor product of two vectors (results in a rank 2 tensor) to give the vector .P  
Therefore,   is either a vector or a rank 3 tensor, and the double arrow specifies the 
latter.   
 The colon symbol indicates that  
2
,  being a third rank tensor (3×3×3), operates 
on the tensor (outer) product of the electric field, which is a second rank tensor (3×3).   
 
Figure 1-8.  Graphical depiction of the tensor colon operation in SFG. 
 
This operation results in a rank 1 tensor P  (a vector) describing the second order 
contribution to the polarization density field.  Mathematically, we multiply element by 
element the input fields tensor product matrix with each level (first index) of  
2
  and 
sum all elements in a layer to produce an element of .P   It can be thought of as a higher 
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
P
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order dot product operation.  A graphical representation in Figure 1-8 is illustrative as 
this is an important part of understanding the notation in the theory of SFG.  Another 
way to understand the tensor mathematics of Eq. (1.24) is by writing it in the Einstein 
summation convention for the 'thi  element of .P    
 
 2
i ijk j kP E E   (1.25) 
Here, ,  , and i j k  are elements of the chosen coordinate axes system (e.g. 1, 2, 3 are x, y, 
and z, respectively) and there is an implicit sum on the right side of the equation over 
indices appearing twice (e.g.    
2 2
)x xjk j k
jk
P E E .  The colon operation can be 
generalized in an analogous way to higher order operations where a rank n tensor 
operates on a rank n-1 tensor to always produce a vector.   
1.3.2.2  axwell’s Wave E uation 
 The theory of SFG can be introduced starting with classical electrodynamics.  
Much of what follows is available in a number of texts on standard electromagnetic 
theory.
159,323,382–385
  Start by writin  down the  eneral forms of  axwell’s e uations 
when an external electromagnetic field interacts with a classical system composed of 
nuclei and electrons where the size is large enough so that the granularity of atomic 
structure is sufficiently averaged.  The equations that relate the induced electric  , tE r  
and magnetic  , tB r  fields of light emitted from the system due to the dynamically 
induced quantities can be written in Gaussian units as 
 4 D   (1.26) 
 0 B   (1.27) 
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1
c t

  

B
E   (1.28) 
 
1 4
c t c

  

D
H J   (1.29) 
This is the most general form of the equations.  This work will be concerned with 
regions that have no free charges 0   and no free currents 0.J   The constitutive 
equations, which relate the electric displacement D  to electric and polarization density 
P  fields and the magnetic induction H  to magnetic B  and magnetization M  fields, are 
written 
 4 D E P   (1.30) 
 H B   (1.31) 
where it has been assumed all materials are nonmagnetic 0M  so that the magnetic 
induction is just the magnetic field in Eq. (1.31).   By taking the curl of Eq. (1.28) and 
using the relation   2   E E E  while realizing the divergence of a plane 
wave is zero 0, E  a wave equation can be obtained. 
 
2 2
2
2 2 2 2
1 4
c t c t
  
    
  
E P   (1.32) 
One can choose to remain in the time domain; however, for the purposes of this 
dissertation Eq. (1.32) can be Fourier transformed to the frequency domain. 
    
2 2
2
2 2
4
c c
 
 
 
    
 
E P   (1.33) 
Here the tilde is removed to indicate the changed space and the fields are explicitly 
expressed as frequency dependent.   
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1.3.2.3 Linear Optics 
 Of primary concern is the form of the polarization, which is generally not 
known.  However, for a sufficiently weak electric field the polarization density can be 
expanded as a power series in E  where it is written as a sum of a linear term plus all 
higher order terms grouped together into a nonlinear polarization term. 
 
     1 2 3  P P P P
     1 2 3
:         E E E E E E
 1 NL  E P
  (1.34) 
For common light sources, the electric field amplitude is small so that all nonlinear 
terms may be considered zero for all practical purposes as indicated in the equation.  
Then the constitutive relation for the electric displacement can be rewritten in terms of 
the linear response. 
 
 1
4 NL D D P   (1.35) 
 
   
 
1 1
1
4

 
 
D E P
E
  (1.36) 
The linear dielectric tensor 
 1  is related to the linear susceptibility  1  by  
    
1 1
1 4     (1.37) 
Then the wave equation of Eq. (1.33) can be rewritten  
 
     
2
12
2
, 0
c

  
 
   
 
E r   (1.38) 
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Generally,  
1
  is complex for dissipative media and is a second rank tensor in 
anisotropic materials; however, for isotropic systems it is a scalar.  It is related to the 
(linear) refractive index by  
1 2.n    
 In the absence of nonlinear interactions, the wave equation admits solutions of 
plane waves and can be used to solve for such optical phenomena as Beer’s law or the 
(linear) Fresnel amplitude coefficients for reflection and transmission at a boundary.  
One subtlety of this equation is that it exemplifies the principle of superposition for the 
electric field, which states that the total field at any point is just the sum of all fields at 
that point.  To see this, consider that  ,E r  is a sum of Fourier components.   
    , ,n n
n
 E r E r   (1.39) 
Inserting Eq. (1.39) into (1.38) shows there are only solutions for each component with 
no possibility for coupling, that is, Eq. (1.38) is written and solved independently for 
each frequency component of .E   Linear optics does not predict such phenomena as 
wave-mixing (violates the superposition principle) or intensity dependent refractive 
index.   
1.3.2.4 Nonlinear Optics 
 Adding to the wave equation the nonlinear polarization terms results in a rich 
extension of classical optics.  With NLP  included, Eq. (1.38) becomes nonzero on the 
right side. 
 
       
2 2
12
2 2
4
, ,NL
c c
 
   
 
    
 
E r P r   (1.40) 
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Separating the linear from the nonlinear polarization has served to include the linear 
effects of dispersion and dissipation in the wave equation by including the dielectric 
constant in the second term on the left.  Each higher order term in Eq. (1.34) is usually 
several orders of magnitude smaller than the last so that nonlinear effects are only 
important when the field amplitudes are comparable to characteristic atomic field 
strength and is usually practical only with short, intense laser pulses.  To simplify 
further discussion, only second order effects will be considered (since SFG is contained 
in this term) so that  
 
 
 
2
2
:
NL


 
P P
E E
  (1.41) 
The notation here was discussed in Section 1.3.2.1.  The physical interpretation is that 
in general, any two components of E  may interact with the sample to produce any 
component of 
 2
P  and the interaction, or material response to the fields, is described by 
the second order susceptibility.  It will be shown later that of the 27 possible 
interactions, only 4 are independent and nonzero for centrosymmetric systems. 
 Before continuing, it is worth mentioning a few details pertaining to Eq.(1.40), 
which states that the nonlinear polarization density acts as a source term for emitted 
radiation.  Consider  ,E r  as a sum of just three Fourier components 
    
3
1
, ,n n
n
 

E r E r   (1.42) 
with  
 1 2 3      (1.43) 
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and the amplitude of the third wave is small compared to the other two 3 0.E  
Assuming the solution will consist of plane waves, the time-dependent phase factor can 
be applied to each wave and the reality condition on E  requires the fields to be 
expressed as summed with each respective complex conjugate (c.c.).  With these 
modifications the sum of arbitrary components for each input field of Eq. (1.42) can be 
inserted into (1.41) which leads immediately to multiple second order polarization 
source terms (ignoring nonlinearity from 3)E . 
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 
 
   
 
  
 


  (1.44) 
The index notation is dropped here for simplicity in order to highlight that for two 
intense laser input fields there are source polarizations that radiate at twice either 
fundamental (SHG), at the sum (SFG) and difference (DFG) of both frequencies, and a 
static contribution described by optical rectification (OR) when  
2
0.    The 
significance of the wave-mixing terms is clear; frequencies other than the pump fields 
are emitted which carry information on the sample response, whereas OR is important 
in such processes as terahertz light generation.
386
  The radiating contributions are 
experimentally separable simply by tuning a spectrograph to the desired frequency.   
 Returning to Eq. (1.44) and considering the radiating source terms (all others 
beside OR) there are multiple wave-mixing processes possible.  Contrasted with linear 
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optics, these terms obviously do not depend linearly on the total field so that the Fourier 
components are coupled by the second order susceptibility in the cross terms.  The most 
correct procedure for solving for field amplitudes involves setting up the wave equation 
for each frequency component (thus Eq. (1.42) includes all 6 Fourier components for 
the input, SHG, SFG, and DFG fields and there is a wave equation for each frequency) 
subject to boundary conditions (e.g. all wave-mixing amplitudes start at zero at the edge 
of the nonlinear medium) and energy conservation.  The set of differential equations are 
coupled so that they must be solved simultaneously; however, there are usually 
approximations that are applied in order to facilitate the solution. 
 An example of the solution to the couple wave equations is instructive.  Usually 
the undepleted pump is a good approximation, that is, the exchange of energy from the 
pump fields to the higher order fields is a negligible fraction of the total pump 
intensities.  This allows for the wave equations to be solved for each frequency mixing 
process separately (actually, for bulk-allowed second order effects through thick 
materials, phase-matching can generally only be optimized for one term at a time so that 
each term can be separately solved due to this effect).
323
  Effects from OR are ignored 
and the slowly varying amplitude approximation removes the 
2  term from Eq. (1.40)
.  For SFG in the bulk of a nonlinear material slab of finite thickness L (ignoring 
reflection effects at the interfaces), the solution results in signal intensity at 3  
described by 
 
2
3
sin
2
2
kL
I L
kL
   
  
  
 
  (1.45) 
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with  
 1 2 3k k k k      (1.46) 
The intensity 3I  is obtained for some finite value of L that depends on the wavevector 
(phase) mismatch .k   Phase matching is almost always nonzero for real materials due 
to dispersion so that the detected intensity from a bulk medium is a very strong function 
of both k  and the total length of the nonlinear material.  This is the origin of the 
 aker’s frin e effect mentioned at the be innin  of Section 1.3.1.6.  For perfect phase 
matching 0k   (which is practically never possible) so that the phase relation 
between the pump fields and the SHG field is constant and 3I  scales quadratically with 
L.  Another possibility for quadratic dependence on L is at small thicknesses, satisfying 
1,kL   where Eq. (1.45) can be series expanded around 0L   and truncated at the 
first term.  However, this is in the regime of thin film thicknesses and is the basis for a 
common back-of-the-envelope calculation for deducing if bulk contributions are 
important in these systems.  That is, a quadratic rise in SFG signal with thin film 
thickness is often dismissed as a completely bulk signal.  In Chapters 4 and 5 we show 
that this is not an accurate indication of bulk contributions and cannot be used as such.  
Fully interfacial contributions combined with thin film interference effects often mimic 
this behavior.   
 To close this discussion it should be mentioned that the validity of expressing 
the polarization density as a power series in the electric field (Eq. (1.34)) relies on the 
assumption that the nonlinear interactions can be considered a small perturbation to the 
system.  If the output frequencies are much less intense than the input beams (which is 
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always the case for systems concerned in this dissertation), this is an indication that the 
perturbative treatment is valid.  Also, thus far the nonlinear susceptibilities have been 
kept in their most general form so that no approximations have been made (e.g. the 
electric dipole approximation has not been considered yet and magnetic interactions 
discussed in the next section can be absorbed by the current definition of the 
susceptibility).  Finally, microscopic local field effects have not been included in the 
wave equation.  For condensed phases, molecules are in close proximity so that each 
atomic group feels both the externally applied pump fields as well as dipole fields from 
surrounding molecules which contributes to the induced polarization.  However, as this 
is just a scaling factor on the field components, its exclusion does not change the 
discussion here.  Otherwise, using a very simple model it can be shown that 
microscopic field corrections result in a factor of   1 2 3   applied to the source 
polarization for each frequency involved.
323,382,387
 
1.3.2.5 The Electric Dipole Approximation 
 In this section a brief account is given of the approximation that is employed in 
order to arrive at the ubiquitous selection rule of SFG as a surface sensitive probe.  The 
full form of the nonlinear source polarization in the wave equation is rarely known so 
that expansions are applied.  Here, all expansions are truncated at terms involving 
derivatives up to first order.  The earlier assumption involving the neglected magnetism 
of the materials is eased and second order effects may now contain terms involving 
magnetism and magnetic interactions. 
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 The theory of SFG that specifies interfacial sensitivity begins with considering 
how the form of the SFG polarization from the bulk relates to the polarization at the 
interface.  The total second order polarization source term for 1 2     can be 
described in the bulk by a multipole expansion.
122,171,234,388
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total
ic
Q

        P r P r r M r   (1.47) 
Here ,P  ,Q  and M  denote electric dipole polarization, electric quadrupole polarization, 
and magnetic dipole polarization, respectively, induced by the input fields.  The 
polarization density (dipole moment per unit volume) is formally due to a convolution 
of interactions.  Physically, the polarization at any point r  is due to the material 
response  
2
  to the input fields in the vicinity of that point, which includes influences 
from neighboring points also interacting with the input fields.
171,384,389,390
  Another 
important detail is that, just as the material polarization is described by a series of 
electric and magnetic multipoles, each pole can be written as a result of interaction with 
the electric and magnetic 
 1  B E   components of the input fields.373,391  The 
most correct relation includes influences from “nei hbors” over all space since 
neighbors are influenced by their neighbors and so on
171
 so that the terms in 
 2
totalP  are 
written
234
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  (1.48) 
with the integration performed over the bulk volume.  Here terms in the electric dipole 
polarization involving the magnetic field 
 1  B E  have been retained (the term 
involving both magnetic fields, and all magnetic field interactions in  
2
Q  and 
 2
,M  are 
neglected).   
 The physical explanation for the integration limits is that, most generally, the 
sample response at r  is influence by the interactions of input field 1 at all possible 
positions r  and the same for input field 2 at all positions .r   The integration can be 
performed over all space but the surrounding influence to the polarization at r  is 
usually fairly local.  The result is that the contribution to the integrals is spatially 
localized by the definition of  
2
  at that point.  For molecular systems considered here 
(indeed in most systems studied) the susceptibilities describe interactions with 
molecular units and so they are expected to behave very locally.  Thus, each response 
can be expanded into a power series of position completely localized at .r 234  
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  (1.49) 
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Here   is the Dirac delta function.  By substituting Eq. (1.49) into Eq. (1.48), each term 
in Eq. (1.47) satisfying 1 2.     can now be expressed as
373
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  (1.50) 
Again, only terms up to first order derivatives have been retained.  All terms belonging 
to the electric dipole polarization are grouped in curly brackets.  In this approximation, 
the total polarization is due to effects localized at r  and contains electric dipole, electric 
quadrupole, and magnetic dipole polarization contributions and the electric dipole 
polarization is a result of electric dipole- and quadrupole-, and magnetic dipole-type 
interactions with each input field.    
 The approximation introduced by Eq. (1.49) allows for categorizing the types of 
interactions considered.  Terms involving curls are due to magnetic field interactions or 
the magnetization source polarization whereas terms involving gradients or divergence 
are due to quadrupole interactions or the electric quadrupole source polarization.   The 
first term in Eq. (1.50)  is the only source term that does not involve a differential 
operator.  It is the electric dipole polarization resulting from electric dipole interactions 
with both input fields.  Dipole interactions are considered far stronger than quadrupolar 
or magnetic terms in most nonmagnetic condensed phase systems, so that when they are 
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symmetry allowed, they usually dominate the total polarization density and the higher 
order terms are ignored.  In this case, Eq. (1.47) is greatly simplified. 
 
           2 20 1 2 1 2, , : , ,EEtotal D        P r r E r E r   (1.51) 
This is the electric dipole approximation.  The physical interpretation is that the 
polarizable volume elements are highly localized and are much smaller than the 
wavelen ths of the input fields so that each volume element “feels” spatially constant 
(but time oscillating) input fields.  
 Using the principle of spatial invariance,
384
 one could rewrite Eq. (1.48) with the 
r dependence placed instead on the input fields.  Carrying out a similar expansion 
analysis for the input fields, an equivalent (and possibly more familiar) way to phrase 
the interpretation is that the wavelengths of the input fields are large compared to the 
polarizable volume element.  For the angstrom size of molecular functional groups as 
compared with input beams in the visible to infrared (hundreds to thousands of 
nanometers) in the bulk, this is certainly a very good approximation.  The electric dipole 
approximation is the basis for most phenomena predicted in linear optics (e.g. 
absorption selection rules),
392,393
 the success of which is an indication of the power of 
this approximation.  
 A final note on the electric dipole approximation should be mentioned.  It has 
been pointed out that the multipole expansion of the polarization is generally valid in 
the bulk but may not be valid at an interface.
171,235
  Guyot-Sionnest and Shen discussed 
this issue
235
 and found that higher order terms would scale as  
1l k
d 
 
 where d  is the 
interface thickness,   is the smallest wavelength, and l  and k  are related to higher 
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order derivatives in the multipole expansion ( 1l k   is always greater or equal to 1) as 
compared to the lowest order terms considered here.  Thus, higher order terms that have 
been omitted in Eq. (1.48) are not important, which is an indication that the multipole 
expansion is valid for the analysis presented.  
1.3.2.6 Symmetry and Selection Rules 
 Within the electric dipole approximation, the second order susceptibility is a 
third rank tensor that is subject to symmetry rules, specifically intrinsic permutation 
symmetry and spatial symmetry.  Intrinsic permutation symmetry is a fundamental 
property of all nonlinear susceptibilities that results from the principles of causality and 
time reversal.  It states that the result of exchanging the coordinate and frequency pairs 
of input fields leaves the susceptibilities unchanged.  Practically, this means that the 
expressions for the polarization may be equally written with either input field first.  It is 
through intrinsic permutation symmetry that the susceptibilities can be written in the 
common compact form used in this work.  Spatial symmetry follows from a 
fundamental postulate known as Neumann’s principle.384,394  It states that for any 
system that exhibits spatial symmetry, any physical property must remain unchanged 
under all the symmetry operations of the point group.  
 For centrosymmetric systems (e.g. isotropic or cubic point groups) the operation 
of inversion results in a sign change of all axes.  In keepin  with Neumann’s principle 
the susceptibility should remain unchanged so that 
 
   2 2
ijk i j k      (1.52) 
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But the inversion operation is an improper rotation defined as ij  (the Kronecker 
delta) that results in a sign change for all odd-ordered tensors.  
 
         
 
2 2
2
ijk i j k
i j k
i i j j k k    

  
  
    
 
  (1.53) 
The only way to satisfy both Eqs. (1.52) and (1.53) is for 
 2
0.ijk    This simple 
argument provides the central selection rule for SFG: within the electric dipole 
approximation, SFG is forbidden in media that possess inversion symmetry. 
 The bulk of centrosymmetric materials are SFG inactive; however, at interfaces 
inversion symmetry is necessarily broken.  At a planar interface between two isotropic 
materials there exists a C  rotation along the ˆ-axis.z   Any arbitrary rotation   about 
this axis leaves the system unchanged since ˆ ˆ ˆ ˆ- - .  x x y y    ccordin  to Neumann’s 
principle, this is written 
 
   2 2
ijk i j k       (1.54) 
The general case for rotation can be illustrated by picking a convenient angle that 
simplifies the derivation. For 2   the axes transform as ,x y  ,y x  and 
z z  (i.e. ,x y   ,y x    and )z z   so that 
 
         2 2sign sign ' signijk i j ki j k        (1.55) 
The sign function gives the sign of the argument and is equal to 1.  To satisfy both Eq. 
(1.54) and (1.55) it must be that i j k z    or one index is z  and the other two are 
both x  or both y and that 
   2 2
,zxx zyy   
   2 2
,xzx yzy   and 
   2 2
.xxz yyz    All other elements 
are zero. 
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 The result is that symmetry breaking at the interface of an otherwise isotropic 
bulk medium leads to only 4 (out of 27 total) independent and nonvanishing elements of 
 2
.   A direct consequence is that all possible contributions can be experimentally 
sampled with only four polarization combinations and used to deduce average 
molecular polar orientation at an interface (details on this follow in Section 1.3.2.8). 
The polarization combinations are usually labeled in order of decreasing photon energy, 
i.e. for vibrationally resonant SFG the order is VSFG, visible, mid-infrared.  The results 
are summarized in Table 1-1. 
Polarization Combination Elements of  
2
  
pss 
 2
zyy   
sps 
 2
yzy   
ssp 
 2
yyz   
ppp 
       2 2 2 2
xzz xzx xxz zzz      
Table 1-1.  Summary of polarization experiments and elements sampled of the second order 
susceptibility.  Polarization denotes electric field polarization and is in order of decreasing photon 
energy: SFG-input beam 1-input beam 2.  For this work, input beam 1 is 800 nm and input beam 2 
is in the mid-infrared.   
 
Another consequence is that by inverting the -axisz  of the system, the sign of all 
susceptibility elements change.  This makes SFG sensitive to the polar orientation of 
resonances through the relative phase (  or π) of the output field.   
1.3.2.7 SFG from an Interface and Boundary Conditions 
 With the elements of  
2
  at an interface determined (within the electric dipole 
approximation), the wave equation remains to be solved.  The common approach is to 
consider a thin nonlinear polarized sheet sandwiched between semi-infinite (linear) 
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media 1 and 2 on either side.  The wave equation takes the form of Eq. (1.38) on either 
side of the sheet (no source terms).  Within the sheet, the source nonlinear polarization 
is assumed a 2-dimensional infinite plane wave of the form
184,224,230,236,237
 
          2, , exp .NL s sz i t c c        P r P r P p r   (1.56) 
with wavevector p  and the wave equation is  
 
         
2 2
1 22
2 2
4
, ,s
c c
 

 
       
 
E r P r   (1.57) 
The connection to Eq. (1.51) is 
 
       
       
2 2
2
1 2 1 2
, ,
, : , ,
s total
local local
s    
  
   
P r P r
r E r E r
  (1.58) 
where the subscript notation now indicates this is a surface-allowed susceptibility (i.e. 
   2 2
0 )EEs D   and the superscript local indicates that the total input fields within the 
sheet are different from the incident amplitudes.  The wave equation is solved subject to 
boundary conditions
237
 and the phase-matching restriction. 
 1 2  k k k   (1.59) 
The resulting electric field propagating into medium m is
i
 
  
 
 
           2 1 1 2 2
2 sec
, , ,
m
m mn s mn mn
m
i
L L L
c
 
    

       
 
E r E r E r  (1.60) 
The subscript m and n indicate medium 1 or 2, depending on which side of the polarized 
sheet the field is being calculated (they do not indicate elements of the matrices).   
                                                 
i
 The units of the emitted electric field are actually E/m.   This is a result of the infinite plane wave 
approximation, it is rectified when one goes to calculate irradiance (proportional to (E/m)^2) scaled by 
beams of finite area.  
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 The mnL  matrices account for the fact that the total externally applied fields 
within the polarized sheet are not just the incident and emitted field amplitudes; rather, 
they must be connected by continuity conditions at an interface.   
 local mnLE E   (1.61) 
The mnL  matrix takes the same form for the incident and emitted fields.  For fields 
incident from medium 1 (or generated into medium 1), in the xyz coordinate system it 
is
237
 
 
 
 
12
12 12
2
12
cos 0 0
0 0
0 0 sin
p
s
p
t
L t
n
t
n


 
 
 
  
 
 
 
  (1.62) 
where all refractive indices and angles of incidence are specific to the field under 
consideration and n  is the refractive index within the polarized sheet.  Here, 
/ / /p s p s p s
mn t It E E  are the linear Fresnel amplitude coefficients for transmission (detailed 
in Chapter 3).  For fields incident from medium 2, one simply rewrites Eq. (1.62) with 
the indices switched and replace   with .    
 Upon inspection, it is evident that the fields within the polarized sheet are 
related by the continuity condition on the tangential components of E  and the normal 
component of .D   The continuity conditions are already satisfied in the derivation of the 
linear Fresnel coefficients.
382,385
  To make this clearer, consider that the elements of 12L  
are expressed as a ratio to the incident amplitudes.  They are equivalently written 
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   
   
,
12 12 12
,
12 12 12
, 2 ,
12
2 2
1 12 2 12
cos cos 1
1
sin sin 1
local x
xx p p
x
I
local y
yy s s
y
I
local z local z
zz
z z
I I
p p
E
L t r
E
E
L t r
E
D n E
L
E E
n t n r
 
 
     
   
 
    
  (1.63) 
with / / /
12
p s p s p s
r Ir E E  as the linear Fresnel amplitude coefficients for reflection that will 
be detailed in Chapter 3.  Multiplying out the ratios leads to (see Figure 1-7 for the 
various quantities, the minus sign on 
12
pr  in 12
zzL  is a result of the coordinate frames 
defined there) 
 
   
   
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,
, 2 ,
2 2
1 2
cos cos
sin sin
local x p p p
t I r
local y s s s
t I r
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p p p
t I r
E E E E
E E E E
D n E
n E n E E
 
 
    
  

    
  (1.64) 
This shows that the local fields can be calculated by summing the total electric field 
amplitude on either side of the interface for the tangential components.  For the normal 
component of ,D  the same can be done and is related to the normal component of E  
through a well-defined ratio of refractive indices.  Thus, for thin film systems where 
interference effects complicate the fields adjacent to the interface, the problem is solved 
in a completely analogous way by using the transfer matrix to analytically calculate 
adjacent fields.  This highlights one idea of fundamental importance to the thin film 
model that will be presented in Chapter 3. 
 The polarized sheet model is central to the multilayer thin film model developed 
in this work and presented in Chapter 3.  However, Eq. (1.60) suggests that, whatever 
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form the susceptibility takes, if one can perform relative measurements on a system 
where the local field corrections do not change (much), amplitude ratios could be used 
to deduce changes in the susceptibility since the extra factors would cancel in the ratio.  
This is the idea presented in Chapter 2 with thermally annealed samples, along with 
some difficulties with that approach when considering SFG from thin film systems.  
1.3.2.8 Microscopic Origin of the Macroscopic Susceptibility 
 In order to extract information about molecular structure, the macroscopic 
polarization P  must be connected with its microscopic origin.  The polarization of a 
material is defined as the dipole moment per unit volume so that it results from the sum 
of all induced molecular dipoles .indμ   Within the electric dipole approximation, the 
incident electric fields exert a force on the electrons and nuclei (separately, within the 
Born-Oppenheimer approximation).  The induced dipole can be expanded analogous to 
the polarization in Eq. (1.34).
159,323,384,395
  
 ind      μ E EE EEE  (1.65) 
Here   is the molecular polarizability of the material and   and   are the second and 
third order hyperpolarizabilities.  Using completely analogous arguments as in Sections 
1.3.2.3 and 1.3.2.4 one can show that the process of SFG is contained in the second 
order term.  The second order susceptibility for SFG is then an average of the second 
order hyperpolarizability satisfying 1 2     weighted by the number density of 
volume elements in the sampling region .N   
  
2
R N    (1.66) 
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The discussion in this section considers molecular vibrational modes as the smallest 
polarizable volume element.   
 The microscopic quantity   is usually presented in the molecular coordinate 
system abc  (dummy indices )  which is generally different from the lab xyz  frame 
(dummy indices ).ijk   A quantum mechanical expression that includes damping for the 
elements of   can be derived using the density matrix and second order perturbation 
theory.
120,159,323,384,396
  A consequence of the electric dipole approximation (Section 
1.3.2.5) is that the quantum mechanical operator for the electric field perturbation is just 
the electric dipole operator used extensively in linear optics, obtained by expanding 
plane wave electric fields and truncating at the first term (the long wavelength 
approximation).   
 eμ r   (1.67) 
 When one of the input beams is tuned to the vicinity of a vibrational mode in the 
infrared the hyperpolarizability elements take the form
396
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 
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 
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  (1.68) 
where M  is the anti-Stokes Raman tensor of the mode 
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   (1.69) 
and A  is the IR electric dipole transition moment. 
 1 0A    (1.70) 
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Immediately it is seen that, in order for a vibrational mode to be SFG active, it must be 
both IR and Raman active and that SFG is enhanced when IR  is resonant with a 
molecular vibration at .   For the purposes of this dissertation, the system is assumed 
to consist of two real levels, the ground 0  and first excited state 1  for the vibrational 
mode, and a nonresonant state s  (also referred to as a virtual state).  Here now it is 
specified that 2 IR   and 1 vis   to indicate the input fields are in the visible and 
mid-infrared.  Then, 0s  corresponds to the transition frequency between the virtual 
level and the ground state,   is the peak center of the mode, and   is the damping 
constant that accounts for the homogenous vibrational linewidth and other relaxation 
pathways.  The system is assumed to start in the ground state.   
 In order to arrive back at the laboratory frame, the elements of 
 2
R  are related 
to the elements of   through the unit vector projections.238 
      2, ˆ ˆ ˆ ˆˆ ˆ ijkR ijk
IR
N
N
i



 
 
    
  
 i α j β k γ   (1.71) 
with 
 
ijk ij kM A    (1.72) 
 Broad and frequency independent responses are often observed in experimental 
data (e.g. from metals) from what is referred to as the vibrationally nonresonant 
response, 
 2
.NR   When a detectable response is not resonantly enhanced, it will typically 
have a much more complex microscopic description due to the likelihood of higher 
order quadrupole and/or magnetic dipole terms having an appreciable contribution.  
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Since a microscopic understanding is not necessary in many cases, these effects can be 
grouped into a macroscopic nonresonant susceptibility 
 2
NR  that is constant but 
generally complex.  An energy level diagram showing vibrationally resonant and 
nonresonant response is shown in Figure 1-9. 
 
Figure 1-9.  Jablonski diagrams of vibrationally resonant and nonresonant SFG showing response 
using a broad bandwidth mid-infrared source. 
 
1.3.2.9 Modeling SFG Data 
 Modeling experimentally collected SFG spectra from a single interface is 
usually implemented by considering that the total signal is due to the macroscopic local 
field corrections and the sample response.  Experiments primarily utilize linearly 
polarized input fields so that the polarization experiments in Table 1-1 are executed 
individually.  For experiments that sample a single element of 
 2
s  the intensity 
expression can be written 
0
1
s
IRs
viss
A
M
IR
vis

 2
R
 2
NR
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      
2
2ˆ ˆ ˆ ˆ ˆ ˆsp i j sp k sp ii jj kk
sfg vis IR vis IR sfg ijk vis IRI I I L L L   e e e e e e   (1.73) 
The prefactor projections account for the changed coordinate system (from the sample 
xyz frame to propagating fields sp frame for the generated field and opposite for input 
fields).  The unit vectors were defined in Section 1.3.2.1.  For the ppp  experiment, the 
expression contains multiple contributions due to p-polarized input fields.   
      
2
2ˆ ˆ ˆ ˆ ˆ ˆppp sp i j sp k sp ii jj kk
sfg vis IR vis IR sfg ijk vis IR
i y
I I I L L L

    e e e e e e   (1.74) 
The second order susceptibility is usually taken as a sum of q  vibrationally resonant 
modes and a nonresonant response. 
 
     2 2 2
, , ,ijk NR ijk R v ijk
v
      (1.75) 
The vibrational resonances take the form of Eq.(1.71), each with a unique amplitude 
, , ,q ijk q ijkA   center frequency ,q  and damping constant .q   
 The complex nature of the resonant and nonresonant susceptibilities leads to 
phase relationships between source terms that interfere at the intensity level since 
    
2
2 2
, , ,NR ijk R q ijk
q
I      (1.76) 
A single vibrational resonance has a Lorentzian lineshape at the intensity level.  In the 
presence of a nonresonant contribution; however, it may appear as a dip, peak, or 
derivative-looking lineshape, depending on the relative phase.   
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In spectrally congested regions with multiple SFG active modes, pulling apart the 
complicated interferences at the susceptibility level can be quite challenging, and often 
fit results are not unique.  This emphasizes an additional challenge when interpreting 
SFG data. A review is available that has a nice discussion on the phase relationships 
among the susceptibility contributions.
395
 
 
Figure 1-10.  Graphics illustrating the interaction of the mid-infrared beam for (a) p-polarized 
input sampling the transition normal component and (b) s-polarized input sampling the in-plane 
transition component of a polar oriented mode that is otherwise isotropically distributed in the 
plane.  
 
 All nonzero hyperpolarizability elements (Eq. (1.68)) in the molecular frame can 
potentially contribute to every element of the macroscopic 
 2
R  response in the 
laboratory frame, but with restrictions based on molecular symmetry and average polar 
orientation.
239,240
  It is through the evaluation of the microscopic elements, either 
through ab initio methods or by direct measurement using linear absorption and Raman 
techniques, that molecular structure can be deduced.  For instance, it is common to 
implement a ratio calculation from an experiment that samples the in-plane IR transition 
moment (e.g. )sps  to one that samples the out-of-plane (e.g. )ssp  transition moment.  
The interactions of the mode with orthogonal components of the mid-infrared are 
illustrated in Figure 1-10.   As the molecular hyperpolarizabilities depend on the 
(a) (b) 
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symmetry of the mode under consideration, a unique expression will be obtained for 
modes of different symmetry.  For example, modes with C3v symmetry (e.g. the methyl 
group) it can be shown that the intensity ratio is related to the average cosine of the 
polar angle by the expression
274
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  (1.78) 
where .aac cccr    It is through these types of relations that SFG can be used to 
deduce molecular structure. 
 Conclusion 1.3.3
 The theory of SFG from an interface within the dipole approximation depends 
primarily on two conditions: resonant enhancement and polar ordering at the interface.  
The discussion on higher order bulk-allowed terms is important to keep in mind when 
analyzing SFG data from molecular systems that are more than a single monolayer 
thick, and even in the case of a monolayer one must be sure the signal is dominated by 
dipole interactions and are not from quadrupole enhancement through rapid variation in 
the field amplitudes at the interface.  These considerations are important in order to 
properly quantify molecular structure.   
 As it turns out, the mathematical treatment indicates that the dipole 
approximation only really comes into play when analyzing data, that is, when one tries 
to say something physical about the system under interrogation.  As pointed out by 
Shen’s  roup back in the     ’s, the bulk contributions can be put in a form that is 
consistent with an interfacial dipole-type interaction so that a single measurement 
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cannot differentiate the interaction source of SFG signal.  Measurements in reflection as 
well as transmission can be used to determine if there is a non-negligible bulk response 
for single interface systems.  More knobs are required for determining if the interfacial 
response is truly dominated by a dipole-type interaction (e.g. varying the refractive 
index of the outermost semi-infinite material). 
 The local field factors relate input beams to the fields within the polarized sheet 
and the nonlinear polarization to outgoing fields.  Calculation of the input local fields is 
readily extended to arbitrary multilayers simply by calculating the total field amplitudes 
adjacent to an interface using the transfer matrix approach.  However, it will be 
discussed in the following chapters that calculating optical interference effects on fields 
generated within an arbitrary multilayer system is not as straightforward.  This is a 
primary contribution from this work and is accomplished in Chapter 3 by considering 
the single interface result (Section 1.3.2.7) in combination with reducing the multilayer 
thin film system to a single layer with newly defined coefficients of reflection and 
transmission.  With these results, the electric dipole approximation can be better tested 
by improved sampling of SFG data from thin film systems where additional degrees of 
freedom may be varied.  This is demonstrated experimentally in Chapter 5 with data 
collected from gradient thickness organic thin films.  
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Project Synopsis 
 This dissertation describes advances made in applying sum frequency generation 
spectroscopy (SFG, in particular vibrational SFG or VSFG) to multilayer thin film 
systems by providing an intuitive model of optical interference effects; postulating a 
solution to the two-interface problem of SFG applied to planar and stratified multilayer 
structures.  The first chapter explains the need for surface sensitive techniques for 
buried interfaces in thin film systems.  This is motivated by the complex nature of 
charge carrier phenomena that occur at buried interfaces within organic semiconductor 
devices, specifically in organic field-effect transistors (oFETs).  Section 1.3 on the 
history and theory of SFG has been written from my point of view as the inaugural 
student of SFG in a research group that had no formal background in this technique.  
The goal of the introduction to SFG is to provide a compact reference for some 
important aspects to consider for future students of the project, but is by no means 
comprehensive.  The introductory theory has centered on single interface systems.  The 
conclusion is that within the electric dipole approximation, SFG can fill the need of a 
surface sensitive probe to molecular structure in organic thin film systems.  The electric 
dipole approximation is most likely to be valid for systems that possess resonant 
enhancement and where there is significant polar ordering of the molecules at the 
interface.  A discussion on SFG applied to thin film systems emphasizes that the 
two-interface problem and optical interference effects from multilayer thin film systems 
are issues that have been largely avoided in the literature.  It is surmised that the reason 
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this is the case is that there has been a lack of an intuitive model to describe these 
effects.   
 In the chapters following the background information, the chronology of my 
considerations for the two-interface problem is laid out.  The second chapter goes 
beyond the discussion of SFG focused on a single interface and presents the 
two-interface problem for SFG applied to thin film systems.
96
  At this point, data from 
thin organic films deposited on multiple silica substrates are fit to a very simple model 
where VSFG vibrational mode peaks are considered to contain signals from both 
interfaces of the organic, and each has associated optical interference effects.  The local 
field corrections and optical interference effects are not calculated but are eliminated by 
taking a ratio of fit results for data collected before and after thermal annealing.  The 
model system for this dissertation is introduced in this chapter: thin films of the small 
molecule N,N’-dioctyl-3,4,9,10-perylenedicarboximide (PTCDI-C8) vapor deposited on 
silica thin film substrates, consistent with an oFET thin film geometry.  VSFG data 
obtained from PTCDI-C8 deposited on multiple silica surfaces demonstrates that optical 
interferences influence the detected VSFG intensity, and the simple model used in the 
analysis leads to some ambiguities in data interpretation. 
 The next three chapters aim to reduce or eliminate some of the ambiguities in 
VSFG data analysis.  In Chapter 3, a refined model is presented for interface-specific 
coherent nonlinear optical spectroscopies applied to ideal arbitrary multilayers that 
explicitly calculates optical interference effects.
372
  The model is based on the transfer 
matrix and reduces the multilayer thin film system to a single layer with newly defined 
coefficients of reflection and transmission at the layer boundaries.  Chapter 4 uses the 
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model to simulate data and present some intricacies contained in the intensity data of 
SFG taken from the model oFET system.
397
  Chapter 5 presents experimental evidence 
for the model by obtaining VSFG data along the length of thickness gradients of 
PTCDI-C8 deposited on silicon wafers with two different oxide thicknesses.  The 
thickness dependence in the intensity data is reproduced well by the interfacial thin film 
model.  However, I find evidence that the response is not fully consistent with the 
electric dipole approximation.  The model is then extended to describe optical 
interferences from possible bulk sources and an analysis of the data indicates that higher 
order bulk and interfacial terms are both likely present in this system.  Some 
considerations for imposing better constraints on experimental data and modeling are 
discussed.  It is pointed out that, while contributions from the bulk may complicate data 
analysis, the interfacial contributions are significant and that the model developed in my 
thesis work combined with the thin film geometry provides a new and unique way to 
quantify contributions to the VSFG signal.  Finally, Chapter 6 provides a discussion on 
early efforts from my graduate work including key experiments that ultimately led to 
my focus on the two-interface and optical interference problems associated with SFG 
applied to organic thin film systems.   
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2 Surface Chemistry and Annealing-
Driven Interfacial Changes in Organic 
Semiconducting Thin Films on Silica 
Surfaces 
 
Adapted with permission from  
Daniel B. O’Brien,  imothy C.  n lin, and  aron  .  assari. Surface Chemistry and 
Annealing-Driven Interfacial Changes in Organic Semiconducting Thin Films on Silica 
Surfaces. Langmuir. 2011, 27, pp 13940-13949. 
Copyright 2011 American Chemical Society. 
 
CHAPTER SUMMARY 
 In this chapter, interface-specific VSFG spectroscopy was used to investigate 
the structure of the initial monolayer of N,N’-dioctyl-3,4,9,10-perylenedicarboximide 
(PTCDI-C8) thin films deposited on silica surfaces and their behavior upon thermal 
annealing.  The major goals are to present the model system of this dissertation, 
introduce the effects of thin film interference on VSFG intensity data, and introduce a 
very simple two-interface model for VSFG applied to organic thin film systems.  The 
data fitting routine uses the model to simultaneously fit and extract apparent amplitude 
contributions from the outer (exposed) and inner (buried) interfaces for the symmetric 
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imide carbonyl mode before and after thermal annealing.  A ratio of amplitudes before 
and after thermal annealing is used to cancel unknown variables and deduce that the 
structure of the outer interface is always subject to reorganization, whereas the inner 
interface resists change when deposited on a well ordered trimethoxy(octadecyl)silane 
self-assembled monolayer.  A number of important aspects emerge from this work such 
as the significance of optical interferences on data interpretation, the sensitivity of 
VSFG to substrate functionalization, and ambiguities associated with modeling two-
interfaces and the associated issues with fitting data to such a model.   
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2.1 INTRODUCTION  
 Semiconducting organic thin films are held together by weak non-bonding 
forces that enable them to be prepared through cost-effective methods, such as solution 
casting and vapor deposition.  Unfortunately, the same forces that make them 
technologically attractive also result in relatively weak electronic couplings.  This leads 
to fundamentally different mechanisms of charge transport, with organic materials 
favoring thermally activated charge hopping over the more efficient band-type 
conduction.  Within this mechanism, charge transport is impeded by energetic barriers 
between states as well as self-trapping due to molecular rearrangement and polaron 
formation.
51,66
   
 At first glance, the successful integration of organic materials into electronic 
devices relies upon their ability to conduct charge carriers (electrons and/or holes) 
through the bulk.  Yet, in many cases, it is not the characteristics of the bulk material, 
but rather the interfaces between materials that dominate device performance.
11,398
  As 
described in Section 1.2.2, a striking example of this behavior is found in the organic 
field-effect transistor (oFET).  Charge conduction in these devices occurs exclusively 
along the buried interface of the organic thin film and a dielectric material where an 
applied gate bias drives the accumulation of charge carriers.
15,16,18
  The conducting layer 
is generally considered to be on the order of a monolayer thickness for a typical organic 
material despite the fact that even the thinnest semiconductor films are on the order of 
several to tens of monolayers thick.  The thin and buried nature of the active interface in 
oFETs makes it a difficult region to study spectroscopically due to its short optical path 
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length and contamination of its spectroscopic signals with those generated in the bulk 
(non-accumulated) of the material.
15,399
  
 Vibrational sum frequency generation (VSFG) spectroscopy has been 
demonstrated as a surface-specific nonlinear optical technique useful for elucidating 
structural information at interfaces.  As detailed in Section 1.3.2, in the context of 
perturbation theory VSFG is a second order spectroscopy.  Within the electric dipole 
approximation all even order spectroscopies have selection rules that make their 
observables zero anywhere there is inversion symmetry on a macroscopic scale.
395,400
  
Planar and stratified systems such as organic thin films are generally isotropic 
everywhere except at the material layer interfaces where inversion symmetry is lost.  
Therefore the accumulation layer in oFETs is amenable to characterization by 
VSFG.
236,401
  VSFG makes use of two input beams with well-defined polarizations.  
The IR beam is tuned to the vibrational resonances of interest and the generated signals 
can be used to extract information about average molecular orientations and relative 
ordering at interfaces.
25,343
 
 In this work, interface-specific VSFG spectroscopy was used to investigate the 
structure of the initial monolayer of N,N’-dioctyl-3,4,9,10-perylenedicarboximide 
(PTCDI-C8, a common n-type organic semiconductor) thin films deposited on silica 
surfaces and its behavior upon thermal annealing.  The system was designed to give an 
accurate representation of the interfacial layer of PTCDI-C8 thin films while minimizing 
optical phase shifts between layers inherent to thicker films.  First we consider 
qualitative trends in the data when VSFG is performed on reflective versus transparent 
substrates.  Additionally we consider the dependence of film morphology with subtle 
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differences in the SiO2 substrate chemistry.  Modeling of the VSFG data from the imide 
carbonyl vibrational region was used to identify changes in the ensemble molecular 
ordering of the interfacial phase on bare and self-assembled monolayer (SAM) 
functionalized SiO2 dielectrics before and after sample annealing.  Modification of SiO2 
substrates with SAMs and thermal annealing procedures have been shown to 
significantly impact oFET device performance and stability under ambient 
conditions.
65,402,403
  Thus, we also compared the electrical behaviors of oFETs to the 
VSFG spectra from samples prepared and annealed under identical conditions to assist 
in interpreting the structural information from the buried interfacial signals.   
2.2 PTCDI-C8 BACKGROUND 
 Derivatives of perylene tetracarboxylic acid have been demonstrated for use as 
n-type semiconductors in oFETs because of their high electron affinities.
18,103,402,404,405
  
This work is focused on the derivative N,N’-dioctyl-3,4,9,10-perylenedicarboximide 
(PTCDI-C8, structure shown in Figure 2-5) vapor deposited on SiO2, a commonly used 
dielectric for oFETs.  It has been reported that films grown by vapor deposition 
assemble in terraced two-dimensional polycrystalline layers.  Each layer is ~2 nm tall, 
indicating that the molecules stand upright with a small tilt angle between the long 
molecular axis and the surface normal.  The bulk structure is independent of the 
chemical nature of the substrate and consists of stacked terraces.
95
  Each layer is 
composed of two-dimensional polycrystalline grains where the grain sizes are 
dependent on the substrate temperature during vapor deposition but the polycrystalline 
domain sizes within individual grains remains essentially constant.
406
  Through the bulk 
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of the films, the molecules orient for lateral π-π interactions of the perylene cores within 
each layer and alkyl chain interactions with adjacent layers.
95,103,407
 
 Details on the structure of the initial layer that forms directly on the substrate are 
less established, yet it is this layer that dictates device performance in oFETs.  In 
particular, reports are conflicting on whether the initial monolayer phase is different 
from the bulk layers.  Krauss and coworkers utilized grazing incidence X-ray diffraction 
(GIXD) to determine that the interfacial layer thickness for a 27 nm thin film vapor 
deposited at 90 °C and post-annealed to 100 °C was ~0.6 nm, which suggested that the 
molecules were in a reclined phase relative to the bulk layers.
95
  X-ray reflectivity 
(XRR) has shown that annealing a monolayer of PTCDI-C8 (deposited at 130 °C) to 
160 °C reduced its thickness from 2.7 to 1.2 nm, which was attributed to reorientation 
of an initially metastable phase.
407
  In contrast, X-ray diffraction (XRD) measurements 
on 36 nm thin films deposited at 75 °C showed no evidence of a distinct interfacial 
phase when deposited on either bare or polystyrene coated SiO2 surfaces.
18
  A closely 
related molecule, PTCDI-C5, deposited on bare and octadecyltrichlorosilane treated 
SiO2 was studied by AFM, XRR, and XRD.  The interfacial phase was observed on 
both substrates but disappeared at high deposition temperatures.
103
  In all of the X-ray 
studies, the molecular orientation in the first monolayer were deduced from an indirect 
measurement of the thickness of the interfacial phase.  This region, in which the 
molecules may be reclined or upright relative to the surface normal, has important 
implications for interpreting oFET device performance.  The apparent contradictions 
among these and other reports regarding the initial monolayer structure can be 
understood from the fact that the film formation depends on both deposition 
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temperature and surface chemistry, and there is no consistency to these parameters 
amongst the investigations cited. 
2.3 EXPERIMENTAL 
 Materials 2.3.1
 Silicon wafers with a 300 nm polished thermal oxide (TO, University Wafer), 
silicon wafers with a polished native oxide side (NO, Silicon Quest International), fused 
quartz slides (QS, SPI Supplies), and glass slides (GS, Gold Seal Cat. No. 3010) were 
used as substrate materials.  N,N’-dioctyl-3,4,9,10-perylenedicarboximide (PTCDI-C8, 
98%) and trimethoxy(octadecyl)silane (ODTMS, technical grade 90%) were used as 
received from Sigma-Aldrich.  ODTMS was transferred directly into a standard 
anhydrous and anaerobic (dinitrogen) glovebox prior to use.  Anhydrous 
trichloroethylene (TCE, Sigma-Aldrich) was prepared by drying over CaCl2 followed 
by vacuum transfer into a sealed flask and was stored in the glovebox.  All other 
solvents were reagent grade and were used as received. 
 SFG Sample Substrate Preparation 2.3.2
 NO, QS, and GS substrates were cut into roughly 1×2 cm rectangular substrates 
and were prepared for PTCDI-C8 vapor deposition as follows. All substrates were 
cleaned following a modified RCA procedure.
408,409
  Substrates were initially blown 
free of any particles and sonicated for 10 minutes in distilled water.  Standard clean 1 
(SC1) consisted of a solution of distilled water, hydrogen peroxide (30% in water), and 
concentrated ammonium hydroxide (~5:1:1 H2O:30% H2O2:NH4OH by volume) heated 
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to 80 °C and poured over the substrates in preheated vials followed by removal from the 
hotplate for 5 minutes of sonication.  The substrates were quickly removed and rinsed 
with distilled water followed by 10 minute sonication in distilled water.  Standard clean 
2 (SC2) consisted of a 10 minute sonication in concentrated HCl diluted with distilled 
water (~20:1 H2O:HCl by volume) followed by a distilled water rinse and a 10 minute 
sonication.  Substrates were capped in vials after SC2 and stored in distilled water until 
further use.  No further preparation was used for bare substrates prior to PTCDI-C8 
deposition.   
 ODTMS functionalized silica substrates were prepared by a spin-casting 
technique that yields very smooth well-ordered SAMs.
98
  In a nitrogen glove box a 3 
mM solution of ODTMS in anhydrous TCE was prepared and sealed in a glass vial with 
a septum cap and transferred out of the glove box.  RCA cleaned substrates were 
removed from water and quickly blown dry with house N2.  The substrates were 
covered with 5  μL of OD  S solution from a syrin e, allowed to sit for    seconds, 
and then spun at 3000 rpm for 2 minutes followed by transfer into a sealed container 
that contained a small vial of concentrated NH4OH for 12 hours.  After NH3 vapor-
curing, the substrates were sonicated in toluene for 2 hours followed by a toluene rinse 
and a second 2 hour sonication in fresh toluene.  ODTMS substrates were capped in 
individual vials and stored in toluene until further use.  It is worth noting that we found 
by replacing the spinning step with a simple method of drawing off the ODTMS 
solution by touching the substrate to a glass beaker gave comparable results to the 
spinning method, although it was a bit more difficult to control and was not used in the 
present study.   
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 Just prior to PTCDI-C8 vapor deposition, surface energies were characterized by 
static distilled water contact angles measured at three spots across each substrate surface 
utilizing a Ramé-Hart model 100-00 goniometer.  Ellipsometry and AFM were 
performed at the University of Minnesota Characterization Facility on substrates 
prepared identically to those used for VSFG measurements.  Spectroscopic ellipsometry 
(J.A. Woollam Co. VASE) was performed at three different angles of incidence (65°, 
70°, and 75°) in the region of 700-1100 nm on NO substrates to determine oxide and 
OD  S S   thicknesses.   he Ψ and φ data were fit for the native oxide usin  a 
known model for native oxide optical constants and a transparent Cauchy model for the 
ODTMS refractive index.
410
  The surface roughness and topography were characterized 
by AFM (Agilent 5500) performed in AC mode and stabilized in the attractive regime 
under dry N2 gas purge (<1% relative humidity, room temperature). 
 Field-Effect Transistor Substrate Preparation 2.3.3
 Bottom contact field-effect transistors (FETs) were prepared in a Class 10 
cleanroom at the University of Minnesota Nanofabrication Center as described in detail 
previously.
25
  TO substrates were prepared as follows:  The unpolished side was 
selectively etched and a universal gate electrode was produced by electron beam 
deposition of 50 nm of aluminum followed by 200 nm of gold onto the exposed silicon 
surface.  Multiple devices were then patterned by photolithography on the polished side.  
The source and drain electrodes consisted of a 2 nm chromium adhesion layer with 250 
nm  old contacts.  Each device had three channel len ths to choose from:  5 μm,     
μm, and 5   μm with a constant width of 3 mm.  Devices were cleaned followin  the 
RCA procedure described in the last section but with some minor changes:  substrates 
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were submerged in SP1 for just 1-2 minutes with intermittent sonication during SP1 and 
SP2.  ODTMS treatment followed as above.  Substrates were characterized by static 
water contact angle measurements.   
 PTCDI-C8 Thin Film Preparation 2.3.4
 Vapor deposition was performed in a homebuilt high vacuum chamber.  It 
consisted of a substrate holder mounted with an   ” throw above a crucible furnace 
(RADAK I, Luxel Corp).  Just prior to vapor deposition of PTCDI-C8, substrates were 
removed from storage solvents and immediately blown dry with house nitrogen.  All 
depositions were done at or below 5×10
-6
 Torr.  A crucible loaded with PTCDI-C8 was 
heated following a temperature profile of 5 °C/minute to a final temperature near 
230 °C.  The crucible soaked for 10 minutes prior to film deposition and the 
temperature was adjusted to yield 0.1 Å/s average deposition rate to a total thickness of 
8 nm as monitored by a quartz crystal microbalance (QCM) and verified by 
spectroscopic ellipsometry. 
 Vapor deposition was done in sets for VSFG substrates.  Each set consisted of 
one each of bare and ODTMS surface preparations for NO, QS, and GS substrates for a 
total of six samples per set.  There were three sets.  After each deposition, sample sets 
were removed from the instrument and placed in individual vials and capped in air.  
After all samples had been through VSFG data collection they were thermally annealed 
at 110 °C for 1 hour in an oven followed by post-annealed VSFG data collection.  
 For electrical characterization, eight oFET substrates were loaded into the vapor 
deposition chamber concurrently to give four each of bare and ODTMS surface 
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preparations.  Devices were removed from the instrument and placed in vials capped in 
air prior to electrical characterization. 
 VSFG Spectroscopy of PTCDI-C8 Thin Films 2.3.5
2.3.5.1 VSFG Spectrometer Description 
 The femtosecond VSFG spectrometer utilized the tunable broadband IR and 
narrowband visible outputs of a regeneratively amplified laser and parametric amplifier 
system. The system consisted of a titanium sapphire (Ti:Sapph) oscillator (Kapteyn-
Murnane Laboratories) pumped by a frequency-doubled continuous wave (CW) 
neodymium vanadate laser (Spectra-Physics, Millennia 5W) to generate mode-locked 
pulses at 93 MHz and centered at 800 nm with 50 nm of bandwidth (FWHM) and 3 nJ 
of power per pulse.  
 The oscillator output was used to seed the regeneratively amplified Ti:Sapph 
laser (Spectra-Physics, Spitfire-Pro 40f, 1kHz) pumped by a diode-pumped Q-switched 
neodymium yttrium lithium fluoride (Nd:YLF) laser (Spectra-Physics, Empower 15) to 
produce amplified 1.7 mJ chirped pulses at 1kHz. The majority of the amplified output 
was compressed to produce 1.0 mJ pulses as the output from the amplifier system, while 
a smaller portion ( ∼ 300 mW) was diverted for use in the generation of the narrowband 
visible light.  
 To generate the mid-IR pulses, half of the total power from the regenerative 
amplifier (500 mW) was used to pump an optical parametric amplifier (OPA) (Spectra-
Physics, OPA- 800C).  The OPA utilizes a 3mm thick β-barium borate (BBO) crystal 
and parametric amplification to produce angle-tuned signal and idler pulses.  The signal 
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and idler outputs from the OPA were difference frequency mixed in an angle-tuned 
silver gallium sulfide crystal (AgGaS2, 1.0 mm thick) to generate tunable mid-IR 
pulses. 
 The narrowband visible light source was generated by passing the remaining 
300 mW chirped output from the regenerative amplifier through an angle-tuned narrow 
bandpass filter (Semrock Inc., 3 nm FWHM) to obtain ∼25 μJ pulses centered at 800 
nm. These spectrally narrowed pulses were used to seed a home-built multipass 
amplifier (MPA). The MPA consisted of a Ti: Sapph crystal (Altos Photonics, 6 mm 
diameter, 1 mm thick, 0.25% doping) pumped by a portion (∼3-4 W) of the output from 
the Q-switched Nd:YLF laser. The crystal was antireflection coated (AR) at 527 nm on 
both sides and AR at 800 nm on one side with a high reflective coating at 800 nm on the 
other. These coatings allowed the amplifier to be pumped in transmission geometry 
while the seed pulses were focused on the crystal from the opposite side in reflection 
geometry.
411
  The ∼25 μJ narrowband pulses were focused onto the crystal in a 
reflection geometry consisting of three passes so that the total path length on a single 
pass with reflection was 2 mm. The MPA produced ∼11  μJ pulses which were then 
passed through a 4-f pulse shaper for further spectral narrowing. 
2.3.5.2 VSFG Sample Measurements 
 The visible and mid-IR pulses were focused onto the sample and the SFG output 
collected and recollimated with a pair of 60° off-axis parabolic mirrors. Beam 
characteristics at the sample were 5 ps (FWHM) pulses centered at 799 nm with 5 cm
-1
 
of bandwidth (FWHM) and 4 μJ/pulse for the visible and     fs (FWHM) pulses 
   95 
centered around 1680 cm
-1
 with 160 cm
-1
 of bandwidth (FWHM) and 2 μJ/pulse for the 
mid-IR.  The mid-IR and visible pulses were incident at 55° and 63° respectively from 
the sample normal and were focused and spatially overlapped in a ~    μm  /e radius 
spot.  Temporal overlap was achieved by second order cross-correlation on a ZnO thin 
film and set to a delay of 0 fs.  The generated signal was collected in reflection 
geometry and was spectrally resolved using multiplex detection by focusing into a 150 
mm dispersive monochromator coupled to a liquid N2 cooled CCD detector (Princeton 
Instruments, Spec-10).  The work presented in this chapter utilized the ssp  polarization 
combination: s-polarized VSFG, s-polarized visible, and p-polarized mid-IR.  The 
optical system was sealed and purged with dry air at -80 to -100 °F dew point. 
 For VSFG measurements, the PTCDI-C8 thin film samples were loaded into a 
magnetic mount sample holder so that each substrate surface was held in the same 
plane, which was perpendicular to the plane of incidence.  Laser spot sizes were 
optimized so that laser annealing was not evident.  The sample was continuously moved 
horizontally and data were taken along a stripe ±2 mm relative to the initial laser setup.  
Each sample was placed in the instrument at least twice for data collection.  Data 
collected on samples after reloading into the instrument indicated good overall 
reproducibility.  The spectra were then averaged for each sample.   
 Data were collected using a custom LabVIEW program written in-house and 
employed a sequential background subtraction scheme with a simple algorithm for 
removing cosmic rays.  A single frame consisted of integrating on the CCD for a given 
time followed by blocking of the mid-IR beam and integrating for the same time with 
subsequent subtraction of the two spectra after cosmic ray removal.  Cosmic rays were 
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removed by collecting five frames and executing a discrimination procedure for each 
pixel in the raw and background data separately.  Each pixel value was compared to the 
median value for that pixel in all frames.  Values that were beyond four standard 
deviations of the median were rejected and replaced with the mean of the remaining 
pixel values.  The five cosmic ray corrected and background subtracted spectra were 
then averaged and scaled to integration times which varied from 1 to 10 minutes among 
samples.  A reference spectrum was collected for each sample spectrum using a ZnO 
thin film to normalize by the mid-IR power spectrum.  The ZnO film was deposited on 
a Si wafer substrate at 230 °C by atomic layer deposition (ALD) by alternating the 
precursors diethylzinc and water vapor to a thickness of 75 nm.  The ZnO film was 
prepared at the University of Minnesota NanoFabrication Center. 
 PTCDI-C8 oFET Electrical Characterization 2.3.6
 Electrical characterization was performed in a cryostat at room temperature 
under vacuum at or below 1×10
-4
 Torr.  Transfer curves were collected in the saturation 
regime ( 100 V)DV   using two Keithley 617 electrometers. Thermal annealing at 
110 °C for 1 hour followed and the samples were allowed to cool to room temperature.  
Then, post-annealed transfer curves were collected without removing them from 
vacuum.  Transfer curves were obtained on each of the three channel lengths for each of 
four devices for both bare and ODTMS treated substrates.  Saturation mobilities sat  
were extracted from fits to the square root of the source-drain current ,D satI  versus 
gate voltage as detailed in Eq. (1.8) in Section 1.2.2.1.  For these devices, the width 
varies but the length is a constant 3 mm.  The capacitance of SiO2 was measured in 
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these devices to be 81.190  0.006  10oxC
   F cm-2.  The threshold voltage TV  and 
saturation mobilities were used as fitting parameters. 
2.4 RESULTS AND DISCUSSION 
 Substrate Characterization 2.4.1
 The cleaning process described above resulted in hydrophilic surfaces for all 
substrates (NO, QS, GS, and TO) as indicated by low water contact angles in Table 2-1.  
Functionalization of all four substrate types with ODTMS produced surfaces that were 
equally hydrophobic with water contact angles approaching 110°.  Surface 
morphologies and roughnesses characterized by AC mode AFM  indicated very smooth 
interfaces for bare and ODTMS functionalized surfaces with only slightly lower RMS 
roughnesses for the highly polished NO wafers (Table 2-1).  The topographic images 
are shown in Figure 2-1.  These consistencies across all sample types are important for 
the interpretation of the VSFG data below in terms of substrate surface energies with 
minimal effects from differences in substrate topographies.  Spectroscopic ellipsometry 
indicated that the bare NO substrates had a 2.6 nm oxide layer, and the ODTMS SAM 
thicknesses were 2.2 nm, consistent with a single layer of crystalline ODTMS with the 
alkyl chains standing on-end.
98
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Table 2-1.  Water contact angles and RMS roughnesses for bare substrates, and PTCDI-C8 
thicknesses and field-effect electron mobilities
i
 
substrate 
bare substrate properties PTCDI-C8 
thickness (nm)ii 
unannealed 
mobility ×102 
(cm2/Vs) 
improvement 
factor upon 
annealing H2O (degrees) RMS (nm)
iii 
NO 3.7 ± 1.3 0.18 ± 0.02 
8.0 ± 0.3 
 
QS 4.2 ± 0.8 0.42 ± 0.08  
GS 3.1 ± 0.8 0.53 ± 0.12  
TO 2.5 ± 0.3  3.7 ± 1.3 2.1 ± 0.3 
NO-ODTMS 107.4 ± 0.8 0.28 ± 0.12 
8.3 ± 0.7 
 
QS-ODTMS 104.9 ± 0.6 0.57 ± 0.13  
GS-ODTMS 109.2 ± 0.5 0.77 ± 0.44  
TO-ODTMS 104.3 ± 1.7  1.1 ± 0.3 2.1 ± 0.2 
                                                 
i
 Error values represent the standard error of the mean. 
ii
Measured on NO samples only, but all PTCDI-C8 samples were deposited at the same time.  
iii
 RMS roughness values calculated over the entire 2 x 2 m images for the bare substrates.  
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Figure 2-1.  AFM topographic images of bare and ODTMS functionalized substrates.  Substrates 
shown: a) NO, b) NO-ODTMS, c) QS, d) QS-ODTMS, e) GS, and f) GS-ODTMS. 
 
 VSFG data were collected from the ODTMS SAMs prior to PTCDI-C8 
deposition using the ssp beam polarization combination in the alkyl vibrational region.  
The results from all three substrates are shown in Figure 2-2. 
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Figure 2-2.  VSFG spectra in the CH stretching region for ODTMS SAMs on the three substrates 
studied in this work.  Data are shown as markers, and the fits (using Eqs. (2.1) - (2.4) for a single 
interface system) are overlaid in solid lines.  Offset (by 60) are the three resonances that were 
extracted from the fits.   
  
All three datasets were fit with the same resonant parameters and the nonresonant 
amplitude was allowed to vary between the samples to accommodate the larger NR 
background on the NO substrates.  A unique transfer coefficient was assigned to NO-
ODTMS (will be discussed Section 2.4.4) due to differences in the local field factors for 
a reflective relative to transparent substrate.  The presence of strong CH3 vibrations on 
all substrates (symmetric stretch and Fermi resonance at 2880 and 2940 cm
-1
, 
respectively) indicates well-ordered monolayers.  Also, the fact that all three spectra are 
fit by the same resonant parameters indicates that the only difference between the 
samples is the presence of a non-resonant background from the underlying silicon wafer 
that interferes with the resonant lineshapes.
412
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 On the basis of these measurements on all substrates, we conclude that the NO, 
QS, and GS samples did not have significantly different surface roughnesses, and the 
ODTMS functionalized samples differed only in their surface energies from the bare 
SiO2 substrates. 
 PTCDI-C8 Thin Film Characterization 2.4.2
 Spectroscopic ellipsometry was performed on PTCDI-C8 thin films deposited on 
NO and revealed that the organic thin film thicknesses were approximately 8 nm (Table 
2-1).  Figure 2-3 shows representative AFM images for PTCDI-C8 grown on bare and 
ODTMS functionalized NO, QS, and GS substrates.  The films on NO and QS 
substrates for both bare and ODTMS preparations exhibit similar surface morphologies 
(Figure 2-3a-d).  Discrete ~2 nm steps are clearly evident in the pixel density plots 
adjacent to each frame.  The topography is consistent with the reported growth method 
of vapor deposited PTCDI-C8 on SiO2 and ODTMS SAM surfaces in which 2D 
polycrystalline terraces proceed in a Stranski-Krastanov fashion (layer-by-island 
growth) with molecules oriented with the long axis of the perylene core standing up 
with a small tilt relative to the substrate normal.
95
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Figure 2-3.  AFM topographic images of pre-annealed PTCDI-C8 vapor deposited onto a) bare NO, 
b) NO-ODTMS, c) QS, d) QS-ODTMS, e) GS, f) GS-ODTMS.  Pixel density plots are included 
adjacent to each image. 
 
 Comparison of Figure 2-3a-d to Figure 2-3e and f reveals that the GS substrates 
produce more fractured films, which is also apparent in the larger inhomogeneity in the 
pixel density plots.  We have found that the morphologies of PTCDI-C8 films on GS are 
consistently different from those on QS and NO surfaces.  Island growth is partially 
apparent for GS-ODTMS but is absent for bare GS.  Although it is beyond the scope of 
the current study, these topographical changes suggest a different growth mechanism of 
PTCDI-C8 on GS surfaces.  Because the surface roughnesses are identical, we 
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tentatively attribute the differences in film morphologies to a chemical difference.  GS 
is a soda lime glass that is only ~70-75% SiO2 by mass, while the remaining 
components include Na2O, CaO, MgO and other trace compounds.  By coating the GS 
surface with ODTMS, the stepwise growth is somewhat recovered (more apparent in 
the pixel density plot in Figure 2-3f), but the impact of the GS surface chemistry is not 
completely nullified by the overlaid SAM.  These chemical differences are subtle at the 
silica and SAM level based on the fact that the water contact angles cannot differentiate 
the surface energies, AFM cannot discern differences in surface roughnesses, and the 
VSFG spectra of the CH vibrational region report identically packed monolayers.  
However, seemingly minor differences in surface chemistry can be amplified when they 
perturb the kinetics of the earliest nucleating molecules during thin film formation.  
These data highlight the well-known fact that the kinetics and thermodynamics of film 
growth from vapor deposited PTCDI-C8 are exquisitely sensitive to substrate 
preparation, and the observation is significant since GS substrates are often used as 
surrogates for silica wafers. 
 Upon thermally annealing the same six samples at 110 °C for 1 hour, AFM 
images were collected and are shown in Figure 2-4.  The behaviors of the film 
topographies upon annealing are again similar between the NO and QS substrates 
(Figure 2-4a-d) with no obvious differences in the images or pixel density plots on bare 
versus ODTMS functionalized surfaces.  Compared to the pre-annealed NO and QS 
samples in Figure 2-3a-d, there is a clear coalescence of grains upon annealing that 
forms larger islands and more complete terraced layers.  The pixel density plots show 
layer heights that are ~2 nm tall as were observed before annealing and similar height 
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distributions.  There are small differences between the NO and QS pixel height 
distributions, but we attribute these to difficulties encountered in stabilizing the tip-
sample interactions on QS (and GS) substrates due to electrostatic effects.  Figure 2-4e 
and f demonstrate that PTCDI-C8 on the GS substrate also undergoes an increase in 
grain size through the annealing procedure, but the final topographies of films on these 
substrates continue to be more fractured than the NO and QS surfaces. 
 
Figure 2-4.  AFM topographic images of post-annealed PTCDI-C8 vapor deposited onto (a) bare 
NO, (b) NO-ODTMS, (c) QS, (d) QS-ODTMS, (e) GS, (f) GS-ODTMS.  Pixel density plots are 
included adjacent to each image.  
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 PTCDI-C8 Vibrational Spectroscopy 2.4.3
 Figure 2-5 shows the FTIR absorption spectrum for a 30 nm thin film of PTCDI-
C8 deposited on a CaF2 window with graphical representations of the molecule and the 
modes in the inset.  Absorption peaks at 1655 cm
-1
 and 1697 cm
-1
 have been previously 
assi ned to the imide carbonyl asymmetric (νasym) and symmetric (νsym) stretching 
vibrations. 
413
  The Raman activities of these modes are notoriously weak but have been 
measured through surface-enhanced Raman and are consistent with the assignments 
above.
414
  The linear vibrational spectrum reports the mean frequencies and 
distributions of frequencies for these vibrational degrees of freedom for the entire film 
thickness with the majority of the signal resulting from absorption in the bulk rather 
than at the material interfaces.  Nonetheless, this provides a starting point for assigning 
the vibrational resonances to specific nuclear motions.   
 
Figure 2-5.  FTIR spectrum of the carbonyl vibrational region for a thin film of PTCDI-C8 on CaF2.  
Inset are structural diagrams showing the nuclear motions for asym and sym. 
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 Two-Interface Model for Fitting VSFG Spectra 2.4.4
 VSFG spectroscopy was used to determine the vibrational spectra of the 
interfacial species, with the goal of monitoring structural changes at the PTCDI-C8–
substrate interface where charge conduction occurs in oFETs.  The VSFG electric field 
generated at a given interface can be written as a sum of vibrationally resonant and 
nonresonant contributions.
21,359,415
  
      
2 2 2
,NR R q
q
       (2.1) 
 
 2
,0 0 0
VSFG vis IR
v v vE T E E   (2.2) 
 Here vT  is the total transfer product for interface ,v  which relates the input 
fields 
0
visE  and 0
IRE  to the output field ,0 ,
VSFG
vE  and accounts for thin film interference 
effects and local field corrections at material junctions.  
 2
,R q  is the second order 
susceptibility for the 'thq  vibrational resonance at the interface and  
2
NR  describes all 
other vibrationally non-resonant contributions to the material response.  
 For an organic thin film, the same modes appear at both interfaces but generally 
are not in identical chemical environments.  Equation 2.3 is the general quantum 
mechanical result for a homogeneously broadened vibrational mode outlined in Section 
1.3.2.8: 
  
2
R
IR
A
i

 

  
  (2.3) 
Here   is the central frequency,   is the linewidth, and A  is the amplitude of a given 
vibrational mode.  In VSFG spectroscopy A  is proportional to the product of the IR 
transition dipole moment and Raman molecular polarizability and can be used to deduce 
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average molecular orientation as described in Section 1.3.2.8.
396,416,417
  As in linear 
spectroscopy, the   and   parameters report on the chemical environments 
surrounding the vibrational modes at a given interface.  Each resonance is associated 
with a particular vibrational mode q  at a particular interface .v   In stratified systems, 
where multiple parallel interfaces contribute signal, the total VSFG intensity detected 
includes the output fields from all interfaces.  In this work, there is one organic thin film 
with two interfaces.  
 
2
2
0 ,0
1
VSFG
v
v
I E

    (2.4) 
This is the concise mathematical description of the two-interface problem in VSFG 
applied to organic thin films. 
 Overview of the Two-Interface System 2.4.5
 In this chapter, the resonant VSFG data from PTCDI-C8 thin films are 
interpreted as arising from the outer (air–PTCDI-C8) and inner (PTCDI-C8–substrate) 
interfaces.  Figure 2-6 shows an illustration of the system model and an exemplary 
VSFG spectrum (data markers) with overlaid fit calculated from Eqs. (2.1) - (2.4) (black 
line) and the individual interfacial vibrational mode contributions that produced the fit 
(red and blue lines).  Each interface contributes distinct νasym and νsym resonances that 
are unique in their parameters in Eq. (2.3).  The PTCDI-C8 vibrational modes between 
these boundaries are in a centrosymmetric environment leaving them VSFG silent. The 
outer interfacial spectrum has opposite polar orientation and is assi ned a π phase shift 
relative to the inner interface.  
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Figure 2-6.  (a) Conceptual model used to fit and interpret the VSFG data showing the inner and 
outer interfacial imiide functional groups. (b) Calculated VSFG data (black solid line) and the 
component Lorentzian peaks from each interface (solid red and blue lines).  The fit spectrum is 
overlaid on actual QS-ODTMS data (black markers).  Also shown with dotted lines of the same 
colors is the resultant VSFG spectrum when the lower frequency (buried interfacial) mode 
experiences a 2 cm
-1
 shift. 
 
 The inner and outer interfaces (Figure 2-6a) have their own unique vT  values 
(Eq. (2.2)) that depend on the optical properties of the entire system.  vT  is wavelength 
dependent and complex valued  ( expv v vT T i T  with  arg ),v vT T   and it imparts a 
system dependent scaling factor and phase shift on one interface relative to the other.
367
  
In this work, the wavelength window for an entire vibrational spectrum (after 
upconversion) is quite narrow (~150 cm
-1
 is detected over ~5 nm); hence we treat vT  as 
being constant across the spectrum from a given interface.  Reflections at media 
interfaces with primarily real refractive indices can introduce a zero or π phase shift 
depending on the wave polarization, angle of incidence, and refractive indices.  
Arbitrary phase shifts can be introduced by the spatial geometry of a layered system or 
from the transfer coefficients at interfaces of materials with refractive indices that 
include appreciable imaginary components.
367
  In the current system, the refractive 
indices of all system materials for all wavelengths are primarily real and all layers are 
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negligibly thick compared to the experimental wavelengths so that the phase shift 
introduced by vT  is approximated to be zero.  In this scheme  v vT T  simply acts as a 
scaling factor on the VSFG spectral contribution from a given interface. 
 In Figure 2-6b the four vibrational modes (νasym and νsym from an inner and outer 
interface) generate second order fields that are combined to produce the net detected 
VSFG signal intensity.  The spectral contributions from the two interfaces are scaled by 
different vT  but the product ,v v qT A  has not been separated.  The vibrational modes on 
opposite interfaces are assumed π out of phase and have center fre uencies that differ 
by 5 cm
-1.   he small fre uency shift is important since identical modes with a π phase 
difference and similar ,v v qT A  values would perfectly cancel leading to no detectable 
VSFG signal.  The frequency dependence of the phase of the vibrational resonances 
renders the interference between π phase shifted modes such that there is constructive 
interference between them and destructive interference outside of them.  The amount of 
constructive interference (and thus the intensity of the signal detected) is extremely 
sensitive to changes in the frequency difference when it is small (within only a few 
wavenumbers).
359
  The dotted line in Figure 2-6b shows how the model predicts the 
signal intensity would change when the red-side symmetric mode center frequency is 
blue-shifted by only 2 cm
-1
 with no changes in resonant signal amplitudes, widths, or 
.vT   Interference at the susceptibility level dramatically changes the amount of signal 
that is observed experimentally.   
 The intensity level resonant VSFG spectrum has peak heights and lineshapes 
that depend on the transfer coefficients and susceptibilities at each interface (Eq. (2.2)) 
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as well as how they mix at the electric field level (Eq. (2.4)). When complex 
interferences such as these are considered, interpreting seemingly simple VSFG spectra 
quickly becomes challenging.  An increase in measured peak intensities could be the 
result of an increase in VSFG activity (higher amount of order, changed average polar 
orientation, etc.) at one or both interfaces, or could be due to a change in the vibrational 
frequencies, lineshapes, or transfer coefficients at either interface leading to less 
destructive interference.  The results are not always intuitive, especially when several 
vibrational resonances overlap as is the case for a two-interface system. In the following 
sections, the VSFG data will be first presented and discussed qualitatively in the context 
of Eqs. (2.1) - (2.4).  Details of the fitting routine will follow and results from nonlinear 
fits to the data will be presented to reveal the underlying resonant changes upon 
annealing. 
 Qualitative Aspects of Interference in VSFG Data 2.4.6
 Representative VSFG spectra of PTCDI-C8 thin films from NO, QS, and GS 
bare (solid lines) and ODTMS functionalized (dashed lines) substrates are presented in 
Figure 2-7.  On all surfaces, the νsym intensity at ~1700 cm
-1
 in the VSFG spectra is 
noticeably stronger than the asymmetric mode.  Using the ssp VSFG polarization 
combination, the p-polarized IR beam primarily measures the component of the VSFG 
transition moments that are orthogonal to the surface (see Figure 1-10(a) in Section 
1.3.2.9).  Consistent with the notion that PTCDI-C8 molecules orient vertically on the 
substrates, this aligns the imide symmetric stretch vibrational dipole moment with the 
IR driving field, whereas the asymmetric vibration is orthogonal.  However, the 
orientation cannot be quantitatively defined by this measurement alone since the 
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intrinsic VSFG activities of these resonances are not known nor are the extents to which 
the vibrational modes are depolarized or interfering from opposite interfaces. 
 
Figure 2-7.  Pre-annealed VSFG spectra collected on bare (solid lines) and ODTMS functionalized 
(dashed lines) versions of the NO (black), QS (red), and GS (blue) substrates.  Spectra from each 
substrate type are offset by two units and the NO spectra were multiplied by five for clarity. 
 
 A comparison of the data in Figure 2-7 shows that the spectra generated from 
NO substrates (black lines) are about a factor of 5-10 weaker than those from QS and 
GS surfaces.  A modulation of the full spectrum could be the result of an increase in 
disorder at the interfaces that are sampled by VSFG.  However, based on the nearly 
identical bare surface characterization shown in Section 2.4.1, this cannot be the 
explanation for such a dramatic difference.  We attribute this effect to vT  which can be 
separated into the individual transfer coefficients for each field involved 
.VSFG vis IRv v v vT t t t   The reflectivity of the underlying silicon substrate in the visible to 
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near-IR changes the local field of the visible beam at both interfaces by reflecting out 
most of the portion that is otherwise lost through the back of QS and GS substrates.  
Upon reflection the field under oes a π phase shift and destructively interferes with the 
incident field making vis
vt  smaller at both interfaces.  At the same time, the VSFG signal 
is emitted in the reflected and transmitted directions from both interfaces and a similar 
argument can be made for collecting the transmitted portion upon reflection from the 
silicon substrate, effecting VSFG
vt  in the same way.  In short, the NO system has smaller 
transfer coefficients (Eq. (2.2)) due to the reflectivity of the substrate in the visible to 
near-IR range leading to lower signal intensities.   
 A comparison of the VSFG spectra for PTCDI-C8 on bare (solid lines) versus 
ODTMS functionalized (dashed lines) surfaces reveals another interesting trend.  The 
signal strength from the NO-ODTMS substrate data is about twice that of bare NO 
while it is roughly a half to a quarter of the intensity for QS-ODTMS and GS-ODTMS 
compared to their bare substrates.  It is striking that modifying the dielectric surface 
with an organosilane monolayer can cause the VSFG signals from NO wafers to 
increase while the transparent silica substrates decrease.  Based on the nearly 
indistinguishable nature of the bare and ODTMS substrates shown in Table 2-1 and the 
corresponding AFM images in Figure 2-1, the PTCDI-C8 buried monolayer should not 
be significantly different on NO-ODTMS relative to QS-ODTMS.  The AFM 
topographies and pixel density plots in Figure 2-3 indicate the outer interfaces are 
similar as well.  Therefore we hypothesize that the difference is likely a result of two 
phenomena: a relative difference in transfer coefficients of the two interfaces on 
reflective versus transparent substrates as well as chemically different environments 
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experienced by the first monolayer on bare versus ODTMS treated substrates.  
However, a detailed investigation of these phenomena is beyond the scope of the 
current study and is not necessary for the conclusions drawn here.  
 
Figure 2-8.  VSFG spectra collected from pre-annealed (open markers) and post-annealed (filled 
markers) PTCDI-C8 films on NO (black), QS (red), and GS (blue) substrates. Spectra from 
different surface types are offset by two units and NO spectra are multiplied by five for clarity. 
 
 Upon annealing the PTCDI-C8 films on bare and ODTMS functionalized 
substrates, the VSFG spectra from all six sample types reported similar changes.  Figure 
2-8 and Figure 2-9 show the pre- and post-annealed spectra for each surface 
preparation.  The apparent blue-shift upon annealing for all substrates and surface preps 
is tentatively attributed to a larger reorganization and ordering at one interface relative 
to the other. It is clear from the post-annealed AFM images in Figure 2-4 that the 
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molecules on the outer interface undergo a substantial reorganization leading to 
increased grain sizes and a filling-in of the observable incomplete layers. 
 
Figure 2-9.  VSFG spectra collected from pre-annealed (open markers) and post-annealed (filled 
markers) PTCDI-C8 films on NO-ODTMS (black), QS-ODTMS (red), and GS-ODTMS (blue) 
substrates. Spectra from different surface types are offset by two units and NO spectra are 
multiplied by five for clarity. 
 
 VSFG Data Fitting 2.4.7
2.4.7.1 Fit Details: Amplitude Ratios 
 In order to quantify the relative amount of reorganization upon annealing from 
each interface the data were fit using Eqs. (2.1) - (2.4) as follows.  With three sets of 
samples, six samples per set (NO, QS, GS, NO-ODTMS, QS-ODTMS, and GS-
ODTMS), and VSFG data collected before and after thermal annealing there were 36 
total spectra to fit.  When the samples are considered individually the resulting fit 
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parameters are highly correlated.  In order to minimize these ambiguities a global fitting 
scheme was employed.  Data were fit 12 spectra at a time (each sample set pre- and 
post-annealed) using the nonlinear fitting algorithm available in Mathematica 8.0.  All 
resonant center frequencies were shared across all data sets but allowed to float (i.e. 
,air sym  was the same in all 12 spectra for a given sample set).  Each resonance had its 
own width and amplitude that were independent of the other resonances.  The substrate 
interfaces were assigned a unique substrateT  for each substrate and surface prep but the 
pre- and post-annealed data sets shared this parameter.  The parameters for the 
vibrational resonances were assigned starting values and allowed to minimize with 
'ssubstrateT  all set to zero.  The final optimization floated all parameters including all 
's,substrateT  which ended up still close to zero and had a very small effect on the resultant 
parameters.  The product of ,v v qT A  is not separable in this scheme so that the fitting 
parameter , ,v q v v qA T A  was defined (Equations 1 and 2).  All values were then 
reported as a ratio of , ,v q v qA   post-annealed to pre-annealed where , ,v q v qA   is the 
metric for the total contribution from a given resonance.
347,395,418,419
 Here vT  is 
assumed approximately constant upon annealing and therefore cancels in the ratios.  
,v qA  is assumed real and set positive so that relative polar orientation was assigned by 
changing the sign on 
 2
, , .R v q   The data were fit best by assigning opposite signs to the 
resonances from a given interface 
   2 2
, , , ,( )R air sym R air asym   and assigning the spectrum 
from the substrate interface to be opposite to that of the air interface 
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   2 2
, , , ,( ).R substrate sym R substrate asym     The substrate interfacial modes were assigned a 
bathochromic shift based on a simple solvation argument.
420–422
  We rationalize that the 
outer interface should be more similar to the gas phase vibrational frequencies, which 
would be blue-shifted in the absence of solvation.  A small vibrationally nonresonant 
contribution was observed in all NO and NO-ODTMS substrate data.  A constant 
modulus and phase for 
 2
,NR substrate  was used in the fitting, which was shared across NO 
and NO-ODTMS pre- and post-annealed data sets. 
2.4.7.2 Fit Results 
 
Figure 2-10.  Final fit parameters for C=O vsym PTCDI-C8 films on NO (black), QS (blue), and GS 
(red) substrates on bare and ODTMS functionalized surfaces.  Shown are the    an an
sym sym sym sym
A A   
ratios to demonstrate the increase or decrease of a contribution from the inner (substrate) or outer 
(air) interface, where unity (gray dashed line) implies no change. Error bars reflect the standard 
error from the average of three sample sets. 
 
 The fitted VSFG spectra are overlaid onto the data in Figure 2-8 and Figure 2-9 
as solid black (pre-annealed) and gray (post-annealed) lines, demonstrating that the 
agreement with the spectral data is excellent.  In the following discussion we focus 
   117 
attention on νsym due to the fact that νasym is generally low amplitude in the VSFG 
spectra.  The results from fitting for the νsym mode are presented in Figure 2-10 and the 
full table of resultant fitting parameters is shown in Table 2-2.  For VSFG with the ssp 
polarization combination, a decrease in resonant contribution upon annealing is 
interpreted as primarily the result of a decrease in the ensemble average z-projection of 
the transition dipole moment (relative to the substrate normal) for that mode.  For the 
νsym mode, this translates to an increase in the average tilt along the long axis of the 
perylene core.  The molecules become more reclined.  The apparent blue-shift in the 
VSFG spectra upon annealing can be explained by a disproportionate change in the total 
contribution from the two interfaces upon annealing.  Figure 2-10 shows that on bare 
substrates the buried interfacial (lower frequency) contribution tends to decrease while 
the outer (higher frequency) contribution increases for all substrates.  For ODTMS 
substrates the buried total contribution remains approximately unchanged while the 
outer contribution increases.  The large relative change at the outer interface for both 
surface preps is consistent with the topographic changes observed in the AFM images 
(Figure 2-3 versus Figure 2-4).  These molecules have more freedom to restructure 
compared to the buried interface.  The reorientation that occurs eliminates smaller 
islands which suggests the molecules join larger grains with less tilt along the long 
axis.
95
  The results for the buried interfaces are consistent with reports that the 
interfacial phase on bare SiO2 is subject to reorientation upon thermal annealing.  The 
decrease in the VSFG contribution suggests that the molecules reorient in favor of a 
reclined phase as was observed previously.
95,103,407
  The essentially unchanged buried 
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modes on the ODTMS substrates are evidence for thermodynamic stability of the initial 
PTCDI-C8 layer. 
Table 2-2.  Full VSFG fitting routine parameter results. 
  
Bare  ODTMS 
  
Set 1 Set 2 Set 3  Set 1 Set 2 Set 3 
C
o
m
m
o
n
 
,air sym   1701.45 1701.4 1700.93  
Shared Values 
,substrate sym  1696.21 1696.16 1695.74  
,air asym  1661.98 1660.32 1661.34  
,substrate asym  1656.18 1656.98 1655.75  
 2
,NR NO  0.06284 0.06238 0.05249  
 2
,NR NO  1.07462 1.27013 1.4134  
         
In
n
er
 NOT  0.16506 -0.0844 0.02184  0.1571 0.03053 0.0723 
QST  0.16895 0.16414 0.10098  -0.0142 0.00826 0.04813 
GST  -0.0647 -0.0326 0.1222  -0.0422 -0.1608 -0.0766 
 
 
 
 
 
       
In
n
er
 R
es
o
n
an
ce
s 
,NO symA  2.759 2.93944 2.75735  2.91575 3.0332 2.65858 
,NO sym  5.56374 5.20714 5.61068  4.41631 4.73099 4.47729 
,NO asymA  0.687 1.21669 0.43181  0.73395 1.14201 0.53885 
,NO asym  5.50177 5.43459 4.97397  6.3719 5.38141 5.79521 
,annealNO symA  2.16802 3.13533 1.93385  2.48501 3.09756 2.18814 
,annealNO sym  4.83023 6.44961 5.48795  4.04435 3.92283 4.43751 
,annealNO asymA  0.41575 1.26208 0.09348  0.39204 0.78402 1.2646 
,annealNO asym  5.03987 4.70231 2.2693  3.27494 4.62109 6.33136 
,QS symA  7.38743 7.70496 7.52223  4.82356 4.47708 3.51342 
,QS sym  4.68612 4.54189 4.90728  4.13523 4.11969 4.12019 
,QS asymA  1.30572 4.08395 1.69417  2.25299 3.98359 2.24455 
,QS asym  3.83188 5.27158 4.28266  4.57899 5.8331 5.12497 
,annealQS symA  5.70626 6.60507 5.18649  4.26558 4.10748 3.05849 
,annealQS sym  3.88619 4.17276 3.93299  3.85562 3.88898 3.77447 
,annealQS asymA  1.06291 2.98702 1.26155  1.82594 3.66854 1.38072 
,annealQS asym  3.66143 4.35269 3.5156  4.69088 4.88975 4.10816 
,GS symA  9.41807 11.1526 8.67221  5.87374 6.57083 5.18804 
,GS sym  4.46516 4.56582 4.50677  4.14135 4.22844 3.9523 
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,GS asymA  3.57782 8.83272 2.21873  2.74165 4.48826 2.30902 
,GS asym  4.86794 6.08572 4.83507  4.96478 4.89047 4.88758 
,annealGS symA  7.88013 9.92935 5.53751  5.01709 6.2561 4.68413 
,annealGS sym  3.84387 4.25236 3.75994  3.61779 3.74587 3.64297 
,annealGS asymA  2.62299 5.28579 1.57968  2.0016 6.2163 1.59885 
,annealGS asym  4.30162 5.64377 4.3044  4.35952 5.22396 3.84951 
 
 ,NO sym
A  2.9698 2.29263 3.19017  2.75849 2.72688 2.65917 
O
u
te
r 
R
es
o
n
an
ce
s 
,NO sym  6.59578 6.31823 5.82495  5.0599 5.44341 5.00878 
,NO asymA  1.60757 2.05677 1.859  0.74017 1.68789 0.60922 
,NO asym  7.50237 6.482 8.80699  4.10178 6.73352 3.8093 
,annealNO symA  2.95852 3.551 2.77031  2.93402 2.95782 2.80017 
,annealNO sym  5.69791 5.86516 4.67426  4.35129 4.57381 4.34404 
,annealNO asymA  1.37244 2.58087 0.75047  0.55372 1.16707 2.41672 
,annealNO asym  6.44548 8.55286 3.68137  3.3075 4.84974 12.9937 
,QS symA  7.06503 7.50674 7.9352  3.91473 3.63127 3.15511 
,QS sym  5.44504 6.25598 5.3246  5.31272 4.9882 4.30496 
,QS asymA  3.22745 7.18683 3.59187  2.20603 3.74825 2.33197 
,QS asym  5.83609 7.98342 5.63801  6.24084 7.79263 6.62176 
,annealQS symA  6.0693 8.36184 5.46225  4.64289 4.50211 3.41245 
,annealQS sym  4.10848 5.36515 3.99021  3.952 4.02592 3.79555 
,annealQS asymA  2.49514 7.09156 2.26981  2.52361 4.63877 1.89919 
,annealQS asym  4.51238 8.16165 4.24395  4.75264 7.26718 5.13834 
,GS symA  8.34439 10.3346 7.74609  5.05048 5.83015 4.72172 
,GS sym  5.20587 5.60308 4.81377  5.14122 5.0847 4.77417 
,GS asymA  4.42836 10.7229 3.23486  3.08482 5.7803 2.57529 
,GS asym  6.38371 7.99918 5.13732  7.18066 9.26888 5.3453 
,annealGS symA  8.08111 11.1467 6.13326  5.39805 6.06406 5.14124 
,annealGS sym  4.10579 4.44094 3.96722  3.90338 4.12147 3.82374 
,annealGS asymA  4.0697 8.04414 2.89046  2.923 7.66797 2.35411 
,annealGS asym  5.35555 6.3639 4.7043  5.435 6.94356 4.80973 
 
2.4.7.3 Ambiguities in the Fitting Routine 
 The limitations of the fitting routine should be discussed.  We found that the 
VSFG spectra presented here could not be fit using a single interface model.  However, 
   120 
there were two problems encountered when applying the multiple interface model to 
VSFG data.  The main difficulty is the high correlation between parameters so that it 
was necessary to constrain the system by making informed choices on how to share 
parameters between data sets.  The other problem stems from the fact that VSFG is 
extremely sensitive to molecular ordering so that when contributions to the observed 
spectra were somewhat varied between samples it had a large effect on the detected 
spectra making the choice of shared parameters across samples problematic.  Our 
approach here is to depict how the total contributions from the buried and outer 
interfaces change upon annealing under the assumption that the center frequencies do 
not change appreciably.  Other fitting schemes involving multiple interfaces were tested 
and generally showed the same trends as presented above.  A major focus of this 
dissertation is contributing a mathematical description of vT  so that it can be modeled, 
reducing some of the ambiguities encountered in this chapter.  This is the focus of the 
next three chapters. 
 PTCDI-C8 Field-Effect Transistor Electrical Characterization 2.4.8
 In an effort to connect the structural changes that were extracted from fits to the 
VSFG data with device performances, electron mobilities were measured on PTCDI-C8 
oFETs at room temperature under vacuum at or below 1×10
-4
 Torr in the saturation 
regime ( 
sat
) before and after thermal annealing at 110 °C.  The mobilities were 
averaged from all channels and all devices for bare and ODTMS surface preps and are 
included in Table 2-1.  Mobilities from the bare substrate devices were on average more 
than a factor of three higher than those of ODTMS devices.  It has been shown that 
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depositions of PTCDI-C8 at relatively low substrate temperatures (such as the 30 °C 
used in this study) result in finer grain structure and that oFET device performances are 
significantly degraded by grain boundaries.
17,51,66,403,423
  Although we did not discern 
topographical differences at the outer interface among these films by AFM, the higher 
mobilities on bare substrates is likely due to the formation of more grain boundaries at 
the buried interface on ODTMS substrates.  The initial stage growth of a closely related 
molecule deposited on bare SiO2 and alkyl-SAM treated SiO2 showed a tendency to 
nucleate into finer grains in the initial perylene monolayer on the SAM.
103
  
 Interestingly, the mobilities doubled upon annealing for both bare and ODTMS 
devices. Field-effect conduction occurs only at the buried (inner) interface, thus we 
would expect that both substrate types experienced a structural change during annealing 
that resulted in increased carrier mobilities.  The fits to the VSFG spectra shown above 
reported that there was a notable change in structure for the bare substrates and no 
change on ODTMS.  These results seem contradictory, though they are consistent with 
previous reports of device improvement with annealing and preferential structural 
rearrangement on bare silica.  The observations can be rationalized by first recognizing 
that annealing helps to better coalesce grains, including those at the substrate interface.  
Coalescence leads to better lateral π-π orbital overlap of the PTCDI-C8 molecules at 
grain boundaries, which leads to improved mobilities on both substrates.  This grain 
boundary improvement may have no direct connection to the VSFG data, but the 
formation of the reclined phase upon annealing that was recovered from the fits to these 
data was expected to have some impact on the carrier mobility.  
   122 
 One perspective on these observations is that the devices on ODTMS, which had 
improved carrier mobilities but no structural change reported by VSFG, achieved their 
improvements primarily through grain boundary coalescence.  The oFETs on bare silica 
had fewer grains to begin with, and, assuming only coalescence, should not have 
improved by as much as the ODTMS devices (a factor of two).  It is conceivable that 
the bare substrate samples were improved by grain boundary coalescence as well as 
molecular rearrangement within the grains, thereby enabling them to have the same 
improvement factor as the ODTMS surfaces.  In other words, on ODTMS devices, 
where there are more grains but the film is thermodynamically stable, the improvement 
factor is mostly due to coalescence; whereas on bare devices, with fewer grains but 
thermodynamic instability, the improvement factor is due to improved π-π overlap 
between grains as well as within the grains.  It is not yet clear how the reclined phase in 
the bare substrates might lead to more favorable conduction, but the structure-function 
relationships for monolayers of PTCDI-C8 would be an excellent future study. 
2.5 CONCLUSION 
 In this work thin films of an n-type organic semiconductor, PTCDI-C8, were 
vapor deposited at low temperatures on bare and ODTMS functionalized silica 
substrates.  After analyzing the film properties with AFM and steady state spectroscopy 
we utilized VSFG spectroscopy to extract the vibrational spectra from the film 
interfaces.  It was necessary to treat these data as arising from two interfaces in order to 
properly fit the spectral lineshapes.  The results show that the manner in which the 
interfacial signals change with surface chemistry and annealing procedures can be 
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extracted by making some assumptions about the optical constants of the materials and 
by using signal ratios to cancel unknown variables.  Within the model presented and for 
our experimental parameters, we were able to demonstrate that the initial PTCDI-C8 
monolayer phase that forms on bare silica is subject to reorientation upon thermal 
annealing, whereas on ODTMS functionalized surfaces it is more stable and resistant to 
restructuring.  Interpreting the electrical characteristics of oFETs with the same 
conduction channel preparations was not straightforward and highlights the fact that 
there is a complex interplay between the molecular structures at this interface and their 
impact on device performance.  The results show that VSFG approaches can be useful 
to test hypotheses about the molecular arrangements at buried interfaces in electronic 
devices.   
 Efforts beyond the simple model used here are presented in the next chapters of 
this dissertation.  Specifically, modeling of vT  is presented in the next chapter and is an 
important step towards a better physical understanding of optical interferences effects 
present in VSFG data that will be discussed in Chapter 4.  In Chapter 5 the model is 
applied to experimental data where it is shown that it provides a good description of the 
data.  With improved constraints for fitting routines some of the ambiguities are reduced 
and this leads to increased sensitivity to other effects present in the data.
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3 Modeling Multilayer Thin Film 
Interference Effects in Interface-
Specific Coherent Nonlinear Optical 
Spectroscopies  
Adapted with permission from  
Daniel B. O’Brien and  aron  .  assari. Modeling multilayer thin film interference 
effects in interface-specific coherent nonlinear optical spectroscopies. Journal of the 
Optical Society of America B. 2013, 30 (6), pp 1503-1512. 
Copyright 2013 Optical Society of America. 
 
CHAPTER SUMMARY 
 This chapter presents the optical interference model developed in my graduate 
work for describing effects from thin film geometries on nonlinear spectroscopic 
signals.  Development of the model was inspired by the two-interface problem for 
VSFG applied to oFETs, inherently multilayer systems.  However, it is derived here in a 
completely generalized way to describe optical interferences effects on nonlinear 
signals generated from any interface within a system composed of an arbitrary number 
of thin film layers.  It is based on the transfer matrix formalism for thin film optics.   
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3.1 INTRODUCTION 
 When the interaction of the electric field of light with matter is framed in the 
context of perturbation theory (expanding the electric field to higher order terms), a set 
of coherent nonlinear optical spectroscopies are described that access new information 
on the static and dynamic states of physical systems.
159
  The symmetry of a system 
under interrogation then provides selection rules for simplifying the model used to 
describe those interactions.  The present scope is contingent upon one such selection 
rule that applies to all even-ordered spectroscopies.  Within the electric dipole 
approximation, systems that possess inversion symmetry on a macroscopic scale are 
inactive to even ordered interactions.  While the bulk of most materials possess this 
symmetry, inversion is necessarily broken at interfaces.  It is for this reason that 
techniques such as second harmonic generation (SHG) and sum frequency generation 
(SFG) have been widely demonstrated as probes of molecular structure and dynamics at 
interfaces.
25,217,400,424,425
  
 When such coherent techniques are applied to planar and stratified thin film 
systems, data interpretation is complicated by interference effects. The local fields 
present at the active interfaces depend on the geometry of the entire system as do the 
fields emitted from those interfaces.  Approaches taken in the literature to account for 
these effects were detailed in Section 1.3.1.6.  They include techniques that eliminate 
thin film system dependence such as a method of amplitude ratios used in the last 
chapter
96
 or experimental separation of contributing signals.
324,328,353
  Direct modeling 
schemes include approximation by simple reflections,
363
 modified Airy summation for 
infinite reflections.
21,356,359,361,362
 direct solutions using boundary conditions for a given 
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sample geometry,
366
 and transfer matrix methods with Green’s function solutions for 
generated fields.
23,231,371,426
 
 For a more general approach it is desirable to have a model that is readily 
applicable to any arbitrary thin film system and does not involve numerically solving 
differential equations.  The available models typically include simplifying assumptions, 
are applicable to a system composed of only a single thin film, or require extensive 
calculations and are not readily extended to an arbitrary layered system in a clear and 
concise way.  In this sense, a fully transfer matrix approach is most appealing.  It is well 
known that the transfer matrix provides a direct analytical solution to the fields present 
within an ideal arbitrary layered thin film system.
367,382
  
 The objective in this chapter is to provide a general multilayer model for 
describing thin film interference effects present in interface-specific coherent 
spectroscopies using the transfer matrix approach.  We ignore bulk nonlinear source 
terms and focus specifically on the layer interfaces, treating them as source polarized 
sheets in the usual way.
236
  We do not take into account transverse input beam variation, 
i.e. we consider systems where the total thickness of the thin film stack is much smaller 
than the spot sizes of the input beams (the infinite plane wave approximation).  The 
systems are modeled as isotropic and all fields maintain coherence.   
3.2 MODEL OVERVIEW 
 All fields in the thin film model are assumed to be plane waves as outlined in 
Section 1.3.2.1.  Figure 3-1 shows the schematic of an arbitrary multilayer system and 
contains the definitions of variables used in the model as well as the coordinate frames. 
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Figure 3-1.  Schematic of model and definitions of variables for an arbitrary layered thin film 
system. 
 
 General Description of Interface-Specific Spectroscopy 3.2.1
 The definitions for an arbitrary layered thin film system are shown in Figure 3-1.  
The system consists of k  thin film layers bounded by semi-infinite media 0 and 1.k    
Most of the details of Figure 3-1 will be discussed in the coming sections but we start 
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by considering that the individual layer interfaces numbered on the right from 1 to 1k   
are all potential sources in interface-specific nonlinear spectroscopy.  In what follows, 
the subscript 0 / 1k   indicates fields can be incident from and generated into either side 
of the system (read “  or 1k  ”).   he total intensity of the detected si nal 0/ 1kI   is 
proportional to the squared modulus of the sum of all nonlinear sources ,0/ 1
NL
v kE  that 
make it out of the system in the phase matched direction. 
 
 
2
1
0/ 1 ,0/ 1
1
k
NL
k v k
v
I

 

 E   (3.1) 
Here subscript ,0 / 1v k   indicates that the field generated at interface v  is transferred 
to medium 0 / 1k  .  The generated fields depend on the interfacial nonlinear 
polarizations NL
vP  induced by the local amplitudes of all input fields (indexed by m  
over all n  input fields, , )m localvE  and an output transfer coefficient matrix ,0/ 1v kT   
 ,0/ 1 ,0/ 1
NL NL
v k v k vT E P   (3.2) 
Where 
 ,
1
:
n
NL NL m local
v v v
m


 P E   (3.3) 
with the   symbol indicating the outer products and 
 
,
0/ 1, 0/ 1
m local m m
v k v kT  E E   (3.4) 
The local fields are related to the input fields 0/ 1
m
kE  through the input transfer 
coefficient matrices 0/ 1, .
m
k vT   
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 The interfacial susceptibility tensor NL
v  of Eq. (3.3) contains all of the 
molecular information on the interfaces of the system under study.  We seek to separate 
this quantity from thin film interference effects.  So it is clear that the objective is to 
compute the transfer coefficient matrices for the input and output fields from each 
interface within an arbitrary layered system.  We proceed by detailing the transfer 
matrix formalism in Section 3.3 followed by Section 3.4 where we describe how these 
results are applied to arrive at the transfer coefficient matrices of interest.  
 Notation Comments 3.2.2
 We will introduce various transfer coefficients which are always defined as the 
ratio of one field at one position in the system to another field at another position.  To 
start we define two general types of fields that will be encountered: those that are in the 
semi-infinite media 0  and 1k   (external fields) and those within the thin film layers 
(internal fields).  We make a distinction between internal and external fields by placing 
an arrow on top of the external fields.  A left facing arrow indicates an incident field 
propa atin  towards the thin film system (left arrow implyin  “before encounterin  the 
thin film system.”)  For example, 0
mE  is the amplitude of external input field m  
incident onto the system in medium 0  at interface 1.   A right facing arrow indicates a 
field propa atin  away from the system (ri ht arrow implyin  “after encounterin  the 
system”).   here are three types of out oin  external fields.   hey can be due to an 
incident field either reflecting at or transmitting through the system or they can be due 
to an internally generated nonlinear field transferred out of the system.  For instance, 
1kE   is the amplitude of an outgoing external field in medium 1k   that could be due to 
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reflection of 1kE   or transmission of 0E  (Section 3.3.1), whereas ,0
NL
vE  is the amplitude 
of a nonlinear field generated at interface v  that is transferred to medium 0  and is 
outgoing (Sections 3.3.3 and 3.4.2).  Matrices involving transfer into and out of the 
system follow the same convention.  Thus, the input transfer coefficient matrix 0/ 1,
m
k vT   
of Eq. (3.4) transfers input field m  from medium 0 or 1k   to the local field at 
interface v  and so has a left arrow.  The output transfer coefficient matrix ,0/ 1v kT   of Eq. 
(3.2) transforms the nonlinear polarization at interface v  into internally generated fields 
and transfers them out of the system and so has a right arrow. 
 There are three types of internal fields encountered: those adjacent to the 
interfaces due to external input fields (Section 3.3.2), the local fields at the interfaces 
due to external input fields (Section 3.4.1), and generated fields immediately adjacent to 
the generating interfaces (Sections 3.3.3 and 3.4.2).  The internal fields adjacent to the 
interfaces are shown in Figure 3-1.  They have associated with them a superscript which 
denotes the direction of travel and position ( /   indicates the sign of 
zk  and a prime 
indicates the -z side of the interface) and a subscript, which specifies the interface to 
which the field is adjacent (i.e. , , ,v v vE E E
    and vE
  account for all fields adjacent to 
interface v  in media 1v   and ).v   In Figure 3-1 we have also shown how the external 
field notation relates to the internal field notation on the outer sides of interfaces 1 and 
1k   1 0( ,E E
   1 0 ,E E
   1 1,k kE E

   and 1 1).k kE E

    The local field is the total 
field at interface v  and is related to the adjacent fields as will be described in Section 
3.4.1 (e.g. ,m localvE  is the local field amplitude at interface v  due to input field m).  The 
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generated fields have the same subscript notation as the local fields but the superscript 
indicates in which direction (and therefore into which layer) the field is generated.  For 
instance, ,NL
v
  indicates the amplitude of the nonlinear field generated in the positive z 
direction and immediately adjacent to interface v (therefore generated into medium 
1).v   We use   to describe the field amplitude because it is the field radiated from the 
induced polarization at a specific point at the interface but it is not in general the total of 
that field at that point.  This detail will be elucidated in Sections 3.3.3 and 3.4.2. 
 A generalized transfer coefficient   describes the ratio of the field at one 
position and directionality to another in the system where the specified positions are 
always immediately adjacent to either side of an interface.  It requires two subscripts 
that denote the starting and ending interfaces and two superscripts that denote 
directionality ( / )   and position (prime or no prime) in “from,to” notation.  For 
instance, the generalized transfer coefficient for describing an incident field in medium 
0  transmitting through the entire system and outgoing in medium 1k   would be 
, '
1, 1 1 0 1 1/k k kE E E E
   
     where the transfer coefficient adopts the more general 
internal field notation.  The generalized form is helpful for understanding the basic idea 
behind the transfer matrix approach.  However, it is redundant for our purposes and so 
we use abbreviated forms that will be described as they are encountered in the coming 
sections. 
3.3 TRANSFER MATRIX FORMALISM 
 The transfer matrix formalism follows from e.g. Knittl Chapter 2 and is 
summarized here for completeness (our axes are rotated so that the x- and z-axes are 
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opposite from Knittl).
367
  The formalism uses boundary conditions to construct matrices 
that relate fields on either side of an interface.  We consider plane wave fields linearly 
polarized s or p (unit polarization vectors ˆ se   and ˆ pe  that form an orthogonal basis with 
the unit wavevector ˆ )k  so that we may work with the complex amplitudes /s pE  of the 
vector fields 
/ .s pE   The transfer matrix operates on the basis of waves polarized either s 
or p moving with positive and negative .zk   Note the choice of axis orientation in 
Figure 3-1 preserves the signs of the tangential field components ˆ( xe  and ˆ )ye  for waves 
moving in either direction.  This is important for the definition of the linear Fresnel 
coefficients and the derivation of the local fields. 
 The Total System Transfer Coefficients 3.3.1
 It can be shown that the matrix of refraction 1,v vW   that relates the fields 
traveling in the z   and z  directions adjacent to either side of interface v is367 
 
1,
1,
1,1,
11
1
v v
v v
v vv v
r
W
rt



 
  
 
  (3.5) 
so that 
 1,
v v
v v
v v
E E
W
E E
 
  
   
   
   
  (3.6) 
The field notation follows that of the internal fields discussed in Section 3.2.2.  Note 
that W, t, r, and E are all associated with either s or p polarization (excluded from the 
superscript for simplicity).  Here -1,v vt  and -1,v vr  are the linear Fresnel factors for 
transmission and reflection at interface v and traveling from medium -1v  to medium v 
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   
   
1 1
1,
1 1
cos cos
cos cos
v v v vp
v v
v v v v
n n
r
n n
 
 
 

 



  (3.7) 
 
   
   
1 1
1,
1 1
cos cos
cos cos
v v v vs
v v
v v v v
n n
r
n n
 
 
 

 



  (3.8) 
 
 
   
1 1
1,
1 1
2 cos
cos cos
v vp
v v
v v v v
n
t
n n

 
 

 


  (3.9) 
 
 
   
1 1
1,
1 1
2 cos
cos cos
v vs
v v
v v v v
n
t
n n

 
 

 


  (3.10) 
where vn  and v   are the complex refractive index and angle of refraction relative to 
normal in medium v. 
 A phase matrix accounts for the spatial phase offset due to traversing layer v (the 
layer phase) 
 
 
 
exp 0
0 exp
v
v
v
i
i


 
   
 
  (3.11) 
so that 
 1
1
v v
v
v v
E E
E E
 

 

   
    
   
  (3.12) 
and 
  
2
cosz vv v v v v v v
n
k d d

 

   k r   (3.13) 
as defined in Figure 3-2.  Here λ is the vacuum wavelength of the incident beam and vd  
is the thickness of layer v.  Note that with this definition of the layer phase all 
computations for the fields within the thin film system involve perpendicular 
momentum transfer (perpendicular to a reference point on interface 1 or 1)k   shown 
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by the vertical dashed line in Figure 3-1.  This greatly simplifies calculations in the thin 
film model when more than one beam is considered since the calculation considers a 
path independent of dispersion.  The layer phase is calculated from a phase difference at 
points on each interface corresponding to the ends of the red arrow in Figure 3-2. 
 
Figure 3-2.  Definition of the layer phase calculation showing planes of constant phase. 
 
 From these definitions the total system transfer matrix ( S ) can be built 
 
1
, 1 1 , 1
0
k
v v v k k
v
S W W

  

 
  
 
   (3.14) 
so that  
 11
11
k
k
EE
S
EE




  
   
   
  (3.15) 
A graphical look at Eq. (3.14) is shown on the left side in Figure 3-1.  It is clear now for 
a beam incident from medium 0 that 1 0.kE

    In our external field notation we take 
1 0 ,E E
   1 0 ,E E
   and 1 1.k kE E

    The total system transfer coefficient into the 
incident medium 0,( )sysr  and medium 1k   1,( )k syst   are then
367
 
 
 
 
210
0,
0 11
sys
sE
r
sE
    (3.16) 
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 
1
0,
0 11
1k
sys
E
t
sE
    (3.17) 
where  ijs  are the elements of S.  For a beam incident from medium 1k   we have 
 
 
 
121
1,
1 11
k
k sys
k
sE
r
sE



     (3.18) 
 
 
0
1,
1 11
k sys
k
SE
t
sE


    (3.19) 
Here r and t are defined similarly to Eqs. (3.7) - (3.10)  with sys  indicating the entire 
system as the effective second medium (e.g. 1,k syst   may be read “transmit throu h the 
thin film system to medium 0  from medium 1k  ”, 0,sysr  is read “incidence from 
medium   reflect from the thin film system into medium  ”).  We have dropped the 
general transfer coefficient form discussed at the end of Section 3.2.2 in favor of this 
simpler form for the total system coefficients in order to keep them distinct (e.g. the 
generalized forms of 0,sysr  and 1,k syst   are 
,
1,1
   and ,1,1,k
 
  respectively). 
 Internal Transfer Coefficients 3.3.2
 In this section we highlight two procedures for accessing the fields adjacent to 
any arbitrary interface within the system due to beams incident from medium 0 0( )E  or 
1k   1( ).kE    The internal transfer coefficients are defined as the ratio of an internal 
field to an incident field.  We start by dividing the system up at medium v  into 
subsystems I  and II   
 
2
, 1 1 1,
0
v
I
v i i i v v
i
S W W

  

 
  
 
   (3.20) 
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1
, 1 1 , 1
k
II
v i i i k k
i v
S W W

  

 
  
 
   (3.21) 
so that I II
v v vS S S  (refer to left side of Figure 3-1).  By examining this form and 
considering the total system transfer coefficients it is straightforward to calculate the 
internal transfer coefficients from subsystem I  or .II   For instance, using subsystem II  
we have 
 
0, 0,
0, 0
v sysII
v v
v
t
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

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  (3.24) 
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1, 1
k v k sysII
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k v
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


 


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  
  (3.25) 
Here the notation for the transfer coefficients is an abbreviation of the generalized form 
stated at the end of Section 3.2.2.  For example, 1, 1k v v kE E
  
   indicates transfer of an 
input beam from medium 1k   (   directionality and position is implied) to the   
directionality and position of interface .v   Notice these equations rely on the total 
system transfer coefficients so that the internal fields depend on the entire system.  
 A useful alternate approach to the internal transfer coefficients involves viewing 
the two subsystems as individual total systems separated by medium .v   The derivation 
involves properties of the partial and total system transfer matrices.  The result shows 
the system can be thought of as the single layer v  bounded by interfaces with media 0  
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and 1.k 
367
  We define partial system transfer coefficients analogous to Eqs. 
(3.16) - (3.19) treating the subsystems as being isolated.  The notation on the subscripts 
now uses I  or II  to specify the effective second medium is a subsystem.  The 
necessary quantities are 
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so that, for example, 0,It is read “transmit from medium 0  to medium v  through 
subsystem I ” and ,v IIr  is read “reflect from medium v  off subsystem II  back into 
medium v ”.  We have used   to show that the fields described here are not the internal 
fields of the total system.  Rather, they lead to terms which must be summed over 
infinite reflections to obtain the system internal fields.  Thus, the problem of the internal 
fields is reduced to a single layer system with the pseudo-boundaries of subsystems I  
and .II   Here simple reflection and transmission are described by the partial system 
transfer coefficients.  An illustration of this view of the system along with the partial 
system transfer coefficients is presented in Figure 3-3.   
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Figure 3-3.  Graphical depiction of the effective boundaries of subsystems I and II for layer v 
showing partial system transfer coefficients as the newly defined transmission and reflection 
coefficients at the boundaries. 
 
The internal transfer coefficients are then geometric series in the partial system transfer 
coefficients and the layer phase.  For a beam incident from medium 0  we have (with 
geometric series shown only for 0,v
  and 1, )k v

  
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  (3.30) 
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exp 2vv v v II v
E
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expvv v v
E
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  

 
      (3.33) 
and for a beam incident from medium 1k    
 1, 1, ,
1
v
k v k v v I
k
E
r
E
 

  
 

    (3.34) 
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 This discussion on deriving the coefficients from the partial system transfer 
coefficients is important for the next section on the external transfer coefficients 
whereas calculating them directly from the subsystems is included because it is more 
concise.  The results are identical.   
 We make a final note in this section about the outermost boundary interfaces.  
When applying the model it is helpful to realize how the internal transfer coefficients 
relate to the total system transfer coefficients at these boundaries, for instance, 
0, 1 0, ,k syst

   0, 1 0,k

   and 0,1 0, .sysr
   
 External Transfer Coefficients 3.3.3
 The external transfer coefficients relate internally generated fields to fields 
external and outgoing from the thin film system.  The internally generated fields are 
treated as incident fields that originate from within the system.  The distinction is made 
clear by referring to the generated fields as .v   They can be thought of in the same way 
as described in the last section but without initial transfer into the system from 0  or 
1.k    When considering generated fields it makes sense only to discuss the fields 
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generated and outgoing from interface ,v  
v
  and .v
   Once again we split the system 
up at medium v  or 1v   (depending on the side of the interface with which we are 
concerned, see Figure 3-1) and reduce the problem to a single layer system.  We then 
propagate the field through the thin film system allowing for infinite reflections and 
transmissions at the boundaries of subsystems I  and .II   The additional partial system 
transfer coefficients needed are 
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For transfer to medium 0  we have  
 
   
 
 
0
,0 , , , ,
0
, ,
, ,
exp 2 exp 2
exp 2
1 exp 2
j
v v I v II v v I v II v
jv
v I v II v
v I v II v
E
t r i r r i
t r i
r r i
  







    



  (3.40) 
 
   
 
 
0
,0 1, 1 1, 1, 1
0
1, 1
1, 1, 1
exp exp 2
exp
1 exp 2
j
v v I v v I v II v
jv
v I v
v I v II v
E
t i r r i
t i
r r i
  





    

 
  
    



  (3.41) 
and to medium 1k   
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  (3.43) 
Here the abbreviated form of the generalized transfer coefficient (Section 3.2.2) omits 
the implied position and directionality of the outgoing field.  For instance, 
, 1 1v k k vE 
 
   is read “transfer the field  enerated at the   position and directionality 
of interface v  to medium 1k   (   position and directionality implied). 
3.4 THIN FILM INTERFERENCE MODEL 
 Returning to the objective, we want to compute the transfer coefficient matrices 
of the system.  We will consider spatially propagating waves in the 0p sE E    basis 
(a rotating frame) whereas the local and induced fields are in the sample 
x y zE E E    fixed reference frame of Figure 3-1.  The sample frame is chosen so 
that the generated signal is in the xz-plane and traveling with positive .xk   So the 0/ 1,
m
k vT   
matrices of Eq. (3.4) serve to transfer all n input beams to interface v in the propagating 
fields frame and project them onto the local fields in the sample frame.  The ,0/ 1v kT   
matrices of Eq. (3.2) then relate the nonlinear polarization to generated fields followed 
by transfer out of the thin film system.  With the internal transfer coefficients in hand 
we start with the computation of the input field coefficients. 
 The Input Field Transfer Coefficient Matrices 3.4.1
 We seek to build the matrix 0/ 1,
m
k vT   so 
   143 
 
, , ,
0/ 1
, , ,
0/ 1, 0/ 1
, , 0
m local x m p
v k
m local y m m s
v k v k
m local z
v
E E
E T E
E

 
  
  
   
  
   
  (3.44) 
for beams incident from either medium 0  or 1k   in the sample xz-plane.  We omit 
superscript m  in what follows for clarity but recognize all quantities are for a given 
input field. 
 First we note that the matrix for projecting the 0p sE E    basis onto the 
sample x y zE E E    basis in medium v  is given as 
  
 
 
cos 0 0
Pr 0 1 0
sin 0 0
v
v
v



 
 
  
  
  (3.45) 
so that 
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y s
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E E
E E
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   
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   
  (3.46) 
where 2 2v      relative to the surface normal.  Care must be taken with the 
sign of v  so that it is defined as positive or negative when the z-component of 
p-polarized light projects on the positive or negative sample z-axis (as discussed in 
Section 1.3.2.1).  In Figure 3-1 (and Figure 1-7) we have defined the axes so that 
     sign sign sign .z xv k k    
 The local fields are solved by considering the boundary conditions within the 
polarized sheet as discussed in Section 1.3.2.7.  It is required that ,xE  ,yE  and 
2z z
oD n E  (the displacement vector amplitude for nonmagnetic materials and no 
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surface charge) are continuous across the interface
121,236
.  These requirements are 
already met using the transfer matrix approach.  Thus, the local fields are related to the 
total fields adjacent to the interface by summing in the projected basis. 
   , , ,1coslocal x p pv v v vE E E      (3.47) 
 , , ,local y s s
v v vE E E
     (3.48) 
   2 , 2 , ,1 1sinlocal z p pv v v v v vn E n E E       (3.49) 
Here vn  is the refractive index of the interfacial polarized sheet
236,237,427
.  Normalizing 
by an input wave from medium 0  or 1k   we use the internal transfer coefficients from 
Eqs. (3.30) - (3.37) and define 
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where vJ  accounts for the continuity of 
zD  so that 
     0/ 1, 1 0/ 1, 1 0/ 1,Pr Prk v v v k v v k vT J f f           (3.52) 
We have chosen the positive z side of the interface in Eqs. (3.47) - (3.49) but the fields 
on the opposite side yield the same result if we define   
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then 
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 An equivalent approach is to include the interfacial sheet as a layer in the system 
and simply sum the internal fields while taking the limit of zero thickness.  With this 
method one needs only to consider zE  (rather than zD ) for the normal component 
because boundary conditions are not used.  It is important to note that all three 
procedures just described give identical results for the local fields (numerically verified 
on the example system presented in the next chapter)
397
 and they converge to the same 
result reported in the literature for the local fields in a single interface system.
236,237
 
 For a beam incident from a plane rotated from the sample xz-plane we can 
follow as above and compute the local fields in a rotated sample frame (clockwise 
rotation about the z-axis by an angle   when looking from above the system and 
).       If we call this matrix 0/ 1,
rot
k vT   we can project the tangential components on 
the sample fixed frame by a rotation matrix  zR   
  
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 
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 
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  (3.56) 
so that 
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  0/ 1, 0/ 1,
z rot
k v k vT R T    (3.57) 
Together with our range specification of v  this covers the entire half-spaces above and 
below an interface.   
 The Output Field Transfer Coefficient Matrices 3.4.2
 Returning to Eq. (3.2) we have 
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Considering these bases we can write   
  ,0/ 1 ,0/ 1 ,0/ 1NL NLv k v v k v v k vp T p T       E P   (3.59) 
to show that in general each polarized sheet can potentially contribute fields initially 
generated in the positive and negative z -directions into the layers on either side of the 
interface followed by transfer to medium 0 / 1.k    Here 
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are factors resulting from the solution to a field radiating from a polarized sheet where 
c  is the speed of light and λ is the vacuum wavelength of emitted light, as outlined in 
Section 1.3.2.7.
237
 
 We consider 
/
,0/ 1v kT
 
  as consisting of two transformations. 
 
/ / /
,0/ 1 ,0/ 1v k v k vT f L
       
    (3.62) 
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Together with the /
vp
   factors, the /
vL
   matrices transform the polarized sheet into 
fields emitted immediately adjacent to the interface.  With the projected basis we have 
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  (3.63) 
where now all angles, refractive indices, and wavelengths refer to the generated signal.  
The angle is dictated by the phase-matching condition for all n input fields in medium v. 
 1 2NL nv v v v   k k k k   (3.64) 
It is of interest to note that once the angle is calculated in one material it is related to all 
other materials simply throu h Snell’s Law.   he fields emitted immediately adjacent to 
the interface are not in general the total fields at that point and so we have used   to 
represent the amplitude as described in Sections 3.3.2 and 3.3.3. 
 With the local input fields already determined, our approach will be to consider 
each interface in isolation, treating the materials on either side as semi-infinite.  In this 
case the /vL
   matrices have already been solved as presented in Section 1.3.2.7.
236
  The 
elements are found by the solution to  axwell’s wave e uation in the presence and 
absence of the sheet boundaries subject to the phase-matching restriction and the same 
boundary conditions as the input fields.  The results can be written 
    1 1, 1Pr Pr
T T
v v v v v vL f J 

  
    
 
  (3.65) 
    , 1Pr Pr
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  (3.66) 
with 
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where the elements are the linear Fresnel factors for reflection from Eqs (3.7) and (3.8).  
This is equivalent to the result reported in the literature for the commonly used iiL  
Fresnel factors when care is taken with the definition of all field frames.
236,428
 
 The final transformation comes from transfer of the internally generated fields 
out of the thin film system to medium 0 / 1.k    If we consider ,NLv v 
   and 
,NL
v v 
    (for either s or p fields) we can use the external transfer coefficients of Eqs. 
(3.40) - (3.43). 
 
, ,
,0/ 1 ,0/ 1 ,0/ 1
, ,
,0/ 1 ,0/ 1
NL NL NL
v k v k v k
NL NL
v v k v v k
E E E
   
 
  
    
 
 
 
  (3.68) 
which gives 
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so that ,0/ 1v kT   may be constructed by Eqs. (3.59) - (3.69).  In this way the outgoing 
electric field generated by a nonlinear polarized sheet driven by multiple input fields is 
propagated out of an arbitrary layered thin film system.  
3.5 CONCLUSION 
 This chapter has provided a generalized model to describe thin film interference 
effects in surface-selective nonlinear spectroscopies on multilayer systems.  The model 
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is based on reducing the multilayer problem to a single layer with newly defined 
coefficients of reflection and transmission at the effective boundaries.  Summation over 
infinite reflections within the layer is then analytical for the total fields of the ideal 
system.  With this view we add to the literature external transfer coefficients which 
serve to transfer internally generated fields out of the system without needing to resort 
to truncated summations or Green’s function approaches.  Input local fields are 
determined from the internal transfer coefficients and the usual boundary conditions.  
We envision this model will have implications in a wide range of problems from those 
as straightforward as rational experimental design to some of the more vexing 
challenges in surface-specific spectroscopy such as quantification of bulk contributions 
or microscopic local field corrections (i.e. local dipole effects).
227,351,429
  Further, we see 
this as a step forward for such techniques as nonlinear ellipsometry
287,288
 on thin film 
systems.  The equations presented allow for a multitude of experimental geometries.  
Any input beam may be incident from either side of the system and from any plane of 
incidence and the generated signals are described on both sides of the system as well, 
providing experimental flexibility and control.  Application of the model provides the 
ability to separate optical interference effects from the true sample response contained 
in the intensity data from potentially complex layered systems.  Modeling these effects 
should impart confidence in data interpretation from such systems and open up the 
possibility for many new and interesting studies on interfacial structure and dynamics.  
Finally, the matrix notation presented here should lend itself to extending the model to 
optically anisotropic systems. 
   150 
 In the next chapter the model is specified for VSFG and used to simulate optical 
interference effects in VSFG signals generated from the model PTCDI-C8 oFET system.  
Then, in Chapter 5 VSFG data collected from wedged samples is used to validate that 
this approach provides a good description of optical interference effects from multilayer 
thin film systems with two active interfaces.  The interference model is extended in that 
chapter to include sources terms that originate from the bulk of the thin film layers.
i
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CHAPTER SUMMARY 
 In the field of surface-specific vibrational sum frequency generation 
spectroscopy (VSFG) on organic thin films, optical interferences combined with the 
two-interface problem presents a challenge in terms of qualitative assessment of the 
data and quantitative modeling.  The difficulty is amplified when considering systems 
comprised of more than a single material thin film layer.  In Chapter 3, a generalized 
model was developed that describes thin film interference in interface-specific nonlinear 
optical spectroscopies from arbitrary multilayer systems.  In this chapter the model is 
used to simulate VSFG spectra from the model system of primary concern in this 
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dissertation.  The oFET geometry is the simplest multilayer: a system of two thin films, 
one of which is an organic small molecule and the other is a dielectric layer on a 
semiconductor substrate system.  For the purposes of these simulations, the organic 
interfaces are idealized as being equally VSFG active (i.e. 
   2 2
1 2   in the notation of 
the previous chapter).  Of specific concern is the model system of this dissertation: the 
small molecule N,N’-dioctyl-3,4,9,10-perylenedicarboximide (PTCDI-C8) deposited on 
a silicon wafer with a thermally grown oxide dielectric.  Results are presented for the 
four polarization experiments that sample the nonzero nonlinear susceptibility elements 
of macroscopically centrosymmetric materials (ssp, sps, pss, and ppp) and in two mIR 
frequency windows (the imide carbonyl stretches around 1680 cm
-1
 and the alkyl 
stretches around 2900 cm
-1
) as a function of both thin film thicknesses with fixed input 
beam angles.  Frequency dependent refractive indices are used for all materials.  The 
goal is to illustrate some of the intricacies contained in the intensity data of such 
systems.  Of particular interest is the effect of the relative polar orientation of modes at 
the interfaces and the possibility of designing a system where the collected signal is 
exclusively attributable to a single interface.  The calculations indicate that in order to 
unambiguously identify the relative polar orientation one must experimentally vary an 
additional system parameter such as thin film thickness or input beam angle and for 
quantitative modeling one cannot ignore either interfacial contribution.  The results 
show that proper modeling of thin film interference effects is essential for accurate data 
analysis and should include the frequency dependent refractive indices, especially for 
modes with larger mIR absorption cross sections, even when absorptive losses are 
small.  
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4.1 INTRODUCTION 
 The interfaces of organic thin films play important roles in materials research, 
often dictating the performance of the material function of interest.  This is apparent in 
studies on adsorption and adhesion
2,324,330,430,431
 but also extends to charge transport in 
organic semiconducting devices such as organic field-effect transistors (oFETs) where 
conduction occurs in the first monolayers of a bulk film.
17,25,343
   Characterizing the 
molecules at the interface of interest is confounded by the presence of bulk material or 
is difficult because the active interface is buried.  Second order nonlinear spectroscopies 
of macroscopically centrosymmetric systems possess the surface-specificity necessary 
to characterize the structure and dynamics of molecules at interfaces.
159,236,237
  However, 
when interface-specific nonlinear optical spectroscopies are applied to layered thin film 
systems, the detected signal is subject to optical interference effects.  The amplitudes of 
the input fields at the active interfaces depend on the geometry of the entire system as 
do the generated fields that propagate out to the detector.  In the case of vibrational sum 
frequency generation (VSFG) spectroscopy of an organic thin film in a multilayer 
system the challenge is to accurately separate the contributions to the detected signal 
from two very similar interfaces.
96
   
 When a single thin film layer is present between two semi-infinite media, the 
problem of modeling these effects is tractable by considering the Fresnel formula for 
reflection and transmission at boundaries.  The usual procedure is to sum the input field 
contributions at each active interface, accounting for infinite reflections and 
transmissions at the boundaries as well as phase changes due to propagating through the 
thin film.  Then, generated fields are propagated out of the system in a similar manner, 
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summing the contributions on the side of the system at which the signal is 
collected.
21,359,361–363,432
  However, as soon as subsequent layers are added, the 
expressions for describing infinite reflections and transmissions become cumbersome 
because the contributions that transmit out of one layer may subsequently be reflected 
back in from the other layers.  Accounting for the infinite reflections and transmissions 
quickly becomes unwieldy and so the usual solution is to avoid directly modeling thin 
film interference effects by experimentally optimizing the system for a single 
interface
324,328,353
 or to monitor a change in the signal that is presumably due to only a 
single interface.
25,344
  The disadvantage is that, in general, it is better to have a model 
that describes thin film interference effects in order to impart confidence in data 
interpretation.  One approach is to use the transfer matrix to describe the input fields 
and a Greens function solution to the internally generated fields, the drawback being the 
necessity of solving a differential equation by approximation for each system.
23,231
  
Another option might be to truncate the infinite reflections and transmissions at some 
finite sum, however, these results are not analytical and the choice of where to truncate 
so as not to introduce excessive error is system dependent.
363
 
 The fields within ideal multilayer thin film systems have long been well 
described by the transfer matrix.
367–370
  This method differs from above in that it builds 
matrices that describe the internal fields based on boundary conditions at the individual 
layer interfaces.  One aspect of this approach is that it allows for the simplification of an 
arbitrary layered system to a single layer with newly defined coefficients of reflection 
and transmission at the two pseudo-boundaries.  The model developed in Chapter 3 is 
based on this idea.  Within the plane wave approximation, the model analytically 
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describes interference effects in interface-specific nonlinear spectroscopies from ideal 
multilayer thin film systems for the input fields as well as the generated fields.
372
  This 
allows for the separation of the individual layer interfacial responses from optical thin 
film interference effects.   
 The goal of this chapter is to utilize the model developed in Chapter 3 to 
demonstrate some of the intricacies contained in the VSFG intensity data collected from 
a multilayer system that has two similarly VSFG active interfaces.  Calculated results 
are present for the organic/dielectric/semiconductor model system of this dissertation, 
which is representative of other organic electronic assemblies that we and others have 
studied by VSFG.
23,25,96,343,433
  The analysis is restricted to the common experimental 
geometry of coplanar input beams with VSFG collected in reflection.  The specific 
system is the or anic molecule N,N’-dioctyl-3,4,9,10-perylenedicarboximide (PTCDI-
C8) deposited on a silicon wafer substrate with a thermally grown silicon dioxide 
dielectric (Figure 4-1).
96
 
4.2 MODEL OVERVIEW 
 The model equations are generalized for any interface-specific coherent optical 
spectroscopy from any arbitrary layered thin film system.  In Section 4.2.1 those 
equations are specified for VSFG of a two layer system where only the interfaces of the 
organic layer contribute to the VSFG response of the system detected in reflection 
geometry (Figure 4-1).  Presented in Section 4.2.2 are simplified equations for the four 
typical VSFG polarization experiments.  The notation developed in Chapter 3 is used 
throughout this work.
372
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Figure 4-1.  Illustration of the system under consideration showing the interfaces numbered on the 
right. 
 
 General Description of VSFG 4.2.1
 VSFG is a 3-wave mixing process in which a visible pulse is spatially and 
temporally overlapped at the sample with a mIR pulse tuned to a vibrational mode of 
interest.  The detected signal is then collected at the sum of the two frequencies.  The 
signal collected from our system 0( )I  will contain sum frequency electric field 
contributions 
VSFG
,0( )vE   from interfaces 1 and 2 of the organic film. 
 
2
2
VSFG
0 ,0
1
v
v
I

 E   (4.1) 
Each external field contribution is the result of internally generated fields radiating in 
the phase matched directions from the second order sum frequency source polarized 
sheet induced at interface v   
2
( vP  as discussed in Section 1.3.2.7)
236,237
 followed by 
transfer through the thin film system into the bounding air medium.  
 
 2VSFG VSFG
,0 ,0v v vTE P   (4.2) 
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Here 
VSFG
,0vT  is the external transfer coefficient matrix.  It describes how the nonlinear 
polarization in the sample frame      
2 , 2 , 2 ,x y z
v v vP P P  
 is transformed into internally 
generated fields and propagated out of the system in the propagating fields frame 
VSFG, VSFG,
,0 ,0 0 .
p s
v vE E  
372
  The nonlinear polarization depends on the sample response 
and the local field amplitudes of the visible vis,( )localvE  and mIR 
mIR,( )localvE  input beams 
at interface .v  
 
   2 2 vis, mIR,: local localv v v v P E E   (4.3) 
The second order susceptibility 
 2
( )v  is a third rank tensor that describes the sample 
sum frequency response to the input fields at the interface.  It provides molecular 
information from the layer interfaces and we seek to separate its contribution to the 
detected signal from thin film interference effects.  The input beam local field m (visible 
or mIR) is related to the external input field 0( )
m
E  through the input field transfer 
coefficient matrix 0,( ).
m
vT   
 
,
0, 0
m local m m
v vTE E   (4.4) 
The 0,
m
vT  matrices (defined uniquely for each of the mIR and visible input beams) 
account for thin film interference effects as well as the basis change from the 
propagating fields frame , ,0 0 0
m p m sE E    to the sample frame 
, , , , , ,m local x m local y m local z
v v vE E E    at the interface.  
 The 
VSFG
,0vT  and 0,
m
vT  matrices describe all optical thin film interference effects 
and local field factors at the interfaces.  They depend on the angles of incidence of the 
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input beams, the refractive indices of all materials, and the thicknesses of all thin films 
in the system.  They provide for the separation of the sample 
 2
v  response from thin 
film interference effects and the construction of each is detailed in Chapter 3.
372
 
 Simulated VSFG Experiments 4.2.2
 The selection rules for VSFG on a macroscopically centrosymmetric system 
state that of the 27 elements of 
 2
v  there are only four nonzero and independent 
contributions: 
   2 , 2 ,
 ,
xxz yyz
v v    
   2 , 2 ,
,
x z x y z y
v v   
   2 , 2 ,
,
zxx zyy
v v   and 
 2 ,
.
zzz
v
22,236
  
These can be probed with four beam polarization combinations experimentally: ,ssp  
,sps  ,pss  and ppp  where the polarization is in the order VSFG-visible-mIR.  We will 
discuss the model results pertaining to all four polarization combinations while making 
no assertion on the functional form of 
 2
v  until the last section.   
 In these experiments the input beams are linearly polarized either s  or p  and 
the selection rules dictate the polarization of the output VSFG fields.  We define the 
transfer product at interface v  ( , ,i j kvT
   ) as the product of transfer coefficient matrix 
elements for the given element of 
 2 ,ijk
v  with ,i  ,j  and ,k x  ,y  or z   and ,  ,  
and s   or .p   The superscript on vT  indicates the basis change for each beam 
grouped in order: VSFG,visible,mIR.  We will use an abbreviated form of the 
superscript that indicates only the sample basis .ijkvT    The model allows us to write very 
succinct descriptions of the signal intensity for three of the four polarization 
combinations that sample individual 
 2
v  elements. 
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 
2
2
2 , vis, mIR,
0 0 0
1
yyzssp yyz s p
v v
v
I T E E

 
  
 
   (4.5) 
 
 
2
2
2 , vis, mIR,
0 0 0
1
yzysps yzy p s
v v
v
I T E E

 
  
 
   (4.6) 
 
 
2
2
2 , vis, mIR,
0 0 0
1
zyypss zyy s s
v v
v
I T E E

 
  
 
   (4.7) 
The sums run over the two interfaces of the organic thin film and the transfer products 
are defined as 
      
VSFG vis mIR
,0, 22 0, , 22 0, , 31
yyz
v v v v
T t t t   (4.8) 
      
VSFG vis mIR
,0, 22 0, , 31 0, , 22
yzy
v v v v
T t t t   (4.9) 
      
VSFG vis mIR
,0, 13 0, , 22 0, , 22
zyy
v v v v
T t t t   (4.10) 
where t  with subscripts in parentheses indicate elements of the transfer matrices of Eq. 
(4.4) for the input fields and Eq. (4.2) for the generated field.
372
  The expression for the 
ppp  combination is somewhat more complex because the experiment samples all four 
independent elements of the interfacial susceptibility.   
 
       
2
2
2 , 2 , 2 , 2 , vis, mIR,
0 0 0
1
xxz xzx zxx zzzppp xxz xzx zxx zzz p p
v v v v v v v v
v
I T T T T E E   

 
    
 
   (4.11) 
      
VSFG vis mIR
,0, 11 0, , 11 0, , 31
xxz
v v v v
T t t t   (4.12) 
      
VSFG vis mIR
,0, 11 0, , 31 0, , 11
xzx
v v v v
T t t t   (4.13) 
      
VSFG vis mIR
,0, 13 0, , 11 0, , 11
zxx
v v v v
T t t t   (4.14) 
      
VSFG vis mIR
,0, 13 0, , 31 0, , 31
zzz
v v v v
T t t t   (4.15) 
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 We take the visible pulse as an 800 nm monochromatic wave and focus on two 
regions of mIR activity in PTCDI-C8: the imide carbonyl stretches centered in the 
region around 1680 cm
-1
 and the alkyl C-H stretches around 2900 cm
-1
.  The bulk 
refractive indices for all materials in the mIR and VSFG frequency regions are shown in 
Figure 4-2(a) and (b), respectively.  The black traces comprise the real parts ( )  and 
are scaled on the left, and the red traces are the imaginary parts ( )  scaled on the right 
with the definition of the complex refractive index .n i     The refractive indices at 
800 nm are shown in Table I.  We take 1airn   for all wavelengths and use the 
frequency dependent refractive indices for all the other materials.  PTCDI-C8 refractive 
indices (Figure 4-2 solid lines) were obtained through analysis of spectroscopic 
ellipsometry data at all wavelengths of interest from thin films vapor deposited on a 
silicon wafer with polished native oxide (sample preparation available,
96
 ellipsometry 
data unpublished).  Thermal oxide optical constants (Figure 4-2 dashed lines) are from a 
three term Sellmeier equation for all wavelengths.
434–436
  Silicon indices (Figure 4-2 
dot-dashed lines) in the mIR are also from a three term Sellmeier equation.
437
  Tabular 
data for silicon at the visible and VSFG wavelengths are available
438
 and were used to 
construct a third-order interpolating function for use in the thin film model.  All optical 
constants were obtained from models that are Kramers-Kronig consistent. 
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Figure 4-2.  Complex refractive indices of PTCDI-C8 (solid), SiO2 (dashed), and Si (dot-dashed) at 
(a) mIR frequencies and (b) VSFG wavelengths.  The black traces are the real parts and are scaled 
on the left, the red traces are the imaginary parts and are scaled on the right. 
 
Table 4-1.  Refractive Indices at 800 nm 
8PTCDI-C
n  
2SiO
n  
Sin  
1.741 + 0.012i  1.480  3.679 + 0.004i  
 
 The out-of-plane component of the local fields , ,( )m local zvE  and the generated 
fields depend on the refractive index of the source polarized sheet .vn
372
  There has 
been considerable discussion on the difficulty in quantifying the interfacial sheet 
refractive index.
427,428,439
  In the simulations that follow we consider only the organic 
layer as contributing to the VSFG signal.  Thus the source polarized sheets are the inner 
and outer interfaces of PTCDI-C8.  We idealize that the refractive indices of these 
sheets do not differ significantly from the bulk values and take 
81 2 PTCDI-C
n n n   where 
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8PTCDI-C
n  is the bulk value.  For the SiO2-Si interface we use 3 Sin n  for comparison of 
the total transfer product at that interface (although we consider the second order 
susceptibility equal to zero at this interface).  
4.3 RESULTS AND DISCUSSION 
 Within this framework we have several degrees of freedom with which to 
explore the model.  They include the input beam angles and the thicknesses of the 
organic and dielectric thin films.  In these simulations we have sampled a very small 
portion of this space with an effort towards a logical progression through some of the 
more prominent model predictions.  We will confine ourselves to fixed input beam 
angles vis0( 60    and 
mIR
0 56 )    so that in total we have three coordinates in 
parameter space (the two thin film thicknesses and frequency space, see Figure 4-1).  In 
what follows, all transfer products have been scaled by the same factor so that the 
relative scales are meaningful.  We are interested in exploring the role of ijkvT  on the 
detected VSFG signal and so we set the input field amplitudes equal to unity.  We 
consider all complex quantities in polar form so that complex A  has a magnitude and 
phase ( [ ]).A A Exp i A   
 Transfer Product Magnitudes 4.3.1
 We begin by considering how the magnitude of ijkvT  affects the 
      2 , 2 , 2 ,expijk ijk ijkijk ijk ijkv v v v v vT T i T        terms of Eqs. (4.5) - (4.7) and (4.11) as a 
function of frequency.  If we choose a dielectric thickness of 300 nm, Figure 4-3 shows 
   163 
ijk
vT  in the imide carbonyl and alkyl C-H stretching regions at all three interfaces for 
the ,ssp  ,sps  and pss  experiments as a function of frequency and PTCDI-C8 thickness.  
Figure 4-4 shows the results for the component transfer products of the ppp  
experiment.  The magnitude change when going from contour line to contour line 
represents a 5% change in the total scale in these plots.   
 There are several items worth noting from the results in Figure 4-3 and Figure 
4-4.  The first is that for strong mIR absorbers such as the imide carbonyl modes (see 
Figure 4-2(a)), there is a frequency dependence of ijk
vT  through the vicinity of the 
modes.   This is important because it will add frequency dependent modulations to the 
 2 ,ijkijk
v vT   terms that are independent of 
 2 ,ijk
v   (the true interfacial response).  This 
effect may skew data interpretation in two ways.  If all modes in the mIR refractive 
index data are VSFG active, the detected nonlinear response will contain this frequency 
modulation.  If there are multiple modes in proximity and not all modes are VSFG 
active, the transfer product will affect the response in the shoulders of the active modes 
so that there may appear more VSFG modes than are truly present.  This effect is 
especially evident in the results that sample the z  component of the mIR (Figure 4-3(a) 
and (b), and Figure 4-4(a), (b), (j), and (k)) where the magnitude modulation can span 
over 50% of the total scale across the frequency window for certain values of the 
PTCDI-C8 thickness.  The effect is relaxed (but present) for the weaker absorbing alkyl 
C-H modes.  There are primarily three influences contributing to this phenomenon.  The 
first is due to absorption of mIR by the organic layer which obviously becomes larger 
with film thickness but is nonetheless a small effect in this space. The second 
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contribution is a consequence of the dispersive part of the mIR refractive index within 
the polarized sheets and is primarily responsible for the large modulations on the z  
component of the mIR at any thickness.  When going from air into the organic, the mIR 
beam refracts so its wavevector is closer to normal.  The projection of the p-polarized 
field onto the z axis within the polarized sheet is small and so is very sensitive to the 
angle of refraction which is a function of frequency (due mainly to the real part of the 
mIR refractive index in Figure 4-2(a) although dispersion is a consequence of both the 
real and imaginary components).  The third effect is neither new nor specific to our 
model (it appears even in the limit of a system with a single interface).  It is well known 
that reflections and transmissions at the boundaries of media with appreciable and 
rapidly varying absorption will lead to rapidly varying Fresnel coefficients due to the 
Kramers-Kronig relation between the real and imaginary parts of the refractive 
index.
410,440
  However, often this effect is overlooked or dismissed and we take this 
opportunity to draw attention to the importance of the frequency dependent mIR 
refractive index, especially for modes with large mIR absorption cross sections, even in 
systems where the layer thicknesses are much smaller than the mIR wavelength and 
absorptive losses are negligible.  The last comment we make pertains to the residual 
effect of the PTCDI-C8 layer on the frequency dependent transfer product at the Si-SiO2 
interface (Figs. 3(c), 3(f), 3(i), 4(c), 4(f), 4(i), and 4(l)).  If this interface contains a 
vibrationally nonresonant contribution 
 2 ,
3 3,NR( ),
ijkijkT   this term will also contain a 
frequency modulation due to 3 .
ijkT   This effect will show up in the cross terms with the 
VSFG active interfaces at the signal intensity level which could be large if the 
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nonresonant susceptibility is large, or if the vibrational modes are VSFG inactive there 
may appear to be “resonances” in the nonresonant si nal. 
 
Figure 4-3.  Transfer product magnitudes 
 2
v  for ssp, sps, and pss (rows) at the three interfaces of 
the system (columns) for 
 2 ,
1 2
ijk    nm, where interface 1 = air/PTCDI-C8, interface 2 = PTCDI-
C8/SiO2, and interface 3 = SiO2/Si. 
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Figure 4-4.  Magnitudes for the component transfer products 
ijk
vT  of the ppp experiment (rows) at 
the three interfaces of the system (columns) for 
2SiO
300d   nm. 
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 The transfer product analogs in Figures 4–3 and 4–4 (e.g. Figure 4-3(a), 
1
yyzT  
and Figure 4-4(a), 
1 )
xxzT  show different thickness dependences due to the way the 
component s or p fields propagate differently through the system.  It is notably different 
at the buried interfaces (columns 2 and 3 in Figure 4-3 versus Figure 4-4).  We point out 
that one cannot generally express the ppp signal intensity simply as a sum of individual 
ssp, sps, and pss contributions plus a zzz contribution because while the susceptibilities 
are related 
   2 , 2 ,
( ,
xxz yyz
v v   
   2 , 2 ,
,
xzx yzy
v v   and 
   2 , 2 ,
)
zxx zyy
v v   the transfer products 
are not ( ,xxz yyzv vT T ,
xzx yzy
v vT T  and ).
zxx zyy
v vT T  
 With the change in optical interference due to PTCDI-C8 thickness relaxed at the 
buried interfaces of Figure 4-4 
8PTCDI-C
( ijkvT d   is small and approximately constant) it 
is easy to point out some of the effects mentioned above.  First, the dispersive effect is 
constant across the entire range of thicknesses in Figure 4-4(b) and (k).  Also, the 
growth of weak vibrational features with organic film thickness shows how the 
absorptive effect is manifest (Figure 4-4(e) and (h)) and that it is the primary contributor 
to the apparent “resonances” on the third interface (Figure 4-4(c), (f), (i), and (l)).   
 Our observations from Figures 4–3 and 4–4 are consequences of the fixed 
choices we made for parameter space, of which we have sampled a very small subset.  
These results highlight the importance of properly accounting for thin film interference 
effects for accurate analysis of VSFG experimental data.  Yet it is clear that the changes 
in the transfer product magnitudes associated with PTCDI-C8 thickness are only weakly 
correlated with frequency within either frequency region.  The same is true of the 
transfer product phase plots (not shown).  This observation is important for the next 
   168 
sections.  Finally, upon close inspection of Figures 4–3 and 4–4 it is apparent that ijk
vT  
can be tuned to enhance the contribution from either interface of the organic by 
changing the thickness and that this relationship is generally different in either 
frequency window for a given thickness.  We investigate this feature in more detail 
next. 
 Transfer Product Magnitude Ratios 4.3.2
 When designing VSFG experiments on thin films it is most often the case that 
only one of the two interfaces is of principal interest and so considerable effort is made 
to isolate or make separable one from the other (indeed, this is the primary emphasis of 
this dissertation).  One way this is done is by attempting to make one of the two terms 
in the sums of Eqs. (4.5) - (4.7) and (4.11) dominate.  In the 
 2 ,ijkijk
v vT  product we focus 
on tuning the factor .ijkvT   For the ppp experiment this is complicated by the fact that 
one needs to simultaneously minimize (or maximize) four separate contributions to a 
single interface.   
 With the weak correlation between thickness and frequency noted in the last 
section we can choose a single mIR frequency in each spectral region, observe the log 
ratio 
10 2 1( log ),
ijk ijkT T  and consider the results for each respective spectral window.  
Figure 4-5 shows plots of the log ratio as a function of SiO2 and PTCDI-C8 thicknesses 
at 1720 cm
-1
 and 2900 cm
-1
.  Columns 1 and 3 show the ratios for the individual 
component experiments (ssp, sps, and pss corresponding to ,yyzT  ,yzyT  and )zyyT  at the 
two frequencies, respectively, while columns 2 and 4 show the ppp components with 
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analogs placed adjacent to one another.  The contours at 
10 2 1log 0
ijk ijkT T   are drawn 
dot-dashed.  Thus, redder colors indicate contrast favoring interface 2 whereas bluer 
colors favor interface 1.   
 
Figure 4-5.  Log10 ratio of transfer product magnitudes at interface 2 to interface 1 showing how 
contrast is tunable as a function of thin film thicknesses.  Columns 1 and 3 show results for ssp, sps, 
and pss at each mIR frequency.  Columns 2 and 4 show results for the components of the ppp 
experiment with analogs placed adjacent so that the out-of-plane index is on the mIR in (a) – (d), 
the visible in (e) – (f), the VSFG in (i) – (l), and on all three fields in (m) and (n). The contours at 
 2 1log 0ijk ijkT T   are drawn dot-dashed. 
 We first observe that there is an irregular periodicity in the ratio for all cases.  
This is expected since we are sampling layer thicknesses comparable to the VSFG and 
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visible wavelengths.  We find that for these thickness ranges the model predicts contrast 
as high as an order of magnitude in favor of interface 2 (PTCDI-C8/SiO2) in the case of 
10 2 1log
iiz iizT T  (e.g. Figure 4-5(a)) and more than an order of magnitude in favor of 
interface 1 (air/PTCDI-C8) for 10 2 1log
zii ziiT T  and 10 2 1log
zzz zzzT T  (e.g. Figure 4-5(k)).  
Contrast can be achieved at specific thin film thickness combinations for the buried 
interface only for the ssp and sps experiments (with the exception of a very small area 
in Figure 4-5(k)).  For the ppp experiment it is clear that one can never tune all 
components in favor of the buried interface due to Figure 4-5(j), (l), (m), and (n) never 
crossing the contour at 0, and to tune for the outer interface is never optimal for all 
components. 
 The log ratio analogs behave very similarly at either mIR frequency (e.g. Figure 
4-5(a) – (d)) but quite dissimilarly when considering signal generated with the VSFG 
polarization component in the sample plane (Figure 4-5(a) – (h)) versus out-of-plane 
(Figure 4-5(i) – (n)).  For the in-plane components we see periodicity that alternates 
contrast at each interface, whereas the out-of-plane components almost always favor 
interface 1 (again, the exception being a small area in Figure 4-5(k)).  This contrast can 
be explained similarly to the strong frequency dependence observed in Figure 4-3 and 
Figure 4-4 due to the z-component of the input mIR field.  The projection of the VSFG 
field on the z-axis of the p-polarized signal generated in the phase matched direction is 
small in the layers that have a small phase matching angle.  Thus, the outer interface 
will always have a larger projection due to the phase matching angle always being 
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largest on the outer side of that interface since the input fields refract closer to normal 
within the thin film layers.   
 The log ratios show that one can achieve magnitude contrast as high as ~10:1 in 
favor of interface 2 and ~70:1 in favor of interface 1.  For quantitative modeling, these 
relative magnitudes may not be large enough to nullify either interfacial contribution to 
the total signal on their own.  Interference between the outer and inner contributions 
may produce a significant cross term at the signal intensity level, thus, we explore the 
relative phase of the interfacial contributions in the next section.  
 Transfer Product Phase Differences 4.3.3
 The transfer products are complex quantities and so their phases will affect how 
the contributions from each interface interfere to produce the detected signal.  In this 
section we will consider only those polarization combinations that sample individual 
 2
v  components (ssp, sps, and pss) since these have only one interference term (in the 
ppp experiment there are six).  It is easily seen if we expand Eqs. (4.5) - (4.7) in polar 
form, remembering that we have set the input field amplitudes to unity. 
 
   
      
2 2
2 , 2 ,
0 1 1 2 2
2 , 2 , 2 ,
1 1 2 2 1 2 1 22 cos
ijk ijkijk ijk
ijk ijk ijkijk ijk ijk
I T T
T T T
  
    
 
 
  (4.16) 
Here 1 2 1 2A A A      (
ijkA T  or  
2 ,
)
ijk
  is the phase difference between the outer 
and inner interfaces of the complex transfer products and nonlinear susceptibilities.  
 For the moment we take 
 2 ,
1 2 0
ijk
    and present results for  1 2cos ijkT   since it is 
this factor that contains the phase-dependent effect in the interference term of Eq.(4.16).  
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Figure 4-6 shows the results for the three experiments of interest at 1720 cm
-1
 and 2900 
cm
-1
 as a function of thin film thicknesses.  We have drawn the contours at 0 dot-dashed 
to highlight the vicinity where the interference term is nullified.  Each contour color 
represents a 5% change in the total scale.   
 
Figure 4-6.  The phase dependent factor  1 2cos ijkT   in the interference term for ssp, sps, and pss 
(rows) at each mIR frequency (columns).  The white line in (e) provides a scale bar of 30 nm to 
demonstrate how quickly the interference terms can change sign as a function of PTCDI-C8 
thickness. 
 
 These results show irregular periodicity in this space.  Consider that 1 2
ijkT   is a 
difference of sums of the phases of the component transfer coefficient matrix elements 
from Eqs.(4.8) - (4.10). 
   173 
             VSFG vis mIR VSFG vis mIR1 2 1, 1, 1, 2, 2, 2,ijk mn op qr mn op qrT t t t t t t               (4.17) 
The visible and VSFG terms in Eq. (4.17) are all expected to be similar at small 
thicknesses (because they are similar wavelengths with similar refractive indices) but 
will vary differently with thin film thicknesses so that differences in the quantities from 
the inner and outer interfaces change in a complex way to produce the plots in Figure 
4-6.  In all experiments and for both mIR wavelengths there are bands that represent 
90% constructive (red) or destructive (blue) interference that span these plots which are 
a strong function of both thicknesses.   
 There are areas in these plots showing that  
8 21 2 PTCDI-C /SiO
cos ijkT d   may be 
large or small.  We generalize that in areas of large interference (red and blue bands) the 
change in interference is relatively insensitive to either thickness.  Conversely, in areas 
around the contour at  1 2cos 0ijkT    the phase difference can be particularly sensitive to 
thicknesses and a shift of only a few nanometers can cause the interference to change 
quite rapidly.  For example, Figure 4-6(e) shows a white line representing a 30 nm 
change in the organic thickness results in a shift from 90% constructive to 90% 
destructive interference.  These observations are due to the contour at 0 existing at the 
inflection point of the cosine function  ( cos     is maximal) whereas areas close 
to ±1 are at the maximum and minimum  ( cos     is minimal).  
 The phase results presented here show only a portion of how thin film 
interference contributes at the signal intensity level.  In order to get a full sense of how 
experimental data will behave as a function of thin film thicknesses, both the phases and 
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magnitudes (the full amplitudes) of all fields must be considered along with the sample 
response.  We will explore signal intensity as a function of thin film thicknesses in 
Section 4.3.5 but first we discuss the possibility of designing experiments that sample 
only a single interface.  
 Single Interface Assumption 4.3.4
 In order to design an experiment that conceivably samples only a single 
interface of our system we will want to minimize the cross term in Eq. (4.16) while 
optimizing 
2
2 1
ijk ijk
T T  for the interface of interest.  When analyzing data in Figure 4-6 
the contours at  1 2cos 0ijkT    necessarily eliminate the cross term.  Thus, when 
searching thickness space we will want to find an area in the vicinity of these contours 
that is also in a region of favorable contrast (Figure 4-5) so that ideally the error 
introduced by the single interface assumption is zero 
  
22 ,
0 0error( 0).
ijk ijk
vv T I II
       We will focus strictly on finding the best 
scenario for each interface.  In the case of interface 1, we can see maximal contrast is 
attainable in the alkyl region of the pss experiment (Figure 4-5(k) and Figure 4-6(f)).  
For interface 2 we choose the ssp experiment in the imide region (Figure 4-5(a) and 
Figure 4-6(a)).  We set 
 2 ,ijk
v  equal to 1 at both interfaces.   
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Table 4-2.  Errors due to the single interface assumption.  Boldfaced values indicate changed 
variables and their resulting errors. 
Interface 
of 
Interest, 
v 
Experiment 
mIR 
(cm-1) 
 
8PTCDI-C
 nmd   
2SiO
 nmd  
2
1
ijk
T  
2
2
ijk
T  
2
2 1
ijk ijk
T T  
cross 
term error
I  
1 pss  2900 
299.0 136.6 2.33 0.000830 2810-1 
-
0.0011 
0.00 
299.0 130.6 2.35 0.000456 5150-1 
-
0.0381 
0.02 
2 ssp  1720 
111.3 126.5 0.0070 0.217 27.2 
-
0.0081 
0.00 
117.3 126.5 0.0051 0.203 39.9 
-
0.0265 
0.12 
 
 Table II shows the results of our analysis as well as the effect of some deviations 
we will discuss.  For both interfaces we see it is possible to achieve error 0.00I   at 
specific points in parameter space (top rows for each experiment in the table).  
However, the underlying cause is different in each case.  Whereas interface 1 achieves 
very favorable contrast (2810
-1
) and a very small cross term so that the 
  22 ,
11
ijk ijk
T  term 
truly dominates the signal intensity, interface 2 has modest contrast (27.2) but the cross 
term is nearly matched and opposite from the outer interfacial contribution, canceling it.  
Now, if we change the SiO2 thickness by 6 nm, we can see that in the case of interface 1 
the cross term begins to get larger which introduces a small error error( 0.02)I   even as 
the contrast has increased in favor of interface 1 to 5150
-1
.  Examination of Figure 
4-6(f) reveals that at these thicknesses there is a rapid change in interference along the 
2SiO
d  coordinate so that the error ratio will be most sensitive to this parameter.  Again, 
the contours at  1 2cos 0ijkT    tend to be in regions of rapid phase change so that this 
will almost always be an issue when designing experiments that favor one interface.  
For interface 2 we change the PTCDI-C8 thickness by 6 nm and find that the cross term 
and contribution from interface 1 rapidly become unmatched, which introduces error 
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very quickly error( 0.12).I    As a result, the single interface assumption error is quite 
sensitive to both thicknesses for interface 2. 
 For quantitative modeling it is probably best not to strive to design a system that 
totally favors one interface for this system.  First, it is clear that even in the best-case 
scenario for interface 1 that the error can fairly quickly appear when the thickness of 
SiO2 is not controlled very carefully.  A 2% error may not seem critical, but if we 
include other nonidealities, such as surface roughness, possible errors in refractive 
indices or input beam angles, as well as differences in the nonlinear response at each 
interface (which will affect the plots in Figure 4-6 by making 
 2 ,
1 2
ijk
   nonzero), the error 
from the single interface assumption may become appreciable.  Another drawback of 
designing experiments that attempt to sample a single interface is that it limits the 
measurements to very specific points in parameter space.  Sample to sample differences 
for the various experiments requiring an assortment of thickness combinations may 
cause the interfaces to be structurally different (especially the outer interfaces), 
complicating fitting procedures (this will be discussed in some detail in Chapter 5).   
 Spectral Window Signal Intensities 4.3.5
 In Section 4.3.4 we determined that one cannot generally ignore interference 
between the outer and inner interfaces of the PTCDI-C8 thin film for this system.  If one 
cannot disregard either term in the sums of Eqs. (4.5) - (4.7) and (4.11), then perhaps 
we can pick a thickness combination that makes the experiment easier.  If we consider 
that the frequency dependence of 
 2 ,ijk
v  is nearly the same at both PTCDI-C8 
interfaces (and therefore the phase difference 
 2 ,
1 2
ijk
   is zero), then the interference 
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between the outer and inner terms is controlled by 
1 2
ijkT   as illustrated in Section 4.3.3.  
Now, if we estimate that  
2 ,
2
ijk
  is not drastically different from  
2 ,
1
ijk
  we can set 
them equal and examine Eqs. (4.5) - (4.7) and (4.11) to get a sense of the detected 
signal intensity as a function of thin film thicknesses due to thin film interference 
effects.  We set 
       2 , 2 , 2 , 2 ,
1 2 1 2 1
iiz iiz zzz zzz
        and 
       2 , 2 , 2 , 2 ,
1 2 1 2 0.1
izi izi zii zii
        since the signal intensities from individual 
components that sample the in-plane mIR transition dipoles are usually considered to be 
roughly an order of magnitude lower than the out-of-plane magnitudes
427,441
 (although 
the true in-plane to out-of-plane ratio will depend on the molecular structure).   
 
Figure 4-7.  Log10 of the VSFG signal intensity in the case of 
 2 ,
1 2 0
ijk
    for all four polarization 
experiments (columns) at each mIR frequency (rows) showing the orders of magnitude (contours 
drawn dot-dashed) spanned in the space of thin film thicknesses. 
 
 Figure 4-7 shows the results for  10 0log I  at 1720 cm-1 (top row) and 
2900 cm
-1
 (bottom row) with contours at each order of magnitude drawn dot-dashed.  
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These plots are a consequence of the absolute (Figure 4-3 and Figure 4-4) and relative 
(Figure 4-5) transfer products at the interfaces of interest and the interferences between 
them (Figure 4-6).  First, we note that the patterns are similar but not the same in both 
frequency windows as should be expected.  This is due mainly to the effect that the mIR 
frequency has on the VSFG wavelengths, shifting to shorter wavelengths in the alkyl 
region relative to the imide region (Figure 4-2).  Different VSFG wavelengths have 
unique transfer matrix elements that beat differently with the visible field transfer 
matrix elements in Eqs. (4.8) - (4.10) and (4.12) - (4.15), as discussed in Section 4.3.3.  
Second, we can see the detected signal in this picture can be very low when in regions 
of non-optimal thickness combinations, or very high in regions of optimal thicknesses, 
and that the signal intensity of a given experiment can span several orders of magnitude 
in this space.  We have previously reported dramatic differences in VSFG signals for 
identical thicknesses of PTCDI-C8 but varied SiO2 thicknesses (Chapter 2).
96
   
 For electronically nonresonant VSFG, the amplitude of a given mode is real and 
the sign of its contribution to 
 2
v  can be either positive or negative.  By inverting the 
sample axes the amplitude of the mode will change sign due to the tensor properties of 
 2  as mentioned in Section 1.3.2.6.  In a typical VSFG experiment and when the 
electric dipole approximation is valid (discussed throughout Section 1.3), the signs 
among modes can be used to quickly deduce the relative polar orientations of those 
molecular moieties (on avera e functional  roups point “up” or “down”).5,22,26,395,442  If 
we consider the same mode at both interfaces (which is always true for an organic thin 
film that is thicker than a single monolayer) the sample axes for that mode may or may 
not be inverted.  Setting both contributions to the same sign (as in Figure 4-7) is 
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equivalent to interpreting the relative polar orientation as the same at both interfaces 
(e.g. on average the outer dipole transition points into the air, the inner transition points 
into the organic film).  But if we now consider the modes have opposite polar 
orientation (i.e. the inner dipole transition now points toward the SiO2) then 
   2 , 2 ,
2 2 1
iiz zzz
     and    
2 , 2 ,
2 2 0.1
izi zii
     so that  
2 ,
1 2
ijk
    (this result reverses 
the scale of Figure 4-6). 
 
Figure 4-8.  Log10 of the VSFG signal intensity in the case of 
 2 ,
1 2
ijk    for all four polarization 
experiments (columns) at each mIR frequency (rows) showing the orders of magnitude (contours 
drawn dot-dashed) spanned in the space of thin film thicknesses. 
 
The intensity plots in this case are shown in Figure 4-8.  We observe that there is less 
overall signal compared to Figure 4-7 but again the intensity can drop many orders of 
magnitude for non-optimal thickness combinations.  But perhaps more importantly 
there is a clear difference in signal as a function of thin film thickness between Figure 
4-7 and Figure 4-8 for all experiments in both frequency windows.  Barring any large 
deviations from our assumptions on the nonlinear responses of the two interfaces, a 
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careful VSFG thickness study of a given organic thin film should unambiguously 
differentiate the relative polar orientation of all vibrational modes at the interfaces.   
 Simulated VSFG Spectra 4.3.6
 The primary goal in VSFG is to discern interfacial molecular structure from 
experimental data.  Going beyond the qualitative discussion on the amplitude sign in the 
last section, the usual analysis involves calculating the average polar tilt angles for 
multiple modes and relating these results to pre-knowledge of the structure of the bulk 
molecule to deduce the molecular orientation at the interface using either the bond 
additivity model,
239,240,427,443
 local mode approximation,
261,427
 or more recently a whole-
molecule approach.
444
  The calculation can be done using the ratio of VSFG data that 
sample the  
2 ,ijk
  components with in-plane mIR (sps or pss) to out-of plane mIR (ssp 
or ppp).
240,261,274,335,428,444,445
  Additional information can be obtained by considering the 
relative amplitude ratio of two different modes within a given polarization 
combination.
284,446,447
  In this section we investigate the effects of thin film interference 
on these experiments at the signal intensity level in VSFG spectra in order to illustrate 
the meaning of the apparent amplitudes in experimental data.  It is important to note 
that the discussion on the interfacial susceptibility that follows is highly idealized in 
order to more easily separate susceptibility effects from transfer product effects on 
spectral data. 
 We consider the nonlinear susceptibilities at the inner and outer interfaces of the 
organic film as a sum of five Lorentzian oscillators, as discussed in Section 1.3.2.8 and 
1.3.2.9.    
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 
5
2(2),
1 1,
1
ijk k
q
q
C 

   (4.18) 
 
 2 1,
1,
1, 1,
q
q
q mIR q
A
i

 

  
  (4.19) 
The collection of oscillators are assumed identical or opposite in sign at the two 
interfaces  
 (2), (2),
2 1
ijk ijk     (4.20) 
depending on which relative polar orientation we are discussing.  Here mIR  is the mIR 
input field frequency, 1,qA  is the amplitude of the 
thq  mode at interface 1, 1,q  is its 
center frequency, and 1,q  is the damping constant.  All of the orientational information 
is contained in 1, .qA   The prefactor 
kC  is equal to 1 for k z   
2 ,
1(
iiz
  and  
2 ,
1 )
zzz
  or 
0.1  for k x  or y  
 2 ,
1(
zii
  and  
2 ,
1 ),
izi
  as discussed in the previous section.   
Table 4-3.  Resonant VSFG Parameters 
 11,  q cm  1, 1,q qA    1,  q -1cm  
1657.7  - 0.5  5  
1693.5  1  5  
2844.3  0.7  5  
2928.0  - 0.7  5  
2952.0  0.7  5  
 
We have chosen for our simulation to use the modes present in the mIR refractive index 
data of Figure 4-2.  We set the center frequencies to be the same as five primary peaks 
found in the imaginary part of the mIR refractive index.  The parameters for all VSFG 
active modes are shown in Table 4-3.   
 With the interfacial nonlinear susceptibilities assumed equal we can factor out 
the pure susceptibility spectrum from Eqs. (4.5) - (4.7).   
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     
2 2 22 , 2 ,
0 1 1 2 1 2 1 2 1 22 cos
ijk ijkijk ijk ijk ijk ijkI T T T T T    
    
  
  (4.21) 
Here 
1 2
ijkT   is frequency dependent and 
 2 ,
1 2 0
ijk
    or   depending on the relative polar 
orientation of the modes at interface 2 (the sign in Eq. (4.20)) so that changing the polar 
orientation of molecules at interface 2 simply changes the sign of the interference term 
in Eq. (4.21).  We will analyze how the inner, outer, and interference terms in Eq. (4.21) 
contribute to the total signal.  For the ppp experiment of Eq. (4.11) the number of terms 
involved is ten and so we simplify the analysis by absorbing the prefactor value in Eq. 
(4.18) into the transfer products.  We define an effective ppp transfer product 
 0.1 0.1ppp xxz xzx zxx zzzv v v v vT T T T T      (4.22) 
so that we can replace ijkvT  with 
ppp
vT  in Eq. (4.21)  and perform a similar analysis for 
the ppp experiment, separating the total inner and outer interfacial contributions along 
with their interference term.  
 With this set of assumptions, for all modes the true in-plane to out-of-plane ratio 
of individual tensor elements at the intensity level is 0.1.  Of course, this is artificial but 
makes it easier to analyze thin film interference effects on the apparent ratios of the 
individual modes.  Also note that in general each mode may have either polar 
orientation, here we have chosen to examine the two extremes where all modes have 
either the same or opposite relative polar orientation at each interface.  If a mix is 
considered, the analysis is more complex.  
 If we choose an experimental geometry that maximizes contrast in favor of 
interface 2 we can see from Figure 4-5 that for this system there is no optimum choice 
of thin film thicknesses that satisfies this requirement for all four experiments and both 
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possible relative polar orientations of modes.  Focusing on optimizing only for one in-
plane and one out-of-plane experiment we can see in Figure 4-7 and Figure 4-8 that the 
in-plane experiment should be sps (since pss almost never provides contrast in favor of 
interface 2).  For the out-of-plane experiment we select ssp since the thin film model 
analysis is more straightforward than for ppp.  Examining Figure 4-5 - Figure 4-8 we 
select the vicinity of 
2SiO
100d   nm and 
8PTCDI-C
120d   or 150  nm.  We have chosen to 
present results for the case of two PTCDI-C8 thicknesses in order to further illustrate the 
sensitivity of the collected signal to similar thin film thicknesses.   
 Figure 4-9 shows simulated VSFG spectra for all four experiments at both 
organic thicknesses.  The simulated intensity spectra 
0( )I
  are shown as solid dark 
gray and black for the case of (2), (2),
2 1
ijk ijk   and (2), (2),2 1 ,
ijk ijk    respectively.  The
2
1
ijk  spectrum is drawn dashed green and is full scale in all plots.  The first two terms 
in Eq. (4.21) 
2
1(
ijkT  and 
2
2 )
ijkT  are shown dashed gray and black, respectively.  These 
all share a common scale on the left.  The interference term is solid lighter red for 
(2), (2),
2 1
ijk ijk   and dark red in the case of (2), (2),2 1 .
ijk ijk     The corresponding scale is 
on the right for these terms. 
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Figure 4-9.  Simulated VSFG spectra and component transfer product terms in Eq. (4.21) with 
2SiO
100d   nm for all four polarization experiments (rows) shown at two PTCDI-C8 thicknesses 
(columns).  Each plot contains traces of 
2
1
ijk  (dashed green), 
2
1
ijkT  (dashed gray), and 
2
2
ijkT  
(dashed black).  The transfer terms for the ppp experiment are defined in Eq. (4.22).  For the cases 
of 
 2 ,
1 2 0
ijk
    and   the signal intensity 0( )I

 is drawn solid gray and black, respectively, and the 
interference terms are drawn solid light and dark red, respectively.  The component 
2
1
ijk  
resonances are shown in (b) (solid blue).  The interference terms are scaled on the right and all 
others are scaled on the left. 
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 Examining the 
2
1
ijk  spectrum (dashed green) relative to the individual 
Lorentzian oscillators (blue) in Figure 4-9(b) we can see that the total interfacial 
spectrum has different maximum amplitudes relative to the component resonances due 
to interferences among the components as is well described elsewhere.
395
  This effect is 
not related to thin film interference.  We provide the 
2
1
ijk  spectrum as a reference in 
all plots of Figure 4-9 because the thin film interference model affects this spectrum, 
not the individual Lorentzian contributions.  Thus, in Figure 4-9 the detected signal is 
composed of each of the dashed traces 
2
( )ijkvT  plus its corresponding interference term 
(red trace) times the 
2
1
ijk  spectrum.  Which of the signal traces is detected 0( ,I
  solid 
black or solid gray) depends on the relative polar orientation of the molecules at the two 
interfaces.  The polar orientation relation for a given mode is maintained in all plots 
(since inversion of the axes changes the sign of the entire  
2
  tensor, all elements).  
Thus, in the plots of Figure 4-9 if one performs measurements for all polarization 
experiments the collected intensity data will correspond to either all the black traces or 
all the gray traces.  This provides a useful constraint when analyzing data. 
 The sign of the interference term will determine for which polar orientation the 
detected signal intensity is higher.  In this space we find that in all cases the interference 
term is negative for the same polar orientation except the imide region of Figure 4-9(a), 
both regions in Figure 4-9(f) and the alkyl region in Figure 4-9(g).  In general this 
relation will depend on the experiment geometry (film thicknesses, angles of incidence, 
etc.) which dictates the value of 1 2.
ijkT    It should be noted that if we design an 
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experiment where the interference term is nearly zero, we clearly lose sensitivity to the 
relative orientation of modes at the interfaces (e.g. imide region of Figure 4-9(a) and 
Figure 4-9(f) and alkyl region of Figure 4-9(g)) since this sensitivity is contained in 
 2 ,
1 2
ijk
   within the interference term. 
 Our thickness choices were based on attempting to maximize contrast in favor of 
interface 2 for the ssp and sps experiments.  In Figure 4-9(a), (b), (e), and (f) we can see 
that by first considering the results of Figure 4-5 – Figure 4-8 we can design the 
experiment to meet these needs.  The 
2
2
ijkT  trace is larger than 
2
1
ijkT  in all cases except 
the alkyl region for the sps  experiment with 
8PTCDI-C
150d   nm.  However, we have 
chosen thickness combinations that are not optimal for sps signal intensity (see Figure 
4-7 and Figure 4-8).  Also, in attempting to satisfy the contrast condition for both 
experiments and at both mIR frequencies, we did not obtain a single spectral region in 
which the contrast was maximally an order of magnitude in favor of interface 2 as we 
noted could be the case in Section 4.3.2.  The highest ratio we observe is for the ssp 
experiment in the imide region with 
8
150PTDCI Cd    nm (Figure 4-9(e) where 
2 1 6).
yyz yyzT T    If we had chosen a thickness combination that resulted in higher 
contrast for the ssp experiment, it would have been at the expense of the desired 
contrast for the sps experiment (see Figure 4-5).  This is in fact the case for the alkyl 
region in the sps experiment of Figure 4-9(f). 
 Of course, both interfaces contribute to all the signal intensities of Figure 4-9, 
thus, the apparent amplitudes at the intensity level are complicated by the fact that every 
observable resonance is composed of contributions from both interfaces.  The amplitude 
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ratio orientational analysis mentioned at the beginning of this section is therefore 
dubious based on the apparent amplitudes, and the full thin film interference model is 
essential to separate the interfacial contributions and discern quantitative molecular 
structure.  Even if one could attribute the full response to a single interface, there is still 
the issue of the relative field strengths at the interface, analogous to the iiL  factor 
corrections commonly reported for single interface systems and discussed in Section 
1.3.2.7.
236,428
  Thus, Figure 4-9 is meant to illustrate the wide variety of apparent 
responses due to thin film interference together with the possibility of two polar 
orientations.  For these similar PTCDI-C8 film thicknesses the experimental response 
can be very similar (e.g. the ppp response for same polar orientation, Figure 4-9(d) and 
(h)) or drastically different (e.g. the sps response for opposite orientation, Figure 4-9(b) 
and (f)).  The experimentally observed relative peak intensities may follow the same 
relative true 
 
2
2 ,
1
ijk
  peak heights when the individual terms of Eq. (4.21) are spectrally 
flat (e.g. imide region of the sps experiment of Figure 4-9(b)).  However, the relative 
peak heights are generally modulated by either a gradual change in the transfer product 
terms across the spectral window (almost all cases for the in-plane experiments, sps and 
pss) or are modulated by very distinct frequency variations as in the case of the out-of-
plane ssp and ppp experiments as discussed in Section 4.3.1.  Frequency modulations in 
the imide region for the out-of-plane experiments even cause a discernible apparent 
frequency shift in the intensity plots of Figure 4-9(a), (d), (e), and (h).  Finally, we point 
out that the frequency windows we have shown are sufficiently far apart that in many 
cases the magnitude of the signal amplitude relative to the true 
 
2
2 ,
1
ijk
 response may be 
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quite different in the imide region versus the alkyl region (e.g. Figure 4-9(b), (c), and (f) 
for same orientation show the apparent imide response is smaller than the alkyl 
response) but is not necessarily dissimilar (e.g. Figure 4-9(e)).  The results from Figure 
4-9 emphasize the importance of accurate modeling of interference effects in nonlinear 
surface-specific spectroscopy in order to arrive at the true sample response. 
 Additional Comments 4.3.7
 We end our discussion with a few comments.  Obviously, the assumption that 
the inner and outer interfaces of the organic film have the same VSFG response implies 
that all modes are identically ordered and are in the same chemical environment at 
either interface.  This is clearly not the case in general (indeed, discerning molecular 
structure and structural differences is the goal in most VSFG experiments).  Thus, , ,v qA  
, ,v q  and ,v q  may vary for all modes at either interface.  The result is that in general 
one cannot factor out  
2
2 ,ijk
v  in Eq. (4.21) and 1 2
ijk   is frequency dependent.  We 
simply state that our suppositions are a reasonable starting ground for evaluating VSFG 
data taken from thin film systems with two similarly VSFG active interfaces and that 
complete data analysis must factor in deviations from this ideality.  In fact, by using our 
model these results may be used to test these assumptions. 
 Experimentally there is rarely prior knowledge of the true interfacial responses 
and so we want to point out a problem of correlation between the magnitudes of the 
contributions from the inner and outer interfaces.  Consider the simplest case in which 
0
sspI  and 0
spsI  data are measured on the ideal system outlined above for 
8PTCDI-C
120d   
nm.  Here, the interfacial response is identical on the inner and outer interfaces for each 
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experiment and therefore ssp and sps experimental data match either the black or gray 
traces in Figure 4-9(a) and (b).  While the transfer products at the two interfaces 
generally have different absolute magnitudes, it is apparent from Figure 4-9 that they 
are nearly proportional  
2 1(
ijk ijkT C T  where C  is the proportionality constant that 
depends on the experiment, thin film thicknesses, and input beam angles).  Now, if we 
consider the possibility for scaling the interfacial nonlinear responses (i.e.  
2 ,
1
ijk
a   and 
 2 ,
2
ijk
b   where    
2 , 2 ,
2 1
ijk ijk
     as outlined in the last section) while maintaining the 
same detected signal intensity we can rewrite Eq. (4.21) with scaling factors a  and b  
on the appropriate terms. 
     
2 2 2 22 , 2 ,
0 1 1 1 1 1 2 1 22 cos
ijk ijkijk ijk ijk ijkI aT bCT abC T T    
    
  
 (4.23) 
From our example we know that the true response is described by 1a b   but a 
second possibility for describing the detected signal is for a C  and 1 .b C   So that 
when fitting the data, even with the constraints of the thin film model, extracted 
parameters from a single point in parameter space may not be unique and identifying 
which is the correct physical picture may be ambiguous.  Before we address this further 
we consider an additional issue. 
 We want to highlight the importance of discerning the relative polar orientation 
for all modes of interest.
448
  Deviations from our assumptions in 
 2 ,ijk
v  will cause the 
differences that are obvious in the spectra of Figure 4-9 to become less clear in 
experimental data (this is indeed the case for data presented in the next chapter).  
Discerning the black lines from the gray lines for any individual thickness combination 
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with no reference may be ambiguous and modeling for one case when the true case is 
opposite will lead to large errors in fit parameters as they are adjusted to make up for an 
erroneous model.  For instance, if we were to experimentally measure 
0
sspI  and 0
spsI   in 
the alkyl region of Figure 4-9(e) and (f) and, using the thin film model, extracted 
resonant parameters by assuming one polar orientation when the actual case was the 
opposite, there would be a very large disparity in the extracted mode amplitude ratios 
relative to the true ratios.   
 In order to resolve the problems associated with correlations between interfacial 
responses and nonidealities within those responses, more information is required.  For 
instance, if Kleinman symmetry can be invoked then 
2 2
1 1
zyz zyy  22 and ideally one 
need only to do the additional pss  measurement in order to constrain the model.  
However, it is more likely that the analysis will need to include more complicated 
effects.  For instance, the refractive index of PTCDI-C8 has a small imaginary 
component in the visible (Table 4-1) and VSFG wavelengths (Figure 4-2(b)).  This may 
mean that this particular molecule contains a small doubly or triply resonant VSFG 
contribution which makes the amplitudes of the modes ,( 's)v qA  complex.
396,449
  
Additional degrees of freedom need to be sampled in order to sort these issues out.  
Thus, any interface-specific coherent spectroscopy of thin film systems with two 
similarly active interfaces may realistically require multiple thicknesses to be prepared 
or beam angles to be varied in order to extract unambiguous resonant parameters.   
 We have taken a preliminary look into the effect on intensity level ratios with an 
amplitude change at one or the other interface.  The result suggests that, for the 
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thicknesses sampled in Figure 4-9, the apparent ratio can reproduce qualitative trends 
(i.e. actual in-plane to out-of-plane ratio goes down at the buried interface, intensity 
level ratio goes down).  However, we stress that this may not be true for all 
experimental geometries and that the problem of reliably changing only one interface 
experimentally without changing the other complicates this analysis.  Consider the 
terms in Eq. (4.16).  If    
2 2
2 , 2 ,
1 1 2 2
ijk ijkijk ijkT T   and 
        
2
2 , 2 , 2 , 2 ,
1 1 2 2 1 2 1 2 2 22 cos
ijk ijk ijk ijkijk ijk ijk ijkT T T T        with 
  2 ,1 2 1 2cos 0ijkijkT    , 
then as  
2 ,
2
ijk
  becomes larger, 0I
  goes down, affecting the apparent amplitude ratio 
opposite to the way that is expected. 
 The input angle space that we chose not to explore here certainly adds additional 
degrees of freedom to the model.
362,450,451
  Allowing for different input angles for the 
different polarization experiments will allow for better optimization of desired 
properties (e.g. contrast in favor of the buried interface, higher signal intensities).  
However, in actual experiments there will be the issue of the relative spatial overlap of 
the input beams that will need to be addressed if data are to be compared with varied 
input beam angles.  We propose that a more elegant mathematical exploration of the 
multidimensional parameter space will lead to better optimization of experiments and 
additional effects not observed here.  Indeed, the model has revealed many interesting 
details on this system here in which we have sampled a small subset of parameter space.   
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4.4 CONCLUSION 
 The application of the thin film model to VSFG of stratified systems has 
important implications for the field.  For certain, the results of these calculations show 
that inclusion of the frequency dependent transfer products is necessary for quantitative 
assessment of interfacial structure.  In a broader sense, the qualitative metrics of 
orientation and order by VSFG may still be accurate, but only in cases in which the thin 
film thicknesses and experimental geometries are carefully chosen.  With frequency 
dependent refractive indices and film thicknesses in hand, the multilayer thin film 
interference model can be used to impose additional constraints on fitting procedures, 
adding certainty to the conclusions from these measurements.  We propose that 
carefully executed thickness dependent VSFG studies combined with the model 
presented above may be a solution to the two-interface dilemma facing many in this 
field.  Experimental work corroborating these results is presented in the next chapter.  A 
collection of Mathematica notebooks that were used to generate the model figures in 
this chapter, which can be used to investigate other multilayer thin film systems, is 
included in the supplementary materials.
i
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5 Experimental Evidence for an Optical 
Interference Model for Vibrational 
Sum Frequency Generation 
Spectroscopy on Multilayer Organic 
Thin Film Systems with Consideration 
for Higher Order Terms 
“No amount of experimentation can ever prove me right; a single experiment can prove 
me wrong.” 
 -Albert Einstein 
CHAPTER SUMMARY 
 This chapter presents experimental evidence that the interfacial thin film model 
developed in Chapter 3 provides an accurate description of optical interference effects 
contained in VSFG obtained from multilayer thin film systems.  The samples are 
PTCDI-C8 vapor deposited as thickness gradients on silicon wafer substrates, one with a 
very thin 2 nm native oxide and another with a 300 nm thermally grown oxide thin film 
layer.  Two surface substrate surface preparations were used: bare SiO2 and silica 
functionalized with trimethoxy(octadecyl)silane (ODTMS) in a self-assembled 
monolayer (SAM).  VSFG data were collected in both the ssp and sps polarization 
combinations from rasters along each thickness gradient to produce 2D datasets that are 
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a function of organic thickness and mIR frequency in the region of the imide carbonyl 
stretches.  Treatment of the data within the electric dipole approximation indicates that 
the interfacial thin film model provides a good description of optical interference effects 
in the VSFG data and that interfacial terms are significant.  However, discrepancies 
between the physical interpretation of the fit results and what would be expected for 
response within the electric dipole approximation provokes consideration for higher 
order interactions.  The thin film model is expanded to include a description of fields 
generated from the bulk of the organic film and is applied to the data analysis.  The 
conclusion is that bulk and higher order interfacial terms are present for this system.  
Even with this complication, an analysis is provided based on the signs of the fit results 
that allows for the deduction of the relative magnitudes of the interfacial electric dipole 
response at the buried interface between bare and ODTMS substrates.  Those results 
indicate that the initial monolayer of PTCDI-C8 on bare SiO2 assembles in a more 
reclined phase and molecules on ODTMS are standing up but with more tilt across the 
short axis of the perylene core.  The significance of this chapter is the demonstration 
that the multilayer interference model provides an accurate description of VSFG from 
thin film systems and that this provides a unique way to separate contributions to the 
VSFG intensity data.  
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5.1 INTRODUCTION 
 The molecular structure at organic interfaces can dictate the function of a 
material.
101,452,453
  Characterizing the microscopic structure of exposed interfaces can be 
challenging, but interrogating the molecules that reside at internal interfaces is 
particularly problematic.  While exposed interfaces have historically been important for 
fields such as adhesion,
1,2
 adsorption, 
3–5
 or reactivity,
6,7
 characterizing the molecules at 
buried interfaces has become an especially important challenge as the field of organic 
semiconducting devices has become pervasive in recent years
454
 as detailed in Sections 
1.1 and 1.2.  Of particular concern in this dissertation is the active interface in organic 
field-effect transistors (oFETs) where device behavior is almost exclusively controlled 
by molecular structure at the buried interface.  For oFETs, although the charge transfer 
mechanisms that occur within the active region are complex, it is effectively only the 
first molecular monolayer or two at the buried interface of the organic thin film and the 
dielectric material that participate in overall device performance.
15–20
 
 Various techniques for characterizing buried organic thin film interfaces were 
detailed in Section 1.2.3 where it was noted that none of the standard experiments 
possess the preferred conditions for characterizing buried interfaces.  The two basic 
requirements of an ideal experiment for studying interfacial molecular structure are that 
the measurement is highly sensitive to interfacial molecules and has the ability to make 
measurements on a wide variety of systems.  In the field of nonlinear optical 
spectroscopy, and within the electric dipole approximation detailed in Section 1.3.2.5, 
the signals generated by techniques described by even-ordered interactions are zero 
where there is inversion symmetry.  For thin film systems, the bulk of most materials 
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are subject to this selection rule and it is only at the interfaces of the thin films where 
inversion is broken and there is a possible non-zero material response.
323
  Vibrational 
sum frequency generation spectroscopy (VSFG) is a second-order spectroscopy that has 
been demonstrated as a sensitive probe to molecular structure at interfaces.
261,335,428,444
  
In addition to interfacial sensitivity, it also meets the second requirement of the ideal 
experiment with its ability to make nondestructive measurements with few limits on the 
types of systems that can be probed.  In principle, it can be used to study any interface 
accessible by light.  Perhaps of greatest value is its ability to study the structure of 
molecules at buried organic interfaces.
23,96,324,328,344,455
  
 Yet, despite decades of valuable contributions to the understanding of interfacial 
phenomena, VSFG remains somewhat exotic and specialized, and has not been adopted 
into the list of standard characterization techniques for organic thin films. This is in part 
because the technique is not without its limitations, particularly in the complexity of 
data interpretation. To those outside the nonlinear optics community, it is not always 
clear how thick of an interfacial region is probed by VSFG, and whether the bulk really 
has no contribution to the signals. Within the community, there is evidence showing 
that the interface is largely only the first layer of the functional group under 
interrogation and that the bulk response is negligible.
351
  But arguably, these are 
questions that must be addressed on a system-by-system basis, as discussed in Section 
1.3.1.7, and they are not easily answered.  A lack of generality in data interpretation is 
particularly hindering for VSFG applied to thin film systems composed of arbitrary 
numbers of layers where there exist optical interference effects for all electromagnetic 
fields involved.  In the case of oFETs, which are almost always multilayered, these 
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questions are prominent issues that we have focused on addressing with a generalized 
multilayer interference model.
372,397
 
 For any interface-specific nonlinear optical spectroscopy, the detected signal 
will depend on the local electric field amplitudes at each active interface as well as on 
the emitted waves, all of which are subject to thin film optical interference effects.  For 
a system comprised of only a single thin film, the description of optical interference in 
VSFG data is tractable by considering the Fresnel formulas for reflection and 
transmission at interfaces.  The problem is solved by considering infinite reflections and 
transmissions at the boundaries while accounting for phase offsets due to traversing the 
thin film layer.
21,359,361,362,432
  However, for systems composed of more than a single thin 
film layer the expressions that describe optical interference very quickly become 
unwieldy as waves that transmit out of one layer may subsequently be reflected back in 
by other layers.  For VSFG applied to an organic thin film within a multilayer system, 
the problem is further confounded by the presence of two very similar interfaces 
contributing to the same VSFG spectrum.  Thus, every mode that appears in VSFG data 
from an organic thin film is potentially a result of at least two sources – the two 
interfaces of the organic – which must be separated. 
 Chapter 3 addressed modeling multilayer interference for interface-specific 
nonlinear optical spectroscopies by considering the transfer matrix formalism for thin 
film systems composed of arbitrary layers.
372
  With this approach, the system is split at 
any layer into subsystems I and II and use partial system transfer coefficients to define 
reflection and transmission through each subsystem.
367
  The model effectively reduces 
the multilayer problem to a single thin film (any layer in the system) with newly defined 
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coefficients of reflection and transmission at the pseudo-boundaries of subsystems I and 
II.  The local and emitted fields are then calculated in a completely analogous way to 
the single thin film system described above.  
 Chapter 4 provided further efforts at tackling the two-interface and multilayer 
interference problem by detailing an extensive VSFG simulation analysis for the model 
system of this dissertation that is representative of a common oFET device geometry.
397
  
That chapter discussed the feasibility of quantifying molecular structure at the buried 
interface of an organic thin film by specifically considering the two-interface problem 
applied to the simplest multilayer, a system comprised of two thin films in which an 
organic layer is vapor deposited onto a thermally grown oxide dielectric on a silicon 
wafer substrate.  By using the thin film interference model it was shown that the 
thicknesses of the thin films can have a profound effect on the detected signal 
intensity.
372,397
  There was also a discussion on some of the possible issues that could be 
important when attempting to use the thin film model to separate the interfacial 
contributions in VSFG data.  One uncertainty that remains is whether the detected 
signals are described within the electric dipole approximation.  There are two 
complications that arise if higher order terms are appreciable.  First, one must describe 
thin film interference effects contained in any possible bulk contributions, and second, 
we must separate the dipole terms from any higher order terms within the interfacial 
response.  
 The goal of this chapter is to present experimental evidence that the multilayer 
thin film model provides a good description of optical interference effects in VSFG 
spectra from thin film systems.  The focus continues on the model system: the organic 
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semiconductor N,Nʹ-dioctyl-3,4,9,10-perylenedicarboximide (PTCDI-C8) vapor 
deposited as a thickness gradient on silicon wafer substrates (Figure 5-1).  We focus on 
the imide symmetric s( ,  ~1700 cm
-1
) and asymmetric stretches as( ,  ~1660 cm
-1
).  
We present evidence that major features in the intensity data are predicted by interfacial 
response described by the multilayer model, indicating that the detected signal has 
significant interfacial contributions.  Analysis of those results indicates some 
inconsistencies with what would be expected for response from this system within the 
electric dipole approximation.  The multilayer model is then expanded to include terms 
that describe optical interference effects in possible bulk contributions and we present 
an analysis on the data based on inclusion of bulk and interfacial terms.  From those 
results we reexamine the interfacial contributions.  In particular, we consider effects 
from large interfacial field gradients and possible interfacial quadrupolar coupling terms 
and show that these higher order terms behave like dipole terms in the thin film system.  
Finally, we discuss some of the difficulties that must still be overcome and ways to 
improve upon this work in order to more quantitatively solve the two-interface problem 
of VSFG applied to organic thin film multilayer systems.  The major contribution from 
this chapter is the experimental evidence that indicates the multilayer model provides a 
complete description of optical interference effects from interfacial as well as bulk 
terms, and that the thin film geometry offers a unique method to deduce relative 
contributions from the various VSFG source terms.  We consider this a step towards 
interface-specific nonlinear spectroscopy becoming a viable and robust tool for studying 
interfaces in thin film systems. 
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5.2 EXPERIMENTAL 
 Sample Preparation 5.2.1
 
Figure 5-1.  Schematic view of gradient samples on silicon wafers with two oxide thicknesses.  Also 
shown is a the structure of PTCDI-C8 and a photo of two bare SiO2 samples used in this work 
illustrating different optical interferences present.    
 
 Sample preparation followed from Section 2.3 with some modification.
96
  
Substrates consisted of ~25 × 100 mm
2
 silicon wafers cleaved from the center of 100 
mm diameter, 0.5 mm thick, <100> wafers.  Silicon wafers had either a polished native 
oxide (NO, Silicon Quest International) or polished 300 nm thermally grown oxide 
dielectric layer (TO, University Wafer).   Briefly, all substrates were cleaned following 
the RCA cleaning procedure.
408,409
  Standard clean 1 (SC1) consisted of a ~5:1:1 
solution of distilled water/30%H2O2 in water/NH4OH initially heated to 80 °C.  
Substrates were sonicated in SC1 for 5 minutes followed by distilled water rinse and 
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sonication.  Standard clean 2 (SC2) consisted of ~50:1 solution of distilled 
water/concentrated HCl.  Substrates were sonicated in SC2 for 5 minutes followed by 
distilled water rinse and sonication and were stored in distilled water until use.  A ~5 
mm strip of aluminum or gold was masked onto the long edge of each substrate by 
electron-beam vapor deposition.  This provided reflectivity needed for the sample 
position monitoring system described below.  For substrates that were modified with an 
trimethoxy(octadecyl)silane (ODTMS) self-assembled monolayer (SAM), we followed 
a spin-casting and vapor annealing procedure that gives a very smooth and well-ordered 
SAM
98
 followed by masking on the metal strip. Finally, with the metal strips masked 
off, using a home built vapor deposition chamber
96
 PTCDI-C8 was deposited as a linear 
gradient using a programmable shutter that continuously moved back and forth over 80 
mm of the length of the substrates during deposition.  Substrates temperatures were held 
at 105 °C during deposition. Gradients were deposited pairwise for NO and TO 
substrates for bare and then ODTMS functionalized surface preparations. This resulted 
in wedged thickness gradients of PTCDI-C8 that went from 0 to ~200 nm in the case of 
the bare substrates and 0 to ~400 nm in the case of the ODTMS functionalized 
substrates (Figure 5-1). 
 VSFG Experiments 5.2.2
 The VSFG spectrometer was described in Section 2.3.5.1.
25
  Briefly, the 
regeneratively amplified system (regen) outputs 40 fs (FWHM) pulses centered around 
800 nm with 30 nm of bandwidth at 1 kHz for 1.7 W of power before compression.  
About 300 mW of this is spectrally filtered to 3 nm of bandwidth and used to seed a 
home built multipass amplifier followed by further spectral narrowing in a 4f pulse 
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shaper for use as the visible pulse in the VSFG experiment.  Half of the 1.0 W 
compressed regen output is used to pump an optical parametric amplifier followed by 
difference frequency mixing of the signal and idler beams to give the mIR pulses used 
in the experiment.  Typical visible beam characteristics are 6 ps (FWHM) pulses with 4 
µJ/pulse centered around 798 nm with 7 cm
-1
 (FWHM) bandwidth.  The mIR pulses 
were tuned to the imide carbonyl stretching region of PTCDI-C8 and were typically 100 
fs (FWHM) with 2 µJ/pulse centered at 1680 cm
-1
 and 150 cm
-1
 (FWHM) bandwidth.  
The mIR angle of incidence from normal was 56° and the visible was 65°.  The optical 
system is enclosed in a sealed box and continuously purged with dry air (-100 °F dew 
point).     
 
Figure 5-2.  Schematic of VSFG experiment and data collection showing the sample leg and 
reference leg.  Also shown is a face-on view of the gradient sample indicating beam placement and 
raster direction.   
 
 Both ssp and sps polarization experiments were performed (polarization in order 
of VSFG-visible-mIR).  Rotating the mIR from p- to s-polarization was accomplished 
by replacing a turning mirror and straight periscope with a twisted periscope (Figure 
5-2).  The ssp data were collected for both bare SiO2 samples followed by rotating the 
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polarization of the input beams to sps.  The ODTMS surface functionalized samples 
were prepared later but adhered to the same VSFG data collection sequence.  Each 
individual spectrum was obtained as an average of 5 data frames and 5 background 
frames with the mIR beam blocked.  For ssp the CCD integration time on an individual 
frame was 6 minutes, for sps it was 10 minutes.  
 The VSFG experiments consisted of collecting spectra from a 1-dimensional 
raster along the length of each thickness gradient with step sizes of 1 or 2 mm (Figure 
5-2).  Thus, for a given gradient sample the total time for collecting the ssp data set was 
maximally 80 – 90 hrs, and for sps that time increased to 130 – 150 hrs.  There were 
two main technical challenges involved in these experiments.  The first was accounting 
for instability in the laser system over the many weeks and months of data collection.  
The second was accounting for pointing in the detection system as we translated 80-90 
mm along the gradient.   
 In order to account for instability in the laser system, data collection consisted of 
a sample leg and reference leg simultaneously collected as vertically separated 
spectrally dispersed stripes on the CCD array (Figure 5-2).  The input beams were split 
for use in each leg with the mIR split 50/50 and the visible split 20/80 with more power 
going to the gradient sample.  The reference sample consisted of a 75 nm ZnO film 
deposited by atomic layer deposition onto a NO wafer.  The reference VSFG spectrum 
was consistently ssp for both the ssp and sps sample experiments.
96
  The beams were 
focused in each leg to around 100 µm 1/e radius spot size on the short axis of the 
projected spot ellipse.  Temporal overlap was achieved by second order cross 
correlation of the input beams on a ZnO thin film in both legs with timing delays set to 
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0.   Each data stripe was independently calibrated for wavelength.  Sample spectra were 
then normalized by dividing by third order interpolation of the reference spectra.   
 To minimize walk-off in our detection system as we translated along each 
gradient we employed a sample positioning scheme that used two quadrant-photodiodes 
(QPDs) paired with two HeNe beams that reflected off the metal strip on each sample 
(Figure 5-2).  One QPD monitored the beam at near-normal incidence and was used to 
correct twist and tilt of the sample plane.  The other QPD monitored the beam at 
oblique incidence (~45° from normal) and was used to correct depth and assist with 
monitoring tilt.  With motorized actuators on the xyz and twist/tilt degrees of freedom 
of the sample stage we were able to automate data collection and sample positioning 
along 50 mm of travel at a time using a custom LabVIEW interface.  Automation 
consisted of an algorithm that used feedback from the QPDs to make sample plane 
corrections after automatically moving to a preprogrammed raster spot followed by 
shutterin  off the QPD HeNe’s for VSFG data collection.    o sample the entire    mm 
gradient we used a manual linear stage and micrometer stack to translate to the 
unsampled region and continue data collection.  The efficacy of the QPD positioning 
system was tested by monitoring the SFG spectrum of a ZnO reference sample and it 
was found to correct pointing to well within the tolerances of the detection system. 
 With a rasterized step size of 1 or 2 mm we can calculate the PTCDI-C8 
thickness step size.  For bare substrates (~200 nm wedge over 80 mm) this results in 
thickness steps of about 2.5 or 5.0 nm, respectively.  For ODTMS substrates (~400 nm 
wedge over 80 mm) the thickness steps were then doubled.  Based on the spot sizes of 
the input beams we calculate the thickness differential to be no more than 1.0 nm (for 
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ODTMS gradients) within the area being sample for a given raster point along the 
gradient.  Thus, we ignore the variation in thickness within a given measurement. This 
gave us excellent thickness resolution for our VSFG experiments.   
 The steps we took to account for the technical challenges associated with these 
experiments led to very reliable sample positioning and mostly reliable data 
normalization.  We found that in particular, careful attention to maintaining the 
cleanliness of the reflective metal strip was important for the accuracy of the QPD 
positioning system, which was otherwise extremely robust.  Normalizing by the 
reference spectra was in most cases reproducible when data were retaken after any 
adjustments and re-optimizations of the laser system.  However, in some cases repeated 
datasets, which otherwise had the same spectral features, were sometimes not on the 
same absolute scale after reference normalization, differing by as much as a factor of 2 
or more.  Nonetheless, for a given gradient sample set, any fluctuations in the laser 
system were generally well accounted for by this scheme so that we are confident that 
each individual gradient dataset is at least largely self-consistent and the absolute scales 
among all sample datasets are nearly correct.  
 Spectroscopic Ellipsometry 5.2.3
 Spectroscopic ellipsometry (SE) was performed on the thickest ends of the 
wedges in order to corroborate our QCM measurements.  Data were collected in the 
spectral range of 700 to 1100 nm at 45°, 60°, and 75° angle of incidence.  TO and NO 
data were simultaneously fit using known optical constants for air, SiO2, and Si.  We set 
the oxide thicknesses at constant values determined by several SE measurements on 
unique samples, with the ODTMS SAM adsorbed into the NO layer.  The refractive 
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index of PTCDI-C8 was modeled as isotropic and was tied to both TO and NO data.  
The resulting optical constants agreed with previous results for this material in this 
spectral range.
397
  The thin film thicknesses are shown in Table 5-1.  These were used in 
the multilayer VSFG model.  
Table 5-1.  Thin film thickness results from SE used in the VSFG multilayer model.  Quantities in 
italics were fixed in the SE data fits. 
 Bare ODTMS 
 Oxide PTDCI-C8 Oxide + SAM PTDCI-C8 
NO 2.0 202.7 4.0 406.3 
TO 295.0 190.8 295.0 421.3 
 
 It should be noted that the quality of the fits to the SE data were reasonable for 
the 200 nm wedge (16.4 mean-squared error, MSE) and a bit lower for the 400 nm 
wedge (42.1 MSE).  Efforts to improve the SE data fitting indicated that a graded index 
model and, to a lesser extent, optical anisotropy may be important; however, we found 
that the thickness results were consistent even when more complicated effects were 
introduced.  There was high correlation between the resultant PTCDI-C8 thickness and 
chosen oxide thickness so that it was necessary to constrain the oxide at estimated 
thicknesses based on previous measurements.  The TO manufacturer stated that the 
thermal oxide was nominally 300 nm with up to 5% error.  The value used is consistent 
with measurements on bare substrates and is well within the manufacturers stated error.  
Reporting these results is reasonable for the work considered here because the thickness 
results were only slightly different for more complicated models.  Anisotropic effects 
may be important for future studies; however, the VSFG multilayer interference model 
assumes isotropic media.  Extending the model to anisotropic systems is a future goal.   
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5.3 QUALITATIVE OBSERVATIONS 
 
Figure 5-3.  VSFG gradient experiment ssp results for bare substrates (first row) and ODTMS 
functionalized substrates (second row). 
 
 We begin by presenting the reference normalized ssp data for both surface 
preparations and oxide thicknesses in Figure 5-3.  The data are all shown on the same 
scale with thicker gridlines for the major frame ticks drawn as well as thinner gridlines 
for the minor ticks from the dependent variables.  The plot coloring is scaled to each 
individual dataset in order to bring out contrast within each plot.  In all four cases, 
starting at 0 nm we see there is a dramatic increase in signal intensity with organic 
thickness for both imide modes and that the intensity peaks in the region of 120 – 200 
nm PTCDI-C8 for all datasets.  The symmetric mode around 1700 cm
-1
 reaches a 
maximum that is larger than that of the asymmetric mode around 1660 cm
-1
 and the 
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symmetric mode maximum is significantly larger for NO substrates (Figures 5-3(a) and 
5-3 (c)).  The absolute scale for these datasets indicate that s  reaches a maximum peak 
at more than twice the intensity for NO substrate vs. TO for both surface preparations 
and that the maximum for as  is roughly the same in all cases.  It is striking that in the 
data from ODTMS functionalized substrates (Figures 5-3(c) and 5-3(d)), where the 
gradient went to ~400 nm, we observe a second rise in the signal at the thickest end of 
the gradient (most apparent in Figure 5-3(c)).  
 There are clear differences in the response for both surface preparations indicate 
that functionalization of the substrate surface does have an effect on the thickness 
dependent VSFG response at thicknesses below 200 nm.  For instance, s  reaches a 
larger maximum for NO-bare (Figure 5-3(a)) relative to ODTMS Figure 5-3(c)).  A 
recheck of data from the bare substrates from Figure 5-3(a) (bare SiO2 samples placed 
back in the laser system and the intense region measured for a second time) indicated 
that the relative signal intensities are real in this case and that ODTMS has lower 
overall signal as compared to bare native oxide.  We have previously noted differences 
in overall signal intensities for these two surface preparations.
96
  This is an early 
indication of the exquisite interfacial sensitivity of VSFG.  A somewhat more subtle 
effect present in the data is an apparent frequency shift in the vibrational modes, both as 
a function of organic thickness (e.g. follow the gridline at 1700 cm
-1
 in Figure 5-3(d)) as 
well as in the frequency scales for bare relative to ODTMS substrates.  That is, it 
appears that the mode maxima are blue-shifted in Figures 5–3(a) and 5–3(b) relative to 
Figures 5–3(c) and 5–3(d).  Finally, we note that there is a perceptible vibrationally 
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nonresonant response that is most obvious in data from TO substrates (Figures 5–3(b) 
and 5–3(d) where the noise in the baseline below 200 nm generally does not cross zero).   
 
Figure 5-4.  VSFG gradient experiment sps results for bare substrates (first row) and ODTMS 
functionalized substrates (second row). 
 
 The sps data are shown in Figure 5-4  where again, all data are on the same 
absolute scale but the plot coloring is scaled to each individual dataset in order to bring 
out contrast.  Immediately we see the data are on a scale that is roughly an order of 
magnitude less intense than ssp.  Again, each mode experiences a dramatic increase in 
signal from 0 nm but now the relative magnitudes between the symmetric and 
asymmetric modes are different.  For instance, the maximum for as  is now larger for 
both surface preparations on NO (Figures 5–4(a) and 5–4(c)).  Also, we see that as  
shows two maxima in the 0 – 200 nm thickness range on TO-ODTMS (Figure 5-4(b)), 
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one around 70 nm and another around 170 nm, and actually dipping in the region that 
all other modes reach their maxima.  This double peak is also apparent in the same 
thickness region of the data from TO-ODTMS in Figure 5-4(d), albeit to a lesser extent.  
There is also an apparent frequency shift with organic thickness for both modes, but is 
particularly evident for as .  
 There were some common observations from the data in Figures 5–3 and 5–4.  
In most cases, the first peak maximum from as  occurs at slightly larger PTCDI-C8 
thicknesses relative s .   Noise in the data at the thickest ends of the wedges is due to 
difficulties with correcting for large fluorescence backgrounds.  The signal intensities 
are generally lower for the ODTMS surface preparation relative to bare silica surfaces, 
which were obtained months prior.  As noted in Section 5.2.2, there were some issues 
with maintaining consistent reference normalization over the many weeks of data 
collection so that the absolute scales in Figures 5–3 and 5–4 are only nearly correct.  
For instance, we have evidence from a rescan of a section of the data in Figure 5-4(b) 
that the maximum in s  should be nearer to the maximum for the same mode observed 
in Figure 5-4(b).  In fact, the S/N in Figure 5-4(b) is comparable with all other datasets 
in the figure so that there was likely an issue with the reference spectra collected for this 
dataset.  That is, the normalization procedure outlined in Section 5.2.2 resulted in 
dividing by reference spectra that were artificially smaller than the other gradient 
datasets.  The sps data from TO-ODTMS contained the largest observed discrepancy in 
the absolute scale for all collected data.  However, we will mitigate these technical 
difficulties in the following sections by introducing a scaling factor on the model for 
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each dataset that leads to very reasonable results.  Finally, the oscillations in detected 
signal for both ssp and sps data are certainly reminiscent of thin film interference 
effects.  Data obtained from the ODTMS substrates, where the wedge was ~400 nm at 
the thickest end, indicate more than a single oscillation in the response and provides 
some of the more compelling evidence of the necessity for an optical interference model 
for accurate interpretation.   
5.4 DIPOLE APPROXIMATION 
 From our qualitative observations there is a clear dependence of VSFG signal 
intensities on organic film thickness as well as oxide thickness so that thin film 
interferences are playing a dramatic role in the observed signal intensity.  From our 
calculations in Chapter 4
397
 using the thin film interference model of Chapter 3
372
 we 
predicted that optical interferences complicate data interpretation and that the thin film 
thicknesses could change signal intensity by several orders of magnitude, independent 
of any changes in the intrinsic VSFG response of the samples.  The thin film 
interference model was derived under the auspices of the dipole approximation.  In our 
simulations, we also discussed possible complicating factors that arise when using the 
thin film model to interpret experimental data.  However, in this section we interpret the 
data assuming the ubiquitous selection rule for VSFG is valid and that the data are 
described predominately by the interfacial electric dipole response.  We find evidence 
that, while interfacial terms are likely contributing significantly to the VSFG response, 
there are some discrepancies between the expected interfacial behavior and actual fit 
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results so that the dipole approximation may not provide a complete description of our 
data.  We begin with a brief overview of the model.
372,397
 
 Interfacial Thin Film Model Overview 5.4.1
 VSFG probes the sample susceptibility at interface v 
 2
( )v  and employs the 
vector nature of the interactions in order to deduce molecular orientation. The selection 
rules for VSFG on a macroscopically centrosymmetric system state that of the 27 
elements of the third rank tensor 
 2
v
  there are only four nonzero and independent 
contributions: 
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These can be probed with four beam polarization combinations experimentally: ssp, sps, 
pss, and ppp.  The work here utilizes the ssp and sps polarization experiments which 
sample the individual components 
 2 , yyz
v  and 
 2 ,
,
yzy
v  respectively.  Within the dipole 
approximation, we can write the signal intensity 0( )I
  is then the modulus squared 
sum of VSFG contributions from each interface of the system. 
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Each VSFG contribution depends on the interfacial second order susceptibility 
 2 ,
,
ijk
v  
an interfacial transfer product factor ,ijkvT  and the input field intensities 
vis mIR
0 0 .I I   Here, 
i, j, and k represent x, y, or z, and α, β, and γ represent s or p so that the transfer products 
account for the basis change from the propagating field s and p frame to the sample x, y, 
and z fixed reference frame in Figure 5-2.  The product of ijk
vT  and 
 2 ,ijk
v  gives the 
electric field of light generated by a nonlinear polarization at interface v and propagated 
out of the thin film system and to the detector, i.e. 
 2 ,
.
ijkijk ijk
v v vE T    Eqs. (5.1) and (5.2) 
coherently sum these contributions. 
 The transfer products describe all thin film optical interference effects.  The 
details on their construction are provided in Chapters 3 and 4.
372,397
  They are 
completely determined with knowledge of the input beam angles, thicknesses of all thin 
films, and optical constants for all materials.  Oxide thicknesses were determined by SE 
and PTCDI-C8 was assumed a linear gradient where we measured the thickest end by 
QCM during deposition and verified with SE.  We use the frequency dependent 
refractive indices for all materials reported in Section 4.2.2 (see Figure 4-2).
397,434–438
   
 
Figure 5-5.  Graphical representation of the interfacial contributions to the VSFG intensity data. 
 
 Of the three interfaces of our system, we consider only vibrationally resonant 
responses from interfaces 1 and 2.  We have not observed nonresonant response from 
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PTCDI-C8 thin films themselves, therefore we attribute any possible vibrationally 
nonresonant contribution to interface 3 (SiO2/Si).  More will be said about the 
nonresonant susceptibility in Section 5.7.2.  We have tuned to the imide symmetric and 
asymmetric stretching region of PTCDI-C8.  A graphical look at each possible 
contribution to the VSFG signal is shown in Figure 5-5.  With our reference spectra 
normalization procedure detailed in Section 5.2.2, we effectively divide out the input 
field intensities so that we present intensity corrected data,  0 0 0 0ˆ .vis mIRI I I I    The 
intensity equations can then be written 
 
           
2
2 , 2 , 2 , 2 , 2 ,
0 1 1,as 1,s 2 2,as 2,s 3 3,
ˆ ijk ijk ijk ijk ijkijk ijk ijk
NRI M T T T
            (5.3) 
where we consider the vibrational resonances as Lorentzian oscillators in the usual way. 
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Here, ,
ijk
v qA  is the amplitude of the q
th
 mode at interface v, ,v q  is its center frequency, 
,v q  is its linewidth, and mIR  is the mIR input field frequency.  The scaling factor M is 
discussed in what follows. 
 PTCDI-C8 Electric Dipole Response 5.4.2
 PTCDI-C8 is a centrosymmetric molecule (see inset of Figure 5-1); therefore, in 
order for there to be a dipole-allowed response, the symmetry of the molecule must be 
somehow broken by the presence of the boundary.  Interpreting the data within the 
electric dipole approximation requires consideration for response of the imide 
functional group separately at each end of the interfacial molecules.  In the simplest 
   215 
approximation, we may attribute any interfacial response to the imide functional group 
on the end of the molecules that point away from the bulk of the organic film at each of 
the air and SiO2 boundaries.  This is consistent with the known growth mechanism of 
PTCDI-C8 on silica surfaces.
95,103
  These are the truly interfacial modes and are depicted 
graphically in Figure 5-5.  In this approximation, the two modes with which we are 
concerned serve as reporters of average molecular orientation.  The imide symmetric 
and asymmetric stretches have orthogonal IR transitions that can be probed by ssp and 
sps, the relative response can be used to report on average tilt and twist of the perylene 
core of the interfacial molecules.  This is shown graphically in Figure 5-6. 
 
Figure 5-6.  Graphical representation of the symmetric and asymmetric imide stretching modes as 
reporters for molecular orientation using the ssp and sps VSFG polarization combinations. 
 Fit Details 5.4.3
 The system was designed to provide several ways to constrain the fitting routine 
in order to separate interfacial contributions and reveal differences at the buried 
interface for two substrate surface preparations, bare silica and ODTMS SAM.  The 
foundation of the fitting routine is based on prior knowledge that the initial layer of 
vapor deposited PTCDI-C8 may be different for different substrate surface preparations 
but every subsequent layer forms identically for bare and ODTMS substrates.
95
  Thus, 
an overview of the routine is simple: for a given polarization experiment, every sample 
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should have the same response at the outer interface, and response at the buried 
interface should depend only on the surface preparation and not on the oxide thickness.  
Any nonresonant response will depend on the substrate (NO or TO), since these were 
purchased from separate vendors, but not on surface preparation.  All other differences 
among datasets should be attributable to thin film interference effects and captured by 
the transfer products in Eq. (5.3).  
 For the measurements made here we note that, whereas the buried interfacial 
response should ideally not change, the outer contribution will vary with thickness.  The 
growth mechanism of vapor deposited PTCDI-C8 thin films proceeds in a Stranski-
Krastanov fashion (layer-by-island growth) in which 2D polycrystalline terraces form 
and the outermost layers are incomplete islands with lateral dimension on the order of 
hundreds of nanometers to microns.  Islanding at the outer interface results in an 
increased number of partial layers formed for thicker films.
95
  The mesoscopic 
structural dependence on film thickness will certainly translate to increased surface 
roughness that will have an effect on the VSFG response.  Thus, the outer interfacial 
VSFG contribution should be a function of organic thickness. 
 With the model presented in Section 5.4.1 and the discussion above, we present 
finer details of the fitting routine here. We simultaneously fit all four datasets for a 
given polarization combination (ssp and sps) to the model given in Eq. (5.3)and 
depicted graphically in Figure 5-5.  Since we expect the outer response to vary with 
organic thickness but we have no a priori knowledge of how it should vary, we used a 
sequence of points along the 
8PTCID-C
d  coordinate as fitting parameters connected by 
linear interpolation to describe the outer interfacial Lorentzian amplitudes ( 1,
ijk
qA   Eq. 
   217 
(5.4)) for each mode.  The parameters for the outer interfacial Lorentzians ( 1, ,
ijk
qA  1, ,q  
and 1,q  for s  and as )  were shared by all four datasets. The buried interfacial 
vibrational parameters were unique for both substrate preparations but shared between 
the two oxide thicknesses (e.g. bare NO and TO were locked to have identical response 
at the buried interface).   
 Since the absolute scales for all gradient datasets were determined to be only 
nearly correct (see Sections 5.2.2 and 5.3), a scaling factor (M) was included on the 
model (Eq. (5.3)) that was a unique fit parameter for each gradient dataset.  Also, the 
data points were weighted during the fitting procedure so that residuals above 200 nm 
(where only ODTMS substrates contain data) had 0.5 relative weights in the nonlinear 
fitting algorithm.  This was meant to reduce effects in the fit parameters due to fewer 
constraints and nonidealities in the film at the thickest ends of the 400 nm wedges.   
 A nonresonant contribution at the SiO2/Si interface 
 2 ,
3,( )
ijk
NR  was included only 
for the ssp experiment where there was an appreciable response present in the region of 
no organic film and that persisted at mIR frequencies outside of the vicinity of the 
vibrational modes along the wedge, especially for TO substrates (see e.g. Figure 5-3 
where the noise in the baseline generally does not cross zero).  The vibrationally 
nonresonant response was assumed far from any electronic resonances and was 
therefore a real number.  We assigned values to the nonresonant susceptibilities for each 
substrate by fitting a region around 1740 cm
-1
 assuming the total SFG response is due to 
a nonresonant contribution at the Si–SiO2 interface (only the last term in Eq. (5.3)).  
These were then held constant and included in the fit routine.  We needed to account for 
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the scaling factors by dividing the static nonresonant factors by M  while fitting for 
resonant parameters.  More will be said about the nonresonant response in Section 
5.7.2. 
 The interfacial modes are expected to be in the vicinity of the bulk modes; 
therefore we constrained the center frequencies during the fit routine based on the bulk 
properties.  The FTIR centers have been assigned to 1696.5 cm
-1
 and 1655.6 cm
-1
 for 
the symmetric and asymmetric modes, respectively, based on reports in the literature 
and our own observations.
96,413
  In the fitting routine, we then set restrictions on the 
interfacial contributions. The outer interfacial contributions were started equal to the 
FTIR centers but allowed to float in only the blue-shifted direction and restricted to be 
shifted by less than 10 cm
-1
, consistent with a possibly less solvated environment (more 
gas-like phase) as would be expected for molecules in contact with air.  The restriction 
for the buried interfacial modes is less clear since these are in contact with either SiO2 
or ODTMS.  The consequences of differing surface preparations can manifest as 
differences in interfacial intermolecular interactions (different molecular packing) as 
well as different interactions with the substrate surface. Therefore, at the buried 
interface we limited the center frequencies to float only as large as 10 cm
-1
 in magnitude 
but in either the blue or red direction and independently for each surface preparation 
(but still identically for the same surface preparation on different oxide film 
thicknesses).  The limited magnitude of each interfacial shift was necessary to keep the 
routine from sampling unphysical shifts while converging.  The resulting shifts were 
never found to be settled at a limiting value. 
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 Due to compounding errors from calibration at the VSFG and visible 
wavelengths, we estimate the error in the frequency axis to be ±4 cm
-1
.  The fitting 
routine is highly sensitive to errors in the wavelength axis and so we included a zero-
order calibration correction in the form of frequency offset parameter ( )cal  applied to 
the frequency axis of all resonant parameters.  Since each substrate type (TO and NO) 
was run through data collection consecutively for each polarization experiment, we 
applied cal  pairwise to each substrate set but independently for each substrate 
preparation and polarization experiment (e.g. ssp from NO-ODTMS and TO-ODTMS 
shared this parameter). 
 The transfer products in Eq. (5.3) were completely determined knowing thin 
film thicknesses, input beam angles, and optical constants for all materials at all 
wavelengths of interest.  We used the same refractive indices reported previously.
397
  
Thus, the VSFG intensities for each dataset in Figures 5–3 and 5–4 were fit with a fairly 
restrictive parameter set involving only the molecular responses (susceptibilities) and 
calibration corrections.  It is important to emphasize that optical interference effects 
were calculated (not subject to any fit parameters) and that the amplitudes for the outer 
interfacial modes were all that were parameterized to vary with thickness. 
 Fit Results and Discussion 5.4.4
 Contour plots for the data (top row) and fit results (bottom row) are shown in 
Figure 5-3 and Figure 5-4 for ssp and sps, respectively.  The data and fits have been 
corrected by their respective fit result for M , and the wavelength axes have been 
adjusted relative to Figs. 3 and 4 based on the results for .cal   Figs. 9(a) and 9(b) 
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present a graphical look at the resulting imaginary parts of each Lorentzian used in the 
routine for each experiment and Figs. 9(c) and 9(d) show the fit amplitudes as a 
function of wedge thickness for the outer interfacial modes.  The full sets of fitted 
parameters are presented in Table 5-2 for ssp and in Table 5-3 for sps.  The tables give a 
clear indication of how parameters were constrained during the routine. 
 It is striking that the constrained model captures the major features in the 
experimental data.  For the 200 nm wedges on bare SiO2 in the first two columns of 
Figures 5–7 and 5–8 the model captures the single oscillation in intensity for s  around 
1700 cm
-1
 and even captures the second oscillation found in the ~400 nm wedges on 
ODTMS surface preparations in the last two columns of the figures.  Agreement 
between model and data for the peak intensity of as  around 1660 cm
-1
 is very good in 
the ssp experiment of Figure 5-7 and for TO substrates in the sps experiments of 
Figures 5–8(b) and 5–8(d), but is somewhat less well-behaved for NO substrates 
(Figures 5–8(a) and 5–8(c)).  It is notable that the two peaks observed in the first 200 
nm of sps data from TO for as  are described quite well by the fit result.  The model 
even captures the behavior of the tails for both peaks in the outer regions of the modes.  
That is, it does a good job of describing the blue side of s  peak and the red side of the 
as  peak for both polarization experiments, even simultaneously satisfying the tail of s  
for NO substrates where it extinguishes very quickly as well as on TO substrates where 
the tail remains quite large beyond the frequency window in the region of 100 – 200 
nm.  The behavior of the tails in the frequency space between the modes is captured 
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well for the sps experiment in Figure 5-8 but is less well-behaved in this region for the 
ssp experiment of Figure 5-7. 
 
Figure 5-7.  ssp data (a) – (d) and fit result (e) – (i) plots from modeling with interfacial 
contributions.  Data and model plots have been scaled by the resulting M-factors from the routine. 
 
 
 
Figure 5-8.  sps data (a) – (d) and fit result (e) – (i) plots from modeling with interfacial 
contributions.  Data and model plots have been scaled by the resulting M-factors from the routine. 
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Figure 5-9.  Graphical view of parameter fit results.  (a) and (b) show the imaginary components 
for each Lorentzian used in the routine and (c) and (d) present the resulting amplitude dependence 
on organic thickness for the outer interfacial modes. 
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Table 5-2.  Full parameter fit results for the ssp experiment.  Quantities in italics indicate static 
parameters (not floated). 
 
 
 NO TO 
NO-
ODTMS 
TO-
ODTMS 
  cal  -8.1 -1.0 
  
 2 ,
3,
yyz
NR  -1.3 8.1 -2.3 5.0 
  M  1 0.30 0.40 0.40 
s  
 2 ,
1
yyz
  
   1696.5 + 0.0 
   4.7 
 2 ,
2
yyz
  
   1696.5 – 0.2 
   3.4 4.0 
A  -0.8 -6.2 
as  
 2 ,
1
yyz
  
   1655.6 + 0.0 
   10.0 
 2 ,
2
yyz
  
   1655.6 – 3.6 
   10.0 6.8 
A  30.4 16.8 
 
Table 5-3.  Full parameter fit results for the sps experiment.  Quantities in italics indicate static 
parameters (not floated). 
 
 
 NO TO 
NO-
ODTMS 
TO-
ODTMS 
  cal  2.9 2.5 
  M  1 1.9 0.43 0.36 
s  
 2 ,
1
yzy
  
   1696.5 + 6.1 
   3.8 
 2 ,
2
yzy
  
   1696.5 + 5.9 1696.5 + 1.3 
   2.5 3.6 
A  -0.55 -2.5 
as  
 2 ,
1
yzy
  
   1655.6 + 3.9 
   3.1 
 2 ,
2
yzy
  
   1655.6 + 3.1 1655.6 + 2.8 
   7.0 6.8 
A  11.9 14.5 
 
 While the differences between s  and as  dependence on the 8PTCDI-Cd  coordinate 
are due partially to the frequency dependent transfer products ijkvT  within each 
 2 ,
,
ijkijk
v v qT   
term in Eq. (5.3) (due to slightly different optical constants and wavelengths) the major 
contribution is the unique response 
 2 ,
,
ijk
v q  for each mode.  The periodicities are in some 
cases very similar, as in Figure 5-7(a) – (c) and Figure 5-8(a) and (c) or may be very 
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different as in the remaining data plots.  It is important to point out that each 
polarization experiment fit was constrained by shared parameters so that all cases, 
whether the periodicities were similar or different between modes, were simultaneously 
satisfied by common outer interfacial contributions for every wedge sample and 
common inner contributions for each surface preparation.   
 Differences in the periodicities for each mode within a given dataset are 
expected since each mode should have unique contributions to the source terms from 
the two interfaces of the organic film; however, the apparent frequency shifts present in 
the plots are less intuitive.  For example, there is an apparent red shift for both modes in 
Figure 5-8(b).   t first  lance these may be interpreted as a shift in an oscillator’s 
intrinsic center frequency or perhaps a change in line width, presumably at the outer 
interface, accompanied by thickness dependent interferences.  But recall that all 
resonant responses 
 2 ,
,
ijk
v q  were modeled as having constant ,v q  and ,v q  so that our 
results indicate that these observations are due to interferences between two interfacial 
contributions that have different (but constant) center frequencies and line widths.  
Again, cases in which there were large apparent frequency shifts were simultaneously 
satisfied with cases where the shifts were smaller even with the constraints imposed by 
shared parameters in the fitting routine.  The conclusion is that although there may be 
some amount of change in center frequencies or line widths at the outer interface that is 
not quantified here, the majority of the observable differences in response from the two 
modes on each substrate can be attributed to the interferences that occur between the 
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interfacial 
 2 ,
,
ijkijk
v v qT   terms.  Although they are complicated and not always intuitive, 
these effects are captured by the multilayer interference model. 
 The fit parameter results are shown graphically in Figure 5-9 and presented in 
Table 5-2 and Table 5-3 for ssp and sps, respectively.  From the plots of   2 ,,Im ijkv q  in 
Figure 5-9(a) and (b) it is interesting that these results indicate the order of magnitude 
difference in maximum signal intensity from the ssp vs. sps measurements is not 
primarily due to the intrinsic sample response (the elements of the susceptibility tensor
 2 ) since the imaginary components are all of similar magnitudes for both 
polarization experiments in Figure 5-9(a) and (b).  Instead, it is the transfer products 
that result in the lower signal for sps measurements.  We showed in Chapter 4 that 
optical interference effects have very different behaviors for different polarization 
experiments.
397
  Also, results for the M-factors in both tables are reasonable and 
consistent with what we expected the intensity scale corrections should be based on our 
experiences during data collection.  For instance, in both tables the results for bare 
substrates differ by a factor of 2 – 3 whereas M-factors for ODTMS substrates are very 
similar.  This is consistent with the higher number of technical difficulties we 
experienced in our first occurrence of data collection that was on the bare substrates in 
contrast with the experiment applied to the ODTMS wedges after the technical details 
had been refined. 
 The physical interpretation of the interfacial contributions from the fit results 
presents some important consequences.  From the discussion in Section 5.4.2, for ssp 
we interpreted a larger relative response from s  as corresponding to molecules with the 
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long axis of the perylene core standing more upright on average, and for as  we 
interpret larger contributions corresponding to more tilt along the short axis.  It is the 
opposite for the sps results.  Thus, a qualitative analysis of the buried interfacial results 
in Figure 5-9(a) and (b) indicate that the first monolayer of PTCDI-C8 on bare SiO2 lies 
flatter along the long axis of the perylene core but is standing more upright along the 
short axis (i.e. there is more twist of the perylene core) relative to ODTMS 
functionalized substrates.  That is, the magnitude of the ssp contribution from the 
symmetric mode is much larger for the ODTMS substrates and the magnitude of the 
asymmetric mode is largest for the bare SiO2 substrates and vice-versa for the sps 
results (with one exception, the sps result for s ).   This is consistent with previous 
reports that the interfacial organic thin film phase is different and more reclined on SiO2 
relative to ODTMS treated substrates.
95,103
  The result that the s  contribution is lower 
at the buried interface for both polarization experiments is an indication of more 
disorder for PTCDI-C8 in contact with the higher energy surface.  It is noteworthy that a 
recent study from our group came to the same conclusion for polythiophene ring 
ordering at high and low surface energy silica dielectrics.
456
  This same analysis for the 
outer interfacial modes is a bit more complicated due to the thickness dependent mode 
amplitudes. 
 The fit results for the outer modes indicate a complicated dependence on the 
organic thickness and so we split the analysis into regions.  At the thinnest end of the 
wedges from 0 to ~120 nm, the outer amplitude fit results for the symmetric mode in 
Figure 5-9(c) and (d) (black) exhibit an asymptotic change, where 
1,
ijk
qA  starts largest 
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and decreases rapidly to a constant or very slowly changing value that is consistent for 
both the ssp and sps results.  This result can be rationalized by considering how the 
orientational distribution of molecules may change with increased organic thickness.  
There are numerous studies of PTCDI-C8 and its derivatives that indicate the 
mesoscopic morphology at the outer interface varies significantly and becomes more 
rough from the initial monolayer up to thicknesses of 100 nm or more
95,103,457
 and our 
own observations from AFM in Chapter 2 are consistent with those reports.
96
  Thus, for 
the symmetric mode the fit results are consistent with broadening of the polar 
orientational distribution, resulting in less VSFG signal for both polarization 
experiments.  However, we cannot separate broadening effects from changes in the 
average orientation.  The asymmetric mode results indicate a similar phenomenon, and 
while the fit results in Figure 5-9(c) and (d) (red) show asymptotic behavior in the first 
100 nm as well; there is also a sign change within the first 20 – 40 nm of the wedge for 
both ssp and sps.  More will be said about relative signs after we discuss results for the 
thicker end of the wedges. 
 Beyond 120 nm the outer mode amplitudes tend to increase to a peak at around 
200 – 300 nm followed by a decrease back down to a continuation of the trends 
observed in the first 100 nm.  This result is especially pronounced for the ssp results in 
Figure 5-9(c) but is also discernable for the sps result in Figure 5-9(d).  There are many 
possible effects contributing to this result, some of which will be discussed in Section 
5.7, however we interpret this as our first indication that the interfacial model used in 
this section may not provide a complete description of our data. 
   228 
 The relative sign of   2 ,,Im ijkv q  at each interface can be used to deduce relative 
polar orientation, i.e. on avera e functional  roups point either “up” or “down”.22,397  
From the discussion in 5.4.2 we determined that the electric dipole response of PTCDI-
C8 should result in opposite signs for each mode at each interface since we take for the 
interfacial modes the imide carbonyl groups on the end of the interfacial molecule 
pointing away from the organic film (see Figure 5-5).  This is indeed the result in all 
cases for both modes at the thinnest end of the wedge as is clearly evident in Figure 
5-9(a) and (b).  However, the sign change on the outer interfacial amplitude for as  in 
Figure 5-9(c) and (d) suggests that somehow the outer asymmetric mode changes its 
relative polar orientation at the outer interface.  In our analysis of the possible electric 
dipole response of PTCDI-C8, this is clearly impossible since it is a centrosymmetric 
molecule.  That is, from our discussion Section 5.4.2, even if the mode that is active and 
in contact with air at the thinnest end of the wedge becomes completely flat at some 
thickness and then rotates toward the bulk organic film, the imide functional group on 
the other end of the molecule should become the “new” interfacial mode, retainin  the 
same relative polar orientation (the sign should not change).  The result that as  changes 
sign with organic thickness is the second piece of evidence we have that suggests the 
electric dipole approximation may not be appropriate for this system. 
 A significant effort was put forth to produce a fit result that was physically more 
reasonable and that produced quality fits.  This included efforts to rectify the evidence 
against the electric dipole approximation by tying parameters together in various ways 
or providing several different sets of starting parameters.  However, we found that even 
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with constraints imposed by shared parameters, there were still some problems with 
parameter correlations so that an absolute minimum in the fit residuals could not be 
found.  For instance, we could start the amplitude signs for each mode (outer and inner 
for both symmetric and asymmetric) in various ways and the fitting routine would not 
minimize to a unique position in parameter space.  In particular, the signs of the 
oscillator amplitudes combined with the sign chosen to start each nonresonant 
contribution would generally result in marginally different parameter results.  We could 
gain model agreement in some areas of the data plots while losing it in other areas.  
Also, it was necessary to constrain the mode widths to a physically reasonable range of 
2.5 – 10 cm-1.  In Tables 5–2 and 5–3, we see that almost all modes floated to a value 
within this range, with the exception of 1,as  and 2,as  (width of as  at each interface) in 
the ssp result, which floated to the maximum of that range, and 2,s  (width of s  at the 
buried interface), which floated to the minimum.  The mode widths should likely be 
within the specified range and the current result is related to problems with accounting 
for a vibrationally nonresonant contribution, which was especially prevalent in the ssp 
data.  We discuss the issue of the nonresonant response in detail in 0.  Even with these 
difficulties, it is important to stress that other approaches always resulted in fit qualities 
as good as or worse than presented here and that the two major results – that there is a 
sign change in the asymmetric mode outer amplitude and that the outer amplitudes have 
maxima in the vicinity of 200 – 300 nm – were typical in most of our results.   
 Specific efforts to improve the fit routine for the outer interfacial amplitudes 
included attempting to better constrain the thickness dependent responses by 
parameterizing them with physically reasonable functions (e.g. exponential, root).  
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However, when the outer interface mode amplitudes were constrained to behave 
asymptotically across all thicknesses, agreement between model and data was 
significantly diminished.  We present the response as a series of points connected by 
linear interpolation because it provided the most reliable and consistent results and 
provides some evidence that the interfacial model may not be a complete description of 
our system. 
 The scope of this section has been to provide experimental evidence that the 
interfacial thin film model provides a good description of optical interferences in VSFG 
data from multilayer thin film systems and that optical interference effects described by 
our interfacial model play a substantial role in the detected VSFG signal intensity, 
implying that interfacial contributions are significant.  This is certainly indicated for 
thicknesses lower than 200 nm.  From this we have some evidence that, while 
interfacial terms are likely playing a substantial role in the VSFG response, there are 
some results that are potentially inconsistent with the electric dipole approximation.  
While there are many possible other effects present in the data that we have not 
considered at this point (some of which will be discussed in Section 5.7), and parameter 
correlations certainly complicated the fit routine, the next logical step to improve the 
model is to go beyond the electric dipole approximation and consider higher order 
terms.  The next highest terms are described by fourth rank tensors, which lead to the 
possibility for vibrationally resonant contributions from the bulk of the organic film.   
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5.5 BULK CONTRIBUTIONS 
 The description of VSFG within the electric dipole approximation is an 
idealization that has prompted considerable deliberation.
171,234,373,391
  Separating the 
intrinsic interfacial (electric dipole allowed) response from possible higher order 
contributions, both interfacial as well as bulk terms, is a topic that impedes VSFG data 
interpretation and is a large barrier for nonlinear surface techniques to becoming truly 
standard surface analytical tools.  The optical interference model was derived assuming 
the electric dipole allowed response, inclusion of higher order interfacial as well as bulk 
terms have not been considered at this point.  In this section we introduce a framework 
for analyzing bulk terms by extending the thin film model and then apply it to our data 
analysis. 
 While the electric dipole approximation analysis of the data certainly indicates 
the presence of large interfacial contributions, the discrepancies in the fit result with the 
data signify an incomplete model for the observed signals.  The difference may be due 
to several causes, but in particular the natural next step is to consider higher order 
terms, which invariably leads to the possibility of VSFG signal terms generated in the 
bulk of the organic film.  Phase matching for wave-mixing through bulk-allowed 
materials is known to undergo phase modulations that cause the detected signal 
intensity to oscillate with thickness.
117
  However, these oscillations occur when the 
thicknesses are much larger than the wavelengths involved, which is not the case for our 
thin film system.  Further, the well-known oscillations in signal intensity for wave-
mixing through the bulk (i.e.  aker’s frin es discussed in Section 1.3.2.4) are due to 
phase mismatch – a fundamentally different phenomenon than thin film optical 
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interference effects.  Therefore, a new approach to describing bulk contributions that 
includes effects from the thin film geometry is necessary. 
 The lowest order bulk-allowed sum frequency terms are described by electric 
quadrupole and magnetic dipole coupling of the input fields to the nonlinear source 
electric dipole polarization as well as coupling of the quadrupolar and magnetic dipolar 
nonlinear polarization to emitted fields (see Section 1.3.2.5 for a more complete account 
of higher order terms).
235
  We ignore magnetic interactions and begin by considering 
only electric quadrupole interactions with the input fields.  Later, we will consider 
coupling to the electric quadrupolar polarization.  In this case, we add to Eq. (5.3) a 
bulk generated electric field term.   
          
8
2 , 2 , 2 ,
vis vis mIR mIR
PTCDI C
ijlm ijlmijlm ijlm
bulk Q Q Q Q
d
E T z T z dz

 

  
    (5.5) 
Eq. (5.5) is integrated over the organic thickness and the two integrands correspond to 
quadrupolar coupling with each of the visible and mIR input beams.  Interactions of this 
sort are described by fourth rank susceptibilities and transfer products.  Quadrupolar 
coupling with an input beam corresponds to interaction with the spatial variation 
(gradient) of that field.  Thus, the fourth rank transfer products are defined similarly to 
those of Eqs. (5.1) and (5.2) with the spatial derivative taken on the appropriate transfer 
coefficient. 
  
 
 
0, ,
,0, , 0, ,vis
vis
z jijkm VSFG mIR
Q z i z k
t
T t t
m

 
 
  
  
  (5.6) 
    
 0, ,
,0, , 0, ,mIR
mIR
z jijkm VSFG vis
Q z i z k
t
T t t
m

 
 
  
  
  (5.7) 
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The transfer coefficients are defined as the ratio of the field amplitude at one position in 
the thin film system to the amplitude at another position.  In particular, for the input 
field transfer coefficients, they are defined as 
  
/ ,
/
0, , / ,
0
vis mIR k
vis mIR z
z k vis mIR
E
t
E
 
   (5.8) 
where the notation in the ratio indicates the total field amplitude k-component (k is x, y, 
or z) at position z within the thin film system / ,( )vis mIR kzE  scaled by the γ-polarized (γ is s 
or p)  input field as it encounters the system / ,0( ).
vis mIRE    The transfer coefficients 
describe all thin film interference effects for each field in the VSFG experiment at 
position z within the organic film and account for the basis change from propagating 
fields (s- and p-polarization) to the sample xyz frame (this is denoted by dummy indices 
within parenthesis in the subscripts).  They are built from the thin film model (Chapter 
3) and discussed in the VSFG simulation work (Chapter 4).
372,397
  Of primary 
importance here is that they may be computed and therefore the derivatives may also be 
computed.  From a technical standpoint, they are calculated using the thin film model 
by splitting the organic layer into two thin films at position z and considering a three-
layer system (PTCDI-C8 – PTCDI-C8 – SiO2) where we compute the transfer 
coefficients at the organic-organic boundary in a completely analogous way to how they 
are computed for the material interfaces.  The expression for the total transfer product 
can be integrated in Eq. (5.5) over all possible z-positions through the PTCDI-C8 layer 
thickness to arrive at the total bulk contribution that makes it out of the system in the 
direction of the detector.  In practice, we numerically evaluated the integral for all 
thickness ranges in 1 nm steps and across all relevant frequencies in 2 cm
-1
 steps.  These 
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tables were used to construct third order interpolation functions for the real and 
imaginary parts of each quadrupolar transfer product, which evaluate much faster than 
the numerical integrations.  Before we analyze the form of the total bulk transfer 
product, we will discuss the possible nonzero components and distinctive features of the 
individual input beam quadrupolar transfer coefficients. 
 Input Field Quadrupole Coupling Transfer Coefficients 5.5.1
 Using symmetry arguments for isotropic media, it can be shown that of the 81 
elements of the quadrupolar susceptibilities only three are independent and nonzero
374
 
and that the ssp and sps polarization combinations each sample only one of those, 
 2 , yyzz
Q  and 
 2 ,
,
yzyz
Q  respectively.  The result is that quadrupolar coupling with each 
input field is possible only with spatial field variation in the z direction.  Field 
derivatives with respect to the sample normal, however, are complicated by the thin 
film geometry.    
 In nondissipative and semi-infinite media, the input field amplitude has a 
spatially varying phase and a constant magnitude (or exponentially decreasing in 
absorbing media) and can be expressed as    exp zE z E ik z  to within a constant 
phase factor (dissipation can be included by allowing the wavevector component 
 2 coszk n    to be complex).  However, the presence of the thin film system 
leads to field magnitudes that vary within each layer and the variation depends on the 
total system geometry (again to within a constant phase factor). 
      exp zE z E z ik z   (5.9) 
The result of differentiation is then  
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 
 
 
 expz z
E zE z
ik E z ik z
z z
 
  
   
  (5.10) 
For signal from single interface systems (e.g. systems where VSFG is measured from 
the interface of an otherwise bulk medium such as an organic solvent) the possible bulk 
contribution considers only the first term in brackets in Eq. (5.10) since the field 
magnitude is constant  ( 0)z E z   within any semi-infinite nonlinear medium.
351,374
  
To highlight this important distinction between single interface systems and multilayer 
thin film systems we can plot both  E z  and  z E z  through the thin film stack for 
both input beams.  We will present our results in terms of the dimensionless input field 
transfer coefficients (Eq. (5.8)). 
 Figure 5-10 shows results for the input fields in the ssp experiment.  The input 
field spatial profiles through the thin film system are plotted for the y-component of the 
visible (from the s-polarized input field, black traces) and the z-component of the mIR 
(from the p-polarized input field, red traces) for both NO substrate (Figure 5-10(a) – (d), 
2SiO
2 nm)d   and TO substrate (Figure 5-10(e) – (h), 
2SiO
300 nm)d   and several 
organic thicknesses 
8PTCDI-C
(d  {50, 100, 200, 400} nm).  The plots show 0,zt  (solid 
lines), 
0,z zt  (dashed lines), and the magnitude of the ratio of each term contributing to 
quadrupolar coupling in Eq. (5.10)  0, 0,z z z zt ik t  (dotted lines).  The calculations 
were performed using the experimental details presented in Section 5.2.2 with the 
visible wavelength taken at 798 nm and the mIR frequency at 1680 cm
-1
.   
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Figure 5-10.  Plots showing various transfer coefficient terms through the thin film system for NO 
substrates (first column) and TO substrates (second column) with various PTCDI-C8 thicknesses 
(50, 100, 200, and 400 nm, rows).  The s-polarized visible beam (black) and p-polarized mIR beam 
(red) are plotted for 0,zt  (solid), 0,z zt  (dashed), and  0, 0,z z z zt ik t  (dotted). 
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 There are several details to discuss from Figure 5-10. We first point out that the 
field magnitude derivatives are indeed zero 
0,( 0)z zt   outside of the thin film layers 
within the semi-infinite silicon substrate and in air as is the usual case for single 
interface systems.  We also see that the field magnitude is continuous across all 
interfaces for the visible beam  0, , ,( )
vis
z s y
t , but that the mIR  0, , ,( )
mIR
z p z
t  experiences very 
abrupt changes in magnitude at each interface.  It is well known that the normal field 
component varies rapidly at interfaces and that it is discontinuous in models that 
consider abrupt changes in refractive index.
234,373
  Field discontinuity is the source of a 
possible additional effect present in the data that will be discussed in Section 5.6.   
 The field magnitudes vary through the film stack and their profile in each layer 
depends on the geometry of the entire system.  For example, the magnitude of the 
visible within the 400 nm PTCDI-C8 layer has a different profile for NO substrate 
(Figure 5-10(d)) than for the TO substrate (Figure 5-10(h)).  The magnitudes for the 
(shorter wavelength) visible beam experience oscillations within these thickness ranges 
whereas the mIR has a vacuum wavelength that is comparably longer (5.95 µm) than 
this length scale so that there are only gradual changes within the layers.  The result is 
that 
0,z zt  is variable but generally much larger for the visible beam (black dashed 
traces have been multiplied by 100) relative to the mIR (red dashed traces have been 
scaled by 1000).  However, we can better quantify the importance of the 
0,z zt  term 
for quadrupole coupling by considering the ratio of that term to the single interface term 
0,z zik t  from Eq. (5.10).  We have plotted the magnitude of that ratio 
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 0, 0,( )z z z zt ik t  as dotted lines in order to get a sense of their relative importance.  
From those traces, it is clear that the ratio varies but that the term resulting from the thin 
film geometry 
0,( )z zt  is generally of comparable magnitude to the standard 
quadrupole term  0,z zik t  in the PTCDI-C8 layer for all thin film systems shown and 
for both input beams.  For the visible, the total contribution from the thin film term will 
depend on the total area under the       ,0, , 0, , 0, ,VSFG vis mIRzz y s z s y z p zt t t  term in the quadrupolar 
transfer product so that for some system geometries this may be minimized by having 
equal area above and below the 0z   axis but will lead to oscillations in the total 
quadrupolar contribution as the total area changes sign with thin film thicknesses.   For 
the mIR beam, quadrupolar coupling is enhanced in thicker films so that not only does 
the additional material contribute more but the area under the 
0,z zt  term also becomes 
larger so that the       ,0, , 0, , 0, ,VSFG vis mIRzz y s z s y z p zt t t  term in the quadrupolar transfer product may 
also oscillate but with larger amplitude.  From the relative scaling on 
0,z zt  we can 
also conclude that the quadrupolar transfer coefficient portions of the quadrupolar 
transfer products in Eq. (5.5) are about an order of magnitude lower for the mIR relative 
to the visible (although the overall transfer product magnitudes will be discussed in the 
next section).   
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Figure 5-11.  Plots showing various transfer coefficient terms through the thin film system for NO 
substrates (first column) and TO substrates (second column) with various PTCDI-C8 thicknesses 
(50, 100, 200, and 400 nm, rows).  The z-component of the p-polarized visible beam (black) and y-
component of the s-polarized mIR beam (red) are plotted for 0,zt  (solid), 0,z zt  (dashed), and 
 0, 0,z z z zt ik t  (dotted). 
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 We present the analogous sps plots in Figure 5-11.  Here the y-component of the 
s-polarized mIR field is continuous across all interfaces and the z-component of the p-
polarized visible is discontinuous.  Again, there are periodic variations in the magnitude 
of the visible not present in the much longer wavelength mIR.  The mIR derivative (red 
dashed) is on a scale that is an order of magnitude higher (multiplied here by only 100) 
than for the ssp experiment in Figure 5-10 which leads to the term ratio
 0, 0,z z z zt ik t  (red dotted) being higher in all plots, indicating the 0,z zt  term for 
the mIR is more important in this experiment.  At the same time, the gradient term 
ratios are variable for the visible (black dotted) but are generally lower in the sps 
experiment of Figure 5-11 relative to those in Figure 5-10.  Nonetheless, the 
0,z zt  
terms for both input beams are also important for the sps experiment.   
 The result from these calculations is that thin film geometries introduce distinct 
effects on bulk quadrupolar coupling terms relative to the same considerations for bulk 
terms commonly encountered in the literature for single interface systems.
235,351,373–
375,381
  In order to properly model bulk contributions due to quadrupolar coupling to the 
input fields from within thin film systems one must include effects from the spatial 
variation of the fields within the thin film system.   
 Bulk Quadrupole Coupling Transfer Products 5.5.2
 The discussion on how the thin film system geometry affects electric 
quadrupolar coupling with the input fields and the distinction from single interface 
systems is important to keep in mind as we move to discussing how the overall 
quadrupolar coupling transfer products behave.  Our initial analysis of possible bulk 
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contributions in the data will start by considering some intensity-level contributions at a 
single wavelength as compared with a slice through the data plots of Figures 5-3 and 
5-4 in the regions of highest intensity of the symmetric stretch around 1700 cm
-1
.  The 
primary goal here is to illustrate how the quadrupole bulk transfer products compare to 
interfacial transfer product terms considered thus far and to present some qualitative 
evidence from the data that higher order bulk contributions are likely present. 
 Figure 5-12(a) and 5-12(d) show the ssp data from NO and TO substrates, 
respectively, (averaged from a window from 1685 – 1710 cm-1) and some possible 
intensity-level contributions to the detected signals (scaled as indicated in the legend).  
We present the individual interfacial transfer products 
2
yyz
vT  (gray and red for 1v   and 
2,v   respectively) as well as the sum (blue) and difference (black) of the two that 
represent the two possible relative polar orientations (relative sign of the interfacial 
susceptibilities) of modes at the interface as discussed previously.
397
  These four traces 
are meant to present snapshots of the otherwise continuous possible relative response 
from each interface in the intensity expression    
2
2 , 2 ,
1 1 2 2 .
ijk ijkijk ijkT T    All interfacial 
transfer products are solid lines and the bulk transfer products are dashed red for 
quadrupole coupling to the mIR and dashed black for coupling to the visible.  The 
unscaled transfer product terms are also shown on a log scale in Figure 5-12(b) and 
5-12(e).  The phase traces relative to the outer interfacial transfer product phase ( 1 ,
yyzT  
the   sign indicates the argument (phase) of the complex quantity), are presented in 
Figure 5-12(c) and 5-12(f).   All transfer products were calculated at 1700 cm
-1
.  We 
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have put all data slices in Figure 5-12(a) – (d) on the same scale by normalizing by the 
most intense  
 
Figure 5-12.  VSFG spectral slice around 1700 cm
-1
 showing averaged ssp intensity data (from 1685 
– 1710 cm-1) as a function of PTCDI-C8 thickness from NO and TO substrates.  The first row plots 
show normalized data from both surface preparations (bare black circles, ODTMS red squares) as 
well as multiple intensity-level terms that may contribute to the overall observed response, scaled as 
indicated in the legend.  The second row shows the same terms (unscaled) on a log10 scale. The 
transfer product phase traces in the last row show the phase relationships relative to the outer 
interfacial transfer product phase. 
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point in the peak around 
8PTCDI-C
120d   - 140 nm for the NO substrates in Figure 
5-12(a) (bare and ODTMS preparations normalized to their respective maximum on NO 
for both NO and TO).  Similarly, all model transfer product contributions plotted have 
been normalized by the maximum in 
2
1 2
yyz yyzT T  around the same point in the 
PTCDI-C8 thickness.  We specify that the quadrupolar transfer products in the figure 
have been integrated over the organic thickness (Eq. (5.5)) by placing an integral sign 
adjacent to each term.  For example, 
2
mIR
yyzz
QT  indicates the total field intensity at the 
detector (assuming 
 2 ,
mIR
yyzz
Q  is constant through the film) due to quadrupolar coupling of 
the mIR through the bulk of the organic film.  Thus, the plots indicate the modeled 
intensity for each transfer product contribution assuming all susceptibilities are equal to 
unity.  This is our starting point for the analysis of possible bulk contributions to our 
data. 
 From the plots in Figure 5-12 we can make some statements about contributions 
to the overall observed signal intensity.  First, the intensity level transfer products in 
Figure 5-12(a) (Figure 5-12(b)) and Figure 5-12(d) (Figure 5-12(e)) exhibit very strong 
dependence on the thicknesses of both thin films in the system.  The quadrupolar 
transfer product for the mIR is notably lower than all other possible contributions 
whereas the visible quadrupolar transfer products are of comparable magnitude to the 
interfacial transfer products and both bulk transfer products rapidly decrease near 0 nm 
PTCDI-C8.  The phase relations in Figure 5-12(c) and Figure 5-12(f) are complicated.  
We note that, whereas the phase difference between the two interfaces of the organic 
(solid dark red) goes to zero at vanishingly thin PTCDI-C8 thicknesses as is expected, 
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the bulk transfer product phases are offset from zero.  This is due to the phase relation 
introduced by the gradient operation in Eqs. (5.6) and (5.7).  The transfer coefficient 
derivatives result in two terms contributing to the transfer product, as discussed in the 
last section and shown in Eq. (5.10).  Of those two terms, the  E z  term contains no 
additional phase offset but the  zik E z  term has magnitude and a phase of 2  when 
 2 coszk n    is real.  However, as PTCDI-C8 is absorbing, especially at the mIR 
wavelengths, zk  is complex with an argument (phase) that depends on the complex 
refractive index and angle of refraction.  Also contributing to the phase offset at very 
thin thicknesses is the fact that  E z  becomes very small relative to  E z  for both 
wavelengths (e.g. see top row plots in Figure 5-10 and Figure 5-11).  Thus, when the 
 E z  and  zik E z  terms of the bulk transfer products are added in the complex 
plane, the resulting bulk transfer products have a non-zero phase relation relative to the 
outer interfacial transfer product that depends on the quadrupolar coupling field 
wavelength, the optical constant of PTCDI-C8, as well as the geometry of the entire 
system.  Note that the phase relation at 0 nm is not the same for TO and NO in Figure 
5-12(c) and 5-12(f)). 
 If we begin by considering that the sample susceptibilities have no dependence 
on organic film thickness, the data on NO substrate in Figure 5-12(a) may be described 
fairly well by either a fully outer interfacial contribution (gray) or by either of the two 
choices for relative polar orientation when considering equal interfacial contributions 
(same 
2
1 2
yyz yyzT T  solid blue, or opposite orientation 
2
1 2
yyz yyzT T solid black) since all 
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three lineshapes are very closely related by a scaling factor.  These are in particularly 
good agreement with NO-ODTMS data over the full 400 nm wedge.  On the other hand, 
none of the intensity level contributions shown in Figure 5-12(d) describe the VSFG 
data taken from the wedges on TO substrates nearly as well as the same lineshapes 
generated for the NO system.  In no case does a fully buried interfacial response 
describe the data.  In Figure 5-12(a), the 
8PTCDI-C
d  axis appears to be off by about 10 nm 
relative to the model lineshapes that appear to describe that data best.  Part of the 
procedure for calibrating that axis involved finding the zero point of the organic wedge 
by taking VSFG data at raster points before the emergence of vibrationally resonant 
peaks.  We assigned the first spectrum with any hint of vibrational response as 0 nm.  
Thus, we are confident to within ±1 mm in the raster of that point which corresponds to 
±3 nm in the case of bare substrates and ±5 in the case of the thicker ODTMS wedges.  
These are very near the apparent error in that axis, but deficiencies in the model 
description of the TO data indicate that none of the idealized model lineshapes are 
sufficient to consistently describe the wedges on both substrates and both surface 
preparations so that other effects may be responsible for the apparent error in the axis.  
Our fit results from Section 5.4.4 indicate that, even with inclusion of variation in the 
outer interfacial contribution with wedge thickness, the interfacial model does not result 
in a physically reasonable description of the intensity data from NO-ODTMS and TO-
ODTMS (red squares) in the region from 200 – 300 nm.  In Figure 5-12(d) and 5-12(e) 
it is apparent that the TO-ODTMS data are primarily responsible for the large bump in 
the mode amplitude of Figure 5-12(c) due to the large response at 200 – 300 nm that is 
not consistent with any of the interface-only transfer products in that region.  It is 
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apparent from the transfer product plots that inclusion of bulk terms is likely to improve 
the physical description of the system.  That is, the bulk transfer products vary with 
8PTCDI-C
d  in such a way that they may add to the intensity in the region that is otherwise 
not well described by interface-only terms.  This is true for the region of 200 – 300 nm, 
but may also provide a better physical description for the difference in response for bare 
vs. ODTMS NO substrates.  For instance, in Figure 5-12(a) and Figure 5-12(d) 
inclusion of significant quadrupolar coupling to the mIR may improve the description of 
the data at thicknesses above ~150 nm and have little impact on the thinnest end of the 
PTCDI-C8 wedge.  Of course, the phase relations between terms are also important and 
these complicate this qualitative discussion.  It will always be the case that the phase 
dependence on organic thickness in Figure 5-12(c) and Figure 5-12(f) will vary as 
shown in the plots, but the full T  terms may offset these traces when including the 
frequency dependent (but constant with organic thickness) phase difference between 
interfacial responses.  In other words, the phase plots retain their shapes but take on a 
frequency dependent offset depending on the phase relation between 
 2 ,ijkm
Q  and the 
interfacial responses.  Nevertheless, the simplified analysis of a single spectral slice 
through the data informs on many important features present in the full 2D data plots. 
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Figure 5-13.  VSFG spectral slice around 1660 cm
-1
 showing averaged sps intensity data (from 1650 
– 1670 cm-1) as a function of PTCDI-C8 thickness from NO and TO substrates.  The first row plots 
show normalized data from both surface preparations (bare black circles, ODTMS red squares) as 
well as multiple intensity-level terms that may contribute to the overall observed response, scaled as 
indicated in the legend.  The second row shows the same terms (unscaled) on a log10 scale The 
transfer product phase traces in the last row show the phase relationships relative to the outer 
interfacial transfer product phase.  Data and model traces are scaled by the same factors as in 
Figure 5-12 so they are all on a common scale. 
 
 We may also examine the analogous plots for the sps experiment, but in this 
case we investigate the region around the asymmetric mode at ~1660 cm
-1
 (averaged 
from the region 1640 – 1670 cm-1).  Figure 5-13 shows these results with the data and 
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model traces all scaled by the same factors used in Figure 5-12.  We see again that none 
of the data are described by a buried interface only response.  Also, the various 
interfacial terms are not nearly proportional for NO in Figure 5-13(a) as they were in 
Figure 5-12(a).  This gives us more sensitivity to distinguish which case most closely 
matches the data in the thinnest regions of the wedge thickness.  For example, it is 
apparent that for both surface preparations on NO and TO that the thinnest region <50 
nm is most consistent with either opposite polar orientation (black) or a fully outer 
interfacial response (gray).  From this point up to ~140 nm there appears a discrepancy 
in which interfacial contribution may best describe date from NO and TO.  In Figure 
5-13(a) it appears that NO is better described by 
2
1 2
yzy yzyT T  or 
2
1  
yzyT  whereas in 
Figure 5-13(d) TO is more consistent with 
2
1 2 .
yzy yzyT T   Beyond 140 nm there is no 
consistency between the data and any of the interfacial or bulk terms shown in the plots.  
 The complicated magnitude and phase dependence of the various transfer 
products shown in Figure 5-13 combined with no evidence that the data clearly follow 
the trend for any of our “snapshot” plots for a fully interfacial description suggests that 
bulk contributions are important for the asymmetric mode in the sps experiment.  We 
note that in the case of sps, the transfer product for quadrupole coupling to the mIR is 
about an order of magnitude larger than for ssp, as we mentioned should be the case in 
our discussion from Section 5.5.1.  Thus, it may be that quadrupolar coupling to the 
mIR is non-zero and enhanced in the sps experiment.  From this, the conclusion is the 
same as for ssp, interfacial terms are likely playing a significant role in the intensity 
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data, but with increased organic thickness we gain sensitivity to the effects from bulk 
terms.   
 The analogous plots to Figure 5-12 and Figure 5-13 for the asymmetric and 
symmetric stretch, respectively (not shown), indicate that all transfer product traces are 
similar (but not identical, due to differing wavelengths and optical constants).  It should 
be noted that the frequency dependent mIR refractive index can have a large effect on 
the transfer product traces, especially for experiments that sample the z-component of 
the mIR input field.  It was discussed in Chapter 4 how the Kramers-Kronig relation for 
modes with larger mIR absorption cross sections can have a significant effect on VSFG 
transfer products.
397
  In this section we have selected a single mIR frequency near the 
center of the symmetric stretch to compute all transfer products.  While this is not ideal 
for quantitative analysis of the data, it is sufficient for the purposes of this section.  The 
goal here has been to introduce the bulk transfer products and provide some evidence 
that these terms may be present in the experimental data.  With the bulk transfer 
products now fully developed, we move to applying the analysis to the data. 
 PTCDI-C8 Higher Order Response 5.5.3
 While we have attributed any dipole-allowed interfacial response to the imide 
functional group on one end of the perylene core pointing away from the organic thin 
film (see Section 5.4.2 and Figure 5-5), PTCDI-C8 is formally a centrosymmetric 
molecule (the perylene core belonging to the D2h point group) and each mode of interest 
(symmetric and asymmetric) may combine symmetrically or antisymmetrically with its 
pair mode on the opposite end of the molecule to produce both an IR and a Raman 
active normal mode.  The four possible modes are either Raman or IR active, but not 
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both as is formally required for VSFG in the electric dipole approximation.  The IR 
active modes have been given in Section 5.4.2 and to this we add Raman center 
frequencies of 1656.5 and 1699.0 cm
-1
 for s  and as ,  respectively.  The Raman 
activities of the carbonyl modes in perylene-diimide derivatives are notoriously 
weak,
414
 thus the assigned Raman frequencies are consistent with our own observations 
from surface-enhanced Raman measurements as well as reported experimental surface-
enhanced and resonance-enhanced values.  Additionally, estimates from calculations 
indicate the Raman modes should be slightly blue-shifted relative to the FTIR modes 
with a larger shift for the symmetric mode.
413,458
  The assigned IR and Raman modes 
are consistent with those results. 
 VSFG applied to molecules that possess inversion symmetry has attracted 
attention in recent years and it has been suggested that quadrupolar interactions are 
likely significant in these systems, with respect to bulk contributions as well as 
interfacial contributions (to be discussed in Section 5.6).
234,278,381,459–461
  In particular, it 
has been pointed out that the mechanism for quadrupolar coupling to the mIR field 
should be strongest for the Raman active modes, and quadrupolar coupling to the visible 
field should be strongest for IR active modes.
278
  This is an important consideration for 
the model and data analysis that follows. 
 Model and Fit Details 5.5.4
 With the bulk and interfacial transfer products known, we set up a model using 
Eqs. (5.3) - (5.5) and simultaneously fit both modes for four gradient datasets for each 
polarization experiment.  The full form of the model for each dataset was 
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  (5.11) 
Due to problems with parameter correlations (as discussed in Section 5.4.4) we were 
unable to reliably include the additional bulk terms into the fitting routine to analyze the 
full 2D data plots in Figure 5-3 and Figure 5-4.  Instead, we simplify the analysis to a 
single dimension by considering an average of the data over each frequency region of 
appreciable response for both modes of interest, renormalized to match peak intensities 
in the 2D plots.  While this is not ideal, we justify this simplification from our 
observations in the last section where we showed the VSFG spectral slices contain 
many features of the transfer product slices.  Further, we ease some of the complications 
that arise from ignoring the frequency dependent phase by including phase parameters 
in the fitting routine, and we discuss their physical significance in what follows. 
  Each transfer coefficient was evaluated in the vicinity of each mode as was 
presented in the last section.  This is indicated in Eq. (5.11) by including subscript q  on 
all transfer products.  Using the same considerations detailed in Secton 5.4.3 we fit 
these slices along the 
8PTCDI-C
d  coordinate (simultaneously for both modes of a given 
polarization experiment) to the model given in Eq. (5.11) where each susceptibility 
factor was floated as a constant complex number for each of the two modes of interest, 
with the exception of 
 2 ,
1, ,
ijk
eff  which was again parameterized as a series of points along 
the organic thickness axis connected by linear interpolation.  We use subscript eff on the 
two organic interfacial susceptibilities (interfaces 1 and 2) to specify that we now 
consider these effective dipolar susceptibilities.  Details of this statement will be made 
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clear when we address higher order interfacial terms in Section 5.6.  Since PTCDI-C8 is 
known to assemble identically through the bulk on either surface preparation
95
 we set 
the susceptibilities of both possible bulk contributions 
 2 ,
(
vis
ijkz
Q  and 
 2 ,
)
mIR
ijkz
Q  unique for 
each mode but locked to be identical for all four datasets of a given polarization 
experiment.   
 Each susceptibility component in Eq. (5.11) was parameterized with an 
amplitude, ,  and phase, ,   relative to the outer interfacial term (i.e.  exp i   
with the phase of 
 2 ,
1,
ijk
eff  set to 0).  The phase parameters offset the phase plots in the 
last rows of Figure 5-10 and Figure 5-11.  Inclusion of the phase parameters is meant to 
account for the sensitivity of the phase difference for nearly identical Lorentzian 
oscillators.  It is well known that even a small split in the center frequency of otherwise 
identical modes leads to an appreciable phase difference, especially in the region 
between those modes.
96,395
  Further, we have restrictions on how large the difference 
may be before we must consider a sign change on the susceptibility amplitude.  The 
phase difference between two Lorentzian oscillators with the same amplitude sign  
computed at the center frequency (maximum in the peak at the intensity level) of the 
reference oscillator ranges between 2,  representing a blue or red relative frequency 
shift.  Oscillators with opposite amplitude signs may range from 2.   Thus, we 
interpret any phase result that lies outside the range of 2  as the result of an 
oscillator that requires an amplitude sign change.  In the results presented next, any 
phase parameter that resulted in the region between 2  and 3 2  was adjusted by 
simply adding or subtracting   to bring it within 2  accompanied by a change in 
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the sign on the corresponding amplitude fit result.  The signs of the amplitudes normally 
provide a measure of relative polar orientation of modes within the electric dipole 
approximation, but more importantly they will be used in the next section to deduce 
relative magnitudes of higher order interfacial terms. 
 Every contribution to a given peak, whether it is bulk or interfacial, is likely 
shifted to varying degrees relative to the center of the outer interfacial contribution 
(again, even a small shift may produce a large effect on the intensity data).  We interpret 
the shift (and therefore the phase parameter) for the buried interfacial contribution as 
resulting from a difference in the buried interfacial environment relative to the outer 
interface.  We infer the shift in the bulk contributions as also being related to a different 
“bulk” environment, but these are also shifted relative to one another due to each 
coupling stronger to either the FTIR or Raman active mode.  That is, the center 
frequencies for each of the bulk contributions from quadrupolar coupling to the visible 
and mIR are not identical, as discussed in Section 5.5.3, and therefore do not share a 
common phase parameter. 
 A nonresonant amplitude at the SiO2/Si interface was assigned a static value in 
the same way as Section 5.4.3, based on results from fitting a region of the data outside 
of vibrational resonances (around 1740 cm
-1
).  In this analysis where we incorporate 
bulk terms, we now include the nonresonant response for the sps model.  All 
nonresonant results are included in the tables below. 
 Fit Results and Discussion 5.5.5
 Figure 5-14 and Figure 5-15 show data slices and fits for ssp and sps, 
respectively, including results for the outer interfacial susceptibility (green dots 
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connected by green lines).  All other fit parameters and static contributions are 
presented in Table 5-4 and  
Table 5-5.  Again, we find that even with the constraints imposed by the simultaneous 
fitting routine that we have remarkable agreement between model and data.  It is 
especially noteworthy since our data treatment effectively averages over the dependence 
on frequency through the vicinity of each mode, indicating that this procedure provides 
a simplified way to begin to analyze possible bulk contributions from VSFG applied to 
thin film systems.  We point out that even in Figure 5-15(b), where there is a significant 
dip in response at around 130 nm for TO that is not present in any other data, that the 
model captures the feature by response from the outer interface that is nearly constant 
and also consistent with the other results for the outer contribution.  That is, there was 
no need for the parameterization of the outer mode to vary in such a way so as to 
account for this feature through parameter correlations; it is attributable to thin film 
interference effects described by the thin film model.  We find significant 
improvements for the description of sps data for as  from this simplified model (Figure 
5-15(b)) relative to the bottom row results for the same mode in Figure 5-8.  Also, we 
see that bulk terms can be incorporated into the NO and NO-ODTMS ssp substrate 
models for data that was otherwise described quite well by interface-only contributions 
(see Figure 5-12 and the discussion in Section 5.5.2).   
 We have also applied this simplified routine to analyze the data without bulk 
terms and have found that the interfacial results are consistent with the full 2D plot 
analysis provided in Section 5.4.4.  Most notably, the outer interfacial response contains 
a much larger feature in the vicinity of 200 – 300 nm for both modes and both 
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polarization experiments.  Also, when bulk terms are eliminated, the results for the 
outer interfacial contribution in Figure 5-15(b) vary in a way that is clearly accounting 
for the dip in the data from TO and leads to a less physically meaningful result.   
 
Figure 5-14.  Data and fit results for ssp slice from (a) the symmetric imide carbonyl stretch around 
1700 cm
-1
 and (b) the asymmetric mode around 1660 cm
-1
.  Results for the outer interfacial 
contribution (green) are scaled on the right, all others are scaled on the left. 
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Figure 5-15.  Data and fit results for sps slice from (a) the symmetric imide carbonyl stretch around 
1700 cm
-1
 and (b) the asymmetric mode around 1660 cm
-1
.  Results for the outer interfacial 
contribution (green) are scaled on the right, all others are scaled on the left. 
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Table 5-4.  Parameter fit results to ssp data  slice for the symmetric and asymmetric modes.  
Quantities in italics indicate static parameters (not floated). 
  NO TO NO-ODTMS TO-ODTMS 
shared 
parameters 
M  1 0.33 1.10 2.20 
 2 ,
3,
yyz
NR  -1.3 8.1 -2.3 5.0 
 2 ,
3,
yyz
NR  -0.45 -1.09 shared with bare substrates 
s   
 2 ,
2,
yyz
eff  -2.69 -0.65 
 2 ,
2,
yyz
eff  -1.25 0.44 
 2 ,
mIR
yyzz
Q  -2.80 
 2 ,
mIR
yyzz
Q  1.20 
 2 ,
vis
yyzz
Q  -0.094 
 2 ,
vis
yyzz
Q  0.38 
as  
 2 ,
2,
yyz
eff  2.91 -0.51 
 2 ,
2,
yyz
eff  -1.44 -0.55 
 2 ,
mIR
yyzz
Q  -7.81 
 2 ,
mIR
yyzz
Q  0.44 
 2 ,
vis
yyzz
Q  0.16 
 2 ,
vis
yyzz
Q  -0.64 
 
Table 5-5.  Parameter fit results to sps data  slice for the symmetric and asymmetric modes.  
Quantities in italics indicate static parameters (not floated). 
  NO TO NO-ODTMS TO-ODTMS 
shared 
parameters 
M  1 4.8 0.17 0.29 
 2 ,
3,
yzy
NR  0.35 0.39 0.28 0.35 
 2 ,
3,
yzy
NR  -3.50 -2.05 shared with bare substrates 
s   
 2 ,
2,
yzy
eff  -0.83 -2.03 
 2 ,
2,
yzy
eff  0.08 0.36 
 2 ,
mIR
yzyz
Q  -0.85 
 2 ,
mIR
yzyz
Q  0.93 
 2 ,
vis
yzyz
Q  0.11 
 2 ,
vis
yzyz
Q  1.36 
as  
 2 ,
2,
yzy
eff  -0.68 -2.66 
 2 ,
2,
yzy
eff  0.02 -1.51 
 2 ,
mIR
yzyz
Q  2.76 
 2 ,
mIR
yzyz
Q  1.22 
 2 ,
vis
yzyz
Q  0.79 
 2 ,
vis
yzyz
Q  -0.49 
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 It is significant that following the routine outlined here that all outer interfacial 
responses have an improved physical interpretation, leading to confidence in the 
extracted parameters.  In all four plots of Figure 5-14 and Figure 5-15, we see the 
magnitude of the outer interfacial response starts high at the thinnest edge of the wedge 
and tails off to a nearly constant value by 100 nm.  Again, this is consistent with 
increased roughness at the outer interface leading to broadening of the average polar 
orientation and a reduction in VSFG response.  The feature around 200 -300 nm that we 
noted in the electric dipole approximation analysis (Section 5.4.4) is drastically reduced 
in all four plots by inclusion of bulk terms.  This more reasonable result combined with 
the exceptional agreement between data and model is our primary evidence that bulk 
contributions are significant in this system.   
 From Table 5-4 and  
Table 5-5 we see that for both modes and both polarization experiments that each 
mIR
ijkm
Q  
is comparable or larger than the magnitudes of the corresponding interfacial response 
results and that 
vis mIR
ijkm ijkm
Q Q   by as much as an order of magnitude or more.  The mIR
ijkm
Q  
interaction involves a resonant electric quadrupole transition followed by an anti-stokes 
Raman scattering event.
278
  While the overall process involves both transition moments, 
and certainly depends on anisotropy, our results for 
mIR
ijkm
Q  roughly match the relative 
Raman activity for these two modes.
413
  The 
vis
ijkm
Q  interaction involves a resonant IR 
transition followed by a nonresonant quadrupolar Raman interaction with selection rules 
identical to hyper-Raman scattering (weaker than Raman).
278,459
  Quadrupolar coupling 
to the visible is expected to be smaller due to this higher order nonresonant process.   
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 From our qualitative observations in Section 5.3 we noted that the peak intensity 
for as  occurs at larger PTCDI-C8 thicknesses relative to s  for both ssp and sps, and 
this is clearly evident in the data plots of Figure 5-14 and Figure 5-15.  Also, in Section 
5.5.2 we noted that the 
8PTCDI-C
d  axis appeared off by about 10 nm relative to the purely 
interfacial transfer product description of the data.  While the interferences between 
contributing source terms are very complicated, the parameter results in Table 5-4 and  
Table 5-5 show that as  has larger bulk contributions due to both 
 2 ,
vis
ijkm
Q  and 
 2 ,
mir
ijkm
Q  
for both polarization experiments.  Quadrupolar coupling to the mIR is especially large 
for as .   From Figure 5-12 and Figure 5-13we see the bulk transfer products for both the 
visible and mIR contain oscillations that have peak intensities shifted to larger organic 
thicknesses relative to the interfacial “snapshot” traces, thus causin  the detected peaks 
to shift in the same direction.  They are especially shifted for  
2 ,
mIR
ijkm
QT  in ssp and 
 2 ,
vis
ijkm
QT  in sps.  We point out that when comparing various modes from plots such as 
those obtained in Figure 5-3 and Figure 5-4 that the observation of relative peak 
intensity maxima occurring at thicknesses larger than predicted by interface-only 
response is an indication of significant bulk contributions.  Larger shifts indicate larger 
bulk response relative to the interfacial contributions of a given mode.   
 It is interesting to point out that the magnitude of
mIR
ijkm
Q  is on the same order for 
sps as for the ssp experiment but the mIR quadrupolar coupling term in Eq. (5.11) is 
more favorable for sps since 
mIR
yyzz
QT  is about an order of magnitude larger (see Figure 
5-7 and Figure 5-8).  It is important to remember that, although the interfacial and bulk 
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susceptibilities extracted from the fits indicate similar magnitudes, the full contribution 
to the detected signal for each source depends on the product of the response and its 
associated transfer product, which is a function of both thin film thicknesses.  It is the 
T  terms that determine the relative importance of interfacial and bulk contributions.  
For instance, we find for our results that at thicknesses less than 20 nm, in most cases 
the bulk terms are 1 – 3 orders of magnitude smaller than the interfacial terms but at 
larger thicknesses they may be comparable or larger by as much as an order of 
magnitude or more.  Careful consideration for thin film system geometry can help 
minimize bulk contributions.  For this system it is only at the thinnest end of the wedge 
where the bulk terms become small due to their transfer products becoming small 
relative to the interfacial transfer products.  However, a relative difference of even 3 
orders of magnitude may not translate to a negligible bulk contribution for quantitative 
separation of the various VSFG sources due to cross terms with the interfacial 
contributions.   
 The extracted higher order terms indicate that quadrupolar coupling is 
particularly favorable for this system.  In light of the symmetry of this centrosymmetric 
molecule combined with its ordered terraced packing it is conceivable that PTCDI-C8 
thin films are more susceptible, so to speak, to higher order interactions.  It has been 
pointed out that there are some physical conditions for which quadrupolar coupling 
should be more favorable.  Systems with oppositely oriented pairs of polar atomic 
groups that are in comparable proximity to the average molecular layer thickness, or 
when the size of the functional group under interrogation is comparable in size to 
molecular dimensions are such circumstances that may lead to significant quadrupolar 
   261 
response from the bulk.
374
  The vapor deposited PTCDI-C8 thin film system is subject to 
both conditions.  Furthermore, evidence for higher order contributions for other 
centrosymmetric molecules has been mounting in recent years.
234,278,381,459–461
 
 Additional Comments 5.5.6
 We consider another possible bulk term resulting from coupling of the electric 
quadrupolar polarization  
2
Q  to the emitted field 
 2 ,
PQ
E

which has the form
235
  
 
 
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   
 
   
8
8
2 , 2
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0, , 0, ,
,0, ,
P
PTCDI C
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PTCDI C
ijlm
VSFG
Q z i
d
ijlm vis mIR
Q z j z kVSFG
z i
d
E t Q z dz
t t
t dz
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

 




  
 
 
  
  


  (5.12) 
where the integrand can be expressed as  
  
     0, , 0, ,,0, , P vis mIR P
ijlm vis mIR
Q z j z kVSFG ijkm ijkm ijlm
Q Q Qz i
t t
t T T
m
 



 
  
  
  (5.13) 
Assuming no spatial dependence on 
P
ijlm
Q  through the bulk of the film, it is easy to 
arrive at the final relation in Eq. (5.13), which says that VSFG emitted from this source 
term contributes in the same way and equally to electric quadrupolar coupling to the 
input fields presented in this section (
vis
ijkm
QT  and mIR
ijkm
QT  are the quadrupolar transfer 
products introduced in Eq. (5.5)).  That is, the response attributed to 
vis
ijlm
Q  and mIR
ijlm
Q  
discussed in this section may contain some contribution from coupling of the emitted 
field to  
2
Q   Our fit results indicate that 
mIR vis
ijkm ijkm
Q Q    for both ssp and sps so that 
contributions from 
P
ijlm
Q  are not dominating both higher order terms (else the results for 
electric quadrupole coupling to input fields would be similar in amplitude).   
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 While we have determined that bulk contributions are likely important in these 
experiments for both modes of interest, it is important to point out that the data cannot 
be fit without interfacial terms.  In the next section we analyze the interfacial results and 
present evidence that they are likely a result of both dipolar and higher order 
interactions. 
5.6 INTERFACIAL CONTRIBUTIONS 
 It is well known that the dipole approximation for interfacial VSFG depends 
primarily on two factors: the response is resonantly enhanced (there are VSFG active 
modes at the interface) and that there is significant polar orientation of those modes at 
the interface.  The literature is laden with discussion of possible higher order 
contributions to the interfacial response, which is important when considering the 
results for the interfacial susceptibilities.  Quantitative molecular orientation 
calculations can be performed only if the dipolar interaction can be separated from 
higher order terms.   
 In particular, and as mentioned in Section 5.5.1, the consequence of the 
discontinuity of the normal component for any input field results in a large field 
variation over the thickness of the interface so that higher order response is possible 
through quadrupolar coupling to that very large field gradient.
234,373
  It has also been 
pointed out that, just as the refractive index changes abruptly from one material to 
another, there is also a large spatial variation in the susceptibility at the boundary.  This 
can be expressed in Eq. (5.12) where the integration is performed over just the 
interfacial thickness and now 
P
ijlm
Q  is spatially varying from the bulk value to 0 with 
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transition from the nonlinear medium to the VSFG inactive (linear) medium.  Analysis 
of this effect leads to contributions from the quadrupolar polarization  
2
( )Q  to the 
emitted field from the organic interface that now contains a bulk response that is 
inseparable from the interfacial response.
235,373,459
  However, as we concluded in 
Section 5.5.6, 
P
ijlm
Q  is likely smaller as compared to the interfacial susceptibility for this 
system.  Also, since the susceptibility portion of electric quadrupolar coupling to the 
input fields is expected to be on the same order at the interface as for the bulk, but its 
contribution then enhanced by interaction with a much larger field gradient, we expect 
quadrupolar coupling to the input fields at the interface to be much larger than 
contributions from  
2
.Q   Thus, in this section we consider higher order interfacial terms 
that involve electric quadrupolar coupling to the input field that contains the 
discontinuous z-component and we do not consider contributions from  
2
.Q   These 
interactions  are described by fourth rank tensors.   
 Electric Quadrupolar Coupling to Large Interfacial Field Gradients 5.6.1
 In general, there are 8 nonzero elements of fourth rank tensors in the presence of 
a ,vC  symmetry axis (as at a planar interface of isotropic materials).  If we consider 
only those terms that involve the normal electric field component and derivatives with 
respect to the z-axis, there is only a single term that contributes for each polarization 
experiment.  They carry the same indices as those detailed for the bulk response in the 
last section (yyzz for the ssp experiment and yzyz for the sps experiment). 
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  (5.15) 
Here 
 2 ,
, mIR
ssp
v QE indicates the electric field emitted from interface v due to electric 
quadrupolar coupling to the mIR in the ssp experiment and in the same way 
 2 ,
, vis
sps
v QE  is 
the electric field emitted from interface v due to quadrupolar coupling to the visible 
field in the sps experiment.  The interfacial quadrupolar susceptibilities 
 
/
2 ,
, mIR vis
ijkm
v Q  each 
have an associated interfacial quadrupolar transfer coefficient 
 
/
2 ,
, mIR vis
ijkm
v QT  that involves a 
field derivative computed over just the interfacial layer. 
 Thus, the full form of the interfacial response can be written as a sum of two 
interfaces, each with a dipole-allowed term and a single higher order term due to field 
discontinuity. 
            2 , 2 , 2 , 2 , 2 ,interfacial 1 1 1, 1, 2 2 2, 2,mIR mIR mIR mIR
ssp yyz yyzz yyz yyzzyyz yyzz yyz yyzz
Q Q Q QE T T T T         (5.16) 
            2 , 2 , 2 , 2 , 2 ,interfacial 1 1 1, 1, 2 2 2, 2,vis vis vis vis
sps yzy yzyz yzy yzyzyzy yzyz yzy yzyz
Q Q Q QE T T T T         (5.17) 
 The normal component input field profile is certainly complicated at the 
interface, but we can perform a simplified analysis of 
/, vis mIR
ijkm
v QT  using some assumptions.  
We present the analysis for the ssp experiment of Eq. (5.14) but what follows applies 
equally well to the sps experiment of Eq. (5.15).  We start by writing out  0, ,
mIR
z p z
t  in polar 
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form and then the derivative in brackets leads to an expression of the form from Eq. 
(5.10) with     0, , ,exp exp ,mIR mIRzv p zi t ik z   to within a known constant phase factor. 
 
    
 
 
  
0, , 0, , , 0, ,
0, , 0, , ,
exp
exp
mIR mIR mIR
v p z v p z v p zmIR mIR mIR
z v p z v p z
t i t t
ik t i t
z z


  
  
  
 
  (5.18) 
Of the two terms in brackets it should be the case that    0, , 0, ,
mIR mIR mIR
z zv p z v p z
ik t t  because 
of the abrupt change in the field magnitude.  The form of  0, ,
mIR
v p z
t  is complicated but 
will follow a continuous path through the boundary in order to connect the amplitudes 
on either side.  A very simple approximation considers a linear change through the 
interface where we connect the field magnitudes on the z  and z  side of the boundary 
over the thickness of the nonlinear interfacial layer interface .vd   so that  
 
0, 0, 0,
interface 
mIR mIRmIR
v v v
v
t tt
z d
 


  (5.19) 
Now, upon inspection of Figure 5-10 we can see that for interface 1, 
0,1 0,1
0mIR mIRt t    
and for interface 2, 
0,2 0,2
0.mIR mIRt t     Thus,  when Eq. (5.19) is inserted into Eq. (5.14) 
(remembering to pick up the phase factor from Eq. (5.18)), and the analogous 
expressions for the visible are inserted into Eq. (5.15), the quadrupole transfer 
coefficient results in a   phase shift (sign change) on the quadrupolar coupling term of 
interface 2 relative to the same term at interface 1.  We also see that the quadrupolar 
transfer products are related to the dipolar interfacial transfer products through a simple 
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scaling factor (remembering that /
0,
vis mIR
z vt  is just a real number as indicated in Eq. 
(5.19)).  The relations are  
 
0,1
1, 1
0,1
mIR
mIR
zyyzz yyz
Q mIR
t
T T
t

   (5.20) 
 
0,2
2, 2
0,2
mIR
mIR
zyyzz yyz
Q mIR
t
T T
t

    (5.21) 
 
0,1
1, 1
0,1
vis
vis
zyzyz yzy
Q vis
t
T T
t

   (5.22) 
 
0,2
2, 2
0,2
vis
vis
zyzyz yzy
Q vis
t
T T
t

    (5.23) 
We point out that, as long as the effective interfacial thickness does not change with the 
organic thin film thickness (especially for the outer interface), these scaling factors are 
constant with 
8PTCDI-C
d  since the magnitude and its derivative through the interface are 
proportional (i.e. 0, 0, ,z v vt t   numerically verified for both input beams). 
 We can absorb the scaling factors on the quadrupolar transfer products into the 
definitions of the electric quadrupolar susceptibilities (indicated by a hat in Eqs. 
(5.26) - (5.29)), but we will factor out the sign and rewrite Eqs. (5.16) and (5.17) using 
effective interfacial susceptibilities: 
 
     2 , 2 , 2 ,
interfacial 1, 1 2, 2
ssp yyz yyzyyz yyz
eff effE T T     (5.24) 
 
     2 , 2 , 2 ,
interfacial 1, 1 2, 2
sps yzy yzyyzy yzy
eff effE T T     (5.25) 
with 
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     2 , 2 , 2 ,
1, 1 1,
ˆ
mIR
yyz yyz yyzz
eff Q      (5.26) 
 
     2 , 2 , 2 ,
2, 2 2,
ˆ
mIR
yyz yyz yyzz
eff Q      (5.27) 
 
     2 , 2 , 2 ,
1, 1 1,
ˆ
vis
yzy yzy yzyz
eff Q      (5.28) 
 
     2 , 2 , 2 ,
2, 2 2,
ˆ
vis
yzy yzy yzyz
eff Q      (5.29) 
It is instructive to compare the forms of Eqs. (5.24) and (5.25) with Eq. (5.3) to see that 
the functional form for the two interfaces are the same.  Eqs. (5.26) - (5.29) show that 
the effective interfacial response 
 2 ,
,(
ijk
v eff  from Eq. (5.11)) can be expressed as the sum 
of the dipolar interaction and the quadrupolar interaction that behaves like the dipolar 
susceptibility in the presence of the ,vC  symmetry at the interface.  That is, although 
the sign of the fourth rank tensors are not subject to reversal upon inversion of the z-axis 
(as with the dipolar response), the field gradients cause a sign change in this system.  
The new definition of the electric quadrupolar susceptibilities contain both the intrinsic 
electric quadrupolar response at the interface (small) as well as effects from the field 
gradients (large, as can be seen for the mIR in the ssp experiment in Figure 5-10 and the 
visible in the sps experiment in Figure 5-11) so that the interfacial higher order 
susceptibilities 
 
/
2 ,
,
ˆ
vis mIR
ijkm
v Q  may be of comparable magnitude or larger than the interfacial 
electric dipole susceptibilities. 
 In this approximation we will analyze possibilities for the relative contributions 
from the two terms contained in 
 2 ,
,
ijk
v eff  in Eqs. (5.26) - (5.29) in order to rationalize the 
fit results for the interfacial response in Section 5.5.  First, we consider all 
susceptibilities as singly resonant so that they have real amplitudes.  The first term in 
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each equation is the electric dipole term that has an independent response at each 
interface    
2 , 2 ,
2 1( ).
ijk ijk
    Even with unequal magnitude, we specify that the 
amplitude sign is necessarily opposite at each interface due to the inversion symmetry 
present in the PTCDI-C8 molecule (see Figure 5-1).  As discussed in Section 5.4.2, for 
electric dipolar response it must be the case that molecular inversion symmetry is 
broken at the interface so that only the imide carbonyl groups at one end of the 
molecular layer at each interface pointing away from the organic thin film (Figure 5-5) 
contribute to the electric dipolar response.  The second terms are due to discontinuity of 
the input field whose normal component is involved in the interaction.  The fourth rank 
elements 
 
/
2 ,
,
ˆ
vis mIR
ijkl
v Q  are not subject to sign change upon inversion of the z-axis so that, 
while the interfaces may have unequal magnitudes for a given vibrational mode, they 
should generally have the same sign.  Next, we discuss evidence in the data that 
suggests that although there are likely appreciable interfacial dipolar terms present, 
there are also higher order terms so that the dipole approximation may not be an 
appropriate description for the interfacial response from this system. 
 Evidence for Higher Order Interfacial Response 5.6.2
 The presence of both an electric dipole allowed response as well as electric 
quadrupolar coupling to input fields within the effective interfacial susceptibility leads 
to the possibility of fairly complicated response at the outer interface as a function of 
PTCDI-C8 thickness.  Whereas we might expect that the dipole allowed interaction 
magnitude should asymptotically decrease to some small number due to increased 
surface roughness (broadening of the net polar orientation distribution), the 
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interpretation for how bulk-like interfacial terms should change is less clear.  Electric 
 uadrupolar couplin  is sometimes referred to as a “nonlocal” effect in that the 
interactions are not confined to a single molecule as the smallest volume element in 
condensed phases (as in the way we think of dipole-type interactions), rather, there may 
be cooperative interactions so that groups of molecules may be responsible for the 
overall higher order interfacial terms.
234,374
  A simple example is given by considering 
the electric quadrupolar interaction with a single molecule versus a dimer, trimer, etc.  
The structures of such groups are not well defined so that even as the morphology at the 
outer interface may change with thickness, the active volume units may change 
depending on molecular organization.  That is, in one interfacial film morphology it 
may be that single molecules provide the dominating electric quadrupolar response and 
in a different morphology it may be groups of molecules.  
 The thickness dependent response of the two possible contributions from an 
interface may be complicated; however, we can investigate the relative magnitudes of 
electric dipole response to electric quadrupole response by considering just the sign of 
the susceptibilities from the fit results in Section 5.5.5.  We will confine our analysis for 
the outer interfacial contribution to the region 150  nm for all fit results.  The fitting 
routine in this region was more constrained by data for all surface preparations.  Our 
analysis will proceed by considering the sign of each susceptibility contribution using 
three constraints: (1) the dipolar contribution must have opposite signs at each interface, 
(2) the sign of the interfacial quadrupolar interaction should match the sign of the bulk 
contribution from the fit results, and (3) the sign of the effective interfacial 
susceptibilities from the fit results must be obtainable by the relations between electric 
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dipole and electric quadrupolar susceptibilities given in Eqs. (5.26) - (5.29).  Using 
these conditions we have determined for each mode in both experiments the relative 
magnitude and sign of each term in the effective susceptibilities.  The results are 
presented in  
Table 5-5.  The last two columns of the table give the relative magnitude of the input 
field dipolar and quadrupolar susceptibilities where we have replaced the symbol   by 
the sign of the corresponding term.  We point out that, with the exception of as  for ssp, 
the fit routine always resulted in a common  
2 ,
2,sign
ijk
eff    for both bare and ODTMS 
functionalized SiO2 interfaces so that the same analysis applies to both surface 
preparations. 
Table 5-6.  Summary results of the sign analysis for the relative interfacial contributions from the 
electric dipolar and electric quadrupolar response to the effective surface susceptibility. 
    Fit Results   Conditions Satisfying 
 2 ,
,sign
ijk
v eff  
: 
Experiment Mode  
 2 ,
1,sign
ijk
eff  
 
 2 ,
2,sign
a
ijk
eff  
 
 
/
2 ,ˆsign
mIR vis
ijkm
Q  
 
 
   
/
2 , 2 ,
1 1,
ˆ
mIR vis
ijk ijkm
Q   
   
/
2 , 2 ,
2 2,
ˆ
mIR vis
ijk ijkm
Q   
ssp 
s          
   2 , 2 ,
1 1, mIR
yyz yyzz
Q
  
 
   2 , 2 ,
2 2, mIR
yyz yyzz
Q
  
 
as  
 
  
 (bare) 
  
 
   2 , 2 ,
1 1, mIR
yyz yyzz
Q
  
 
   2 , 2 ,
2 2, mIR
yyz yyzz
Q
  
 
 
  
(ODTMS) 
 
   2 , 2 ,
2 2, mIR
yyz yyzz
Q
  
  
sps 
s          
   2 , 2 ,
1 1, vis
yzy yzyz
Q
  
 
   2 , 2 ,
2 2, vis
yzy yzyz
Q
  
 
as          
   2 , 2 ,
1 1, vis
yzy yzyz
Q
  
 
   2 , 2 ,
2 2, vis
yzy yzyz
Q
  
 
 
 An example analysis can be performed for the symmetric stretch in the ssp 
experiment.  The fit results in Figure 5-12(a) indicate that the sign of the contribution 
from interface 1  
2 ,
1,(sign )
yyz
eff    is positive at all thicknesses, whereas Table 5-4 shows 
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 2 ,
2,sign
ijk
eff    and 
 2 ,ˆsign
mIR
yyzz
Q    are both negative.  In order to arrive at the overall 
signs for the effective interfacial susceptibilities, it must be that the dipolar interaction 
 2 , yyz
v   is positive (negative) at the outer (inner) interface and that the magnitude of the 
dipole term is larger than the mIR quadrupolar coupling term at both interfaces.  This is 
expressed in the last two columns of Table 5-6. 
 The table results indicate that there are various conditions for which either the 
electric dipole interactions or quadrupolar couplings may dominated the effective 
interfacial response.  Interpreting the connection between the results in Table 5-6 and 
the average molecular orientation at each interface may be ambiguous as we cannot 
quantify the individual absolute dipolar and quadrupolar contributions; we have 
information only about their relative magnitudes.  Nevertheless, we can use the 
information we have and present a physical picture that is consistent with the sign 
analysis and parameter fit results from the last section.  We begin with a discussion on 
important factors affecting the relative interfacial contributions. 
 It is likely that  
2 ,ijk
v  is comparable to 
 
/
2 ,
,
ˆ
mIR vis
ijkm
v Q  in all cases but their relative 
magnitudes depend on the molecular orientation leading to cases where one or the other 
contribution is largest.  Since we have absorbed the effects of the large input field 
interfacial gradient into 
 
/
2 ,
,
ˆ ,
mIR vis
ijkm
v Q  its magnitude will also depend on the dielectric 
environment.  It has been pointed out that, for single interface systems, in the limit that 
the indices of the bulk materials are matched on either side of an interface (e.g. interface 
of ice and water), the gradient becomes zero and there can be no interfacial quadrupolar 
coupling to the input beams.
171
  This has been used to demonstrate whether the major 
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interfacial contribution is due to symmetry breaking (dipolar interaction) or gradient 
coupling (quadrupolar interaction) by varying the material (refractive index) adjacent to 
the nonlinear interface.
234
  In the thin film geometry, the result of index matching within 
the thin film layers is that the interfacial gradient becomes matched to the nonzero bulk 
gradient (Section. 5.5) so that quadrupolar coupling is still possible but the interfacial 
terms will be on the order of the same quantities in the bulk, but integrated over a much 
smaller volume.  For our system, the bulk indices on either side of interface 2 
(PTCDI-C8    SiO2) are more closely matched than for interface 1 (PTCDI-C8    Air) as 
can be seen in Figure 4-2.
397
  This manifests as a smaller jump in the discontinuous 
input field magnitudes at the buried interface in Figure 5-10 and Figure 5-11.  Thus, the 
results for the relative magnitudes at the buried interface in Table 5-6 are subject to 
consideration for the smaller discontinuity at that interface leading to smaller 
quadrupolar coupling terms relative to the outer interfacial higher order contributions.  
 Molecular orientation is certainly playing a significant role in the results for 
 2 ,
,
ijk
v eff  as well.  The dipolar terms for each mode provide a straightforward connection 
between average polar orientations of modes; whereas the quadrupolar (nonlocal) 
interactions depend on molecular structure as well but in a more complicated way.  The 
symmetric and asymmetric dipolar interactions provide orthogonal measures of 
orientation of the perylene core that can ideally be used to deduce average molecular 
orientation as discussed in Section 5.4.2.  In the limit that the quadrupolar coupling 
terms are insensitive to molecular orientation at the interface, the effective surface 
susceptibilities for each experiment should vary as depicted in Figure 5-6.  For tilt along 
the long axis of the perylene core, the ssp contribution for s  will be largest for 
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molecules standing completely upright (sps should be zero in the limit they are 
completely upright).  For tilt along the short axis, the sps contribution for as  will be 
maximal for molecules that have no tilt (that is, when the short axis is parallel to the 
substrate plane, then ssp will be minimal).  With this discussion we move to detailing a 
physical picture for molecular orientation at each of the interfaces of the organic thin 
film.  We begin with the buried interface. 
5.6.2.1 SiO2 – PTCDI-C8 Interface 
 The sign analysis results for the buried interface in Table 5-6 show that the 
electric dipole contribution always dominates the ssp response of s ,  whereas for as  
the dipole interaction is larger for ODTMS substrates and quadrupolar coupling to the 
mIR is larger for bare SiO2.  This is consistent with a high degree of polar orientation 
along the long axis of the perylene core for both substrate surface preparations leading 
to a large dipole contribution from .s   At the same time, the relative twist along the 
long axis (tilt of the short axis) may be minimal for bare SiO2 leading to a situation 
where the higher order term is larger and vice versa for ODTMS.  The sign analysis for 
the buried interfacial response from the sps experiment results in a larger visible 
quadrupolar coupling term in all cases.  This may be due to large quadrupolar coupling 
to the visible or small dipolar interactions.  In either case, we can use the information 
obtained from the sign analysis combined with the relative magnitudes of the effective 
susceptibilities obtained from the fits to deduce the relative dipolar contribution for both 
substrate surface preparations. 
 We return to the results in Table 5-4 and  
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Table 5-5 and make some qualitative statements about any differences in molecular 
orientation at the buried interface for bare SiO2 and ODTMS treated substrates.  Again, 
if we consider that the higher order terms at each interface are relatively insensitive to 
molecular orientation, and that the optical constants of the ODTMS SAM do not 
significantly alter the interfacial field gradient relative to bare SiO2, we can compare the 
relative magnitudes of the interfacial dipolar contribution for both modes on each 
substrate surface preparation.  For instance, since we have deduced that 
   2 , 2 ,
2 2, mIR
yyz yyzz
Q
    for s  and we see from Table 5-4 that 
 2 ,
2,
yyz
eff  is larger for ODTMS 
versus bare, we conclude that ODTMS has a larger dipolar contribution for this mode.  
These relations can be deduced for the remaining cases and the results are collected in 
Table 5-7.  We find that the ODTMS surface preparation results in the first monolayer 
of PTCDI-C8 standing more upright but with more tilt across the short axis of the 
perylene core relative to the first monolayer on ODTMS functionalized SiO2.  This is 
consistent with XRR and AFM measurements on a similar molecule (5 carbon chain 
version of PTCDI) where it was found that the initial layer grown on bare SiO2 is 
thinner than the same layer on an alkyl-SAM modified substrate, consistent with an 
interfacial organic phase that is more reclined along the long axis.
103
  A similar finding 
was reported for GIXD data from PTCDI-C8 thin films grown on SiO2 under conditions 
similar to ours where the initial monolayer phase was thinner than the bulk terraces.
95
  
Our previous ssp study of very thin films of PTCDI-C8 on the same substrate surface 
preparations concluded that the interfacial monolayer phase on bare SiO2 were subject 
to reorganization to an even more reclined phase upon thermal annealing.
96
  In that 
study we were not able to deduce the relative amount of tilt between the two surface 
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preparations prior to thermal annealing, only that there was a change due to thermal 
annealing.  Also, analysis of the relative average tilt along the short axis was hindered 
by low S/N for as  in that study.  Here we provide evidence that there is indeed a 
difference on these two surface preparations. This result has important implications for 
charge mobility performance in PTCDI-C8 oFETs. 
Table 5-7.  Summary results for analysis of the substrate preparation with the larger dipolar 
response at the buried interface. 
experiment mode 
substrate prep with 
larger  
2 ,
2
ijk
  
contribution 
ssp 
s  ODTMS 
as  ODTMS 
sps 
s  bare 
as  bare 
 
5.6.2.2 PTCDI-C8 – Air Interface 
  There are a couple features to point out from the thickness dependent response 
of the outer interfacial contributions in Figure 5-14 and Figure 5-15.  First, as noted in 
the Section 5.5.5, the feature present in the dipole approximation at around 200 – 300 
nm is significantly diminished, indicating that inclusion of bulk terms is important for 
thicker films due to this physically more meaningful result.  By extension, higher order 
interfacial terms are likely important.  For thicknesses 100  nm, we see that in most 
cases there is a rapid decrease in  
2 ,
2,
ijk
eff  , with the exception of Figure 5-15(b) where 
the magnitude changes in the same way but much more gradually.  This result is likely a 
circumstance related to difficulties with accounting for the nonresonant response to be 
discussed in Section 5.7.2.  Nevertheless, the changes in the effective susceptibility at 
the outer interface can be rationalized as in Section 5.4.4 by considering how the dipolar 
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contribution changes with increased organic thickness.  For instance, the decrease in 
 2 ,
1,
ijk
eff  for the symmetric mode in both experiments is consistent with the loss of 
dipolar contribution and can be interpreted as an increase in surface roughness leading 
to broadening of the average polar orientation distribution of molecules at the outer 
interface.  As before, we cannot separate broadening effects from changes in the 
orientational distribution so that a similar analysis performed on the buried interface in 
the last section is not possible for the outer organic interface.  However, we can now 
provide an explanation for a feature noted in the outer interface-only analysis performed 
in Section 5.4.4.  A sign change in the outer interfacial response may now be interpreted 
as a change in the relative contribution from the dipolar and quadrupolar interactions.  
From Table 5-6 we see that loss of dipolar response will in all cases change the sign of 
the outer interfacial effective susceptibility.   
5.7 OTHER EFFECTS 
 The constrained model reported in Section 5.4 performed remarkably well for 
predicting major features in the detected signal intensity in most cases, indicating the 
signals are primarily due to interfacial response.  Then, in Sections 5.5 and 5.6 we 
expanded the thin film model and data analysis to include higher order responses in the 
detected signal.  This allowed for separating and extracting a qualitative picture of 
molecular structure at the buried interface.  While we see this work as a significant step 
in the direction of solving the two-interface problem of VSFG applied to organic thin 
film systems, it is important to point out that the analysis of various VSFG source terms 
is semi-quantitative at best.  Quantitative analysis of the various source terms was not 
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possible for several reasons.  Here we point out some additional effects that may have a 
significant impact on the detected signal intensity and fitting results.  The goal in this 
section is to highlight possible complicating factors and present some suggestions for 
improving on this work.   
 Experimental 5.7.1
 There were primarily two experimental aspects that led to ambiguity in the data 
interpretation.  They are related to sample preparation and axes calibration.  While we 
made every effort to produce pristine wedged samples, there were a number of factors 
that were out of our experimental control.  These can be generally divided into 
nonidealities with the substrate surface preparation prior to organic deposition and 
nonidealities in the wedges themselves.  Frequency calibration issues had to do with 
compounding errors from wavelength calibration for the 800 nm characterization as 
well as the SFG wavelength axis, and the thickness axis was subject to errors from our 
SE characterization from Section 5.2.3.   
 The substrates presented a challenge in terms of preparing homogeneous 
surfaces over relatively large areas, especially for the ODTMS functionalized 
substrates.  Any heterogeneity along the VSFG raster can change the molecular 
orientation of PTCDI-C8 at the buried interface and may translate to a change at the 
outer interface as well.  While visual inspection indicated no obvious surface 
heterogeneity along the raster direction, microscopic surface heterogeneity was still 
possible.  Thus, the ideal case of a constant response from the buried interface at all 
raster points along the gradient may not be valid.  To further highlight this possibility, 
one needs only to consider VSFG microscopy studies to illustrate that spatial 
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heterogeneity is possible in any VSFG measurement on various length scales.
284,285
  In 
fact, we have observed for other samples of PTCDI-C8 thin films that the VSFG 
intensity data may be consistent across multiple raster spots for a single thin film 
thickness (and over a much smaller area) but may occasionally vary from spot to spot.  
While the origins of these variations are not known, their presence articulates the 
exquisite interfacial sensitivity of VSFG.  Spatial heterogeneity is likely present to some 
degree in all datasets in Figure 5-3 and Figure 5-4.  The additional step of 
functionalizing the surface with ODTMS increases this possibility and may be partially 
responsible for the bumps in the outer mode amplitudes above 200 nm in Figure 5-9, 
Figure 5-14, and Figure 5-15.  That is, since data in this region are only from ODTMS 
substrates, any nonidealities in the surface preparation are more likely to present 
themselves in the fit results through parameter correlations.  Future studies will need to 
focus on characterizing any surface heterogeneity or aim for characterizing individual 
spots by acquiring richer datasets.  More will be said about possible data acquisition 
improvements in Section 5.7.1. 
 Vapor depositing the organic wedge provided the advantage of producing the 
linear thickness gradient needed for this study (as opposed to other organic thin film 
deposition techniques such as spin casting from solution); however, there are some 
issues that accompany this procedure.  The 2-dimensional terraces formed by vapor 
deposited PTCDI-C8 leads to mesa structuring, or incomplete islanding, at the outer 
interface that increases with organic thickness.
95,103
  Topographical AFM images from 
samples prepared with PTCDI-C8 deposited at 100 °C on NO substrates are shown 
Figure 5-16.  A 2×2 µm image of an 8 nm film is inset in a 5×5 µm image of a 200 nm 
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film and both share the same vertical scale.  The images reveal the presence of 2 – 3 
incomplete layers for the 8 nm film (RMS roughness on the order of 1 – 2 nm),96 
whereas the image from the 200 nm film shows up to 10 or more incomplete layers 
(RMS on the order of 5 nm) and a substantially different surface morphology, showing 
needle-like islands.   
 
Figure 5-16.  Topographical AFM images of PTCDI-C8 vapor deposited on NO substrates heated to 
100 °C during the deposition.  The outer interfacial topography is shown for (a) 5×5 µm of a 200 
nm film and (b) is an inset 2×2 µm image of an 8 nm film.
i
 Images share a common vertical scale. 
 
 The change in roughness and morphology at the outer interface at larger 
thicknesses is likely to lead to a VSFG response that behaves in a complicated way as a 
function of organic thickness.  The consequence of this could also be in a density 
                                                 
i
 I thank Z. Sohrabpour for collecting AFM images from the 200 nm film. 
(a) 200 nm 
(b) 8 nm 
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gradient through the film (as indicated in the SE analysis in Section 5.2.3) that would 
complicate the analysis of bulk contributions as well as the computation of the transfer 
products.  The SE analysis indicated the index may be graded to some small extent, 
especially for thicknesses >150 nm.  Thus, the assumption that the deposited thin film 
wedges were linear with constant density through the bulk is an approximation that 
breaks down at the thicker end of the 400 nm wedges.  A small nonlinearity in the 
thickness axis may have an appreciable effect on extracted parameters. 
 The calibration for the frequency axis was subject to some error.  We estimate 
the error to be ±4 cm
-1
 due to compounding errors from calibration at the VSFG and 
visible wavelengths.  Even an error this small can have an impact on extracted 
parameters when tying parameters together across multiple datasets.  Thus we point out 
the necessity of a highly accurate wavelength calibration when performing simultaneous 
data fits.  In addition, the frequency dependent refractive index of PTCDI-C8 obtained 
from mIR SE
397
 resulted in Gaussian oscillators with mode centers that did not match 
exactly the bulk center frequencies observed from FTIR of nearly identical samples.  
FTIR center for the s  was +3 cm
-1
 while as  was -2 cm
-1
.  We have shown that the 
mIR refractive index results in transfer products that vary appreciably through the 
vicinity of each vibrational mode so that fit results depend considerably on consistency 
between the refractive index and experimental frequency axes.
397
  The difference is 
likely due to a couple effects.  The FTIR analysis does not take into account thin film 
interference effects that may shift an oscillator’s apparent center as a function of film 
thickness, and the mIR SE data analysis was subject to some errors due to evidence of 
other effects such as a graded index and optical anisotropy.  Another factor that has not 
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been considered is the possibility for nonlinear effects for all refractive indices.
462
  
Since VSFG is a pulsed laser experiment, these third order effects are also possible. 
 Another consequence of variable film morphology with thickness is the 
possibility for a more complicated bulk response.  Quadrupolar coupling is expected to 
be decreased in isotropic materials relative to well-ordered terraces
374
 so that there is 
likely some variation in 
 2 ,
vis
ijkm
Q  and 
 2 ,
mIR
ijkm
Q  through the bulk of the organic.  The largest 
bulk contributions should be present in the first well-ordered terraced layers so that the 
fit result may be underestimating the bulk contribution at the thinnest end of the organic 
wedge.  On the other hand, the bulk transfer products tend to decrease very rapidly in 
this region (see Figure 5-10 and Figure 5-11) so that these terms may be negligible at 
thin organic thicknesses.  In either case, bulk contributions may not be the only 
complicating factor in the detected response.  Next we discuss the vibrationally 
nonresonant susceptibility.    
 Nonresonant Susceptibility 5.7.2
 One of the largest factors confounding our data analysis was the observation of 
an appreciable nonresonant response, especially in the ssp measurements but also 
observable in the sps data.  Generally speaking, since any nonresonant term is, by 
definition, not resonantly enhanced its source may be from a number of possible 
interfacial or bulk responses.  Since a detailed understanding of the nonresonant 
response is typically not necessary for VSFG measurements, it is standard practice to 
combine all interfacial and bulk terms into a single effective susceptibility.  This poses a 
problem for multilayer thin film systems where we must calculate the thickness 
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dependent nonresonant amplitude (magnitude and phase) using transfer products from 
the thin film model.  The transfer products are different depending on which interfaces 
or which bulk media are acting as source terms.   
 We found that characterizing the source of the nonresonant response was 
problematic.  The simple model we used was based on assigning nonresonant 
susceptibilities to each substrate by fitting a region around 1740 cm
-1
, presumably 
outside of any vibrational response, assuming the total SFG response is due to a 
nonresonant contribution at the Si–SiO2 interface.  The response was floated as a real 
constant value so that all dependence on organic thickness was contained in 3 .
ijkT   
Agreement between the model and intensity data were satisfactory for all sps data and 
for ssp from NO substrates, but only marginal for ssp from TO substrates.  This is an 
indication that out assumptions are not valid.  The tails of the Lorentzian oscillators 
used to describe our vibrational resonances covered our entire spectral window and had 
a non-negligible effect on the small nonresonant response.  Also, our conjecture that the 
response is strictly from the Si-SiO2 interface may not be a complete description of the 
nonresonant susceptibility.  We also evaluated the inclusion of bulk terms from the 
oxide layer for TO substrates but this resulted in only minimal improvement.  We 
attempted to parameterize the nonresonant simultaneously with the resonant fit but this 
always resulted in unphysical results where resonances became quite wide and the total 
nonresonant contribution was obviously too large in areas of minimal vibrational 
response.  Without knowing the sources of the nonresonant response, we may always 
deduce how the magnitude varies with thickness by considering spectral regions free of 
vibrational resonances, but we still have no phase information.  Fitting the nonresonant 
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response to multiple source terms (Eq. (5.11)) in these regions was ambiguous because 
of low S/N and issues with being in regions that are not truly free of vibrationally 
resonant response so that even if we recovered a better fit at the intensity level, the 
overall phase of the nonresonant contribution was still questionable.  Then, in regions of 
large vibrational response, the interferences between resonant and nonresonant 
responses were not well described, which had a significant impact on modeled signal 
intensity.   
 Inclusion of the simple model of 
 2
NR  from the Si–SiO2 interface in the fitting 
routines served to improve the fits in some areas, while degrading agreement in others.  
In the end, we chose to use the Si–SiO2 model in order to retain a simpler model.  Our 
assumption was that the parameterization of the outer interfacial resonant amplitudes 
would, at least partly, absorb this deficiency through parameter correlations leading to 
more reliable results for the buried interfaces, our primary concern.  This is admittedly 
not ideal; however, we believe that the problem of the nonresonant response does not 
deter from the main goal of this work: to provide experimental evidence that optical 
interference effects are certainly very important for VSFG applied to thin film systems 
and that the thin film interference model provides a good description of both interfacial 
was well as bulk resonant contributions.  A greater understanding of the nonresonant 
susceptibility is critical to better parameterize this source term and separate the effect it 
has on the resonant data.  Some options for dealing with this problem may be to explore 
ways to suppress the nonresonant response or obtain phase information using 
heterodyne-detection.
279,292,463,464
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 Final Comments 5.7.3
 Our ultimate goal is for quantification of the various source terms contributing 
to the total VSFG response from organic thin film systems.  We acknowledge that this 
is a formidable task that, if it is to be reached, will be attained incrementally.  To that 
end, we provide here some immediate steps to improve upon this work.  First, 
parameter correlations are always going to be an issue when parameterizing data at the 
electric field level (as opposed to at the intensity level) due to the complicated ways in 
which different source terms may interfere constructively or destructively.  This is a 
significant source of ambiguity.  Reducing parameter correlations can only be done with 
more (and more reliable) information.  Simultaneous fits to multiple datasets is very 
useful for constraining the fit routine, however, the first suggestion we have is to 
minimize the number of different physical spots from which data are to be obtained for 
a fit set.  While this is counter to the idea of getting more information it is a significant 
step for obtaining reliable information by minimizing sample to sample differences 
since VSFG is extremely sensitive to variations at interfaces.  The wedge system used 
in this work offered the advantage of the measurement being performed in ambient 
conditions (as opposed to a special cell designed to simultaneously measure VSFG on a 
single spot while vapor depositing the organic);
313,354
 however, a major drawback was 
that we had to make measurements over many spots, not to mention the extensive time 
needed for data collection.  The next suggestion is for a highly accurate wavelength 
calibration.  Even seemingly small differences of only a wavenumber or two can 
translate into significant differences in the model description of the data.  In particular, 
agreement between the mIR refractive index of the organic and the down-converted 
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mIR frequency axis of the VSFG data is crucial in order to correctly capture any rapid 
fluctuations in the transfer products in the vicinity of the mode centers.  This is 
especially true for the ssp experiment as discussed in Section 4.3.1.
397
 
 If we are to suggest taking data from fewer spots then we must supplement with 
suggestions for obtaining more information from a given spot.  Some experimentally 
viable ideas include mixed polarization experiments to gain phase information from 
fields generated by different polarization combinations.  A carefully planned 
experiment using a tunable narrowband visible pulse could be used to obtain essentially 
the same VSFG susceptibility spectrum at different sum frequencies.  By modeling the 
transfer products while constraining the susceptibility parameters we could have a very 
sensitive way to reduce parameter correlations during simultaneous fits.  Multiple input 
angles could also be used in conjunction with proper modeling of the transfer 
coefficients but must also account for any variation in beam overlap.  Finally, 
heterodyne detected or time domain experiments could be used to extract phase 
information from a given measurement, providing another constraint for data fitting 
routines.
279,292,463,464
  These alternate data collection schemes for a single sample offer 
another advantage in that one may choose to work with a sample with optimized thin 
film thicknesses for very high S/N (e.g. at any of the maxima in Figure 5-3 and Figure 
5-4), which can reduce data collection times considerably.  Finally, a careful analysis of 
how susceptibility elements must be related through the microscopic 
hyperpolarizabilities (Section 1.3.2.8) could provide additional constraints for modeling 
the sample response from different polarization experiments.
427
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5.8 CONCLUSION 
 In this chapter we have provided compelling experimental evidence that the thin 
film interference model gives a complete description of optical interference effects 
present in interfacial nonlinear spectroscopy applied to thin film systems composed of 
more than a single thin film layer.  Further, we have extended the interfacial model to 
include optical interference effects present in bulk terms.  We used wedged samples and 
a constrained fitting model to describe our intensity data by parameterizing the sample 
response (susceptibilities) while using known experimental parameters to simply 
calculate transfer product (optical interference) effects.  The results indicate that this is a 
step toward quantitative separation of interfacial contributions and that higher order 
terms are likely important for this system.  In fact, we have shown that using the optical 
interference model that the thin film geometry offers a unique method for quantifying 
and separating various source terms to the total VSFG signal. 
 While we have concluded that bulk contributions are likely playing a role in the 
detected signal, it is important to emphasize that the data cannot be described well 
without interfacial contributions.  However, we have provided evidence that higher 
order interfacial terms are likely present as well, but we were not able to quantitatively 
separate these from the electric dipole response.  This hinders a detailed interfacial 
structural analysis.  Nevertheless, we have presented an analysis based on the sign of 
the resulting resonant amplitudes that provides a physical picture of molecular structure 
at each interface of the organic film and that accounts for effects from possible higher 
order interfacial terms.  The results of this analysis are consistent with a smaller electric 
quadrupolar contribution from the buried interface that is likely due to a smaller field 
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gradient across that interface due to closer index matching between adjacent materials.  
That is, the buried interface with which we are primarily concerned is closer to 
satisfying the electric dipole approximation. 
 The factors that have the largest influence on detected signal intensity as a 
function of thin film thickness are due to transfer product (optical interference) effects 
for both interfacial as well as bulk terms.  It is interesting to note that the initial rise in 
the experimental intensity data happens in the range of PTCDI-C8 thicknesses 
commonly used in organic semiconducting devices such as oLEDs and oFETs, from 
very thin to roughly 100 nm.  If the experiment had only sampled those thicknesses, it 
would have been easy to erroneously assign such a trend to a completely bulk 
contribution.  Or, if the experiment had sampled a thinner region with more signal 
intensity and compared with an experiment that sampled a much thicker film in a region 
with less signal intensity, the erroneous conclusion may be that there are no bulk 
contributions and that signal loss for thicker films is due to absorption of the mIR 
through the bulk.  Here we have shown that thin film optical interference effects must 
be reliably accounted for in order to separate various source terms to the detected signal 
intensity. 
 We consider this work a step in the direction of the difficult task of quantitative 
separation of interfacial responses of VSFG on organic thin film multilayer systems.  
The extension of the model to include bulk terms due to quadrupolar coupling to the 
input fields can be further developed in a straightforward way to describe other possible 
bulk terms of the same order such as magnetic dipole coupling of the input fields to the 
nonlinear source electric dipole polarization as well as coupling of the quadrupolar and 
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magnetic dipolar nonlinear polarization to emitted fields.
235
  Analysis of the transfer 
products associated with these types of interactions and identifying systems where they 
may play an important role are goals for future studies.
i
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6 Prequel: Molecular Structure ↔ 
Device Function Efforts 
“Basic research is when I am doing what I don't know what I am doing” 
 -Wernher von Braun 
CHAPTER SUMMARY 
 This chapter provides a retrospective view of all pertinent unpublished work 
performed over the course of my graduate work.  All experiments detailed here were 
completed prior to the work reported in Chapters 2 – 5.  The significance of this early 
work is in describing important advances in developing the VSFG spectrometer into a 
sensitive instrument for studying organic thin film systems and experiences with in situ 
studies on PTCDI-C8 oFETs, as well as electrically characterizing oFETs made with 
different processing conditions.  All efforts were aimed at deducing correlations in the 
molecular structure ↔ device function relationship.  The conclusion from this early 
work is that improvements are needed to obtain unique electrical characteristics for 
different fabrication procedures and that VSFG data modeling must include optical 
interference effects to further constrain data fitting routines.  The latter issue became the 
primary focus of this dissertation. In hindsight, some of the peculiarities of these early 
efforts make some sense in the context of thin film interference, and should perhaps be 
revisited from that perspective by a future student of the project. 
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6.1 INTRODUCTION 
 In the course of any graduate work there are numerous experiments performed 
which were important for the direction that the project ultimately took but, for various 
reasons, are never officially reported.  The purpose of this final chapter is to highlight 
some of the key experiments that were performed to get the new VSFG spectrometer up 
and running as well as some of the work done with in situ VSFG measurements on 
oFETs and electrical characterization as a function of time.  These experiments are what 
ultimately led to the primary focus being on the problem of two-interfaces and optical 
interferences in VSFG applied to thin film multilayer systems. 
 In the beginning, the idea was to measure resonant VSFG from oFETs with 
applied gate bias and monitor a change in the response as correlated with a structural 
change (presumably) at the buried interface to see if there was evidence for molecular 
rearrangement.  This was the procedure for our work in the alkyl region of P3HT 
oFETs
25
 where we concluded that the changed VSFG response could be accounted for 
by the vibrationally nonresonant response due to charge accumulation.  The vibrational 
resonances (and therefore molecular structure) remained unchanged at all biases.  For 
PTCDI-C8 devices, the focus has remained on the imide carbonyl stretching modes 
(symmetric and asymmetric) because they were expected to report on the orientation of 
the planar perylene core of the molecule (see Section 2.2 and 5.4.2).  Early thoughts 
were that those modes would also be very sensitive to charge injection.  While we have 
never observed a formally anionic VSFG active mode due to charge carrier localization 
as has been reported,
465
 Section 6.3.3.5 details a simple procedure for modeling VSFG 
sensitivity to partial charges due to electron delocalization.    
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 A large difference between our work in the alkyl region of P3HT oFETs and the 
imide stretching region of PTCDI-C8 oFETs was in our experiences with fitting the 
vibrational resonances.  Whereas with P3HT, a single interface model was sufficient to 
capture all features of the data, in almost all cases the imide modes had response 
lineshapes that could not be fit with a single Lorentzian oscillator or even Voigt 
lineshape.
238
  In order to capture the response, each peak needed to be fit with two 
closely spaced oscillators, which is consistent with contributions from two chemically 
distinct interfaces of the thin film.  The earliest experiments on PTCDI-C8 (detailed in 
Section 6.2) provided evidence for the two-interface and optical interference effects that 
this young project had not yet considered.  These experiences led to the conclusion that 
the two-interface problem combined with multilayer optical interference effects were 
important features in VSFG experimental data from PTCDI-C8 oFETs.    
 The general project goal that was laid out from when I first joined the Massari 
Research Group has remained unchanged.  It has always been the goal to use VSFG to 
study the active interfaces in oFETs.  These are inherently buried interfaces within 
multilayer thin film structures.  The major contribution of this dissertation is a subset of 
that original idea that is extensible to other systems: modeling the multiple-interface and 
multilayer optical interference effects in surface-specific coherent nonlinear optical 
spectroscopies applied to thin film systems composed of an arbitrary number of layers.  
This chapter highlights some of the obstacles and key experiments leading up to the 
major contribution; from the early issues with detection efficiencies, through in situ 
VSFG studies of oFETs with applied gate bias and as a function of electrical cycling 
over time.  The final section is devoted to discussing electrical characterization of 
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PTCDI-C8 oFETs with various processing conditions where it turned out to be very 
difficult to discern any obvious differences in electrical characteristics. 
6.2 VSFG EARLY WORK 
 N-Alkane Thiol SAM on Gold: PMT vs. CCD 6.2.1
 The earliest VSFG work was aimed at simply obtaining vibrationally resonant 
sum frequency generation with large enough S/N.  The original sample was a model 
system of an alkane SAM on a gold substrate that had previously been studied with 
VSFG.
238,466–468
  In the first versions of the VSFG spectrometer, the detection system 
scanned wavelengths using a monochromator, photomultiplier tube (PMT), and gated 
integrator.  The experimental setup was greatly enhanced with the purchase of the liquid 
nitrogen cooled CCD (Spec-10, Princeton Instruments) that allowed for multiplex 
detection with much  reater sensitivity.   he  uantum efficiencies (QE’s) of P  s are 
actually quite low, the best QE’s are around 25% but most fall in the   -20% QE range.  
The CCD has >90% QE in the VSFG spectral ranges of interest.  
 As an example of the improvements in detection system, a SAM of 
1-octadecanethiol (ODSH) on gold substrate was prepared and VSFG was measured in 
the alkyl stretching region.  Figure 6-1 shows ppp VSFG data obtained with the old 
PMT and monochromator scanning method (red circles) and the newly acquired CCD 
(black circles).  The wavelength axis is not accurately calibrated and each spectrum has 
been normalized to each respective maximum data point.  The important feature here is 
that the low S/N observed in the PMT data took ~19 hrs to complete whereas the CCD, 
with much higher S/N, was set up with only a 10 min integration time.  In the CCD data 
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there are prominent vibrational resonances beating against the large nonresonant gold 
background, whereas in the PMT data the S/N is so poor there are no obvious 
vibrational resonances.  The nonresonant response takes on the Gaussian shape of the 
mIR pulse power spectrum. 
 
Figure 6-1.  VSFG spectra of ODSH SAM on gold substrate taken with the ppp polarization 
combination.  The black circles are  normalized data taken with the newly acquired CCD with a 10 
minute integration time.  The red circles are data from the same sample taken with the old PMT 
and monochromator setup, which took ~19 hrs to complete.  The wavelength axis is not accurately 
calibrated. 
 
With the CCD detector, spectra that took many hours with poor S/N could now be 
obtained in a matter of seconds to minutes with much greater sensitivity.  This 
experimental improvement was the single most important enhancement to move 
forward with the major project goal of studying organic thin film systems.   
 The struggles with the early detection system resulted in teaching the 
importance of a high degree of experimental control.  With such low S/N it taught us to 
pay very careful attention to all details such as beam characteristics (tuning, timing, 
spectral width, chirp, focus), spot sizes at the sample, and finer points in the detection 
system such as signal collection and pointing, focus at the detector, and calibration.  
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These experiences have led to our group being able to collect data at higher S/N with 
smaller beam energies when using the CCD detector. 
 Early Indication of Two Interfaces  6.2.2
 After the sensitivity of the CCD had been demonstrated, the project moved 
immediately to studying organic semiconducting thin film systems.  The earliest work 
on PTCDI-C8 began by using silicon wafers with a 200 nm thermally grown oxide layer 
(full specifications of these wafers are included in the Appendix).  The choice of 
organic was motivated by the fact that others in the department and elsewhere had been 
studying that particular molecule and that it is readily available from standard chemical 
suppliers.
50,103,407,465
  There was much already known about PTCDI-C8 thin film 
structure, as detailed in Section 2.2, and this was expected to corroborate VSFG data 
analysis.  One of the earliest experiments on PTCDI-C8 was designed to test for any in-
plane anisotropy of the sample, but as is often the case, a wholly different phenomenon 
turned out to be the major observation.   
 PTCDI-C8 oFETs where fabricated on silicon wafers with 200 nm thermal 
oxide.  Sample preparation is detailed in the Appendix for preparing bottom contact 
FET electrodes using photolithography.  Four FETs were broken from the prepared 
wafer and PTCDI-C8 was vapor deposited in the Frisbie group lab. The vapor 
deposition was performed under high vacuum (10
-6
 Torr) with the substrate FETs heated 
to 50 °C.  The deposition was maintained at a constant rate of 0.1 Å/s up to a total 
thickness of 20 nm.   
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Figure 6-2.  VSFG spectrum of the imide C=0 stretching region.  Black circles are normalized data, 
the red line is the fit, and green lines show the imaginary part of the individual Lorentzian 
contributions scaled by 10.  
 
 In-plane anisotropy was tested by mounting a sample on a stage with azimuthal 
rotation.  VSFG data taken in the imide C=O stretching region at multiple angles 
indicated no rotational anisotropy, as expected.  However, spectra indicated clear 
double peaks for each of the symmetric and asymmetric modes (assigned in Section 
2.4.3).  Figure 6-2 shows VSFG data (black circles) taken at the initial azimuthal angle 
with fit overlaid (red line).  The model used to fit the data was a simple sum of four 
Lorentzian oscillators.  
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The imaginary parts of the individual Lorentzian oscillators are also included in the 
figure scaled by 10 (green lines).  The fitting routine had the widths locked between the 
two higher frequency modes and the two lower frequency modes.  The center frequency 
differences   between higher and lower energy peaks for each mode were locked to 
be the same.  The parameter fit results are shown in Table 6-1.  
   296 
Table 6-1.  Parameter fit results for Figure 6-2. 
q 1 2 3 4 
q
A  (arb) -42.0 49.5 82.4 -73.2 
q
  (cm
-1
) 7.7 6.2 
q
  (cm
-1
) 1642.8 1642.8+   1684.7 1684.7+   
  (cm
-1
) 23.0 
 
 These results are among the earliest data taken on PTCDI-C8 oFETs and one of 
the few instances in which experimental data clearly indicated that each of the 
symmetric and asymmetric modes is bimodal.  In terms of the two-interface model, this 
can be interpreted as each vibrational mode resulting from contributions from each 
interface where the interfacial contributions have opposite polar orientation leading to 
opposite sign on .A   It is important to note that these data cannot be fit with modes with 
the same polar orientation and that this is significant because it indicates that VSFG is 
sensitive to the imide modes on one end of the PTCDI-C8 molecule, the ends that point 
away from the organic thin film at each interface.  These are the true interfacial 
functional groups.  The frequency difference can be thought of as due to the different 
chemical environments at the buried SiO2 interface versus the outer air boundary.  
However, a frequency difference of 23 cm
-1
 is rather large and highly unlikely.  It is 
unclear why this particular measurement indicated such a large splitting between 
interfacial modes.  It may be due to several causes, one of which may be due to a lack 
of consideration for optical interferences in this thin film system so that this very simple 
model must make up for deficiencies in the parameter assumptions.   
 Several months later, VSFG data were retaken on these samples, but biases had 
been applied in the interim.  In that same set of experiments, new samples prepared 
from the same 200 nm thermal oxide wafer but with PTCDI-C8 deposited to a thickness 
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of 40 nm were also measured.  VSFG data did not indicate clear bimodal behavior in 
the intensity data (ppp and ssp) for either the old 20 nm samples after applied bias or the 
new 40 nm samples.  One difference between the earlier data and the new data was in 
the source of the visible input pulse.  In the earlier work shown in Figure 6-2, the full 
output of the regen (~1.2 W) was used for the VSFG experiment with about 450 mW 
used for generating the mIR while the remaining power (~750 mW) was spectrally 
narrowed in the 4f pulse shaper to give the visible pulse used in the experiment.  In the 
later experiments, the MPA had been constructed (detailed in Section 2.3.5.1).  It is not 
clear if or why this could have had some effect on the data since the original 
observation of bimodal response was never redone without applied bias.   
 Following this early work, the project moved to using 300 nm thermal oxide 
wafers because electrical characterization of oFETs prepared on 200 nm oxide were 
plagued with gate electrode leak currents.  At the time, it was not clear the importance 
of optical interference effects on VSFG data.  Since moving to the 300 nm oxide, 
unimodal intensity data for each C=O stretch has been the norm with bimodal hints 
observed intermittently; usually as a result of applied biases.  It is interesting to consider 
these results in retrospect since data modeling with clear bimodal behavior is 
constrained for the two-interface model far better than unimodal VSFG peaks.  Also, 
considering slices at 200 nm in the simulation plots in Chapter 4 indicates unique 
sensitivity to organic thickness relative to the native oxide and 300 nm oxide wafers 
used in Chapter 5.  It may be useful for future work on VSFG data obtained from oFETs 
to return to the 200 nm oxide wafers.   
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 Search for Bulk Contributions  6.2.3
 
Figure 6-3.  All possible polarization combination experimental data.  (a) – (d) show dipole-allowed 
experiments while (e) – (h) show dipole forbidden data. The mode around 705 nm is the symmetric 
stretch, while the peak around 710 nm is a mode of the perylene ring. 
 
 The next experiments on PTCDI-C8 were aimed at looking for evidence of any 
bulk contributions to the vibrationally resonant SFG.  As a starting point, it was 
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conjectured that we could rule in bulk contribution if one of the forbidden polarization 
combinations was nonzero (all combinations not contained in Table 1-1).  Thus, one 
oFET with a 40 nm organic thin film on a 300 nm thermal oxide wafer was subject to 
all possible polarization combinations, with the mIR tuned to the imide C=O stretching 
region.  Figure 6-3 shows the results of all eight experiments.  Only dipole-allowed 
experiments (Figure 6-3(a)-(d)) showed any vibrationally resonant response while all 
dipole-forbidden experiments (Figure 6-3(e)-(h)) were VSFG silent.  Thus, we 
concluded from this that higher order bulk terms could not be ruled in, although they 
could not necessarily be ruled out since they may still contribute to the dipole-allowed 
polarization experiments. 
 Early Indication of Optical Interference 6.2.4
 The conclusion from forbidden polarization experiments suggested that further 
testing was needed in order to determine if bulk terms were important in the VSFG 
intensity level data.  An experiment was designed in which multiple thicknesses of 
PTCDI-C8 were deposited on silicon wafers with a 2 nm native oxide.  Thicknesses of 
the organic spanned a range of 20 – 200 nm.  The raw data with backgrounds subtracted 
of VSFG measured with the ssp polarization combination are shown in Figure 6-4.  It 
was thought that if bulk contributions were important, the signal intensity should grow 
quadratically with thickness.  The reasoning behind this flawed assumption is described 
in Section 1.3.2.4 and is the result of expanding the expression that describes bulk 
contributions from very large crystals around zero thickness and truncating at the first 
nonzero (quadratic) term.  The problem with that approach is that thin film interferences 
are not considered. 
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Figure 6-4.  ssp VSFG thickness study of PTCDI-C8 deposited on Si wafer with 2 nm native oxide. 
 
 At the time, we were not thinking too much of optical interference effects so that 
as data were coming out it appeared there was a clear, very dramatic, rise in signal 
intensity for the symmetric mode at 1700 cm
-1
 up to a thickness of 100 nm that seemed 
to suggest very strong bulk response, but at 150 and then 200 nm the signal intensity 
dropped suddenly. Also, the relative intensity of the symmetric and asymmetric mode 
seemed to change with thickness.  The reason for these observations was not clear at the 
time. 
 The notable intensity changes with organic thickness were eventually interpreted 
as arising from optical interference effects, and so began the work described in the 
previous chapters of this dissertation.  It became clear that the two-interface problem 
associated with organic thin films and VSFG combined with optical interference effects 
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was an area that had had some attention in the literature (detailed in Section 1.3.1.6), 
but that the issues associated with SFG and SHG applied to systems composed of more 
than a single thin film layer have been largely ignored.  This became the major focus of 
this thesis project since the goal was to characterize molecular structure at the buried 
interface of oFETs.  These are inherently two-interface and multilayer thin film 
structures. 
6.3  IN SITU VSFG OFET STUDIES 
 One of the earliest attempts at quantifying how oFET electrical performance was 
dependent on molecular structure was to look for changes in VSFG response with 
applied gate bias.  However, as PTCDI-C8 is generally considered an n-type organic 
semiconductor, the mobile charge carriers are electrons which make these devices 
susceptible to oxidation from environmental oxygen and water.  It was immediately 
clear that the experiment would need a special cell designed to eliminate environmental 
effects on device performance. 
 VSFG Vacuum Cell Details 6.3.1
 A vacuum cell suitable for placement in the VSFG spectrometer was designed 
by us and fabricated by the physics machine shop at the University of Minnesota.  A 
full schematic drawing showing all features and dimensions is presented in Figure 6-5.  
The cell includes windows for input and generated beams and three vacuum ports: one 
for actively pumping on, a second for an electrical feedthrough to make connections to 
oFETs under study, and a third for a vacuum pressure gauge.  This allowed for applied 
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biases with in situ VSFG studies under high vacuum.  Samples were loaded by purging 
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Figure 6-5.  Full schematic drawing of the VSFG vacuum cell showing views from (a) top, (b) 
bottom, (c) left (same as right), (d) inside the bottom section, and (e) inside the top section. 
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the vacuum cell with nitrogen and removing the top section (Figure 6-5(e)) for access to 
the sample holder magnetic mount situated in the bottom section (Figure 6-5(d)).  The 
vacuum cell was modified later by placing a window in the center of the top section 
(Figure 6-5(e)) to allow for the use of the quadrant photodiode (QPD) positioning 
system detailed in Section 5.2.2.  
 VSFG with Applied Gate Bias 6.3.2
6.3.2.1 Initial ppp Studies 
 In the first VSFG measurements using the vacuum cell, a 40 nm PTCDI-C8 thin 
film deposited on a 300 nm SiO2 bottom contact FET substrate (1 mm × 1 mm channel 
dimensions, see Figure 1-1) was measured with the ppp polarization combination with 
several gate biases applied for accumulation mode (accumulation of electrons in the 
channel where VSFG was being measured).  A simple circuit diagram in Figure 6-6 
shows the electrical connections during the experiment where we monitored for any 
significant gate current leakage GI  as indicated in the diagram.  VSFG was measured in 
the center of the channel and the vacuum cell pressure during measurement was 10
-5
 
Torr. 
 
Figure 6-6.  Simple circuit diagram showing electrical connections during VSFG study with applied 
gate bias.  
 carrier accumulation 
source drain 
 
gate 
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Figure 6-7.  VSFG (ppp) raw data measured on PTCDI-C8 oFET under electron accumulation. 
 
 Figure 6-7 shows the results of the experiment.  There are several features 
present in the data.  First, there is a vibrationally nonresonant background that takes on 
the profile of the mIR power spectrum and increases with increased gate bias.  The 
symmetric stretch (~1700 cm
-1
) is bimodal at all biases and the asymmetric mode 
(~1660 cm
-1
) is derivative-like.  The interference between the vibrational resonances 
with each other and the nonresonant background produces spectra that are fairly 
complex.  The ppp experiment turns out to be very sensitive to charge carrier injection 
and is the basis for our work on monitoring charge accumulation in P3HT oFETs.
25
  
 Between each scan shown in Figure 6-7 the gate bias was set to zero and VSFG 
data was collected.  Figure 6-8 shows the spectra.  It is apparent that the vibrationally 
nonresonant background persists even after removal of the accumulation voltage and 
that the effect is more pronounce for higher accumulation voltages. The lingering 
vibrationally nonresonant response in the 0 V data has been attributed to trapped 
charges that create states in what is referred to, in a general sense, as the polaron band 
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of charged organic semiconductors.
465,469,470
  Another possible contribution is from third 
order DC field response created by the trapped charges at the interface.
25,341,348
 
 
Figure 6-8.  VSFG (ppp) taken with VGate = 0 after each gate bias scan in Figure 6-7. 
 
 The results from Figure 6-8 highlight one of the complicating factors when 
performing these in situ VSFG experiments.  Often the VSFG data are not collected 
under steady-state charge carrier concentration because the kinetics of concentration 
changes are often much slower (minutes to hours or even days) than the time frame of a 
given VSFG experiment.  An important lesson learned in these early gate bias studies 
was that one must be careful when comparing data taken under the same instantaneous 
conditions because the sample bias history often plays a prominent role in the detected 
signal intensity.   
6.3.2.2 Refined ssp Studies 
 After the initial experiments in the vacuum cell it became clear the importance 
of applied bias history on VSFG data.  Another study was then conducted that was 
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designed to give finer control over the applied biases.  The goal was still to use VSFG 
to observe if gate bias stress effects possibly perturb molecular structure in the 
accumulation region.  From the earlier work we learned that data interpretation of the 
ppp experiment was fairly complicated.  Thus, we moved to taking ssp VSFG data 
because it was less sensitive to the vibrationally nonresonant polaron response and it 
samples a single element of the second order susceptibility (see Table 1-1).  We also 
opted for thinner 8 nm PTCDI-C8 films to minimize optical phase shifts through the 
organic layer.  Again, the goal was to simplify data interpretation.  
 The experiment used a variety of sample conditions.  PTCDI-C8 oFETs were 
fabricated from 300 nm thermal oxide FET substrates (photolithography detailed in the 
Appendix) with two accumulation channel surface preps (RCA cleaned bare SiO2 and 
ODTMS SAM functionalized, see Section 2.3.2) and two substrate temperatures (30 
and 100 °C) during the 8 nm thin film deposition.  At least four samples of each type 
were prepared and duplicates of this sample set were made, which were then post-
annealed at 110 °C for 1 hour in air.  The total number of samples was 4 each × 2 
surface preps × 2 deposition temperatures × 2 post processing (unannealed and 
annealed) = 32 total oFETs.   
 Every sample that went into the VSFG vacuum cell was intended to be subjected 
to the same gate voltage and VSFG data cycle so that they would all have the same bias 
history.  The experiment was set up to measure VSFG before any applied gate bias, and 
then follow the order of 0, -80, -10, 0, 10, 20, 30, 40, 50, 80, 100, 0, -80, 0 V.  The 
experiment ran automatically with a custom LabVIEW program written to computer 
control the sequence of data collection steps.  ZnO reference spectra were collected 
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before and after each sample voltage cycle experiment in order to normalize the data 
(detailed in Section 2.3.5.2 and 5.2.2).  An example full data set for a sample oFET of 
PTCDI-C8 deposited on a bare SiO2 FET substrate at 100 °C is shown in Figure 6-9. 
 
Figure 6-9.  Reference normalized ssp VSFG data for 8 nm PTCDI-C8 oFET (300 nm thermal 
oxide) deposited at 100 °C substrate temperature for every voltage in the gate bias experiment.  
 
The spectra are clearly less complex than the previous ppp data with an obvious peak 
for the symmetric mode and a dip for the asymmetric mode.  There is no discernable 
bimodal behavior for either vibrational resonance.  The vibrationally nonresonant 
background is still present but smaller than the ppp data in Figure 6-7.  It increases with 
increased accumulation voltage.   
 The experiment was tedious with each sample taking about 12 hours to 
complete.  At that time, the QPD sample positioning system (Section 5.2.2) had not 
been built yet so that each sample that was loaded into the vacuum cell had to be 
realigned for the signal to point correctly into the detection system.  Spectra were 
collected as an average of a series of five 4 minute date frames with 4 minute 
background frames (mIR beam blocked) taken in between each data frame (this detail is 
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important for the next section).  When data collection was started by LabVIEW, it was 
noted that sometimes the Keithley 617 electrometer reading the gate current leakage 
(Figure 6-6) would become set to read voltage at the beginning of data collection due to 
a glitch in the LabVIEW software.  For most samples where this happened, it was 
manually changed back to read current at various points during the experiment (as soon 
as it was realized the setting was not correct) without realizing until later that this had a 
dramatic effect on the data.  By setting the read mode to voltage, the circuit would 
effectively drop the entire gate potential over the electrometer so that until the read 
mode was manually changed back to current there was no gate bias applied to the 
device itself (see Figure 6-6).  This certainly undermined one of the primary design 
features of the experiment, leading to not all samples having the same applied bias 
history.  Nevertheless, there were some interesting observations gleaned from these 
efforts.  
6.3.2.2.1 Hole Injection in ODTMS Devices 
 While the experiment did not go as planned, there were some new and notable 
observations made that can be generalized to each sample type.  It was observed that for 
the initial depletion gate biases (-80 and -10 V) the VSFG response depended on surface 
preparation but not on substrate temperature during deposition or post-annealing.  For 
bare SiO2 devices there was essentially no difference between the first four applied gate 
biases (0, -80, -10, and 0 V) but for ODTMS devices there was a change with depletion 
(or hole injection).  Exemplary data for two samples are shown in Figure 6-10.  Both 
devices had PTCDI-C8 deposited with substrate temperature of 100 °C but the same 
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trends were observed for 30 °C devices with and without thermal annealing.  In Figure 
6-10(a) there is no discernible change in the VSFG response among the applied biases 
whereas in Figure 6-10(b) there is a dramatic increase in signal intensity, but only for 
the symmetric mode.   
  
Figure 6-10.  VSFG data from initial depletion gate biases for a (a) bare silica oFET and a (b) 
ODTMS substrate prep.  Both had PTCDI-C8 deposited at 100 °C substrate temperature. 
 
 The dramatic change in response for the symmetric mode suggests depletion 
biases were indeed affecting the organic in the ODTMS device, but it is not clear 
exactly how.  Depletion biases inject holes into the organic accumulation region which 
directly affect the HOMO.  One explanation is that the symmetric mode is strongly 
coupled to the HOMO electronic state so that it is very sensitive to changes in the 
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electronic configuration, but somehow holes do not contribute a polaron band nor any 
third order DC field response since there is no change in the spectra at vibrationally 
nonresonant frequencies.  Further, it is not clear why the higher surface energy bare 
SiO2 device was not susceptible to hole injection or why the lower surface energy 
ODTMS device allowed for it.  The experiment may have had some issues, but for the 
devices that could be confirmed to have been exposed to all intended gate biases, this 
phenomenon was always observed. 
6.3.2.2.2 Variable Kinetics of Hole Injection 
 
Figure 6-11.  Individual data frames for the initial -80 VG bias experiment for ODTMS channel 
surface preps.  (a) and (b) had 8 nm PTCDI-C8 deposited at 100 °C substrate temperature and (c) 
was deposited at 30 °C and post-annealed at 110 °C in air. 
 
 Whatever the reason ODTMS devices were susceptible to hole injection, it was 
also observed that the kinetics for that process were generally slow and exhibited 
bidirectional behavior as observed from the change in the symmetric peak on several 
samples.  Figure 6-11 shows for three different samples the individual data frames for 
the initial -80 GV  bias.  These are plotted as a function of time for each of the five 
frames that are averaged to produce the corresponding spectrum in Figure 6-10.  The 
frames at 0 minutes are the initial VSFG spectra taken at 0 GV  (all 5 frames averaged).  
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All data have not been normalized but the individual absolute scales are expected to be 
self-consistent.  The samples are ODTMS devices with 8 nm of PTCDI-C8 deposited at 
100 °C (Figure 6-11(a) and (b)) and one deposited at 30 °C and post annealed at 110 °C 
in air (Figure 6-11(c)).  All samples have been confirmed to have had biases applied 
correctly as the original experiment intended.  It is clear that the change in response 
always increases relative to the 0 GV  data and the spectra can increase (Figure 6-11(a)) 
or decrease (Figure 6-11(b)) with time, or that it can initially increase and then decrease 
(Figure 6-11(c)) over the course of collecting the five data frames.  The kinetics shown 
in the figure indicates that there is large sample to sample variability since data 
acquisition and applied bias were timed very precisely by the LabVIEW program (to 
well within 1 second).   So the various observed kinetics are real and present another 
confounding factor when attempting to analyze VSFG data with applied gate bias.   
6.3.2.2.3 Data Modeling With Accumulation Gate Bias 
 While charge carrier concentration kinetics and the different ways in which 
different carrier species affect the sample VSFG response are processes that complicate 
data interpretation, the timeframe of kinetics were different for mobile electrons versus 
immobile holes.  Generally, it was observed that application of accumulation biases 
(accumulation of electons for this n-type molecule) resulted in apparently instantaneous 
changes to the VSFG response, whereas hole injection (or removal of accumulated 
electrons from the channel) were kinetically slow and on the order of, or slower than, 
the time frame of the VSFG experiment.  With that information we returned to this data 
set some time later, after the development of the multilayer interference model 
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described in the previous chapters.  We decided to model one of the sets of data for 
accumulation voltages in order to discern the possible cause of the changed response.   
 In Figure 6-9 it is apparent that the symmetric mode becomes slightly red-
shifted with increased gate bias.  We postulated that electron injection should affect the 
vibrational frequencies of the modes at the inner interface as the bond order is lowered 
by delocalized electron accumulation in the perylene ring system.  One sample was 
chosen and the model was set up to simultaneously fit all accumulation voltages.  The 
full multilayer interference model was used to fit the data and a vibrationally 
nonresonant contribution at the Si/SiO2 interface was included to account for the 
response at vibrationally nonresonant frequencies.   
 Figure 6-12(a) shows the data and resulting fit (b) for the gate biases considered 
for an 8 nm PTCDI-C8 oFET deposited at 30 °C on a 300 nm thermal oxide FET 
substrate and post-annealed at 110 °C.  Table 6-2 shows all symmetric mode parameter 
results that were constant for all biases.  The fitting routine locked all resonant 
parameters to be the same at all gate biases and the widths to be the same for the 
symmetric and asymmetric mode (but different at interface 1 vs. 2) with the exception 
of the center frequencies of the buried interfacial modes which were allowed to float 
freely.   We focus our analysis on the higher S/N of the symmetric stretch (center 
frequency result shown in Figure 6-12(c) as well as the nonresonant response in Figure 
6-12(d). 
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Figure 6-12.  (a) VSFG data and (b) fit result for an 8 nm PTCDI-C8 oFET deposited at 30 °C on a 
300 nm thermal oxide FET and post annealed at 110 °C.  Plot (c) shows fit results for the center 
frequency of the symmetric mode and (d) are results for the vibrationally nonresonant contribution 
at the Si/SiO2 (third) interface. 
 
Table 6-2.  Fit results for the bias-independent parameters for the C=O imide symmetric stretch 
from the accumulation gate bias study. 
Interface 1 2 
symA  (arb) -43.4 33.4 
sym  (cm
-1
) 4.3 3.8 
 
 The fit functions show reasonable agreement between the model and data.  This 
result indicates that a simple frequency shift and increased vibrationally nonresonant 
contribution are all that is needed to explain the changed VSFG response with applied 
gate bias.  The fit results reveal that the inner symmetric mode center frequency red-
shifts with higher accumulation voltages as we would expect with increased electron 
density since they fill the LUMO, which is an antibonding orbital in conjugated organic 
ring systems.  While the fit results indicate the red-shift is nonlinear, the increase in the 
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nonresonant response appears linear at higher accumulation biases.  A detailed analysis 
of why this may occur is outside this scope but, it is apparent that this procedure could 
be used as a sensitive probe to charge carrier concentration and kinetics at the buried 
interface in active oFET devices.   
 The fitting routine results are certainly interesting and convincing; however, 
they are a consequence of the preconceived notion of what was affecting the VSFG 
response and the subsequent choice of how the model was set up.  Other modeling 
schemes have indicated that, instead of a frequency shift, the amplitudes (Eq. (5.30)) of 
the modes at the buried interface (and perhaps even the outer interface for these 8 nm 
thin films) may change with gate bias.  The amplitude change may be due to molecular 
rearrangement, a change in the intrinsic response of molecules with otherwise 
unchanged orientation (e.g. becoming doubly or triply resonant), or just simply a result 
of changed transfer products (local fields) due to the presence of a charged sheet at the 
buried interface.  Recall that in Section 1.3.2 the theory of SFG is established with 
 axwell’s e uations by considerin  no free char es or currents at any interface.   his is 
certainly no longer true for oFETs under accumulation.  In order to uniquely identify 
the underlying mechanisms affecting the VSFG response, more work is necessary to 
expand the model to include charged interfaces as well as cleverly designed 
experiments to test new theories. 
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 VSFG Device Lifetime Experiment 6.3.3
6.3.3.1 Experiment Details 
 As issues with data interpretation of VSFG applied to oFET devices under 
accumulation became more apparent, a new experiment was designed in order to test if 
VSFG could detect any molecular rearrangement over the lifetime of devices subjected 
to electrical cycling.  The key difference of this experiment is that VSFG was measured 
between voltage scans, i.e. with no applied biases.  The experiment was set up to collect 
ssp VSFG data between a number of D GI V  curves (transfer characteristics, Section 
1.2.2.1) within the vacuum cell.  The full sequence of data collection was  
    
2 10
VSFG VSFGD G D G n
I V I V         (5.31) 
looped n times for at least a day of data collection, all controlled automatically by 
LabVIEW.  This allowed us to track the electrical parameters of mobility and threshold 
voltage over time as well as any changes in VSFG response.  The device contacts were 
all set to ground during VSFG data collection.  The D GI V  curves were performed in 
the saturation regime with 100 VDV   and GV  scanned from -10 to at least 100 V in 
steps of 1 V in the forward direction followed immediately by the reverse direction.  
Each electrical scan took about 20 minutes.  The VSFG data acquisition was set up with 
6 minute integration frames with 6 minute background frames (mIR blocked) and 5 
frames averaged for a total acquisition time of 1 hour per VSFG spectrum.  ZnO 
reference spectra were collected just before the loop in Eq. (5.31) was started and just 
after it was stopped.   
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 The samples were devices with 1 mm × 1 mm channel dimensions (see Figure 
1-1) prepared on RCA cleaned substrates (Section 2.3.2) with PTCDI-C8 vapor 
deposited at 0.1 Å/s to a thickness of 8 nm and substrate temperatures of 30 °C and 100 
°C.  An additional step of post-annealing the FET substrate at 250 °C for 15 minutes on 
a hot plate prior to organic deposition was used to cure the metal electrodes.  Data were 
taken on two samples of each substrate temperature.  Samples were pumped down in 
the vacuum cell overnight prior to electrical connections and data acquisition.  
Experiments were performed at 10
-5
 – 10-6 Torr within the VSFG vacuum cell. 
 Several experimental improvements were also employed during these 
measurements.  The QPD sample positioning system had been constructed by now 
(Section 5.2.2) and so the vacuum cell described in Section 6.3.1 was modified with a 
front window to accommodate the normal incident HeNe in the QPD system.  This 
greatly facilitated sample replacement and realignment.  Also, it became apparent that 
the ion gauge mounted on the cell directly above the sample had an effect on the 
electrical data.  That port was capped and the gauge was moved much farther down the 
vacuum line, away from the sample to where cycling the gauge on and off had no 
apparent effect on I V  data.  It is unclear if the original placement of the ion gauge 
had any effect on VSFG data described in Sections 6.3.2.1 and 6.3.2.2. 
6.3.3.2 Qualitative Observations 
 An exemplary raw data set for a device with PTCDI-C8 deposited at 100 °C is 
shown in Figure 6-13.  The time axis is relative to when the experiment was first started 
so that the initial VSFG scan always corresponds to time 0.  It is clear that there is 
   318 
 
Figure 6-13.  Exemplary raw data set for VSFG device lifetime experiment showing how (a) ID-VG 
curves and (b) ssp VSFG data change over two days of data collection.  Data shown is for a device 
deposited at 100 °C substrate temperature.  The drain bias was 100 V. 
 
significant hysteresis between the forward and reverse electrical scans.  The electrical 
characteristics (Figure 6-13(a)) change significantly over the course of the experiment 
whereas possible changes in the VSFG data (Figure 6-13(b)) are not obvious.  Careful 
inspection reveals there may be a slight change in the symmetric stretch by the end of 
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the first day; however, these plots are not normalized by ZnO reference spectra.  The 
reference spectra were collected only prior to data collection and after the experiment 
loop in Eq. (5.31) was stopped so that we could not account for any fluctuations in laser 
stability during the experiment.  Thus, the VSFG data analysis in the next section is 
restricted to only the initial and final spectra of a given experiment, where reference 
normalization was more reliable. 
6.3.3.3 Drain Current Breakdown 
 
Figure 6-14.  Electrical data showing ID-VG curves  where there is breakdown in the drain current 
for initial scans (solid lines) and where subsequent scans (dashed) show reversed time dependent 
behavior relative to Figure 6-13.  Data shown is for PTCDI-C8 oFETs deposited at (a) 100 °C and 
(b) 30 °C. 
 
 The observed electrical data changes with time and the hysteresis between 
forward and reverse scans are typical for PTCDI-C8 oFETs with one exception.  Often it 
was found that the initial D GI V  scan would reach some gate voltage tolerance where 
the drain current would break down in the initial forward scan.  Subsequence curves 
would show a reversal of the time dependence observed in Figure 6-13(a).  This was 
observed for devices deposited at both 100 °C (Figure 6-14(a)) and 30 °C (Figure 
6-14(b)).  Comparison of the electrical data for the two different 100 °C devices in 
Figure 6-13(a) and Figure 6-14(a) shows that the gate voltage at which drain current 
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breakdown occurs is dependent on the individual devices and not on specific device 
processing conditions.   
 The cause of this phenomenon remains unclear but it highlights another 
important aspect when interpreting electrical data.  Even if the drain current breakdown 
is not obviously observed in PTCDI-C8 oFETs, often the initial D GI V  scans contain a 
much higher level of noise than subsequent scans.  This suggests that there are some 
conditioning processes that happen within the channel when accumulation of charge 
carriers first occurs. 
6.3.3.4 Electrical Data Analysis 
 
Figure 6-15.  Threshold voltages extracted for all 4 devices used in the study. 
 
 In order to quantify the electrical data, the scans for all four devices where fit to 
Eq. (1.8) with the capacitance of the SiO2 dielectric measured to be 1.2×10
-8
 2F cm .
96
  
The data range used in the fitting routine was the portion of each curve nearest to onset 
of appreciable drain current and was linear in the DI  plots (Figure 1-2(b)).  The 
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mobilities and threshold voltages were extracted over the course of the experiments for 
both the forward and reverse scan directions.   
 Figure 6-15 shows how the threshold voltages ( )TV  varied over the time each 
device spent in the vacuum cell.  The hysteresis between the forward and reverse scans 
that is apparent in the raw data plots of Figure 6-13(a) and in Figure 6-14 results in 
different threshold voltages extracted for each scan direction.  Hysteresis is smaller for 
the devices deposited at 100 °C and it appears to be asymptotically approaching no 
difference in threshold voltage in time for all devices.  The reverse scan has higher 
threshold voltage in all cases and is probably a result of bias stress effects from the 
forward scan.  From these results, the threshold voltages do not appear to be statistically 
distinct between the two device types used in this study.   
 
Figure 6-16.  Mobilities extracted for all 4 devices used in the study. 
 
 Figure 6-16 shows how the mobilities ( )  varied over the time each device 
spent in the vacuum cell.  Again, hysteresis between forward and reverse scans in the 
raw data result in different mobilities extracted for each scan direction.  For 100 °C 
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devices the hysteresis was smaller and appeared to be diverging with time.  The 30 °C 
devices started with mobilities comparable to the 100 °C devices (~0.02 cm
2
/V×s) but 
dramatically increased in the first portion of the day to a maximum mobility of around 
0.1 cm
2
/V×s.  The 100 °C devices were more constant with time and had lower peak 
mobilities.  Generally, the reverse scans show lower field-effect mobility with the 
exception of the 30 °C device #2 in Figure 6-16(d).   
 The break in data at about 2.1 days in Figure 6-15(a) and Figure 6-16(a) shows 
where a second experiment was performed after the data collected in Figure 6-13.  The 
device was not removed from the vacuum cell when a second round of data collection 
began.  In this experiment, the gate bias was scanned out further to 140 V.  Whereas 
data prior to this new experiment never indicated a breakdown in the drain current for 
this device, we observed that at around 120 V the drain current collapsed in a manner 
comparable to the initial forward scans in Figure 6-14 (raw data not shown).  Thus, in 
Figure 6-16(a) the initial forward scan in the new section of data around 2.1 days shows 
a continuation of the trend seen in the mobility data up to that point, but immediately 
the reverse scan and all subsequent scans show a drastic reduction in mobility.  The 
threshold voltage at this point in Figure 6-15(a) appears to only produce a hiccup in the 
data and then continues immediately as it left off from the previous experiment, albeit 
with a bit larger hysteresis between forward and reverse scans.   
 The mobilities from the second experiment in Figure 6-16(a) appear to drop to 
levels similar to the second 100 °C device data in Figure 6-16(b).  That device exhibited 
a tolerance voltage around 100 V in the very first electrical scan performed (Figure 
6-14(a)).  It is tempting to conclude that once any device is brought beyond its gate bias 
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tolerance that the charge carriers are somehow immediately less mobile.  However, the 
first oFET of the 30 °C device never experienced this phenomenon (data not shown) 
whereas the second did (Figure 6-14(b)).  The mobilities of these two oFETs are similar 
in Figure 6-16(c) and (d).  At this point the mechanism of the gate bias tolerance and 
drain current breakdown remains unclear.  It may be related to the particular processing 
conditions used here.  A search through the literature indicated that this phenomenon 
has not yet been reported. 
6.3.3.5 VSFG Data Modeling 
 While it is not evident the cause of the drain current breakdown or what physical 
changes occur in the conduction channel of the PTCID-C8 oFETs, it is certain that with 
or without it the electrical properties of these devices always change over time.  From 
this perspective we looked at the VSFG data to see if it was possible to tell if the 
response, and therefore possibly the molecular structure, was changing.  The data were 
fit to a two-interface model with a simple transfer product constant 2( ,
sspT  i.e. this was 
not calculated using the thin film interference model) applied to the buried (channel) 
interface and included a constant vibrationally nonresonant contribution. 
      
2
2(2) (2) (2) (2)
,1 ,1 2 ,2 ,2
ssp ssp
sym asym sym asym NRI T           (5.32) 
The terms in parenthesis are grouped according to interface (1 being the outer and 2 is 
the inner).  Each resonant contribution took the form of a Lorentzian oscillator as in Eq. 
(5.30).  For each of the four samples, we consider only a subset of all the VSFG spectra: 
the initial scan (prior to any applied bias), the first scan after the first two D GI V  
curves (see Eq. (5.31)) and the final VSFG scan.  The first two datasets were 
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normalized by the initial ZnO reference spectrum taken just before the beginning of 
each experiment and the last was normalized by the final reference spectrum taken after 
each experiment was completed. 
 In order to assess if our data and model could differentiate changes in response 
at the buried interface, we set up the fitting routine to test the null hypothesis.  To 
determine if the resonant response could be modeled as unchanged over the course of 
the experiment, the fitting routine was set up to simultaneously fit all 15 spectra.  Each 
sample contained identical resonant parameters for all time points (but unique for each 
sample).  The only parameters that were unique to each time point dataset were the 
nonresonant susceptibility amplitude  
2
NR  and the transfer product for spectra other 
than those taken at time 0.  For those, the transfer product was set equal to 1.   
 It was necessary to further constrain the simultaneous fitting routine because the 
model over-parameterizes the data (there are 15 parameters per spectrum possible with 
the model presented in Eq. (5.32)).  The phase of the vibrationally nonresonant 
contribution 
 2
( )NR   was set to be identical for all spectra.  The resonant widths ( )  
were locked to be identical for each mode at each interface for all datasets.  The center 
frequencies were also locked to be identical for each mode at both interfaces for all 
datasets so that there were only two floating parameters for the mode center frequencies
( ),  one each for the symmetric and asymmetric modes.  The buried interfacial center 
frequencies were then manually offset by -7 cm
-1
 for the symmetric mode and -5 cm
-1
 
for the asymmetric mode, but still floated with the outer mode center frequencies.  The   
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Table 6-3.  Full parameter results for VSFG data fitting. Bold values indicate parameters that were 
not floated.  Units for A are arbitrary,   and   are cm-1.  
 
device: 100 °C #1  100 °C #2  30 °C #1  30 °C #2 
 
time  
(days) 
0.00 0.07 2.07 2.12 2.20 2.81  0.00 0.08 0.96  0.00 0.07 0.92  0.00 0.08 0.86 
N
R
  2
NR  0.21 0.22 0.28 0.29 0.28 0.28  0.25 0.28 0.32  0.23 0.22 0.29  0.21 0.23 0.37 
 2
NR  4.56 
In
te
rf
ac
e 
1
 
symA  1.46  3.49  0.97  0.87 
sym
 
5.37 
sym
 
1702.28 
asymA  3.76  3.02  1.61  1.22 
asym
 
10.17 
asym
 
1658.37 
In
te
rf
ac
e 
2
 
2
sspT
 
1.0 0.98 0.96 0.87 0.91 1.12  1.00 1.03 1.20  1.00 0.92 0.87  1.00 1.18 1.00 
symA  -2.66  -2.31  -2.19  -1.90 
sym
 
6.06 
sym
 
1695.28i 
asymA  -0.32 
asym
 
3.75 
asym
1 
1653.37ii 
 
resonant amplitudes ( )A  were locked to be identical at each time point for each sample, 
with one exception.  The buried asymmetric amplitude needed to be further constrained 
to keep it well behaved during the fit because of its relatively small contribution.  It was 
set to be identical for all 15 spectra.  The full parameter fit results are presented in Table 
6-3. 
 Figure 6-17 shows the resulting fit plots with data (black circles), model fits (red 
lines), and the individual imaginary components of the outer interfacial modes (gray 
and short dashes) and buried modes scaled by transfer products (magenta and long 
dashes).  The model reproduces the data quite well so that it is immediately evident that 
any apparent differences in the data may be attributed to differences in the nonresonant 
                                                 
i
 Value locked with -7 cm-1 shift from sym  at interface 1.   
ii
 Value locked with -5 cm-1 shift from asym  at interface 1. 
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Figure 6-17.  Plot results for simultaneous fit to VSFG data for all four samples.  Shown are the 
data (black circles), resulting fits (solid red lines), and the imaginary part of the outer interfacial 
modes (gray and short dashes) and buried modes scaled by transfer products (magenta and long 
dashes).  The indicated time points match the corresponding time axes in Figure 6-15 and Figure 
6-16. 
 
response and changes in the transfer product at the buried interface.  Thus, we cannot 
disprove the null hypothesis, and so any attempt at modeling the data with a different 
fitting routine that could allow for structural differences (differences in the amplitude 
parameters) would result in non-unique fit function (this has been done and resulted in 
model and data agreement similar to Figure 6-17).  Therefore, these measurements 
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cannot discern with certainty if the changes observed in the electrical data (Figure 6-15 
and Figure 6-16) have any correlation with changes in molecular ordering or 
orientation.   
 While the measurement made here could not unambiguously discern if there 
were any changes in molecular structure over the course of the experiment, a closer 
look at the parameter results in Table 6-3 indicates that there likely is some degree of 
extraneous effects as a result of the chosen fitting routine.  Figure 6-18 shows the results 
for the parameters that were unique to each dataset.  In Figure 6-18(a) we see that  
2
NR  
increases for all samples.  This signifies that device cycling over time results in higher 
concentration of trapped charge carriers when the device is turned off.  Figure 6-18(b) 
shows how the transfer products change.  It indicates that, relative to time zero, this 
quantity minimized the fit error by going up or down. We would expect that changes in 
the local fields at the buried interface (and therefore the transfer product results) should 
change in the same direction with the introduction of trapped charges, i.e. they should 
all be larger than or smaller than 1 (relative to the scan at time zero, before any applied 
bias).  This is not the case as values vary above and below 1.  Also, if the changed 
transfer products and differences in the nonresonant response are both a result of 
trapped charges, there should be some functional correlation between them.  Figure 
6-18(c) indicates no correlation between  
2
NR  and 2 .
sspT   From this sample set we 
calculate that the probability of the Pearson coefficient of correlation
471
 to be 0 is 87% 
(i.e. there is an 87% probability that  
2
NR  and 2
sspT  are completely uncorrelated).   
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Figure 6-18.  Parameter fit results for all devices for (a) 
 2
NR  and (b) 2
sspT .  The plot in (c) shows 
how these results are uncorrelated. 
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 The behavior of  
2
NR  is significantly affected by the fitting routine attempting 
to capture the response outside of the vibrational resonances, whereas 
2
sspT  is 
correlated with the resonant amplitudes through the product in Eq. (5.32).  This leads to 
physically meaningful results in the first case, but less so in the latter.  Since the buried 
asymmetric mode contribution was small, it is likely that the fit parameters are at least 
partially a result of the routine simply optimizing 
2
sspT  to make up for the assumption 
that for each sample symA  is constant over time at the buried interface.  If the fit were to 
be rerun with the roles of symA  at the buried interface and 2
sspT  reversed, the resulting 
plot for the amplitude results would look similar to Figure 6-18(b) but with the opposite 
trends (i.e. where 
2
sspT  goes up relative to time zero symA  would go down and vice 
versa).  In this case it is still tricky to find a physical explanation for the resulting 
variations.  This emphasizes some of the difficulties of applying a two-interface model 
to VSFG data even with constraints on parameters imposed by simultaneous fits.  Most 
often the fit routine parameters are still underdetermined by the data. 
 The discussion on fitting data is important for future efforts for applying a two-
interface model to VSFG data.  Experiments need to be designed to help eliminate 
ambiguities.  This was one part of the reason for designing gradient samples in Chapter 
5, to provide better constraints on fitting routines with more experimental data as well 
as a better model for transfer products. 
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6.4 DEVICE LIFETIME ELECTRICAL 
CHARACTERISTICS 
 The final efforts to be presented on PTCDI-C8 oFETs came as a result of the 
observed large variations in electrical characteristics making it difficult to discern clear 
differences for various device processing conditions.  Discerning these differences is a 
key  oal in our search for a correlation in the molecular structure ↔ device function 
relation.  While we had some success with devices presented in Section 2.4.8, the 
majority of the experiences with these oFETs have indicated that there are usually no 
clear statistical differences in extracted mobilities and threshold voltages for the various 
fabrication procedures and that this is confounded by the sample bias history 
dependence of device electrical performance.  This is an indication of both the inherent 
properties of organic semiconducting materials (indeed, it is one reason they are so 
challenging yet interesting) as well as a sign that perhaps the fabrication processes 
could be improved. 
  The oFET fabrication processes varied several conditions and held others 
constant for all devices considered here.  Variations included channel surface prep 
(RCA cleaned bare SiO2 and ODTMS SAM functionalized), the substrate temperature 
when the PTCDI-C8 was deposited (30 °C and 100 °C), and organic film thicknesses (8 
nm and 20 nm).  Elements that were constant included bottom gate/bottom contact FET 
substrates with 2 mm × 1 mm channel dimensions.  The electrodes were deposited by 
photolithography (see Appendix) on wafers with 300 nm thermally grown oxide.  The 
PTCDI-C8 deposition rate was always adjusted to 0.1 Å/s.  In all cases, with one 
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exception, devices were deposited in the OVD chamber (detailed in Section 2.3.4), 
transferred out and into air before being reintroduced into vacuum for electrical 
characterization.  I V  curves were always performed at 1×10
-4
 Torr or lower.  In most 
cases, devices were subjected to electrical characterization only during their first time 
under vacuum, once they were removed and exposed to air they were almost never 
tested further. 
 Saturation Regime 6.4.1
6.4.1.1 Sorted by PTCDI-C8 Thickness and Deposition Substrate Temperature 
 In total there were 50 PTCDI-C8 oFETs fabricated and electrically 
characterized.  These were typically subjected to multiple D GI V  electrical scans 
(transfer characteristics, Section 1.2.2.1) over the time frame of at least a day (and in 
some cases up to 2 months).  In most cases, the electrical data were collected in the 
saturation regime with 10 VDV   and GV  scanned from at most -10 V to at least 85 V 
(but more commonly 100 V) in increments of 1 V and in both the forward and reverse 
directions.  Saturation mobilities ( )sat  and threshold voltages ( )TV  were then extracted 
by fitting the linear portion of the DI  curve to Eq. (1.8) nearest to the onset of 
appreciable drain current.  The capacitance of the dielectric was previously measured to 
be 1.2×10
-8
 2F cm .
96
 
 Figure 6-19 shows the cumulative results for extracted electrical parameters for 
all samples subjected to the time dependent experiment.  Individual samples are joined 
by lines and plotted as a function of time elapsed since the organic deposition step of 
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the oFET fabrication process.  Sample types are colored according to organic thickness 
and substrate temperature during organic deposition.  Inset are box-and-whisker charts 
indicating median values, upper 75% and lower 25% quartile, and maximum and 
minimum values.   
 
Figure 6-19.  Cumulative results for (a) mobilities and (b) threshold voltages extracted from 
saturation regime transfer characteristics for all devices prepared and tested.  The data are colored 
according to the thickness of the PTCDI-C8 film and substrate temperature during organic 
deposition. Each set of markers joined by lines indicates results for a single sample as a function of 
time since the organic was deposited.  Inset are box-and-whisker charts indicating median values, 
upper 75% and lower 25% quartile, and maximum and minimum values.  
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 We generally observe that there is time dependence for all samples and that 
there is strong evidence that previous measurements affect current measurements.  
Again, sample bias history plays a role in the instantaneous experimental conditions and 
sample response as discussed in Section 6.3.  Cases where devices exhibit high 
mobilities in the first data point relative to all subsequent measurements experienced the 
drain current breakdown discussed in Section 6.3.3.3.  Overall mobilities span more 
than 2 orders of magnitudes in Figure 6-19(a) and threshold voltages range from near 0 
V to over 50 V.   
 There is at least an order of magnitude spread in extracted mobilities for each 
sample type categorized in Figure 6-19(a) and a 30 - 40 V spread in extracted threshold 
voltages in Figure 6-19(b).  Under the assumption of normally distributed sample 
populations, there is no statistical difference between any electrical characteristics for 
different device preparations.  However, looking at the raw data results, there are some 
trends that should be mentioned.  First, it appears in Figure 6-19(a) that all device types 
may reach peak mobility around 0.1 -0.2  2cm V*s .  This maximum is a plateau across 
all time, some devices reach it sooner and remain there whereas others approach it over 
time, and some more rapidly than others.  At very long times, relative to the initial 
organic deposition, they are all approaching that maximum with fewer devices found 
with very low mobilities.  Altogether, this suggests the possibility of kinetically very 
slow changes in the accumulation layer that may be accelerated by electrically cycling 
the device.  What those changes may be are not clear from this look at the data, we will 
comment further on this in the next section. 
   334 
 The mobility statistics in the inset box-and-whisker chart of Figure 6-19(a) 
indicate that there is possibly a difference in the population widths for the thinner 
devices vs. the thicker ones.  The thinner devices tend to have similar maxima to the 
thicker devices but lower minima.  This may indicate that the 8 nm organic films are 
approaching a regime in which field-effect mobility is affected by the absence of excess 
organic material.  This is plausible since 8 nm corresponds to ~4 full monolayers of 
terraced PTCDI-C8 in a film that is actually composed of maybe 1 or 2 full buried 
monolayers with >2 partial layers at the outermost interface. 
 Finally, in the inset of Figure 6-19(b), threshold voltage statistics indicate that 
there is perhaps a difference in the means between devices deposited at 100 °C versus 
those deposited at 30 °C.  However, as will be shown next this may be due to data 
skewing because ODTMS devices were only deposited at the cooler substrate 
temperature.  More discussion on the threshold voltage is included in the next section. 
6.4.1.2 Sorted by Substrate Surface Prep: ODTMS vs. Bare SiO2 
 Another view of the same data shown in Figure 6-19 is presented in Figure 6-20 
where instead the data have been colored according to the FET substrate surface prep 
(ODTMS vs Bare SiO2) and PTCDI-C8 thickness.  An important feature is that all 
ODTMS devices tested had PTCDI-C8 deposited only at 30 °C, none were ever 
prepared at the higher substrate temperature.   
 The mobility data in Figure 6-20(a) reveal that there appears to be less time 
dependence for the ODTMS devices as compared to the thinner bare devices.  The 
thicker (20 nm) bare devices were sampled over only half the time window and so we 
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cannot conclude anything about time dependence beyond about 33 days.  The slow 
kinetics of change in the accumulation layer mentioned in Section 6.4.1.1 may be 
related to our conclusions in Section 2.4.8.  There, we found that VSFG data for 
preannealed as compared to postannealed devices were consistent with previous 
 
 
Figure 6-20.  Cumulative results for (a) mobilities and (b) threshold voltages extracted from 
saturation regime transfer characteristics for all devices prepared and tested.  The data are colored 
according to the substrate surface prep (ODTMS vs. bare SiO2) and thickness of the PTCDI-C8 
film. Each set of markers joined by lines indicates results for a single sample as a function of time 
since the organic was deposited.  Inset are box-and-whisker charts indicating median values, upper 
75% and lower 25% quartile, and maximum and minimum values. 
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findings for PTCDI-C8 thin film growth.  The initial PTCDI-C8 layer that forms on 
ODTMS devices is thermodynamically more stable relative to bare SiO2.  We found 
that the first monolayer on SiO2 was subject to molecular reorganization to a more 
reclined phase upon thermally annealing the films but which also lead to increased 
mobility.  Thus, the larger observed time dependence in Figure 6-20(a) for the bare 
devices may be a result of kinetically very slow changes in the accumulation layer that 
were otherwise sped up by thermal annealing in the work presented in Chapter 2.  These 
observations have some implications for optimum device performance and functional 
lifetimes. 
 The results in Figure 6-20(b) indicate that ODTMS devices typically have 
higher threshold voltages than bare SiO2 and that both have values that span more than 
20 V.  One of the factors that contribute to a higher barrier to charge injection 
mentioned in Section 1.2.2.2 is a barrier at the interface of the source and/or drain 
electrodes with the organic semiconductor.  These are almost certainly higher for 
ODTMS devices since the insulating SAM was deposited after the electrodes but before 
PTCDI-C8 deposition.  The higher threshold voltage for ODTMS devices skew the box-
and-whisker chart in Figure 6-19(b) for 30 °C devices to apparently higher median 
values and larger distribution widths since a large portion of that population is from the 
ODTMS surface preps.  The largest variation in TV   is for the 8 nm thicknesses on bare 
SiO2 substrate, indicating again that that thickness is probably approaching a limit 
where a lack of excess PTCDI-C8 affects device performance.  This is seen in the 
   337 
distribution widths of the mobility data for both substrate preps as well, although to a 
lesser extent for 8 nm on ODTMS.   
 The smaller variation in TV  for the thinner ODTMS devices versus the thinner 
bare devices is likely attributable to the thermodynamic stability of the films on the 
SAM, whereas the larger mean threshold voltage for the functionalized substrate is a 
result of our processing conditions.  At the time these devices were being fabricated it 
was thought that the chemistry of SAM formation should select for only the SiO2 
channel and not the gold electrodes.  These results indicate that this is not the case and 
that ODTMS may contribute to barriers at the source and drain.  This highlights that 
every detail of oFET fabrication is important and that future efforts should aim for 
separating substrate preparation from the electrode and organic film depositions. 
 Linear vs. Saturation Regime 6.4.2
 In many of the electrical characterization experiments, the test station software 
was set to alternate between linear and saturation regime transfer characteristics.  The 
experiments were set up to take a single linear scan followed by a single saturation 
curve and cycled over at least a day.  In most cases, there was a 10 minute waiting 
period between scans with the device set to ground to allow for any bias stress effects to 
relax.  Again, the gate voltage was scanned from at most -10 V to at least 85 V in 1 V 
increments and DV  was set to 10 V for the linear regime and 100 V for saturation scans.  
The saturation scans were fit to Eq. (1.8) as described in the last section and the linear 
scans were fit to Eq. (1.6) in the linear portion of the D GI V  curve.  The goal was to 
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better characterize differences in extracted electrical parameters due to nonidealities as 
discussed in Section 1.2.2.1. 
 
Figure 6-21.  Cumulative results for (a) mobilities and (b) threshold voltages for devices that 
underwent cyclic linear and saturation regime 
D GI V  characterization.  Inset are box-and-whisker 
charts showing the imbalance in the results for each pair of curves.   
 
 In Figure 6-21 the results from data modeling are shown.  The linear regime 
results present the same trends as those found in the saturation data, with all results for 
mobility approaching a ceiling value of ~0.1 – 0.2  2cm V*s .   The same is true for the 
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threshold voltages of Figure 6-21(b) where the spread in values is essentially constant in 
time.  Inset in each figure is a plot of the difference of sequential results over their sum.  
That is, for each linear – saturation D GI V  data cycle, the resulting pair of mobilities 
and threshold voltages were used to calculate a measure of the imbalance for each 
parameter extracted from each regime.  Here 0 indicates perfect balance (a line is drawn 
through each inset at 0) where there is no difference between mobilities or threshold 
voltages calculated in either regime.  Values close to 1 indicate the saturation regime 
characteristics were much larger than the extracted linear regime parameters, and vice 
versa for values close to -1. 
 Median values indicate that, for both mobility and threshold voltage, saturation 
regime results tend to be higher than the linear regime.  A result of 0.15 for mobility 
indicates that on average sat lin1.35   and a value of 0.03 for threshold voltage 
corresponds to ,sat ,lin1.06 .T TV V   The box in the insets contain all values in the 25% to 
75% quartile and the whiskers indicate maximum and minimum values.  Clearly the 
ranges of unbalance for both parameters include much larger values for either regime 
but the distributions of results are fairly narrow, being a bit larger for mobilities.   
 The ranges shown in the unbalance are possibly an indication of extraneous 
effects for those data points approaching ± 1.  Data taken in the linear regime were 
subject to lower overall peak currents, and in some cases this affected the S/N.  Also, 
the dependence of drain voltage on current is quadratic in the ideal derivation of Eq. 
(1.6).  In real devices there may need to be corrections to this to account for 
nonlinearities in contact barriers and channel resistance, especially for the two different 
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substrate surface preps used.  The differences observed in extracted mobilities 
combined with the low currents obtained in many of the linear regime scans were the 
motivation for performing D GI V  curves in the saturation regime throughout most of 
my graduate work .   
 Four Point Probe Measurements 6.4.3
 The extracted mobilities and threshold voltages depend on the voltage difference 
across the channel from source to drain electrode.  The assumption that DV  is dropped 
completely within the channel is equivalent to assuming that the total resistance from 
source to drain is dominated by the channel resistance.  However, it is well known that 
in some cases barriers at the contact point between source electrode and/or drain 
electrode and the organic can produce non-negligible contact resistances.
52,99,100
  In such 
cases, the potential experienced by charge carriers within the channel is less than that 
applied between the source and drain electrode.   
 One way to extract contact resistance corrected electrical characteristics is by 
using a four point probe (4PP) geometry FET substrate.  In a 4PP-FET, the electrodes 
are identical to those shown in Figure 1-1(b) but two additional potential sensing 
contacts are included in the photolithographic mask used to fabricate the source and 
drain elecrodes.  The organic semiconductor is then deposited over the probes so that 
they are in contact with the accumulation layer at the organic-dielectric interface. A 
schematic view of a 4PP-oFET device is shown in Figure 6-22. 
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Figure 6-22.  Top view of a bottom gate/bottom contact four point probe oFET geometry.  The 
sensing contacts used in this work extended 50 µm into the channel and were 50 µm wide and 
situated with edges nearest each other at 1/3L and 2/3L so that D = 1/3L  The channel dimensions 
were 2 mm W and 1 mm L. 
 
 The 4PP measurement then follows as in the usual linear regime D GI V  
experiment but with an additional voltmeter detecting the bias across the 4PP sensing 
contacts 4( )PPV  with each voltage step.  Ideally, the sensed voltage can then be scaled 
by the ratio of L/D to arrive at the true potential dropped across the channel, effectively 
removing contact resistance effects.  These values can then be used in Eq. (1.6) for each 
gate voltage to extract contact resistance corrected mobilities and threshold voltages in 
the appropriate region of the D GI V  curve.   
 Figure 6-23 shows an example of data collection and treatment for each transfer 
scan performed using 4PP-oFETs.  The usual hysteresis is present between the forward 
(black) and reverse (red) drain current data (empty circles).  The 4PPV  data behave as 
expected through much of the curve where the device is passing appreciable current 
between source and drain but falls below zero at subthreshold gate bias.  In this region, 
the conduction channel is not well connected so that describing the 4PP sensed bias here  
Top View 
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Figure 6-23.  Example 
D GI V  curve and fits for the 4PP experiment with 10 V.DV    Gate voltage 
is scanned in the forward (black) and reverse (red) directions with drain current (empty circles) 
and 4PPV  (empty squares) sensed at each step.  The data are then fit using the 4PP sensed bias 
(small joined circles) in the regions of the data indicated by filled circles and squares.  They are also 
fit with the standard model (solid lines) where the applied drain bias is assumed to be dropped fully 
across the channel (contact resistance is negligible).  All curves are scaled on the right except 4 .PPV   
 
is unnecessary since Eq. (1.6) is not valid (the upward curve in the 4PP fit plots in this 
region are a direct result of this and have no bearing on results).  For each dataset, the 
linear portion of the curve (solid data markers) was fit to a modified version of 
Eq. (1.6).  The voltage drop across the channel is assumed linear in the linear regime 
transfer scans so that at each gate voltage DV  is replaced by 43 PPV  since the sensing 
probes sampled 1/3 of the channel length. 
   
 
2
4
4
3
3
2
PP
D ox G T PP
VW
I C V V V
L

 
   
  
  (5.33) 
The data were then fit substituting the gate voltage dependent values of 4PPV  to extract 
mobility and threshold voltages for both forward and reverse scans.  The data were also 
fit using the standard model (uncorrected for contact resistance) where the applied drain 
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bias was 10 VDV   for all scans and samples.  For this example we find that 
uncorrected/corrected mobilities and threshold voltages in the forward scan were 
0.0493 0.0536 0.92  and 17.7 18.2 0.97,  respectively, and in the reverse scan they 
were 0.0390 0.0425 0.92  and 22.6 22.2 1.02.    
 In most cases the 4PP correction was marginal as compared to the spread in 
extracted parameter values shown in Figure 6-21 so that it is evident that these devices 
are dominated by channel resistance.  It is clear from the plot of 4PPV  in Figure 6-23 
that the sensed voltage reaches a value very near to 3 1/3 V, exactly the value we would 
expect for a 10 V drain bias with this 4PP-FET geometry for an ideal device with no 
contact resistance.  Actually, this result is likely due to the non-standard channel 
dimensions used in this work.  By most standards, a 1 mm channel length corresponds 
to an enormous dimension as compared to typical devices which are usually in the   ’s 
to    ’s of microns.  In typical devices, the channel resistance is so small that it can 
become comparable to contact resistance.  This is typically where efforts are critical for 
extracting contact-corrected electrical characteristics. 
 A final note on the 4PP devices should be mentioned.  For many of these 
devices the corrected mobilities were often lower than the uncorrected mobilities.  It 
was clear that the bottom contact geometry can lead to intermittent contact between the 
sensing electrodes and the conduction channel so that the 4PPV  data were sometimes 
very erratic.  It was especially evident in the ODTMS devices, where again, the 
ODTMS SAM was applied after the electrodes were patterned but before PTCDI-C8 
deposition.  Lower corrected mobilities correspond to sensed voltages that, when 
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multiplied by 3, are larger than the applied drain bias.  This observation is likely due to 
intermittent contact and possibly localized capacitive regions contaminating the sensed 
voltage reading, leading to unphysical results.  Overall, when data collection was well 
behaved, the 4PP correction was not found to be a relevant procedure for significant 
improvements for this project.  
 Hysteresis 6.4.4
 The last feature to be discussed that is common to all electrical data is the 
observed drift in electrical parameters over different time scales.  The changes observed 
are generally categorized as either irreversible and continuously changing over the 
device lifetime (bias stress instability), or short term and reversible effects that lead to 
periodic structure in the time plots or looping in the bias scans for the forward and 
reverse directions (hysteresis).  Both are considered undesirable memory effects and 
there is not a sharp distinction between them.  These nonidealities are evident in the 
previous figures in this chapter (e.g. Figure 6-15 or Figure 6-19).   While this 
phenomenon is typical and can be characterized, the origins of memory effects have not 
been studied extensively.
52
  They are generally tied to such factors as device processing 
conditions, properties of the dielectric, the charge carrier type, and environmental 
exposure (e.g. oxygen and water).
472–474
   
 Considering hysteresis in the forward and reverse scans (as can be observed in 
Figure 6-13(a) or Figure 6-14), it is evident that mobilities and threshold voltages shift 
for the reverse scans relative to each corresponding forward scan.  Figure 6-24 shows 
the difference between parameters calculated from forward and reverse scans as a 
function of the forward scan characteristics. Unique markers indicate individual  
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Figure 6-24.  Hysteresis between forward and reverse scans for (a) mobility and (b) threshold 
voltage parameters plotted as a function of forward scan results for all scans performed in the 
saturation regime.  Markers indicate individual samples. 
 
samples.  In Figure 6-24(a) it is evident that the mobility difference ( )for rev    is 
maximally about an order of magnitude smaller than forward scan mobilities ( ).for   
Individual sample results indicate that hysteresis may track with changes in forward 
scan changes (e.g. empty triangles below 0.01),for   or may change when forward 
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scan mobilities remains essential constant (e.g. empty circles around 0.015).for   
Threshold voltage differences indicate that there is an inclination for all differences to 
approach ~5 V and that the large differences for any given sample become smaller with 
larger extracted threshold voltages from the forward scans. In time, however, the 
threshold voltages calculated from forward scans generally increased (see Figure 
6-19(b)) so that hysteresis is also generally increased in time.  When taken together, 
bias stress effects tend to shift threshold voltages higher and create larger hysteresis.  
Mobilities also tended to increase with time and appear to approach the roof value 
around 0.1 – 0.2  2 * ,cm V s  but the hysteresis did not always track in the same way. 
6.5 CONCLUSION 
 The early work with applying VSFG to organic semiconducting thin film 
systems resulted in the construction of a highly sensitive spectrometer capable of 
integrating hardware and software to obtain very rich datasets.  The application of 
VSFG to oFETs with applied biases or as a function of time and electrical cycling were 
two areas where large efforts were spent attempting to make correlations in the 
molecular structure ↔ device function relationship.  However, as the project proceeded 
it became clear that electrical parameter statistics for each device fabrication procedure 
produced trends depending on device types, but extracted electrical parameters were 
distributed over large ranges so that population statistics were not unique and had 
complex time dependences.  Extraction of electrical parameters for each device type 
that can be compared is convoluted by such processes as memory effects and possible 
organic film relaxation.  These effects occur over many different time scales and most 
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often have different rates that can depend on individual devices or device types.  My 
experiences with oFETs are consistent with the problems outlined in Section 1.2, they 
are complicate yet interesting. 
 VSFG data taken on oFETs with applied biases has indicated that the interfacial 
sensitivity of VSFG is a powerful probe to processes occurring at the active interface.  
Charge accumulation can be monitored, changes in vibrational resonances can be 
observed, and distinctions between hole and electron accumulation is clear.  The two-
interface model can be used to fit VSFG data, providing a method to begin to separate 
contributions to the detected signal.  However, in this chapter the parameters were 
underdetermined by the data so that they could not be uniquely fit by a two-interface 
model.  This remains a significant difficulty for VSFG data analysis.  
 Future efforts should focus on obtaining unique device electrical statistics and 
improved VSFG experiments designed to better determine fit parameters.  While utmost 
care was observed for all fabrication steps on the devices produced in this work, the 
processes themselves could certainly be improved.  For instance, top contact device 
design using shadow mask deposition could provide a wafer substrate free of any metals 
when subjected to the RCA cleaning and ODMTS SAM processes.  Metal impurities 
within the oFET channel are known to degrade device performance.
409
  Functionalizing 
the substrate with the SAM before the electrodes would certainly be beneficial for better 
electrode-organic electrical contact.  Strategically designed VSFG experiments are 
needed to further constrain fit procedures in order to extract unique VSFG parameters.  
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Contributing to this aspect of VSFG applied to organic semiconducting thin film 
systems became the primary focus of this thesis work.
i
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Project Conclusion 
 The chronology of my graduate work is laid out starting with Chapter 6 where I 
made the choice early on to focus on the latter of two possible directions: improve 
oFET device fabrication procedures or separate contributions to VSFG data collected 
from these multilayer thin film systems.  Chapters 2 – 5 then detail efforts to that end.  
Of central importance to the project direction was identifying that VSFG can serve as an 
ideal experiment for studying buried interfaces in organic thin film systems because it 
has high interfacial sensitivity and can be applied to a wide variety of systems.  In 
principle, it can be used to deduce molecular structure at any interface accessible by 
light.  An important factor that led to the specific direction of producing the model in 
Chapter 3 was identifying that the two-interface problem has been largely avoided in 
the literature, particularly for systems composed of more than a single thin film layer, as 
outlined in Section 1.3.1.6.  It was for that reason that I produced the extensive 
simulation study of VSFG from the air/PTCDI-C8/SiO2/Si stack in Chapter 4 using the 
multilayer model. The title of my dissertation is Solving the two-interface problem in 
vibrational sum frequency generation spectroscopy applied to multilayer thin film 
systems, and to that end the efforts put forth in my graduate work have provided a 
solution in the form of an optical interference model for both interfacial and some 
possible bulk terms.  The VSFG measurements on PTCDI-C8 thickness gradients in 
Chapter 5 provide compelling experimental evidence for the model.   
 My theoretical and experimental results indicate that I have found a solution to 
the two-interface problem and that I have had success with separating interfacial 
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contributions to experimental VSFG data; however, it is important to point out that the 
experimental measurements made throughout this work have not provided enough 
constraints for unambiguous quantitative separation of those contributions.  An 
overarching theme from VSFG data analysis throughout this project has been a problem 
of parameter correlations in the fitting routines: the parameters are virtually always 
underdetermined by the data.  While the model provides the mathematical theory 
necessary to describe optical interference effects, there is still work to be done for 
quantitative VSFG measurements.  Some suggestions for immediate improvement on 
the measurements made in this project are provided in Section 5.7.3. 
 In the long term, I see generalized coherent nonlinear wave-mixing 
measurements on thin film systems progressing in the direction of more of an 
ellipsometric approach in order to extract highly accurate data and additional 
information (e.g. phase) for all input and generated light beams.
287,288
  With the 
extension of the model to describe optical interferences for higher order bulk terms 
provided in Chapter 5, it is straightforward to arrive at the analogous bulk transfer 
products for dipole-allowed interactions such as those encountered in third order 
experiments applied to isotropic thin film systems (or generally, odd-ordered 
experiments).  In order to quantitatively sort out the multitude of confounding factors, 
wave-mixing measured in conjunction with the polarization state of the input beams 
could be used to simultaneous fit linear ellipsometric data for the input beams and 
compute transfer products for the nonlinear beams.  An instrument capable of such 
measurements could be used to more reliably resolve issues such as optical anisotropy, 
graded films, and most notably, nonlinear effects on refractive indices so that modeling 
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could account for possible effects from fluctuations in the input laser beam intensities.  
To this end, I see my approach to modeling optical interferences as a useful tool for data 
analysis for nonlinear spectroscopy applied to thin film systems.  I consider the broad 
implications of this project as providing a step towards interface-specific nonlinear 
spectroscopy becoming a viable and robust tool added to the list of standard techniques 
for studying interfaces in thin film systems.  
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Appendix: Fabrication Procedure for 
Field-Effect Transistor Substrates 
 
 All procedures herein use materials and instruments available in the clean room 
facilities at the Minnesota Nano Center (MNC, formerly the Nanofabrication Center) in 
Keller Hall at the University of Minnesota in Minneapolis, MN.  Aside from a few 
small changes, this procedure has remained the primary guide to preparing the 
electrodes for the oFETs used in this work.  
 The original silicon wafer specifications for 200 nm thermal oxide are: 
 Purchased from Silicon Valley Microelectronics 06-12-2007 
o 100mm Si wafer 
o P-Type (boron doped) 
o Orientation <100> 
o Resistivity 1-100 ohm-cm 
o Thickness 525 ± 25 μm 
o Front Surface: Polished with 200 nm thermal oxide ±5% 
o Back Surface: Etched 
A.1 PREPARE GATE ELECTRODE 
1. Dehydrate polished surface: bake wafers on hotplates 115-120oC ~1 min 
2. Protect polished side from etch and metal evaporation: 
 Spin coat Shipley 1818 photoresist on polished side 
o Spin speed: 3500 rpm 
o Ramp rate: 3500 rpm/s 
o Spin for 30 s = ~1.8 μm film 
 
Figure A–1.  Photoresist thickness vs. spin speed for various photoresist solutions.  
http://www.nfc.umn.edu/photolithography/datasheet_s1800.pdf 
 
3. Bake on hotplate 115 oC 1 min 
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4. Etch 200 nm SiO2 for gate contact electrode (back side of wafer) 
 ***Be sure you have access to metal evaporator immediately after etch 
to minimize native oxide growth*** 
 Buffered oxide etch (BOE) 1:10 solution (bay 1) 5 min. (etch rate ~51.3 
nm/min) 
 3 cycles in DI water dump rinse. (in wet bench) 
5. Metal evaporation done on Temescal E-Beam evaporator 
 50 nm Al (adhesion layer and charge transfer promoter) and 200 nm Au 
 Deposition rates:  Al – 4 Å/s 
 Au – 3 Å/s 
6. Rinse Shipley 1818 off in solvent baths: AcetoneMethanolIPA ~1–2 min 
each 
A.2 PHOTOLITHOGRAPHY OF FET SOURCE AND 
DRAIN ELECTRODES 
 
Figure A–2.  Schematic cross section of substrate, lift off resist (LOR), and photoresist layers. 
 
 
Prepare spin coat layers: 
1. Clean wafers in 1165 solution ~45 min. 
2. Rinse in solvent baths: AcetoneMethanolIPA ~1-2 min each 
3. Dehydrate surface: Hotplate 170 oC 5 min 
4. Prepare metal lift-off resist (LOR) coating 
 Spin on LOR 3A lift-off resist 
 Custom spin program:  
Spin speed 500 rpm ramp rate 500 rpm/s for 2 s followed by spin 
speed 2900 rpm with ramp rate of 2900 rpm/s for 40 s 
**IMPORTANT: Apply  LOR 3A FAST and hit start on spinner within a couple 
seconds.  LOR 3A dries quickly, must be spun immediately to get uniform 
coverage on the wafer. 
SiO2 
Shipley 1813 photoresist 
~1.4 μm 
LOR 3A Lift-off resist ~350nm 
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Figure A–3.  Spin speed vs. thickness for various lift-off resists (LOR) available at the NFC. 
http://www.nfc.umn.edu/photolithography/datasheet_lor.pdf 
 
5. Soft bake wafers 170 oC 3 min each 
6. Prepare Shipley 1813 photoresist coating 
 Spin speed 3000 rpm, ramp rate 3000 rpm/s, spin time 30 s  ~1.4 μm film.  
See Figure A–3 for thickness vs. spin speed plot. 
 Again, apply photoresist FAST and hit start on the spinner for uniform 
film coverage 
7. Soft bake on hot plate 105 oC 2 min 
 
 
Align mask and expose wafers: 
1.  li n wafers to mask “SFGOFE 2” in maba  photolitho raphy machine.   
 Expose 8 s 
2. Develop wafers in CD-26 solution 45 s 
3. 4 cycles in DI water dump rinse 
4. Rinse and dry in spin-rinse and dry machine 
 60 s rinse 
 260 s dry1 
 260 s dry2 
5. Check features of photoresist under microscope, ensure features are well defined 
6. Note: there is usually an undercut step done; however, the features of this 
particular mask are large and so undercut is not done here.  
7. Hard bake 125 oC 5 min 
 
 
Deposit Source and Drain Electrodes: 
1. Source and drain electrodes deposited using Temescal E-Beam evaporator 
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 100 nm Al deposited @ 3 Å/s (adhesion layer and facilitates charge 
transfer).  This was the original adhesion layer, in recent procedures a much 
thinner layer is used, usually ~2 nm chromium, titanium, or aluminum. 
 200 – 300 nm Au deposited @ 3 Å/s 
2. Lift off metals: 
 Sonicate or soak in 1165 solution multiple baths.  ~20 min if sonicating, 
overnight if soaking.  Use fresh 1165 for final rinse. 
o Sonicating leads to many small metal particles forming and are 
difficult to remove from wafer surface so that overnight soak should 
be preferred. 
 Rinse in DI water spray hose and/or 3 cycles DI dump rinse 
 Verify metal particles do not remain on the FET surface using 
microscopes, rinse in fresh 1165 if particles are visible 
3. Final rinses in solvent baths AcetoneMethanolIPA ~1–2 min each 
4. Blow dry with house N2  
 
 
 
