Let X be a prehomogeneous vector space under a connected reductive group G over R.
Introduction
It is becoming clear that many of the zeta integrals arising from the theory of automorphic representations, in both its local and global aspects, can be understood in terms of embeddings of homogeneous spaces. The global setting is discussed by Sakellaridis in [32] . Braverman and Kazhdan [9] also tried to extend the Godement-Jacquet theory to more general L-functions via reductive monoids, which is also pursued by L. Lafforgue [26] . Another attempt at a general local framework can be found in [28] . In all these approaches, one considers a connected reductive group G over a suitable field F , a spherical homogeneous G-space X + , meaning that it has an open Borel orbit, together with an equivariant embedding X + ֒→ X such that X is an affine normal G-variety in which X + is open dense. For the Godement-Jacquet theory, the embedding in question is just D × ֒→ D which is D × × D × -equivariant, where D stands for a central simple F -algebra.
Assume F is local of characteristic zero. All these zeta integrals involve a space of test functions on X(F ), called the Schwartz space. For the Godement-Jacquet case X is a vector space, so the evident candidate is the usual Schwartz-Bruhat space. The general case is much more delicate, and this is related to the singularity of X; see [8] for the unramified geometric aspect. Thus a natural approach is to look at the case of smooth X first.
Suppose that (ρ, X) is an algebraic, finite-dimensional representation of G. If there is an open dense G-orbit X + in X, we say the triplet (G, ρ, X) is a prehomogeneous vector space. These objects have been studied in depth by M. Sato and his school. This fits into the previous framework when X + is spherical, and X is surely smooth. It turns out that this is the typical case of smooth affine embeddings: Luna [29, pp.98-99] proved that smooth affine spherical G-varieties are fibered in prehomogeneous vector spaces. We remark that the prehomogeneous vector spaces with spherical open G-orbit have been classified in [2, 27] over algebraically closed field of characteristic zero.
Given (G, ρ, X) as above, the Schwartz space S(X) is available. We also assume X + is affine. Then ∂X := X X + is the union of the zero loci of basic relative invariants f 1 , . . . , f r ∈ F [X]: they are G-eigenfunctions, with eigencharacters ω 1 , . . . , ω r ∈ Hom alg.grp. (G, G m ). The characterization of basic relative invariants will be given in Proposition 3.4. We set
Zω i , Λ R := Λ Z ⊗ R, Λ C := Λ Z ⊗ C.
Also set |f |
this is a smooth function on X(F ). Write ℜ(λ) ≫ X 0 to mean ℜ(λ i ) ≫ 0 for i = 1, . . . , m.
On the other hand, consider an irreducible smooth complex representation (π, V π ) of G(F ) in a suitable category. When F = R, the natural choice are the SAF representations (smooth admissible Fréchet of moderate growth), also known as Casselman-Wallach representations; see [4] . Denote the continuous Hom space N π := Hom G (π, C ∞ (X + )). The zeta integral we envisage takes the form
where λ ∈ Λ C and we assume ℜ(λ) ≫ X 0. Furthermore we take ξ and η (v) to have values in half-densities, so that their product is a density (i.e. measure) whose integral makes sense without making any choice.
To do this we have to modify N π and S(X) to be L 1/2 -valued, where L 1/2 is the G-equivariant line bundle of half-densities. This presents no difficulty since L 1/2 turns out to be equivariantly trivializable in our case (Lemma 6.1). This choice also leads to natural normalizations, see Example 3.9.
When (G, ρ, X) is as in Godement-Jacquet theory, then r = 1 and f ∈ F [X] can be taken to be the reduced norm. Moreover, dim C N π ≤ 1 with equality only when π ≃ τ ⊠τ , in which case a generator η is given by matrix coefficients. Hence we get the familiar Godement-Jacquet integral up to some shift caused by half-densities. When (G, ρ, X) is general but π = triv, we obtain the prehomogeneous zeta integrals studied by M. Sato, T. Shintani (see [34, 22] ), Igusa [19] et al. In both cases, such integrals encode a wealth of information.
Turning back to the general case, several questions arise immediately.
(a) Convergence of Z λ (η, v, ξ) for ℜ(λ) ≫ X 0.
(b) Meromorphic continuation in λ, it should even be rational when F is non-Archimedean.
(c) Continuity in v and ξ, when F is Archimedean.
For the Godement-Jacquet integrals, (a) and (b) have been solved in [16] , but the v and ξ are somehow constrained for Archimedean F . For the prehomogeneous zeta integrals (π = triv), all these properties are established (see [22, 34] ). When F is non-Archimedean, G is split and X + is wavefront, (a) and (b) are verified in [28, §6.2] : the proof uses the asymptotics for generalized matrix coefficients η(v) in [31] , the Cartan decomposition for X + as well as Igusa's theory. One may even consider the functional equation with respect to the Fourier transform F : S(X) ∼ → S(X). General speculations can be found in [28] , but this is beyond the scope of this article.
Let us move to the main topic of this article -the case F = R. Hypothesis 1.1. Take F = R and assume that (G, ρ, X) is a prehomogeneous vector space such that G is a connected reductive group and the open G-orbit X + admits a finite equivariant covering by a symmetric space X + 0 under G. In this case we say X + is an essentially symmetric space.
Tools from harmonic analysis are thus available to us. For example, in the Godement-Jacquet case X + is just the "group case" of symmetric spaces. More instances can be found in §3. The main results are summarized below. 
Theorem 1.2. Under the Hypothesis 1.1, fix an irreducible SAF representation
where α i are affine functions on Λ C with Q-rational gradients, such that
can be holomorphically extended to all λ ∈ Λ C , and this gives rise to a holomorphic function valued in (V π⊗ S(X))
For complete statements, please consult the Theorems 6.4, 8.2, 8.4. Holomorphy here is understood in the weak sense, eg. λ → LZ λ (η, v, ξ) is holomorphic for each (v, ξ). Therefore one can say Z λ admits a meromorphic continuation with a "denominator" L(η, λ). Note that in the Godement-Jacquet case, this improves upon the original statements in [16] : we obtain continuity properties, whereas ξ is arbitrary and v ∈ V π is not required to be K-finite. Here K ⊂ G(R) is a maximal compact subgroup.
We regard prehomogeneous vector spaces mainly as a testing ground. The real aim of this article is to probe for the general techniques for studying generalized Archimedean zeta integrals and locate the essential difficulties, thereby giving support to the viewpoint of [28] . Some similar zeta integrals have been studied in [6] , which is based on case-by-case discussion with explicit computations. By the way, the results here also complement for some missing details in [28] in the Archimedean setting.
Let us sketch the techniques. The convergence of Z λ for ℜ(λ) ≫ X 0 is based on an estimate on the generalized matrix coefficients u := η(v) that is uniform in v; such a result is furnished by [25] . The framework of Nash functions turns out to be a flexible vehicle for such considerations.
As for the meromorphy and the description of the denominator L(η, λ), we follow the standard approach via Bernstein-Sato b-functions. Grosso modo, its principal input is the holonomicity of the D X + C -module M ′ generated by u. The notion of admissible D-modules introduced by V. Ginzburg [15] seems well-suited for this purpose; the assumption that X + is essentially symmetric intervenes here. To this end we assume v ∈ V K-fini π and invoke Ginzburg's result. These observations will yield a meromorphic family of tempered distributions on X(R) that restricts to u|f | λ on X + (R); we refer to [17] for an illustration of relevant ideas and applications. Here we request more: it should coincide with the convergent integral ξ → Z λ (η, v, ξ) when ℜ(λ) ≫ X 0. Fortunately, the necessary arguments have been well explained in [10, Appendice A]. This step applies to a single v ∈ V
K-fini π
: it says nothing about continuity in v.
Note the the holonomicity in the case π = triv considered by Sato, Shintani et al. is immediate. Indeed, u is locally constant in this case, hence Ch(M ′ ) is nothing but the zero section of T * X + . The final step is to extend this family to all v ∈ V π and show that continuity is not lost. To go from V
to V π we make use of action of the Schwartz algebra S(G) on V π , observing that the action can also be transposed to ξ ∈ S(X) in the range of convergence. To propagate continuity to all λ ∈ Λ C , we prove and apply a mild generalization to the principle of analytic continuation of Gelfand-Shilov [14, Chapter I, A.2.3] .
To allow more general X + in this framework, one has to extend Ginzburg's result on the holonomicity beyond essentially symmetric spaces. We hope to address this issue in the future. In contrast, the case of non-prehomogeneous X is more delicate because a general definition of Schwartz spaces is not yet available.
Organization of this article
In §2 we collect the necessary preliminaries on generalized matrix coefficients of an SAF representation on an essentially symmetric space. In §3 we make a brief review of prehomogeneous vector spaces and sets up the geometric framework (Axiom 3.7). Several non-trivial examples of prehomogeneous vector spaces are also presented; they should be compared with the examples of [32, §5.2] in the global setting. In § §4-5 the results on b-functions and admissible D-modules are recast to our purposes. The zeta integral is defined in §6 and its convergence for ℜ(λ) ≫ X 0 is proved. After the intermezzo §7 on Schwartz algebra actions, we prove the meromorphic continuation of zeta integrals for K-finite vector in §8, then extend to all v ∈ V π and establish its continuity. A useful result from Gelfand-Shilov (Theorem  8. 3) is generalized and proved in §8; it has also been used in [28] .
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Conventions
For a scheme Z over a ring R and an R-algebra S, we write Z(S) for the set of its S-points; when S = R, C, it comes with the usual topology. In this article, varieties over a field F are always reduced. The tangent (resp. cotangent) bundle of a smooth variety Z is denoted by T Z (resp. T * Z). The coordinate algebra (resp. function field) of an F -variety Z is denoted by
Let G be an affine algebraic group over some field F . We will write G • for its identity connected component, and write X * (G) := Hom alg.grp. (G, G m ) for the character lattice. The symbols GL(n), GL(V ) denote the general linear groups, where V is a finite-dimensional vector space. We also write µ m for the group scheme of m-th roots of unity. Denote by Z G (resp. G der ) the center (resp. derived subgroup) of G. For an F -automorphism σ : G → G, its fixed subgroup is denoted by G σ . The adjoint action is Ad(g) : x → gxg −1 . Lie algebras are denoted using gothic letters. For a Lie algebra g over some field, we write U(g) for its universal enveloping algebra and Z(g) for the center of U(g). The fixed subalgebra under an automorphism σ : g → g is again denoted as g σ . Unless otherwise specified, a G-variety means a variety Z with right G-action, so that G has a left action on F [Z]; the stabilizer of x is denoted as Stab G (x). Homogeneous G-space means a G-variety with a single orbit.
The dual of a vector space V is denoted by V ∨ , except that for a Lie algebra g we write g * ; the canonical pairing is written as ·, · . For W ⊂ V ∨ we write W ⊥ := {T ∈ V ∨ : T | W = 0}. Topological vector spaces over C are always locally convex and Hausdorff; for V a topological vector space, V ∨ will denote the continuous dual. When talking about continuous representations of a topological group Γ, the symbol Hom Γ (V 1 , V 2 ) will mean the space of continuous intertwining operators V 1 → V 2 . The trivial representation is denoted as triv.
We will consider maps of the form
where Ω is a complex manifold and V is a topological vector space. We say T is holomorphic if so is λ → T λ (v) for every v ∈ V . By a meromorphic family T : Ω → V ∨ , we mean a map T : Ω → V ∨ defined almost everywhere such that locally on Ω, there exists a scalar-valued holomorphic function L(λ) whose product with T is holomorphic as above.
Let Λ R be an R-vector space of finite dimension and
Harmonic analysis on symmetric spaces
Throughout this section, we fix a connected reductive group G over a field F of characteristic not two. We will assume F = R later on. By a finite covering of a homogeneous G-space Z, we mean a finite, G-equivariant étale covering π : Z 0 → Z by a homogeneous G-space Z 0 . 
We also say that the stabilizer H is a symmetric (resp. essentially symmetric) subgroup of G. This notion is independent of base point by virtue of the following observation. 
After base change toF , we have
It suffices to show τ is defined over F . Obviously τ | ZG = θ| ZG after base change toF . On the other hand, (G der ) τ has identity connected component equal to that of J • ∩ G der , which is defined over F . Using [18, Proposition 1.6] we infer that τ | G der is defined over F as well. As G = Z G · G der , we see τ is defined over F .
Symmetric spaces are affine and spherical, and in this case H
• is reductive; see [37, §26] . An essentially symmetric space X + is also spherical. As Γ := H/H 0 is finite, we see X + ≃ X + 0 /Γ is also affine. The Luna-Vust theory for the spherical embeddings therefore applies to X + , upon base-change to an algebraic closure of F . Such a general framework is not needed in this article, but it is beneficial to notice that symmetric spaces are wavefront, that is, its valuation cone defined by Luna-Vust turns out to be the image of the anti-dominant Weyl chamber; see [37, Theorem 26.25] . Essentially symmetric spaces are also wavefront since the valuation cone of X + 0 surjects onto that of X + , see [37, §15.2] . Henceforth we take F = R. Now enters representation theory. We work within the category of SAF representations of G(R) as studied in [4] , also known as Casselman-Wallach representations. These are certain continuous representations π of G(R) on a nuclear Fréchet space V π over C whose topology is defined by a countable family of semi-norms. The morphisms are the continuous intertwining operators. Choose a maximal compact
) is an equivalence between the categories SAF-Rep and HC-Mod. We refer to [4] for detailed discussions.
For any smooth 
If L is trivial, the abbreviation N π will be used.
This space is related to the notion of distinguished representations as follows. Decompose 
Hom Hi (π| Hi(R) , χ i ).
Proof. By the discussion above, it suffices to apply the general result [24, Theorem A] to each Y i .
We call the elements of
the generalized matrix coefficients of π on X + . A crucial issue in harmonic analysis is to control their asymptotic behavior. To state the next result, we shall assume that L is trivializable as an equivariant line bundle over X + (R), which covers the cases needed in this article.
Definition 2.6.
A Nash function on the manifold of R-points of a smooth R-variety, or any connected component thereof, means a C ∞ semi-algebraic function. See [1, 5] . Notice that Nash functions form an algebra, and if p is a positive Nash function on a Nash manifold, then so is p r for every r ∈ Q.
This notion will be mainly applied to G(R)-orbits in X + (R).
Theorem 2.7. For any irreducible SAF representation π and every η ∈ N π , there exist
• a continuous semi-norm q on V π , and
Proof. We begin with the case of symmetric 
where U i are finite-dimensional R-algebraic representations of G with H-fixed vector u i = 0 and Euclidean norm · , so that w Ui (g) = u i g > 0 induce Nash functions on Y (see [25, (5.6 )]), and r i ∈ R;
These data depend only on π. Therefore w
noting that both sides are still positive Nash functions on Y . Take any integer t i .
• If −s i > 0, we have ω
Taking products yields a Nash function p on Y with
Since there are only finitely many G(R)-orbits, the required estimate on X + (R) follows. Now assume X + is essentially symmetric. As before, we consider a single G(R)-orbit written as
such that H • is a symmetric subgroup. The main ingredients in loc. cit. are: These yield an estimate of the form
Averagingp over this action yields another Nash function on
. It remains to show that p is semi-algebraic. Indeed, the graph of p is the projection to (H(R)\G(R)) × R of the semi-algebraic set
Projection preserves semi-algebraicity by the Tarski-Seidenberg principle (see [ 
Prehomogeneous vector spaces
To begin with, let F be any field of characteristic zero. Fix a connected reductive F -group G. By convention, we let G act from the right on its representations.
Definition 3.1.
A prehomogeneous vector space under G is a finite-dimensional F -vector space X together with an algebraic representation ρ : G → GL(X) such that X contains an open dense orbit, hereafter denoted by X + . We also write ∂X := X X + .
For a systematic introduction to prehomogeneous vector spaces, we recommend [22] . We will often write xg = xρ(g) for the G-action on X. Then G acts on F (X) and F [X] by gf (x) = f (xg). Taking contragredient yields the dual datum (ρ,X), which is not prehomogeneous in general.
Prehomogeneous spaces admitting a non-degenerate relative invariant are called regular.
The set of relative invariants forms a multiplicative group. Their eigencharacters form a subgroup X * ρ (G) ⊂ X * (G). Relative invariants with trivial eigencharacter must be constant.
Proposition 3.3 ([22, Corollary 2.17]). For a regular prehomogeneous vector space
This is actually the only application of regularity in this article, but we should emphasize that regularity is crucial for the study of functional equations. See [34] or [28, §6] . When we work over R, some boundary divisors over C will be paired by complex conjugation. The corresponding basic relative invariants (resp. eigencharacters) over C merge into f i f i (resp. ω i + ω i ) over R. Proof. This is [22, Theorem 2.28] when F = C. In fact, it is shown in [22, Theorem 2.24 ] that if ∂X is defined by f = 0, then f is a non-degenerate relative invariant. As we can ensure f ∈ R[X], this result also holds over R.
Proposition 3.4 ([34]
In what follows, "vector field" means an algebraic vector field on a smooth F -variety. The Lie algebra g also acts on X, still denoted as ρ. Each v ∈ g induces a vector field D v on X: as a differential operator, it maps any ϕ ∈ F [X] to the regular function
Since (G, ρ, X) is prehomogeneous, the vectors {D v : v ∈ g} generate the tangent sheaf T X at each x ∈ X + .
Lemma 3.6. Assume that ∂X is the zero locus of some
for some k ≥ 0.
Proof. Consider the short exact sequence of coherent sheaves on X + .
and k ≥ 0. This equality extends to X by density. In this case, (G, ρ, X) is regular and ∂X is the union of the zero loci of basic relative invariants; Lemma 3.6 is also applicable in this setting.
Remark 3.8. If we assume furthermore that G is split, then the datum X ⊃ X + meets the requirements in [28, Axiom 2.4.3] (see also Theorem 6.2.6 in op. cit.) and it makes sense to define zeta integrals. This will be the topic of §6. This problem falls naturally in the realm of invariant theory. A complete classification of such representations (G, ρ, X) over C has been obtained independently in [27, 2] , both generalize the earlier work by V. G. Kac [20] . Let us extract some interesting cases from their lists. In the following instances X * ρ (G) always has rank one, and the condition F = R will be immaterial.
Example 3.9. Let F be any field. Take G = GL(n) × GL(n), acting on the space of matrices X := Mat n×n by
The open orbit is X + = GL(n), which is a standard example of symmetric space (the "group case"). In this case, det generates the group of relative invariants; consequently X *
where D is a central simple algebra of dimension n 2 , and X = D. The basic relative invariant can be taken to be Nrd, the reduced norm of D. This is the geometric backdrop of Godement-Jacquet theory.
The X in this example carries the structure of a reductive monoid, and this is essentially the only example of smooth reductive monoids. See [37, Theorem 27.25] .
Example 3.10. Assume char(F ) = 2. Let G = GL(n) act on the space X of symmetric bilinear forms on an n-dimensional space, namely by
The open orbit X + consists of non-degenerate B; it is a symmetric space whose stabilizer subgroups are orthogonal groups. Furthermore, ∂X is the zero locus of determinant if we express these forms as symmetric n × n matrices. This prehomogeneous vector space has been studied in depth by Shintani [35] .
Example 3.11. Similar to the previous example, but consider the GL(2n)-action on alternating forms instead. The stabilizers are then isomorphic to Sp(2n).
Example 3.12. Assume char(F ) = 2, 3. Let X be an Albert algebra over F . This is a special flavor of Jordan algebras of dimension 27, non-associative with identity 1 X , and we refer to [36, §5] for a detailed account. To such an algebra X is attached a cubic form N : X → F , called the norm of X (called the determinant map in [36, p.120] ), satisfying N (1 X ) = 1. Let
Then G acts on X by the representation ρ:
We claim that (i) G ♭ is a simply connected reductive group of type E 6 ;
(ii) N is an irreducible cubic homogeneous polynomial;
(iii) as a group scheme, the stabilizer Stab G (1 X ) equals 
Finally, the irreducibility of N forces it to be a basic relative invariant. The corresponding eigencharacter is (t, g) → t 3 since N is cubic. This prehomogeneous vector space has been studied in [33, 30] .
Holonomic D-modules: b-functions
To begin with, we let k be a field of characteristic zero. Let Z be a smooth k-variety. The theory of algebraic D-modules furnishes More generally, we say a
Let Z be a smooth R-variety, we shall write
In what follows, we review several standard results on D-modules. The main references are [10, Appendice A] and [7] . Let X be a smooth R-variety and f ∈ C[X C ] be non-constant. Introduce the symbols s, f s . Define the sheaf of algebras
over X C , which acts on the left module
in the natural manner, namely: a tangent vector v maps
where g stands for a local section of
As explicated in loc. cit., Kashiwara proved the following 2. for all α ∈ C, the specialization
In our context, the D X C -module M arises in the following manner.
• X is smooth affine and j : X + ֒→ X is an open immersion; • the manifold X(R) is equipped with a measure (more precisely, with a smooth density, see §6);
• there is a non-constant f ∈ R[X] such that f > 0 on X + (R) and ∂X := X X + is defined by f = 0, in particular X + is affine as well;
+ is affine, a standard result about D-modules (see [7, p.244 
and p.292]) asserts that
we conclude that the latter submodule is still holonomic.
Next, let X + ֒→ X ←֓ {f = 0} be as above. Let u ∈ C ∞ (X + (R)). To begin with, we assume that u is supported on a connected component Ω of X + (R) for the usual topology.
Hypothesis 4.2. Suppose that the tangent sheaf T X C is generated by global sections
, there exists k ∈ Z such that every o ∈ X(R) has a neighborhood V together with a constant C V > 0, such that
The point is to verify the inequality in the case o ∈ (∂X)(R).
For u as above, we infer that for every N ≥ 0, there exists k > 0 such that whenever ℜ(α) ≥ k, the extension by zero of the function uf α to X(R) is of class C N . Since the measure is chosen, uf α can be viewed as a generalized function (or distribution) on X(R) of order zero. If we strengthen the Hypothesis 4.2 to
where p ≥ 0 is a Nash function on X(R) (thus locally bounded), then uf α is even tempered for ℜ(α) ≫ 0, that is, a continuous linear functional on the Schwartz space of X(R) defined in [1] .
We have to impose Hypothesis 4.2 on every component Ω. Consider the following procedure.
To each α ∈ C, specialization yields the section "uf α " of A α . On the other hand, for ℜ(α) sufficiently large, uf α can be seen as a generalized function on X(R) of order zero. Over X + (R) we clearly have Q i (α)(uf α ) = 0; in fact it suffices to check this on Ω. Now
• take N greater than the orders of
is represented by a continuous function on X(R), hence it is zero everywhere.
As a consequence, the D X C -module generated by uf α is a quotient of A α whenever ℜ(α) > k, therefore is holonomic.
In this final part, let us sketch how this entails the existence of the b-functions of Bernstein-Sato. Keep the assumptions above and consider the D X C -endomorphisms 
The equation holds when s is specialized to α ∈ C; by Proposition 4.3, it is also satisfied by the generalized function uf α on X(R) when ℜ(α) > k. This differential equation can be used to extend uf α meromorphically to all α ∈ C. One can also deduce information on the poles of uf s from the zeros of b. In §8 we will need a multivariate generalization: ∂X = r i=1 {f i = 0} where f i ∈ R[X] may be assumed non-negative. Put Λ A := A ⊕r for any commutative ring A. Now set
for s = (s 1 , . . . , s r ) ∈ Λ C (formally). The estimate in Hypothesis 4.2 should change into
and similarly for the strengthened version (4.1). The results are similar. Of course, (4.2) can be subsumed into the original version by working with f ♮ := f 1 · · · f r The key point is to have a b-function in the multivariate case. This has been done in [10] by reducing to the r = 1 case. We record their result below. a = (a 1 , . . . , a r ) ∈ Λ Z with a i ≥ 0 for all i. There exist
Theorem 4.4 ([10, Théorème A.3]). Let
• an algebraic differential operator with r parameters For the applications in §8, X(R) will always be equipped with a Radon measure, so uf s can be viewed as a distribution. The strengthened form (4.1) of Hypothesis 4.2 will also hold, thus uf s will actually be tempered in its domain of meromorphy; see Lemma 6.5 and 8.1.
The same equation holds if we suppose ℜ(s i
)
Holonomic D-modules: admissibility
The results below are due to Ginzburg [15] , but we have to cast them into a form suitable for our purposes. As before, let us begin with an algebraically closed field k of characteristic zero, and G denotes a connected reductive k-group. The dual g * of g carries the co-adjoint action of G. Let Z be an affine k-variety with right G-action. Each v ∈ g induces a vector field on Z; pairing with differential forms gives rise to the moment map
On the other hand, every D Z -module is endowed with a U(g)-module structure in this manner. Hereafter, suppose Z is a homogeneous G-space with base point x 0 ; set H = Stab G (x 0 ). The cotangent space at x 0 is thus identified with h ⊥ ⊂ g * , and the moment map becomes In what follows, we use the Killing form on g der to embed the nilpotent cone g nil into g * . Its image equals {y ∈ g * : Ad(G)y ∋ 0}. We say an action of an algebra or a group on a k-vector space V is locally finite, if every v ∈ V is contained in a finite-dimensional invariant k-subspace.
Let k be a Lie subalgebra of g of the form k = g τ , where τ is an involution of G. Thus an admissible D Z -module M is generated by a finite-dimensional vector subspace M 0 that is stable under U(k) and Z(g).
Proposition 5.2. Let M be a D Z -module generated by a finite-dimensional vector subspace M 0 that is stable under U(k) and Z(g). Then
Proof. For the first assertion, the arguments in [15, Lemma 2. 
The second assertion stems from the finiteness of nilpotent orbits.
In the upcoming applications, the holonomicity of M will be shown by the criteria below. Now enters harmonic analysis. Take G to be a connected reductive R-group, X + ≃ H\G an affine homogeneous G-space. Pick a Cartan involution τ of G that gives rise to a maximal compact subgroup K ⊂ G(R). These objects can be complexified. We feed k = C, Z = X + C and H C , K C ⊂ G C into the preceding formalism.
Next, let π be an irreducible SAF representation of G(R). Form the space (acting by transport of structure) in the ξ-direction; this G C -action is locally finite since it is algebraically defined. Therefore
is also locally finite. On the other hand,
which in turn implies M is holonomic. M , which also comes from an R >0 -torsor and is equipped with an isomorphism
As is customary, we write the C ∞ sections of L M as |Ω| where Ω is a C ∞ -differential form of top degree on M ; similarly, we write
M have natural Γ-equivariant structures. We refer to [28, §3.1] for details.
Throughout this section, fix a prehomogeneous vector space (G, ρ, X) satisfying the Axiom 3.7. We have X
where ∂X is a hypersurface defined by basic relative invariants
Remember that G acts on the right of X via ρ. By taking transpose, G acts on the left of the dualX, as well as on its exterior powers.
On the other hand, Proposition 3.3 gives a relative invariant φ ∈ R[X] whose eigencharacter equals (det ρ) 2 . Hence |φ|
2 |Ω| trivializes L X + equivariantly since φ is nowhere vanishing on X + . Now take square roots.
As a byproduct, we obtain a G(R)-invariant measure on X + (R) defined by the density |φ| 
Definition 6.2. Consider the data
• π: an irreducible SAF representation with underlying space V π ,
For λ ∈ Λ C with ℜ(λ) ≫ X 0, define the corresponding zeta integral as
The integral makes no reference to measures since the integrand is a section of L
Remark 6.3. Before proving the absolute convergence of the integral, several observations are in order.
1. Granting the absolute convergence for ℜ(λ) ≫ X 0, we see that
. For π = triv we recover the local version of the well-known prehomogeneous zeta integral, whose convergence and meromorphic continuation has been established; see [34, 22] .
2. The basic relative invariants are unique up to scalar. This choice has no effect on the analytic behavior of Z λ (η, v, ξ).
Write |ω|
X -valued Schwartz functions, and the G(R)-action must be interpreted accordingly.
4. To get a familiar integral of C-valued functions, one may choose Ω ∈ ( maxX ) {0} and invoke Lemma 6.1 to write
It has been observed that dµ := |φ| −1/2 |Ω| is an invariant Haar measure on X + (R). As φ is a relative invariant, |φ|
This yields a more familiar zeta integral, albeit with a shift λ 0 ∈ Λ Q .
5. Alternatively, there is a "flat" version
where dν is the translation-invariant measure on X(R) determined by |Ω|.
For topological vector spaces V , W , denote by Bil(V, W ) the vector space of jointly continuous bilinear
∨ where V ⊗ W comes with the π-topology [38, Proposition 43.4] . In the circumstances below V and W will both be nuclear spaces, so one may write (V⊗W )
∨ instead.
Theorem 6.4.
There is a κ ∈ Λ R , depending solely on π, such that the integral in Definition 6.2 converges when ℜ(λ) ≥ X κ. Furthermore, inside the region of convergence
• it defines a holomorphic function in λ with values in
•
For given (v, ξ), it is bounded in vertical strips as a function in λ.
There is no need to discuss the continuity in η since dim N π < ∞. Also recall [38, §41] for various notions of continuity for bilinear maps.
Proof. Use the expression (6.2). Theorem 2.7 furnishes a continuous semi-norm q : V π → R ≥0 together with a Nash function p on X + (R), both independent of v, such that |η(v) 0 | ≤ q(v)p. We claim that
Granting this property, we have
Also observe that θ ≥ X 0 implies that |f | θ is bounded by a Nash function on X(R):
⌈θi⌉ in this case. Since ξ 0 is a Schwartz function, its product with any Nash function on X(R) remains bounded [1, §4.1]. We deduce that
is integrable over X(R) relative to dν when ℜ(λ) ≥ X λ 0 + µ. The continuity in ξ or ξ 0 is easy, whilst the continuity in v ∈ V π stems from the presence of q(v). All in all, Z λ (η, v, ξ) is separately continuous in v and ξ. Since V π and S(X) are both Fréchet, joint continuity follows (see [38, Corollary to Theorem 34.1]). Also, for fixed (v, ξ) it is routine to see the holomorphy of λ → Z λ (η, v, ξ) in the range of converge. This amounts to the required holomorphy. The boundedness on vertical strips for every (v, ξ) is a consequence of (6.4). Finally, to prove (6.3) we appeal to the following Lemma.
Lemma 6.5. Let p be a Nash function on X + (R). Then there exist µ ∈ Λ Z with µ ≥ X 0 and a polynomial function
Proof. Recall that X + is the complement of the hypersurface f 1 · · · f r = 0. Now use the following facts from real algebraic geometry.
• By [5, Proposition 2.6.8], there exists µ ∈ Λ Z such that µ ≥ X 0 and f µ p extends to a continuous semi-algebraic function on X(R).
• By [5 (g 1 , g 2 ) → Nrd(g 2 ) −1 Nrd(g 1 ), which is the eigencharacter of the basic relative invariant f = Nrd. In the notation of Lemma 6.1,
Hence |φ| 1/4 = |f | n/2 , i.e. the λ 0 ∈ Λ Q in Remark 6.3 is For λ ∈ C, ℜ(λ) ≫ 0, the zeta integral in (6.1) becomes
where ξ 0 is an ordinary Schwartz function on D and µ is a Haar measure on D × . As is well-known, it points to the standard local L-factor L(λ + 1 2 , τ ). By setting λ = 0 (or equivalently, by replacing τ by τ ⊗ |Nrd| λ ), we get the L-factor evaluated at its axis of symmetry. Working with half-densities thus leads to a natural normalization of zeta integrals. This has been observed in [28] .
Action by Schwartz space
The constructions below will be crucial for §8. In what follows, we fix a connected reductive group G and work with R-varieties.
Consider a smooth affine variety X in general. The space of scalar-valued Schwartz functions S(X) is defined in [1] . It is a Fréchet space topologized by the semi-norms ξ → sup X(R) |Dξ|, where D ranges over the Nash differential operator on X(R) (see loc. cit.) The finiteness of these semi-norms captures the idea of "rapid decay"; when X ≃ R n , this coincides with the classical version. One can also define Schwartz functions valued in some Nash vector bundle L over X(R) or over some connected components thereof. For us, the only relevant non-scalar cases are
• X = G and L = L G is the density line bundle. The bundle is G-equivariantly trivializable by choosing a Haar measure;
X . The bundle is G-equivariantly trivializable by Lemma 6.1. Write S(G) for the L G -valued Schwartz space. It forms a (non-unital) Fréchet convolution algebra S(G), the Schwartz algebra of G(R); see [12] . The automorphism
The Schwartz algebra acts continuously on SAF representations of G(R) by the vector-valued integral [4, §2.5] . Given any irreducible SAF representation π and a maximal compact subgroup K ⊂ G(R), it is known that
see for example [4, p.46] . Suppose X is a smooth affine G-variety. Then S(G) acts upon the scalar-valued Schwartz space S(X). This is certainly well-known. Due to the lack of reference, we supply a proof which is inspired by [12] for the case G = X. 
by noting thatb i Ξ ∈ S(G) and a i ξ ∈ S(X). Since multiplication by a i (resp.b i ) is continuous on the Schwartz space, that estimate also implies the separate continuity of (Ξ, ξ) → Ξξ, thus the joint continuity since both spaces are Fréchet. 
is seen to be a continuous intertwining operator. So we have η λ (π(Ξ)v) = Ξη λ (v) whenever Ξ ∈ S(G) and v ∈ V π .
Lemma 7.2. In the range of convergence for zeta integrals, we have
for all Ξ ∈ S(G), v ∈ V π and ξ ∈ S(X).
Proof. Express the zeta integrals using (6.2). By Fubini's theorem, it suffices to show the integrability of
Here we use a translation-invariant measure on X(R); the factor | det ρ(g)| comes from the Jacobian of g acting on X.
In the proof of Theorem 6.4 we saw η(v) 0 |f | λ−λ0 can be bounded by a positive Nash function on X(R), and that function can in turn be bounded by a positive polynomial q on X (see Lemma 6.5) .
. It remains to show that Ξ(g)| det ρ(g)|b i (g) and ξ 0 (x)a i (x) are integrable over G(R) and X(R) for i = 1, . . . , m, respectively. This holds true since Ξ and ξ 0 are Schwartz functions.
Proof of meromorphic continuation
Retain the notation from §6. Fix an irreducible SAF representation π of G(R) and let u := η(v) ∈ C ∞ (X + ) for v ∈ V π and η ∈ N π . For studying meromorphic continuation, it is safe to assume f i ≥ 0 upon replacing f i by f 
for some Nash function p ≥ 0 on X(R). Consequently, the strengthened form (4.1) of Hypothesis 4.2 holds on X + (R).
Proof. As the first step, we show by induction on (ii) There exists a holomorphic function λ → L(η, λ) on Λ C such that . This is based on the observations below.
• If L(λ) · u|f | λ extends holomorphically to Λ C , the same holds for every element in L(λ) · D X C u|f | λ .
• Every w ∈ g gives rise to a vector field on X(R), identifiable with an element of D X C . Consequently, every L(λ) that works for v also works for all elements in π(U(g C ))v.
• Since V
K-fini π
is an irreducible Harish-Chandra module, it is a finitely generated U(g C )-module by [4, Theorem 4.3] . Thus we obtain a desired L.
In order to treat the non K-finite vectors, we shall appeal to the principle of analytic continuation from Gelfand-Shilov [14, Chapter I, A.2.3], also stated in [19, pp.65-66] . We present a mild generalization here. In other words, continuity of T λ propagates from λ ∈ U to all of C r . Note that [19] allows more general domains than C r .
Proof. Fix λ 0 ∈ U . For every v ∈ E, we have T λ (v) = k≥0 c k (v)(λ − λ 0 ) k for uniquely determined c k (v) ∈ C. Here we adopt the notation of multi-indices k = (k 1 , . . . , k r ). Then c k (v) is linear in v.
By [38, Corollary 2 to Theorem 34.2], E ∨ is quasi-complete with respect to the topology of pointwise convergence. Quasi-complete means: every bounded closed subset is complete. Take ǫ > 0 so small that {λ : ∀i |λ i − λ 0,i | ≤ ǫ} is contained in U . Put C := {λ : ∀i |λ i − λ 0,i | = ǫ}. With the topology of pointwise convergence on E ∨ , holomorphy implies that T : C → E ∨ is continuous. The theory of Gelfand-Pettis integrals for quasi-complete spaces (see [13] ) is applicable and we may define the elements of E The characterization of Gelfand-Pettis integrals together with Cauchy's formula inside U entail that c k maps any v ∈ E to the previously defined c k (v). Our notation is thus consistent. Now for every λ ∈ C, we have the pointwise limit k≤n c k (λ − λ 0 ) k → T λ as n → +∞; the left-hand side always lies in E ∨ . Applying [38, Corollary to Theorem 33.1], a consequence of the Banach-Steinhaus theorem, we see T λ ∈ E ∨ . This establishes the holomorphy of T .
Theorem 8.4. Retain the notations above. The family LZ λ has a unique extension to
Moreover, the bilinear form
Proof. Use the results from §7. To define LZ λ (η, v, ξ) for all λ ∈ Λ C and v ∈ V π , we put 
every term being interpreted by Theorem 6.4. The equality between the rightmost two terms holds and extends analytically to all λ ∈ Λ C , and we can multiply all terms by L(η, λ). This reasoning also shows that (8.2) is compatible with Theorem 6.4 in the range of convergence.
(b) To obtain LZ λ : Λ C → Bil(V π , X ) = (V π⊗ S(X)) ∨ , it remains to show that LZ λ (η, v, ξ) is jointly continuous in (v, ξ) ∈ V π × S(X) for each (v, ξ). Since V π and S(X) are both Fréchet, it suffices to check separate continuity. The continuity in ξ is easier: in view of (8.2), it results from Theorem 8.2 and the continuity of S(G)-action on S(X) in Lemma 7.1.
(c) In order to obtain continuity in v = i π(Ξ i )v i for ξ fixed, recall that • continuity is known inside the range of convergence, and • for fixed (v, ξ), we just showed that LZ λ (η, v, ξ) is holomorphic on Λ C . Now we can apply the Proposition 8.3 to propagate the continuity in v to all Λ C . This is legitimate since V π is Fréchet, thus barreled. 
