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Abstract
A new second-order 3nite di4erence scheme based on the (3, 3) alternating direction implicit method and a new
second-order 3nite di4erence technique based on the (5, 5) implicit formula are discussed for solving a nonlocal boundary
value problem for the two-dimensional di4usion equation with Neumann’s boundary conditions. While sharing some
common features with the one-dimensional models, the solution of two-dimensional equations are substantially more
di8cult, thus some considerations are taken to be able to extend some ideas of the one-dimensional case. Using a suitable
transformation the solution of this problem is equivalent to the solution of two other problems. The former, which is a
one-dimensional nonlocal boundary value problem giving the value of  through using the unconditionally stable standard
implicit (3, 1) backward time-centred space (denoted BTCS) scheme. Using this result the second problem will be changed
to a classical two-dimensional di4usion equation with Neumann’s boundary conditions which will be solved numerically
by using the unconditionally stable alternating direction implicit (3, 3) technique or the fully implicit 3nite di4erence
scheme. The results of a numerical example are given and computation times are presented. Error estimates derived in
the maximum norm are also tabulated. c© 2002 Elsevier Science B.V. All rights reserved.
Keywords: Alternating direction implicit schemes; Finite di4erence methods; Neumann’s boundary conditions; Parabolic
partial di4erential equations; Nonlocal boundary value problems; Two-dimensional heat equation; Implicit techniques;
Central processor time
1. Introduction
Parabolic initial-boundary value problems in one dimension which involve non-local boundary con-
ditions have been studied by several authors [4,1,2,10,17,18,14,5]. Two-dimensional time-dependent
di4usion equation with non-local boundary conditions are studied recently and only with Dirichlet
boundary conditions [3,9].
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In this paper, we develop two 3nite di4erence schemes for the numerical solution of the following
two-dimensional time-dependent parabolic partial di4erential equation:
@u
@t
=
@2u
@x2
+
@2u
@y2
(1)
with intial condition
u(x; y; 0) = f(x; y); 06x; y61 (2)
and boundary conditions
@u(0; y; t)
@x
= g0(y; t); 0¡t61; 06y61 (3)
@u(1; y; t)
@x
= g1(y; t); 0¡t61; 06y61 (4)
u(x; 1; t) = h1(x; t); 0¡t61; 06x61 (5)
u(x; 0; t) = h0(x)(t); 0¡t61; 06x61 (6)
and the non-local boundary condition
∫ 1
0
∫ 1
0
u(x; y; t) dx dy = m(t); 06x; y61; (7)
where f; g0; g1; h0; h1 and m are known functions, while the functions u and  are unknown.
Note that this kind of nonclassical boundary value problem has many important applications
in chemical di4usion, thermoelasticity, heat conduction processes, population dynamics, vibration
problems, nuclear reactor dynamics, inverse problems, control theory, medical science, biochemistry
and certain biological processes [20,19,6–8,13,11,21].
The plan of this paper is as follows: The method of 3nding  is described in Section 2, and the
method of computing u, using the fully implicit 3nite di4erence formula, or the alternating direction
implicit 3nite di4erence scheme, are described in Section 3. The procedure for the numerical solution
of the resulting one-dimensional nonlocal boundary value problem is discussed in Section 4. A
discussion on the Neumann’s boundary condition is given in Section 4. In Section 5, we discuss
some numerical computations for an example which supports our theoretical justi3cations. Section
6 concludes this report with a brief summary.
2. Reformulation of the problem
The presence of an integral term in a boundary condition can greatly complicate the application
of standard numerical techniques such as 3nite di4erences, 3nite elements, spectral methods, etc. It
is therefore important to be able to convert non-local boundary value problems to a more desirable
form, to make them more widely applicable to problems of practical interest. In many cases this is
a hard task [11].
M. Dehghan / Journal of Computational and Applied Mathematics 138 (2002) 173–184 175
The numerical methods suggested here are based on three ideas. Our approach begins with the
utilization of the following transformation to change the main problem to another two problems:
v(y; t) =
∫ 1
0
u(x; y; t) dx; 06y61: (8)
Secondly, the following problem will be solved numerically:
@v
@t
=
@2v
@y2
+ S(y; t) (9)
with initial condition
v(y; 0) = F(y); 06y61 (10)
and boundary conditions
v(1; t) = G(t); 0¡t61 (11)
and the nonlocal boundary condition∫ 1
0
v(y; t) dy = m(t); 06y61; (12)
where F; G; S and m are known functions, while the function v is unknown. Thirdly, using the
solution of the problem (9)–(12), the value of  will be calculated through the following relation:
(t) =
v(0; t)∫ 1
0 h0(x) dx
: (13)
Then this will be used to 3nd the values of u using the second-order (3, 3) alternating direction
implicit scheme or the (5, 5) fully implicit technique.
Note that we assume
∫ 1
0 h0(x) dx = 0, but this condition is not necessary in the discussion of the
existence and uniqueness and continuous dependence on data of the solutions to the problem (1)–
(7).
It can be seen that
S(y; t) = g1(y; t)− g0(y; t) (14)
and
F(y) =
∫ 1
0
f(x; y) dx (15)
and
G(t) =
∫ 1
0
h1(x; t) dx: (16)
3. Solution of two-dimensional diusion with local boundary conditions
At each time step, after 3nding the n by the method which is described in Section 4, we will
3nd the approximate values uni; j of the following problem:
@u
@t
=
@2u
@x2
+
@2u
@y2
(17)
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with initial condition
u(x; y; 0) = f(x; y); 06x; y61 (18)
and boundary conditions
@u(0; y; t)
@x
= g0(y; t); 0¡t61; 06y61; (19)
@u(1; y; t)
@x
= g1(y; t); 0¡t61; 06y61; (20)
u(x; 1; t) = h1(x; t); 0¡t61; 06x61; (21)
u(x; 0; t) = h2(x; t); 0¡t61; 06x61; (22)
where f; g0; g1; h2 and h1 are known functions, while the function u is unknown and
h2(x; t) = h0(x)× (t): (23)
In order to use the 3nite di4erence scheme, we 3rst divide the parabolic domain [0; 1]2 × [0; T ]
into an M 2 × N points with spatial step size h= 1=M in both x and y directions and the time step
size k = T=N , respectively.
The grid points (x; y; t) are given by
xi = ih; i = 0; 1; 2; : : : ; M; (24)
yj = jh; j = 0; 1; 2; : : : ; M; (25)
tn = nk; n= 0; 1; 2; : : : ; N: (26)
uni; j is used to denote the 3nite di4erence approximation of u(ih; jh; nk).
Note that for each method investigated the modi3ed equivalent partial di4erential equation is
employed which permits the order of accuracy of the numerical methods to be determined [21].
3.1. The (3,3) ADI 7nite di8erence technique
In the 3rst half-time interval of the (3, 3) alternating direction implicit (ADI) procedure applied
to the local problem, the following formula is used:
− sxun+1=2i−1; j + 2(1 + sx)un+1=2i; j − sxun+1=2i+1; j = syuni; j−1 + 2(1− sy)uni; j + syuni; j+1; (27)
with i = 1; 2; : : : ; M − 1, for each j = 1; 2; : : : ; M − 1, where
sx = k=(x)2; (28)
sy = k=(y)2: (29)
The resulting system of linear equations is strictly diagonally dominant, which guarantees that it
is solvable. This system is tridiagonal and can be solved using the very fast Thomas algorithm.
This procedure is unconditionally von Neumann stable [15] and the computational molecule used
for the x-sweep of this method is given in Fig. 1. In the following this will be referred to as the
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Fig. 1. The (3, 3) alternating direction implicit computational molecule.
(3, 3) method, because the computational molecule involves three gridpoints at the new time level
and 3 at the old level.
In the second half-time interval, the following formula is used with j = 1; 2; : : : ; M − 1, for each
i = 1; 2; : : : ; M − 1,
− syun+1i; j−1 + 2(1 + sy)un+1i; j − syun+1i; j+1 = sxun+1=2i−1; j + 2(1− sx)un+1=2i; j + sxun+1=2i+1; j : (30)
The notation un+1=2i; j refers to values of ui; j computed at the intermediate stage, that is, at time (tn+k=2).
Values of un+1i; j on the boundaries y=0 and 1 for the local problem are provided by the boundary
conditions (21) and (22).
In the case x = y = h, we have
s= sx = sy = k=h2; (31)
and the formulae to be used in the two half-time steps of this time-split procedure, respectively,
becomes
− sun+1=2i−1; j + 2(1 + s)un+1=2i; j − sun+1=2i+1; j = suni; j−1 + 2(1− s)uni; j + suni; j+1 (32)
and
− sun+1i; j−1 + 2(1 + s)un+1i; j − sun+1i; j+1 = sun+1=2i−1; j + 2(1− s)un+1=2i; j + sun+1=2i+1; j : (33)
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In contrast to the locally one-dimensional (LOD) method, this ADI scheme is consistent with the
full two-dimensional di4usion equation. Here there is no di8culty in splitting the time steps into
half, because any boundary conditions speci3ed are correct after each stage of the ADI process.
The sum of the modi3ed equivalent partial di4erential equations corresponding to formulae (27)
and (30) is as follows [21]:
@u
@t
− @
2u
@x2
− @
2u
@y2
− (x)
2
12
@4u
@x4
− (y)
2
12
@4u
@y4
+ O{4}= 0: (34)
Formula (27) is second-order convergent with no second-order cross-derivative terms. However,
there is no set of values of sx and sy for which the method is fourth-order convergent. It has a
truncation error which is always O(x)2 with a leading error term which is independent of s.
The main advantage of ADI techniques is that the bandwidth of the sets of equations is a 3xed
small number that depends only on the nature of the computational stencil. This allows the use of
very e8cient and very fast techniques for matrix inversion such as the Thomas algorithm.
3.2. The (5,5) implicit method
This method uses the following approximations:
@u
@t
∣∣∣∣
n+1=2
i; j
=
@2u
@x2
∣∣∣∣∣
n+1=2
i; j
+
@2u
@y2
∣∣∣∣∣
n+1=2
i; j
; (35)
@2u
@x2
∣∣∣∣∣
n+1=2
i; j
 1
2(x)2
(un+1i+1; j − 2un+1i; j + un+1i−1; j) +
1
2(x)2
(uni+1; j − 2uni; j + uni−1; j); (36)
@2u
@y2
∣∣∣∣∣
n+1=2
i; j
 1
2(y)2
(un+1i; j+1 − 2un+1i; j + un+1i; j−1) +
1
2(y)2
(uni; j+1 − 2uni; j + uni; j−1) (37)
and
@u
@t
∣∣∣∣
n+1=2
i; j
 1
12k
((un+1i; j−1 − uni; j−1) + (un+1i; j+1 − uni; j+1))
+
1
12k
((un+1i−1; j − uni−1; j) + (un+1i+1; j − uni+1; j)) +
2
3k
(un+1i; j − uni; j): (38)
A direct simulation to the derivation of the (5, 5) implicit 3nite di4erence scheme leads to the
following di4erence equation:
(1− 6sx)(un+1i−1; j + un+1i+1; j) + (1− 6sy)(un+1i; j−1 + un+1i; j+1) + 4(2 + 3sx + 3sy)un+1i; j
=(1 + 6sy)(uni; j−1 + u
n
i; j+1) + (1 + 6sx)(u
n
i−1; j + u
n
i+1; j) + 4(2− 3sx − 3sy)uni; j: (39)
In the case where sx = sy = s the above scheme uses the following simpli3ed form:
(1− 6s)(un+1i−1; j + un+1i; j−1 + un+1i+1; j + un+1i; j+1) + 8(1 + 3s)un+1i; j
=(1 + 6s)(uni; j−1 + u
n
i; j+1 + u
n
i−1; j + u
n
i+1; j) + 8(1− 3s)uni; j: (40)
Note that the resulting linear system of algebraic equations is diagonally dominant. Like the
alternating direction implicit method this is unconditionally stable and solvable [16].
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Fig. 2. The computational molecule for the (5, 5) implicit scheme.
The computational molecule of this scheme is shown in Fig. 2. In the following this will be
referred to as the (5, 5) method, because the computational molecule involves 3ve gridpoints at the
new time level and 3ve at the old level.
The modi3ed equivalent equation of this (5, 5) implicit formula is [21]
@u
@t
− @
2u
@x2
− @
2u
@y2
+
(x)(y)(sx + sy)
12
@4u
@x2@y2
+ O{4}= 0: (41)
It contains only the second-order cross-derivative error term in its modi3ed equivalent equation.
4. The numerical solution of the resulting one-dimensional nonlocal problem
For the numerical solution of the resulting one-dimensional nonlocal boundary value problem
(9)–(12) we set
w =
@v
@x
; (42)
giving rise to a new problem in the following form:
@w
@t
=
@2w
@x2
+ H (x; t); (43)
where
H (x; t) =
@S(x; t)
@x
(44)
with initial condition
w(x; 0) = f(x); 06x61; (45)
where
f(x) = F ′(x) (46)
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and boundary condition
@w(1; t)
@x
= g(t); (47)
where
g(t) = G′(t)− S(1; t) (48)
and the nonlocal boundary condition
w(1; t) = w(0; t) + q(t); (49)
where
q(t) = m′(t)−
∫ 1
0
S(x; t) dx: (50)
We divide the domain [0; 1] × [0; T ] into M × N mesh with spatial step size h = 1=M in the x
direction and the time-step size k = T=N , respectively. The grid points are given by
xi = ih; i = 0; 1; 2; : : : ; M; (51)
tn = nk; n= 0; 1; 2; : : : ; N: (52)
wni and 
n are used to denote the 3nite di4erence approximations of w(ih; nk) and (nk), respectively.
We use the (3,1) BTCS scheme
wn+1i − wni
k
=
wn+1i−1 − 2wn+1i + wn+1i+1
h2
+ Hn+1i (53)
for i = 1; 2; : : : ; M − 1.
The following approximation is also used for the boundary derivative condition (47):
@w(1; t)
@x
=
wn+1M−2 − 4wn+1M−1 + 3wn+1M
2h
(54)
and 3nally relation (49) will be used in the following way:
wn+1M − wn+10 = qn+1: (55)
Putting that s= k=h2, the solution of the above problem will be found through solving the following
linear system:
Awn+1 = bn+1; (56)
where A is an (M + 1)× (M + 1) matrix
bn+10 = q
n+1; bn+1i = w
n+1
i + k × !n+1i ; i = 1; 2; : : : ; M − 1; bn+1M = 2hgn+1
and
A=


−1 0 0 0 0 0 0 0 0 1
−s 1 + 2s −s 0 0 0 0 0 0 0
0 −s 1 + 2s −s 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −s 1 + 2s −s
0 0 0 0 0 0 0 1 −4 3


: (57)
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Apart from the 3rst and last rows, the matrix is tridiagonal. Using this point an algorithm can
be used to change the matrix to an upper triangular matrix [20]. The solution of the above linear
system gives the values of wn+1i . Because of the previous transformation (42) we have
v(x; t) = g(t)−
∫ 1
x
w(z; t) dz: (58)
The numerical integration trapezoidal rule [12] is employed to approximate the values of v. Thus,
the values of vn+1i will be calculated through the following relation:
vn+1i = g
n+1 − h
2
(wn+1i + 2w
n+1
i+1 + · · · 2wn+1M−2 + wn+1M−1): (59)
Finally, the approximate values of  at every time step can be found by the relation
n+1 =
vn+10
!0
; (60)
where
!0 =
∫ 1
0
h0(x) dx (61)
5. Numerical test
A problem for which the exact solution is known is now used to test the methods described for
solving the nonlocal boundary value problem with Neumann’s boundary conditions.
Firstly, these are applied to solve (1)–(6), with (t) given, in order to test the methods used to
compute values of un+1i; j from u
n
i; j, in the interior of the solution domain.
Secondly, the 3nite di4erence schemes described in Section 4 are applied to solve (1)–(7) with
(t) not given a priori, thereby testing the algorithm used for our boundary value problem with the
nonlocal boundary conditions.
Consider (1)–(7) with
f(x; y) = exp(x + y); (62)
g0(y; t) = exp(y + 2t); (63)
g1(y; t) = exp(1 + y + 2t); (64)
h0(x) = exp(x); (65)
h1(x; t) = exp(1 + x + 2t); (66)
m(t) = exp(2t)(e − 1)2 (67)
for which the exact solution is
u(x; y; t) = exp(x + y + 2t); (68)
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Table 1
Results for u from Test 1 with T = 1:0; h= 1=50; s = 1=4
x y Exact u (3, 3) ADI (5, 5) implicit
Error Error
0.1 0.1 9.025013 7:0 · 10−4 9:1 · 10−4
0.2 0.2 11.023176 7:2 · 10−4 9:2 · 10−4
0.3 0.3 13.463738 7:3 · 10−4 9:3 · 10−4
0.4 0.4 16.444647 7:5 · 10−4 9:5 · 10−4
0.5 0.5 20.905243 7:6 · 10−4 9:6 · 10−4
0.6 0.6 24.532530 7:8 · 10−4 9:8 · 10−4
0.7 0.7 29.964100 7:7 · 10−4 9:6 · 10−4
0.8 0.8 36.598234 7:5 · 10−4 9:7 · 10−4
0.9 0.9 40.447304 7:4 · 10−4 9:5 · 10−4
and
(t) = exp(2t): (69)
The results for uNi; j with h= 0:02, s=
1
4 at T = 1:0, using the fully implicit (5, 5) 3nite di4erence
method discussed in Section 4 and the alternating direction implicit (3, 3) scheme described in
Section 5 and de3ning (t) as in (69) and excluding (60), are shown in Table 1.
Note that the most striking feature of expressions (32)–(33) is that the leading error term in (34)
does not depend on the value of s for the same value of h. The results obtained also con3rmed this
point.
A common feature of the fully explicit 3nite di4erence methods is the restriction of the size of
the time step due to stability requirements. This restriction necessitates extremely small values for
k. For most problems it is impractical.
This limitation is removed when the fully implicit 3nite di4erence schemes are used. However, a
disadvantage of these techniques is the extensive amount of CPU times utilized in determining the
numerical solution compared to the fully explicit methods for the same selection of values s and h.
Fully implicit 3nite di4erence schemes require the solution of a large number of simultaneous
linear algebraic equations at each time step. The number of iterations require to achieve a modest
accuracy may become large, particularly for large time increments and small space mesh size. The
fully implicit 3nite di4erence techniques require far more computational e4orts than the alternating
direction implicit methods especially in higher-dimensional problems.
The main advantages of the alternating direction implicit 3nite di4erence methods are as the
following: First, they are unconditionally stable. Second, the resulting linear systems are tridiagonal,
so the very fast Thomas algorithm can be used.
The results obtained for n with h = 0:02, s = 14 , using the (5, 5) fully implicit 3nite di4erence
method, and the (3, 3) alternating direction implicit technique and computing (t) by using (60), to
solve the example nonlocal boundary value problem are shown in Table 2.
The CPU time was 301.7 s for the (5, 5) fully implicit formula while it was 45.8 s for the (3, 3)
alternating direction implicit technique.
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Table 2
Results for  from Test 1 with h= 1=50; s = 1=4
t Exact  (3, 3) ADI (5, 5) implicit
Error Error
0.1 1.221403 −1:8 · 10−3 5:1 · 10−3
0.2 1.491825 −2:1 · 10−3 5:2 · 10−3
0.3 1.822119 −2:2 · 10−3 5:5 · 10−3
0.4 2.225541 −2:4 · 10−3 5:6 · 10−3
0.5 2.718282 −2:5 · 10−3 5:7 · 10−3
0.6 3.320117 −2:6 · 10−3 6:0 · 10−3
0.7 4.055200 −2:6 · 10−3 6:2 · 10−3
0.8 4.953032 −2:3 · 10−3 5:9 · 10−3
0.9 6.049647 −2:0 · 10−3 5:7 · 10−3
1.0 7.389056 −1:9 · 10−3 5:6 · 10−3
6. Discussion and conclusion
In this paper, the (5, 5) fully implicit 3nite di4erence method and the (3, 3) alternating direc-
tion implicit scheme were applied to the two-dimensional di4usion equation subject to a nonlocal
boundary condition involving a double integral in a rectangular region. The methods developed in
this report worked well for the nonlocal boundary value problem with Neumann’s boundary con-
ditions. The proposed numerical schemes solved this model quite satisfactorily. The fully explicit
3nite di4erence procedures are very simple to implement and economical to use. The fully implicit
3nite di4erence method discussed in this article is unconditionally stable. Note that the fully explicit
schemes have greater restriction on stability, and are only useful over small time steps. The fully
implicit 3nite di4erence schemes are very time consuming. The main advantage of ADI techniques
is that the bandwidth of the sets of equations is a 3xed small number that depends only on the
nature of the computational stencil. This allows the use of very e8cient and very fast techniques for
matrix inversion such as the Thomas algorithm. A comparison between the 3nite di4erence schemes
described for our problem clearly demonstrates that the alternating direction implicit technique to
be computationally superior, because the errors are about the same for methods of the same order,
but the CPU times required are smaller. Overall, the modi3ed equivalent approach has proven to be
extremely useful and practical, both analyse the existing 3nite di4erence equations and to develop
new and more accurate ones to solve the two-dimensional linear di4usion equation with constant
coe8cients and nonlocal boundary conditions. The numerical test applied to these methods gives
acceptable results and suggests convergence to exact solution when h goes to zero.
Acknowledgements
This research project has been supported by grant no. NRCI 3630 of “National Research Projects”
and by “National Research Council of Islamic Republic of Iran”. The author acknowledges this
3nancial support.
184 M. Dehghan / Journal of Computational and Applied Mathematics 138 (2002) 173–184
References
[1] J.R. Cannon, J. van der Hoek, Di4usion subject to speci3cation of mass, J. Math. Anal. Appl. 115 (1986) 517–529.
[2] J.R. Cannon, Y. Lin, A Galerkin procedure for di4usion equation with boundary integral conditions, Internat. J.
Engng. Sci. 28 (7) (1990) 579–587.
[3] J.R. Cannon, Y. Lin, A.L. Matheson, The solution of the di4usion equation in two-space variables subject to the
speci3cation of mass, Appl. Anal. J. 50 (1993) 1–19.
[4] J.R. Cannon, S. Prez-Esteva, J. van der Hoek, A Galerkin procedure for the di4usion equation subject to the
speci3cation of mass, SIAM J. Numer. Anal. 24 (1987) 499–515.
[5] J.R. Cannon, H.M. Yin, On a class of non-classical parabolic problems, J. Di4erential Equations 79 (2) (1989) 288.
[6] V. Capsso, K. Kunisch, A reaction-di4usion system arising in modeling man-environment diseases, Quart. Appl.
Math. 46 (1988) 431–449.
[7] Y.S. Choi, K.Y. Chan, A parabolic equation with nonlocal boundary conditions arising from electrochemistry,
Nonlinear Anal. Theory Methods Appl. 18 (4) (1992) 317–331.
[8] W.A. Day, Existence of a property of solutions of the heat equation to linear thermoelasticity and other theories,
Quart. Appl. Math. 40 (1982) 319–330.
[9] M. Dehghan, Implicit locally one-dimensional methods for two-dimensional di4usion with a non-local boundary
condition, Math. and Computers in Simulation 49 (1999) 331–349.
[10] G. Ekolin, Finite di4erence methods for a nonlocal boundary value problem for the heat equation, BIT 31 (1991)
245–261.
[11] G. Fairweather, R.D. Saylor, The reformulation and numerical solution of certain nonclassical initial-boundary value
problems, SIAM J. Sci. Statist. Comput. 12 (1991) 127–144.
[12] C.F. Gerald, Applied Numerical Analysis, 5th Edition, Addison-Wesley, Reading, MA, 1995.
[13] Y. Lin, An inverse problem for a class of quasilinear parabolic equations, SIAM J. Math. Anal. 22 (1991) 146–156.
[14] Y. Lin, H.M. Yin, Finite di4erence approximations for a class of non-local quasilinear parabolic equations, Internat.
J. Math. Math. Sci. 20 (1997) 147–163.
[15] A.R. Mitchell, D.F. Gri8ths, The Finite Di4erence Methods in Partial Di4erential Equations, Wiley, New York,
1980.
[16] B.J. Noye, K.J. Hayman, Implicit two-level 3nite-di4erences methods for the two-dimensional di4usion equation,
Internat. J. Comput. Math. 48 (1993) 219–228.
[17] Z.Z. Sun, A second-order accurate 3nite di4erence scheme for a class of nonlocal parabolic equations with natural
boundary conditions, J. Comput. Appl. Math. 76 (1996) 137–146.
[18] S. Wang, The numerical method for the heat conduction subject to moving boundary energy speci3cation, Numer.
Heat Transfer 130 (1990) 35–38.
[19] S. Wang, Y. Lin, A 3nite di4erence solution to an inverse problem determining a control function in a parabolic
partial di4erential equations, Inverse Problems 5 (1989) 631–640.
[20] S. Wang, Y. Lin, A numerical method for the di4usion equation with nonlocal boundary speci3cations, Internat. J.
Engng. Sci. 28 (1990) 543–546.
[21] R.F. Warming, B.J. Hyett, The modi3ed equation approach to the stability and accuracy analysis of 3nite di4erence
methods, J. Comput. Phys. 14 (2) (1974) 159–179.
