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The LHCb experiment [1, 2] is designed
to exploit the large number of bb¯-pairs pro-
duced in pp interactions at
√
s=14 TeV at
the LHC, in order to make precise studies
of CP asymmetries and rare decays in b-
hadron systems. LHCb is a single arm spec-
trometer covering the range1 1.9 <η < 4.9.
The spectrometer is shown in Figure 1.1,
and consists of the Vertex Locator (VELO),
the Trigger Tracker (TT), the dipole mag-
net, two Ring Imaging Cherenkov detec-
tors (RICH1&2), three tracking stations
T1–T3, the Calorimeter system and the
Muon system. LHCb uses a right handed
coordinate system with the z-axis point-
ing from the interaction point towards the
muon chambers along the beam-line, and
the y-axis is pointing up-wards. All of the
systems are described in detail in their re-
spective Technical Design Reports [3-10],
apart from TT and a new layout of RICH1
which are described in the LHCb Reopti-
mization TDR [2]. The LHCb experiment
plans to operate at an average luminosity of
2×1032 cm−2s−1, i.e. much lower than the
maximum design luminosity of the LHC,
which makes the radiation damage more
manageable. A further advantage is that
at this luminosity the number of interac-
tions per crossing is dominated by single
interactions, which facilitates the triggering
and reconstruction by assuring low channel
occupancy. Due to the LHC bunch struc-
ture and low luminosity the frequency of
crossings with interactions visible2 by the
1The pseudo-rapidity η = −ln(tan(θ/2)) where θ is the
angle between a track and the beam-line.
2An interaction is deﬁned to be visible if it produces at
spectrometer is about 10 MHz, which has
to be reduced by the trigger to a few hun-
dred Hz, at which rate the events are writ-
ten to storage for further oﬄine analysis.
This reduction is achieved in three trigger
levels: Level-0 (L0), Level-1 (L1) and the
High Level Trigger (HLT). Level-0 is imple-
mented in custom electronics, while Level-1
and the HLT are executed on a farm of com-
modity processors.
In the remainder of this introduction the
requirements from both the physics and the
Front-End implementation will be given,
followed by an overview of the whole trigger
architecture.
1.1 Physics requirements
At a luminosity of 2× 1032 cm−2s−1 the
10 MHz of crossings with visible pp interac-
tion are expected to contain a rate of about
100 kHz of bb¯-pairs. However, in only
about 15% of the events will at least one B-
meson have all its decay products contained
in the acceptance of the spectrometer. Fur-
thermore the branching ratios of B-mesons
used to study CP violation are typically less
than 10−3. The oﬄine selections exploit the
relatively large b mass and lifetime to select
those b-hadrons, and stringent cuts have
to be applied to enhance signal over back-
ground and thus increase the CP sensitiv-
ity of the analysis. Hence the requirement
for the trigger is to achieve the highest eﬃ-
ciency for these oﬄine selected events. The
least two charged particles with suﬃcient hits in the VELO
and T1–T3 to allow them to be reconstructible.
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Figure 1.1: The layout of the LHCb spectrometer showing the VELO, the two RICH detectors, the four tracking
stations TT and T1–T3, the 4 Tm dipole magnet, the Scintillating Pad detector (SPD), Preshower (PS), Electro-
magnetic (ECAL) and Hadronic (HCAL) Calorimeters, and the ﬁve muon stations M1–M5.
trigger should be able to achieve high eﬃ-
ciency for a large variety of ﬁnal states.
The trigger should allow overlapping and
pre-scaled triggers. It should be possible to
emulate the trigger from the data written to
storage, which will give an additional han-




A detailed description of the requirements
to the Front-End (FE) electronics can be
found in [11]. A schematic overview of the
FE system is given in Figure 1.2. Here we
limit ourselves to those requirements which
have a particular inﬂuence on the design
of the Level-0 and Level-1 triggers. The
Level-0 and Level-1 decisions are transmit-
ted to the FE electronics by the TTC sys-
tem [12].
The latency of Level-0, which is the time
elapsed between a pp interaction and the
arrival of the Level-0 trigger decision at the
FE, is ﬁxed to 4 µs [13]. This time in-
cludes the time-of-ﬂight, cable length and
all delays in the FE, leaving 2 µs for the
actual processing of the data in the Level-0
trigger to derive a decision. The FE is re-
quired to be able to readout events in 900
ns, which combined with the 16-event-deep
de-randomizer before the L1-buﬀer and a
1 MHz Level-0 accept rate gives less than
0.5% deadtime [14]. Level-0 will deliver its
decision every 25 ns to the Readout Super-
visor [15], which emulates the L0-buﬀer oc-
cupancy, and prevents buﬀer overﬂows by
throttling the L0 accept rate.
The Level-1 trigger is a variable latency
trigger and the data delivered to the trig-
ger processors by the FE system must be
delivered in chronological order and tagged
with bunch and event identiﬁers. Despite
the variable latency, Level-1 delivers a de-
cision for each event in the same order to
the Readout Supervisor. The maximum
Level-1 output rate is ﬁxed to 40 kHz,
and overﬂow of the Level-1 de-randomizer
buﬀers is prevented by a throttle system
controlled by the Readout Supervisor. The
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Figure 1.2: The FE architecture of LHCb.
depth of the L1-buﬀer3, combined with a
1 MHz Level-0 rate, and the requirement
to deliver the decisions chronologically or-
dered allows a latency of up to 58 ms.
1.3 Implementation Overview
Given the physics requirement to achieve
a maximum trigger eﬃciency for oﬄine se-
lected events, the main aim of the trigger
3The size of the Level-1 buﬀer is 2 M words. With a 36-
word-long event fragment, which contains 32 channels and
up to four data tags, this allows up to 58254 events to be
buﬀered.
implementation is to enable trigger algo-
rithms to have access to the same data as
the oﬄine analysis, and anticipates the se-
lection algorithms as closely as possible at
the highest possible rate. Figure 1.3 shows
an overview of the sub-detectors participat-
ing in the three trigger levels.
Level-0
The purpose of Level-0 is to reduce the LHC
beam crossing rate of 40 MHz, which con-
tains about 10 MHz of crossing with visi-
ble pp-interactions, to the rate at which in
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Figure 1.3: Overview of the three trigger levels. Stations M1–M5 are used to reconstruct two muons per quadrant.
The SPD, PS, ECAL and HCAL are used to reconstruct the hadron, e, γ and π0 with the largest transverse
energy, the charged particle multiplicity, and the total energy. The Pile-Up detector is used to recognize multiple
interactions per crossing. Level-1 uses the information from VELO, TT, and Level-0 to reduce the rate to 40 kHz.
T1–T3 and M2–M4 could be included in Level-1. The HLT uses all data in the event apart from the RICH to
reduce the rate to 200 Hz. Level-0 is executed in full custom electronics, while Level-1 and HLT are software
triggers which share a commodity farm of 1800 CPUs.
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principle all sub-systems could be used for
deriving a trigger decision. Due to their
large mass b-hadrons decay to give a large
ET lepton, hadron or photon, hence Level-0
reconstructs:
• the highest ET hadron, electron and
photon clusters in the Calorimeter,
• the two highest pT muons in the Muon
Chambers,
which information is collected by the
Level-0 Decision Unit to select events.
Events can be rejected based on global
event variables such as charged track mul-
tiplicities and the number of interactions,
as reconstructed by the Pile-Up system, to
assure that the selection is based on b-
signatures rather than large combinatorics,
and that these events will not occupy a dis-
proportional fraction of the data-ﬂow band-
width or available processing power in sub-
sequent trigger levels.
All Level-0 triggers are fully syn-
chronous, i.e. their latency does not depend
upon occupancy nor on history. All Level-0
electronics is implemented in full custom
boards.
The implementation of the calorimeter
trigger is based on forming clusters by
adding the ET of 2×2 cells on the FE-
boards, and selecting the clusters with the
largest ET. Clusters are identiﬁed as e,
γ or hadron depending on the information
from the Scintillating Pad Detector (SPD),
Preshower (PS), Electromagnetic (ECAL)
and Hadronic (HCAL) Calorimeter. The
ET of all HCAL cells is summed to reject
crossings without visible interactions. The
total number of SPD cells with a hit are
counted to provide a measure of the charged
track multiplicity in the crossing.
The muon chambers allow stand-alone
muon reconstruction with a pT resolution of
20%. Track ﬁnding is performed by process-
ing units, which combine the strip and pad
data from the ﬁve muon stations to form
towers pointing towards the interaction re-
gion. One crate per quarter houses the trig-
ger boards which reconstruct the two muons
with the largest pT.
The Pile-Up system aims at distinguish-
ing between crossings with single and mul-
tiple visible interactions. It uses four sili-
con sensors of the same type as those used
in the VELO to measure the radial posi-
tion of tracks, covering −4.2 < η < −2.9.
The Pile-Up system provides the position
of the primary vertex candidates along the
beam-line and a measure of the total back-
ward charged track multiplicity. The Pile-
Up information allows a relative luminosity
measurement which is not aﬀected by sys-
tem deadtime, and monitors the beam con-
ditions.
The Level-0 Decision Unit (L0DU) col-
lects all information from Level-0 compo-
nents to form the Level-0 Trigger. The
L0DU is able to perform simple arithmetic
to combine all signatures into one decision
per crossing. This decision is passed to
the Readout Supervisor which transmits its
Level-0 decision to the FE.
Level-1
At the 1 MHz output rate of Level-0 the
remaining analogue data is digitized and
all data is stored for the time needed to
process the Level-1 algorithm. All sub-
systems which deliver data to Level-1 make
use of the same TELL1-board [16] to store
the data in the L1-buﬀer, to perform zero-
suppression and formatting, and to inter-
face to Level-1. The Level-1 algorithm will
be implemented on a commodity proces-
sors farm, which is shared between Level-1,
HLT and oﬄine reconstruction algorithms.
The Level-1 algorithm uses the information
from Level-0 , the VELO and TT. The al-
gorithm reconstructs tracks in the VELO,
and matches these tracks to Level-0 muons
or Calorimeter clusters to identify them and
measure their momenta. The fringe ﬁeld of
the magnet between the VELO and TT is
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used to determine the momenta of particles
with a resolution of 20–40%. Events are se-
lected based on tracks with a large pT and
signiﬁcant impact parameter to the primary
vertex.
The event building architecture is in-
spired by the one described in the Online
System TDR [9], but adapted to proﬁt from
new technologies due to the delayed start-
up of the LHC. The same event building
network is used to collect the Level-1 de-
cisions from all the processors, after which
they are sorted according to their Level-0
event number and transmitted to the Read-
out Supervisor, which transmits its Level-1
decision to the FE. The maximum Level-1
output rate has been ﬁxed to 40 kHz to al-
low the FE to execute more elaborate zero-
suppression algorithms than the ones used
to prepare the information for the Level-1
trigger. The implementation is easily scal-
able to allow the inclusion of stations T1–
T3 and M2–M5. This will improve the
Level-1 performance, and this implemen-
tation is described in Appendix A, but all
performance ﬁgures given in this TDR will
assume that the Level-1 algorithm will not
use T1–T3 or M2–M5.
High Level Trigger
The HLT will have access to all data.
Since the design of the Online System [9]
the LHCb spectrometer has been reop-
timized [2], resulting in a considerably
smaller data-size. Level-1 and HLT event
building now share the same network, and
this TDR supersedes the implementation
as described in [9]. The HLT and Level-1
algorithms run concurrently on the same
CPU nodes, with the Level-1 taking prior-
ity due to its limited latency budget. The
HLT algorithm starts with reconstructing
the VELO tracks and the primary vertex,
rather than having this information trans-
mitted from Level-1. A fast pattern recog-
nition program links the VELO tracks to
the tracking stations T1–T3. The ﬁnal se-
lection of interesting events is a combina-
tion of conﬁrming the Level-1 decision with
better resolution, and selection cuts ded-
icated to speciﬁc ﬁnal states. While the
maximum output rates of the ﬁrst two trig-
ger levels are dictated by the implementa-
tions of the FE hardware, the output rate
of the HLT is kept more ﬂexible. Consider-
ing the channels currently under study one
could envisage output rates of a few Hz.
However, the RICH information is not cur-
rently used by the HLT, and selection cuts
have to be relaxed compared to the ﬁnal
selection to study the sensitivity of the se-
lections and proﬁt from reﬁnements to the
calibration constants. These considerations
lead to an output rate of 200 Hz of events
accepted by the HLT. The total CPU farm
will contain about 1800 nodes. It is derived
from the the expected CPU power in 2007,
and performance studies discussed below,
that the L1 and HLT algorithms will use
about 55% and 25% of the available com-
puting resources respectively. The remain-
ing resources are used to fully reconstruct
events accepted by the HLT, including the
particle identiﬁcation, before being written
to storage.
1.4 Organization of this Doc-
ument
While the trigger is logically divided into
three trigger levels, its implementation is
divided into ﬁve hardware sub-systems,
four Level-0 sub-systems and one sub-
system for Level-1 and HLT combined.
The Level-0 sub-systems are the Calorime-
ter Triggers, the Muon Trigger, the Pile-
Up Trigger and the Level-0 Decision Unit.
Level-1 and the HLT form one sub-system
from the technical design point of view,
since they share the same event building
network and processor farm. In the fol-
lowing chapters each of the ﬁve sub-system
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designs is described separately, including
R&D and prototyping. Where applicable,
the sensitivity of the performance of a sub-
system to the LHC environment, so called
robustness, will also be included, while the
performance of the trigger as a whole will
be described in Chapter 7. The last chapter
deals with project organization.
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Chapter 2 Level-0 Calorimeter Triggers
The purpose of the Calorimeter Trig-
gers is to select and identify particles with
high ET deposit in the calorimeters. A
schematic view of the calorimeter is shown
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Figure 2.1: Schematic side view of the calorimeter sys-
tem.
• The SPD (Scintillator Pad Detector)
identiﬁes charged particles, and allows
electrons to be separated from pho-
tons.
• The PreShower detector, after 2.5 ra-
diation length of lead, identiﬁes elec-
tromagnetic particles.
• The electro-magnetic calorimeter
ECAL, of the shashlik type, measures
the energy of electromagnetic showers.
• The hadronic calorimeter HCAL,
made of iron with scintillator tiles,
measures the energy of the hadrons.
The ﬁrst three detectors have the same
cell geometry, displayed in Figure 2.2. The
cells are about 4× 4 cm2 in the central re-
gion, 6 × 6 cm2 in the middle region and
Figure 2.2: Layout of the SPD, Preshower and ECAL
cells. Each square represents 16 cells.
12 × 12 cm2 in the outer region. The ex-
act size of the cells is proportional to their
distance from the vertex in order to obtain
a pointing geometry, and the total num-
ber of cells in each detector is 5984. The
HCAL contains 1468 cells, with only two
sizes, 13×13 cm2 and 26×26 cm2, such that
the HCAL cell boundaries project to ECAL
cell boundaries. More details are given in
the Calorimeter TDR [4].
2.1 Concepts of the L0
Calorimeter Trigger
The idea of the Calorimeter Triggers is to
search for high ET particles: electrons, pho-
tons, π0 or hadrons. The way to identify
each ﬂavour is described in Section 2.5.
Showers are relatively narrow, with en-
ergy deposits in a small area. A zone of
9
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Figure 2.3: Overall view of the Calorimeter Triggers.
2 by 2 cells is used, large enough to con-
tain most of the energy, and small enough
to avoid overlap between various particles.
Only the particle with the highest ET is
looked at. Therefore at each stage only the
highest ET candidate is kept, to minimize
the number of candidates to process.
These candidates are provided by a three
step selection system:
• A ﬁrst selection of high ET deposits
is performed on the Front-End (FE)
card, which is the same for ECAL and
HCAL. Each card handles 32 cells, and
the highest ET sum over the 32 sums
of 2 × 2 cells is selected. To compute
these 32 sums, access to cells in other
cards is an important issue.
• The Validation Card merges the
ECAL with the PreShower and
SPD information, prepared by the
PreShower FE card, to identify the
type of electromagnetic candidate,
electron, photon and π0. Only one
candidate per type is selected and sent
to the next stage. The same card also
adds the energy deposited in ECAL
in front of the hadron candidates.
A similar card computes the SPD
multiplicity in the PreShower crates.
• The Selection Crate selects the candi-
date with the highest ET for each type,
it also produces a measure of the Total
ET in HCAL and the total SPD mul-
tiplicity.
An overall view of the Calorimeter Trig-
gers is shown on Figure 2.3. Care has been
taken to simplify the connections, and the
system is fully synchronous, which will fa-
cilitate commissioning and debugging.
The ﬁrst two steps are performed on the
platform of the calorimeter, at a location
with a radiation dose below 50 Gy dur-
ing the whole lifetime of the experiment,
and where Single Event Upsets (SEU) are
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expected to occur. Each component has
been tested for radiation and SEU robust-
ness [17, 18]. Anti-fuse PGAs are used, and
“triple voting” techniques for all permanent
memories. In this technique, each bit is
stored in three copies, and a majority vote
is taken before using it, so that one single
bit ﬂip does not aﬀect the value.
2.2 L0 Calorimeter Trigger
performance
The L0 Calorimeter Trigger provides 7 in-
puts to the Decision Unit, as shown on Fig-
ure 2.3. Frequently, the same energy de-
posit produces several candidates, as the
electron, photon and π0 triggers are not ex-
clusive. A hadron with a large deposit in
ECAL may also produce electron, photon
or π0 candidates. This overlap has advan-
tages in terms of robustness of the system
and allows cross-checks of the trigger be-
haviour, but makes diﬃcult an analysis of
the exclusive performance of each type of
candidate. The overall performance in term




















Figure 2.4: Performance of the Hadron Trigger.
To illustrate how the signal events are
diﬀerent from the minimum-bias events,
Figure 2.4 shows the fraction of events over
a given hadron threshold, as function of
this ET threshold, both for minimum-bias
events and for oﬄine selected B → ππ
events. The nominal threshold is indicated,
at which about 7% of the minimum-bias
events are kept, with an eﬃciency around
70% on the signal.
2.3 ECAL and HCAL FE card
The processing on the FE card is described
in [19]. It is divided into several steps, per-
formed synchronously in pipeline mode:
• Preparation of the data: the Calorime-
ter Trigger uses as input the 12 bit
ADC value of each cell. This digitisa-
tion is already pedestal corrected [20],
but has to be converted to 8-bit ET.
• Collection of the data: In order to
compute all 32 sums over 2 × 2 cells,
one has to access the neighbouring
cells. A dedicated backplane connects
neighbouring cards, while LVDS mul-
tiplexed links are used for the other
connections.
• Computation of the 2×2 sums in par-
allel.
• Selection of the highest of the 32 sums,
keeping track of its address.
• Computation of the total ET on the
card.
• Sending the result of the processing to
the next stage.
The conversion from ADC value to ET is
performed by multiplying the ADC value by
a 8 bit scale factor, and selecting the proper
8 bits. If the result would be larger than 8
bits, it is saturated to 255. This multiplica-
tion with saturation process is performed in
one clock cycle [20]. The nominal scale fac-
tor is such that the value of ET covers the
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range 0 to 5.1 GeV. This choice is a com-
promise between the highest trigger thresh-
old, around 4.5 GeV, and the loss of ac-
curacy due to rounding eﬀects. The gain
is adjusted channel by channel to compen-
sate for possible mis-calibration of the PM.
The ET range can be varied, if needed, from
about 3 GeV up to 10 GeV full scale.
The next step is to get the ET value for
all the cells involved in the 32 sums. Each
FE card covers an area of 8× 4 cells. In or-
der to build the 32 sums, 8 right neighbours,
4 top neighbours, and one top-right neigh-
bour are needed, as shown on Figure 2.5.
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Figure 2.5: Connections to get the neighbouring cells.
Note that neighbouring cells of diﬀer-
ent size are not connected, as this would
introduce unnecessary complications. The
two halves of the detector are also not con-
nected, as this would require to disconnect
cables when opening the detector for main-
tenance. These two limitations introduce
only a very small ineﬃciency, at the per mil
level.
It is clear that local signals have to be
delayed, to allow the remote information
to arrive. The slowest signal is the corner
one, which arrives in two steps. All other
information is placed in pipe-lines, imple-
mented using the internal memory of the
PGA, with controllable length. The delay
in these pipe-lines will be adjusted once the
ﬁnal layout is made, but it is estimated to
be one clock cycle for every backplane link,
and two clock cycles for an LVDS multi-
plexed link, since the cables will be around
2 m long. The corner signal waits 1 cycle,
the LVDS signals wait 2 cycles, the back-
plane signals 3 cycles and the local signals
4 cycles. Note that these local signals are
sent on 80 MHz multiplexed lines on the
board, to reduce the number of I/O pins on
the PGA. Details of this synchronisation,
and of the backplane conﬁguration, can be
found in [19].
When the 45 signals are available, the
32 sums are computed in parallel. The
sum is saturated when it overﬂows, around
5.1 GeV, which occurs for about one third
of the B → ππ events as can be seen on Fig-
ure 2.4. Saturation has no eﬀect on the per-
formance, as the trigger relies only on the
presence of a hight ET cluster. The highest
of the 32 sum is then selected, in a series of
binary comparisons: First 16 comparisons
of two sums, then 8 comparisons of the 16
previous results, and so on. Five steps are
needed to get the highest ET sum of the
FE card, with its address on 5 bits. This
is performed in pipeline mode, 3 cycles are
needed for the sum and the comparisons.
The Total ET of the card is also pro-
duced, by summing the appropriate 8 sums
of 4 cells. This result is also saturated. This
total sum is the input for the local π0 trig-
ger.
The card produces a 21 bit output on
the backplane, for the Validation Card: 8-
bit highest ET sum, 5-bit address and 8-
bit total ET. It also sends on two multi-
plexed LVDS links, towards the PreShower
FE card for ECAL and towards the Valida-
tion Card for HCAL, the 8-bit highest ET
sum and its 5-bit address, together with 8-
bits Bunch Crossing IDentiﬁer (BCID) for
synchronisation.
2.4 PreShower FE card
The PreShower FE card digitizes the
PreShower analog signals, corrects them
for pedestal, gain and for the spill-over
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of earlier signals, and receives and syn-
chronises the SPD information [21]. The
PreShower trigger information is obtained
by comparing the PreShower signal to a
threshold, producing a Yes/No output. The
SPD also provides binary information. The
PreShower FE card handles 64 channels,
and covers two ECAL cards. For each beam
crossing, the PreShower FE card receives
the address of two ECAL candidates, and
for each candidate, sends to the correspond-
ing Validation Card the 4 PreShower bits
and the 4 SPD bits in front of the 4 cells of
the candidate [21].
As for the Calorimeter card, access to
the neighbouring information is needed.
The same backplane is used, transporting
this time only 2 bits per cell, but there are
8 vertical neighbours instead of 4, as the
card covers 8×8 cells. The core of the pro-
cessing is a 81 × 2 bit wide pipe-line (as
the ECAL input arrives several clock cycles
after the PreShower and SPD signals are
ready) and the appropriate multiplexer to
extract the 4 × 2 bits of the wanted cells
for the proper beam crossing. A prototype
to test this processing has been built and is
shown on Figure 2.6.
The input is the 5-bit address produced
by the ECAL card, with 8 bits of BCID to
select the proper event. The output is 8 bits
of data, plus the BCID for cross-checking.
This is sent to the ECAL Validation Card.
As already mentioned, there are two inde-
pendent inputs and two outputs, each cor-
responding to one half of the card.
The card computes also the SPD mul-
tiplicity, by counting how many of the 64
bits have ﬁred. This multiplicity is coded
on 7 bits and is sent to the SPD Multiplic-
ity card using the backplane lines that are
used in the ECAL crate to connect to the
Validation Card.
As the PreShower crates will be in the
same racks as the ECAL crates, the cable
length between ECAL and PreShower cards
will be around 2 m.
Figure 2.6: Photograph of the prototype of the trigger
part of the Preshower FE card.
2.5 Validation Card
The Validation Card [22] has two largely
disconnected functions. First it handles the
candidates from the 8 ECAL cards in the
half-crate, doing a “validation” with the
PreShower and SPD information, in order
to produce electron, photon and π0 candi-
dates. From the 8 ECAL cards it is con-
nected to, only one candidate of each type
is selected, the one with the highest ET.
The second part handles the HCAL can-
didates, it adds to its energy the energy re-
leased at the same location in ECAL. Up
to 4 HCAL candidates are connected to the
Validation Card, and there is one output,
with updated energy, for each input.
2.5.1 ECAL candidates
The 8-bit PreShower information is con-
verted to a photon ﬂag (PreShower and not
SPD) and an electron ﬂag (PreShower and
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SPD). A Look Up Table (LUT) is used,
with 3 bits output for each ﬂag and triple
voting, to be insensitive to SEU. Using a
LUT allows the requirements to be modi-
ﬁed, in particular the way the SPD is used,
and a possible veto if too many of the 4 cells
have ﬁred. The ECAL inputs are delayed
by about 5 cycles to wait for the PreShower
information to arrive. Then the photons
and the electrons candidates are sent to a
selector ’highest in eight’ similar to the one
on the ECAL/HCAL FE board. The result
is an 8-bit ET candidate with a 8-bit ad-
dress, the 3 new address bits keep track of
which input was selected.
The local π0 selection is quite similar,
see [23]. For the so called “local π0”, where
the two photons are expected on the same
FE card, one uses the Sum ET of the FE
card as measure of the π0 ET. The highest
in eight is selected. A similar validation by
the PreShower and the SPD is foreseen.
The “global π0” candidate, when the two
photons are on neighbouring cards, is ob-
tained by adding the ET candidates of two
neighbouring cards. This is a simple add-
and-saturate on 8-bit, followed by a selec-
tion “highest in eight”. The address is
somewhat arbitrary, it will be the address
of the candidate of the ﬁrst card.
These four outputs of the Validation
Card are obviously quite similar. There
is some ﬂexibility in the validation by the
PreShower and SPD, thanks to the use of
a LUT to deﬁne which combinations are
valid.
2.5.2 HCAL candidates
The motivation here is to add to the HCAL
ET the ECAL ET in front, in order to im-
prove the hadron energy estimate. Instead
of bringing the ECAL information to the
HCAL candidates, the HCAL candidates
are sent to the ECAL crate. This reduces
the number of connections between the two
detectors by a factor 2.5, at the price of
some duplicate candidates [22]. As a side
eﬀect, the selection of the best version of
the duplicated candidates has to be done in
the Selection Crate.
The ﬁrst processing is a time alignment,
to handle the same event in ECAL and
HCAL. Then the processing is in three
steps:
• For each ECAL card, a single HCAL
card can match. This is not the
same pattern for each Validation Card,
and is therefore performed by a pro-
grammable multiplexer.
• The ECAL and HCAL address are
compared using a LUT, 5+5 bits in-
put, 3 bits output for triple voting and
SEU immunity. This indicates if the
ECAL candidate is “in front” of the
HCAL candidate. Eight such LUT are
needed, one per ECAL card.
• As several ECAL candidates can be in
front of an HCAL candidate, one se-
lects for each HCAL card the matched
ECAL candidate with the highest ET
and then adds its ET to the HCAL
ET to obtain an updated HCAL can-
didate, which is sent to the selection
crate.
This section of the Validation Card is shown
in Figure 2.7. The internal memory of the
PGA is used as a LUT.
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Figure 2.7: HCAL validation logic.
All outputs of the Validation Card are
optical links (32 bits at 40 MHz) towards
the Selection Crate. The information on
each link is similar: 8-bit ET of the can-
didate, 8-bit address and 8-bits for BCID.
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In the remaining 8-bits we intend to send
a “cable number” ﬁeld, allowing cabling
checks.
2.6 SPD Multiplicity
In the PreShower crates, a card is located
in the same slot as the Validation Card in
the ECAL crate. This card receives via the
backplane 8 SPD multiplicity values com-
puted by 8 PreShower FE cards. It adds
these 8 numbers and outputs the sum on
an optical ﬁber, in a similar format as the
ECAL Validation Card, using the two 8-bits
address and ET ﬁeld described previously
to transport the 10-bit multiplicity value.
This will allow the computing the total SPD
multiplicity in the Selection Crate.
2.7 Backplane and links
There is a large data ﬂow between various
boards, all at a frequency of 40 MHz. The
problem has been simpliﬁed as much as pos-
sible by using a dedicated backplane [24] to
implement most of the links. As shown in
Figure 2.5, 9 of the 13 links between FE
boards are via the backplane. The link
between the FE board and the Validation
Card is also via the backplane. They use
multiplexed LVDS signals, where 4 pairs al-
low the transmission of 21 bits at 40 MHz.
The same backplane is used for PreShower,
ECAL and HCAL crates, the cost of any
unused connection being overwhelmed by
the simpliﬁcation in debugging and main-
tenance.
The ﬁrst part of the backplane, contain-
ing the power lines and the distribution of
the timing and control signals, is shown on
Figure 2.8.
Links between crates are implemented
with multiplexed LVDS signals. Using
Cat-5 cables, safe transmission is possi-
ble for lengths up to 20 m [24]. Most
of the connections are between crates in
Figure 2.8: Photograph of the power backplane.
the same rack, either inside ECAL, in-
side PreShower or between ECAL and
PreShower. Longer connections exist be-
tween HCAL and ECAL. The crates are
on two platforms on top of the calorime-
ters, which move independently when the
detector is opened. The cable length should
allow for opening without decabling, 10 m
should be enough, which is safe for the qual-
ity of the link.
2.8 Selection Crate
As can be seen in Figure 2.3, the Selection
Crate [25] handles a lot of inputs, 4 times
28 optical links for electromagnetic candi-
dates, and 80 links for HCAL. It is made
in two parts. One handles the electromag-
netic candidates, essentially selecting the
one with the highest ET for each type, and
the second part handles the HCAL candi-
dates, in a slightly more complex way. One
should note that the Selection Crate is in
the barracks, and hence is not submitted
to radiation or SEU problems, which allows
the use of FPGAs.
2.8.1 Electromagnetic Candidates
Upon reception, the processing (after time
alignment) is to select the highest ET of
the 28 inputs, by successive binary compar-
ison. The address of the ﬁnal candidate, 8-
bit received and 5-bits from this selection,
is converted to the oﬃcial calorimeter cell
identiﬁer on 14 bits, using a LUT. The re-
sulting candidate, 8-bit ET and 14-bit ad-
dress, plus 8-bit BCID and a 2-bit status, is
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sent to the L0 Decision Unit (L0DU). The 4
types of candidates (electron, photon, local
π0 and global π0) are handled exactly the
same way.
2.8.2 SPD multiplicity
The functionality is similar: the 16 inputs
are time aligned, then the 10-bit numbers
are added without saturation, by a cascade
of pair addition, and the result on 13 bits
is sent to the L0 Decision Unit. The same
hardware board can be used, with a diﬀer-
ent code for the processing FPGA. There is
no address to send, and the 14-bit address
ﬁeld is used to send the result to the L0DU.
2.8.3 HCAL
The processing is similar, with two extra
steps to eliminate duplicates and to obtain
also the sum over the whole calorimeter.
After time alignment, the duplicates are
removed: 30 HCAL cards have their can-
didates sent to two Validation Cards, and
thus to the Selection Crate. For each pair of
inputs coming from the same HCAL card,
only the one with the highest ET is kept.
Then, the HCAL card with the highest ET
is selected as in the ECAL case.
The sum of the 50 cards is performed,
without saturating the result. This sum
will be used to detect a minimal activity
in the detector, with a threshold at a few
GeV. It may also be used to detect dirty
events, produced by piled-up interactions,
and hence saturation at 5 GeV ET is not
allowed.
As 80 optical links cannot be received on
a single board, the HCAL processing is per-
formed on 3 boards, receiving respectively
28, 28 and 24 links. A simple connection al-
lows one of the boards to perform the ﬁnal
selection for the highest ET and total sum,
based on the 3 intermediate results.
The output of the HCAL selection is
then the highest ET HCAL candidate, with
the same cell identiﬁer processing and same
ﬁnal format as for the ECAL candidates,
and the Total ET in HCAL. As there is no
address in this case, the 14-bit address ﬁeld
is used to send the value, as for the SPD
multiplicity.
2.8.4 Implementation
Despite the diverse functionalities, the
whole Selection Crate can be implemented
with a single type of board, where some
small part (inter-card connection, second
output) is unused in the ECAL case. The
boards will be equipped with three paral-
lel 12-channel optical receivers connected
to 28 low power consumption deserializers
TLK2501 from Texas Instruments. After
deserialization, the 28 16-bit words are de-
multiplexed 2:1 to 32 bits and synchronized
to the TTC clock by 28 small FPGAs.
The synchronisation mechanism has
been already successfully tested. It simply
requires writing the data into a FIFO with
the deserializer clock while reading it with
the TTC clock.
The processing itself is reasonably sim-
ple, but requires a large number of connec-
tions. A single FPGA1 with 812 I/O pins
can do the job.
The 28 inputs of each board are saved
and transmitted to the DAQ after the
Level-0 decision, to enable a detailed mon-
itoring of the correct behaviour of the sys-
tem. Like for most sub-systems in LHCb
the TELL1-board [16] is used for this pur-
pose. A simple zero suppression, removing
candidates with exactly zero ET, gives an
acceptable event size of around 500 bytes
for ﬁnal readout. The Selection Crate infor-
mation is also made available to the Level-1
processors, as explained in Chapter 6, with
a threshold at 1 GeV to reduce the average
data size to 70 bytes.
A prototype of the processing part has
been built and tested in 2002, and is shown
1For example the FPGA XILINX XC2VP50-5FF 1148C
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in Figure 2.9.
Figure 2.9: Photograph of the prototype of the Selec-
tion Board.
2.9 Latency
The latency can be analysed in terms of in-
ternal processing time, transport time and
delays for synchronisation of the inputs.
• FE boards: Seven cycles. On the
ECAL and HCAL FE boards, the pro-
cessing is 1 cycle for converting the
ADC to ET and 3 cycles for the com-
putation of the 2× 2 sums and the se-
lection of the highest. Time alignment
of the inputs will require another 3 cy-
cles.
• Validation Card: Eight cycles: The
processing in the PreShower FE card
adds to the latency: the ECAL can-
didate has to be received (2 cycles),
the answer extracted (1 cycle) and
then transmitted (2 cycles) to the Val-
idation Card. Five cycles are thus
required for these operations. The
ECAL input to the Validation Card
have to wait during that time. Pro-
cessing in the Validation Card is quite
simple, and will take 3 cycles. The
HCAL processing will take the same
time, and the slower transmission
(due to longer cables between HCAL
and ECAL crates) is smaller than
the latency due to the wait for the
PreShower.
• Processing time in the Selection Crate
takes 9 cycles for ECAL candidates,
and 14 for HCAL candidates. Two cy-
cles are requested to de-serialize and
synchronize the data ﬂuxes to the
TTC clock. Data processing on the
board takes 5 clock cycles. It takes two
cycles to transfer data to the L0DU
or to send them to the hadron master.
Three more cycles have to be added to
the previous 9 for the ﬁnal hadron se-
lection, and another two cycles to the
hadron data transfer to the L0DU.
The total latency, not counting the optical
transmission from the calorimeter platform
to the barracks, is then below 30 cycles, or
750 ns, well within the budget, as discussed
in Chapter 5.
2.10 Debugging and Monitor-
ing
To monitor the correct behaviour of the sys-
tem, the inputs are logged with the data:
The 8-bits ET of each ECAL and HCAL
cell, and the PreShower and SPD bits of
each cell, are read out. As mentioned ear-
lier, the inputs of the Selection Crate are
also logged with the event, allowing check-
ing that they correspond to what is ex-
pected from the individual cell inputs. The
result of the Selection Crate is logged by the
18 CHAPTER 2. LEVEL-0 CALORIMETER TRIGGERS
L0 Decision Unit, which permits to monitor
the Selection Crate. Local tests of the FE
cards and of the Validation Card are fore-
seen, with inputs from a memory writable
by ECS and results logged in a FIFO read-
able by ECS. This will allow the debug-
ging of the system and in-situ checks out-
side data taking periods.
Chapter 3 Level-0 Muon Trigger
The muon system has been designed to
look for muons with a high transverse mo-
mentum: a typical signature of a b-hadron
decay.
An overview of the muon system is given
ﬁrst followed by the description of the L0
muon trigger implementation, its perfor-
mance as a function of various running con-
ditions and its technical design.
3.1 Overview of the muon sys-
tem
The muon detector [6] consists of ﬁve muon
stations interleaved with muon ﬁlters (Fig-
ure 1.1). The ﬁlter is comprised of the elec-
tromagnetic and hadronic calorimeters and
three iron absorbers. Stations M2-M3 are
devoted to the muon track ﬁnding while sta-
tions M4-M5 conﬁrm the muon identiﬁca-
tion. The ﬁrst station M1 is placed in front
of the calorimeter and plays an important
role for the transverse-momentum measure-
ment of the muon track. Station M1 im-
proves the transverse momentum resolution
by about 30%.
Each station has two detector layers
with independent readout. A detector layer
contains two gaps in station M2-M5. To
achieve the high detection eﬃciency of 99%
per station and to ensure redundancy, the
signal of corresponding physical channels
in the two gaps and two layers are logi-
cally OR-ed on the chamber to form a log-
ical channel. The total number of physi-
cal channels in the system is about 120,000
while the number of logical channels is
25,920.
Each station is subdivided into four re-
gions with diﬀerent logical-pad dimensions,
as shown in Figure 3.1. Region and pad
sizes scale by a factor two from one region
to the next. The logical layout in the ﬁve
muon stations is projective in y to the in-
teraction point. It is also projective in x
when the bending in the horizontal plane
introduced by the magnetic ﬁeld is ignored.
The logical pad dimensions are summa-
rized in Table 3.1. Compared to M1 the
pad size along the x axis is twice smaller
for M2-M3 and twice coarser for M4-M5.
Pads are obtained by the crossing of hor-
izontal and vertical strips wherever possi-
ble. Strips are employed in stations M2–
M5 while station M1 and region 1 (R1) of
stations M4-M5 are equipped with pads.
Strips allow a reduction in the number
of logical channels to be transfered to the
muon trigger. The processor receives 25,920
bits every 25 ns forming 55,296 logical pads
by crossing strips.
Each region is subdivided into sectors
as shown in Figure 3.1. They are deﬁned
by the size of the horizontal and vertical
strips and match the dimension of underly-
ing chambers.
The L0 muon trigger looks for muon
tracks with a large transverse momentum,
pT. The track ﬁnding is performed on the
logical pad layout. It searches for hits deﬁn-
ing a straight line through the ﬁve muon
stations and pointing towards the interac-
tion point (Figure 3.2). The position of a
track in the ﬁrst two stations allows the de-
termination of its pT.
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Figure 3.1: Front view of one quadrant of muon station 2, showing the dimensions of the regions. Inside
each region a sector is shown. It is deﬁned by the size of the horizontal and vertical strips. The intersection
of the horizontal and vertical strips, corresponding to the logical channels, are logical pads. The region
and channel dimensions scale by a factor two from one region to the next.
To simplify the processing and to hide
the complex layout of stations, we sub-
divide the muon detector into 192 towers
pointing to the interaction point as shown
in Figure 3.3. A tower contains logical pads
with the same layout: 48 pads from M1,
2× 96 pads from M2 and M3, 2× 24 pads
from M4 and M5. Therefore the same al-
gorithm can be executed in each tower, the
key element of the trigger processor. Each
tower is connected to a Processing Unit
(PU).
All logical channels belonging to a tower
are sent to a PU using six high speed optical
links. The intersection between a tower and
a station maps a sector. The corresponding
logical channels are transported on a ded-
icated optical link to ease the connectivity
between the muon detector and the trigger
and the data distribution within a proces-
sor.
The data ﬂow, however, is more complex
for stations M2-M3 region R1 and R2. In
region R1, a sector is shared by two towers
while in region R2, a tower maps to two sec-
tors (Figure 3.1 and Figure 3.3). The ﬁrst
case requires additional exchange of logical
channels between PUs while the second one
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Table 3.1: The logical pad size in the four regions of each station projected to M1, and the number of optical
links per tower and their content in term of logical channels.
Station Region Pad size links logical channels/link
at M1 [cm2] per tower pads H-strips V-strips Total
M1 R1 1×2.5 2 24 – – 24
R2 2×5 2 24 – – 24
R3 4×10 2 24 – – 24
R4 8×20 2 24 – – 24
M2 or M3 R1 0.5×2.5 1 – 16 12 28
R2 1×5 2 – 4 12 16
R3 2×10 1 – 4 24 28
R4 4×20 1 – 4 24 28
M4 or M5 R1 2×2.5 1 24 – – 24
R2 4×5 1 – 8 6 14
R3 8×10 1 – 4 6 10
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Figure 3.2: Track ﬁnding by the muon trigger. For each logical-pad hit in M3, hits are sought in M2, M4
and M5, in a ﬁeld of interest (highlighted) around a line projecting to the interaction region. When hits
are found in the four stations, an extrapolation to M1 is made from the hits in M2 and M3, and the M1
hit closest the extrapolation point is selected. The track direction indicated by the hits in M1 and M2 is
used in the pT measurement for the trigger, assuming a particle from the interaction point and a single
kick from the magnet. In the example shown, µ+ and µ− cross the same pad in M3.
requires eight optical links instead of six,
as shown in Table 3.1. A unique process-
ing board containing four PUs deals with all
cases by programming diﬀerently the FP-
GAs and by grouping two interconnected
PUs in region R2.
The L0 muon trigger is implemented
with the four quadrants of the muon sys-
tem treated independently.
3.2 Trigger implementation
The L0 muon trigger algorithm and its
implementation are described in detail in
LHCb notes [26, 27].
The logical channels are transported
from the Front-End electronics to the muon
trigger through a total of 148 high speed
optical ribbons of 12 ﬁbres each.
Track ﬁnding in each region of a quad-
rant is performed by 12 PUs, arranged on
processing boards in groups of four for re-
gions R1, R3 and R4, and in pairs for region
R2.
A PU collects data from the ﬁve muon
stations for pads and strips forming a tower,
and also receives information from neigh-
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Figure 3.3: A quadrant of the muon system show-
ing the tower layout. Thick lines delimit the frac-
tion of the system analyzed by a processing board.
In this view the interaction point is shifted to ∞.
bouring towers, although they are in an-
other region, to avoid ineﬃciency on bound-
aries. Logical channels are merged when
they are transferred from region Ri to Ri+1.
In the opposite direction, logical channels
are transported as is and replicated in four
channels to match the granularity of the re-
ceiving PU. Therefore all data collected in
a tower have the same granularity.
Track ﬁnding in a PU starts from the 96
logical pads deﬁned by the intersections of
horizontal and vertical strips representing
the unit’s input from station M3. The track
search is performed in parallel for all pads.
For each logical-pad hit in M3 (track
seed), the straight line passing through the
hit and the interaction point is extrapo-
lated to M2, M4 and M5. Hits are looked
for in these stations in search windows,
termed Fields Of Interest (FOI), approxi-
mately centered on the straight-line extrap-
olation. FOIs are open along the x-axis for
all stations and along the y-axis only for
stations M4 and M5. The size of the FOI
depends on the station considered, the level
of background, and the minimum-bias re-
tention required. When at least one hit is
found inside the FOI for each of the stations
M2, M4 and M5, a muon track is ﬂagged
and the pad hit in M2 closest to the extrap-
olation from M3 is selected for subsequent
use.
The track position in station M1 is de-
termined by making a straight-line extrap-
olation from M3 and M2, and identifying
in the M1 FOI the pad hit closest to the
extrapolation point.
Since the logical layout is projective,
there is a one-to-one mapping from pads
in M3 to pads in M2, M4 and M5. There
is also a one-to-one mapping from pairs of
pads in M2 and M3 to pads in M1. This
allows the track-ﬁnding algorithm to be im-
plemented using only logical operations.
Once track ﬁnding is completed, an eval-
uation of pT is performed for muon tracks.
The pT is determined from the track hits
in M1 and M2, using look-up tables. The
number of muon tracks per PU is limited to
two. When more candidates are found, they
are discarded and the PU gives an overﬂow.
The two muon tracks of highest pT are
selected ﬁrst for each processor board, and
then for each quadrant of the muon sys-
tem. The information for up to eight se-
lected tracks is transmitted to the L0 Deci-
sion Unit.
3.3 Trigger performance
The L0 muon trigger is designed for
a minimum-bias output rate of around
200 kHz1. This is obtained by optimizing
the parameters of the algorithm given by
the horizontal and vertical dimensions of
the FOI and by the cut on pT. Decreas-
ing the dimension of the FOI and increas-
ing the cut on pT reduces the output rate.
The size of the largest FOIs is an important
1About 2/3 of the output rate is devoted to a single muon
trigger and 1/3 to a di-muon trigger.
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parameter for the processor since they de-
ﬁne the number of data exchanged between
PUs. This number determines the dimen-
sion of busses connecting PUs. The largest
FOI2 are given in Table 3.2.
Table 3.2: The maximum size of the FOI along the
x and y coordinates. It is expressed in terms of pads
with respect to the pad lying on the straight line passing
through the hit in M3 and the interaction point. A FOI
of ±3 corresponds to a total width of 7 pads.
M1 M2 M4 M5
x ±3 ±5 ±3 ±3
y – – ±1 ±1
Figure 3.4 shows the transverse momen-
tum determined for L0 muon candidates
found in minimum-bias and B0s → J/ψφ
samples when the FOI are optimized for an
output rate of 125 kHz (single muon trig-
ger). The corresponding trigger eﬃciency
is shown in the bottom plot as a function of
a cut on pT. The origin of the muon candi-
dates in the accepted minimum-bias events
is given in Table 3.3. They mainly come
from pion and kaon decays in ﬂight. The
resolution on the transverse momentum was
measured to be 20% for muons coming from
a b-quark.
Table 3.3: Origin of candidate triggering minimum-
bias events when the rate for the single muon trigger







Other particles (p, n, τ ,...) 1.1
Ghost tracks 1.7
2They were obtained by optimizing the trigger eﬃciency
while minimizing the size of the FOI. Studies were performed
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Figure 3.4: Top: reconstructed transverse momen-
tum for minimum-bias and for B0s → J/ψφ events.
It is encoded on 8 bits and saturated to 5 GeV/c.
Both samples are normalized to unity. Bottom:
the trigger eﬃciencies for minimum-bias and for
B0s → J/ψφ events as a function of the cut on pT.
In both plots the dimensions of the FOI are opti-
mized for an output rate of 125 kHz (single muon
trigger). The B0s → J/ψφ events are selected by
oﬄine reconstruction.
The robustness of the muon trigger im-
plementation has been studied by varying
the minimum-bias retention level, and the
operating conditions deﬁned by the level
of low-energy background in the chambers,
the level of beam halo muons, as well as
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chamber parameters [28, 29]. The parame-
ters of the trigger algorithm are optimized
in each case. The performance on useful
events selected by the reconstruction and
tagging procedure are given in Chapter 7.
Here, the relative loss in the eﬃciency when
the running conditions are deteriorated is
presented.
3.3.1 Low-energy background
The energy thresholds of the Geant simu-
lation in the region behind the calorime-
ters are set to higher values than in the
rest of the detector to save CPU time spent
in tracking inside the iron ﬁlters. As a
consequence the low energy component of
the muon chambers hits rate [6] in stations
M2-M5 is strongly suppressed. To restore
the correct rate, background hits are added
during digitization. They are extracted
from a parametrization obtained with a dif-
ferent version of the simulation program
which contains lower energy thresholds and
a more detailed geometry of the detector
and the beam optics. The low energy back-
ground is constituted by low energy parti-
cles, mainly electrons and charged hadrons
and, for the large arrival time, to thermal
neutrons. Since the simulation of these pro-
cesses is aﬀected by large uncertainties, in
the robustness test, conservative safety fac-
tors from 2 to 5 have been applied to the
total number of hits according to the rel-
ative importance of this component in the
ﬁve muon stations. The loss induced by the
level of low-energy background depends on
the Level-0 output rate. It varies between
2% (300 kHz) and 8% (100 kHz).
3.3.2 Beam halo muons
The charged-particle ﬂux associated with
the beam halo in the accelerator tunnel con-
tains muons of a rather wide energy spec-
trum with its largest ﬂux at small radii [6].
In particular those halo muons traversing
the detector in the same direction as par-
ticles from the interaction point can cause
a muon trigger. The average number of
beam halo muons depends strongly on the
level of residual gas in the beam pipe [30].
We deﬁne the nominal condition as the sec-
ond year after 10 days of running and the
worst condition by applying a safety factor
of two on the expected level of residual gas
and three on the beam current. In nomi-
nal condition, the average number of beam
halo muons is equal to 0.015 per bunch
for particle travelling from the entrance of
the cavern toward the muon detector and
0.026 for particle coming from the other
side. Studies, performed on minimum-bias
samples with superimposed beam-halo par-
ticles [28, 29], show that the beam halo
does not aﬀect the trigger performance in
nominal conditions. Increasing the level of
residual gas in the beam pipe and the beam
current, however, decreases the trigger eﬃ-
ciency by less than 8% . The magnitude
of these losses is similar to the one induced
by the maximum level of low-energy back-
ground and add linearly with it. These
studies also show that the muon trigger is
rather insensitive to the beam halo coming
from the other side of the interaction point
since particles are not in time in that case.
3.3.3 Hardware parameters
The chamber response depends on several
parameters: cluster size, single gap eﬃ-
ciency and electronic noise. The most sen-
sitive one is the cluster size [28]. An overall
increase by 30% decreases the trigger eﬃ-
cency by less than 5%.
The implementation of the muon trigger
algorithm limits the number of muon candi-
dates per PU to two, applies data compres-
sion algorithms when data are transferred
between towers belonging to diﬀerent re-
gions, and encodes the pT on 8 bits. These
simpliﬁcations have no signiﬁcant eﬀect on
the trigger performance.
3.4. TECHNICAL DESIGN 25
3.4 Technical Design
The muon trigger is divided into four inde-
pendent parts running on the quadrants of
the muon detector. They are located be-
hind the shielding wall in an environment
without radiation. A processor is a 9U crate
with 15 Processing Boards, 3 Muon Selec-
tion Boards and a Controller. All these
boards are interconnected through a cus-
tom backplane as shown in Figure 3.5.
Figure 3.5: The data ﬂow of a processor connected
to a quadrant of the muon detector.
The architecture is fully synchronous,
pipelined and massively parallel. The pro-
cessing frequency is 40 MHz. Data ex-
change frequency between boards and be-
tween PUs is 80 MHz.
In this section, we present brieﬂy the
technical design of these components. A de-
tailed description can be found in [27, 31].
3.4.1 ODE Trigger interface
The main task of the muon front-end elec-
tronics is to form the logical channels, to
tag each logical signal with a bunch crossing
identiﬁer and to send time-aligned data to
the trigger [6] as shown in Figure 3.6. The
building of the logical channels from the
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Figure 3.6: Simpliﬁed scheme of the muon front-
end architecture.
End boards mounted on the detector and
by 152 Intermediate Boards. The remain-
ing tasks are handled by 148 Oﬀ Detector
Boards (ODE) located on the left and right
side of the muon detector.
A trigger interface located in an ODE
board receives up to 192 logical channels
and pushes every 25 ns twelve 32-bit words
on 12 high-speed optical links grouped in
one optical ribbon cable. The Gigabit Opti-
cal Link transmitter (GOL) [32], developed
at CERN, encodes and serializes the 32-bit
word with its clock using the 8B/10B pro-
tocol. The resulting 1.6 GHz electric signal
is converted to an optical signal by a ribbon
transmitter3.
The jitter of the input clock driving the
GOL has to be lower than the jitter of the
clock delivered by TTCrx components by
a factor less than three to guarantee a bit
error rate below 10−12. A Filtering cir-
cuit is implemented in the interface. It
will be either the radiation hard jitter ﬁl-
ter ASIC from CERN, named QPLL [33],
3from AgilentTM
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or a discrete narrow bandwidth phase lock
loop (PLL) controlling a voltage crystal os-
cillator [34].
Figure 3.7: The prototype of the ODE Board with
its trigger interface.
We developed a prototype of a ribbon of
high-speed optical links with a ﬁlter based
on a narrow bandwidth PLL controlling a
voltage crystal oscillator [34]. We obtained
a bit error rate below 10−15 with the TTC
clock. The eﬀect of single event upsets has
been estimated on the part of the ribbon
optical link implemented in the ODE. We
obtain an equivalent bit error rate of 3 ×
10−11 in the radiation environment of the
muon detector. However, the cross-section
of the optical ribbon transmitter has still to
be measured.
Figure 3.7 shows a photograph of the
prototype of the ODE board with its trigger
interface.
The 148 ribbon cables coming from ODE
boards are connected to a passive patch
panel. It merges ﬁbres related to a tower
coming from diﬀerent stations into a single
output ribbon. The input cable is about
80 m long. Output ribbons are connected
to processing boards.
3.4.2 Processing Board
The diagram of the processing board [31] is
shown in Figure 3.8. A board contains:
• two receivers for two ribbon optical
links corresponding to 24 single opti-
cal channels;
• six FPGAs: one for each PU, one for
the BCSU (Best Candidates Selection
Unit) and one for the L1MU (L1 Man-
agement Unit;
• eight look-up tables;
• one ECS interface based on a credit
card PC [9];
• one interface to the custom backplane.
The hardware of the processing board is
unique but the programming of the 60 PUs
housed in a processor depends on their lo-
cation in the system.
Six optical channels coming from a tower
are connected to a PU The corresponding
FPGA receives six 16-bit words, their 80
MHz clocks and 6× 2 control bits. The in-
put data are time aligned using the bunch
crossing identiﬁer and control bits. Data
are exchanged with neighbouring PUs and
the muon ﬁnding algorithm is executed.
Table 3.4 shows the maximum information
exchange between PUs.
Each PU outputs a 38-bit word with ad-
dresses of hits in station M1, M2 and M3
for the two candidates, the bunch crossing
identiﬁer and a status.
For each candidate, the pT is computed
using a look-up table and encoded on an 8-
bit word. The look-up table is implemented
in a 32k×8 static RAM.
The next step is performed by the BCSU
which selects the two candidates with the
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Figure 3.8: Scheme of the processing board where the data ﬂow is only shown for one PU.
Table 3.4: The number of logical channels ex-
changed between PUs. Busses named “Horizon-
tal”, “Vertical” and “Crossing” link PUs located in
the same board while the bus named “Backplane”
connects PUs spread over several boards.
Top Bottom
Left Right Left Right
Backplane From 94 90 88 86
Backplane To 110 82 96 96
Vertical From 42 42 42 42
Vertical To 42 42 42 42
Horizontal From 82 72 72 82
Horizontal To 72 82 82 72
Crossing From 2 12 12 2
Crossing To 2 12 12 2
highest pT among the eight proposed by the
PUs. Results are stored in a 60-bit word
which is sent to the muon selection board
via an 80 MHz point-to-point connection.
It contains the addresses of two candidates
in station M1, M2 and M3, their pT, the
bunch crossing identiﬁer and a status.
Each PU and BCSU houses a L0 buﬀer
and its derandomizer buﬀer. It receives the
input and output words of the components.
Their width is 512 bits for a PU and 320
bits for a BCSU.
Each L0 buﬀer is connected to an L1
buﬀer through a bus, 16-bits wide, running
at 40 MHz. The L1MU activates transfers
between L0 and L1 buﬀers and between the
L1 buﬀer and the controller board. It also
houses the L1 derandomizer buﬀer. A L1
buﬀer is implemented with a synchronous
dynamic RAM, 1M×16 wide. The data
are transferred to the controller via a serial
point-to-point 4-bit wide link.
Figure 3.9 shows a photograph of the
prototype of the Processing Board. This
prototype is very close to the ﬁnal design
except for the size of the L1 buﬀer, which
is too small. Each FPGA exchanges data
with its neighbours at 80 MHz and is con-
nected to the ECS interface.
3.4.3 Muon selection board
The Muon Selection Board contains only
one FPGA with a functionality very sim-
ilar to the best-candidate selection unit. It
is connected to ﬁve processing boards and
receives their best candidates. The chip se-
lects the two candidates with the highest pT
among the 10 proposed. The 60-bit output
word is sent to the controller board through
a 80 MHz point-to-point connection.
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Figure 3.10: Scheme of the controller board.
3.4.4 Controller board
The diagram of the controller board is
shown in Figure 3.10.
The controller board is connected to the
three muon selection boards and receives
their best candidates. An FPGA with pro-
gramming very similar to the BCSU se-
lects the two candidates with the highest
pT among the six proposed. The result
is encoded into two 32-bit words, one for
each candidate, containing the address of
the candidate in station M1, its pT values
and a status. These two words are sent to
the L0 Decision Unit. Inputs and output of
this component are stored in a 320-bit wide
L0 buﬀer.
The controller board is also linked to the
15 processing boards of the card to receive
the output of their L1 derandomizer buﬀers.
A FPGA builds the events, strips dupli-
cated information such as bunch crossing
and event identiﬁers and applies a zero sup-
pression algorithm. The output is sent to
the data acquisition system via two Gigabit
Ethernet links.
The controller board is the interface with
the TTC system [12]. It receives TTC sig-
nals through the TTC receiver chip and dis-
tributes them to processing and controller
boards via dedicated links running on the
backplane.
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Figure 3.9: The prototype of the Processing Board
where a PU is implemented in one FPGA with
600,000 gates and 652 pins.
3.4.5 Backplane
The backplane distributes power supplies
(+5 V, +3.3 V, +48 V, GND), the main
40 MHz clock and service signals coming
from the TTC system. Clocks are sent in-
dividually from the controller to each pro-
cessing boards by point-to-point links while
service signals are broadcast on a common
bus at 40 MHz.
The backplane connects:
• processing boards together to ex-
change neighbouring information;
• a processing board to a muon selec-
tion board and muon selection boards
to the controller;
• each processing board to the controller
to transfer the content of L1 buﬀers.
All these connections rely on point-to-point
links running at 80 MHz.
Analog simulations have been made
to ﬁnd the most appropriated impedance
matching scheme. All point-to-point links
are terminated either on the processing
boards or on the controller board side while
bussed signals are adapted on the back-
plane. Table 3.5 summarizes the number
of pins required to connect a board to the
backplane. We implement a compact PCI
connector with shield and guide lugs for
centering.
Table 3.5: Number of pins required to connect a





Signal 443 163 219
Ground 198 198 198
Power 106 106 106
Free 43 323 267
Total 790 790 790
3.4.6 Latency
The latency for the muon trigger is 1050 ns
as shown in Table 3.6, well within speciﬁca-
tion given in Chapter 5. It starts with the
ﬁrst data arriving on the fastest optical link
and it ends when the results are serialized
on the link connected to the L0 Decision
Unit.
Table 3.6: Breakdown of the latency for the muon
trigger expressed in terms of LHC clock cycles.
Clock cycle
Optical link deserialization 2
Optical link synchronization 4
Neighbouring exchange 5
Muon tracking 1
M1 pad ﬁnding 1
Candidates selection within a PU 5
pT computation 1
pT selection within a board 4
Final selection 17
Serialization to L0DU 2
Total 42
30 CHAPTER 3. LEVEL-0 MUON TRIGGER
3.4.7 DAQ Event size
We log the input and output words of
each processing element in the L0 buﬀers
to monitor the trigger during data taking
and to trace any bias which might be in-
troduced. The target event size is about
1 kBytes after zero suppression.
3.4.8 Debugging and monitoring
tools
The strategy to debug a processing board
or a processor relies on the ECS interface,
L0 buﬀers and a simulation of the hardware.
The ECS interface can ﬁll speciﬁc buﬀers lo-
cated in the PUs with test patterns. They
emulate data transport by the optical links
for 16 consecutive events. The test buﬀers
inject data in place of the buﬀers receiving
the output of the optical transceiver stage.
The trigger then runs on 16 consecutive
events and stops. Input values provided by
the test buﬀers, neighbouring data from ad-
jacent PUs and pT computation are logged
to L0 buﬀers and systematically transferred
to L0 derandomizer buﬀers. The ECS inter-
face can read the content of L0 derandom-
izer buﬀers and we can compare the results
with the expected values provided by a sim-
ulation of PUs and BCSUs.
Chapter 4 Level-0 Pile-Up System
Upstream of the VELO system [7], a set
of two planes of silicon strip detectors is
used to determine the number of primary
interactions within one bunch crossing. The
silicon detectors of this Pile-Up system are
equipped with special fast readout electron-
ics to allow their data to be made available
at Level-0. LHCb aims to run with an av-
erage luminosity of 2×1032 cm−2s−1, how-
ever to achieve this average all sub-systems
are able to cope with luminosities up to
5×1032 cm−2s−1. Figure 4.1 shows the rate
of crossings with their expected number of
visible interactions1 in the luminosity range
for which the spectrometer has been opti-
mised.
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Figure 4.1: Rate of crossings with their number of pp-
interactions assuming σvisible = 63 mb, as a function of
luminosity.
Crossings with multiple interactions
trigger at Level-0 and subsequent trigger
levels more based on combinatorics rather
than on genuine b-decay candidates, and in
1Chapter 7 describes the physics simulation, and deﬁnes
visible interactions, which are expected to have a cross-
section σvisible = 63 mb.
addition tend to occupy a disproportional
large share of the event building bandwidth
and the available processing power. Remov-
ing these crossings can even give a gain in
the number of signal events collected, since
other trigger cuts can be relaxed to saturate
the allowed bandwidth. Note that the Pile-
Up system detects only tracks in the back-
ward direction, and hence it cannot mis-
take B-decays in the acceptance of LHCb
for pile-up interactions.
The Pile-Up system also provides a rel-
ative measurement of the luminosity, since
in the luminosity range of LHCb the rate of
crossings with zero, one and multiple inter-
actions allows its determination using Pois-
son statistics.
4.1 Concept
The Pile-Up system [35] - [37] consists of
two planes (A and B) perpendicular to
the beam-line and located upstream of the
VELO, as shown in Figure 4.2. Each
plane consists of two overlapping VELO R-
sensors [38], which have strips at constant





Figure 4.2: Top view of the layout of VELO planes
and the Pile-Up detector planes A and B at -22.0/23.5
and -30.0/31.5 cm respectively. The interaction region
containing 95% of the luminosity is expected to be 16
cm wide along the beam-line, and is indicated as well.
planes the radii of track hits, ra and rb,
31
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are recorded. The hits belonging to tracks
from the same origin have the simple rela-
tion k = rb/ra, giving:
zv =
kza − zb
k − 1 (4.1)
where zb , za are the detector positions and
zv is the position of the track origin on
the beam axis, i.e. the vertex. The equa-
tion is exact for tracks originating from
the beam-line. All hits in the same oc-
tant of both planes are combined according
to equation 4.1 and the resulting values of
zv are entered into an appropriately binned
histogram, in which a peak search is per-



















Figure 4.3: Basic principle of detecting vertexes in a
crossing. The readout hits of plane A and B are com-
bined in a coincidence matrix. All combinations are
projected onto a zv–histogram. The peaks indicated
correspond to the two interaction vertexes in this par-
ticular Monte-Carlo event. After the ﬁrst vertex ﬁnd-
ing the hits corresponding to the two highest bins are
masked, resulting in the hatched histogram.
tion of zv is limited to around 3 mm by mul-
tiple scattering and the hit resolution of the
radial measurements. To limit the number
of channels which have to be processed, four
neighbouring strips of the sensors are OR-
ed on the FE-chip, and hence the latter ef-
fect dominates. All hits contributing to the
highest peak in this histogram are masked,
after which a second peak is searched for.
The height of this second peak is a mea-
sure of the number of tracks coming from a
second vertex, and a cut is applied on this
number to select crossings.
4.2 Simulation Results
The eﬀect on the number of signal events
is shown in Figure 4.4, where for diﬀerent
signal channels the combined Level-0 and
Level-1 eﬃciency is plotted as a function
of a cut on the number of track candidates
from the second largest multiplicity vertex
as detected by the Pile-Up at a luminosity
of 2×1032 cm−2s−1. For every Pile-Up cut,
the thresholds for the other trigger variables
are modiﬁed to ﬁll the allowed bandwidth
of the two trigger levels. The Level-0 al-
gorithm described in Chapter 7 is found to
give better results for channels with muons
if the Pile-Up cut is not applied if the sum of
the transverse momenta of the two largest
pT muons is above its threshold, and these
channels show a diﬀerent sensitivity com-
pared to hadronic decays. Figure 4.4 also
shows that the system reduces the aver-
age event size, which allows a smaller event
building network in Level-1, and reduces
the necessary processing time in subsequent
trigger levels. The gain in event yield due
to pile-up detection increases with luminos-
ity, which is shown in Figure 4.5, where the
expected yield for oﬄine reconstructed and
triggered Bs → DsK events is given for the
nominal Pile-Up cut of 3, and without the
Pile-Up System.
The number of hits detected in the Pile-
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Pile−Up Cut No Cut
Figure 4.4: Combined L0×L1 eﬃciency for three
physics channels as function of a cut on the number
of tracks detected in the second vertex. Also shown
is the eﬃciency without the Pile-Up system (No Cut).
The bottom plot shows the corresponding number of
VELO+TT clusters and Level-1 execution time, nor-
malized to their “No Cut” values, in minimum-bias
events after Level-0. The nominal Pile-Up Cut is in-
dicated by the dashed line.
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PU Veto cut at 3
Figure 4.5: Expected yield for Bs → DsK per year af-
ter Level-1 as a function of the luminosity with and
without the Pile-Up System. The cut on the number
of tracks in the second vertex is 2 and 3 respectively.
Up system gives a measure of the charged
track multiplicity in the event close to the
primary vertex, and is used in combination
with the SPD-multiplicity in addition to the
number of interactions to ﬂag ’complicated’
events [39].
4.3 Technical Design
The Pile-Up system is an integral part of
the VELO [7] as far as the sensors, their
mechanical mounting and the readout of
the analog pipeline after Level-0 are con-
cerned. Also the control system and power
supplies are identical to the VELO. In addi-
tion, however, the Pile-Up system uses the
signals of the integrated comparators of the
Beetle [40] chips on its four hybrids. The
output of the four neighbouring compara-
tors is OR-ed, resulting in 256 LVDS links
running at 80 Mbit/s per hybrid, which
send the L0-signals via the Repeater Sta-
tion on the vertex tank to an Optical Trans-
mission Station. From where the data of
the 1024 signal pairs will be transferred via
optical links to the trigger logic which is lo-
cated in the radiation-free electronics bar-
racks. Figure 4.6 shows an overview of the
system.
The radiation levels at the hybrid, Re-
peater Station and Optical Transmission
Station are given in Table 4.1. The sensors
are located in a radiation area necessitating
their replacement every few years, like for
the VELO. The hybrids, although far less
sensitive, have then to be replaced as well.
For the Pile-Up System no active elements
will be placed at the Repeater Station. The
radiation level at the Optical Station is tol-
erable for using commercial optical links at
that location .
The design of the optical links for the
muon system (Chapter 3) will be followed.
Timing information is lost when using se-
rial optical transmission links. Therefore a
time stamp consisting of part of the BCID
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Table 4.1: Yearly radiation levels at several locations
of the Pile-Up System electronics.
Location Dose
Hybrid 2 kGy
Repeater Station 200 Gy
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Figure 4.6: Overview of the Pile-Up System.
is included in the data. Hence a TTCrx
chip is included in the Optical Transmission
Station, the receiving side is passive. The
time stamp data occupies part of the optical
links. The number of needed connections is
then 2 ribbons per hybrid, giving 96 optical
ﬁbers in total.
4.3.1 Beetle Chip
The Beetle [40] chip is used in LHCb in the
VELO, TT and IT stations, in the RICH
and in the Pile-Up. It is designed in a com-
Figure 4.7: Prototype VELO hybrid with a 182◦ Si-
detector mounted. The detector strips are circular arcs,
the pitch increases with the distance to the beam axis.
mercial 0.25 µm CMOS technology and has
a die size of 6.1 × 5.4 mm2. In case of the
VELO and Pile-Up systems, the readout
chip will be positioned only 5 cm from the
LHC beam, and the Beetle has been de-
signed to be radiation hard, and to avoid
risk of Single Event Latch-up. Radiation
hardness of the Beetle has been demon-
strated for up to 300 kGy [41].
Beetle 1.1 was used to check the full ana-
log operation [42], including a 16-chip hy-
brid, with a prototype R-sensor, as shown
in Figure 4.7.
In the Beetle chip four detector input
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Figure 4.8: Comparator, pipeline and output part of
the Beetle chip.
channels are combined, at the cost of a de-
crease in vertex accuracy, by a Logic-OR at
the comparator stage for providing fast sig-
nals that immediately can be used in the
Level-0 trigger system (Figure 4.8). Two
groups are multiplexed on one output line,
giving 16 LVDS outputs at 80 Mbit/s per
chip. There are two output modes: a)
tracking mode with a time over threshold
pulse or b) pulse mode for one clock pe-
riod. The latter where one signal will not
produce spillover in the next bunch cross-
ing, is used. The comparator part has been
tested for single chips [43]. Typical thresh-
old curves for the Beetle 1.1 are shown in
Figure 4.9. The sigma on the threshold is
about 0.07 MIP. Despite a satisfactory per-
formance in noise and eﬃciency for single
channels, not all channels could be operated
in discriminator mode due to a too large oﬀ-
set spread combined with a too small range
in the DACs to set the individual thresh-
olds. These deﬁciencies have been rectiﬁed
in the Beetle 1.3 design.
Since the Pile-Up sensors and hy-
brids are not inside the acceptance of
LHCb, thicker sensors than the VELO, i.e.
300 µm, will be used to have more signal,
and the hybrid design is not limited by radi-


















0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Figure 4.9: Threshold scans for three Beetle 1.1 com-
parator channels with diﬀerent oﬀsets.
easier suppression of common mode. The
hybrid shown in Figure 4.7 has been tested
in the CERN testbeam [42]. Based on this
VELO design an eight-layer Pile-Up hybrid
has been designed for the Beetle 1.2/1.3,
now including the LVDS outputs of the dis-
criminators.
4.3.2 Prototype Vertex Finder
Board
Since the Vertex Finder Board (VFB) is the
most complicated board of the processing
system, it has been prototyped ﬁrst as a 6U
VME board (Figure 4.10). The trigger al-
gorithm has been partitioned into code for
two FPGA’s. The XCV3200E is with 4 M
system gates the largest FPGA of the Xil-
inx Virtex-E 1.8 family. With the present
design the device utilisation is about 70%,
close to the maximum possible. Timing
analysis and tests on the prototype board
show that the required 40 MHz operation
is feasible. The present implementation of
the trigger algorithm in the FPGAs takes
50 steps of 25 ns, close to initial predictions.
Additional steps are required for data align-
ment and serialisation. Studied is whether
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Figure 4.11: Prototype Vertex Finder Board diagram.
the algorithm can be optimized further to
regain some processing steps to fulﬁll the
overall latency requirements.
A Test Board with a smaller FPGA pro-
vides the logic to supply test patterns to
the Vertex Finder Board. The test patterns
are loaded via VME into the FPGA, which
stores these patterns in memory.
In Figure 4.11 the schematics of the pro-
totype of a Vertex Finder Board is shown.
In the left FPGA all hit patterns of the
Si-detectors are ﬁrst stored in a correlation
matrix. Hits from tracks with the same ori-
gin have equal ratio k = rb/ra. All channel
combinations are stored in the Coincidence
Matrix. A z-histogram is formed by sum-
ming all entries of wedges between lines of
constant ratio k in the matrix. The number
of processing steps is always the same, does
not depend on whether detector strips are
hit or not. A linear search for the highest
peak in the histogram is performed. Then
the input bits related to that peak (hence
having the same k value) are removed from
the data stream that is passed on further
to the next FPGA. There the second high-
est peak is searched for. All processing is
pipelined, with 100 ns intervals. Results are
output via LVDS lines.
4.3.3 Trigger System Architecture
Input data are routed further by the Mul-
tiplexer Boards. The processing of the ver-
tex ﬁnding algorithm (Figure 4.12) is per-
formed in the Vertex Finder Boards. The
Multiplexer Boards distribute the events
by round-robin scheduling. Each Ver-
tex Finder Board processes one event
as indicated. Processing results are de-
multiplexed by the Output Board. The
Output Board interfaces the processor sys-
tem to the central Level-0 trigger. Just
one 9U/40 cm crate will be needed for the
whole processor system. The crate layout
and the internal connections are shown in
Figure 4.13.
Multiplexer Boards
The number of input signals is 1024. Eight
optical ribbons will be connected to four
Multiplexer Boards. The optical to electri-
cal transition will be directly at the Multi-
plexer Board level. Each Multiplexer Board
is connected to all Vertex Finder Boards































Figure 4.12: Pile-Up processing plus the data multi-











4 Vertex Finder Boards






Figure 4.13: System crate layout and data connec-
tions.
via point-to-point connections running at
80 Mbit/s, using PCI-connectors/cables at
the backplane. In the Multiplexer Board
the data will be round-robin routed by a
FPGA to the Vertex Finder Boards. The
input data is also copied directly into mem-
ory (L0 buﬀer) for inclusion in the DAQ
chain. A TELL1-board [16] will be used for
that purpose. Both at the Beetle level as at
the Multiplexer Board level noisy channnels
can be masked.
Vertex Finder Boards
In total four Vertex Finder Boards are
planned to be used, where each board han-
dles every fourth event. Minor conﬁgura-
tion parameters as threshold levels should
easily be adaptable. Algorithms for dif-
ferent beam or geometrical conditions will
be pre-programmed and loaded on demand.
Binning in the vertex histogram and the
masking width can be adapted.
Future FPGAs are expected to be even
larger than the XCV3200E, providing the
possibility to combine all tasks in just one
FPGA. The speciﬁc elements for the lumi-
nosity processing still have to be deﬁned
in detail and require also extra FPGA re-
sources.
Output Board
The Output Board is a simple board com-
bining the inputs of the Vertex Finder
Boards and outputting the data to the
L0DU. The trigger information (0, 1, 2 in-
teractions) is histogrammed at the L0DU
level. These histograms will be the basis for
determining the luminosity with the Pile-
Up system.
Latency
The breakdown of the latency of the Pile-
Up system is given in Table 4.2.
Debugging and Monitoring
The following items have to be monitored
regularly:
• Noisy channels: channels that give
spurious hits could ﬂood the process-
ing system with uncorrelated entries.
Automatically these channels should
be looked for and removed from the
input of the processing system.
38 CHAPTER 4. LEVEL-0 PILE-UP SYSTEM












• Optical Station: The ECS interface
can ﬁll speciﬁc buﬀers located at the
Optical Station with test patterns.
They emulate data transport by the
optical links for consecutive events.
• Readout: the input signals for the
Pile-Up system are transferred to the
DAQ. Regularly oﬄine checks have to
be performed to see whether the re-
sults of online and oﬄine processing
agree.
• Vertex Checks: the number of entries
in the histograms and the location of
the vertices should be followed closely
to check the behaviour of the system
and the machine background condi-
tions.
• Processing: test patterns can be fed
into the Vertex Finder Boards to check
the overall processing of the system.
Although the requirements on alignment
are not very stringent (r < 100 µm), a
check on the correct position of the detec-
tors is necessary. This check is part of the
overall VELO geometry alignment.
Chapter 5 Level-0 Decision Unit
The Level-0 Decision Unit (L0DU) re-
ceives information from the Calorimeter,
Muon and Pile-Up sub-triggers at 40 MHz,
which arrive at diﬀerent ﬁxed times. The
L0DU latency budget is 500 ns, counted
from the latest arrival of the sub-system
data. Table 5.1 lists the breakdown of la-
tency budget for the Level-0 sub-systems.
The computation of the decision can start
Table 5.1: Breakdown of the latency of Level-0 in
ns.
Muon Calo Pile-Up
TOF+Cables 975 850 1000
Processing 1200






with a sub-set of information coming from
a Level-0 sub-trigger, after which the sub-
trigger information is time aligned. An al-
gorithm is executed to determine the trigger
decision, and a summary bank (L0Block)
is constructed. The L0Block is made avail-
able to Level-1 and the HLT. The decision is
sent to the Readout Supervisor [15], which
has the ultimate decision about whether to
accept an event or not. The Readout Su-
pervisor is able to generate and time-in all
types of self-triggers (random triggers, cali-
bration, etc) and to control the trigger rate
by taking into account the status of the
diﬀerent components in order to prevent
buﬀer overﬂows and to enable/disable the
triggers at appropriate times during resets
etc.
The L0DU performs simple arithmetic
combining the signatures into one decision
per crossing. It can set several thresholds
per candidate, and allows the downscaling
of triggers. It can also base its decision
on some information of the two preceding
and two subsequent crossings, and this in-
formation is also included in the L0Block.
It will monitor the Level-0 performance
with counters which are made available via
the ECS, and allows quick interrogation
of the trigger source via an explanation
word included in the L0Block. Despite the
available ﬂexibility, the results presented in
Chapter 7 are based on a simple algorithm,
which sets thresholds on the ET of all the
candidates. If the SPD and Pile-Up mul-
tiplicities, or the number of tracks from a
secondary vertex are above a given value,
the event is tagged as a Pile-Up-Event and
rejected. In addition, events are accepted if
ΣpµT is larger than a threshold, irrespective
of the Pile-Up-Event tag.
The L0DU will be installed in the bar-
racks. It is a custom-built board [44], im-
plemented using a 40 MHz pipeline logic in
an FPGA.
5.1 L0DU inputs
Table 5.2 summarizes the L0DU in-
put/output ports.
Each L0 trigger processor sends the cor-
responding data synchronously with its own
latency. The trigger processor data ﬁts into
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Table 5.2: L0DU Input/Output summary









normalized 32 bits words corresponding to
a candidate. It includes a bunch identiﬁca-
tion number allowing the synchronization
between the data sources.
• The Calorimeter trigger (see Chap-
ter 2) sends seven words to the L0DU.
They correspond to the highest ET
electron, photon, local π0 [23], global
π0 and hadron trigger candidates, the
sum of the total transverse energies
measured in HCAL (Total ET) and the
total multiplicity of the event NSPD
measured with SPD detector [45].
• The Muon trigger processor (see Chap-
ter 3) sends eight words to the L0DU
corresponding to eight muon candi-
dates, two per quadrant of the muon
system.
• The Pile-Up System (see Chapter 4)
sends two words, indicating the num-
ber of tracks per interaction to the
L0DU.
A total of 20×32 bits @ 40 MHz is ex-
pected as input of the L0DU. Only one elec-
trical standard on the L0DU input interface
will be used in order to simplify test and
maintenance.
5.2 L0DU overview
For each data source, a Partial Data Pro-
cessing system performs a speciﬁc part of
the algorithm and the synchronisation be-
tween the various data sources. Then a trig-
ger deﬁnition unit combines the informa-
tion from the above systems to form a set
of trigger conditions based on multi-source
information (Figure 5.1).
The trigger conditions are logically
ORed to obtain the L0DU decision after
they have been individually downscaled if
necessary.
Then a decision word (16 bits) is sent to
the Readout Supervisor [15]. This word in-
cludes the decision itself (1 bit) and 12 bits
for the bunch number. One additional bit is
reserved for a forced trigger. The L0Block
is built for each event and stored in pipe-
line memories waiting for the L0 accept sig-
nal. Then it is transferred to the Level-1













































































































































































Figure 5.1: L0DU logical architecture
The ECS control interface manages the
algorithm parameters, the algorithm be-
haviour, reset scenarios, slow control, online
debugging and monitoring and many other
tasks like FPGA programming.
Like a detector Front-End electronics
board, the decision unit is able to send data
to L1 and the HLT.
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5.3 L0DU Prototype
An L0DU prototype was assembled at the
beginning of 2002. It is a simpliﬁed version
of what is foreseen for the ﬁnal L0DU. It has
neither ECS nor TTC connection and has
only a reduced number of inputs (96 bits)
and outputs (32 bits). Inputs and outputs
are transmitted in LVDS format at 40 MHz
via standard Ethernet cables. Figure 5.2
shows the prototype of the decision unit be-
ing tested. This prototype oﬀers a maxi-
mum ﬂexibility and adaptability to test a
large part of the ﬁnal L0DU functionalities
including L0Block building operations.
            
Figure 5.2: L0DU prototype and its test set-up
To avoid connections between diﬀerent
modules the ﬁnal L0DU will be imple-
mented in a single board.
In the prototype, the use of a single
FPGA would have been suﬃcient in terms
of number of input/output and internal
memory resources, but to be more realis-
tic in relation to the ﬁnal version, the pro-
totype was made up of ﬁve interconnected
FPGA1.
Several simple algorithms were imple-
mented and tested successfully [46] when
the latencies of the various sources were em-
ulated.
After a ﬁrst step of time alignment of
the diﬀerent sources, thresholds are applied
on the data. Each intermediate condition
1ACEX1K100 were used
is individually downscaled, rate divided or
masked under a given set of parameters. Fi-
nally the decision is taken if a combination
of conditions is realised.
Tests of the L0DU require the design of a
speciﬁc test bench. A ﬁrst version was built
to test the L0DU prototype. It is made up
of several “memory” boards synchronized
by a “clock generator” board. Each board
allows 64 bi-directional input/outputs to be
driven or received into standard Ethernet
cable with LVDS levels at a 40 MHz fre-
quency. The memory boards are both used
to store the stimuli and the outputs of the
tested system. The maximum number of
data words is 216 in the current design.
Three memory boards and one clock gener-
ator were used to test the ﬁrst L0DU pro-
totype (Figure 5.2).
The user deﬁned stimuli and the data
from the system under tests are downloaded
or read out through a VME bus.
In addition, the clock generator board
delivers a synchronization signal as a refer-
ence for the whole test bench timing. Up
to 16 memory boards can be synchronised.
A C++ acquisition program running on
a Linux PC controls the memory boards
through VME. It makes a bit-to-bit com-
parison of the L0DU prototype outputs
with the results of a C++ simulation per-
formed with the same stimuli.
The prototype was fully functional. Due
to the synchronous pipe-lined architecture
it should be easily scaled to the ﬁnal ver-
sion of the unit. Recent FPGA technologies
providing more input/output ports in many
formats and more internal memory will be
used.
5.4 Studies for the ﬁnal imple-
mentation
In order to reduce the number of incoming
cables and connectors, the data will be seri-
alized. Optical links, allowing the transfer
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of 16 bits at 80 MHz, are a good candidate
to exchange data with the L0 sub-triggers.
Most sub-detectors of LHCb use the
TELL1-board [16] for buﬀering their data
and interfacing to L1 and the HLT. This
board includes many components needed by
the L0DU; it is described in more detail in
Section 6.1.2. Its use to implement directly
L0DU is appealing and under study.
The TELL1-board has some modular in-
put mezzanines, where is implemented the
receiver part, linked to the mother board
through 4 connectors. The L0DU itself
could be a speciﬁc mezzanine (9U height
and about 16.5 cm wide) including :
• input interfaces from trigger proces-
sors (re-use of the design of the optical
mezzanines);
• the FPGA implemented L0DU algo-
rithms;
• output interfaces to the Readout Su-
pervisor with LVDS signals;
• Level-0 pipeline.
The mother board connectors would be
used to receive TTC and ECS signals and
send data to L1 and the HLT. The L0DU
still remains a speciﬁc board but strongly
linked to the TELL1-board.
5.5 Debugging and monitor-
ing
A simpliﬁed version of the external test
bench, described in Section 5.3, is foreseen
to be integrated on the L0DU. It will ensure
that the L0DU is still working correctly by
injecting data patterns designed to make an
easy and fast diagnostic of possible prob-
lems. Meanwhile the full debugging and
the maintenance will be performed with the
external test bench. In that way, a copy of
the L0DU will be maintained permanently
to ensure the full availability of the unit.
Online monitoring functions will be im-
plemented through ECS. Counters will pro-
vide statistics on taken decisions and inter-
mediate results allowing a measurement of
the L0 trigger performances.
Chapter 6 Level-1 and High Level Trigger
In this chapter we describe the techni-
cal design of Level-1 and the HLT, address-
ing both its hardware implementation and
the algorithms used to take the trigger de-
cisions.
Essential input parameters for the design
are the average values of (a) the amount
of event data sent from the FE electron-
ics to the CPU farm and (b) the CPU
processing time of the trigger algorithms.
The former sets the scale for the network
and, for a given readout network technol-
ogy, it deﬁnes the number of data sources
per subdetector. The latter sets the mini-
mum number of CPUs needed in the farm.
The distributions of these input parame-
ters must also be known, to some extent,
in order to verify that the system is well-
behaved even in the presence of tail events
with large data sizes and/or large process-
ing times. All event data sizes and process-
ing times shown in this document have been
obtained from the standard LHCb simula-
tion framework, which is described in Chap-
ter 7. Minimum-bias events were processed
to produce L0-accepted and L1-accepted
event samples with realistic data sizes and
processing times. These samples have then
been used as input to the L1/HLT network
and CPU farm simulations.
The requirement for the implementation
is to be ﬂexible in the assignment of pro-
cessing nodes to either Level-1 or HLT, and
to be easily scalable as the need arises.
L1 makes use of data from the VELO,
TT, L0DU and Calorimeter Selection
Crate, whereas the HLT has access to all
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Figure 6.1: The number of clusters per event in the
VELO and TT for events passing Level-0.
imum information required to obtain pre-
cise impact parameter measurements and a
rough estimation of the particle momenta
by using angles and deﬂections of tracks in
the upstream fringe ﬁeld of the spectrom-
eter magnet. Events are selected by re-
quiring at least two tracks with large pT
and signiﬁcant impact parameter to the pri-
mary vertex. The muons from the L0DU
and clusters from the Calorimeter Selec-
tion Crate allow further enhancement of the
signal purity by matching VELO tracks to
these L0 high-ET candidates.
For VELO and TT, the L1 cluster in-
formation can be encoded in 2 Bytes with
suﬃcient spatial resolution. Hence, the
data size per event is roughly given by
Ncl × 2 Bytes, plus some L1 board header
information (4 Bytes per board). Here, Ncl
is the number of L1 clusters in an event.
The Ncl distributions after L0 for VELO
and TT are shown in Figure 6.1. The num-
ber of data sources and event fragment sizes
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are summarized in Table 6.1.
HLT has access to the full event data,
and is executed on the same commodity
CPU farm as L1. The algorithm ﬁrst con-
ﬁrms the L0 and L1 triggers with better
precision, and then mimics the oﬀ-line se-
lection algorithms for the various channels
to reduce the rate to 200 Hz, at which rate
events will be written to storage. The total
raw event size is approximately 31 kBytes.
Table 6.1: Number of L1 data sources and aver-
age event fragment size per source, which does not
include the transport overhead.





Calo Crate 1 70
The total size of the readout network for
Level-1 and the HLT has been based on
the simulation results shown above. Rather
than overdesigning the system to be able to
cope with the unforeseen, the system is re-
quired to be scalable to be able to adapt
quickly to actual needs. In addition, the 40
kHz L1 output rate is dominated by events
which trigger because a track is wrongly as-
signed to have large transverse momentum.
Hence, the L1 algorithm would beneﬁt sig-
niﬁcantly from a more precise momentum
determination. This can be achieved by
providing L1 with Tracker (T1–T3) data.
In addition, the use of Muon (M2–M5)
data would increase signiﬁcantly the L1 ef-
ﬁciency for channels with muons in the ﬁnal
state. The scalabilty of the L1/HLT system
is presented in Appendix A.
Next, we give a detailed description of
the L1/HLT technical design, discussing
ﬁrst the hardware architecture and imple-
mentation, and subsequently the L1 and
HLT algorithms.
6.1 Level-1 and HLT hard-
ware implementation
The Level-1 trigger and HLT algorithms op-
erate on general-purpose CPUs. The in-
put data come from the front-end electron-
ics of the detectors included in the system,
which are the VELO and TT, together with
data from the L0-trigger. In this section
the Data Acquisition (DAQ) system for the
Level-1 and HLT is described, which will
collect the event fragments from the Front-
End electronics boards, assemble them into
complete events and deliver them to a CPU
in a computer farm.
In the case of the Level-1 trigger the
event data are buﬀered in the front-end
electronics until a decision has been taken.
It is therefore important to keep the la-
tency for the whole process of data trans-
port and event assembly as short as possi-
ble, to allow maximal time for the execu-
tion of the algorithm. The system provides
an environment for the physics algorithms,
in which they can run unchanged from the
“oﬄine” environment. Some adaptations of
low-level services of the software framework
(“Gaudi” [53]) are however required.
The technological challenge in the sys-
tem consists of handling the high rate of
data using commercial and (to a large ex-
tent) commodity equipment, while trans-
porting and assembling the data as quickly
as possible.
The High Level Trigger uses the full
event data and operates at the accept rate
of the Level-1 trigger. From a data acquisi-
tion point of view the problem is very simi-
lar, the main diﬀerence being that there are
many more data sources sending larger frag-
ments, but at a much reduced rate. How-
ever the aggregated traﬃc is signiﬁcantly
smaller than that from the Level-1 trigger.
The HLT algorithm also needs completely
assembled events and runs on a general pur-
pose CPU. In this case there is no latency
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limit due to limited front-end buﬀers since
the buﬀering of the events is done in the
CPUs.
A system for performing the DAQ for
the HLT has been described in the Online
System TDR [9]. The system described
here is an evolution of the architecture de-
scribed there, which does the data acqui-
sition and event assembly for both trigger
levels using the same infrastructure. The
system presented here supersedes what has
been written on the data-ﬂow in [9]. The
other parts of [9], which deal with the TFC,
ECS and general infrastructure remain un-
changed, except that their scale is adapted
accordingly. The key characteristics of the
data-ﬂow system are:
• Copper Gigabit Ethernet is used as a
link technology. The connectivity be-
tween the sources and the destinations
is provided by a large switching net-
work.
• Data are pushed through, every source
sends when it is ready to do so. Flow
control is exercised centrally by dis-
abling the trigger at the level preced-
ing the one at which the problem is
detected via the TFC system.
• HLT and Level-1 data share the in-
frastructure and the HLT and Level-1
algorithms run concurrently in the
CPUs.
• Event fragments are packed in the data
sources to reduce the packet rate in the
system.
6.1.1 Architecture
The architecture is most easily explained
by following the data-ﬂow from the sources,
the front-end electronics boards, to the ul-
timate destinations, the CPU nodes, as
shown in Figure 6.2.
The front-end electronics is required to
be able to store 58254 events [11]. The min-
imal time between events entering the sys-
tem is 900 ns. This means that in order
to avoid buﬀer overﬂow the maximum time
from the entry of the event into the system
until the trigger decision is transmitted to
the front-end electronics is 52.4 ms. The de-
cisions are distributed via the TFC system,
described in [9]. All front-end boards use
the same standard Gigabit Ethernet plug-
in card to send the data [47]. This card
has two output links, one of which is used
for HLT data and one for Level-1 data, if
applicable1.
In order to reduce the packet rate in the
system, the front-end electronics is required
to pack several event fragments in a multi-
event packet (MEP). Due to ﬂuctuations in
the fragment size, the resulting MEP can
become bigger than the Maximum Trans-
mission Unit (MTU) of Ethernet, which is
1500 bytes of payload [48]. The front-end
electronics must then split the MEP into
several Ethernet frames. Because we want
to use standard protocols wherever possi-
ble, the front-end electronics is required to
format the MEP as an Internet Protocol
(IP) packet. The IPv4 standard deﬁnes also
the way to split up a packet into Ethernet
frames [49].
The packing factor, i.e. how many event
fragments are put into one MEP, is an
adjustable parameter of the system. For
Level-1 the maximum packing factor is de-
ﬁned to be 32 and for HLT 16. Packing
factors which frequently require a packet to
be split into several Ethernet frames are not
useful, because it is the Ethernet frame rate
which is the problem for the receiving end.
From the current knowledge of the data
fragment sizes per board, good working
points for the packing factors are 25 for the
Level-1 and 10 for the HLT.
To reduce the size of the central read-
out network it is foreseen to do some multi-
plexing using Ethernet switches before go-
ing into the main readout network switch.
1Technically it is also possible to use both links for L1
and HLT traﬃc.
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Figure 6.2: The architecture of the DAQ system. The ECS and the throttle signals are not shown.
The multiplexing increases the packet-rate
on the outgoing link towards the readout
network2. Data are then pushed through a
large high-performance Ethernet switch to
a sub-farm controller.
The sub-farm controllers (SFC) sit at the
down-stream end of the readout network.
They perform the event-building, where in-
dividual event fragments from the MEPs
are assembled in correct order into events.
They distribute the events to the compute
nodes connected to them via another Gi-
gabit Ethernet switch. The SFC exercises
dynamic load balancing among the nodes.
Each node is only processing one Level-1
event at any given time. This means that
Level-1 events will have to queue in the
SFC, when there is no available node, and
that time-out mechanisms must be imple-
mented in the nodes.
2The total rate is of course not increased.
Simulation has been used to investigate
the additional latency suﬀered by events
due to the queueing in the SFCs and due
to the packing of events into MEPs [50].
Figure 6.3 shows the number of events in
time-out as a function of the maximum pro-
cessing time allowed. The underlying simu-
lation includes a complete model of all fea-
tures of the queueing and load balancing in
a sub-farm and a model of the expected per-
formance of the Level-1 trigger algorithm.
The model for the processing time of the
Level-1 algorithm has a cut-oﬀ at 50 ms,
which explains the steep drop around 50 ms
in the insert. No signiﬁcant increase of the
latency has been found.
Since the mean time for reaching a
Level-1 decision is much shorter than the al-
lowed maximum, the nodes will not always
be busy. Optimal usage of the total avail-
able CPU power is achieved by running the
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Figure 6.3: Fraction of events exceeding the maxi-
mum processing time in a sub-farm as a function of
the time cut-oﬀ. The solid and dotted lines show
the simulation result for a scenario with and with-
out event-packing, respectively.
HLT as a background task, which is inter-
rupted whenever a Level-1 event needs to be
processed. Switching between the two tasks
is done by the operating system, and has
been measured to take less than 10 µs [50].
After a trigger algorithm has ﬁnished,
a result is sent back to the SFC. For a
Level-1 event the decision contains only a
short summary block, which is forwarded
to the Level-1 decision sorter described in
the next paragraph. In the case of the
HLT data, accepted events will undergo full
reconstruction and the reconstructed data
will be sent together with the raw data to
permanent storage. To this end the SFCs
will be connected to the storage either via
the event-building network itself or via a
small dedicated network.
Level-1 decisions
The Level-1 decisions are small Ethernet
packets, which are sent to the TFC system.
In particular they are received by the Read-
out Supervisor, which makes the ultimate
decision about whether to accept an event
or not, because it knows about the state
of the throttle signals. Since it also sends
the trigger decisions to the front-end it has
an easy way to measure the actual time an
event has spent in the system, and can react
to a time-out for Level-1 events3.
The Readout Supervisor requires the
Level-1 trigger decisions to arrive in the or-
der they entered the system, i.e. in ascend-
ing order of Level-0 event numbers. This
is the task of the Level-1 decision sorter,
shown on the right side of Figure 6.2. The
sorter must be informed when an event en-
ters the system. This is done by the Trigger
Receiver Module (TRM), shown in the up-
per right part of Figure 6.2.
Destination Assignment
The destination assigment is central and
static. The Readout Supervisor broadcasts
the destination for each Level-1 and HLT
MEP. The broadcast contains among other
information the 10 least signiﬁcant bits of
the IP addresss of the SFC to which this
MEP should be sent. The Readout Super-
visor keeps a table from which it selects
the destinations. By making SFCs appear
more often than others in this table a coarse
static load balancing can be achieved. The
advantage for the front-end electronics is to
avoid keeping a relatively big table of ad-
dresses. Details can be found in [54].
Control and Monitoring
All the software and hardware components
described here will be conﬁgured, controlled
3Time-outs for HLT events are not so critical, because
there are no buﬀers in the front-end electronics which could
overﬂow, so time-outs are decided locally in the farm, just
to avoid wasting time on an excessively complicated event.
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and monitored using the Experiment Con-
trol System (ECS), which is described in [9,
51]. The ECS interfaces to the equipment
via Ethernet. Following a general design
principle of the online system to separate
everywhere data and control paths, a sep-
arate Ethernet Local Area Network (LAN)
is used to connect the equipment. This is
done either directly by using a second net-
work interface card in the farm-nodes or
SFCs, or indirectly by means of a controls
PC, which in turn accesses the hardware
by one of the agreed interfaces to electron-
ics described in [9]. The ECS also collects
data from all farm-nodes for online moni-
toring and quality checking.
6.1.2 Implementation
The ﬁrst stage of the system is part of the
front-end electronics of the sub-detectors.
All detectors are required to use the same
custom-made Gigabit Ethernet interface
card. Its design is ﬁnished and a prototype
is expected soon. In many aspects it cor-
responds to a standard network interface
controller (NIC), found in PCs [47]. The
current implementation has two indepen-
dent Gigabit Ethernet ports and thus can
support a theoretical maximum data out-
put rate of 250 MB/s. A future version
is planned which will have 4 ports, with a
maximum data output rate of 500 MB/s.
FE interface to the DAQ
The Gigabit Ethernet interface is limited
to the Ethernet protocol. The formatting
of the MEP data into a IPv4 packet, which
may span several Ethernet frames, is the re-
sponsibility of the motherboard. Since IP is
a very simple protocol, this poses no prob-
lem for the powerful FPGAs used in the
FE. All sub-detectors which send data to
Level-1 use the TELL1-board [16] to receive
the data from the Level-0 electronics, pro-
cess them for Level-1 and send them to the
event builder. The data are buﬀered until
a Level-1 decision has been reached, and,
if accepted, are sent to the event builder
for HLT processing. In the following a
short description of the key features of the
TELL1-board is given.
The data from the various sub-detectors
can be received either via digital optical or
analogue electrical links. For this purpose
mezzanine cards are used, which are shown
in the top part of Figure 6.4. The data
are digitised for the electrical links and de-
serialised for the optical links. To cope with
the quite diverse processing requirements of
the sub-detectors the data are then passed
through several large FPGAs. An example
of the processing to be done is given in [55],
focusing on the VELO, but applicable also
to TT and IT. The data are then stored in
a buﬀer implemented using standard DDR-
SDRAM memory. The Level-1 buﬀer holds
58254 events. For detectors, which send
data to the Level-1 trigger the data are then
forwarded to the SyncLink FPGA (shown
in the lower part of Figure 6.4), which per-
forms the following tasks:
• link the fragments from all processing
FPGAs into one fragment;
• perform any processing required for
completely assembled fragments;
• buﬀer the assembled fragments until
the number of events in a MEP has
been reached;
• pack the MEP into an IPv4 packet;
• if necessary segment the IPv4 packet
into several Ethernet frames;
• send the frames via the Gigabit Ether-
net card (RO-Tx in the ﬁgure) to the
event builder.
For all detectors upon reception of a
Level-1 yes via the TTC system, the event
fragments are pulled into the SyncLink
FPGA. It then goes through the same
steps as for Level-1 events, except that the
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Figure 6.4: Building blocks of the TELL1-board.
In the ﬁrst row the input stage is shown with op-
tical and electrical input mezzanines. The second
row shows the processing FPGAs and the Level-1
buﬀers. The third row shows the SyncLink FPGA,
which assembles the sub-fragments and pushes the
formatted events to the network. The fourth and
last row shows the interfaces to the external sys-
tems like the ECS, the TFC and the network (RO-
Tx).
fragment processing for HLT is diﬀerent4
and an additional link is used to send the
frames.
PCs and switches
Most of the other components are commer-
cially available. The aggregation and sub-
farm switches are relatively cheap Gigabit
Ethernet switches, typically found in high
performance LAN (Local Area Network) in-
stallations. Full connectivity at maximum
speed is not required, because most of the
links are not fully loaded. On the other
hand, the core switch of the readout net-
work must provide full performance and
generous buﬀering to cope with the traf-
ﬁc. Such devices are typically found in the
4At 40 kHz more sophisticated processing can be per-
formed.
backbone of large campus networks. Key
parameters for this switch can be extracted
from simulation [50]. If monolithic switches
with a suﬃcient number of ports cannot
be found, or are very expensive, then the
switch can be built from smaller compo-
nents. Various interconnection topologies
are possible. While detailed studies can be
found in [50], in general it is found that
a system built from several layers has ad-
vantages because of the distributed buﬀer-
ing. The forwarding latency, however, is in-
creased slightly. From an operational point
of view, a single unit is easier to manage. In
the end this question will be decided based
on the cost of the solutions.
The sub-farm controller, whose archi-
tecture is described in [9], is a high-
performance PC. The emphasis on perfor-
mance is mainly on the I/O capabilities, be-
cause it is required to handle at least two
Gigabit/s of data. Such PCs are already
available. To achieve maximum through-
put care must be taken in selecting high-
performance network interfaces, which sup-
port advanced DMA (Direct Memory Ac-
cess) features and buﬀering. The required
packet rate of 80 kHz can be sustained with
today’s hardware without problems; better
hardware and custom software will allow
raising this limit even further.
The farm-nodes will be chosen according
to the best obtainable price/performance
ratio. They will be operated disk-less and
require, apart from CPU power, suﬃcient
memory to run without a page-ﬁle and two
network interfaces in order to maintain the
separation of data and control paths.
The detailed implementation of the CPU
farm is the subject of ongoing studies.
These comprise the physical realisation of
the farm as a system of water-cooled racks
with rack mounted PCs, as well as the soft-
ware to control and monitor the CPUs and
the event distribution from the SFCs to the
worker CPUs.
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Packet loss and error handling
Ethernet does not guarantee reliable frame
delivery. For performance reasons, no reli-
able higher-level protocol like TCP is used
in the system, except for sending events
to permanent storage. The system is how-
ever error detecting at all stages, using se-
quence numbers in the transport protocols
and time-outs. There are two major rea-
sons for packet loss: bit errors and dropped
packets in the switches due to congestions.
Bit errors can be detected reliably by the
Ethernet checksum. Measurements with
modern Ethernet hardware on unshielded
twisted pair cables considerably longer than
anything foreseen in the experiment have
shown bit error rates better than 10−14.
Packet dropping in the switch can only
be avoided by selecting a suitable switch.
The parameters for such a switch will be
obtained from simulation. From current
simulations it is known that large output
buﬀer memories are required. Candidate
switches will be veriﬁed in a test-bed. Ex-
perience with recent high-end routers (such
as used for the CERN campus network)
shows that packet-loss in the switches is ex-
tremely rare.
TRM and Level-1 decision sorter
The TRM is implemented using a TELL1-
board [16], which simply sends a packet to
the Level-1 decision sorter upon reception
of the Level-0 accept decision from the TFC
system.
The decision sorter itself is implemented
using a commercially available PCI card,
which allows fast packet processing using
a Network Processor (NP). The code for
sorting and performance results are de-
scribed in [50]. An alternative implemented
entirely in the TFC system is described
in [54].
The implementation of the remaining in-
frastructure and hardware is as described
in [9].
Size of the system
To determine the size of the system, the
number of front-end boards is the ﬁrst basic
input. This deﬁnes the number of links to
be read out. For the Level-1 trigger, where
VELO, TT, L0DU and the Calorimeter Se-
lection Crate are read-out, this results in
126 before aggregation and 64 links into the
event building network; for the HLT there
are 323 before aggregation and 32 after. As-
suming a packing factor of 25 (i.e. 25 events
are sent in one packet) for the Level-1 and
10 for the HLT, multiplexing factors can be
calculated to get to an average link load of
80%.
Table 6.2: Base target parameters for the L1/HLT
implementation. The ﬁrst four are given externally,
the others are chosen. The overheads describe the
size of the header, which is needed to describe the
data contents for the event-builder [52].
L0 accept rate 1 MHz
L1 accept rate 40 kHz
L1 transport overhead / MEP 48 bytes
HLT transport overhead / MEP 48 bytes
L1 packing factor 25
HLT packing factor 10
Input link rate < 100 MB/s
Output link rate < 100 MB/s
Frame rate at output < 80 kHz
The target parameters are summarised
in Table 6.2. They either stand for available
resources like CPU nodes and switch ports,
or load factors like the link rates and frame
rates. The other input into the system is
given by the expected average data size per
fragment per front-end board. These num-
bers are taken from the full detector simula-
tion described in Chapter 7. At the level of
the system design only the overheads due to
the data transport format (in particular the
IP header) are added. A relatively straight-
forward minimisation exercise yields the ﬁ-
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nal required numbers of switch-ports in the
event-building switch. Extra ports need to
be added to connect the storage-system and
the L1-decision sorter.
Table 6.3: Key performance ﬁgures of the system.
Event Building
Total Frame Rate at RN input [kHz] 7248
RN output links 94
RN output link rate [MB/s] 47.9
Frame rate (L1) per link [kHz] 59.9
Frame rate (HLT) per link [kHz] 20.0
Total frame rate at RN output [kHz] 79.6
MEP rate (L1) per link [kHz ] 0.47
MEP rate (HLT) per link [kHz] 0.05
Total MEP rate 0.53
Trigger farms
Sub-farms 94
Event rate/sub-farm (L1) [kHz] 11.7
Event rate/sub-farm (HLT) [kHz] 0.4
Processors/sub-farm 21
Event rate per processor (L1) [kHz] 0.56
Event rate per processor (HLT) [kHz] 0.02
In Table 6.3 the key performance ﬁg-
ures of the system are summarised includ-
ing numbers for an extended network to in-
clude the tracking detectors. The system is
dominated by the Level-1 traﬃc. It should
be noted that the output links from the
event building network are not very heavily
loaded. In fact the number is determined
by the frame rate limit of 80 kHz, which is
chosen to protect the SFC from too high an
interrupt rate. It is likely that with better
hardware and custom software signiﬁcantly
better results can be achieved, which would
allow reducing the size of the system.
6.2 The Level-1 Algorithm
Level-1 exploits the ﬁnite lifetime of the B-
mesons in addition to the large B-meson
mass as a further signature to improve the
purity of the selected events. All results as-
sume the following information is used by
Level-1:
1. The L0DU summary information and
data from the Calorimeter Selection
Boards.
2. The VELO measurements of the ra-
dial and angular position of the tracks,
in silicon planes perpendicular to the
beam-line between radii of 8mm and
42mm. The strip layout of the sensors
is shown in Figure 6.5.
Figure 6.5: The strip layout of the VELO sensors as
viewed along the beam line. Two R-sensors (top) are
shown, with their strips subdivided in octants. In φ-
sensors (bottom) the strips make an angle between 10−
20◦ with the radial, and strips are subdivided in two
regions. The dotted lines indicate the two φ−detectors
downstream, which are rotated around the y-axis. The
lines to route the signals to the electronics located at
the periphery of the sensors are not shown.
3. The Trigger Tracker (TT) measure-
ments from its four silicon planes, two
with vertical strips and two with a ±5◦
stereo angle.







Figure 6.6: Event display of the result of the 2D tracking in the VELO detector, showing all hits and reconstructed
tracks in a slice of 45◦ of the VELO R-sensors in an event where 72 forward 2D tracks were reconstructed.
B-mesons with their decay products in the
LHCb acceptance move predominantly for-
ward along the beam-line, which implies
that the projection of the impact parameter
in the plane deﬁned by the beam-line and
the track is large, while in the plane per-
pendicular to the beam it is almost indis-
tinguishable with respect to primary tracks.
The L1-algorithm exploits this by recon-
structing so-called 2D tracks using only the
VELO R-sensors. The 2D tracks are suﬃ-
cient to measure the position of the primary
vertex since the strips at constant radius are
segmented in 45◦ φ-slices. Muon tracks are
identiﬁed by matching 2D tracks to Level-0
muon candidates. A fraction of the 2D
tracks is selected based on their impact pa-
rameter and their match to Level-0 muons,
and these 2D tracks are combined with the
φ-sensor clusters to form 3D tracks. By
combining 3D tracks with hits in TT the
momentum of these tracks can be measured
using the fringe ﬁeld of the magnet be-
tween VELO and TT. In the following sec-
tions the reconstruction algorithm and its
performance will be described in more de-
tail, while the combination of B-signatures
to form a trigger decision will be given in
Chapter 7.
6.2.1 VELO 2D Track Reconstruc-
tion
Using the information from the R-sensors,
tracks are reconstructed in the rz view,
in which view tracks originating from the
beam-line form straight lines. The method
is based on triplet search, a triplet deﬁned
as three points in consecutive VELO sta-
tions, and in the same octant, compatible
with a straight line. The triplets are com-
bined into longer segments using a dedi-
cated fast algorithm based on a manipu-
lation of integer indexes [56]. Figure 6.6
shows an event display of the result of the
2D track search in a 45◦ slice of the VELO.
6.2.2 Primary Vertex Search
In the next step a primary vertex search
is performed [56]. 2D tracks are projected
onto the central axis of their octant, and
these projections are combined with tracks
from perpendicular octants to estimate the
position of the primary vertex. The ini-
tial estimate of the primary vertex is based
on histogramming and peak ﬁnding, fol-
lowed by iteratively rejecting outliers and
re-ﬁtting the vertex. After three itera-
tions, a precision of RMSPVx,y = 25 µm and
RMSPVz = 60 µm is reached.
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6.2.3 Level-0 Object Matching to 2D
Tracks
The electron and hadron candidates above
a given ET threshold, and the largest pT
muons, are matched to 2D tracks to identify
candidates for the 3D tracking described
below. The details of the procedure can be
found in [57]. The matching is performed
by comparing dr/dz and azimuthal angle
φ between VELO tracks and Level-0 ob-
jects. A χ2 of the match is formed based
on the pT kick and the energy resolution of
the Level-0 objects and δ(φ) = 45◦/
√
12 of
the 2D track. For the moment only muon
candidates with relatively small χ2 are ac-
cepted for 3D conﬁrmation.
6.2.4 VELO 3D Track Reconstruc-
tion
In addition to the selection as explained in
the previous section, 2D tracks with an im-
pact parameter in the range 0.15 to 3 mm to
the primary vertex are also selected. Only
these 2D tracks are reconstructed in 3D
to reduce the execution time of the algo-
rithm. The φ-sensor information is linked
to the 2D tracks taking into account the es-
timated position of the primary vertex [56].
The combined 2D and 3D reconstruction
eﬃciency for reconstructible B-decay prod-
ucts5 is 94% and the ghost rate is 5.9%.
The momentum information is not avail-
able at the level of VELO reconstruction
and thus the covariance matrix of a track
cannot include the contribution from mul-
tiple scattering in the traversed material.
It was shown [58] that assuming multiple
scattering contributions corresponding to a
3 GeV particle gives optimal parameters for
extrapolation to TT, and for the measure-
ment of the impact parameter.
5A particle is considered reconstructible if it has at least
three hits in VELO R-sensors, three hits in φ-sensors, and
at least one x and one stereo hit in each station of T1–T3.
A track is considered to be found if 70% of its reconstructed
hits originate from a single Monte Carlo particle.
6.2.5 Level-0 Object Matching to 3D
Tracks
In the next step of the reconstruction the
matching between Level-0 objects and 2D
tracks is conﬁrmed for the corresponding
3D tracks to improve the ghost rejection
thanks to the increased precision in φ. The
uncertainties of the slopes of Level-0 objects
dominate the error, and hence the contri-
bution from the VELO tracks uncertainty
to the matching χ2 is ignored. The puri-
ties and eﬃciencies obtained for typical χ2
cuts are presented in Table 6.4. The purity
is deﬁned as a fraction of correct matches
normalized to all matches in a signal sam-
ple, while the eﬃciency is given for B-decay
tracks and shows the rate of tracks matched
to L0 candidate, provided that the track
and L0 candidate are both reconstructed.
Only the matching to muons is used for the
moment in the performance given in Chap-
ter 7.
Table 6.4: The performance of Level-0 object matching
to a 3D VELO track
3D tracks χ2max purity eﬃciency σ(p)/p
muons 16 51.2% 94.7% 6%
electrons 4 32.9% 95.8% 12%
hadrons 4 26.9% 92.8% 15%
6.2.6 VELO TT Matching and Mo-
mentum Determination
The reconstructed 3D VELO tracks are
combined with hits in TT, which is located
about 250 cm downstream from the inter-
action point. A perspective view of the TT
station as it is modelled in the simulation
is shown in Figure 6.7. The 3D track pa-
rameters at the farthest downstream point
observed in the VELO are used to search
for the track segment passing the four lay-
ers of TT. A 3D track is extrapolated to
the z-position of each layer, and its distance
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Figure 6.7: A front view of the TT station. Adjacent
silicon sensors of the same colour are daisy chained in
the readout.
to all hits inside a ±20 mm window is cal-
culated. These distances are then rescaled
to a reference plane perpendicular to the
beam line at the middle position of TT, tak-
ing into account the expected slope of the
track, and ﬁlled into a histogram. In this
histogram accumulations of at least three
clusters in ﬁve consecutive bins are searched
for. They are analyzed in an increasing or-
der of their mean distances to the straight-
line extrapolation. For each accumulation
a least-squares ﬁt of a straight line is made,
and based on their χ2, the worst points are
rejected iteratively. The procedure stops
when the χ2 becomes acceptable for at least
three TT hits. Otherwise the accumulation
is rejected and the next one from the list is
considered until the list is exhausted. For
each accepted accumulation the momentum
is determined by a ﬁt to the slopes of the
track at VELO and at TT, and the inte-
gral of magnetic ﬁeld in-between. The ver-
tical component of the magnetic ﬁeld and
the corresponding
∫
Bdl between the VELO
and TT are shown in Figure 6.8, and is
close to optimum [59] for the Level-1 perfor-
mance. The VELO-TT reconstruction was
tuned to optimize the Level-1 performance,
which requires that for high-pT purity pre-
vails over eﬃciency. Figure 6.9 shows how
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Figure 6.8: The vertical component of the magnetic
ﬁeld (a) and the corresponding
∫
Bdl (b) of the fringe
ﬁeld. The vertical lines indicate the position of the TT
station.
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Figure 6.9: The eﬃciency (a) and pT resolution (b) of
VELO-TT matching at the optimal working point as a
function of pT.
6.2.7 L1 timing
A crucial aspect of the Level-1 algorithm
is its execution time. A full study of
Level-1 execution-time optimization of the
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code which is used for all performance num-
bers in this TDR and the Reoptimization
TDR can be found in [60]. All critical
parts were identiﬁed and the logic of the
algorithm was tuned to meet the timing
constraints. The execution ﬂow was set-
up to minimize a number of calculations
needed to make the negative decision that
is expected for the majority of Level-0 ac-
cepted events. On average 8.5 tracks need
to be reconstructed in 3D from 58.4 forward
2D tracks in a minimum-bias event that
passes Level-0. The ﬁnal phase of the al-
gorithm, in which all B-signatures are com-
bined to obtain the Level-1 decision, is de-
scribed in Chapter 7, but its execution time
is accounted for here. The timing of the
most important phases of the Level-1 algo-
rithm are detailed in Table 6.5. On average
Table 6.5: The timing of various phases of the Level-1
algorithm as measured on a 1 GHz Pentium III Linux
processor.






reﬁt of 3D tracks 0.2
TT matching 0.9
L0 3D matching 0.4
decision 0.1
8.3 ms is spent in Level-1 with the algo-
rithm described above on a 1 GHz Pentium
III processor. The time was measured as
the real time elapsed between start and stop
of the Level-1 algorithm with a granular-
ity of 1 µs. An overhead of about 20% due
to communication between diﬀerent parts
based on creation of dynamic containers has
been subtracted. The distribution of total
execution time is presented in Figure 6.10.
The code described above has not been fur-
ther optimized for execution time perfor-
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Figure 6.10: The distribution of the Level-1 execution
time on a 1 GHz Pentium III processor for minimum
bias events accepted by Level-0.
the large scale production for the physics
studies. In the mean time faster code has
been developed [62] with a similar track
ﬁnding eﬃciency. With this new code we
expect to have an average execution time
per event of less than 1 ms in 20076.
6.3 The HLT Algorithm
The purpose of the HLT algorithm is to re-
ject as fast as possible events not compat-
ible with an interesting b decay, using the
ﬁnal quality information from the tracking
system. Basically, the tracking is performed
ﬁrst in the VELO, then in the whole track-
ing system to get the track’s momentum
with almost the full accuracy. Particle iden-
tiﬁcation is limited to muon and electron
identiﬁcation, as processing the full RICH
information would be too slow. With an L1
processing time of less than 1 ms, the pro-
cessing power remaining for the HLT corre-
sponds to around 25% of the farm, which
translates to about 10 ms per event, 60 ms
on today’s 1 GHz Pentium III processor.
6A 1 GHz PIII processor delivers 425 CERN Units (CU),
while it is expected [61] that in 2007 the performance will
be 2500 CU per node.
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6.3.1 VELO tracking
An implementation of the HLT VELO
tracking has been performed [62] with both
eﬃciency and speed as main concerns.
Starting from the HLT event, it uses the
full VELO information to get a more ac-
curate cluster position than in L1. The 2D
tracking in the rz-plane is performed, using
only the R-sensors, and then the full space
tracking, collecting clusters in the φ-sensors
compatible with the 2D track.
The eﬃciency is measured on signal
datasets, where the main concern is to re-
construct the tracks of the interesting b de-
cay. This is not exactly the same as to get
the best eﬃciency on all tracks, as the inter-
esting b decay products tend to have larger
transverse momentum.
Speed is measured on the expected input
events, this means minimum-bias events
passing the L0 and L1 triggers, on a 1.0
GHz Pentium III Linux CPU. Those events
tend to be busier than average signal events,
and thus the processing speed is a bit
slower. The reconstruction eﬃciency for
tracks passing the magnet is 95.5 ± 0.2%,
and for tracks from a b-decay 98.3± 0.3%.
The ghost rate is 5.7% , and the time per
minimum-bias event is 5.9 ms.
6.3.2 VELO TT tracking
The ﬁrst step to measure the momentum
of a track is performed by ﬁnding the rel-
evant hit in the TT station. Even if the
momentum estimate has a low accuracy, at
the 30% level for σ(p)/p, this reduces signif-
icantly the search region in the T stations,
hence speeding up by a factor close to two
the second step of the track search.
For pattern recognition purposes, the
ﬁeld between the VELO and TT has the
same eﬀect as an angular kick, proportional
to 1/p, of the track at a ﬁxed z position
zbend. But multiple scattering is important
and dilutes this simple relation. The VELO
TT tracking method is to loop on VELO
tracks, and to project all TT hits onto a
ﬁxed plane, joining them to the track im-
pact in the zbend plane. Only a small sub-
set of the hits needs to be handled, as a
minimal momentum for the track implies a
maximum distance for the hit. The win-
dow is typically ±21 mm in the bending
direction, corresponding to a minimal mo-
mentum of 1.5 GeV. In fact, the window
is reduced at low angle, corresponding to a
minimal transverse momentum of 100 MeV.
The pattern recognition is simply a search
for an accumulation of projected hits, with
at least 3 of the 4 planes ﬁred. Priority
is given to 4-plane candidates, and to the
highest momentum solution.
As the TT stations do not cover com-
pletely the acceptance, mainly around the
beam pipe, tracks with less than 4 expected
hits in TT are accepted, without momen-
tum estimate. Tracks for which no suﬃ-
cient accumulation was found are rejected,
they are low momentum tracks. About
30% of the VELO tracks are discarded this
way. The eﬃciency for interesting b de-
cay tracks is over 99% compared to found
VELO tracks. It takes less than 5 ms on a 1
GHz Pentium III to perform this ﬁrst mo-
mentum estimate for about 40 tracks per
event.
6.3.3 Long tracking
The search for hits in the T stations is based
on the so-called “Forward tracking” [63],
which uses the fact that as soon as one
point is known after the magnet, the mo-
mentum is known and thus the complete
trajectory. A fast method, using polyno-
mial parametrizations, allows all hits to be
projected onto a common plane. With the
momentum estimate from the VELO-TT
track or a minimal momentum requirement
of 2 GeV/c, the range of hits can be re-
duced. An accumulation is searched for in
the projection, and an iterative procedure,
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ﬁtting and removing the worst point, allows
the best extrapolation of the VELO track
to be found.
The key ingredient is a parametrization
of the trajectory in the ﬁeld, to obtain a fast
projection. As the ﬁeld is reasonably regu-
lar, and the minimum momentum 2 GeV/c,
only a few polynomial terms need to be
computed, as described in [63]. The eﬃ-
ciency to ﬁnd the correct hits is over 98%
for the pions of B → ππ and a bit lower,
94% , for larger multiplicity decays. The
speed of the algorithm is about 40 ms per
event on a 1 GHz PIII CPU, with a mo-
mentum resolution σ(p)/p around 0.6%.
6.3.4 Tracking summary
The total tracking eﬃciency for b decay
tracks in the HLT varies between 92% and
96.5% depending on the decay channel.
This takes around 50 ms per minimum-bias
event accepted by L0 and L1. This ﬁgure is
already in the allowed range, but can be im-
proved by technical changes such as using a
faster compiler, by improving the handling
of the geometry information, and by tuning
the cuts. For example, the “Long tracking”
speed depends quite strongly on the min-
imum (transverse) momentum. The main
concern is to be able to perform high qual-
ity tracking in the available time budget,
and hence the tracking package was devel-
oped keeping the execution time in mind.
The algorithm to eﬃciently select the sig-
nal events is under development, and hence
emphasizes ﬂexibility rather than optimiza-
tion of execution time. This selection will
be described in Section 7.3.
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s = 14 TeV are generated us-
ing the PYTHIA 6.2 program [66], in-
cluding hard QCD processes, single and
double diﬀraction, and elastic scattering.
Some of the PYTHIA parameters have been
tuned to reproduce measured charged par-
ticle distributions for
√
s less than 1.8 TeV,
and a detailed description of this tuning
can be found in [2] and references therein.
PYTHIA predicts a total inelastic cross-
section of σinel = 79.2 mb, of which visible
collisions1 correspond to (79.1 ± 0.2)% of
σinel. Several inelastic proton-proton colli-
sions may occur in the same bunch cross-
ing, which is simulated assuming σinel =
80 mb and a non-empty bunch crossing fre-
quency at the LHCb interaction point of
30 MHz. The luminosity L is assumed to
decrease exponentially with a 10-hour lumi-
nosity lifetime in the course of 7-hour ﬁlls,
with an average value of 2× 1032 cm−2s−1,
which implies ∼ 2.8(1.4)× 1032 cm−2s−1 at
start(end) of ﬁll. Studies have shown [67]
that over this range of luminosities the ef-
ﬁciency for selecting signal events while re-
tuning the trigger settings does not vary
signiﬁcantly. In this chapter all threshold
settings will be given for a luminosity of
2× 1032 cm−2s−1.
Generated particles are traced through
a detailed description of the spectrometer
and its surroundings using the GEANT3
package [68], and the detector response
1A collision is deﬁned to be visible if it produces at least
two charged particles with suﬃcient hits in the VELO and
T1-3 to allow them to be reconstructible. Elastic scattering
never results in tracks observed in the spectrometer.
is simulated taking the eﬀect of the two
preceding and one following bunch cross-
ings into account, but ignoring the LHC
bunch structure. All expected perfor-
mances are based on these simulated de-
tector responses, which include eﬃciencies,
noise and cross-talk as appropriate for each
sub-system.
Minimum-bias data corresponding to
about 2 s of LHCb running have been gener-
ated, together with generating signal events
by forcing a generated B-meson to decay
into a speciﬁc ﬁnal state. In the follow-
ing sections the trigger settings and cor-
responding signal eﬃciencies will be pre-
sented which allow the minimum-bias event
rate to be reduced to 1 MHz, 40 kHz and
200 Hz by Level-0, Level-1 and the HLT, re-
spectively. In the ﬁnal section of this chap-
ter the sensitivity of the trigger to alter-
nate settings of the PYTHIA parameters
and a less than expected spectrometer per-
formance will be presented.
7.1 Performance of Level-0
The performance of Level-0 is expressed in
terms of eﬃciency εchannelL0 , the fraction of
oﬄine selected events that pass Level-0 for
a given signal channel.
The maximization of the Level-0 eﬃcien-
cies is done by optimizing the bandwidth
given to each sub-trigger taking into ac-
count correlations between them. Ideally,
Level-0 Level-1 and the HLT should be
optimized simultaneously. This scenario,
however, was simpliﬁed by ﬁrst determin-
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ing cuts on the global event variables, hence
SPD and Pile-Up multiplicity and the num-
ber of interactions [69], for a chosen set
of thresholds on the other variables. Fig-
ure 7.1 shows εL0 × εL1 for a few channels
as a function of the cuts applied on the SPD
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Figure 7.1: The top plot shows εL0× εL1 as a function
of the SPD multiplicity cut for events which have been
accepted by the Pile-Up cut, and have a Pile-Up hit
multiplicity below 112. The bottom plot shows the data
size after Level-0 and the Level-1 execution time for the
same SPD mutiplicity cuts, normalized to no SPD cut.
The dashed line indicates the chosen working point.
on the transverse energy of B-decay candi-
dates were scaled by a common factor to re-
adjust the total output of Level-0 to 1 MHz,
and Level-1 to 40 kHz on minimum-bias
events. As is explained in the next section,
events are accepted if the sum of the trans-
verse momenta of the two largest pT muons
is above its threshold irrespective of the
global cuts. Hence, channels with muons
in their ﬁnal state show an increased eﬃ-
ciency while tightening the global cuts. The
values of the cuts on the global event vari-
ables are given in Table 7.1, and these cuts
are used throughout the evaluation of the
trigger performance described in the next
sections. Cuts on the global event vari-
ables allow to tune the size of the events
which pass Level-0, and their corresponding
execution time in Level-1, with only small
variations in signal eﬃciency. The chosen
cuts are rather conservative, just to show
the principle.
Events are only accepted if “Total ET”,
which is a measure of the total energy de-
posited in the HCAL, is above 5 GeV, to
reduce the possibility of triggers on halo-
muons in crossings without interactions.
Table 7.1: List of L0-cuts on the global event variables.
Global Cuts Value
Tracks in 2nd vertex 3
Pile-Up Multiplicity 112 hits
SPD Multiplicity 280 hits
Total ET 5.0 GeV
7.1.1 Bandwidth Division
We determine the L0 thresholds using a
set of decay channels given in Table 7.4,
which are representative both in giving ac-
cess to the CKM parameters, and in the
way they rely on the diﬀerent trigger com-
ponents [70].
The Level-0 bandwidth division mini-







where εchannelL0−max is the trigger eﬃciency for
a channel when the full bandwidth is avail-
able, and εchannelL0 is obtained using one ﬁxed
set of thresholds for all channels simultane-
ously. Thresholds are given in Table 7.2,
with their corresponding inclusive rates on
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Table 7.2: List of cuts obtained after the combined
Level-0 optimization. The last column gives the inclu-
sive L0 output rate on minimum-bias events after the
global event cuts.




π0 local 4.5 110
π0 global 4.0 145
muon 1.1 110∑
pµT 1.3 145
minimum-bias events after the global event
cuts described above. The thresholds of the
ECAL triggers are highly correlated since
these triggers are to a large extent redun-
dant.
An event triggers Level-0 if (1) it passes
the global selection and if at least one of
the candidates’ ET exceeds its threshold, or
(2) if the sum of the transverse momenta of
the two largest pT muons (
∑
pµT) is above
its threshold, irrespective of the global cuts.
The FOIs of the Muon Trigger (see Chap-
ter 3) have been optimized correspondingly,
and their values are listed in Table 7.3.
Table 7.3: The size of the FOI along the x and y coor-
dinates as used in the Muon Trigger for the thresholds
listed in Table 7.2.
M1 M2 M4 M5
x ±2 ±5 ±1 ±1
y 0 0 ±1 ±1
Figure 7.2 shows the sensitivity of εL0
to the Level-0 output rate. The values of
εL0 from 0.5–1.0 MHz were obtained after
a combined optimization of Level-0 as de-
scribed above for each output rate. The val-
ues of εL0−max are shown in the right-hand
part of the ﬁgure, indicating how much is
lost in eﬃciency per channel while sharing
the bandwidth over all channels in a demo-
cratic way. This bandwidth division results
in small losses, apart from channels with
the decay J/ψ → ee, since in the band-
width division optimization it is combined
with J/ψ → µµ for calculating εchannelL0 .
Figure 7.2: Level-0 eﬃciencies as a function of the
Level-0 output rate. The rightmost set of data points
refers to the eﬃciency obtained after individual opti-
mization of each channel.
The Level-0 eﬃciencies for the set of
channels used to tune the thresholds are
given in Table 7.4, while Table 7.5 gives
the eﬃciencies for channels which did not
participate in the optimization. We also
include the inclusive hadronic, electromag-
netic (electron, photon and π0s) and muon
trigger, to show the correlation between
them. The contributions from the ECAL
triggers have been grouped together, since
they are to a large extend redundant and
their relative contributions depend on the
choice of their highly correlated thresholds.
PYTHIA predicts a bb¯ cross section
of 633 µb, which results in 1.1% of the
crossings with at least one inelastic pp-
interaction containing at least one bb¯-pair.
A cc¯-pair is produced in 5.6% of the cross-
ings, where cc¯-pairs are only counted if no
bb¯-pair is present. The beauty enrichment
of the data after the various triggers is listed
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Table 7.4: L0 eﬃciencies at 1 MHz for several oﬄine selected signal channels which have been used to determine
the thresholds. The last three columns show the inclusive trigger eﬃciencies for the hadronic, electromagnetic
(electron, photon, π0’s) and muon triggers.
Inclusive eﬃciencies (%)
Decay Channel εL0(%) had. trig. elec. trig. muon trig.
B0d → π+π− 53.6± 0.4 47.6± 0.5 14.1± 0.3 6.8± 0.2
B0s → D−s (K+K−π−)π+ 49.4± 0.6 42.2± 0.6 13.1± 0.4 8.3± 0.4
B0s → D−s (K+K−π−)K+ 47.2± 0.3 39.4± 0.3 11.7± 0.2 8.2± 0.2
B0d → J/ψ(µ+µ−)K0S(π+π−) 89.3± 0.5 18.6± 0.7 8.3± 0.5 87.2± 0.6
B0d → J/ψ(e+e−)K0S(π+π−) 48.3± 1.0 21.5± 0.8 37.4± 0.9 7.0± 0.5
B0s → J/ψ(µ+µ−)φ(K+K−) 89.7± 0.1 20.0± 0.2 8.4± 0.1 87.4± 0.1
B0d → K∗0(K+π−)γ 72.9± 1.0 32.7± 1.1 68.1± 1.1 7.8± 0.6
Table 7.5: L0 eﬃciencies at 1 MHz for oﬄine selected signal channels which have not been used to tune the thresh-
olds. The last three columns show the inclusive trigger eﬃciencies for the hadronic, electromagnetic (electron,
photon, π0’s) and muon triggers.
Inclusive eﬃciencies (%)
Decay Channel εL0(%) had. trig. elec. trig. muon trig.
B0d → K+π− 54.1± 0.8 48.3± 0.8 12.3± 0.5 7.2± 0.4
B0s → K−π+ 56.5± 1.1 51.2± 1.1 13.2± 0.7 6.7± 0.5
B0s → K+K− 51.8± 0.3 46.0± 0.3 11.6± 0.2 6.5± 0.2
B0d → π+π−π0 77.2± 1.6 39.4± 1.9 66.2± 1.8 7.9± 1.1
B0d → D∗−(D0π−)π+ 49.0± 1.1 41.7± 1.1 14.0± 0.8 8.4± 0.6
B0d → D0(K+π−)K∗0(K+π−) 53.0± 1.4 45.3± 1.4 13.9± 0.9 8.1± 0.7
B0d → D0(K+K−)K∗0(K+π−) 50.7± 1.2 43.4± 1.1 13.6± 0.8 8.4± 0.6
B0d → J/ψ(µ+µ−)K∗0(K+π−) 91.2± 0.3 23.1± 0.4 9.3± 0.3 88.6± 0.3
B+u → J/ψ(µ+µ−)K+ 90.3± 0.4 26.2± 0.5 9.1± 0.4 87.1± 0.4
B0s → J/ψ(e+e−)φ(K+K−) 49.0± 0.6 22.9± 0.5 38.3± 0.5 7.0± 0.3
B0s → J/ψ(µ+µ−)η(γγ) 92.1± 0.8 19.2± 1.2 37.2± 1.5 88.4± 1.0
B0s → ηc(4π, 2K2π)φ(K+K−) 47.0± 3.0 41.5± 2.9 12.5± 1.9 8.0± 1.6
B0s → φ(K+K−)φ(K+K−) 41.8± 0.9 28.7± 0.9 9.7± 0.6 8.6± 0.5
B0d → µ+µ−K∗0(K+π−) 93.6± 0.7 24.9± 1.2 10.3± 0.8 91.8± 0.7
B0s → φ(K+K−)γ 69.6± 1.6 33.1± 1.6 65.8± 1.7 7.7± 0.9
B+c → J/ψ(µ+µ−)π+ 92.6± 0.5 29.4± 0.8 9.9± 0.5 89.5± 0.6
in Table 7.6.
The bandwidth division described above
should be regarded as an example only, an-
other possibility is to optimize on eﬀective
tagging eﬃciency [70] rather than just con-
sidering Level-0 eﬃciency as used above.
7.2 Performance of Level-1
The principal idea of Level-1 is to com-
bine the two most characteristic properties
of b tracks available at this early stage,
impact parameter and transverse momen-
tum, to form an eﬃcient selection of events
Table 7.6: The fraction of crossings with at least one
inelastic pp-interaction containing at least one bb¯-pair,
or cc¯-pair. Where cc¯-pairs are only counted if no bb¯-
pairs are present.




HLT (L1-conﬁrmation) 14.0 14.7
containing b-hadrons. In addition, use is
made from the signatures already found by
Level-0 and passed on to Level-1.
The Level-1 decision algorithm [71] con-
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Figure 7.3: Distribution of oﬄine-selected signal events and minimum-bias events in the plane of the two variables
ln(PT1)+ln(PT2) versus ln(IPS1)+ln(IPS2). The solid line is an example of the vertical-diagonal discriminant
applied to determine the Level-1 trigger variable.
sists of two parts: in the ﬁrst, generic algo-
rithm, a trigger variable is computed based
on the properties of the two tracks with
highest transverse momentum pT. This
part is sensitive to very generic b-hadron
signatures. In the second, speciﬁc algo-
rithm, the trigger variable is weighted ac-
cording to signatures involving L0 objects,
such as dimuons or high-ET electrons and
photons, that are present in the event. This
means that good L0 signatures have the ef-
fect of relaxing the generic requirement.
7.2.1 Generic Algorithm
An average (most probable) number of 8.5
(4) tracks per minimum-bias event are re-
constructed in 3D (see Section 6.2). Re-
quiring the 3D impact parameter to be be-
tween 0.15 and 3 mm reduces this number
to 6.5 (4). Using this set of tracks, two
event variables are deﬁned as B-signatures,
ln(PT1)+ln(PT2) and ln(IPS1)+ln(IPS2),
where PT1(2) is the pT of the 3D track
with the highest (second-highest) pT, and
IPS1(2) are their respective impact parame-
ter signiﬁcances with respect to the primary
vertex, deﬁned as d/σd [72]. The error σd is
estimated based on the pT of the track. Fig-
ure 7.3 shows the distribution of minimum-
bias events and two types of signal events
in these two variables. Also shown is the
vertical-diagonal discriminant line that is
used to determine the trigger variable ∆:
the distance of an event to this line, with
negative sign if the event lies to its left. The
choice of the diagonal discriminant line was
originally motivated by an earlier version of
the L1-algorithm which had poorer resolu-
tion in impact parameter and therefore a
surplus of high-pT tracks originating from
the primary vertex, i.e. at low impact pa-
rameters. We decided to keep this feature
in order to guard against possible degrada-
tion of the tracking performance in the ro-
bustness tests.
7.2.2 Speciﬁc Algorithm
The following event variables are considered
for relaxing the generic trigger condition:
• mmaxµµ – The highest invariant dimuon
mass, where dimuons consist of two
VELO tracks that have been matched
in 3D to L0 muon tracks, without
requirements on the charges nor the
vertex of the two tracks. This vari-
able is sensitive to channels involving
J/ψ → µ+µ− or B→ µ+µ−(X) (see
Figure 7.4).
• Eγ,maxT – The highest photon trans-
verse energy found by Level-0, if above
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3 GeV. Sensitive to channels such as
B→ K∗γ.
• Ee,maxT – The highest electron trans-
verse energy found by Level-0, if above
3 GeV. Sensitive to channels involving
J/ψ → e+e−.
In each case, a “bonus” β is calculated de-
pending on the variable and added to the
generic trigger variable.
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Figure 7.4: Dimuon invariant mass distribution for
several signal channels in comparison with minimum-
bias events.
For dimuons, βµµ is set to a very high
value (i.e. completely overwriting the deci-
sion of the generic trigger) if mmaxµµ lies ei-
ther within ±500 MeV/c windows around
the J/ψ and the B mass, or above the lat-
ter. For other values βµµ increases linearly
with mmaxµµ , where the linear coeﬃcient is
chosen as a compromise between enhancing
the eﬃciency for B→ µ+µ−K∗ and mini-
mizing the used bandwidth.
In a similar way, βγ and βe are computed
as functions of Eγ,maxT and E
e,max
T , respec-
tively. A minimum of 3 GeV is required,
and β increases linearly starting from this
value. In the case of photons, both Eγ,maxT
and Ee,maxT are required to be above 3 GeV
for βγ > 0, whereas only E
e,max
T is used to
compute the value of βe. Again the linear
coeﬃcients have been chosen to minimize
bandwidth use while giving signiﬁcant im-
provements in the eﬃciencies for channels
containing photons and electrons.
7.2.3 Final decision
An event passes Level-1 if
∆ + βµµ + βγ + βe > ∆0.04, (7.2)
where ∆0.04 is determined empirically by re-
quiring a minimum-bias retention rate of
4% of all L0-triggered events, correspond-
ing to an output rate of 40 kHz.
7.2.4 Eﬃciencies and bandwidth di-
vision
Figure 7.5 shows the trigger eﬃciencies of a
few selected signal channels as a function of
the Level-1 output rate. Table 7.7 summa-
rizes signal eﬃciencies for the design out-
put rate of 40 kHz. Figure 7.6 illustrates
the bandwidth division between generic and
speciﬁc sub-triggers. The speciﬁc improve-
ments use up 24.7% of the bandwidth. The
current trigger balance should be regarded
as an example only – by adjusting the vari-
ous parameters the division among the sig-
natures can easily be adapted to the needs
of the experiment.
The bb¯ enrichment after Level-1 is listed
in Table 7.6.
7.3 Performance of the High
Level Trigger
The HLT can access the same data as used
for the oﬄine selection, but at its input rate
of 40 kHz. The reconstruction and selec-
tion algorithms which will be employed are
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Figure 7.5: L1 eﬃciencies as a function of the L1 out-
put rate. The last bin refers to the maximum eﬃciency
obtained after individual optimization of each channel.
The eﬃciencies are normalized to L0-triggered events
that have been selected by the oﬄine analysis. Indi-
cated errors are statistical.
Figure 7.6: Bandwidth division among the various
trigger components as explained in the text.
constrained by the available computing re-
sources of a few hundred CPU nodes. The
HLT algorithm is under development, and
the following strategy guarantees a high se-
lection eﬃciency, and is estimated to give
an aﬀordable execution time:
A Conﬁrm the Level-1 algorithm, but
using T1–T3 to improve on the mo-
mentum resolution compared to the
VELO-TT tracks of Level-1.
B Full pattern recognition of long tracks,
and lepton identiﬁcation.
C Exclusive selection of channels.
Table 7.7: L1 eﬃciencies at 40 kHz output rate for
several signal channels. The eﬃciencies are normalized
to L0-triggered events that are used for oﬄine analysis.
Decay channel εL1(%)
B0d → π+π− 62.7±0.5
B0d → K+π− 61.5±1.0
B0s → K−π+ 65.0±1.4
B0s → K+K− 60.0±0.4
B0d → π+π−π0 46.6±2.2
B0d → D∗−(D0π−)π+ 56.0±1.6
B0d → D0(K+π−)K∗0(K+π−) 66.7±1.8
B0d → D0(K+K−)K∗0(K+π−) 61.6±1.6
B0s → D−s (K+K−π−)π+ 63.0±0.9
B0s → D−s (K+K−π−)K+ 62.6±0.4
B0d → J/ψ(µ+µ−)K0S(π+π−) 67.7±0.9
B0d → J/ψ(e+e−)K0S(π+π−) 54.9±1.4
B0d → J/ψ(µ+µ−)K∗0(K+π−) 76.8±0.3
B+u → J/ψ(µ+µ−)K+ 76.0±0.5
B0s → J/ψ(µ+µ−)φ(K+K−) 71.4±0.2
B0s → J/ψ(e+e−)φ(K+K−) 57.2±0.8
B0s → J/ψ(µ+µ−)η(γγ) 70.3±1.5
B0s → ηc(4π, 2K2π)φ(K+K−) 59.0±4.0
B0s → φ(K+K−)φ(K+K−) 60.3±1.5
B0d → µ+µ−K∗0(K+π−) 78.5±1.1
B0d → K∗0(K+π−)γ 51.9±1.4
B0s → φ(K+K−)γ 49.3±2.0
B+c → J/ψ(µ+µ−)π+ 65.6±0.9
D Inclusive selection of channels.
The purpose of step A is to reject events as
soon as possible with an algorithm which
is cheap in execution time. With this al-
gorithm the rate is reduced to 20 kHz, and
its expected performance will be described
in the next section. For the remaining
events after A, full pattern recognition is
performed, including lepton identiﬁcation,
but not using the RICH information. The
tracking part of step B will require most
of the execution time, and is described al-
ready in Section 6.3. The average number
of tracks reconstructed per event with both
VELO and T information is 32.
Selection C aims at getting the high-
est possible eﬃciency for those channels
which are considered as the most impor-
tant for the physics goals. Below it will be
shown for a few selected channels that low
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enough output rates can be achieved, even
without the particle identiﬁcation using the
RICHes.
The bb¯-pair content of the 20 kHz of
events which have to be analysed after step
A by the HLT is given in Table 7.6, and
shows that the sample is still dominated by
light quark events. In step D commonalities
in the oﬄine selection of B-decay channels
with similar kinematics are used to deﬁne
a series of selections which should result in
high eﬃciencies for all interesting channels,
without having to resort to an exclusive re-
construction per channel, and hence should
guarantee that LHCb will write with high
eﬃciency a large spectrum of B-like events
to storage for subsequent analysis. This last
selection is least developed, and hence no
results are presented on its expected output
rate here, but it will be reported as part of
the Computing TDR.
7.3.1 Level-1 Conﬁrmation
Section 6.3 describes the pattern recogni-
tion algorithm and its performance. While
the VELO-TT tracks of Level-1 have a mo-
mentum resolution between 20–30%, the
HLT reconstructs tracks with a σ(p)/p
around 0.6%. With the HLT tracks the L1-
algorithm is repeated as described in Sec-
tion 7.2, i.e among the about eight tracks
with an impact parameter between 0.15–
3 mm the momentum is measured as de-
scribed in Section 6.3, the two tracks with
the largest pT are selected, the trigger vari-
able ∆ is computed, and a bonus is added





ure 7.7 shows the trigger eﬃciencies of a
few selected signal channels as a function
of trigger rate. This shows that the L1-
conﬁrmation reduces the rate from 40 kHz
to 20 kHz with only a few % loss in signal
eﬃciency. To achieve this reduction not all
long tracks have to be reconstructed, hence
reducing the necessary execution time. Un-
like the algorithm deployed in Level-1, the
Figure 7.7: L1-conﬁrmation eﬃciencies for events ac-
cepted L0, L1 and the oﬄine analysis for a few selected
signal channels as a function of minimum-bias rate.
HLT algorithm has not yet been packaged
to allow an execution time measurement of
the L1-conﬁrmation step separately, how-
ever based on the total track reconstruction
it is estimated that this step will take less
than 4 ms in 2007, hence leaving around
14 ms per event for the further analysis of
the 20 kHz of accepted events. Out of this
about 6 ms will be needed to reconstruct all
remaining tracks.
7.3.2 Exclusive Selection
The combined output rate of all channels
under study at the moment in LHCb [2],
including the expected background, is less
than 1 Hz of data taking rate. However,
the exclusive selection in the HLT will have
a signiﬁcantly larger output rate due to
the need to relax the ﬁnal selection cuts
to be able to study the sensitivity and sys-
tematics. In particular side bands in in-
variant mass distributions are necessary to
ﬁt the contribution of the background. In
addition, the global RICH reconstruction
beneﬁts from reconstructing all track seg-
ments around the RICH detectors, and con-
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Table 7.8: Expected rate in the HLT in minimum-
bias events due to the exclusive selection algorithms
aimed at selecting the indicated channels. All errors
are statistical only.
Algorithm HLT rate (Hz)
B→ ψ(µ+µ−)X 21± 4
B→ h+h− 12± 3
B→ Dsh 12± 3
B0d → K∗0(K+π−)γ 13± 3
B0d → φ(K+K−)γ 14± 3
sequently its execution time only allows it
to be executed at a rate of a few hundred
Hz. The exclusive selection power has been
checked by passing generated minimum-
bias events through the ﬁrst two trigger lev-
els, and then applying relaxed oﬄine selec-
tion cuts [73, 74, 75, 76]. Table 7.8 lists the
expected rates for the channels considered.
The ψ(µ+µ−) rate contains 5 Hz of genuine
B → ψX decays. This shows that the ex-
clusive selection can reduce the rate to well
below a few hundred Hz without having to
resort to RICH information.
7.4 Trigger Performance Ro-
bustness
The expected trigger performance depends
on the imperfections of our simulation pro-
gram: the underlying physics process may
be slightly diﬀerent in real data, the de-
scription of the detector and its perfor-
mance may not be perfect, the LHC ma-
chine conditions may be diﬀerent than ex-
pected, and so on.
The LHCb trigger system is designed to
be ﬂexible to adapt to such unexpected sit-
uations. In order to illustrate this point,
several robustness scenarios have been fully
simulated, and the trigger execution time
and performance have been measured on
these samples. The scenarios considered are
described in detail in [64] and they corre-
spond to:
• PYTHIA Test: PYTHIA settings (ex-
trapolated to the LHC energy) from a
recent tuning on CDF data [65].
• Global Test: General LHCb degraded
detector and worse PYTHIA settings
(as in [2]).
• VELO Test: Degraded VELO detec-
tor, with increased material, worse
cluster resolution and worse signal-
over-noise ratio (as in [64]).
• Beam Spot Test: LHC beam posi-
tion uncertainty increased by a factor
three in the perpendicular plane, from
70 µm to 210 µm.
• LHC Background Test: LHC machine
backgrounds worse by an order of mag-
nitude (as in [30]).
The uncertainty on the simulation of the
underlying physics process is taken into ac-
count by the changes in the PYTHIA set-
tings in the “PYTHIA Test” and “Global
Test”. The most visible eﬀect is the change
in the track multiplicity, which turns out to
be the most relevant variable in the evalua-
tion of the trigger performance. The worse
VELO detector resolutions intends to sim-
ulate the eﬀect of possible misalignments.
The “Beam Spot Test” checks the depen-
dence of the trigger performance with the
position of the beam.
The eﬀect of the LHC machine back-
ground is found to be negligible. In nomi-
nal conditions, the average number of beam
halo muons traversing the detector in any
direction is 0.04 per bunch. Even with
an order of magnitude worse conditions,
the event rate increases after Level-0 and
Level-1 by only 12±3 kHz. The most signif-
icant eﬀect is seen in the Level-0 muon sys-
tem and has been described in Chapter 3.
In the next two sections, the robustness
of the algorithm used in Level-1 is deter-
mined through the eﬀect in the resolution
of the track parameters, and through the
changes in the execution time of the algo-
rithms and event size. The overall eﬀect
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Figure 7.8: Impact parameter resolution (in mm)
as measured by the Level-1 algorithm as a func-
tion of the transverse momentum of the track, for
several MC simulations. The impact parameter is
computed with respect to the reconstructed pri-
mary vertex.
on the trigger decision will be discussed in
Section 7.4.3.
7.4.1 Resolutions
The impact parameter and the determina-
tion of the pT of the tracks used in the trig-
ger algorithms depend on the performance
of the VELO detector and the ability to re-
construct the primary vertex. The “Global
Test” and the “VELO Test” both degrade
the measurement of the track parameters
in the VELO detector, while the “Beam
Spot Test” degrades the ability to recon-
struct the primary vertex. The resolution
of the impact parameter with respect to the
reconstructed primary vertex, as measured
by the Level-1 algorithm, is shown in Fig-
ure 7.8 as a function of pT. The resolution
is worse by 30% when the material of the
VELO detector is increased, in particular
the RF foil. The resolution of pT as mea-
sured by the Level-1 algorithm is shown in



















Figure 7.9: σ(pT)/pT as measured by the L1 algo-
rithm as a function of the transverse momentum of
the track, for several MC simulations.
of Level-1 the small changes in the pT reso-
lution have a negligible eﬀect.
7.4.2 Execution Time and Event
Size
The execution time of the Level-1 algorithm
is dominated by the time it takes to per-
form the track reconstruction. The only sig-
niﬁcant changes are observed when the ex-
pected multiplicity of the event is diﬀerent,
i.e. in the “Global Test” and the “PYTHIA
Test”. The event multiplicity is increased
by 30% in the “Global Test” while it is re-
duced by 20% using the CDF tuning. The
measured execution time and event size for
the Level-1 follow the same pattern.
7.4.3 Performance
The output of Level-0 is ﬁxed to 1.0 MHz,
while the output of the Level-1 trigger is
ﬁxed to 40 kHz. Hence, the cuts used in the
trigger algorithms need to be adapted for
each robustness scenario. One convenient
way to do this for Level-0 is just to change
7.4. TRIGGER PERFORMANCE ROBUSTNESS 69
Table 7.9: Level-0/Level-1 eﬃciencies for diﬀerent robustness scenarios divided by the eﬃciencies using
the default settings.
B0s→ D∓s K± B0s→ J/ψ(µµ)φ B0s→ K+K− B0→ K∗0γ
L0 Global Test 0.93± 0.02 1.01± 0.01 0.95± 0.01 0.93± 0.02
L0 PYTHIA Test 1.06± 0.02 1.01± 0.01 1.11± 0.01 1.03± 0.02
L0 Beam Spot Test 0.98± 0.02 1.01± 0.01 1.00± 0.01 0.96± 0.02
L0 VELO Test 1.00± 0.02 1.01± 0.01 1.01± 0.01 1.00± 0.02
L1 Global Test 0.84± 0.03 0.92± 0.01 0.87± 0.01 0.82± 0.03
L1 PYTHIA Test 0.97± 0.03 0.99± 0.01 0.97± 0.01 0.99± 0.03
L1 Beam Spot Test 0.90± 0.03 1.00± 0.01 0.94± 0.01 0.97± 0.03
L1 VELO Test 0.92± 0.03 0.96± 0.01 0.89± 0.01 0.89± 0.03
the SPD/PUmultiplicity cuts quoted in Ta-
ble 7.1 while keeping the rest of the cuts un-
changed. The cut on the Level-1 variable,
∆0.04, described in Section 7.2 also needs to
be modiﬁed to keep the 40 kHz output rate.
We have not tried to modify the algo-
rithms to adapt to each robustness scenario,
but rather we quote the eﬃciencies as they
come out from the same algorithms, which
may be regarded as an estimate of the or-
der of magnitude of the uncertainties in the
trigger performance. The results are quoted
in Table 7.9. In general, the Level-0 per-
formance is stable within 10%, while the
Level-1 performance is stable within 20%.
Independently of the uncertainties in the
simulation, we have also considered the sce-
nario in which on “day one” we do not
have the full CPU power, and we start run-
ning the experiment with part of the event
building network, and part of the nominal
number of CPUs assigned to L1/HLT. The
trigger eﬃciency for B0s → D∓s K±events,
normalized to oﬄine selected events, is
shown as a function of diﬀerent Level-0 and
Level-1 output rates in Figure 7.10.
In conclusion, the trigger performance
satisﬁes the physics requirements of the ex-
periment. It is also a robust system. The
uncertainty on the expected eﬃciency is
evaluated to be not larger than 25% even
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Figure 7.10: Trigger eﬃciency for B0s → D∓s K±
events, normalized to oﬄine selected events, as a
function of diﬀerent Level-0/Level-1 output rates.
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Chapter 8 Project Organization
This chapter deals with the managerial
aspects of the trigger systems. Information
is presented on the current cost estimates
of the systems, the planning schedules and
the distribution of the responsibilities.
8.1 Cost and Funding
The breakdown of the cost of the trigger is
shown in Table 8.1.
For both the Calorimeter Triggers and
the Pile-Up System infrastructure is shared
between the trigger components and their
respective detectors. The cost listed ex-
cludes those items already accounted for in
their detector TDRs.
For the prices of commercial hardware
like PCs and switches, used in the imple-
mentation of Level-1 and HLT, the numbers
projected by the technology tracking group
at CERN have been used [61, 77].
In the Online System TDR [9] the cost
of the part of the Online System which ex-
cludes TFC, ECS and general infrastruc-
ture was 4,244 kCHF. This value is now su-
perseded by 5,711 kCHF of the combined
Level-1&HLT system as indicated in Ta-
ble 8.1.
8.2 Schedule
The detailed project schedules of the sub-
systems are shown in Figures 8.1. All
schedules assume that the commissioning
of individual sub-systems has to be ﬁn-
ished by September 2006, after which date
LHCb starts the overall commissioning of
the spectrometer to be ready for beam in
the beginning of 2007.
Some sub-systems contain several diﬀer-
ent boards, in which case the milestones re-
fer to the total number of boards, irrespec-
tive of their type.
The L1&HLT System will have enough
functionality in 2006 to allow a test of the
whole detector, but not at the design band-
width. The bulk of the CPUs will be ac-
quired and installed as late as possible.
Table 8.2 contains a set of milestones ex-
tracted from the project schedules.
8.3 Division of Responsibili-
ties
Institues currently involved in the LHCb
trigger are Annecy, Barcelona, Bologna,
CERN, Clermont-Ferrand, Krakow, Lau-
sanne, NIKHEF, Marseille, Orsay and Rio
de Janeiro. The sharing of responsibilities
is listed in Table 8.3.
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Table 8.1: Components (needed + spares) and cost of the trigger.
Item Quantity Total cost [kCHF]
Calorimeter Triggers
CaloFE Card, 9U (trigger part) 238+31
PrsFE Card, 9U (trigger part) 100+10
Validation Card, 9U 28+3
SPD Multiplicity Card (part), 9U 16+2
Crates (part) and Backplane 26+4
Optical links 208+30
Selection Cards, 9U 8+2
Selection Crate 1+1
Readout Card, 9U 1+1
Total 950
Muon Trigger
PU board, 9U 60+6
Muon Selection board 9U 12+2
Controller board, 9U 4+2
Backplane 4+2
Crates 4+2

















Level-1 and the HLT DAQ
Mux switches L1 62 + 7
Mux switches HLT 29 + 3
Sub-farm switches 94 + 10
Readout network ports 190 + 19
SFCs 94 + 10
CPUs 1786 + 188a
TRM 1 + 1
Decision sorter 1 + 1
Total 5711
Total 8141
aAll CPUs available will be active in the system anytime. The spares can be seen as “hot spares”






5 50 % 
6 End of acceptance tests




11 50 % 
12 End of acceptance tests




17 50 % 
18 End of acceptance tests




23 50 % 
24 End of acceptance tests





30 Simulation of the backplane
31 Minimal backplane
32 Simplified controller
33 Full chain tested
34 Final design
35 Processing board








44 End of production





















66 L1 Decision Sorter implementation tests
67 L1 Decision Sorter decision
68 Procurement DAQ infrastructure
69 Installation DAQ infrastructure
70 SFC evaluation 
71 SFC baseline parameter specification
72 SFC and Switch procurement
73 Readout switch specifications
74 Readout switch Specifications ready
75 HLT network deployment
76 HLT network ready
77 L1 Preliminary Tests
78 Full L1 deployment and commissioning
79 Full System 1 MHz ready
































Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2
2004 2005 2006 2007
Figure 8.1: Project schedule of the trigger.
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Table 8.2: List of major milestones.
Milestone Date
Calorimeter Triggers
Start of board production 9/2004
50% of boards produced 10/2005
100% of boards produced and tested 6/2006
Muon Trigger
Start of board production 8/2005
25% of boards produced 2/2006
100% of boards produced and tested 8/2006
Pile-Up System
Detector produced 1/2006
Trigger boards produced and tested 5/2006
Level-0 Decision Unit
Boards produced and tested 6/2006
Level-1 & HLT
Sorter Implementation Decision 05/2004
Event Builder Switch speciﬁcation 06/2004
Subfarm Controller speciﬁcation 01/2005
10(5)% of network(farm) ready 07/2005
100% of network ready 10/2006
Full farm installed 3/2007
Trigger installed 9/2006
Table 8.3: Breakdown of the responsibilities of the Trigger Systems.
System Institute
Level-0 Calorimeter Triggers
ECAL/HCAL FE + coordination Orsay
PreShower FE Clermont-Ferrand
SPD multiplicity board Barcelona
Validation Card Annecy
Selection Crate Bologna
Level-0 Muon Trigger Marseille
Level-0 Pile-Up System NIKHEF
Level-0 Decision Unit Clermont-Ferrand
Level-1 & HLT
Data movement upstream of farm and event-building CERN/Lausanne
Gigabit Ethernet Mezzanine Card CERN
Installation, conﬁguration and procurement of hardware CERN
Implementation of sub-farm Bologna
Simulation of network and switch speciﬁcation Bologna/CERN
Online adaption of oﬄine software framework Rio de Janeiro
L1&HLT agorithms CERN/Krakow/Lausanne
Appendix A Scalability of Level-1
The total size of the readout network
for Level-1 and the HLT has been based
on simulation. As has been shown in Sec-
tion 7.4, with diﬀerent conditions one would
alter the data size and the performance of
Level-1. Hence, the DAQ is required to be
ﬂexible enough to be able to adapt quickly
to actual needs.
In this section an extension of the data
made available to Level-1 is discussed as
an example of what this scalability en-
compasses. The additional data comprise
Level-1 data from the tracking detectors T1
to T3 and the Muon detector stations M2
to M5, and its size is given in Table A.1.
Table A.1: Number of L1 data sources and aver-
age event fragment size per source, which does not
include any transport overheads. IT, OT and M2–
M5 are the extra sources added to L1.









The numbers given here for the addi-
tional components required for the DAQ
system illustrate the scalability of the sys-
tem. The numbers for the system presented
in the main text are repeated for compari-
son.
The system is perfectly scalable to in-
clude only part of this maximum extension.
The input parameters remain as shown in
Table 6.2.
The following remarks should illustrate
how the numbers in Table A.2 are derived:
• The target number of worker nodes re-
mains the same, ∼ 18001.
• The number of SFCs must be in-
creased, to cope with the increased
bandwidth at the output of the net-
work. Each sub-farm is still limited to
100 MB/s (c.f. Table 6.2).
• The number of worker nodes is re-
quired to be identical for each sub-
farm. Thus the actual total num-
ber of worker-nodes and consequently
the event-rate per CPU node varies
slightly compared to Table 6.3.
. The ﬁgures for the extended system are
indicated in the architecture shown in Fig-
ure A.1. Table A.3 lists the number of
components required, if data for IT, OT
and Muon stations M2 to M5 would be in-
cluded in Level-1. It illustrates that the
system scales quite nicely, taking into ac-
count that the event size almost doubles as
shown in A.2.
The cost estimate is based on prices for
a system ready in 2007. The additional cost
for this enlarged system using the cost ﬁg-
ures from [61, 77] is ∼ 2100 kCHF. An “up-
grade” at a later time will be cheaper.
1It might seem odd at ﬁrst, that here with the same
number of CPUs a larger Level-1 event is processed for
the Level-1-trigger. However, the increased information
available to the Level-1 algorithm will improve its rejection
power, thus allowing to reduce the Level-1 output rate and
consequently the number of CPUs required for HLT and re-
construction.
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Table A.2: Key performance ﬁgures of the standard and the extended Level-1 and HLT DAQ system
VELO TT + IT OT M2–M5
Event Building
Total Frame Rate at RN input [kHz] 7248 12990
RN output links 94 175
RN output link rate [MB/s] 47.9 52.8
Frame rate (L1) per link [kHz] 59.9 68.9
Frame rate (HLT) per link [kHz] 20.0 10.7
Total frame rate at RN output [kHz] 79.6 79.9
MEP rate (L1) per link [kHz ] 0.47 0.25
MEP rate (HLT) per link [kHz] 0.05 0.03
Total MEP rate 0.53 0.28
Trigger farms
Sub-farms 94 175
Event rate/sub-farm (L1) [kHz] 11.7 6.3
Event rate/sub-farm (HLT) [kHz] 0.4 0.2
Processors/sub-farm 21 12
Event rate per processor (L1) [kHz] 0.56 0.53
Event rate per processor (HLT) [kHz] 0.02 0.02
Figure A.1: The architecture of the Level-1 and HLT DAQ system. The numbers on the left side show
the increase in scale required by the additional data in Level-1.
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Table A.3: Number of items for the hardware implementation of the Level-1 and HLT DAQ system. The
number of spares is listed separately.
VELO TT + IT OT M2–M5
Item Quantity Quantity
Mux switches L1 62 + 7 87 + 9
Mux switches HLT 29 + 3 29 + 3
Sub-farm switches 94 + 10 175 + 18
Readout network ports 190 + 19 344 + 35
SFCs 94 + 10 175 + 18
CPUs 1786 + 188 1925 + 175
TRM 1 + 1 1 + 1
Decision sorter 1 + 1 1 + 1
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