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Abstract: We propose a method to analytically solve the bootstrap equation for two point
functions in boundary CFT. We consider the analytic structure of the correlator in Lorentzian
signature and in particular the discontinuity of bulk and boundary conformal blocks to extract
CFT data. As an application, the correlator 〈φφ〉 in φ4 theory at the Wilson-Fisher fixed
point is computed to order 2 in the  expansion.
ar
X
iv
:1
80
8.
08
15
5v
2 
 [h
ep
-th
]  
5 S
ep
 20
18
Contents
1 Introduction 1
2 Analytic structure of BCFT correlators 3
2.1 Image symmetry 7
3 Review: BCFT bootstrap up to O() 7
4 BCFT bootstrap at O(2) 9
4.1 Bulk OPE coefficients 10
4.2 Using image symmetry 11
4.3 Boundary OE coefficients 13
4.4 Full correlator 15
4.5 Outlook: O(3) 15
5 Conclusions and outlook 16
A Gb and Gi at order 
2 17
1 Introduction
Over the last ten years much progress has been made in understanding the dynamics of
Conformal Field Theories (CFT) in dimensions greater than two, using both analytical and
numerical conformal bootstrap techniques. They rely on the formulation of consistency con-
ditions on conformal dimensions and three point function coefficients (CFT data) of local
primary operators, arising from the associativity of the Operator Product Expansion (OPE)
and symmetries of the theory. Analytic solutions of crossing equations are not easy to obtain.
Recently, two equivalent approaches have been proposed to analytically extract CFT data.
In one approach, the main observation has been that specific singularities of the four point
correlator completely fix the large spin expansion of the CFT data, making it possible to
reconstruct the CFT data even for finite spin [1]. In the other approach, CFT data can be
derived as an integral of the double discontinuity of the four point correlator over Minkowski
regions [2]. In the latter, the structure of the singularities of the correlator in Lorentzian
signature plays an important role.
Local operators are not enough to completely cover the set of observables in a generic
CFT. The study of extended objects, such as conformal defects or boundaries, complements
the information which can be extracted from bulk correlation functions, in addition to nat-
urally arising in experimental setups. In particular the rich interplay between the dynamics
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of fields living in the bulk and on the defect is completely inaccessible from the analysis of
bulk field correlation functions only. Thus the CFT data is enlarged to accommodate the
conformal dimensions of defect operators and the Boundary Operator Expansion (BOE) co-
efficients governing the expansion of bulk operators in terms of boundary operators. Lately,
defects in conformal field theories have received a lot of attention [3–23]. In this paper we will
be interested in CFTs in the presence of boundaries (BCFT), which are conformal defects of
codimension one.
The bootstrap approach for such systems has been initiated in [24], using in parts the
thorough treatment of BCFTs in [25]. The main idea is to use either the OPE between bulk
operators or the BOE in the two point function of local scalar operators. Analogously to the
case of four point functions, the compatibility of these two expansions results in the bootstrap
equation which constrains also the boundary CFT data. In [24], an analytic solution to this
equation for the correlator 〈φφ〉 in the Wilson-Fisher model has been found to order . In this
paper we are going to extend this result and provide analytical CFT data to order 2. The
obstacle in extracting this CFT data is the fact that at this order in , there are infinitely
many operators appearing both in the bulk and in the boundary channel expansions.
The method that we are using relies on the analytic structure of both bulk and boundary
blocks. The crucial observation is that for specific values of the dimensions of intermediate
operators, the branch cut structure of the blocks dramatically simplifies, allowing to reduce
the problem from two to one infinite sum of blocks. This enables us to find consistency
relations for the OPE coefficients and the anomalous dimensions in both channels up to order
2. As a check of our results, we verified that the anomalous dimensions, which are already
known in the literature, satisfy the relations. Giving the anomalous dimensions and the
structure of the OPE as an input, it is possible to compute to order 2 the OPE coefficients
and hence the full two point correlator, which is presented in Section 4.4.
This approach is very similar in spirit to [2], where the double discontinuity of the four
point correlator in a homogeneous CFT is used to compute the OPE coefficients and [14],
where the same idea was applied to defect CFTs (DCFT) with codimension greater than one.
However the case of BCFT is simpler: there is only one cross ratio, and the analytic structure
of branch cuts is simpler than the CFT and DCFT cases, making it possible to invert the
crossing equation and obtain CFT data. Another simplification is that our example involves
only scalar operators. In this sense, the present paper provides a more accessible example for
OPE inversion.
The organization of the paper is as follows. In Section 2 we discuss the analytic structure
of bulk and boundary blocks and review the bootstrap equation for the BCFT case. In
Section 3 we review how to extract CFT data for the Wilson-Fisher BCFT to order . Section
4 contains the main results of this paper. We present how to compute CFT data to order
2 using the analytic structure of the two point function and symmetries of the BCFT. We
conclude with a discussion of other potential applications of the method we proposed and
some future directions.
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Figure 1. Coordinates x, y and boundary at x⊥ = 0. Also pictured are the mirror images x and y.
2 Analytic structure of BCFT correlators
We study the two-point function of a scalar operator φ
〈φ(x)φ(y)〉 = F (z)
(4x⊥y⊥)∆φ
, (2.1)
where the coordinates xµ = (~x, x⊥) are split into the d − 1 coordinates tangential to the
boundary ~x and the distance from the boundary x⊥ ≥ 0, as illustrated in Figure 1. The
correlator can be written in terms of a function of the single cross-ratio1
z =
(~x− ~y)2 + x2⊥ + y2⊥
4x⊥y⊥
. (2.2)
The function F (z) can be expanded into conformal blocks in two different ways.2 One can
expand in boundary conformal blocks by expanding both operators in terms of fields living
on the boundary
φ(x) =
∑
O
µ∆ˆ
x
∆φ−∆ˆ
⊥
B∆ˆ(x
2
⊥, ~∂
2)Oˆ∆ˆ(~x) . (2.3)
Here µ∆ˆ are the BOE coefficients, and B∆ˆ(x
2
⊥, ~∂
2) are differential operators that generate
descendants on the boundary [25]. Notice that scalar bulk operators are expanded into scalar
operators on the boundary. Then one uses that the two-point function of boundary operators
is orthogonal to obtain the expansion
F (z) =
∑
∆ˆ
µ2
∆ˆ
gi(∆ˆ, z) , (2.4)
1We prefer this over the more conventional choice ξ = z− 1
2
of [24, 25] because z simply changes by a minus
sign when replacing x or y by its mirror image on the other side of the boundary, e.g. x⊥ → −x⊥.
2For a more detailed description of the expansions see [24].
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Figure 2. Analytic structure of gi(n, z) (left) and gb(2n, z) (right) for positive integer n.
where the boundary channel conformal block is given by3
gi(∆ˆ, z) = (z − 12)−∆ˆ2F1
(
∆ˆ, ∆ˆ + 1− d
2
; 2∆ˆ + 2− d; 11
2 − z
)
. (2.5)
Another possibility is to first take the usual OPE between the two operators in the bulk,
yielding a sum over one-point functions. In the presence of a boundary, not only the identity
but also all other scalar fields (and only scalar fields) have a non-vanishing one-point function
[3]. In this way the correlator is expanded into bulk conformal blocks
F (z) = (z − 12)−∆φ
∑
∆
λ∆a∆gb(∆, z) . (2.6)
Here λ∆ are the usual bulk OPE coefficients, a∆ are the coefficients of bulk one-point functions
and the bulk conformal blocks are given by
gb(∆, z) = (z − 12)∆/22F1
(
∆
2
,
∆
2
; ∆ + 1− d
2
; 12 − z
)
. (2.7)
In both cases the exchanged operators are scalars and labeled only by their conformal dimen-
sions ∆ or ∆ˆ. The statement that both expansions (2.4) and (2.6) are equal is the bootstrap
equation.
The analytic structure of the conformal blocks is simple. They both have singularities
at z = ±12 and z = ∞. There are branch cuts on the real axis for z < 12 that arise from the
different factors
function branch cut
(z − 12)a , z ∈ (−∞, 12) iff a /∈ Z ,
2F1
(
a, b, c; (12 − z)−1
)
, z ∈ (−12 , 12) ,
2F1
(
a, b, c; 12 − z
)
, z ∈ (−∞,−12) .
(2.8)
3The subscript i stands for interface.
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Figure 3. Analytic structure of F (z) and paths of analytic continuation to negative z.
An interesting observation is that whenever the exponents in the conformal blocks are inte-
gers, the blocks do not have a branch cut in the whole region z < 12 , but only the branch
cut of the hypergeometric function (see Figure 2). This can be turned into a powerful com-
putational tool: By taking the discontinuity of the bootstrap equation at z ∈ (−∞,−12), all
boundary blocks for integer dimensions can be removed from the equation. Similarly, taking
the discontinuity at z ∈ (−12 , 12) removes all bulk blocks for even integer dimensions. Later
on this is what will allow us to solve the bootstrap at order 2. The bootstrap equation will
have infinite sums on both sides. One of them can be removed by taking the discontinu-
ity. In practice we will only use the discontinuity that removes boundary blocks for integer
dimensions
Disc F (z) ≡ F (zeipi)− F (ze−ipi) , z ∈ (12 ,+∞) . (2.9)
The two paths of analytic continuation are illustrated in Figure 3. One might wonder whether
the BOE (2.4) and the OPE (2.6) are still convergent when doing these analytic continuations.
This question can be answered by considering radial coordinates, which were introduced for
DCFT in [13].4 For the special case of boundary CFTs they are given by
rˆ(z) = 2
(
z −
√
(z + 12)(z − 12)
)
, r(z) =
z + 32 − 2
√
z + 12
z − 12
. (2.10)
These coordinates encode the region of convergence for the two expansions we are using
|rˆ(z)| < 1 , region of BOE convergence ,
|r(z)| < 1 , region of OPE convergence . (2.11)
After analytic continuation these coordinates become
rˆ(ze±ipi) = −rˆ(z) ,
r(ze±ipi) =
z − 32 + 2
√
z − 12e±
ipi
2
z + 12
⇒ |r(ze±ipi)| = 1 , ∀z ∈ (12 ,+∞) .
(2.12)
4We thank Marco Meineri for suggesting this.
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Figure 4. Causal structure for different values of z. For simplicity of illustration ~x and ~y are chosen
to point into the direction of time. Dotted lines indicate lightcones.
We conclude that rˆ just changes sign and the convergence of the BOE after analytic con-
tinuation is ensured. The coordinate r however approaches the boundary of its region of
convergence at the end of the analytic continuation. This means that we have to be cautious
when commuting analytic continuation and the OPE sum. In our example below we will
explicitly check that they commute.
Let us try to understand what the branch cuts mean physically. In homogeneous CFT
in Lorentzian signature, singularities occur in the four point function whenever an operator
crosses the lightcone originating from another operator, starting from the configuration where
all points are spacelike separated and the correlator agrees with the one in Euclidean signature
[26]. We will see that the same thing happens in BCFT. To this end define the image of the
point x under reflection by the boundary x = (~x,−x⊥). The cross-ratio can then be written
as
z =
(x− y)2
4x⊥y⊥
+
1
2
=
(x− y)2
4x⊥y⊥
− 1
2
, (2.13)
where
(x− y)2 = (x− y)2 + 4x⊥y⊥ ≥ (x− y)2 . (2.14)
In Euclidean signature z is restricted to z ∈ (12 ,+∞). When considering Lorentzian signature
the distances between x, y and its images can become timelike separated. The correlator
has singularities at the values of z where an operator crosses the lightcone originating at the
other operator or its image. For z < 12 the points x and y become timelike separated and
then for z < −12 also x and y are timelike separated. This is illustrated in Figure 4. The
remaining singularity at z = ∞ stems from one of the operators approaching the boundary,
regardless of the causal relationships. The singularity at z = −12 was also discussed in [13],
using Landau diagrams.
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2.1 Image symmetry
The boundary conformal blocks have an approximate symmetry under the transformation
that takes one of the coordinates to its image x⊥ → −x⊥ and corresponds to z → −z. As
we saw above, −z will lie on a branch cut, so we have to analytically continue the blocks
along one of the paths shown in Figure 3 to reach this point. As indicated in (2.8) the
hypergeometric function has its branch cut at z ∈ (−12 , 12), hence we are going around this
cut without touching it. The branch cut of the power function in front however makes our
result path dependent
gi(∆, ze
±ipi) = (ze±ipi − 12)−∆2F1
(
∆,∆ + 1− d
2
; 2∆ + 2− d; 11
2 + z
)
= e∓ipi∆gi(∆, z) .
(2.15)
The result after analytic continuation is unchanged up to a phase or, for integer dimensions,
a possible minus sign. This can be used to remove all boundary blocks with odd/even integer
dimensions from the bootstrap equation by adding/subtracting the bootstrap equation and
its analytic continuation. This image symmetry was already noticed in [25] as a symmetry of
the correlator at O() in the epsilon expansion. The reason this correlator has the symmetry
is that it is equal to a single boundary block.
3 Review: BCFT bootstrap up to O()
In this section we will review the boundary bootstrap up to the first order in the epsilon
expansion, which was done in [24]. The simplest solution to the bootstrap equation was
found in that paper by assuming each side of the bootstrap equation contains only a single
conformal block
µ∆ˆgi(∆ˆ, z) = (z − 12)−∆φ (1 + λa∆gb(∆, z)) . (3.1)
The solution to this ansatz is the CFT of a free scalar. The dimensions are fixed to the values
∆φ = ∆
(0)
φ =
d
2
− 1 , ∆ = ∆(0)
φ2
= d− 2 , (3.2)
hence ∆ is the dimension of φ2, in accordance with the free field bulk OPE φ× φ = 1 + φ2.
For the remaining coefficients there are two solutions, reproducing the free field results for
Neumann and Dirichlet boundary conditions5
µN
∆ˆ
= µ
(0)N
φˆ
= 2 , ∆ˆN = ∆
(0)N
φˆ
=
d
2
− 1 , λaN∆ = λ(0)Nφ2 = 1 ,
µD
∆ˆ
= µ
(0)D
φˆ
=
d
2
− 1 , ∆ˆD = ∆(0)D
φˆ
=
d
2
, λaD∆ = λ
(0)D
φ2
= −1 .
(3.3)
The solution shows that as expected, the single operator φˆ contributing in the boundary
channel is φ for Neumann and ∂⊥φ for Dirichlet boundary conditions, i.e. has dimension ∆φ
or ∆φ + 1.
5We will use the labels D and N for Dirichlet or Neumann boundary conditions respectively, whenever
expressions differ between the two cases.
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After finding this solution, [24] went on to find a generalization to interacting CFT by
assuming that the CFT data is given by an expansion around the free field values (3.2, 3.3) and
by allowing a finite number of conformal blocks. In fact it is enough to allow one additional
conformal block in the bootstrap equation
Gi(z) = Gb(z) , (3.4)
where
Gi(z) = µφˆgi(∆φˆ, z) ,
Gb(z) = (z − 12)−∆φ
(
1 + λaφ2gb(∆φ2 , z) + λaφ4gb(∆φ4 , z)
)
,
(3.5)
and
∆
(0)
φ4
= 2d− 4 , λ(0)
φ4
= 0 . (3.6)
The CFT data is expanded in , the deviation from 4 dimensions
d = 4−  , (3.7)
and we adopt the following notation for expanding the dimensions and OPE coefficients
∆k = ∆
(0)
k + ∆
(1)
k + ∆
(2)
k 
2 + . . . ,
λak = λ
(0)
k + λ
(1)
k + λ
(2)
k 
2 + . . . ,
µk = µ
(0)
k + µ
(1)
k + µ
(2)
k 
2 + . . . .
(3.8)
The equation (3.4) can be solved to order  by expanding around z = 12 , with the result
∆
(1)
φ = 0 , ∆
(1)
φ2
= 2α , λ
(1)
φ2
= α , λ
(1)
φ4
=
α
2
,
∆
(1)
φˆ
= −α , µ(1)N
φˆ
= 0 , µ
(1)D
φˆ
= α .
(3.9)
This solution is compatible with the CFT data of the O(N) model
S =
∫
ddx
N∑
i=1
(
1
2
(
∂µφ
i
)2
+
m2
2
φiφi +
λ
4!
(
φiφi
)2)
, (3.10)
at the Wilson-Fisher fixed point, where the coupling is
λ∗
16pi2
=
3
N + 8
+O(2) . (3.11)
For this model the coefficient α can be fixed by comparing to the known anomalous dimension
of φ2 [27]
α =
1
2
(
N + 2
N + 8
)
. (3.12)
∆
(1)
φ4
does not appear in the bootstrap equation at this order because λaφ4 is of order .
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4 BCFT bootstrap at O(2)
At order 2 we expect that an infinite number of new operators enter the bootstrap equation.
In the bulk channel we expect new contributions of the form
Hb(z) = (z − 12)−∆φ
∞∑
n=0
λangb(∆n, z) . (4.1)
We make the ansatz that the sum runs over operators with dimensions (and corresponding
OPE coefficients)
∆n = 4 + 2n+O() , λan = λ
(2)
n 
2 +O(3) . (4.2)
The ansatz can be justified with the standard expansion in Feynman diagrams. Since at
the critical point the coupling constant becomes proportional to , we are dealing with the
perturbative expansion. Hence we expect operators of the schematic form (not specifying the
correct positions of derivatives) n+1φ2, nφ4, n−1φ6 or n−2φ8 which all have dimension
4 + 2n and can appear at two loops in the perturbative expansion.6 Naturally degeneracies
can occur and in this case the coefficients λan really contain contributions from multiple
operators.
In the boundary channel the bare dimensions run over odd numbers for Neumann and
even numbers for Dirichlet boundary conditions
HNi (z) =
∞∑
n=1
n odd
µNn gi(n, z) , H
D
i (z) =
∞∑
n=2
n even
µDn gi(n, z) . (4.3)
The justification is similar to the one in the bulk channel. For Neumann boundary conditions
the exchanged boundary operators are given by the scalar bulk operators which couple to
φ, which have odd dimensions. For Dirichlet boundary conditions we expect the normal
derivative of these operators, with dimensions increased by one. The BOE coefficients are of
order 2
µNn = µ
(2)N
n 
2 +O(3) , µDn = µ
(2)D
n 
2 +O(3) . (4.4)
With these assumptions the bootstrap equation at O(2) is
Gi(z) +Hi(z) = Gb(z) +Hb(z) , (4.5)
where Gi(z) and Gb(z) are still given by (3.5). To be more precise about the whereabouts of
the CFT data, the functions G include OPE and BOE coefficients up to O() and conformal
dimensions up to O(2), while the H contain the O(2) corrections to the OPE and BOE
coefficients. The only exception is the coefficient λ
(2)
φ2
which is included in Gb(z) because we
6The reason why φ2 and φ4 appear only without derivatives at O() was discussed in [24]. We do not know
if they do appear with derivatives at order O(2).
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will extract the OPE coefficients from Disc Hb(z), however Disc gb(2, z) = 0. Hence the CFT
data included in each function is
Gi : µ
(0,1)
φˆ
,∆
(0,1,2)
φˆ
,
Hi : µ
(2)
n ,
Gb : λ
(0,1,2)
φ2
, λ
(1)
φ4
,∆
(0,1,2)
φ2
,∆
(0,1)
φ4
,
Hb : λ
(2)
n .
(4.6)
The functions Gb(z) and Gi(z) to O(
2) can be found in Appendix A.
4.1 Bulk OPE coefficients
As discussed in Section 2, we can take the discontinuity of the bootstrap equation to remove
the infinite sum over boundary blocks of integer dimensions Hi(z)
Disc Gi(z) = Disc Gb(z) + Disc Hb(z) , (4.7)
In addition to removing Hi(z), taking the discontinuity also reduces the complexity of the
functions appearing. The functions Gb(z) and Gi(z) contain Li2 and log
2 terms. The dis-
continuities of these functions however are only simple logarithms. Let us start by first
reconstructing the OPE coefficients in Hb(z) and then compute the full function Hb(z) itself.
One computes
Disc Hb(z) = Disc Gi(z)−Disc Gb(z)
= 2pii
(
A+ C log(z − 12) +D log(z + 12)
z + 12
+
B + E log(z + 12)
z − 12
)
,
(4.8)
where we defined new coefficients
AN/D = 2∆
(2)N/D
φˆ
− 2∆(2)φ −
7
2
α+ 3∆
(1)
φ4
α ,
BN = 2∆
(2)N
φˆ
− 2∆(2)φ + ∆(2)φ2 − C , BD = −2∆
(2)D
φˆ
+ 2∆
(2)
φ −∆(2)φ2 − C ,
C = (∆
(1)
φ4
− 2α− 1)α , D = α− α∆(1)
φ4
,
EN = −2α2 , ED = 2α2 .
(4.9)
In order to compute the OPE coefficients, Disc Hb(z) should be expanded in terms of the
discontinuities of conformal blocks
Disc Hb(z) =
∞∑
n=0
λan Disc
(
(z − 12)−∆φgb(∆n, z)
)
. (4.10)
One might wonder if we are allowed to commute the discontinuity past the infinite sum,
especially since it is computed at the boundary of the region of convergence of the bulk
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OPE, as discussed in Section 2. Since we will compute Hb(z) below by summing the blocks
themselves, this question can be answered in the end by checking that Hb(z) has the correct
discontinuity. That the discontinuity still contains enough information to distinguish the
OPE coefficients is ensured by the fact that discontinuities of the conformal blocks to order
0 are Jacobi polynomials, which are orthogonal
Disc
(
(z − 12)−∆φgb(∆n, z)
)
=
bn
z + 12
P (1,0)n
(
2
1
2 + z
− 1
)
, bn = −2pii(−1)
n(2n+ 2)!
n!(n+ 1)!
.
(4.11)
We can use the orthogonality relation for Jacobi polynomials∫ 1
−1
(1− x)P (1,0)n (x)P (1,0)m (x)dx =
4
2n+ 2
δnm , (4.12)
to extract the OPE coefficients
λan =
2n+ 2
4bn
∫ 1
−1
(1− x)P (1,0)n (x)(z + 12)Disc Hb(z)
∣∣∣
z→ 2
1+x
− 1
2
= 2pii
2n+ 2
4bn
∫ 1
−1
P (1,0)n (x)
(
2B + (1− x)A+ (2E + (1− x)D) log
(
2
1 + x
)
+ (1− x)C log
(
2
1 + x
− 1
))
=
2pii2
bn

(
B + (−1)
n
n+1+(−1)nC +
(−1)n(n+1)
n(n+2) D +
(−1)n
(n+1)E
)
, n > 0 ,(
1
2A+B +
1
2C +
3
4D + E
)
, n = 0 .
(4.13)
Knowing the OPE coefficients, we can compute Hb(z) by doing the sum in (4.1)
Hb(z) =
A2
2
(
1
z + 12
− log(z +
1
2)
z − 12
)
− B
2
2
log(z + 12)
z + 12
− C
2
4
log(z + 12)
2
z − 12
+
D2
2
(
1
z + 12
+
Li2
(
1
2 − z
)
z − 12
)
+
E2
2
Li2
(
1
2 − z
)
z + 12
.
(4.14)
One can now check that the discontinuity of this function is indeed (4.8), which proves that
(4.10) is correct.
4.2 Using image symmetry
Given that we expect all the bare dimensions in the boundary channel to be even or odd
integers, the image symmetry of the boundary blocks (2.15) has the following immediate
consequences for Hi(z)
HNi (z) +H
N
i (ze
±ipi) = O(3) ,
HDi (z)−HDi (ze±ipi) = O(3) .
(4.15)
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This leads to an (anti-)symmetrized bootstrap equation without Hi(z), depending on the
boundary conditions,
GNi (z) +G
N
i (ze
±ipi) = GNb (z) +G
N
b (ze
±ipi) +HNb (z) +H
N
b (ze
±ipi) ,
GDi (z)−GDi (ze±ipi) = GDb (z)−GDb (ze±ipi) +HDb (z)−HDb (ze±ipi) .
(4.16)
Since we already computed Hb(z), everything in these equations is known and we can imme-
diately check if they are satisfied and whether they lead to new constraints on CFT data. We
find that they are satisfied (for both possible continuation paths) provided that the following
relations hold for the CFT data. For Neumann boundary conditions
∆
(1)
φ4
= 2 , ∆
(2)N
φˆ
=
1
2
(
4∆
(2)
φ −∆(2)φ2 + α− 2α2
)
, λ
(2)N
φ2
=
1
2
(
−2∆(2)φ + ∆(2)φ2 − α+ 2α2
)
,
(4.17)
and for Dirichlet boundary conditions
∆
(1)
φ4
= 2 , ∆
(2)D
φˆ
=
1
2
(
4∆
(2)
φ −∆(2)φ2 − α+ 2α2
)
, λ
(2)D
φ2
=
1
2
(
−2∆(2)φ + ∆(2)φ2 + α− 2α2
)
.
(4.18)
The first condition is the correct value for ∆
(1)
φ4
(see e.g. [28, 29]), and the other ones can be
checked by inserting the known CFT data [27]
∆
(2)
φ =
N + 2
4(N + 8)2
, ∆
(2)
φ2
=
(N + 2)(13N + 44)
2(N + 8)3
, (4.19)
gaining the following anomalous dimension for the boundary operator
∆
(2)N
φˆ
= −5(N + 2)(N − 4)
4(N + 8)3
, ∆
(2)D
φˆ
= −(N + 2)(17N + 76)
4(N + 8)3
. (4.20)
These are precisely the values computed for Neumann boundary conditions in [30] and for
Dirichlet boundary conditions in [31, 32] (using that ∆φˆ =
1
2(d− 2 + η‖)).
Note that these conditions are the only way we can compare to previously known CFT
data. Apart from this we only compute previously unknown OPE and BOE coefficients. With
the scaling dimensions from this section, we can write down the OPE coefficients given in
(4.13) and (4.18, 4.17) in terms of n and N . For Neumann boundary conditions
λ
(2)N
φ2
=
3(N + 2)(N − 2)
2(N + 8)3
,
λaN0 =
(N + 2)(N(N + 2)− 108)
8(N + 8)3
2 , (4.21)
λaNn>0 =
n!(n+ 1)!
2(2n+ 2)!
N + 2
(N + 8)2
(
6(−1)n(n+ 1)
n+ (−1)n + 1 +
N + 8
n(n+ 1)(n+ 2)
+
2(N + 5)
n+ 1
− 7(−1)n
)
2 ,
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and for Dirichlet boundary conditions
λ
(2)D
φ2
=
3(N + 2)(3N + 14)
2(N + 8)3
,
λaD0 = −
(N + 2)(N(3N + 22) + 44)
8(N + 8)3
2 ,
λaDn>0 =
(−1)nn!(n+ 1)!
2(2n+ 2)!
N + 2
(N + 8)2
(
1 +
N + 8
n(n+ 2)
− N + 2
(n+ 1)(n+ (−1)n + 1)
)
2 .
(4.22)
4.3 Boundary OE coefficients
The next step is to consider the full bootstrap equation (4.5) to compute the sum of new
boundary blocks and then use an orthogonality relation for the boundary blocks appearing
in Hi(z) to compute the corresponding BOE coefficients. Using the bootstrap equation and
(4.17) we have for Neumann boundary conditions
HNi (z) = G
N
b (z) +H
N
b (z)−GNi (z) (4.23)
= K2
log
(
z+ 1
2
z− 1
2
)
(z + 12)(z − 12)
+ L2
 Li2
(
1
1
2
−z
)
(z + 12)(z − 12)
+
log
(
z+ 1
2
z− 1
2
)2
2(z − 12)
 ,
where
K = ∆
(2)
φ , L =
α(2α− 1)
2
. (4.24)
For Dirichlet boundary conditions we compute
HDi (z) =
J2
(z + 12)(z − 12)
+K2
2z log
(
z+ 1
2
z− 1
2
)
(z + 12)(z − 12)
+ L2
 2zLi2
(
1
1
2
−z
)
(z + 12)(z − 12)
+
log
(
z+ 1
2
z− 1
2
)2
2(z − 12)
 ,
(4.25)
with
J =
1
2
(
−4∆(2)φ + ∆(2)φ2 − α+ 2α2
)
. (4.26)
One can check that the functions HNi (z) and H
D
i (z) satisfy the conditions
Disc Hi(z) = 0 ,
HNi (z) +H
N
i (ze
±ipi) = 0 ,
HDi (z)−HDi (ze±ipi) = 0 .
(4.27)
This is an important consistency check, as it is required to expand the functions in conformal
blocks for odd or even dimensions.
The new blocks in the boundary channel are
gi(n, z) =
(
z − 1
2
)−n
2F1
(
n, n− 1, 2n− 2, 11
2 − z
)
. (4.28)
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We can project onto any term from Hi(z) using the orthogonality relation [33]∮
dx
2pii
xn−n
′−1
2F1(n, n− 1, 2n− 2,−x)2F1(1− n′, 2− n′, 4− 2n′,−x) = δn,n′ , (4.29)
where the contour circles 0 counterclockwise. Note that the integrated function has an isolated
singularity at x = 0 and a branch cut along the interval (−∞,−1). When changing to our
coordinate x = 1
z− 1
2
the isolated singularity is mapped to z = ∞ and the branch cut to
z ∈ (−12 , 12). Hence this orthogonality relation holds when integrating around the branch cut.
Recall that the discontinuity of gi(n, z) vanishes along this path (Figure 2), so this operation
is well defined. In practice the easiest way to compute the BOE coefficients is to change
variables to x and compute the residue
µn = Res
x=0
(
x−n−12F1(1− n, 2− n, 4− 2n,−x)Hi
(
1
x
+
1
2
))
. (4.30)
Because of the conditions (4.27) it is clear that the conformal blocks for odd or even dimensions
contribute only to one of the boundary conditions. We can therefore study both contributions
together, in which case the formula simplifies
HNi
(
1
x +
1
2
)
+HDi
(
1
x +
1
2
)
= J2
x2
x+ 1
+ 2K2x log(1 + x) +L2x
(
log(1 + x)2 + 2Li2(−x)
)
.
(4.31)
Inserting this function into (4.30) one finds the BOE coefficients
µNn=1 = 0 , (4.32)
and
µDn=2 = (J + 2K − 2L)2 , (4.33)
as well as the remaining BOE coefficients, which are given by the same formula for both
boundary conditions, where only the odd or even values of n appear for Neumann or Dirichlet
boundary conditions
µNn≥3
odd
= µDn≥4
even
= 2
25−2n
√
piΓ(n− 2)
Γ(n− 32)
(
K +
(−1)n
(n− 1)(n− 2)L
)
. (4.34)
We can check that these squared BOE coefficients are positive by inserting the known CFT
data
µDn=2 =
(N + 2)(19N + 92)
4(N + 8)3
2 ,
µNn≥3
odd
=
25−2n
√
piΓ(n− 2)
Γ(n− 32)
N + 2
(N + 8)2
8 + n(n− 3)
4(n− 1)(n− 2)
2 ,
µDn≥4
even
=
25−2n
√
piΓ(n− 2)
Γ(n− 32)
N + 2
(N + 8)2
(n+ 1)(n− 4)
4(n− 1)(n− 2)
2 .
(4.35)
– 14 –
4.4 Full correlator
The full two point function is given by
〈φ(x)φ(y)〉 = F (z)
(4x⊥y⊥)∆φ
=
Gb(z) +Hb(z)
(4x⊥y⊥)∆φ
=
Gi(z) +Hi(z)
(4x⊥y⊥)∆φ
, (4.36)
and inserting our results we find
F±(z) =
1
z − 12
± 1
z + 12
+
(

2
+
(2α2 − α)2
12
)(
log
(
z − 12
)
z − 12
± log
(
z + 12
)
z + 12
)
(4.37)
+
(
α+ λ
(2)±
φ2
2
)( log (z + 12)
z − 12
± log
(
z − 12
)
z + 12
)
+
2
8
(
log2
(
z − 12
)
z − 12
± log
2
(
z + 12
)
z + 12
)
+
α22
2
(
log2
(
z + 12
)
z − 12
± log
2
(
z − 12
)
z + 12
+
(
1
z − 12
± 1
z + 12
)
log
(
z +
1
2
)
log
(
z − 1
2
))
,
where F+ is the result for Neumann and F− for Dirichlet boundary conditions. Note that
the final result does not depend on dilogarithms and is totally symmetric or antisymmetric
upon exchanging z − 12 with z + 12 .
4.5 Outlook: O(3)
At the next order in  we can make the ansatz
Gi(z) +Hi(z) + Ii(z) = Gb(z) +Hb(z) + Ib(z) , (4.38)
where the functions G and H are the same as before, but now including OPE coefficients up
to O(2) and conformal dimensions up to O(3). The new functions I include the corrections
to the OPE coefficients at order 3. They take the role of H in the previous section. We have
in the bulk channel
Ib(z) = (z − 12)−∆φ
∞∑
n=0
3λ(3)n gb(∆n, z) , (4.39)
and similarly in the boundary channel
INi (z) =
∞∑
n=1
n odd
3µ(3)Nn gi(n, z) , I
D
i (z) =
∞∑
n=2
n even
3µ(3)Dn gi(n, z) . (4.40)
We can play the same game as before and look at the bootstrap equation for the discontinuity
Disc Gi(z) + Disc Hi(z) = Disc Gb(z) + Disc Hb(z) + Disc Ib(z) . (4.41)
We would like to compute Ib(z), which would be equivalent to computing the full two point
function to O(3). Let us see what CFT data would be required to achieve this.
Gi : ∆
(3)
φˆ
Hi : ∆ˆ
(1)
n
Gb : ∆
(3)
φ ,∆
(3)
φ2
,∆
(2)
φ4
Hb : ∆
(1)
n
(4.42)
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At least some of the new anomalous dimensions in Gb and Hb are known, see for instance
[28]. ∆
(3)
φˆ
is unknown but could result from the bootstrap, similar as it happens at order 2.
We are not aware of a result for ∆ˆ
(1)
n in the literature.
Even if the infinite number of dimensions are known, one has to be careful about possible
mixing. If there is a degeneracy in operator dimensions that is lifted at this order in , we do
not know the individual OPE coefficients since we computed the sum of the OPE coefficients
of the degenerate operators at the previous order (as discussed below (4.1)).
5 Conclusions and outlook
In this paper we studied the analytic structure of the bootstrap equation arising from two
point functions in boundary CFT. Based on this, we proposed a method to extract CFT data
from the crossing equations in a perturbative expansion, giving as an input the bulk anomalous
dimensions. This approach complements the program presented in [24], and extends [2] to
the case of boundary CFTs (see also [14] for an extension to higher codimension defects).
It should be possible to apply our method to other theories. One source of possible
examples is the list of solutions to crossing symmetry for scalar operators in [24]. One could
consider the correlator 〈φ2φ2〉 in the  expansion which is known to O() [25] and try to
compute it at the next order. An additional complication is that already the tree level solution
requires infinite sums of conformal blocks in both channels [24]. It would be interesting to
combine the bootstrap conditions coming from this correlator with the ones we obtained in
this paper, to further constrain the anomalous dimensions.
A very interesting example is the O(N) vector model at large N , which was considered
in the context of BCFT in [25]. The tree level correlator is equal to a single conformal block
in the boundary channel and expanded in terms of scalar operators of dimensions 2k, k ∈ Z+
in the bulk channel [24]. In order to compute the correlator at order 1/N , our approach
would require the anomalous dimensions of these bulk operators as an input. According to
[34], the only scalar operators with these dimensions are the powers of the auxiliary field λ
that classically replaces φ2 at the large N fixed point and has dimension d − 2∆φ = 2. The
anomalous dimensions for λk have been computed in [34].
Other examples that would be nice to consider are renormalization group (RG) domain
walls, which are systems with an interface between two CFTs which are related by RG flow
[35–37]. Under certain circumstances correlators across the interface reproduce the mixing of
operators under RG flow. Such systems seem to be suitable to be studied with the method
we presented in this paper.
It would be very interesting also to apply this method to higher codimension defects, see
for instance [14]. In this case we expect the same obstacles that we discussed for usual CFTs,
meaning that the number of cross ratios is bigger than one, thus the analytic structure will
be more complicated.
Another interesting arena for applying this method is one dimensional CFT, with or
without supersymmetry, where similar ideas have already been applied in [22]. In this case
– 16 –
there will only be one cross ratio and we expect the method to be feasible. We hope to report
on this in the future.
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A Gb and Gi at order 
2
For completeness we list here the expressions for Gb(z) and Gi(z) to order 
2. The functions
generally take the following form, with coefficients cj that depend on the boundary conditions
and whether one considers Gb(z) or Gi(z)
Gb/i(z) =
c1
z + 12
+
c2
z − 12
+
(
c3
z + 12
+
c4
z − 12
)
log
(
z +
1
2
)
+
(
c5
z + 12
+
c6
z − 12
)
log
(
z − 1
2
)
+
(
c7
z + 12
+
c8
z − 12
)
log2
(
z +
1
2
)
+
(
c9
z + 12
+
c10
z − 12
)
log2
(
z − 1
2
)
+
(
c11
z + 12
+
c12
z − 12
)
log
(
z +
1
2
)
log
(
z − 1
2
)
+
(
c13
z + 12
+
c14
z − 12
)
Li2
(
1
2
− z
)
+
(
c15
z + 12
+
c16
z − 12
)
Li2
(
1
1
2 − z
)
.
(A.1)
They were computed by expanding (3.5) in . We used the algorithm described in Section
2 of [38] to expand the hypergeometric functions. The Mathematica package described in
that paper cannot be used directly because it assumes the parameters of the hypergeometric
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functions to be linear in . The coefficients are for Gb(z) in Neumann boundary conditions
c1 = 1 + (λ
(1)
φ2
− 2λ(1)
φ4
)+
(
λ
(2)
φ2
−∆(1)
φ4
λ
(1)
φ4
+
1
2
λ
(1)
φ4
)
2 , c2 = 1 ,
c3 =

2
+ (λ
(1)
φ2
− 2λ(1)
φ4
)
2
2
, c4 = 2λ
(1)
φ4
+
1
2
(6∆
(1)
φ4
− 7)λ(1)
φ4
2 , c5 = (∆
(1)
φ2
− 2∆(1)φ )

2
+
+(−2∆(2)φ + ∆(2)φ2 − 2∆
(1)
φ λ
(1)
φ2
+ 4∆
(1)
φ λ
(1)
φ4
+ ∆
(1)
φ2
λ
(1)
φ2
− 2∆(1)
φ4
λ
(1)
φ4
+ 2λ
(1)
φ4
)
2
2
,
c6 =
(
1
2
−∆(1)φ
)
−∆(2)φ 2 , c7 =
2
8
, c8 =
λ
(1)
φ4
2
2
, c9 =
1
8
(∆
(1)
φ2
− 2∆(1)φ )22 ,
c10 =
1
8
(1− 2∆(1)φ )22 , c11 =
1
4
(∆
(1)
φ2
− 2∆(1)φ )2 , c12 = λ(1)φ4 (−2∆
(1)
φ + ∆
(1)
φ4
− 1)2 ,
c13 =
∆
(1)
φ2
2
2
4
, c14 = (2∆
(1)
φ4
− 3)λ(1)
φ4
2 , c15 = c16 = 0 ,
(A.2)
and in Dirichlet boundary conditions
c1 = −1 + (λ(1)φ2 − 2λ
(1)
φ4
)+
λ(2)
φ2
−∆(1)
φ4
λ
(1)
φ4
+
λ
(1)
φ4
2
 2 , c2 = 1 ,
c3 = − 
2
+
1
2
(λ
(1)
φ2
− 2λ(1)
φ4
)2 , c4 = 2λ
(1)
φ4
+
1
2
(6∆
(1)
φ4
− 7)λ(1)
φ4
2 ,
c5 =
(
2∆
(1)
φ −∆(1)φ2
) 
2
+
∆(2)φ − ∆(2)φ22 +
(
1
2
∆
(1)
φ2
−∆(1)φ
)
λ
(1)
φ2
+
(
2∆
(1)
φ −∆(1)φ4 + 1
)
λ
(1)
φ4
 2 ,
c6 =
(
1
2
−∆(1)φ
)
−∆(2)φ 2 , c7 = −
2
8
, c8 =
λ
(1)
φ4
2
2
, c9 = (2∆
(1)
φ −∆(1)φ2 )2
2
8
,
c10 =
1
8
(1− 2∆(1)φ )22 , c11 =
1
4
(2∆
(1)
φ −∆(1)φ2 )2 , c12 = λ
(1)
φ4
(−2∆(1)φ + ∆(1)φ4 − 1)2 ,
c13 = −1
4
∆
(1)
φ2
2
2 , c14 = (2∆
(1)
φ4
− 3)λ(1)
φ4
2 , c15 = c16 = 0 .
(A.3)
For the function Gi(z) we have for Neumann boundary conditions
c1 = c2 = 1 +
λ
(1)
φˆ

2
, c3 =

2
+
λ
(1)
φˆ
2
4
, c4 = c5 = −∆(1)
φˆ
−
(
∆
(2)
φˆ
+
1
2
∆
(1)
φˆ
λ
(1)
φˆ
)
2 ,
c6 =

2
+
λ
(1)
φˆ
2
4
, c7 =
2
8
, c8 = −
∆
(1)
φˆ
2
4
, c9 =
∆
(1)
φˆ
2
2
2
,
c10 =
1
8
(
−4∆(1)
φˆ
2 − 2∆(1)
φˆ
+ 1
)
2 , c11 = −
∆
(1)
φˆ
2
2
, c12 = ∆
(1)
φˆ
2
2 ,
c13 = c14 = 0 , −c15 = c16 = −1
2
∆
(1)
φˆ
(2∆
(1)
φˆ
+ 1)2 ,
(A.4)
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and for Dirichlet boundary conditions
−c1 = c2 = 1 + (∆(1)
φˆ
+ λ
(1)
φˆ
)+
(
∆
(2)
φˆ
− 1
2
(2∆
(1)
φˆ
+ 1)(∆
(1)
φˆ
− λ(1)
φˆ
)
)
2 ,
c3 = − 
2
− 1
2
(∆
(1)
φˆ
+ λ
(1)
φˆ
)2 , −c4 = c5 = ∆(1)
φˆ
+ (∆
(2)
φˆ
+ ∆
(1)
φˆ
(∆
(1)
φˆ
+ λ
(1)
φˆ
))2 ,
c6 =

2
+
1
2
(∆
(1)
φˆ
+ λ
(1)
φˆ
)2 , c7 = −
2
8
, c8 = −
∆
(1)
φˆ
2
4
, c9 = −1
2
∆
(1)
φˆ
2
2 ,
c10 =
1
8
(
−4∆(1)
φˆ
2 − 2∆(1)
φˆ
+ 1
)
2 , c11 =
∆
(1)
φˆ
2
2
, c12 = ∆
(1)
φˆ
2
2 ,
c13 = c14 = 0 , c15 = c16 = −1
2
∆
(1)
φˆ
(2∆
(1)
φˆ
+ 1)2 .
(A.5)
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