This paper examines the systematic relationship between correlation mis-estimation and the corresponding Value-at-Risk (VaR) mis-calculation. To this end, first a semiparametric approach, and then a parametric approach is developed. Both approaches are based on a simulation setup. Various linear and non-linear portfolios are considered, as well as variance-covariance and Monte-Carlo simulation methods are employed. We find that the VaR error increases significantly as the correlation error increases, particularly in the case of well-diversified linear portfolios. In the case of option portfolios, this effect is more pronounced for short-maturity, in-the-money options. The use of MC simulation to calculate VaR magnifies the correlation bias effect. Our results have important implications for measuring market risk accurately.
Introduction
Value-at-Risk (VaR) is an estimate of the worst loss over a target horizon with a given level of confidence. Despite it's shortcomings, the Basel Committee on Banking Supervision (1996, 2001) has chosen it as the standard method to measure the market risk of a portfolio of financial assets 1 .
This measure of risk is widely used by practitioners and regulators because of its conceptual simplicity and flexibility. It summarizes all the possible market risks in a single number, and it can take into account various kinds of exposures and risks. However, VaR calculation is subject to various sources of model error such as the model specification, the used data set, and the method employed for the parameters estimation (see e.g., Beder, 1995 , Crouhy, Galai and Mark, 1998 , and Lambadiaris, Papadopoulou, Skiadopoulos and Zoulis, 2003 . The objective of this study is to investigate the relationship between mis-estimating correlation and the induced VaR model error.
Understanding this relationship is a necessary prerequisite for measuring market risk accurately.
Correlation is one of the parameters that needs to be estimated so as to implement any parametric VaR model. Any bias in the measurement of correlation between the portfolio assets will yield an erroneously calculated VaR. There exists a growing amount of research on methods to estimate correlation 2 . Within the VaR literature, a number of studies (e.g., Beder, 1995, Alexander 1 VaR has been criticized on the grounds that it is not a coherent measure of risk, it is excessively volatile, it can be manipulated easily, and that it may destabilize the financial markets (see Daníelson, 2002 , for an extensive discussion, and Szegö, 2002, for a review of alternative measures of risk).
2 Traditionally, correlation has been modeled as a constant and unconditional variable. However, the empirical evidence (see Kaplanis, 1988, and Longin and Solnik, 1995, among others) shows that the stability of correlation is a debatable assumption. The Risk Metrics TM Group of J.P. Morgan (1996) proposed the exponentially weighted moving average correlation estimator so as to take into account the time-variability of correlation. In addition, several multivariate and Leigh, 1997 , Davé and Stahl, 1997 , Jackson, Maude and Perraudin, 1997 , Walter and Lopez, 2000b , and Lambadiaris, Papadopoulou, Skiadopoulos and Zoulis, 2003 This paper takes a different route. Despite the plethora of correlation estimators proposed in the literature, the correlation mis-estimation is inevitable 3 . Accepting that any correlation model estimates the (unknown) 'true' correlation with some error, the question "Does it matter which (false) correlation estimator shall we use for VaR purposes?" arises. We address this question by examining whether there is a systematic relationship between correlation mis-estimation and the induced VaR mis-calculation. This is important for effective risk management. For instance, in the case that there is such a relationship, the VaR model error issue (due to correlation mis-estimation) becomes important; the risk manager should look for the method that estimates correlation with the lowest possible error. On the other hand, if no such systematic relationship exists, the risk manager can switch between the existing correlation estimators without affecting in a significant way his GARCH volatility models have been developed in the literature (see Bollerslev, Engle and Wooldridge, 1988 , Engle and Kroner, 1995 , Alexander, 2001 , Tse and Tsui, 2002 , Engle, 2002 . As an alternative to historical measures of correlation, a number of researchers (see among others Siegel, 1997 , Campa and Chang, 1998 , and Walter and Lopez 2000a have derived implied correlations from currency options.
3 For example, in periods of market stress, where VaR is supposed to be used for, the correlations deviate significantly from the estimated values (see Boyer, Gibson and Loretan, 1999 , Rebonato and Jäckel, 2000 , Bhansali and Wise, 2001 , Ronn, Sayrak, and Tompaidis, 2001 , and Daníelson, 2002 , for a discussion of cases where the statistical techniques can not provide accurate estimates of correlation).
(already) mis-calculated VaR. Then, he can focus on identifying the effect of other sources of model error on his VaR calculation.
Two approaches are developed based on a simulation setup. First, we examine semiparametrically the "correlation mis-estimation" effect on VaR by considering a general class of unbiased correlation estimators. This is a general approach that makes almost no assumptions about the type of the correlation models used. The only assumption made refers to the distribution of the (simulated) correlation errors. Next, the effect of mis-estimating correlation on VaR is studied parametrically by applying various popular correlation estimators to simulated data. In both approaches, the relationship between VaR and correlation errors is examined for linear and nonlinear (option) portfolios. In the case of option portfolios, we calculate VaR by employing two different methods: the variance-covariance and the Monte Carlo (MC) simulation methods. This allows us to investigate also whether the VaR model error arising from mis-estimating correlation depends on the type of portfolio, and the method used to calculate VaR.
We find similar results for both the semi-parametric and the parametric analysis: the VaR mis-estimation increases significantly, as the correlation error increases. Moreover, the VaR of well-diversified linear portfolios is more exposed to mis-estimating correlation. In the case of option portfolios, the magnitude of the VaR error sensitivity depends on the moneyness level, the time-to-maturity and the (unknown) 'true' correlation. In particular, the correlation bias effect is more pronounced for short-maturity in-the-money options. Ceteris paribus, it increases as the correlation between the options underlying assets decreases. Furthermore, we find that the sensitivity of the VaR induced bias to correlation errors depends on the method that is used to calculate VaR; the results indicate that the calculated via MC simulation VaR is more sensitive to correlation mis-estimation. These results have important implications for risk management.
The rest of the paper is organized as follows: Section 2 describes the variance-covariance and the MC simulation methods we employ to calculate VaR. Section 3 describes the methodology used to investigate the relationship between VaR error and correlation mis-estimation. In Sections 4 and 5, the sensitivity of VaR error due to correlation mis-estimation is measured by developing and applying the semi-parametric and parametric approaches, respectively. Results are shown for various linear and non-linear portfolios. Section 6 concludes, and discusses the implications of the research.
Methods to Calculate Value-at-Risk
VaR is defined as the worst loss that a portfolio is likely to suffer if it is left unmanaged during a fixed holding period. More precisely, for a given time horizon T and a confidence interval α, the α% T-period VaR is the portfolio loss x in market value over the time horizon T that is not expected to be exceeded with probability α, i.e.,
where Π t is the portfolio value at time t, and ∆ T Π t = Π t+T -Π t is the change in the portfolio value (Profit/Loss, P/L hereafter) over the holding period T.
Several methods have been developed to calculate VaR. These are classified within three main approaches: the variance-covariance, the historical simulation, and the MC simulation approach (see Jorion, 1996 , Duffie and Pan, 1997 , and Linsmeier and Pearson, 2000 , for a detailed description of these methods). For the purposes of our study, we calculate VaR using the variance-covariance and the MC simulation methods since only these require estimates of the volatilities and the pair-wise correlations of the portfolio assets. Next, we describe briefly the Delta-Normal (DN) and Fallon's (1996) Delta-Gamma (DG) variance-covariance methods, as well as the MC simulation method.
Variance-Covariance Methods: The Delta-Normal Approach
In the case that the instruments in a portfolio depend linearly on the market factors, the DN risk measurement model developed by Garbade (1986) can be used. Assuming that the portfolio P/L follow a multivariate normal distribution and that they are serially independent, the DN portfolio VaR(α, Τ) that corresponds to a confidence interval α and holding period T is given by:
where z α is the inverse normal cumulative probability function corresponding to probability α, σ Π is the portfolio's standard deviation and µ Π is the expected portfolio P/L. For short horizons (e.g., oneday), the expected portfolio value µ Π is usually assumed to be zero. The portfolio P/L standard deviation is calculated by:
where σ i is the standard deviation of the ith asset returns, ρ ij is the pair-wise correlation coefficient between assets i and j, W i is the nominal amount invested in asset i, and n is the number of assets in the portfolio.
Variance-Covariance Methods: The Delta-Gamma Approach
The DN approach is inappropriate for portfolios consisting of non-linear instruments, i.e.
instruments whose prices are non-linear functions of the market variables (e.g., options). In such a case, a DG approach could be used. This improves on the DN method by using a second order
Taylor series expansion so as to capture non-linearity. For the purposes of our study, we use Fallon's (1996) DG method that can be described as follows.
Assume a portfolio consisting of n options written on n underlying (non-dividend paying) assets, respectively. To calculate the option portfolio VaR, the underlying asset prices are considered as the factors affecting the portfolio value (market factors). In a Black -Scholes (1973) setup, the price V it at time t of the option written on the ith asset is a function of the underlying asset price P it at time t, the option strike price X i , the option's time-to-maturity (T i -t), the risk-free rate r f , and the standard deviation σ i of the ith asset, i.e.
( , , , , )
The change in the value of the ith option is approximated by a second-order Taylor series expansion, i.e.
where D i , Γ i and Θ i are the delta, gamma, and theta of the option on asset i, respectively,
The return of the ith asset is defined as R i = ∆P i /P i , where R i is assumed to follow a normal distribution with zero mean and variance σ i 2 . Then, the change in the portfolio value is a function of the change ∆V i in the value of each option:
where D T denotes the (1xn) transposed vector with elements D i P i , R denotes the (nx1) vector of asset returns, and Γ denotes the (nxn) diagonal matrix with diagonal elements,
The a percentile of the ∆Π distribution is approximated by the Cornish-Fisher (1937) expansion that uses the first four (known) moments k 1 , k 2 , k 3 and k 4 of the (non-normal) ∆Π distribution, i.e.:
where ( )
where Σ is the variance-covariance matrix of the portfolio asset returns, and 'trace' is an operator that sums the diagonal elements of a matrix.
Monte-Carlo Simulation
MC simulation is recognized by researchers as the most powerful method to compute VaR. In contrast to the variance-covariance approach, MC simulation can take into account nonlinear positions, time-variation in volatility, fat tails, and a wide range of exposures and risks. On the other hand, the main drawback of this method is that it becomes computationally expensive for portfolios containing a large number of assets.
To calculate a portfolio's VaR, we adopt the standard assumption that the price of the ith asset follows a Geometric Brownian Motion (GBM), i.e.
where µ i is the instantaneous drift of asset i and ξ i is a normally distributed random variable with mean zero and variance one.
Using equation (8), a path for the ith asset is simulated up to time T. The simulated portfolio market value Π T at the end of the holding period T can be calculated using the portfolio value function. To calculate Π T in the case of option portfolios, an option pricing model needs to be used so as to calculate each option price V iT at time T. This procedure is repeated a large number of times (simulation runs) to create a distribution of Π T . In our study, we use 30,000 simulation runs and N = 100 time steps. The time interval ∆t is set equal to 0.01 (T/N=1/100). Let Π t be the (known) portfolio value at time t. We subtract Π t from each simulated value Π T to build the portfolio P/L probability distribution. The VaR(α,T) of the portfolio is the α percentile of this probability distribution. In the case that the portfolio asset prices are uncorrelated, then the random number generation of ξ i 's can be done independently for each asset. However, in general the asset prices are correlated. To create correlated random numbers, the Cholesky decomposition is used (see Jorion, 1996 , and J.P. Morgan RiskMetrics, 1996, for a detailed description of the Cholesky decomposition).
Correlation Mis-Estimation and Value-at-Risk: The Methodology
Volatility and correlation estimates are required for VaR calculation using either variancecovariance or MC simulation methods. In practice, these estimates are subject to errors. We focus on measuring the sensitivity of VaR calculation to errors in the estimated pair-wise correlations.
Each one of the standard deviations of the portfolio assets is assumed to have been estimated accurately. The general methodology can be described as follows.
Let a class of K correlation estimators exist, and ,ij k ρ be the pair-wise correlation estimate between assets i and j based on the kth correlation estimator, k = 1,…,K. Hence,
where ρ ij is the 'true' pair-wise correlation between assets i and j, and ε ij,k is the pair-wise correlation estimation error for any given estimator k.
Let VaR(α,T,ρ) be the 'true' portfolio's VaR, corresponding to probability α and holding period T, where ρ is the (nxn) correlation matrix with all diagonal elements equal to 1 and offdiagonal elements equal to the 'true' pair-wise correlation coefficients, ρ ij for i=1,…,n and j>i. Let
ρ be the estimated portfolio's VaR, where ˆk ρ is the (nxn) estimated correlation matrix with off-diagonal elements the estimated pair-wise correlation coefficients ,ij k ρ corresponding to the kth correlation estimator. We define the VaR Percentage Error,
to the kth correlation estimator as:
The Steps
The general setup described by equations (9) and (10) forms the basis to develop the semiparametric and parametric approaches described in Sections 4 and 5, respectively. These two approaches differ only on the way the correlation estimation error is obtained. Once we obtain the K correlation errors, the two approaches are developed in the following five steps:
Step 1: For each pair of assets, we fix the true value of the correlation coefficient ρ ij .
Step 2: We calculate the 'true' VaR(α, Τ, ρ) using the 'true' correlation value ρ ij .
Step 3: We calculate the K estimated
respectively.
Step 4: We calculate VPE (α,T , , k ) ρ ρ for each one of the K correlation estimators by using equation (10).
Step 5: We measure the relationship between ( ) α,T , , k VPE ρ ρ and ε ij,k . This is done by
In both the semi-parametric and parametric approach, the above methodology is applied to linear and non-linear portfolios. This enables us to examine whether the correlation bias effect depends on the type of portfolio. In addition, in the case of non-linear portfolios, two methods are used to calculate VaR: the DG method and MC simulation. This allows us to study whether the sensitivity of VPE to correlation errors depends on the method used to calculate VaR. We examine this by performing the following two regressions: 
Acceptance of the null hypothesis implies that the correlation mis-estimation effect on VaR does not depend on the method employed to calculate VaR. In order to test the null hypothesis, we estimate the following regression:
where VPE * and * ij ε are (2Kx1) vectors containing the pooled data from the variables VPE( · ) DG and VPE( · ) MC , and ε ij , respectively, used in equation (12). D is a multiplicative dummy variable that is equal to zero for observations from the first set (DG method) and equal to one for observations from the second set (MC simulation method). Thus, δ = b 2 -b 1 .
The equivalent to H 0 and H 1 corresponding H 0 * and H 1 * hypotheses are formulated now as:
In the case that the results from the two methods do not differ significantly, δ will be zero. In the case that the H 1 * hypothesis is accepted, the implication is that the sensitivity of VaR mis-calculation to correlation errors depends on the method that is employed to calculate VaR. Hence, if δ > (<) 0, the correlation bias effect is greater (lower) if the MC simulation (DG) method is used 4 .
In Sections 4 and 5, we apply the described methodology within a semi-parametric and a parametric framework, respectively. For the purposes of our study the one-day 5% VaR is calculated.
The Semi-Parametric Approach

The Methodology
In this section, we describe the semi-parametric methodology used to investigate the effect of misestimating correlation on VaR. Our approach is semi-parametric in that we do not use specific correlation estimators. On the contrary, we consider a general class of K estimators. On the other hand, the cost of this is that we must make explicit hypotheses on the correlation error distribution (see also Jacquier and Jarrow, 2000 for a discussion on error distributions in the context of option model risk). We assume that the correlation estimation errors ε ij,k are random numbers drawn from a normal distribution with mean µ ε and standard deviation σ ε , i.e.
4 Standard techniques for testing the equality of the regression coefficients such as the Chow or Wald type tests are not informative about the relative size of the coefficients under scrutiny The way we set up the equality coefficients test, allows us to tell which one of the two beta coefficients is greater.
We choose µ ε = 0 and σ ε = 0.03. Assuming a zero mean implies that we examine a class of unbiased correlation estimators. Once we specify the correlation errors distribution, the five steps described in Section 3 are implemented. In Sections 4.2 and 4.3 the described semi-parametric approach is applied to linear and non-linear portfolios, respectively.
Linear Portfolios
The case of a portfolio consisting of two long stocks is considered. We assume that the portfolio position on each asset is 15,000 dollars, and that the standard deviations of the daily returns of each asset are 0.02 and 0.04, respectively. As a first step, 50 random numbers (correlation errors, i.e. K = 50) are drawn from a normal distribution N(0, 0.03). We calculate 50 portfolio's VPE by 5 Walter and Lopez (2000a) calculate the one-month mean forecast correlation error for each one of six different crosscurrency pairs by using eight different methods to forecast correlation. For each cross-currency pair, we calculate the standard deviation of the mean forecast error across the eight different estimators. The standard deviation of the mean forecast error ranges from 0.007 to 0.074 across the cross-currency pairs; it is 0.03 on average. Engle (2002) calculates the mean absolute error using eight different correlation models for various correlation structures. Similarly, for each correlation structure, we calculate the standard deviation across the eight different correlation models. We find that the standard deviation of the correlation error ranges from 0.013 to 0.058 having an average value of 0.03. 6 The use of the normal distribution as a generator of the correlation errors allows incorporating fully the information from the empirical evidence on the size of correlation errors. This is because a normal distribution can be described by it's first two moments. On the other hand, assuming that the correlation errors are distributed normally, implies that the estimated correlation coefficient may not be bounded within [-1,1] . To circumvent this drawback, a natural candidate for the correlation error distribution would be the uniform distribution. However, this distribution cannot take into account the results on correlation errors provided by Walter and Lopez (2000a) and Engle (2002) ; the mean and the standard deviation of the uniform depend on the bounds of the interval under scrutiny, and therefore they will be a function of the true correlation. Given that throughout our simulation, the simulated correlation errors do not violate the correlation coefficient bounds (in fact, there is at most a probability of 0.8% for exceeding the bounds), the choice of the normal distribution does not distort the results of our subsequent analysis.
considering the 'true' correlation coefficient and each one of the 50 different correlation estimators. Then, the regression described by equation (11) is performed. The analysis is repeated for different 'true' correlation coefficients (ρ = -0.9, -0.8,…, 0.8, 0.9) so as to examine the "mis-estimating correlation" effect on VaR for a range of 'true' correlations. The same 50 correlation errors are used for every 'true' correlation coefficient. This ensures that the results from our analysis are comparable across the 'true' correlations since we do not allow for any variation in the random numbers.
We apply the DN method to calculate VaR. µ π [equation (2)] and µ i [i = 1,2, equation (8)] are set equal to zero since the used VaR holding period is short. Table 1 shows the results (beta coefficient and t-statistics in parenthesis) from regressing VPE on ε ij [equation (11)] across 'true' correlations ranging from -0.9 to 0.9. In all cases, the value of the t-statistic indicates that the positive coefficient of the correlation error is significant. The presence of a strong linear relationship between VaR mis-estimation and correlation errors is also confirmed by the high values (more than 95%) of R 2 (not reported here). Thus, the higher the error in estimating correlation, the higher the VaR mis-estimation is. In addition, the coefficient increases as the level of the 'true' correlation decreases for most 'true' correlations. This result has an important implication. The VaR error is more sensitive to correlation estimation errors in the case of well-diversified linear portfolios (i.e. portfolios with negatively correlated assets). -,  2  2 2 2  2  2  2  2  2 , , ,ˆ-
The negative sign is in line with our results.
Option Portfolios
In this section, we apply the semi-parametric approach to portfolios consisting of two plain-vanilla European call options 8 . The options are written on two non-dividend paying stocks A and B,
respectively, that exhibit correlation ρ ΑΒ . In total, eighteen different option portfolios are considered; these are constructed for three different times-to-maturity, τ = 10, 30 and 60 days, and six different current levels of moneyness, M = -20%, -10%, -5%, 5%, 10%, 20% 9 . To calculate VaR, an option pricing model needs to be employed. We choose the widely used Black-Scholes (1973) model 10 .
The risk-free rate is assumed to be 10%, the daily standard deviations of assets A and B are 0.02 and 0.04, respectively, and the initial stock price of assets A and B are 100 and 150, respectively.
VaR is calculated using both the DG approach and the MC simulation approach. In the MC simulation application, the initial prices of asset 1 and 2 are set to 100 and 150, respectively.
Moreover, we simulate the asset price path by using the same set of random numbers for every 'true' correlation value. This allows us to study the VPE and ε ij relationship across 'true'
8 We also applied the semi-parametric analysis to put option portfolios. The results were similar to the call option portfolios. Therefore, we prefer not to report them. We also found that the results are not affected by the VaR confidence level. 9 The call "moneyness", M = (P i -X i )/P i , is defined as the percentage difference of the ith underlying asset price from the ith option's strike price.
10 Lehar, Scheicher, and Schittekopf (2002) compare the Black-Scholes, GARCH and stochastic volatility option pricing models in terms of pricing errors and VaR forecasting performance. They find that the more complex models improve on the Black-Scholes formula only for pricing purposes.
correlations, without introducing any 'noise' from using different random number streams in the MC simulations. Tables 2, 3 , and 4 show the estimated beta coefficients from regressing the options portfolio VPE on correlation errors for τ = 10, 30, and 60 days, respectively. The results are reported across various 'true' correlations and moneyness levels. We can see that there is a significant positive relationship between correlation errors and VPE 11 . This holds for both the DG and MC simulation methods.
The magnitude of the beta coefficient changes as the 'true' correlation, the moneyness level, and the time-to-maturity changes. In most cases, for any given time-to-maturity and moneyness level, the sensitivity of VPE to correlation errors increases as the 'true' correlation decreases. This is consistent with the linear portfolio case results 12 . Some exceptions occur when VaR is calculated with MC simulation, and the 'true' correlation is positive.
For any given 'true' correlation, the sensitivity of VPE to correlation errors across the three expiries and the various levels of moneyness takes its maximum value for τ = 10 days and M = 5% and 10%. This result imply that the risk manager should be more concerned about the choice of the correlation estimator in the case that the institution's portfolio contain short-dated options within the range of 5% -10% moneyness level.
11 Only four exceptions occur for deep OTM options (M = -20%) having 10 days to maturity.
12 This result does not necessarily imply that the VaR of well-diversified option portfolios is more exposed to correlation errors. This is because the option portfolios may not be diversified, even though the underlying assets portfolio may be well diversified (the sign of correlation though, will be the same for both the option and the underlying asset portfolio). The extend to which the magnitude of the option portfolio correlation will be the same as that of the underlying asset's portfolio depends on the options delta, i.e. it depends on the options moneyness level, and the timeto-maturity.
Finally, we test whether the sensitivity of VPE to correlation errors depends on the method used to calculate VaR. Tables 5, 6 , and 7 show the results from running the regression described by equation (13) when the time-to-maturity is 10, 30 and 60 days, respectively. In most of the option portfolios (82%), the correlation bias effect on VaR depends on the employed method. In the majority of such significant cases (66%), the effect from the correlation bias is greater when the MC simulation method is used.
The Parametric Approach
So far, we have conducted a semi-parametric analysis. In this section, we perform a parametric analysis by using specific correlation estimators. The effect of mis-estimating correlation to the induced VaR error is studied by employing three widely-used specific correlation estimators: the moving average (MA), the exponentially weighted moving average (EWMA), and the GARCH BEKK model.
The specific estimators are applied to a simulated time series of the portfolio's asset prices.
The simulated sample is generated by joint MC simulation of the asset prices using a GBM process, a known 'true' correlation value, and the volatilities assumed in Section 4.2. The simulation is performed for a range of true correlations from -0.9, -0.8,…,+0.8, +0.9. Then, the VPE ( )
is calculated for each 'true' correlation, and the specific correlation estimators ρ . Hence, in contrast to the semi-parametric approach, the correlation error is not drawn directly from an assumed error distribution. It is determined implicitly as the difference between the estimated correlation and the 'true' correlation. On the other hand, the semi-parametric approach does not require imposing a data generating process for the asset prices in order to calculate VaR. Next, we describe the used correlation estimators, and the results from the parametric analysis.
The Correlation Estimators
The moving average (or rolling) correlation estimator of two time-series is measured over a rolling window of specific length consisting of consecutive data points taken from the two time series. The h-day moving average correlation estimator between assets i and j at time T is defined as follows:
T i t i j t j t T h ij T T i t i j t j t T h t T h R R R R R R R R
where R i,t and R j,t are the returns of asset i and j at time t, respectively. i R and j R are the mean returns of assets i and j, respectively.
The proposed by RiskMetrics TM EWMA correlation estimator uses a smoothing constant λ (0<λ<1), so as to take into account the most recent data. The EWMA correlation estimator at time T is defined as:
T T t i t i j t j t T h ij T T T t T t i j t t T h t T h R R R R
R R R R − − = − − − − − − = = − − − =    − −       ∑ ∑ ∑ λ ρ λ λ 2 j    .(16)
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The employed scalar and diagonal BEKK models are multivariate GARCH(1,1) models that are nested in the full BEKK model (Engle and Kroner, 1995) written as:
where H t is the (nxn) conditional variance-covariance matrix at time t with diagonal elements h i,t 2 , and off-diagonal elements h ij,t . Ω is a (nx1) parameter vector, and A, B are (nxn) parameter matrices. In the case of scalar BEKK A and B are scalar parameters and, in the case of diagonal BEKK, A and B are diagonal (nxn) matrices. The correlation estimates are derived as follows:
, , , ,ˆî
j t ij t i t j t
where and ,i t h , j t h are the estimated conditional variances of assets i and j, respectively, and is the estimated conditional covariance between assets i and j. (12) and (13) are (13x1) vectors, respectively. The portfolio profiles, as well as the MC simulation inputs are the same with those used in the semi-parametric analysis.
Linear Portfolios
We apply the parametric approach to the linear two-assets portfolio. Table 8 shows the results from regressing VPE on correlation error [equation (11)] for various 'true' correlation coefficients. The beta coefficient is positive and significant in all cases. In addition, the sensitivity of VPE to correlation errors decreases as the 'true' correlation increases.
Option Portfolios
In this section, we apply the parametric approach to portfolios containing options. Tables 9, 10, and   11 show the correlation mis-estimation coefficient b from regressing VPE to correlation errors for 10, 30 and 60 days to maturity, respectively. The results are reported for different 'true' correlation values and across various levels of moneyness (-20%, -10%, -5%, 5%, 10%, and 20%).
We can see that for both the DG and MC simulation methods there is a strong linear positive relationship between VPE and correlation errors 13 . These results are in line with those obtained from the semi-parametric analysis on the options portfolios. The magnitude of the correlation error coefficient depends on the 'true' correlation, the moneyness level and the time-to-maturity in the same way as in the semi-parametric approach.
In most of the cases, for a given level of moneyness and time-to-maturity, the sensitivity of VPE to correlation errors decreases as the 'true' correlation increases (this does not hold for a number of cases when VaR is calculated via MC simulation and the 'true' correlation is positive). Moreover, 13 Two exceptions occur for deep OTM option portfolios (M = -20%) and 10 days to maturity.
for any given level of 'true' correlation, the correlation error coefficient takes its maximum value in the case of short-dated ITM options (M=5% and 10%). Tables 12, 13 , and 14 show the results from testing whether the effect of correlation errors on
VaR depends on the method used to calculate VaR; the results are reported for 10, 30 and 60 daysto-maturity, respectively. We can see that in 76% of the cases the correlation bias effect depends on the method used to calculate VaR. In 65% of these cases, the beta coefficient is higher when VaR is calculated using MC simulation. This implies that the option portfolios calculated VaR is more sensitive to correlation errors, in the case that MC simulation is used to calculate VaR.
Conclusions
We have examined explicitly the systematic relationship between errors in estimating correlation and the resulting error in calculating VaR (VaR Percentage Error, VPE). Understanding this relationship is important for measuring market risk accurately. First, a semi-parametric approach that considers a general class of unbiased correlation estimators was developed; correlation estimation errors were simulated from an assumed normal distribution. Then, the effect of misestimating correlation on VaR was studied parametrically by applying specific correlation estimators (moving average, exponentially weighted moving average and GARCH-type models) to simulated data. Both approaches were implemented using specific linear and non-linear portfolios containing options. In the case of option portfolios VaR was calculated with delta-gamma and Monte Carlo (MC) simulation methods. Using various portfolios and techniques to calculate VaR enabled us to explore whether the sensitivity of the mis-calculated VaR to correlation errors depends on the type of portfolio and the employed method.
The results are similar for both the semi-parametric and parametric analysis and they have at least four important implications for effective risk management. We found that VPE is significantly sensitive to mis-estimating correlation; as the correlation estimation error increases, the VaR miscalculation increases. This holds for both linear and option portfolios. Therefore, the choice of a model that estimates correlation with the lowest possible error is important for risk managers.
Furthermore, we found that the sensitivity of VPE to correlation errors depends among others on the level of the 'true' correlation. As the level of the 'true' correlation decreases, this sensitivity increases. This implies that the calculated from linear portfolios VaR will be more sensitive to correlation errors for well diversified linear portfolios. In the case of option portfolios, this implies that the correlation bias effect increases as the correlation between the underlying assets decreases.
Moreover, the correlation bias effect to VaR depends also on the options moneyness level, and the time-to-maturity. The results show that the option portfolio VaR is more sensitive to correlation errors in the case that the portfolio contains short-maturity ITM options. This result is not welcome by the risk manager, given that most of the options trading activity is concentrated on short-expiry, near-the-money options.
Finally, our results from the option portfolios analysis indicate that the VaR sensitivity to correlation mis-estimation depends on the method that is employed to calculate VaR. Using MC simulation rather than the delta-gamma method increases this sensitivity. This reveals an extra limitation of the technique in addition to its time-consuming nature. Therefore, the accuracy of VaR results obtained from MC simulation should be verified via various backtesting methods.
The proposed methodology can be applied to more complex portfolios containing more assets with long and short positions and more complex non-linear positions, such as option spreads. The effect of correlation errors should also be studied in the context of option pricing (e.g., basket options) and asset allocation. Moreover, the semi-parametric approach may be modified by allowing for more general structures of the correlation estimation error in the spirit of Jacquier and Jarrow (2000). Finally, within the parametric approach framework, the effect of correlation errors may be examined in the case that the asset prices are simulated under alternative stochastic processes. These issues are well beyond the scope of the current paper, but they deserve to become topics for future research. days. The asterisks denote insignificance at the 5% level. 
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Notes:
Results from regressing VPE on correlation error for various 'true' correlation coefficients and various levels of moneyness. The time-to-maturity of both options is 10 days. The asterisks denote insignificance at the 5% level. 
