I. INTRODUCTION
The non-linearity of Power Amplifier (PA) in wireless communication systems distorts signal amplitude and phase [1] - [13] , [15] , [18] - [19] . This results in system inefficiency and performance issues where the PA is restricted to function only in the linear region. High speed data transmission in Wideband Code Division Multiple Access (WCDMA) and Orthogonal Frequency Division Multiplexing (OFDM) are the key causes for high Peak to Average Power Ratios (PAPR) in today's communication systems. Sudden changes in input signal amplitude warrants the containing of the PA's operation away from the saturation region. On the other hand, Memory Effects from quick variations of temperature and frequency in electrical components causes PA output signal phase distortion and signal amplitude scattering. Consequently, the linearization of the PA is essential in ensuring better system performance in terms of PA output signal quality and energy efficiency. Among PA linearization methods, the Digital Pre-Distortion (DPD) technique is widely implemented due to its advantages in supported bandwidth, cost, reliability and ease of implementation compared with the other linearization methods [1] - [8] , [14] - [16] . Fig. 1 shows the simplistic blocks of DPD where the input signal is fed through the pre-distorter first before passing through the PA resulting in the final output that is linearized [13] - [16] . Fig. 1 Pre-distortion Linearization Block Diagram [13] DPD requires a comprehensive modelling of the PA which includes the non-linearity and Memory Effects, in order to recreate scattering and distortion of PA output signals.
II. MODEL DESCRIPTION

A. Digital Pre-distortion
B. Memory Polynomial (MP)
978-1-5386-3527-8/18/$31.00 ©2018 IEEEThe Memory Polynomial (MP) method is derived from the Volterra Series where only the diagonal kernels are utilized which reduces the complexity of modeling the PA [7] - [8] . In Volterra Series, PA modeling complexity increases exponentially as the PA non-linearity order increases [7] - [8] . MP has been popularly implemented in [1] , [10] - [11] , [18] - [19] . The MP method is such as [7] - [8] :
Where is the memory depth, is the non-linearity order, ( ) is the PA Input Signal, and is the MP coefficients, which is also the inversed of the PA coefficients.
The Least Squares (LS) method is used to obtain the MP coefficients [7] - [8] . The input signal ( ) is replaced with output signal ( ):
(2) in matrix form:
To calculate the MP coefficients, (3) could be represented as:
C. Memory Polynomial with Binomial Reduction (MPB)
In [5] MP is binomially reduced to achieve optimization in calculation resources without compromising performance. To start, the MP equation in (1) is rewritten, where both nonlinearity order, , and linearity order, starts from 0. The basis function is then rearranged using the binomial theorem, yielding (9) and (10):
The binomial basis function in (9) and (10) is rewritten as
where and
The value of is macro-matched graphically as shown in Fig. 2, Fig. 3 and Fig. 4 .
In Fig. 2 , the binomial basis function is equivalent to when . In Fig. 3 , the binomial basis function is comparable to when . In Fig. 4 , the binomial basis function is representable by when . 
Consequently, (11) could be restructured as
Using (16), (11) and (9), results MPB-real-2k as in [5] :
Likewise, substituting (16) into (11) and (10) yields MPBimag-2k as shown in [5] :
From [6] , (19) is improved into MPB-real :
Similarly, (20) is now MPB (MPB-imag): Table I shows the NMSE improvements of MPB against MP. An improvement of 36.5 dB is observed for non-linearity order = 4, and Pre-Amp Gain = 4. As in [5] , NMSE is defined:
III. RESULTS AND DISCUSSION
A. Normalized Mean Square Error (NMSE)
where ( ) is the ideal PA output signals and ( ) is the pre-distorted PA output signals.
NMSE of lower values are preferred as it shows lesser error deviance from the ideal PA output. 
B. Multiplication Operations Reduction Ratio (MORR)
Computational Complexity Reduction Ratio (CCRR) is defined as [9] .
From CCRR, Multiplication Operations Reduction Ratio (MORR) is derived and shown below:
MORR for MPB against MP is shown below: 
(26) is substituted with the formula in Table II and Table  III , yields the following calculation formula : Fig. 6 shows the MORR graph for MPB against MP in non-linearity order range 1 to 6. The graph shows that MPB is capable of attaining 57.14 % of MORR in non-linearity Order, K= 1, and 30.77 % of MORR when K = 2. Although the MORR is 0% at K=3 and -32 % at K=4, The NMSE performance and improvement against MP justifies for the increase of multiplication operations. 
C. Addition Operations Reduction Ratio (AORR)
Similarly, Addition Operations Reduction Ratio (AORR) is derived from CCRR and shown below:
AORR for MPB versus MP is shown below: Fig. 7 shows the AORR graph for MPB against MP with non-linearity order range from 1 to 6. MPB is capable of achieving more than 50 % reduction in addition operations compared to MP. The AORR converges into the 90% when K increases from 5 IV. CONCLUSION The method in [5] , MPB-imag-2k undergoes binomial reduction with MP targeting to achieve optimization of calculation resources without compromising linearization performance. In [6] MPB-imag-2k is further improved into MPB to improve NMSE performance. In this paper, the method in [6] is compared with MP on the NMSE improvements, and further justified with enhancements in terms of MORR and AORR, that is derived from CCRR.
MPB is capable of achieving 36 dB NMSE improvement compared with MP for PA in the non-linearity order of 4, and at pre-amp gain of 4.
MORR of 57.14 % and 30.77 % is achieved for nonlinearity order 1 and 2 respectively. MORR of 0% at nonlinearity order of 3 and -32 % at non-linearity order of 4 is justifiable by the significant improvement of NMSE from 0.29 dB to 36.5 dB depending on pre-amp gain.
MPB is therefore a better performing PA modeller compared to MP in terms of resource optimization and error reduction in the non-linearity order range of 1 to 4, and preamp gain of 2 to 4.
