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MINIMAL SUBSHIFTS OF ARBITRARY MEAN TOPOLOGICAL
DIMENSION
DOU DOU
Abstract. Let G be a countable infinite amenable group and P be a polyhedron.
We give a construction of minimal subshifts of PG with arbitrarily mean topological
dimension less than dimP .
1. Introduction
In 1999, Gromov [5] introduced a topological invariant of dynamical systems which
is called mean dimension or mean topological dimension. A series of research [6, 7, 8,
9, 10, 13, 14, 15] show that mean dimension is naturally connected to the embedding
problems via (([0, 1]d)Z, shift) and (([0, 1]d)Z
k
, shift). For example, using mean dimen-
sion, Lindenstrauss and Weiss [15] constructed a minimal system with mean dimension
greater than 1 and gave a negative answer to the long-standing open question that
whether every minimal system can be embedded into ([0, 1]Z, shift) (see Auslander [1]).
They also studied the basic theory of mean dimension and explained that their results
can be generalized to actions of countable infinite amenable groups.
In the case of actions of countable infinite amenable groups, it is natural to ask the
following question:
What are the possible values for the mean topological dimension? How about the
minimal case?
Lindenstrauss and Weiss [15] assert that (without detail proof) for the Z-action
case, the values for the mean topological dimension of minimal systems can take over
[0,+∞]. Although people believe that using Ornstein and Weiss’s quasi-tiling theory
[16], similar construction and result can be extend to actions of countable infinite
amenable groups, to our knowledge, there are only partial answers to these questions.
When the countable infinite amenable group, denoted by G, has subgroups of arbi-
trarily large finite index, given a polyhedron P and a nonnegative real number ρ which
is no more than the topological dimension of P , Coornaert and Krieger [3] (see also [2])
constructed a closed subshift X ⊂ PG having mean topological dimension ρ. Hence
in this situation, the mean topological dimension of G-systems can take all values in
[0,+∞]. We remark here that this case includes all residually finite countable infinite
amenable groups. When the countable infinite amenable group G is residually finite,
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2 DOU DOU
for any ε > 0, Krieger [11] constructed minimal systems with mean topological dimen-
sion ε-close to the topological dimension of P . A later work by Krieger [12] improved
G to general countable infinite amenable groups.
In this paper, we will provide detail constructions of minimal subshifts of PG with
arbitrary mean topological dimension less than dimP without any other restrictions
to the countable infinite amenable group G. Hence for any countable infinite amenable
group G, the mean topological dimension of minimal G-systems takes all values in
[0,+∞].
We will apply the classical construction of Toeplitz minimal flows for Z-actions (see
[18]). The key idea of that is to find some suitable “periodic skeleton”. Since we
add no restrictions to the amenable group G, the proper periodic structures in G
will be replaced by some “almost periodic” structures. This kind of “almost periodic”
structures can be determined from the quasi-tiling techniques. To handle these “almost
periodic” structures clearly, we will employ a recent result due to Downarowicz etc. [4]
which says that every countable infinite amenable group admits a congruent sequence
of finite tilings. By showing the existence of some specific sequence of finite tilings,
which will be called irreducible tilings in section 3, we can obtain the required “almost
periodic” structures.
The paper is organized as follows. In section 2, we introduce some basic knowledge
on the amenable group, subshift and mean topological dimension. Section 3 is devoted
to discussing the irreducible tilings of amenable groups and giving preparations for our
constructions. In section 4, we will show our detail constructions of minimal subshifts
with arbitrary mean topological dimension.
2. Preliminaries
2.1. Amenable groups. Recall that a group G is amenable if there exists a sequence
of nonempty finite subsets {Fn} of G which are asymptotically invariant, i.e.,
lim
n→+∞
|Fn M gFn|
|Fn| = 0, for all g ∈ G.
Such sequences are called Følner sequences. For the detail of amenable group actions,
one may refer to Ornstein and Weiss [16].
Let F (G) denote the collection of nonempty finite subsets of G and A,K ⊂ F (G).
The K-boundary of A is defined by
B(A,K) = {g ∈ G : Kg ∩ A 6= ∅ and Kg ∩ (G \ A) 6= ∅}.
For δ > 0, the set A is said to be (K, δ)-invariant if
|B(A,K)|
|A| < δ.
2.2. G-systems and subshifts. A G-system is a couple (X,G) where G is a group
acting continuously on a compact metrizable space X. A G-system (X,G) is said to
be minimal if for any x ∈ X, its orbit {gx : g ∈ G} is dense in X.
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Recall that a subset S ⊂ G is called syndetic if there exists a finite subset F ⊂ G
such that G = FS. A point x ∈ X is said to be a minimal point ( or an almost periodic
point) if for any neighbourhood V of x, the set {g ∈ G : gx ∈ V } is syndetic. It is
known that (X,G) is minimal if and only if X is the orbit closure of a minimal point.
Let K be a compact metrizable space. The full G-shift with space of symbols K is the
G-system given by the left action of G on the product space KG = {(xg)g∈G : xg ∈ K}
defined by
g′(xg)g∈G = (xgg′)g∈G,
for all g′ ∈ G and (xg)g∈G ∈ KG. A closed G-invariant subset of KG is called a subshift.
For a point x = (xg)g∈G ∈ KG and F ⊂ G, we denote by x|F = (xg)g∈F , the restriction
of x on F .
Let F ⊂ G and c ∈ G. For u = (ug)g∈F ∈ KF and v = (vg)g∈Fc ∈ KFc, if u = cv, i.e.
ug = vgc for all g ∈ F , we sometime denote it by u = v when there were no ambiguity.
We also call an element in KF or KG a K-word or a word.
2.3. Mean topological dimension. Let X be a compact metrizable space and α =
{U1, U2, . . . , Uk} be a finite open cover of X. The order of α is defined by
ord(α) = max
x∈X
k∑
i=1
1Ui(x)− 1.
Denote by
D(α) = min
β
ord(β),
where β is taken over all finite open cover of X with β  α.
The topological dimension of X is then defined by
dimX = sup
α
D(α),
where α runs over all finite open cover of X.
Let (X,G) be a G-system, where G is an amenable group. For F ∈ F (G) and a
finite open cover α of X, denote by αF =
∨
g∈F g
−1α. Then we can define
D(α,G) = lim
n→∞
D(αFn)
|Fn| ,
where {Fn} is a Følner sequence of G. It is known that this limit exists and is indepen-
dent on the choice of the Følner sequence. The mean topological dimension mdim(X,G)
of (X,G) is defined by
mdim(X,G) = sup
α
D(α,G),
where α runs over all finite open cover of X.
For J ⊂ G, the density δ(J) ⊂ [0, 1] of J in G is defined by
δ(J) = sup
{Fn}
lim sup
n→∞
|J ∩ Fn|
|Fn| ,
where {Fn} is taken over all Følner sequences of G.
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The following is Proposition 2.8 of [12] which will be used for estimating the lower
bound of the mean topological dimension. We note here that this proposition is origi-
nally due to Lindenstraus and Weiss ([15], Proposition 3.3) for Z-actions.
Proposition 2.1. Let G be a countable amenable group. Let X ⊂ PG be a closed
subshift, where P is a polyhedron. For a subset E of G, we denote by piE the projection
map PG → PE. Suppose that there exist x′ = (x′g)g∈G ∈ X and a subset J ⊂ G
satisfying the following condition
piG\J(x) = piG\J(x′)⇒ x ∈ X,
for all x ∈ PG.
Then we have
mdim(X,G) ≥ δ(J) dim(P ).
To estimate the upper bound of the mean topological dimension, we will employ
Gromov’s “Pro-Mean Inequality” ([5], Proposition 1.9.1). Here we use the following
statement by Coornaert and Krieger ([3], Proposition 4.1).
Proposition 2.2. Let K be a compact metrizable space of finite topological dimension.
Let X ⊂ KG be a closed subshift. Then one has
mdim(X,G) ≤ lim inf
n→∞
dim(piFn(X))
|Fn| ,
for every Følner sequence {Fn} of G, where for a subset E of G, piE is the projection
map KG → KE.
3. Irreducible tilings of amenable group
Let G be a group and F (G) be the collection of nonempty finite subsets of G. We
call T ⊂ F (G) a tiling if T forms a partition of G. An element in a tiling T is
called a T -tile or tile. A tiling T is said to be finite if there exists a finite collection
S = S(T ) = {S1, S2, · · · , Sk} of F (G), which is called the shapes of T , such that each
element in T is a translation of some set in S. For convenience, we always assume
that the shapes S has minimal cardinality, i.e. any set in S cannot be a translation
of others. Moreover, by some suitable translation, we may require that each set in S
contains eG.
Let S be a shape of a finite tiling T , the center of shape S is the set C(S) = {c ∈
G : Sc ∈ T }. For convenience, we need C(S) to be nonempty for each shape S. We
also require the centers C(S)’s satisfy that Sc’s are disjoint for c ∈ C(S) and S ∈ S.
Let G be an infinite amenable group. A finite tiling T of G is said to be irreducible
if there exist T ∈ F (G) and  > 0 such that for any (T, )-invariant finite subset F in
G and any shape S of T , there is a translation of S in T which is contained in F .
For a tiling T with shapes S, we can define a subshift XT of (S ∪ {0})G by
XT = ∪g∈Ggx,
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where x = (xg)g∈G is defined by
xg =
{
S, if g ∈ C(S),
0, otherwise,
i.e., x is a transitive point of the subshift XT .
Lemma 3.1. Let T be a finite tiling of an infinite amenable group G with shapes S.
Then the following are equivalent:
(1) T is irreducible;
(2) for any y ∈ XT and any shape S ∈ S, there exists g ∈ G with yg = S;
(3) for any shape S ∈ S, the center of S is syndetic.
Proof. (1) ⇒ (2). Let T ∈ F (G) and  > 0 such that whenever F ∈ F (G) is (T, )-
invariant and S ∈ S, we can find a tile with shape S contained in F . Let F be any
(T, )-invariant finite subset of G. Suppose y = limn→∞ gnx. Then there exists n such
that y|F = (gnx)|F = x|Fgn . Since Fgn is also (T, )-invariant, we can find for each
S ∈ S an element c ∈ C(S) such that Sc ⊂ Fgn. In particular, c ∈ Fgn. Hence
ycg−1n = xc = S.
(2)⇒ (3). Let {Fn} be a Følner sequence of G satisfying that {eG} ⊂ F1 ⊂ F2 ⊂ · · ·
and ∪∞n=1Fn = G. Let F ′n = FnF−1n for each n. If for some S ∈ S, C(S) is not syndetic,
then for each n there exists gn ∈ G such that gn /∈ F ′nC(S). Hence c /∈ F ′ngn for any
c ∈ C(S) and then S does not occur in (g−1n x)|F ′n . Let y be a limit point of the sequence
(g−1n x)n≥1. It is easy to see that S does not occur in y, which contradicts to (2).
(3) ⇒ (1). If C(S) is syndetic for S ∈ S, then there exists T ∈ F (G) such that
RC(S) = G, where R = T ∪ {eG}. Since eG ∈ S, we have that RSC(S) = G. Now let
0 <  < 1 and let F ∈ F (G) be any (RSS−1R−1, )-invariant subset of G. We can find
some g ∈ F such that RSS−1R−1g ⊂ F . Since RSC(S) = G, we may assume g = rsc
for some r ∈ R, s ∈ S and c ∈ C(S). Hence
Sc ⊂ RSc ⊂ RSS−1R−1rsc = RSS−1R−1g ⊂ F.
This implies that T is irreducible. 
Lemma 3.2. Let T be a finite tiling of an infinite amenable group G. If T is irre-
ducible, then for any shape S ∈ S and any n ∈ N, there exists T ∈ F (G) and  > 0
such that whenever F ∈ F (G) is (T, )-invariant, F contains at least n elements in T
with shape S.
Proof. Since T is irreducible, for any shape S ∈ S, there exist T ′ ∈ F (G) and ′ > 0
such that any (T ′, ′)-invariant finite subset of G contains an element in T with shape
S. Let A be such a (T ′, ′)-invariant set and Ag1, Ag2, . . . , Agn be disjoint translations
of A. Let T = ∪ni=1Agi and 0 <  < 1. Then for any (T, )-invariant finite subset F ,
F contains at least one translation of T , say Tg. Hence Agig ⊂ F for i = 1, 2, . . . , n.
Since each Agig is (T
′, ′)-invariant, it contains an element in T with shape S. Hence
F contains at least n elements in T with shape S. 
Lemma 3.3. Let T be a finite tiling of an infinite countable amenable group G and
(XT , G) be the associated subshift. If (XT , G) is minimal, then T is irreducible.
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Proof. If (XT , G) is minimal, then for each S ∈ S, C(S) = {g ∈ G : xg = S} is
syndetic. By Lemma 3.1, T is irreducible. 
Let T1 and T2 be two finite tilings of G. If every tile of T2 equals a union of tiles
of T1, i.e., as a partition of G, T1 is a refinement of T2 (denoted by T2 4 T1), then we
say T2 is congruent with T1. If in addition, each shape of T2 is partitioned by shapes
of T1 through a unique way (this kind of partition is called “the master partition” by
Downarowicz etc [4]), then we say T2 is primely congruent with T1. A sequence of
tilings (Tk)k≥1 is said to be (primely) congruent if for each k ≥ 1, Tk+1 is (primely)
congruent with Tk.
The following proposition appears in the proof of Theorem 5.2 of [4].
Proposition 3.4. Let T1 and T2 be two finite tilings of an infinite countable amenable
group G and T2 is primely congruent with T1. Then (XT1 , G) is a topological factor
of (XT2 , G), where (XT1 , G) and (XT2 , G) are the subshifts associated with T1 and T2
respectively.
Proof. For j = 1, 2, let Sj = S(Tj) be the shape set of Tj. Let x(j) = (x(j)g )g∈G be
the associated transitive point of (XTj , G). We will define a map pi from (XT2 , G) to
(XT1 , G) by the following way. For x
(2), we let pi(x(2)) = x(1). Let y be a point in XT2 ,
assume y = limn→∞ gnx(2). For any F ∈ F (G), denote by F˜ = ∪S∈S2SS−1F . Then
there exists N ∈ N such that for any n > N and any g ∈ F˜ , yg = x(2)ggn . We note that
for any n > N and any g ∈ F , if ggn is contained in some tile Sc of T2, then Sc ⊂ F˜ gn.
Since T2 is primely congruent with T1, for any g ∈ G, if g is contained in some tile
Sc of T2, then x(1)g is completely determined by x(2)|Sc. Hence x(1)|Fgn is completely
determined by x(2)|F˜ gn , which implies that x(1)|Fgn ’s are the same up to translations.
Thus limn→∞ gnx(1) exists and we then let pi(y) = limn→∞ gnx(1). A similar argument
can show that pi is continuous. Moreover, for any x ∈ XT2 and g ∈ G, pi(gx) = gpi(x).
Thus pi is a factor map and (XT1 , G) is a topological factor of (XT2 , G). 
Let T be a finite tiling of an infinite countable amenable group G. Denote by
h(T ) = htop(XT , G), the topological entropy of the associated subshift (XT , G). The
following is Theorem 5.2 of [4] by Downarowicz etc. [4].
Theorem 3.5. Let G be a infinite countable amenable group. Fix a converging to zero
sequence k > 0 and a sequence Kk of finite subsets of G. There exists a congruent
sequence of finite tilings T k of G such that the shapes of T k are (Kk, k)-invariant and
h(T k) = 0 for each k.
Remark 3.6. In the proof of the above theorem by Downarowicz etc., the congruent
sequence of finite tilings T k can be made primely congruent. Hence for any two tiles
Sc1, Sc2 ∈ T k+1 with the same shape S, T k|Sc1 = (T k|Sc2)c−12 c1.
Theorem 3.5 can be strengthened to make each tiling irreducible.
Theorem 3.7. Let G, (k) and (Kk) be as in Theorem 3.5. Then there exists a primely
congruent sequence of finite irreducible tilings Tk of G such that the shapes of Tk are
(Kk, k)-invariant and h(Tk) = 0 for each k.
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Proof. Let (T k) be the sequence of tilings in Theorem 3.5 and (XT k , G)’s be the as-
sociated subshifts. Due to the proof of Theorem 5.2 of [4] by Downarowicz etc., the
sequence of tilings (T k) was chosen to be primely congruent and then there exists for
each k a factor map
pik+1 : (XT k+1 , G)→ (XT k , G).
Let (X˜,G) be the inverse limit system of the systems (XT k , G)’s and the factor maps
pik’s. Let x˜ be a minimal point of (X˜,G) and let xk = p˜ik(x˜) for each k, where p˜ik is
the projection map from (X˜,G) to (XT k , G). Then we obtain a sequence (xk)k≥1 such
that xk be a minimal point of (XT k , G) and pik+1(xk+1) = xk. For each xk, we can get
a finite tiling Tk whose shapes are contained in the shapes of T k. Due to Lemma 3.3,
each Tk is irreducible. Moreover, since XTk ⊂ XT k , h(Tk) = 0. 
Theorem 3.8. Let (Tn) be the primely congruent sequence of finite irreducible tilings
of G as in Theorem 3.7 and let {Sn,1, Sn,2, · · · , Sn,kn} be the shapes of Tn for each n.
Then for each n, there exist ln ∈ N, tn ∈ G and a finite irreducible tiling T ′n such that
(1) eG ∈ Sl1,1t1 ⊂ Sl2,1t2 ⊂ · · · and ∪nSln,1tn = G,
(2) the shapes of T ′n and Tln are the same,
(3) (T ′n) is also a primely congruent sequence of finite irreducible tilings.
Proof. Without loss of generality, we assume that for each n, the tile of Tn that contains
eG (denoted by Tn) is of Sn,1-shape. Moreover, we can replace Sn,1 by Tn to make Sn,1
itself be a tile of Tn. Then the shape Sn,1 still contains eG.
Let G = {g1, g2, · · · }. We first let l1 = 1 and t1 = eG. By the irreducibility and
congruence of (Tn), there exists l′1 sufficiently large to make each shape of Tl′1 sufficiently
invariant such that every tile of Tl′1 contains at least one tile of Tl1 with Sl1,1 shape. Let
l2 sufficiently large such that Sl2,1 is ({g1} ∪Sl1,1, 1maxi |Sl′1,i|)-invariant. Since eG ∈ Sl1,1,{
c ∈ Sl2,1 : ({g1} ∪ Sl1,1)c * Sl2,1
} ⊆ B(Sl2,1, {g1} ∪ Sl1,1).
Notice that the Tl2-tile Sl2,1eG contains at least d |Sl2,1|maxi |Sl′1,i|e-many Tl1-tiles with Sl1,1-
shape and |B(Sl2,1, {g1} ∪ Sl1,1)| < |Sl2,1|maxi |Sl′1,i| , there must be c1 ∈ C(Sl1,1) such that
({g1} ∪ Sl1,1)c1 ⊆ Sl2,1. Hence we have that
eG ∈ Sl1,1 ⊆ Sl2,1c−11 and g1 ∈ Sl2,1c−11 .
Suppose we have taken l1, l2, . . . , ln and ci ∈ C(Sli,1) for i = 1, 2, . . . , n− 1 such that
eG ∈ Sl1,1 ⊆ Sl2,1c−11 ⊆ Sl3,1c−12 c−11 ⊆ · · · ⊆ Sln,1c−1n−1c−1n−2 · · · c−11
and
gi ∈ Sli+1,1c−1i c−1i−1 · · · c−11 for each i = 1, 2, . . . , n− 1.
We then let l′n sufficiently large to make each shape of Tl′n sufficiently invariant such
that every Tl′n-tile contains at least one Tln-tile with Sln,1 shape. Let ln+1 sufficiently
large such that Sln+1,1 is ({gnc1c2 · · · cn−1} ∪ Sln,1, 1maxi |Sl′n,i|)-invariant. By a similar
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discussion, we can find cn ∈ C(Sln,1) such that ({gnc1c2 · · · cn−1} ∪ Sln,1)cn ⊆ Sln+1,1
and hence
Sln,1c
−1
n−1c
−1
n−2 · · · c−11 ⊆ Sln+1,1c−1n c−1n−1 · · · c−11 and gn ∈ Sln+1,1c−1n c−1n−1 · · · c−11 .
Let tn = c
−1
n−1c
−1
n−2 · · · c−11 for each n > 1, then ln’s and tn’s satisfy (1).
To obtain (T ′n), we consider the subshifts (XTln , G)’s. For each n, let xn be the
associated transitive point for the subshift (XTln , G). For each n > 1, denote by
pin+1 : (XTln+1 , G) → (XTln , G) the associated factor map. Let (X˜,G) be the inverse
limit system of the systems (XTln , G)’s and the factor maps pin’s. Let x˜ ∈ X˜ be
the point such that p˜in(x˜) = xn for each n, where p˜in is the projection map from
(X˜,G) to (XTln , G). Let x˜
′ be a limit point of the sequence (c1c2 · · · cnx˜). Passing
to a subsequence if necessary, we may assume that x˜′ = limn→∞ c1c2 · · · cnx˜. Let
x′n = pin(x˜
′). For each x′n, we can get a finite irreducible tiling T ′n whose shapes are the
same as Tln ’s. Moreover, the tiling sequence (T ′n) is primely congruent. 
Remark 3.9. We should note that for each T ′n, the center of Sln,1 may not contain
eG, i.e. Sln,1 itself may not be a tile of T ′n. Since for any k, (cncn+1 · · · cn+kxn)eG =
(xn)cncn+1···cn+k = Sln,1, it is easy to check that Sln,1c1c2 · · · cn−1 ∈ T ′n. We can replace
the shape Sln,1 into Sln,1c
−1
n−1c
−1
n−2 · · · c−11 = Sln,1tn, then eG ∈ C(Sln,1tn).
4. Construction
4.1. Construction of X. Let G = {g1, g2, · · · } and let P be a polyhedron with 0 <
dimP < ∞. Let (δn) be a sequence decreasing to zero and let (Pδn) be an increasing
sequence of finite δn−dense subset of P . Denote by Pˆ = P ∪ {∗,#}. For F ∈ F (G)
and w = (wg)g∈F ∈ Pˆ F , denote by
ρ∗(w) =
|{g ∈ F : wg = ∗}|
|F | and ρ#(w) =
|{g ∈ F : wg = #}|
|F | ,
the density of ∗ and # in w respectively. Denote by
w(F, ∗) = {g ∈ F : wg = ∗} and w(F,#) = {g ∈ F : wg = #},
the subsets of F on which w takes values ∗ and # respectively.
Let 0 < ρ < 1 and let (T ′n) be a primely congruent sequence of finite irreducible
tilings of G as in Theorem 3.8. Denote by S ′n = S(T ′n) = {S ′n,1, S ′n,2, · · · , S ′n,k′n} the
shapes of T ′n. By Theorem 3.8 and Remark 3.9, we assume that eG ∈ C(S ′n,1) for each
n and
eG ∈ S ′1,1 ⊂ S ′2,1 ⊂ · · · and ∪n≥1 S ′n,1 = G.(4.1)
Step 1. Take T1 = T ′1 . Denote by S1 = S(T1) = {S1,i : i = 1, 2, . . . , k1} with k1 = k′1
and S1,i = S
′
1,i for each i = 1, 2, . . . , k1. For each shape S1,i, i = 1, 2, . . . , k1, let Ai be a
subset of S1,i with
ρ <
|Ai|
|S1,i| ≤ ρ+
1
|S1,i| .
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Define w1,i ∈ Pˆ S1,i by
(w1,i)g =
{
∗, if g ∈ Ai,
#, otherwise.
Then define w1 ∈ PˆG by
w1|S1,ic = w1,i, for any tile S1,ic ∈ T1.
Step 2. Take l1 large enough such that any tile of T ′l1 with shape S ′l1,i contains
more than |Pδ1 ||w1(S1,1,∗)|- many elements in T1 with S1,1-shape. Take R1 ⊂ C(S ′l1,1) and
h1 ∈ C(S ′l1,1) such that
1 eG ∈ R1,
2 |R1| = |Pδ1 ||w1(S1,1,∗)| and S1,1R1 ⊂ S ′l1,1,
3 h1 /∈ R1 and S1,1h1 ⊂ S ′l1,1.
Define a word w′1 ∈ Pˆ S
′
l1,1 by modifying w1|S′l1,1 on w1(S1,1R1, ∗) such that:
(1) if g ∈ S ′l1,1 \ w1(S1,1R1, ∗), then (w′1)g = (w1)g, if g ∈ w1(S1,1R1, ∗), then
(w′1)g ∈ Pδ1 ;
(2) for r ∈ Rn, w′1|w1(S1,1,∗)r’s are mutually different, i.e. {w′1|w1(S1,1,∗)r}r∈R1 =
{Pw1(S1,1,∗)δ1 }.
In the following we will take m1 large enough and then take T2 = T ′m1 . Denote
by S2 = S(T2) = {S2,i : i = 1, 2, . . . , k2} with k2 = k′m1 and S2,i = S ′m1,i for each
i = 1, 2, · · · , k2. The requirements of T2 is the following:
(1) S2,1 contains g1h1;
(2) any tile S2,ic of T2 contains some S ′l1,1c′ ∈ T ′l1 , moreover, we assume for S2,ic’s,
S ′l1,1c
′’s are chosen such that S ′l1,1c
′c−1’s are the same due to the requirement in
Remark 3.6;
(3)
|w1(S2,ic \ S ′l1,1c′, ∗)|
|S2,ic| > ρ.
By condition (4.1), (1) can be satisfied when m1 is sufficiently large. (2) can be satisfied
by the irreducibility of T ′l1 whenever S2,i’s are sufficiently invariant. Since any tile S2,ic
of T2 is the disjoint union of some tiles of T1 and on each tile T of T1, ρ∗(w1|T ) > ρ,
when the size of S ′l1,1c
′ is negligible compared with S2,ic, (3) can be satisfied.
For each S2,ic ∈ T2, define v1,i ∈ Pˆ S2,ic (for different S2,ic’s, v1,i’s are the same up to
translations) such that
(1) v1,i|S′l1,1c′ = w
′
1;
(2) on w1|S2,ic\S′l1,1c′ , change the ∗’s into #’s as many as possible such that
(a) ρ∗(v1,i) > ρ always holds;
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(b) for each S1,j cˆ ∈ T1 with S1,j cˆ ⊂ S2,ic \ S ′l1,1c′,
ρ∗(v1,i|S1,j cˆ) > ρ−
1
|S1,j| ;
(c) we first change the ∗’s into #’s for tiles with S1,k1-shape, then tiles with
S1,k1−1-shape and so on.
Define w2 ∈ PˆG such that w2|S2,ic = v1,i for each S2,ic ∈ T2.
Suppose that we have finished step n for n ≥ 2. Using a similar way as step 2, we
will obtain Tn+1 and wn+1 ∈ PˆG from Tn at step n+ 1.
Step n+ 1. Take ln large enough such that any tile of T ′ln with shape S ′ln,i contains
more than |Pδn||wn(Sn,1,∗)|- many elements in Tn with Sn,1-shape. Take Rn ⊂ C(S ′ln,1)
and hn ∈ C(S ′ln,1) such that
(1) eG ∈ Rn,
(2) |Rn| = |Pδn||wn(Sn,1,∗)| and Sn,1Rn ⊂ S ′ln,1,
(3) hn /∈ Rn and Sn,1hn ⊂ S ′ln,1.
Similar with step 2, we modify the *’s of wn|S′ln,1 on Sn,1Rn without changing other
places to obtain w′n ∈ Pˆ S
′
ln,1 such that
{w′n|wn(Sn,1,∗)r}r∈Rn = {Pwn(Sn,1,∗)δn }.
We note that w′n|Sn,1hn = wn|Sn,1 = vn−1,1|Sn,1 and no ∗ occurs in w′n|Sn,1 .
In the following we will take mn large enough and then take Tn+1 = T ′mn . Denote bySn+1 = S(Tn+1) = {Sn+1,i : i = 1, 2, . . . , kn+1} with kn+1 = k′mn and Sn+1,i = S ′mn,i for
each i = 1, 2, · · · , kn+1. The requirements of Tn+1 is the following:
(1) Sn+1,1 contains gnh1h2 · · ·hn;
(2) any tile Sn+1,ic of Tn+1 contains some S ′ln,1c′ ∈ T ′ln , moreover, we assume for
Sn+1,ic’s, S
′
ln,1
c′’s are chosen such that S ′ln,1c
′c−1’s are the same due to the
requirement in Remark 3.6;
(3)
|w1(Sn+1,ic \ S ′ln,1c′, ∗)|
|Sn+1,ic| > ρ.
By condition (4.1), (1) can be satisfied when mn is sufficiently large. (2) can be satisfied
by the irreducibility of T ′ln whenever Sn+1,i’s are sufficiently invariant. Since any tile
Sn+1,ic of Tn+1 is the disjoint union of some tiles of Tn and on each tile T of Tn,
ρ∗(wn|T ) > ρ, when the size of S ′ln,1c′ is negligible compared with Sn+1,ic, (3) can be
satisfied.
For each Sn+1,ic ∈ Tn+1, define vn,i ∈ Pˆ Sn+1,ic (for different Sn+1,ic’s, vn,i’s are the
same up to translations) such that
(1) vn,i|S′ln,1c′ = w′n;
(2) on wn|Sn+1,ic\S′ln,1c′ , change the ∗’s into #’s as many as possible such that
(a) ρ∗(vn,i) > ρ always holds;
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(b) for each Sn,j cˆ ∈ Tn with Sn,j cˆ ⊂ Sn+1,ic \ S ′ln,1c′,
ρ∗(vn,i|Sn,j cˆ) > ρ−
1
|Sn,j| ;
(c) we first change the ∗’s into #’s for tiles with Sn,kn-shape, then tiles with
Sn,kn−1-shape and so on.
Hence
vn,1|Sn,1hn = w′n|Sn,1hn = vn−1,1|Sn,1hn = vn−1,1|Sn,1 .(4.2)
Moreover, by (a) of (2), after vn,i is defined, we have that
ρ < ρ∗(vn,i) ≤ ρ+ 1|Sn+1,i| .(4.3)
Define wn+1 ∈ PˆG such that wn+1|Sn+1,ic = vn,i for each Sn+1,ic ∈ Tn+1.
Since Sn,1 ⊂ Sn+1,1, we have that wn+1|Sn,1 = vn,1|Sn,1 = w′n|Sn,1 . Because w′n|Sn,1
contains no ∗’s, in the proceeding steps, for k > 1, the restriction of wn+k’s to Sn,1
is preserved and equal to w′n|Sn,1 . Noticing that Sn,1 ↗ G, the limit of the sequence
(wn)n∈N exists. We then let w = limn→∞wn.
Note that for each g ∈ G, wg cannot be ∗. Replace the #’s of w into some p ∈ P to
obtain x ∈ PG. Then our subshift is defined by X = ∪g∈Ggx.
To summarize, we list some properties of the words appeared in our constructions:
1. vn,i is defined on tiles in Tn+1 of Sn+1,i-shape and the restrictions of vn,i to these
tiles are the same (up to translations).
2. wn+1 is defined on the whole G and wn+1|Sn+1,ic = vn,i for each Tn+1 tile Sn+1,ic.
3. w′n is defined on S
′
ln,1
and Sn,1 ⊂ S ′ln,1 ⊂ Sn+1,1.
4. For each k > 1, wn+k|Sn,1 = wn+1|Sn,1 = vn,1|Sn,1 = w′n|Sn,1 and no * occurs in
this word.
5. vn,1|Sn,1hn = w′n|Sn,1hn = wn|Sn,1 = vn−1,1|Sn,1 .
4.2. Lower bound for mdim(X,G). For any n ∈ N, due to the definition of vn,1 in
step n+ 1, Sn,1hn ⊂ Sn+1,1. Hence we can obtain a sequence of increasing finite subset
of G:
S1,1 ⊂ S2,1h−11 ⊂ . . . ⊂ Sn+1,1h−1n h−1n−1 · · ·h−11 ⊂ . . . .
Since gnh1h2 · · ·hn ∈ Sn+1,1 for each n, we can deduce that
{g1, g2, · · · , gn} ⊂ Sn+1,1h−1n h−1n−1 · · ·h−11 .
Hence
∪∞n=1Sn+1,1h−1n h−1n−1 · · ·h−11 = G.
We note that {Sn+1,1h−1n h−1n−1 · · ·h−11 } forms a Følner sequence of G.
To give the lower bound for mdim(X,G), we first let
Jn = {g ∈ Sn+1,1 : (vn,1)g = ∗}h−1n h−1n−1 · · ·h−11 .
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By (4.2),
{g ∈ Sn,1 : (vn−1,1)g = ∗}hn = {g ∈ Sn,1hn : (vn−1,1)g = ∗}
⊂ {g ∈ Sn+1,1 : (vn,1)g = ∗}.(4.4)
Hence Jn−1 ⊂ Jn and we then let
J = ∪∞n=1Jn = lim
n→∞
Jn.
Since
|J ∩ Sn+1,1h−1n h−1n−1 · · ·h−11 |
|Sn+1,1h−1n h−1n−1 · · ·h−11 |
≥ |Jn||Sn+1,1| = ρ∗(vn,1) > ρ,
we have that δ(J) ≥ ρ.
Now we will find an x′ ∈ X such that for any z ∈ PG,
piG\J(z) = piG\J(x′)⇒ z ∈ X.
∀u ∈ P J , for any t > 0, we define ut ∈ (P ∪ {#})St+1,1 by the following:
(ut)g =
{
(u)gh−1t h−1t−1···h−11 , if g ∈ Jth1h2 · · ·ht;
(vt,1)g, if g ∈ St+1,1 \ Jth1h2 · · ·ht,
i.e. ut,n|vt,1(St+1,1,∗) = u′n|vt,1(St+1,1,∗) and ut,n|St+1,1\vt,1(St+1,1,∗) = vt,1|St+1,1\vt,1(St+1,1,∗).
We can find u′n ∈ (Pδn)J for each n > 0 such that limn→∞(u′n)g = (u)g for any g ∈ J .
When n > t, we define ut,n ∈ (P ∪ {#})St+1,1 such that
(ut,n)g =
{
(u′n)gh−1t h−1t−1···h−11 , if g ∈ Jth1h2 · · ·ht;
(vt,1)g, if g ∈ St+1,1 \ Jth1h2 · · ·ht.
Hence ut = limn→∞ ut,n.
We note that St+1,1ht+1ht+2 · · ·hn−1 ⊂ St+2,1ht+2ht+3 · · ·hn−1 ⊂ · · · ⊂ Sn,1. By (4.2)
again
vt,1|St+1,1 = vt,1|St+1,1ht+1ht+2···hn−1
= vt+2,1|St+1,1ht+1ht+2···hn−1
= · · ·
= vn−1,1|St+1,1ht+1ht+2···hn−1 .
By (4.4),
{g ∈ St+1,1 : (vt,1)g = ∗}ht+1ht+2 · · ·hn−1 ⊂ {g ∈ Sn,1 : (vn−1,1)g = ∗}
= wn(Sn,1, ∗).
Due to the construction of w′n, any combination of points in Pδn can be found in
{w′n|wn(Sn,1,∗)r : r ∈ Rn}. Hence any combination of points in Pδn can also be found in
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{w′n|wn(St+1,1ht+1ht+2···hn−1,∗)r : r ∈ Rn}. Thus we can find some rt,n ∈ Rn such that
ut,n = w
′
n|St+1,1ht+1ht+2···hn−1rt,n
= wn+1|St+1,1ht+1ht+2···hn−1rt,n
= w|St+1,1ht+1ht+2···hn−1rt,n
= (ht+1ht+2 · · ·hn−1rt,nw)|St+1,1 .
Changing all #’s into p and taking a limit point of the sequence (ht+1ht+2 · · ·hn−1rt,nw)
as n goes to infinity, we can find xut ∈ X such that xut |St+1,1 = ut. Letting t→∞, we
then define x′ ∈ X to be a limit point of (h1h2 · · ·htxut). It follows that x′|J = u since
(h1h2 · · ·htxut)|Jt = xut|Jth1h2···ht = u|Jt .
Now let z ∈ PG such that piG\J(z) = piG\J(x′). Let θ = z|J and replace u of the
above process into θ. It is easy to show that z ∈ X. Applying Proposition 2.1,
mdim(X,G) ≥ ρ dimP .
4.3. Upper bound for mdim(X,G). For any n ∈ N and  > 0, whenever Fn ∈ F (G)
is sufficiently invariant, when we see the restriction of Tn on Fn, the union of Tn-tiles
which are contained in Fn has a portion bigger than 1 − . The same thing holds for
any translation of Tn.
Due to the patterns of the restrictions Tng|Fn , g ∈ G, we can partition G into L-many
classes Q1, Q2, . . . , QL and in each class Qj, the restrictions Tng|Fn , g ∈ Qj, are of the
same pattern, i.e. for any g1, g2 ∈ Qj, Tng1|Fn = Tng2|Fn . Here L is the total number of
such different patterns, which is finite and depends on Fn and the shapes of Tn.
For any tile Sn,ic ∈ Tn, let us compare x|Sn,ic and vn−1,i. Due to the construction of
x, for any h ∈ Sn,ic, xh = (vn−1,i)h whenever (vn−1,i)h 6= ∗. Let 1 ≤ j ≤ L be fixed.
For g ∈ Qj, (g−1x)|Fn ’s coincide on the following set
{h ∈ Sn,icg ∩ Fn : Sn,ic ∈ Tn and (vn−1,i)hg−1 6= ∗}.
Denoted this set by C. Then
dim {(g−1x)|Fn : g ∈ Qj} ≤ |Fn \ C|.
Noticing that
Fn \ C = {h ∈ Sn,icg ∩ Fn : Sn,ic ∈ Tn and (vn−1,i)hg−1 = ∗}
⊂ {h ∈ Sn,icg ⊂ Fn : Sn,ic ∈ Tn and (vn−1,i)hg−1 = ∗}
∪ (Fn \ {h ∈ Sn,icg ⊂ Fn : Sn,ic ∈ Tn}),
we have the following estimate:
|Fn \ C| ≤
∑
Sn,icg⊂Fn,Sn,ic∈Tn
ρ∗(vn−1,i)|Sn,i|+ |Fn|
≤ (ρ+ 1
min1≤i≤kn |Sn,i|
)|Fn|+ |Fn| (by (4.3)).
Since
piFn(X) = {(g−1x)|Fn : g ∈ G} = ∪Lj=1{(g−1x)|Fn : g ∈ Qj},
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we have that
dim piFn(X) ≤ max
1≤j≤L
dim {(g−1x)|Fn : g ∈ Qj}.
Thus
dimpiFn(X)
|Fn| ≤ ρ+
1
min1≤i≤kn |Sn,i|
+ .
Hence by Proposition 2.2,
mdim(X,G) ≤ lim inf
n→∞
dim(piFn(X))
|Fn| ≤ ρ.
4.4. Minimality of (X,G). To show (X,G) is minimal, it suffices to show that for
any n, the set {g ∈ G : (gx)|Sn,1 = x|Sn,1} is syndetic.
Noticing that after step n + 1, in each tile Sn+1,1c ∈ Tn+1, w|Sn,1c = wn+1|Sn,1c, we
have that {g ∈ G : (gw)|Sn,1 = w|Sn,1} ⊃ C(Sn+1,1). Since Tn+1 is irreducible, by
Lemma 3.1, C(Sn+1,1) is syndetic. Hence
{g ∈ G : (gx)|Sn,1 = x|Sn,1} ⊃ {g ∈ G : (gw)|Sn,1 = w|Sn,1}
is also syndetic, which shows that (X,G) is minimal.
Finally, we ask the following question:
Question 4.1. Does there exist a minimal subshift of PG whose mean topological di-
mension equals dimP?
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