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Abstract—The paper addresses the problem to estimate the
power spectral density of an ARMA zero mean Gaussian
process. We propose a kernel based maximum entropy spectral
estimator. The latter searches the optimal spectrum over a
class of high order autoregressive models while the penalty
term induced by the kernel matrix promotes regularity and
exponential decay to zero of the impulse response of the cor-
responding one-step ahead predictor. Moreover, the proposed
method also provides a minimum phase spectral factor of the
process. Numerical experiments showed the effectiveness of the
proposed method.
I. INTRODUCTION
We consider the problem to estimate the power spectral
density of an autoregressive and moving average (ARMA)
zero mean Gaussian process. The latter has been success-
fully addressed by the so called “Tunable High REsolution”
(THREE)-like methods for which a large body of literature
is available [1], [2], [3], [4], [5], [6], [7], [8] as well as
for the multidimensional case [9], [10], [11] and the case
of dynamic networks [12], [13], [14], [15]. According to
this approach, the output covariance of a bank of filters
is used to extract information on the input power spectral
density. More precisely, the estimated spectrum is the one
maximizing a suitable entropy-like functional and matching
the output covariance matrix. For a comprehensive analysis
of the possible entropy-like functionals we refer to [16], [17].
In regard to the bank of filters, it has to be designed by the
user and it fixes the model class in which we search the
optimal spectrum [18]. In general the design of such a bank
is very challenging especially in the case that no a priori
information about the process is available.
In the simple case that the bank is constituted by n delays,
then we obtain the maximum entropy (ME) estimator which
is also known as Burg estimator [19]. The latter searches
the optimal spectrum over the class of autoregressive (AR)
processes of order n. The selection of n (which is the
unique parameter of the bank of filters) can be performed
by resorting to complexity measures such as AIC and BIC,
[20], [21].
Since an (stable) ARMA processes can be approximated
by an high order process, one could use the ME spectral
estimator with n large for ARMA process. However, the
resulting estimator will be affected by high variance. In
this paper we propose a kernel based ME spectral estimator
which searches the optimal spectrum over the class of high
order AR processes while the complexity (i.e. degrees of
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freedom) is controlled through a penalty term induced by
kernel matrix. More precisely adopting the Bayesian per-
spective, the impulse response of the predictor (which is a
“long” FIR) is modeled as a zero mean Gaussian vector with
covariance matrix (i.e. kernel matrix) embedding impulse
response regularity and the fact that it decays to zero in an
exponential way. Then, we show that the estimated spectrum
is given by solving a generalized version of the Yule-Walker
equations whose solution leads to a minimum phase spectral
factor of the process and thus the estimated spectrum is well
defined. Such result is a natural extension of the proof by
Stoica and Nehorai [22] for the usual Yule-Walker equations.
Finally, the kernel matrix is not known: we propose an
empirical Bayes approach to estimate it.
It is worth noting that spectral estimation can be performed
using the kernel based method proposed in [23]. More
precisely, it estimates the correlation function, however there
is no theoretical guarantee that the corresponding spectrum
is positive over the unit circle. An alternative is to consider
kernel based prediction error methods (PEM), [24], [25].
However, it guarantees the predictor stability but it is not
guaranteed the system stability [26], i.e. it is not guaranteed
that the estimated spectrum is well defined.
The outline of the paper is as follows. In Section II we
review the ME spectral estimator. In Section III we introduce
the kernel based ME spectral estimator and in Section IV we
propose an empirical Bayes approach to estimate the kernel
matrix from the data. In Section V we provide a Fisherian
interpretation of the proposed estimator. In Section VI we
present some numerical experiments. Finally, in Section VII
we draw the conclusions.
II. MAXIMUM ENTROPY SPECTRAL ESTIMATION
Let y = {yt , t ∈ Z} be a zero mean stationary Gaussian
stochastic process. The latter is completely described by the
(real-valued) power spectral density
Φ(e jϑ ) = ∑
k∈Z
rke jϑk, ϑ ∈ [0,2pi] (1)
where rk = E[ytyt+k] is the k-th covariance lag. Notice that
Φ(e jϑ )> 0 for any ϑ . We consider the problem to estimate
Φ given a finite length sequence yN := {y1 . . .yN} extracted
from a realization of y. Modern high resolution spectral
estimators are given by maximizing a suitable entropy-like
functional subject to some moment constraints, see [1]. Here,
the model class of the process is characterized by a bank of
filters, typically denoted by G(z), which has to be designed
by the user. However, the choice of G(z) is difficult if
no a priori information is available. In the special case
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that G(z) = [1 z−1 . . . z−n ]T , with n ≤ N, and the objective
function is the entropy rate, we obtain the ME estimator
Φˆ=argmax
Φ
∫ pi
−pi
logdetΦ(e jϑ )dϑ
s.t.
∫ pi
−pi
Φ(e jϑ )e jϑk
dϑ
2pi
= rˆk, k = 0 . . .n (2)
where rˆk = 1N ∑
N−k
t=1 ytyt+k is the estimate of rk using data y
N .
The latter searches the optimal spectrum over the class of
AR models of order n
b(z)yt = et (3)
where b(z) = ∑nk=0 bkz−k and e= {et , t ∈ Z} is white Gaus-
sian noise with unit variance. Indeed Φˆ= (bˆML(z)bˆML(z))−1
where bˆML(z) is characterized as follows. If we define
b=
[
b0 . . . bn
]T
, (4)
then bˆML(z) corresponds to the maximum likelihood (ML)
estimator
bˆML = argmin
b∈Rn+1
`(yN ;b) (5)
where `(yN) is the so called Whittle log-likelihood
`(yN ;b) :=
N−n
2
(− log(bT vvTb)+bT Σˆb) , (6)
Σˆ=

rˆ0 rˆ1 . . . . . . rˆn
rˆ1 rˆ0
. . .
...
...
. . . . . .
...
... . . .
...
rˆn . . . . . . rˆ1 rˆ0

, (7)
v= [1 0 . . . 0 ]T . Notice that, Σˆ is Toeplitz and positive definite
with high probability. It is not difficult to prove that the
solution of (5) is bˆML = a/
√
a0 where a= [a0 a1 . . . an ]T is
given by solving the Yule-Walker equations
a= Σˆ−1v. (8)
It is well known that bˆML(z) has zeros inside the unit circle
and thus bˆML(z)−1 is a minimum phase spectral factor of Φˆ.
Moreover, Φˆ> 0, i.e. the spectrum is well defined. Although
in (2) the bank of filters is very simple, we need to choose
n, that is the order of the AR model. The latter step is
typically addressed by resorting to complexity measures such
as AIC and BIC [20], [21]. However, the selection of n is
not trivial and may compromise the optimality properties, in
particular for shorter data records; moreover, it corresponds
to a combinatorial optimization problem. In what follows we
propose a kernel based maximum entropy estimator which
searches the optimal over a large model class (i.e. high
order AR models) while the complexity is controlled by a
regularization term induced by the kernel matrix.
III. SPECTRAL ESTIMATION USING A GAUSSIAN PRIOR
We address the problem to estimate the power spectral
density Φ of a zero mean ARMA Gaussian stationary process
y. Let w(z) be a minimum phase rational spectral factor of
Φ, then
w(z)−1yt = et (9)
where et is white Gaussian noise with variance equal to one.
Since w(z)−1 is rational, we can rewrite it using the Laurent
expansion:
w(z)−1 =
∞
∑
k=0
bkz−k. (10)
Notice that −b−10 bk, with k ≥ 1, is the impulse response of
the one-step ahead predictor (see equation (16) below). Since
w(z) is minimum phase, we have that the sequence bk, with
k ≥ 0, belongs to `1, i.e. ∑∞k=0 |bk|< ∞. This implies that
w(z)−1 ≈ b(z) :=
n
∑
k=0
bkz−k (11)
where n is sufficiently large. In other words, we can always
approximate an ARMA process with an high order AR
process. Let b be defined as in (4). Given the dataset yN ,
then we could estimate it by solving (5). However, the
corresponding estimator will be affected by high variance,
i.e. the complexity of the model is not well controlled.
In order to counteract this aspect, we adopt the Bayesian
perspective. More precisely, we model b as a Gaussian
random vector with zero mean and covariance matrix λK.
λ > 0 is called scale factor and K > 0 is called kernel matrix.
Therefore, its probability density is:
p(b) =
1√
(2pi)n+1 detK
exp
(
− 1
2λ
bTK−1b
)
. (12)
The, the negative log-likelihood of yN and b is
`(yN ,b) =− log p(yN ,b) =− log p(yN |b)− log p(b)
=
N−n
2
(− log(bT vvTb)+bT Σˆb)
+
1
2
logdet(λK)+
1
2λ
bTK−1b+ c1 (13)
where c1 is a constant term not depending on b and K.
Assume that we have a preliminary estimate of b0, say b˜0,
then
log(bT vvTb) = logb20 = 2logb0 ≈ 2log b˜0+
2
b˜0
(b0− b˜0)
= 2log b˜0+
2
b˜0
(bT v− b˜0) (14)
accordingly
`(yN ,b)≈ N−n
2
(
− 2
b˜0
bT v+bT Σˆb
)
+
1
2
logdet(λK)+
1
2λ
bTK−1b+ c2 (15)
where c2 is a constant term not depending on b and K. It is
worth noting that we can rewrite the AR model in (3) as
yt = a(z)yt +ut (16)
where a(z) = 1−b−10 b(z) and ut is white noise with variance
equal to b−20 . As suggested in [27], a simple an effective
way to estimate b−20 is to consider a low order AR model
and solve (2). Then, notice that adding the constant term
(N−n)vT Σˆ−1v/2b˜20 in (15) we obtain
`(yN ,b)≈ 1
2
‖v˜−Φb‖2+ 1
2
logdet(λK)+
1
2λ
bTK−1b+ c3
where
v˜=
√
N−n
b˜0
L−1v, Φ=
√
N−nLT , Σˆ= LLT (17)
c3 is a constant term not depending on b and K. Notice that
L is an arbitrary square root decomposition of Σˆ, e.g. the
Cholesky decomposition. Accordingly, the ML estimator for
b is
bˆML = argmin
b∈Rn+1
`(yN ,b) = argmin
b∈Rn+1
‖v˜−Φb‖2+λ−1‖b‖2K−1 .
(18)
Therefore, bˆML is the solution to a regularized Least squares
problem. In particular, it is not difficult to prove that
bˆML = λKΦT (λΦKΦT + I)−1v˜
= bˆ−10
(
Σˆ+((N−n)λK)−1)−1 v. (19)
Notice that bˆML does not depends on the particular decompo-
sition Σˆ= LLT . It is worth noting that the role of the penalty
term λ−1‖b‖2K−1 is to reduce the variance of the estimator
since n is chosen large. In case that λ →∞, i.e. there is no a
priori information on b, then we obtain the usual maximum
entropy problem in (5).
It remains to design the kernel matrix K that encodes the
a priori information on b(z). For instance, we want that bˆML
corresponds to a polynomial bˆML(z) whose zeros are inside
the unit circle. Moreover, bk should decay to zero in an
exponential way as k increases because the latter are the
coefficients of the Laurent expansion of a transfer function
whose poles are inside the unit circle. In what follows we
propose two kernel matrices satisfying such requirements.
The latter has been already used in kernel based PEM
methods in a successful way, see e.g. [24], [25].
A. Diagonal (DI) kernel
We consider the kernel matrix defined as
KDI = diag(β ,β 2,β 3 . . .β n+1) (20)
where β ∈ (0,1). In Figure 1 (top panel) we show five real-
izations of b∼N(0,λKDI) with λ = 1 and β = 0.85. As we
see, in all these realizations bk decays in an exponential way.
Indeed, for any realization of b we have that ‖b‖2K−1 < ∞
almost surely which implies that bk decays in an exponential
way almost surely.
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Fig. 1: Top panel. Five realizations of b using the Diagonal
kernel. Bottom panel. Five realizations of b using the Tuned-
Correlated kernel.
Proposition 1: Let bˆML be the estimate using KDI . If the
corresponding polynomial bˆML(z) is nonnull, then it has
zeros inside the unit circle.
Proof: By (19) we have that
(Σˆ+R)bˆML = b˜−10 v (21)
where
R= ((N−n)λK)−1 := diag(r1,r2 . . .rn+1) (22)
and rk = ((N− n)λβ k)−1. Thus, rk+1 ≥ rk > 0. Let z˘ be a
zero of bˆML(z). If z˘= 0, then it is inside the unit circle and
we have finished. Otherwise we have z˘ 6= 0. Define
uk =
{
bˆ0, k = 1
z˘uk−1+ bˆk−1, k = 2 . . .n
(23)
where bˆML = [ bˆ0 bˆ1 . . . bˆn ]T . Accordingly,
u= z˘u˜+ bˆML (24)
where u = [u1 u2 . . . un 0 ]T and u˜ = [0 u1 u2 . . . un ]T . Using
(24), we have
u∗(Σˆ+R)u= (z˘u˜∗+ bˆTML)(Σˆ+R)(z˘u˜+ bˆML)
= |z˘|2u˜∗(Σˆ+R)u˜+ bˆTML(Σˆ+R)bˆML+2ℜ[z˘bˆTML(Σˆ+R)u˜]
= |z˘|2u˜∗(Σˆ+R)u˜+ bˆTML(Σˆ+R)bˆML+2b˜−10 ℜ[z˘vT u˜] (25)
where in the last equality we exploited (21). Notice that
vT u˜= 0, accordingly the last term on the right hand side is
equal to zero. Moreover u∗Σˆu= u˜∗Σˆu˜ because Σˆ is a Toeplitz
matrix. Therefore,
u∗(Σˆ+R)u= |z˘|2u∗Σˆu+ |z˘|2u˜∗Ru˜+ bˆTML(Σˆ+R)bˆML. (26)
Finally notice that
u˜∗Ru˜=
n
∑
k=1
rk+1|uk|2 ≥
n
∑
k=1
rk|uk|2 = u∗Ru. (27)
Using the latter inequality in (26), we obtain
u∗(Σˆ+R)u≥ |z˘|2u∗(Σˆ+R)u+ bˆTML(Σˆ+R)bˆML (28)
and thus
(1−|z˘|2)u∗(Σˆ+R)u≥ bˆTML(Σˆ+R)bˆML. (29)
The right hand side in (29) is positive because Σˆ+R> 0 and
bˆML 6= 0 (otherwise bˆML(z) = 0). Moreover, u∗(Σˆ+R)u > 0
because u 6= 0 (otherwise bˆML = 0). Accordingly, we have
1−|z˘|2 > 0, that is z˘ is inside the unit circle. 
It is worth noting the proof above is in the same spirit of
the one in [22] for the Yule-Walker equations in (8).
B. Tuned-Correlated (TC) kernel
We consider the kernel matrix KTC whose entry in position
(t,s) is defined as
[KTC]ts = βmax(t,s)−β n+2, t,s= 1 . . .n+1 (30)
where β ∈ (0,1). It is worth noting that KTC in (30) is a
modified version of the one proposed in [25]. Indeed, the
latter is defined as
[K˜TC]t,s = βmax(t,s), t,s= 1 . . .n+1. (31)
However, for n large the two kernel matrices K˜TC and KTC
are very similar. In Figure 1 (bottom panel) we show five
realizations of b∼N(0,λKDI) with λ = 1 and β = 0.85. As
we see, in all these realizations bk decays in an exponential
way. Moreover, these impulse responses are more smooth
than the ones using the diagonal kernel. Also in this case, for
any realization of b we have that bk decays in an exponential
way almost surely. It is not difficult to prove that
KTC = (FDFT )−1 (32)
where
F =

1 0 . . . . . . 0
−1 1 . . . ...
0
. . . . . .
...
... . . .
...
0 . . . . . . −1 1

(33)
D=
1
β −β 2 diag
(
1,
1
β
,
1
β 2
. . .
1
β n−1
,
1
β n
)
. (34)
Proposition 2: Let bˆML be the estimate using KTC. If the
corresponding polynomial bˆML(z) is nonnull, then it has
zeros inside the unit circle.
Proof: Equation (21) still holds with R= FD˜FT where
D˜= diag(d1,d2 . . .dn+1) (35)
and dk = ((N−n)λβ k−1(β−β 2))−1 for k= 1 . . .n+1. Thus,
dk+1 ≥ dk > 0 for k = 1 . . .n. Let z˘ a zero of bˆML(z). If
z˘= 0, then it is inside the unit circle and we have finished.
Otherwise we have z˘ 6= 0. We define u and u˜ as in the proof
of Proposition 1. Accordingly, (24) holds. Using the same
arguments in the proof of Proposition 1, we obtain (26).
Then, we have
u˜∗Ru˜= d1|u1|2+
n
∑
k=1
dk+1|uk−uk+1|2+dn+1|un|2
≥ d1|u1|2+
n
∑
k=1
dk|uk−uk+1|2+dn+1|un|2
≥
n
∑
k=1
dk|uk−uk+1|2 = u∗Ru
and thus u˜∗Ru˜ ≥ u∗Ru. Accordingly, using the same argu-
ments in the proof of Proposition 1 we obtain (29) and thus
z˘ is inside the unit circle. 
IV. HYPERPARAMETERS ESTIMATION
The maximum likelihood estimator of Section III depends
on η := [λ β ]T which are called hyperparameters in the
machine learning community. η is not known and has to be
estimated form the data yN . According to the empirical Bayes
perspective, [28], an estimate of η is given by maximizing
the probability density of yN under the model AR of order n
in (3) with b∼N(0,λKβ ) where we made explicit the fact
that K depends on β . In our case, such probability density
is
p(yN) = c4
∫
Rn+1
exp(−`(yN ,b))db (36)
where c4 is a positive constant term not depending on b and
η . Accordingly, an estimator for η is
ηˆ =argmax
η
`(yN)
s.t. λ > 0, 0< β < 1 (37)
where `(yN) = − log p(yN) is the so called negative log-
marginal likelihood function. In order to find an analytical
expression for `(yN) we need the following results.
Proposition 3: Let h : Rn+1 −→ R be such that its Hes-
sian matrix ∂ 2h(b)/∂b2 = H is constant and positive defi-
nite.Then,∫
Rn+1
exp(−h(b))db= 1√
det(2piH)
exp(−h(b◦)) (38)
where b◦ minimizes h(b), see [29].
In our case h(b) = `(yN ,b) and
H =
∂ 2 `(yN ,b)
∂ b2
=ΦTΦ+λ−1K−1β (39)
which is constant and positive definite. Moreover, b◦ = bˆML
and it is not difficult to see that
`(yN , bˆML) =
1
2
v˜T (λΦKβΦT + I)−1v˜+
1
2
logdet(λKβ )+ c2.
(40)
Then, we can apply Proposition 3, thus
p(yN) =
1√
det(2pi(ΦTΦ+λ−1K−1β ))
exp(−`(yN , bˆML))
(41)
and
`(yN) =
1
2
logdet(ΦTΦ+λ−1K−1β )+
1
2
v˜T (λΦKβΦT + I)−1v˜
+
1
2
logdet(λKβ )+ c5
=
1
2
logdet(λΦKβΦT + I)+
1
2
v˜T (λΦKβΦT + I)−1v˜+ c5
(42)
where c5 is a constant term not depending on η .
The resulting spectral estimation procedure can be sum-
marized in the following steps:
1) Compute a preliminary estimate b˜0 of b0 from yN using
a low order AR model
2) Set n large and such that n≤ N
3) Compute the Toeplitz matrix Σˆ in (7) from yN
4) Compute a square root of Σˆ
5) Compute Φ and v˜ as in (17)
6) Compute ηˆ = [ λˆ βˆ ]T which minimizes (42)
7) bˆML = λˆKβˆΦ
T (λˆΦKβˆΦ
T + I)−1v˜.
It is worth noting that (42) is not a convex function. However,
there is a large body of literature dealing with the global min-
imization problem of functions of type (42) under constraints
λ > 0 and 0< β < 1, se e.g. [30].
V. DEGREES OF FREEDOM
Problem (18) has also an interpretation in the Fisherian
perspective, i.e. when b is understood as an unknown but
fixed vector. In this case, (18) is a regularized ML estimator
of b. Since (18) is a regularized Least squares problem, the
corresponding degrees of freedom of the estimated model
are defined as [31]:
d f (η) = tr[Φ(ΦTΦ+(λKβ )−1)−1ΦT ]
= tr[(Σˆ+((N−n)λKβ )−1)−1Σˆ]. (43)
It is well known that d f (η)∈R (and nonnegative) measures
the complexity of the model: the higher d f (η) is, the more
complex the model is. In the special case that λ =∞, i.e. no
regularization is present, we have:
d f (η) = tr[Σˆ−1Σˆ] = n+1 (44)
that is, as expected, the complexity is an integer number
corresponding to the number of parameters to estimate for
the AR model. We conclude that regularization allows to
control the complexity, through η , in a finer way than the
case without regularization.
VI. EXAMPLE
We test the performance of the proposed kernel based
spectral estimator using the DI and TC kernel with the
ME spectral estimator. An alternative way to estimate the
spectrum is to use a kernel-based PEM method introduced
in [24]. The latter estimates an high order AR model by
minimizing the one-step ahead prediction error of the model
plus the penalty term induced by the DI or the TC kernel.
Note that this method does not guarantees that the b(z) has
zeros inside the unit circle, and thus that the estimated power
spectral density is well defined. In what follows we will use
the following notation for the spectral estimators:
• ME denotes the ME estimator equipped with the BIC
criterium for selecting the optimal n over the set
{1,2 . . . 50}
• ME-DI denotes the kernel based ME estimator using the
DI kernel
• ME-TC denotes the kernel based ME estimator using
the TC kernel
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Fig. 2: Estimated spectra versus the true spectrum over the
frequency interval [0.4,0.6]. The dashed line depicts the
frequency of the poles of the true model.
• PEM-DI denotes the kernel based PEM estimator using
the DI kernel
• PEM-TC denotes the kernel based PEM estimator using
the TC kernel.
For all the kernel based methods we set n= 50.
In the first experiment we generate a dataset yN with N =
500 from the ARMA process
yt =
√
2
(z− z0)(z− z0)
(z− p0)(z− p0)
et (45)
where z0 = 0.85e j0.52 and p0 = 0.98e j0.482. Each estimator
returns a polynomial bˆ(z), then the corresponding spectral
estimator is Φˆ(z) = (bˆ(z)bˆ(z−1))−1. Figure 2 depicts the
estimated spectra versus the true spectrum. As we can see
ME-DI and ME-TC performs better than ME. Finally, the
PEM method provides the worst performance. Regarding
the degrees of freedom we have: d fME = nˆBIC + 1 = 8
d fME−DI(ηˆ) = 10,8131 and d fME−TC(ηˆ) = 8,8943 where
nˆBIC is the optimal AR order according to the BIC criterium.
In the second experiment we consider a Monte Carlo study
composed by 100 runs. In each run we generate a dataset yN
with N = 500 of an ARMA process yt = w(z)et where w(z)
is a minimum phase spectral factor with 3 zeros and poles.
Each poles has modulus equal to 0.98 while the phase is
drawn form a uniform distribution over [0,pi]. Each zero has
modulus equal to 0.85 while the phase is chosen randomly
(according to a uniform distribution) but sufficiently close to
the one of a pole. More precisely, if ϑz denotes the phase
of the zero, then there exists a pole with phase ϑp such that
|ϑz−ϑp| ≤ 0.06. Then, for each estimator we evaluate the
reconstruction error which is defined as:
e=
∫ pi
−pi ‖Φˆ(e jϑ )−Φ(e jϑ )‖2dϑ∫ pi
−pi ‖Φ(e jϑ )‖2dϑ
(46)
where Φ denotes the true spectrum. Figure 3 shows the
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Fig. 3: Boxplots of the reconstruction error of the spectral
estimators in the Monte Carlo experiment. Red crosses
represent the outliers.
boxplots of the reconstruction error. As we can see, ME-
DI and ME-TC provide the best performance while the
PEM methods provides the worst performance. Finally, in
all the runs the kernel based PEM methods returned bˆ(z)
with zeros inside the unit circle, so that we did not need to
use the refined procedure in [26] to approximate bˆ(z) with a
minimum phase filter. However choosing the poles of w(z)
with absolute value equal to 0.995, the kernel based PEM
methods sometimes returned bˆ(z) non-minimum phase while
our methods always returned bˆ(z) minimum phase.
VII. CONCLUSION
In this paper we have introduced a kernel based ME
spectral estimator. We have proposed two kernel matrices
embedding the property that the impulse response of the one-
step ahead predictor should have: regularity and exponential
decay to zero. Moreover, we showed that the estimated
spectrum is given by solving a generalized version of the
Yule-Walker equation which leads also a minimum phase
spectral factor of the process. Finally, numerical experiments
showed the effectiveness of the proposed method in respect
to the ME spectral estimator and kernel based PEM methods.
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