Abstract. In this paper we analyze a method designed to replace PDE's with rapidly varying coefficients by PDE's with constant coefficients. This method is based on a combination of an asymptotic expansion and a variational principle. We show that for smooth data the method has the same approximation properties as the more standard approach based only on an asymptotic expansion. More importantly, we show that the present method works well also for nonsmooth data. This may be seen as a result of the optimal way in which the method treats boundary layers.
We may think of u (x) as denoting the temperature of a conductor occupying D and having conductivity A(x/e) which is rapidly varying.
It has been shown in some detail (cf. [1] , [3] , [5] , [13] , [16] , [19] ) that when e is small and all the data is smooth u (x) is well approximated by the solution to the homogenized, constant coefficient, problem The correspondence between u(x)of (1) and u(x)of (2) for small e is this:
u u weakly inH (11) ase0 and by compactness therefore u u strongly in H (fl) for any s < 1. But one cannot
show that u u strongly in H(f), which is convergence in the energy norm, and indeed this is false.
The big advantage of (2) over (1) is clearly that the highly oscillatory coefficients have been replaced by constant coefficients.
To understand why (1) can be approximated by (2) and how to construct approximations to u that are close in the energy norm it is convenient to perform a multiple scales asymptotic expansion (cf. [3] , [8] , [12] , [14] ). We look for u (x) in the form U X bl X nt-e lg X, -Jr'F, bl 2 X, '"
We treat x and y x/e as independent variables, insert the above expression into (1) and match equal powers of e. This leads to a sequence of problems the solution of the first of which requires that u (x, x/e) has the form Ul X, Xi u(x), i= Ox with Xi, 1 <-/" <_-n, as determined by (3) . The second problem is similar to the first, but with a different right-hand side. It is the solvability requirement for this problem that leads to the effective equation (2) for u.
An interesting variation of this argument is found in [10] . There the effective equations are found entirely from considerations involving convergence of the energy, i.e., only a very weak form of matching.
In the references given above several other examples are treated" problems in fluid mechanics [3] , [14] , probabilistic problems [3] , [12] , etc. Connections with the averaging method for ordinary differential equations and other asymptotic problems are presented in detail in [12] , while dynamic and high frequency problems are analyzed in [3] .
In [3] it is shown by many methods, the most efficient and elegant being the one given by Tartar [16] , that (4) u(x) u(x+ x m(x)-x U(X) C81/2 provided u E H2(l-), ( Some clear disadvantages of (2) and (4) -(Vx +e-iVy) (A(y)(Vx +e-Vy)U(x, y))+b(y)U(x, y) =/(x), This problem is identical to (1) [13] ).
Let denote the set of functions Vo(X)+e Z Xj(y)vj(x) vieIl(f), 0 <-] <=n j=l where Xi, 1--<] _-<n, are as defined in (3) . We can then "project" U onto 7/" in the semi-inner product associated with (6) . By setting y x/e in the result of this projection we obtain an approximation to u (x) of the form (7) u(x)+e . X,()u(x), 
The system (8) for u , 0 =</" _-< n, may also be obtained by averaging the variational principle associated with (1) as in Whitham's approach to modulation theory (cf. [18] ).
That is, in the expression we insert for V a function of the form Vo(X)+e i=xXi(x/e)vj(x), keep x fixed and average the integrand with respect to y x/e and then calculate the variation of the integral with respect to vi, 0-< f <-n. This leads to the system (8).
We now prove two results about the structure of this system and its solutions. and this proves the first assertion.
Concerning the second part of the lemma it suffices to prove (2) and u, {u[}j"=l the solution to (8) .
There exists a constant C (independent of e) such that Ilu , u II1 -<-Ce'/(llu I1 + Ilu I1.,oo), <-/<-n, and IIVuTIIo c-'/(llull + <-i<-_n, provided u H2(') 0 Wl'(').
Proof. The formal "limit" equations, for e 0, corresponding to (8) For a proof of the last one see, e.g., [9] . This combined with Lemma 3.2 implies that for all q > max (n, 2) there exists Cq such that (13) ui Oxi Wa'([0, 1]")V1 <-!" <-n. Let u;, {u7}7= be the solution to (8) . Provided (14) u(x) u,(x)+ 2 x uT(x) <=cIIfll-.
From the previous theorem we also know that (15) u(x) u,(x)+ for any q > max (n, 2). Applying interpolation by the socalled K-method (cf. [4] ) to (14) and (15) we obtain for 0 < O < 1 and q > max (n, 2) that The Sobolev embedding theorem says that for t=n/2-n/q and 2Nq <.
Let us in the following assume that n 2. The case n 1 may be handled by a similar argument. By taking q n + 8 and suciently small we thus obtain (17) H for a given but arbitrarily small > 0. The inclusion (17) immediately implies that (18) n-+(/2+(n) (n-(n), L (n))0,. Here we have used the well known fact (cf. [4] , [11] ) that H-+(/2+() (n-(a),n/-+(a))o,. Now choose 0 < 0 < 1 such that (This can be done since -1 <s), then by a combination of (16) and (18) Let us first take the case a < rr. By a linear transformation it is possible to map fl onto a new domain with a corner of angle < min (rr/(t-1), r). This induces a mapping L of functions on fl to functions on ft.
We define a bounded operator P: H 1()-->/_1() the following way, -APu + Pu =-Au + u in (Z, Pu 0 on 0.
Because of the size of the angle t it is clear (cf. [6] ) that P is also a bounded operator A combination of this and (22) gives where can take any value <rain ((r-1)/2, 1/2), provided u eH(fl). From, e.g., [6] we know that if f e H (fl) for some 1 < s then u e H (l-l) for some 1 < r (how large r can be taken depends both on s and the size of maximal angle). Formula (23) thus immediately guarantees convergence. converges like e where v is smaller than, but arbitrarily close to min (7r/2c, 1/2). 6 . The "nearly" degenerate ease. We now study more closely what happens to this procedure for homogenization when A gets very near a point of degeneracy.
We limit our analysis to the case n 1, i.e., A(y) a (y), and shall always implicitly assume that f is sufficiently smooth for our arguments to be valid. Our main result, Theorem 6.1, shows that although the system (8) We are now in a position to prove the main result of this section. It shows that although the alternate procedure for homogenization at first glance may seem singular at points a (y)= constant, this is not really so. THEOREM 6.1. Assume that 0 < ao <-_ a (y) -<_ a < o, and that f is sufficiently smooth. Let X be adjusted so that ax O. Let u o, u be the solution to (24) with homogeneous Dirichlet boundary conditions and u the solution to the present version of (1) . There exists a constant C independent of a and e (but dependent on ao, a and f) such that u(x)-(u;(x)+ex()u(x))l <-Ce /.
Pro@ It is not difficult to see that Combining this estimate with the result of Lemma 6.3 we obtain that the second term in the right-hand side of (34) can be bounded by with C independent of a, e. This finishes the proof of the theorem.
Remark 6.1. Consider the case that a is a constant. The term u; is still uniquely determined by (24) (actually u; is also the exact solution to (1) ). The term u7 is completely undetermined, but due to the fact that 0 this does not matter to the sum u;(x)+eX(x/e)u7 (x). As it should do, the alternate procedure thus produces the true solution.
. 1 boundary-layer analysis for th uto. In this and the following section we shall justify that the boundary-layers associated with the singularly perturbed system (8) are identical to the optimal cutoff (near 0) of the first two terms u(x)+e
of the formal asymptotic expansion. The optimality is defined in terms of energy. This is the basis for our claim that not only does the system (8) preserve homogeneous Dirichlet boundary conditions, it automatically provides a solution which is at least as good as the optimal one can obtain based on u (x), V xu (x) and a cutoff. The optimality of boundary-layers also provides heuristic insight as to why this method is very good with problems with nonsmooth data.
The analysis presented here could be carried out in any dimension n (along the normal direction to the boundary 0II), but for simplicity of exposition we only consider the case n 1, II [-1, 1] .
It is quite clear that the absolute terms involving b in the equations (1), (2) and (8) do not influence the optimal cutoff, nor the boundary layers of (8) , so for convenience we set b 0. Since (8) is already an averaged system it is very natural that we have to define the optimal cutoff for u(x)+eX(x/e)(d/dx)u(x) in an averaged sense in order to compare. To this end let us assume that the coefficient A in (1) is not only a function of x/e but also of a random grid location. To be specific the coefficient is a -+yo(tx E where 0-< yo -< 1 is a uniformly distributed random variable on the probability space (, d/x). (Remember that the matrix A is just a single function a in this case.)
We now proceed to find the equations that characterize the optimal cutoff.
Let mi(" ), 0, In the engineering literature (see, e.g., [1] and references therein) the following numerical method to deal with problems involving composite materials can be found:
Introduce the set where Pa denotes the set of continuous piecewise polynomials of degree <=r, with respect to the mesh //. (Elements of W are sometimes referred to as "super elements" because of their similarity to splines in the "fast" variable x/e.) Select the set W as test and trial functions in the weak formulation IaI (A({)Vu(x)Vv(x)+b()u(x)v(x)) dx IcI f(x)v(x) dx".
Since the coefficients of the bilinear form are nonconstant (highly oscillatory) and the test and trial functions are also highly oscillatory there is a considerable amount of work associated with computing the matrices for this finite dimensional problem exactly.
The finite dimensional equations resulting from the discretization of the system (8) , as outlined before, represent the natural homogenization or "lumping" of the equations derived from the "super elements".
Remark 9.2. The numerical experiments that have been carried out, and some of which were presented in [17] , indicate an additional benefit of the system (8 [17] . A system similar to (8) can also be derived from the complementary energy expression and the adjoint asymptotic analysis as carried out in [3] . Since the energy principle is now one of maximizing an energy expression, this approach will naturally lead to lower bounds for the energy.
