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In this paper we generalize some of the results of Merkes and Scott [I] 
to the Riccati equation in a complex Banach algebra X with identity I. In 
the following, small letters denote scalars, capital letters denote elements 
of X and a(A) is the spectrum of the element A of X. 
We use a sequence of linear fractional transformations to obtain the formal 
continued fraction representation of the solution to the Riccati equation. 
These formal continued fractions are defined in the appendix. For a more 
complete discussion, see [2, 31. 
Let A(z), B(z), C(Z), D(Z) and W(Z) be elements of X dependent on the 
complex variable z and consider the equation 
L(W) = zm+lW’ + AW + WB + WCW -/- asD = 0, W(O) = 0, (1) 
where m and 6 - 1 are nonnegative integers and the prime in (1) signifies 
differentiation with respect to Z. 
DEFINITION. (I) is admissibze if 
(i) A, B, C and D are analytic at z = 0, 
(ii) A(O), B(0) and C(0) are not all zero, D(0) # 0 unless D = 0, 
(iii) a(k1 + A(0)) n a(-B(0)) = o for K = 0, 1, 2 ,... . (2) 
THEOREM 1. If (2) holds, there is a unique formal power series solution, 
W = P(z), which vanishes at z = 0 and P(z) = O(9). Further, P(x) = 0 if 
and only if D = 0. 
Proof. Let A = Cz=‘=, zkA, ,..., D = Cz=‘=, xkDk and P(z) = CT+, z~+~E~ , 
01 a nonnegative integer. Put these expressions into (1) to get 
WW) = in’+ go (a + k) z’“E, + x” 2 zk f AjEkwj 
k=O i=O (3) 
+ zn f .zk 5 EjBkej + Go1 $ zk 5 Ej ‘5 C,E,+, + zs g z”D,. 
k=O i=O k=O i=O 1-O k=O 
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If D f 0, D(0) # 0 and P(z) can be a solution only if S > 01. The condition 
that P(z) be a formal power series solution of (1) forces L(P(z)) = 0 in (3). 
If m = 0 and we assume S > 01, it follows that (~1 + A,&, + E,B, = 0 which 
has a nontrivial solution (see [4]) if and only if a(& + A,) n +B,,) + . 
which is false. Thus the coefficients of zk vanish if and only if S =- cx and 
the E,; are determined by 
[(a + A) I + AJ E, + E,B, =f(di 7 Bj > Ci > Dj > Ej), (4) 
where 0 < i < k and 0 < j < k. All of these equations have unique solutions 
[4] since f = 0 if and only if D = 0. H ence there is only one power series 
which vanishes at x = 0 when D +k 0. If D - 0 then E, = 0 for all k so 
P(z) = 0. The case m > 0 is handled in a similar way. If P(z) FE 0 then P(x) 
satisfies (1) if and only if D = 0. 
We now require that the coefficients of 
L,(PI’,) = Xm+lwn’ + A,W,, + W,B, + WnC,~‘n + z~%, = 0, 
W,(O) = 0 (5) 
satisfy (2) and further, that the lead coefficient in the formal power series 
expansion of IV, be invertible. If we set 
w, = XO”fl(I +W,+,)-IF,,,  (6) 
where pnL1 is a positive integer and F,,, is an invertible element of S, 
independent of z, it is easily shown that 
LJ W,) = -ZP”f’(l + w,+,)-l-L+,(w,+l)(I + wn, 11-l Fn+1 7 (7) 
where 
A n+1 = -pn+lxmI - F,+,B,F& - x+‘n+lD F-l n n-L1 ,
B n+l = -A, - z~~-“~+~D~F&, 
c n+1 = --x ~‘~‘ID,F;;:~, 
xsn+lD - A n+1 - _ A _ x”nc~F n+1 n C n+1 n- (8) 
THEOREM 2. If (5) is admissible (and the lead term of the power series 
expansion of W, is invertible) then L,+,(W,+,) is admissible if and only if 
pnll = 6, and F,,, satisfies 
m = 0 : S,I + A,(O) + F,+JL(O) Fiil + D,(O)Fi:l = 0, 
(9) 
m + 0 : A,(O) + F,+,B,(O) FGil + D,(O) FciI = 0. 
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Proof. We treat only the m = 0 case. Thus, (8) becomes 
A n+1 = -Pn+lI - F,+lB,,F;~l - z~~-“~+~D,F;~~ , 
B n+1= --z 6@,+1D,,F;;:I - A,, , 
C n+1 = %a+, + 4,s 
z~*+~D,,+~ = Anfl - A, - zDn+‘F C n+1 n- (10) 
Suppose pn+l = 6, , (9) h o Id s and (5) is admissible. Then (10) satisfies (i) 
and (ii) of (2). N ow a(kZ + A,,(O)) n a(-B,+l(0)) # B if and only if 
[see (lo)] a(KI + A,(O)) n u( -B,+,(O))‘# o , if and only if 
if and only if u(Zl + A,(O)) n u(- B,(O)) # 0 for some nonnegative integer 1. 
Thus, u(kI + A,+l(0)) n a(-B,+l(0)) = ,LZY and (iii) of (2) is satisfied and 
L,+,( W%+r) is admissible. Obviously, pn+l < 6, . Conditions (2) imply that 
the constant term in ~5+1D,+~ must vanish. Thus, if pntl < 6,) then 
pn+$ + 40) + F,+A(O)K~:, = 0 or 
[pn+J + AnUN Fn+, + Fn+JW) = 0 
which is true if and only if F,,, = 0. So pnfl = 6,. This, together with the 
fact that the constant term of x~=+~D,+~ must vanish implies that 
W + 4’91 Fn,, + Fn+AP) - DnVX = 0 
has a nonzero solution F,,, , which concludes the theorem. 
Use of Theorem 2 and iteration of the transformation (6) starting with an 
admissible equation L,(W,) = 0 (together with the hypothesis that all 
required inverses exist) generates a formal continued fraction solution. If 
D,(z) E 0, the formal continued fraction is defined to be zero; otherwise 
we define it to be 
terminating or not, where 6, # 0 and the invertible elements F, are deter- 
mined as in Theorem 2. The expression (11) terminates with the nth partial 
quotient if and only if n is the smallest index for which D,(z) = 0. 
If all the requirements for the above development are satisfied, the formal 
identity 
L,(W,) = (-1)” z”n(1$- IV,)-l *** (I+ ~&lL(~?J 
x (I + W&l F,, ..* (I + W,)-IF, (12) 
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follows from (7) where the W, are related by (6) and V, = pr $ p2 + ... + p,, . 
If we set W, = 0, there results 
L,(N;‘IM,) = (- 1)” ~“,+~(1+ WI)-’ ... (I i W,-,)-‘D,F, 
x (I + We,) m-0 (I + W,)YF, , (13) 
where ill, and N, are, respectively, the n-th numerator and denominator 
of (1 I). 
We omit the proof of the following theorem. 
THEOREM 3. To each formal continued fraction (11) there corresponds a 
unique power series P(z) such that 
P(z) - N,-‘i& = O(Z”~+‘). (14) 
We now relate the formal continued fraction solution of L,( W,,) = 0 to its 
formal power series solution after noticing that, by (12), LO(N;lM,J = 
O(z~n+i). The proofs of the next two theorems are similar to those in [l] 
and so are omitted. 
THEOREM 4. If L,(W,,) is admissible (and all required inverses exist) then 
the corresponding power series P(z) of its formal continued fraction solution is 
the unique power series solution of L,( W,,) = 0 which vanishes at z = 0. 
THEOREM 5. Along with the hypothesis of the previous theorem, assume 
that the coe@krzts are analytic throughout a region containing z = 0 in its 
interior. If the formal continued fraction solution (11) converges unsformly in 
the region to W(x), then W(z) is the unique solution of L,(W,,) = 0, analytic 
in the region with W(0) = 0. 
There are some cases where a simple criterion can be found for the 
existence of the inverses of the F, . 
THEOREM 6. Let L,( W,,) be admissible and the lead term in the power series 
expansion of either A or B in (1) be a scalar times the identity. Then F, is 
invertible if and only if D,-l(O) is. 
Proof. Let B(0) = ,31 and m = 0. Then from (2) we get 
[(a + P) I + A(O)] 4, = --D(O), 
so that E,, is invertible if and only if D(0) is (note that (iii) of (2) guarantees 
that (a + /3) I + A(0) is invertible). But E,, is just FI . The proof for this 
322 FAIR 
case is concluded by induction. The cases A(O) = ~1, m # 0 etc. are treated 
similarly. 
Due to its previous applications in control theory [5] and more recently 
to the close connection between the matrix Riccati equation and integral 
equations [6], the matrix Riccati equation has been the subject of much 
attention. Since a class of these equations is a special case of the equation 
treated in this paper, we close with a few remarks about the equation 
Y’+AY+YB+YCY+D=o, Y(O) = yo 7 (15) 
where all entries are m x m functions of t. After some appropriate trans- 
formations, (15) is of the form (1) so that the analysis of this paper applies. 
In the important special case where the coefficients of (15) are constant, 
the associated quadratic equation 
AQ+QB+QCQ+D=O 
is of interest. If C is invertible, (16) can be transformed into 
(16) 
G2fKG-L=O, (17) 
K andL known. In certain cases, the solution to (17) is given by the convergent 
expression, see [3], 
G = Ld? . . . . 
K+ K+ 
WV 
Thus in the case of certain matrix Riccati equations with constant coeffi- 
cients, a complete analysis is obtained solely by the use of continued fractions. 
APPENDIX 
Here we define convergence for the formal expression 
Associated with (A.l) is the sequence of approximants 
N,-lMn 
as long as N;’ exists where 
Ml = z”F, = M, ; Nl = I and N, = I + z”“Fz 
64.1) 
64.2) 
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and M, , N, both satisfy the recurrence relations 
(A.31 
We say (A.l) converges to K (for z in D) in the Banach algebra X if Nil 
exists for sufficiently large n (for x in D) and the sequence N$M, converges 
to K in the norm of the algebra (for z in D), D a subset of the complex 
plane. 
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