Leverage scores, loosely speaking, reflect the importance of the rows and columns of a matrix. Ideally, given the leverage scores of a rank-r matrix M ∈ R n×n , that matrix can be reliably completed from just O(rn log 2 n) samples if the samples are chosen randomly from a nonuniform distribution induced by the leverage scores. In practice, however, the leverage scores are often unknown a priori. As such, the sample complexity in uniform matrix completion-using uniform random sampling-increases to O(η(M ) · rn log 2 n), where η(M ) is the largest leverage score of M . In this paper, we propose a twophase algorithm called MC 2 for matrix completion: in the first phase, the leverage scores are estimated based on uniform random samples, and then in the second phase the matrix is resampled nonuniformly based on the estimated leverage scores and then completed. The total sample complexity of MC 2 is provably smaller than uniform matrix completion-substantially so for reasonably coherent but wellconditioned matrices whose leverage scores exhibit mild decay. Numerical simulations suggest that the algorithm outperforms uniform matrix completion in a much broader class of matrices, and in particular, is much less sensitive to the condition number than our theory currently requires. At the same time, the two-phase algorithm is never worse in sample complexity than standard matrix completion by more than a constant factor, since most of the samples are drawn uniformly.
Introduction
Matrix completion is commonly defined as the problem of recovering a low-rank matrix M ∈ R n1×n2 from a fraction of its entries, observed on an often random index set [4, 11, 24] . To be concrete, let n 1 = n 2 = n and set r = rank(M ) for short. Also let M = U ΣV * be the "skinny" singular value decomposition (SVD) of M , where U, V ∈ R n×r have orthonormal columns and the diagonal matrix Σ ∈ R r×r contains the singular values of M .
In uniform low-rank matrix completion (UMC), each entry of M is observed with a probability of p ∈ (0, 1] so that, in expectation, pn 2 entries of M are revealed. As reviewed in more detail in Section 2, from these uniform samples, M can be successfully reconstructed (via convex programming, for example) provided that
where η(M ), the coherence of M , in a sense measures how "diffuse" M is. Note that, throughout, we often use to simplify the presentation by omitting universal constant factors. Above, the dependence of p on r and n is optimal in worst-case complexity, up to a logarithmic factor, and also η(M ) := n r U . It is also common to say that M is coherent (incoherent) when η(M ) is very large (small). Loosely speaking, a coherent matrix is "spiky" whereas an incoherent matrix is "diffuse" with respect to the distribution of the magnitudes of its entries. For example, if M [1, 1] = 1 is the only nonzero entry of M , then M is extremely coherent since η(M ) = n r . Roughly speaking, in UMC, we can expect to successfully recover M from O(η(M ) · rn log 2 n) uniform samples. In particular, when M is incoherent, say η(M ) ≈ 1, then M can be completed from O(rn log 2 n) n 2 uniform samples. In contrast, when M is coherent, say η(M ) ≈ n r , then one needs to observe nearly all entries of M . For instance, if M [1, 1] = 1 is the only nonzero entry of M , then uniform sampling will collect M [1, 1] with a probability of p. So, unless p ≈ 1, M [1, 1] is not observed and successful reconstruction of this coherent matrix from uniform samples is highly unlikely.
The poor performance of UMC in completing coherent matrices can be remedied by means of leveraged (rather than uniform) sampling [7] . In the example above, M [1, 1] is by far the most important entry of M . Therefore, a better sampling strategy might be to measure M [1, 1] with more likelihood than the rest of the entries. More generally, the importance of the rows and columns of a rank-r matrix M ∈ R n×n are often measured by its leverage scores defined as 
It is easily verified that µ i (M ), ν j (M ) ∈ [0, n r ] for all i, j ∈ [1 : n] and that the coherence η(M ) is simply the largest leverage score of M . Moreover,
since U * U = V * V = I r , with I r ∈ R r×r being the identity matrix. Naturally, we might consider µ i (M ) + ν j (M ) as an indicator of the importance of M [i, j]. In the example where M [1, 1] = 1 is the only nonzero entry of M , µ 1 (M ) + ν 1 (M ) = 2n, whereas µ i (M ) + ν j (M ) = 0 for every i, j > 1, suggesting the importance of the first row and column of M .
If the leverage scores of M were known in advance, a good sampling strategy would be to measure the entries of M according to their importance µ i (M ) + ν j (M ). More specifically, in leveraged low-rank matrix completion (LMC), M can be recovered (via convex programming, for instance) provided that each entry M [i, j] is observed with a probability of P [i, j] that satisfies
That is, we can expect to recover M from n i,j=1
entries, as opposed to O(η(M ) · rn log 2 n) uniform samples required in UMC, thereby removing any dependence on coherence, and improving the sample complexity of low-rank matrix completion by up to a factor of n r .
Our contributions
In practice, the leverage scores of M are often unknown a priori, suggesting the need for a matrix completion scheme that would improve over UMC, particularly in completing coherent matrices, and yet not require much prior knowledge about M . In this paper, we propose a two-phase algorithm for matrix completiondubbed MC 2 -which 1. first estimates the relatively large leverage scores of M from uniform or "oblivious" samples, 2. draws a second batch of samples from a weighted distribution according to the estimated leverage scores from the first phase, and finally 3. completes M using both batches of samples, using for example convex optimization.
The prototype algorithm MC 2 is developed in Section 3 and summarized in Figure 1 . Unlike LMC, MC 2 requires little prior knowledge about M and yet substantially improves over UMC when, loosely speaking, M is reasonably coherent (1 η(M ) n r ). Our main sample complexity result is stated in Theorem 4 below. The main point is that the sample complexity can be improved for such matrices because one only needs rough estimates of the largest leverage scores of a low-rank matrix to apply the LMC theory, and one does not need sophisticated concentration inequalities to get such estimates-Chebyshev's inequality suffices. Thus, in general, fewer uniformly distributed entrywise samples are needed to obtain rough estimates for the largest leverage scores of a low-rank matrix than are needed to complete such a matrix entirely. Lemma 3, as a byproduct of our analysis, provides a new bound on the sample complexity for estimating a subset of the leverage scores of a low-rank matrix. This is interesting in its own right, given the additive nature of most of the available bounds in the literature of numerical linear algebra.
It is worth mentioning that the polynomial dependence on the condition number in the number of samples in our main result appears to be an artifact of the proof techniques; in numerical simulations, MC 2 improves over UMC for a much broader class of matrices and its performance degrades only mildly as the condition number κ increases. The performance of MC 2 and UMC are on par for completion of incoherent matrices. A variant of MC 2 first appeared in [7] where it was shown to outperform UMC in numerical simulations. Our main contribution in this paper is in carefully studying the performance of two-phase sampling as suggested there.
For clarity of exposition, we only consider the noiseless, exact low-rank case in this work. It is not difficult to extend the results here to matrices which are nearly low-rank, and to observations which have a small amount of noise, but this requires a more technical analysis which detracts from the main message of this paper. In future work, we hope to derive a simpler and stronger analysis for this more general setting.
Organization The rest of this paper is organized as follows. After a brief review, in Section 2, of the relevant concepts in matrix completion, MC 2 is developed in Section 3 and detailed in Figure 1 . The accompanying theoretical guarantees are given in Theorem 4 and Corollary 5. Without being exhaustive, Section 4 compares MC 2 and UMC numerically. Related work is discussed in Section 5.
Matrix Completion: A Brief Review
Consider a rank-r matrix M ∈ R n×n with "skinny" SVD decomposition M = U ΣV * . Here, U, V ∈ R n×r consist of orthonormal columns, and the diagonal matrix Σ ∈ R r×r collects the non-zero singular values of
, in non-increasing order (ties are broken arbitrarily).
Central to this work, the row and column leverage scores of M are defined as
It is easy to see that
so that {µ i (M )/n} i , {ν j (M )/n} j might be interpreted as probability distributions on the rows and columns of M , respectively. In a sense, leverage scores capture the importance of the rows and columns of M . The coherence of M is set to be the largest leverage score, namely
We may only access M through entrywise measurements M [i, j] and the goal is to recover M from as few such measurements as possible. For purposes of analysis, we assume that the entries of M are revealed randomly. In the uniform matrix completion (UMC) set-up, entries are revealed independently and with equal probability p ∈ (0, 1]. The following result is a corollary of Theorem 2 in [7] (see also [6] ), improving over results in previous works [4, 11, 24] :
[Uniform matrix completion (UMC)] Fix a rank-r matrix M ∈ R n×n and probability
is independently observed with probability p. Let Ω denote the set of observed indices. Let M ∈ R n×n be a solution of
where · * denotes the nuclear norm of a matrix (sum of its singular values). Then, except with a probability of 1 n 10 , we have exact low-rank matrix recovery, M = M , provided that
where C > 0 is a universal constant, independent of all dimensions and parameters.
The expected size of Ω under this set-up is pn 2 η(M ) · nr log 2 n, and a straightforward consequence of Hoeffding's inequality gives that UMC completes a rank-r matrix M ∈ R n×n with overwhelmingly high probability from O(η(M ) · rn log 2 n) of its entries, uniformly at random. UMC is particularly powerful when M is incoherent, η(M ) ≈ 1, in which case UMC requires only O(rn log 2 n) uniform samples. For more coherent matrices, UMC requires increasingly more uniform samples. At worst, when η(M ) = n r , we must observe nearly all entries of M .
We remark that there are alternatives to Program (10) for matrix completion; see for example [17, 16, 12, 2] , among many other algorithms.
The poor performance of UMC in completing coherent matrices is tied to the uniform sampling strategy. If the leverage scores of M were known in advance, a better sampling strategy would be to measure important entries of M (namely those corresponding to large leverage scores) with more likelihood, rather than sampling M uniformly at random. Indeed, leveraged sampling generalizes the results of UMC to the setting where the leverage scores are not uniform, and leads to substantial improvement over UMC, as we next describe. In leveraged matrix completion (LMC), given the knowledge of the leverage scores µ i (M ) and ν j (M ), i, j ∈ [1 : n] (or upper bounds on these quantities), we recover M from entries drawn from a weighted distribution biased towards rows and columns with large leverage scores. The following result is a reformulation of Theorem 2 in [7] .
Proposition 2. [Leveraged matrix completion]
Fix a rank-r matrix M ∈ R n×n and matrix of prob-
is independently observed with
Let Ω denote the set of observed indices. Let M ∈ R n×n be a solution of
Then, except with a probability of 1 n 10 , we have exact low-rank matrix recovery, M = M, provided that
where C is a universal constant, independent of all dimensions and parameters.
Noting the normalization n i,j=1
it follows that LMC completes a rank-r matrix M ∈ R n×n from O(rn log 2 n) entrywise observations, indepedent of its coherence. Thus, while in theory this can result in a factor of n r improvement in sample complexity over UMC, in practice, the leverage scores of M are often not known a priori; this impedes the practical implementation of LMC. We set out to address this problem next.
MC
2 : A Two-phase Algorithm for Low-rank Matrix Completion
So far, we reviewed uniform and leveraged matrix completion, and explained how the lack of a priori knowledge about the leverage scores impedes the implementation of leveraged sampling in practice. To resolve this issue, consider a two-phase algorithm which, in Phase 1, estimates the leverage scores from a small number of uniform samples, and in Phase 2, uses these estimated leverage scores for leveraged matrix completion. The idea for such a two-phase algorithm was presented in [7] , albeit without any theoretical guarantees of being superior to uniform matrix completion. Clearly, for extremely coherent cases such as matrices having only one non-zero entry, nothing can be done without more prior information. The main insight of this paper is that, for many moderately coherent low-rank matrices, two-phase adaptive sampling can provably complete low-rank matrices using fewer total samples than if all the samples were drawn uniformly. A key insight in our analysis is that, in Proposition 2 on leveraged matrix completion, in equation (13), one only needs bounds on sufficiently large leverage scores of the underlying matrix; small leverage scores are bounded automatically using the uniform samples obtained in Phase 1 and no further samples on this portion of the matrix are needed. The two-phase algorithm is described in Figure 1 and is followed by our main theoretical result. The intuition for why the two-phase matrix completion algorithm has lower sample complexity than uniform matrix completion in many instances is that that estimating a small number of leverage scores of a low-rank requires fewer uniform entrywise samples than completing the low-rank entirely. In particular, for the former task, we do not need strong concentration and can use very basic inequalities such as Chebyshev's inequality, as opposed to matrix Bernstein inequalities for the latter task. Chebyshev's inequality does not depend on an L ∞ uniform upper bound on the input random variables, and as such the following lemma, which is a key ingredient in the analysis of our main theorem, has weaker dependence on the matrix coherence compared to uniform matrix completion results.
Lemma 3 (Estimating leverage scores from uniform samples). Consider the notation of MC
2 in Figure 1 .
be the row (resp. column) leverage scores of the rank-r matrix M , arranged in decreasing order. Let κ = κ(M ) = σ 1 /σ r be the condition number of M , and fix integers L, d 1 , d 2 ∈ [1 : n], and fix τ ∈ [0, 1/3]. Provided that the Phase 1 sampling probability p ∈ (0, 1] is sufficiently large that
it holds with probability at least 1 − τ that
where µ (i) and ν (j) denote the corresponding estimated leverage scores defined in (15).
Proof. Without loss of generality, assume that the rows and columns of M are arranged according to decreasing magnitude of their corresponding leverage scores, that is,
We make use of several inequalities relating leverage scores, singular values, and magnitudes of matrix entries. Noting that
• Rank r and condition number κ = σ 1 /σ r of rank-r matrix M ∈ R n×n , and Phase 1 measurement budget of p ∈ (0, 1].
• Access to entrywise sampling of M ∈ R n×n .
Output:
Body:
1. (Phase 1: Uniform sampling) Observe each entry of M independently with a probability of p: let Y ∈ R n×n store the measurements, filled with zeros elsewhere. Let Ω ⊆ [1 : n] 2 be the corresponding index set over which M is observed.
(Estimate the leverage scores) Set
3. (Phase 2: Leveraged sampling) Set
where C is the universal constant from Proposition 2. Then, observe the [i, j]th entry of M with a probability of P [i, j] + p, for each i, j ∈ [1 : n]. Add the resulting index set to Ω.
(Matrix completion)
Let M be a solution of the program 
We now apply Bernstein's and Chebyshev's concentration inequalities using these bounds:
By Bernstein's inequality and the above bounds,
2. Second, fix index i and consider
The X j are independent zero-mean random variables, and
Applying Chebyshev's inequality,
In particular, in case of this event,
Apply the union bound to this inequality over i ∈ {1, 2, . . . , L}, and repeat the process over columns j ∈ {1, 2, . . . , L}.
Taking the union bound over events 1 and 2, and noting that 1/τ ≥ log(4/τ ) for 0 ≤ τ ≤ 1/3, we find that as long as the sampling probability p ∈ (0, 1] is sufficiently large that
With Lemma 3 in hand, we can now state and prove the main recovery result for the two-phase algorithm.
For any fixed integer L ∈ [1 : n], the following holds: Using a total number of samples
where C is the universal constant from Proposition 2, the two-phase algorithm MC 2 in Figure 1 recovers M as M = M with probability exceeding 1 − (τ + 1 n 10 ), provided that either
where C 1 is the universal constant from Proposition 1, and C 2 is the universal constant from Proposition 2.
The first condition, (21) , is the classical condition for exact matrix recovery, Proposition 1, applied to the uniformly-sampled Phase 1 entries. The second condition is new, and can correspond to a much lower probability. Recall that η(M ) = max{µ (1) , ν (1) } ∈ [1, n r ], with η = n r corresponding to "as coherent as possible" and η = 1 being "as incoherent as possible". In the completely coherent case, no algorithm can get around observing most of the matrix entries in order to complete the matrix. A general model for "somewhat coherent" matrices between these extremes are those whose maximal leverage score is on the order of n/r, and such that only a small number L of the remaining leverage scores are of the same order of magnitude as the largest. A particular class of such matrices would be those whose leverage scores exhibit power-law decay. Such matrices were considered in [23] as a model in providing theoretical guarantees with deterministic leverage score sampling for the column subset selection problem. In the same paper, empirical evidence was provided that such decay is abundant in real-world settings. For such matrices which are well-conditioned, the sample complexity bound (22) is significantly better than the bound available using standard uniform sampling.
Corollary 5. Suppose the rank-r matrix M has coherence η = max{µ (1) , ν (1) } ≥ n/r. Moreover, for fixed T > 0, suppose its largest leverage scores admit a power-law decay: for i, j ≤ η 
Assuming also the mild conditions, µ (n) ≥ 1/n 4 and ν (n) ≥ 1/n 4 , the two-phase algorithm MC 2 with sampling probability
recovers M as M = M with probability exceeding 1 − (τ + 1 n 10 ) from a total number of samples
Above, C = max{16, C 2 } where C 2 is the universal constant from Proposition 2.
Proof. Without loss of generality, suppose η = µ (1) ≥ ν (1) . Apply Theorem 4, with L = η 1 1+T , noting that in this case Lτ −1 κ 4 ≥ L ≥ log 2 (n) dominates in the bound (22) . Thus,
where C is the universal constant in the bound (22) . Theorem 4 then gives the Corollary.
Some remarks are in order.
• The number of samples in Corollary 5 is smaller than the sample complexity for UMC for wellconditioned matrices. Ideally, when κ = O(1), the number of samples in Corollary 5 reduces to
which is significantly smaller than O(ηrn log 2 (n)) for reasonably coherent matrices, namely, those
2+T . For example, taking η = n/r and T = 1/2 gives a sample complexity for the two-phase algorithm of
which is significantly smaller than the bound of |Ω| = ηrn log 2 (n) = n 3/2 r 1/2 log 2 (n) for UMC.
• Note that the two-phase algorithm requires setting a parameter which depends on knowing the condition number κ a priori, and that the improved bound for matrices whose leverage scores exhibit power-law decay holds for a particular choice of the sampling probability p which requires moreover knowledge of the power-law decay. It would be interesting in future work to examine whether these assumption can be removed. In Section 4.1 we describe a practical implementation of MC 2 in which knowledge of κ is not required.
• The fourth-order dependence on κ in the sample complexity bounds for MC 2 is likely pessimistic. In experiments described in Sections 4.2 and 4.3, we see at worst a quadratic scaling of the leverage score estimation errors as a function of κ. This raises the question of whether the κ 4 term in bounds such as (22) could ultimately be improved to κ 2 . This dependence could perhaps be improved even more using a more sophisticated algorithm along the lines of what is done in the paper [14] , but likely at the expense of a worse dependence on the rank r. Finally, the ultimate matrix recovery performance (not leverage score estimation error) in simulations is sometimes robust to condition number (see Section 4.2), though not always (See Section 4.3).
As a second corollary of the main result, we note that under mild conditions on the leverage scores, the log(n) factors in the sample complexity for matrix completion are removed by two-phase sampling; namely, assuming that the underlying matrix has a constant number L of leverage scores within a factor of log 2 (n) of either its largest row or column leverage score.
Corollary 6. Suppose the rank-r matrix M is such that max{µ (1) , ν (1) } ≤ n r log 2 (n) and such that
for some fixed integer L. Assuming also the mild conditions, µ (n) ≥ 1/n 4 and ν (n) ≥ 1/n 4 , the two-phase algorithm MC 2 with sampling probability
Proof. Plug in the stated value of L to the bound (22) in Theorem 4. We have
Proof of the Main Result
In this section, we prove the main result, Theorem 4.
Proof. Without loss of generality, assume the rows and columns of M are ordered according to the decreasing rearrangement of their leverage scores:
The first condition, (21), is simply the classical condition for exact matrix recovery, Proposition 1, applied to the uniformly-sampled Phase 1 entries. These entries constitute a subset of the sample set Ω used for completion in the two-phase algorithm MC 2 , so that a sufficient condition for exact recovery on this subset is immediately a sufficient condition for exact recovery using the larger set of measurements Ω.
The second condition, (22) , follows from our new analysis. First, by a straightforward application of Hoeffding's inequality, it holds with probability exceeding 1 − (τ + 1 n 10 ) that the number of sampled entries, |Ω|, after Phase 1 and Phase 2 of Algorithm MC 2 with the given p is bounded by
where C is the universal constant from Proposition 2. Moreover, by Lemma 3, for the top L row-and column-leverage scores using the uniformly sampled entries from Phase 1, we have the estimates
In this event,
and, similarly,
Moreover, for the remaining row-and column-leverage scores, (22) ensures that
Thus in this event, consider the subset of the entries in Ω that are sampled fresh in Phase 2, i.e., where each entry [i, j] is independently observed with probability p + P [i, j], and
A guarantee of exact recovery of M then follows by applying the known result for leveraged matrix completion, Proposition 2. In particular, this provides a guarantee for exact recovery using only the Phase 2 samples in Ω. In the event that the matrix M can correctly recovered from the Phase 2 samples, however, adding in the Phase 1 samples to the index set Ω will only shrink the feasible set of the Program (17) . Since the feasible set will always contain M , the exact recovery guarantee will also apply to the full set Ω containing both the Phase 1 and Phase 2 samples.
Numerical Simulations

Setup
In this section, we compare MC 2 with UMC. We test these algorithms on 12 different matrices, each of size n × n with n = 100 and having rank r = 5. These matrices are constructed to have a range of condition numbers κ and coherence levels η.
Eight of these matrices, which we denote as P1-P8 and refer to as power-law matrices, are generated by setting M = DU ΣV * D, where U and V are generic n × n random matrices with orthonormal columns, Σ is an n × n diagonal matrix with ones on the diagonal (for well-conditioned matrices) or with entries linearly spaced between 1 and n (for poorly-conditioned matrices), and D is an n × n diagonal matrix with entries that follow the power-law, D[i, i] ∝ i −γ . We set γ = 0 for incoherent matrices, and γ up to 2 for coherent matrices. We then construct the test matrix M by adjusting the singular values of M to be all ones (for well-conditioned matrices) or to be linearly spaced between 1 and n (for poorly-conditioned matrices).
The remaining four test matrices, which we denote as B1-B4 and refer to as block diagonal matrices, are constructed as M = diag (B 1 , B 2 
and the coherence of M is given by
We consider four distinct cases:
• Matrix B1 (incoherent, well-conditioned): We set b k = n r for all k to make η as small as possible (η = 1). We then set v k = 1 b k to make all singular values the same, and thus κ = 1.
• Matrix B2 (coherent, well-conditioned): We set b 1 = 2 and we set the rest of the b k 's to be larger than 2, in order to make η nearly as large as possible (η = n 2r ). We then set
to make all singular values the same, and thus κ = 1.
• Matrix B3 (incoherent, poorly-conditioned): We set b k = n r for all k to make η as small as possible (η = 1). We then set v k = 1 + (n−1)(k−1) r−1
(linearly spaced between 1 and n), to make the condition number κ = n.
• Matrix B4 (coherent, poorly-conditioned): We set b 1 = 2 and we set the rest of the b k 's to be larger than 2, in order to make η nearly as large as possible (η = n 2r ). We then set
, to make the singular values of M increase in a linear sequence from 1 to n, and thus the condition number is κ = n.
After the constructions above, all matrices are normalized such that M F = 1. The 12 test matrices are displayed in Figure 2 . Each matrix is displayed along with its condition number κ and coherence η.
To provide a fair basis for comparing MC 2 with UMC, we equalize the average sampling probability used in each algorithm. We refer to this average sampling probability as q throughout this section. For UMC, to achieve an average sampling probability of q, we simply set p = q and sample each entry of M independently with probability p, as prescribed in Proposition 1. For MC 2 , to achieve an average sampling probability of q, we first set p = q/2 and perform Phase 1 (uniform sampling) as prescribed in Figure 1 . We then set Phase 2 sampling probabilities P [i, j] according to (16) , but we set P [i, j] = 0 for all pairs (i, j) ∈ Ω to avoid duplicate sampling locations with Phase 1. We also adjust the constant C in this expression to achieve our sampling budget, i.e., to ensure that i,j P [i, j] = 1 2 qn 2 . We sample nonuniformly according to the probabilities P [i, j], and we add the sample indices to the Phase 1 index set Ω before finally completing the matrix.
We note that implementing MC 2 in this fashion is a slight deviation from the formulation presented in Figure 1 , where for example C was set according to its value in Proposition 1 and half of the uniform samples were reserved for Phase 2 only. However, as noted above, it allows careful testing at a predetermined average sampling probability of q. It also reveals that, for such a practical implementation, knowledge of the condition number κ is not actually necessary: although κ 2 appears in the formulas for estimating the leverage scores in (15) , this scaling is rendered irrelevant by our scaling of the constant C in (16) to hit our overall target sampling budget. Similarly, it is not necessary to know the rank r, which also appears in (16).
Results on power-law matrices
We begin with tests on the well-conditioned power-law matrices P1-P4. Figure 5(a) shows the probability of exact recovery (declared with the relative reconstruction error M − M F / M F < 10 −4 ) as a function of the average sampling probability q, both for MC 2 (solid curves) and for UMC (dashed curves). Results are averaged over 100 trials. In all cases, we see that MC 2 performs better than UMC. We also see that the performance of both MC 2 and UMC worsens as the coherence η increases (moving from P1 toward P4). However, while the degradation in performance is quite dramatic for UMC, it is only minor with MC 2 . Figure 5(b) shows the average normalized recovery error M − M F / M F over the 100 trials. Similar conclusions hold. For matrices P1 and P4 and with an average sampling probability of q = 0.3, Figure 5 (c) shows the accuracy of the leverage score estimates in MC 2 . In particular, for each row leverage score µ i of M , we compute the average estimated leverage score µ i and plot the relative multiplicative error µ i /µ i versus the true leverage score µ i . Note that the range of the true leverage scores differs between matrix P1 (shown in blue) and matrix P4 (shown in red). However, we see that the relative multiplicative error of all estimates clusters around 1 (dashed line), indicating that all leverage scores for these matrices can be estimated accurately. Finally, for matrices P1 and P4 and with an average sampling probability of q = 0.3, Figure 5( Figures 5(e)-(h) show the analogous results for the poorly-conditioned power-law matrices P5-P8. Once again, we see that MC 2 performs better than UMC. We also see once again that the performance of both MC 2 and UMC generally worsens as the coherence η increases (moving from P5 toward P8). However, while the degradation in performance is again quite dramatic for UMC, it is only minor with MC 2 . From Figure 5 (g), we see that the average leverage score estimates are generally much larger than the true leverage scores (by an amount of approximately 10 4 = κ 2 ). This is consistent with the dependence on the condition number suggested by the upper bound in Lemma 3, although it may be possible to reduce the κ 4 term to κ 2 .
Results on block diagonal matrices
Figures 5(a)-(d) show the reconstruction/estimation results for the well-conditioned block diagonal matrices B1 and B2. We see that UMC outperforms MC 2 on matrix B1, which is incoherent, but that MC 2 outperforms UMC on matrix B2, which is coherent. All leverage score estimates in MC 2 are again quite accurate, with multiplicative errors clustered around 1. We note that, in matrix B1, all true leverage scores are equal to 1, and all true squared column norms M [:, j] 2 F = 10 −2 . On matrix B2, the largest energy columns correspond to the smallest blocks in the block diagonal matrix. UMC performs poorly in reconstructing these columns, while MC 2 performs well. Figures 5(e)-(h) show the reconstruction/estimation results for the poorly-conditioned block diagonal matrices B3 and B4. These experiments illustrate the potential limitations of MC 2 on poorly-conditioned matrices, where inaccurate estimates of leverage scores can lead to poor reconstruction performance. On both matrices, UMC generally outperforms MC 2 . Moveover, we see that as with the poorly-conditioned power-law matrices, the multiplicative leverage score errors can be large, on the order of 10 4 = κ 2 . On matrix B3, all true leverage scores are equal to 1. Interestingly, on matrix B4, the larger leverage scores (which correspond to the smaller blocks in the block diagonal matrix) are estimated more accurately. We also see a general downward trend in the column reconstruction errors; with some exceptions, the larger norm columns (which correspond to the bottom right blocks in matrices B3 and B4) are recovered more accurately.
Results with noise
Finally, we repeat the reconstruction experiments with noisy samples. Recalling that all matrices M are normalized such that M F = 1, we add i.i.d. Gaussian noise to the samples with mean 0 and standard deviation σ. We modify the reconstruction steps in UMC and MC 2 by replacing the equality constraint with an inequality constraint P Ω (X − M ) 2 F ≤ δ, where δ is set as an oracle according to the true noise energy on the set Ω. Reconstruction errors are shown in Figures 5(a) -(e) for the power-law matrices P1, P4, and P8 and block diagonal matrices B2 and B4, respectively. We set the noise parameter σ = 0.001 (blue curves) or σ = 0.01 (red curves). In general, the performance of both MC 2 (solid curves) and UMC (dashed curves) worsens as the noise level increases. As in the noise-free experiments, the performance of MC 2 and UMC are quite close on matrix P1; MC 2 generally outperforms UMC on matrices P4, P8, and B2; and UMC outperforms MC 2 on matrix B4.
Related Work
Matrix completion is an active research topic with a myriad of practical applications, and the large body of related literature includes [4, 5, 24, 3, 18, 16, 7, 22, 19, 9, 11, 6 ]. An extension of the ideas in [7] to tensor completion recently appeared in [1] . Leverage scores are of particular interest in numerical linear algebra. For instance, in a large linear regression problem, working with a randomly-selected small row-subset of the design matrix will significantly improve the processing time, without adversely affecting the performance. On this front, a few relevant references are [8, 13, 20, 21, 15, 10] , where estimation of leverage scores is discussed. It is worth pointing out that, rather than row and column norms used in Theorem 4, one may alternatively utilize the column and row subspaces of Y (the measurement matrix), after truncation, to estimate the leverage scores. This, however, evidently leads to an additive (rather than multiplicative) error bounds (akin to [15] ) which are in fact not suited for the analysis of MC 2 here.
