Abstract -Zehavi showed that the performance of coded modulation over a Rayleigh fading channel can be improved by bit-wise interleaving the encoder output and by using an appropriate soft-decision metric as an input to a Viterbi decoder [2] . The goal of this paper is to present in a comprehensive fashion the theory underlying bit-interleaved coded modulation, to provide tools for evaluating its performance, and to give guidelines for its design.
I. I N T R O D U C T I O N AND MOTIVATIONS
Ever since 1982, when Ungerboeck published his landmark paper on trellis-coded modulation [l] , it has been generally accepted that modulation and coding should be combined in a single entity for improved performance. Of late, the increasing interest for mobile-radio channels has led to the consideration of coded modulation for fading channels. Thus, at first blush it seemed quite natural to apply the same "Ungerboeck's paradigm" of keeping coding combined with modulation even in a situation (the Rayleigh fading channel) where the code performance depends strongly, rather than on the minimum Euclidean distance of the code, on its minimum Hamming distance (the "code diversity" ) .
A notable departure from Ungerboeck's paradigm was followed by Zehavi [23,  who recognized that the code diversity could be further improved by making it equal to the smallest number of distinct bits (rather than channel symbols) along any error event. This is achieved by bit-wise interleaving the encoder output and by using an appropriate soft-decision bit metric as an input to the Viterbi decoder. Many further results along this line were recently reported (see references in [4] ). This paper elaborates on Zehavi's idea. Our goal is to present in a comprehensive fashion the theory underlying bit-interleaved coded modulation (BICM) and to provide a general information-theoretical framework for this concept. This analysis also yields tools for evaluating the performance of BICM (with bounds to error probabilities tighter than those previously known) as well as guidelines for its design.
SYSTEM MODEL
We consider a vector channel characterized by a family of transition probability density functions (pdf) parametrized by a complex-valued vector 8 representing the channel state (e denotes the complex field).
We assume that 6 is a stationary finite-memory process independent of the channel input x.
In general, BICM can be obtained by concatenating an encoder for a binary code C, with an N-dimensional memoryless modulator over a signal set X 5 c of size 1x1 = 2", through a bit interleaver and a oneto-one binary labeling map p : (0, l}m + X . The code sequence c is first interleaved by T . Next, the interleaved sequence n(c) is broken into subsequences of m bits each, which are mapped onto signals in X .
Finally, the resulting signal sequence g is transmitted over the vector channel. The bit interleaver can be seen as a one-to-one correspondence r : k -+ (k', i), where k denotes the time ordering of the coded bits Ck, k' denotes the time ordering of the signals Xk' transmitted over the vector channel, and i indicates the position of the bit ck in the label of Xk'. In the following we assume ideal (i.e., infinite-depth) bitinterleaving.
Let ti(x) denote the i-th bit of the label of x, and X i the subset of all the signals x E X whose label has the value b E {0,1} in position i (i.e., such that ti(x) = b.) Let 6 denote the complement of b and X i the complement set of X i . Finally, let y the channel output resulting from the transmission of x. The conditional pdf of y , given @(x) = 6 E ( 0 , l ) and 0 , assuming independent and uniformly distributed "bits" b, is
The above pdf is the conditional pdf of an equivalent channel model for BICM consisting of a set of m parallel independent and memoryless binary input channels connected to the encoder output by a random switch, which models ideal interleaving. 
Channel capnczty. We consider the BICM parallel channel model. Since the channels are memoryless and independent, we drop the time index k . Let b denote a binary input, y the vector channel output, and S the random variable whose outcome determines the switch position (for the above, S is iid, uniformly distributed over (1,. . . , m } , and known to the receiver).
Since S, 0 and b are independent, we can show that the average mutual information (AMI) of b and y satisfies the inequality I(b; y 1 S ) _< I(b; y 1 0, S). These mutual informations are attained with no CSI and with perfect CSI, respectively. The BICM capacity, with perfect CSI and uniform inputs, is given by A similar expression can be found for no CSI [4] .
From the data-processing theorem we get e 5 e) where e is the capacity of the vector channel with conditional transition pdf p 0 (xly), which is achievable by conventional coded modulation (CM). This shows, in general, the suboptimality of BICM wit)h respect to coded modulation. Channel cut-off rate. The cut-off rate of BICM can be obtained from the Bhattacharyya factor B of the parallel channel model. For perfect CSI we get Hence, the cut-off rate 6 0 of BICM can be written as
A similar expression can be obtained for no CSI [4] . Fading channel. While the results obtained in the previous section hold in general, hereafter we restrict our attention to the slow frequency non-selective Rician fading channel, which encompass the Rayleigh and the AWGN channels as special cases. With this model, the received signal after the transmission of x E X can be writ,ten as
where: i) n is a complex zero-mean Gaussian iid random vector with covariance $E[nnt] = ? p 2 1~ (IN is the N x N identity matrix, and a dagger denotes Hermitian transpose); ii) g is a scalar complex fading gain iii) q5 is the carrier phase, independent of x and g and uniformly distributed over [ --T , T ] 
lel channel model, has probability 1/2 of being complemented before transmission (which occurs when U = l), so that the BICM channel is made symmetric. We assume that the value taken on by U is known to the receiver, so that further complementing restores the actual value of b. Under the common hypothesis of uniform input bits, performance is not degraded by symmetrization. The PEP of symmetrized BICM, with ideal interleaving, is a function of the Hamming distance d between c and 2, of the labeling ,U and of the signal set X . Therefore, we can write , u , X ) . Finally, the bit-error probability can be bounded by the usual union bounding techniques. Hence, the key quantity to be evaluated in the following is f ( d , p , X ) .
A . Bhattacharyya union bound
A standard upper bound on the PEP is through the Bhattacharyya bound. In [4] we show that, in the case of symmetrized BICM and ideal bit-interleaving, this is given by
B. BICM union bound
In this section we derive a union bound which does not rely on Bhattacharyya (or Chernoff) upper bounds. This turns out to be quite loose, but we shall use it only as a starting point for the tight bounds and approximations which will be developed in the next section. Since the bit metrics (3) or (4) are difficult to deal with, our technique consists of going back to the original vector channel and finding expressions in terms of PEPS of pairs of signal sequences, input to the vector channel underlying the BICM channel.
In the following we consider the modified metrics (4) and perfect CSI. Use of this technique is made easy by the fact that @A(x,z)(s) (and its convergence region) can be expressed in closed form in many cases of interest.
C. A tighter bound
The BICM UB is very general and can easily be extended to the case of no CSI by defining the appropriate path metric difference between signal sequences x and &. Yet, it is rather loose, since it takes into account a very large number of pairwise error events between signal sequences which correspond to the same error event between binary sequences. This simple observation calls for some "expurgation" technique in order to exclude the irrelevant terms from the BICM UB. Fortunately, in the important case of &AM constellation with Gray labeling and Rician fading channel with perfect CSI, expurgation is in fact possible. The expurgation technique that we used is a generalization of the "decomposability" of error sequences, used by V e r d~ to bound the minimum BER of an uncoded multi-user system with antipodal binary modulation in AWGN (see [4] for details). By expurgating the BICM UB (14) we get the new bound f ( d , , u , X ) (we let 2 is the nearest neighbor of x in the complement signal subset X f . With &AM and Gray labeling we are guaranteed that this is unique). This will be referred to as BICM Expurgated Bound (EX).
V. DESIGN GUIDELINES
From the above bounds we can obtain the following results [4]: i) The minimum Hamming distance (code diversity) of a BICM scheme is equal to the minimum binary Hamming distance of the underlying binary code, indicated by dZ (C) . ii) The minimum Euclidean distance of a BICM scheme is given by On the AWGN channel with coherent detection (perfect CSI), the performance of BICM is asymptotically dominated by the error event at distance d E . In the case of independent (or ideally interleaved) Rayleigh fading channel with perfect CSI, the asymptotic error performance of any code is proportional to the inverse of SNR raised to a power equal to the code diversity, i.e., the minimum Hamming distance between signal sequences produced by the encoder/modulator. We showed that for BICM this is given by dz(C). Because of perfect decoupling of the binary code and of the signal set properties, the binary code is picked independently of ,U and X . Since the best convolutional codes are known for many rates and complexities (see [3] and references therein) normally no search for new binary codes is needed. Gray labeling. Fig. 3 shows the BER of BICM over AWGN with perfect CSI, where X is 16QAM and C is t,he de facto standard 64-state, rate-1/2 binary convolutional code with (octal) generators (133, 171) BICM PSK/QAM codes for the fading channel. Fig. 4 shows the BER over Rayleigh fading channels of BICM codes obtained by concatenating the same rate-1/2 code of the previous example with different signal sets. Gray labeling is used whenever possible. When X does not admit Gray labeling, a quasi-Gray labeling is chosen. Since the code is the same, all the BER curves have asymptotically the same slope. BICM codes for DS/CDMA with non-coherent detection. Viterbi's orthogonal convolutional codes (OCC) have been proposed for coding and spreading. These codes can be seen as TCM schemes, where a binary encoder of rate l / m and 2"-l states is concatenated to a Hadamard modulator which generates an N = 2m-dimensional orthogonal signal set. In order to design a BICM scheme for orthogonal signal sets with the same decoding complexity of OCC's (and the same demodulator based on fast Hadamard transform), we pick the optimum binary convolutional codes of rate l / m and 2m-1 states [3, show the BER of OCC and BICM with noncoherent detection over AWGN and Rayleigh fading, respectively, for N = 8, 16, 32, 64, 128, 256 . For BICM, we used our Bhattacharyya union bound, which is fairly tight in this case.
BICM compares favorably with OCC only for low N over AWGN. As N increases, OCC perform better, especially for BER 2 On the contrary, over Rayleigh fading, BICM performs better than OCC. Due to their high code diversity, low rate BICM codes yield almost the same performance over AWGN and Rayleigh fading. This makes BICM an interesting solution for non-stationary channels where fading may range from AWGN to Rayleigh depending on the propagation environment. 
