Basal ganglia structures show strong activity modulation during movement and synchronous bursting in Parkinson's disease. Recent work has shown that short-term synaptic plasticity (STP) can play an important role in the effect of temporal activity patterns on postsynaptic targets. To determine the role of STP in the subthalamic nucleus (STN) to globus pallidus (GP) connection, which has been suggested to underlie rhythmical bursting in Parkinson's disease, we first measured STP using trains of electrical input stimulation in vitro. We found that STN inputs to GP typically show both facilitation and depression with input frequencies of 10-100 Hz and that facilitation is dominant for the first few inputs in a train but that depression takes over subsequently. We quantified the strength and time course of facilitation and depression using a computational model of STP. Using the STP model, we constructed synaptic conductance patterns of normal and Parkinsonian STN activity and applied these conductances to GP neurons in vitro using the technique of dynamic clamping. We show that STP controls the slope and shape of the function describing the steady-state level of GP neuron firing in response to different levels of STN input. In addition, we show that STP modulates responses of GP neurons to bursts and pauses in the input pattern. These findings indicate that STP plays an important role in modulating both spike rates and temporal patterns of GP activity in the normal state, as well as in Parkinson's disease.
The current network model of basal ganglia circuitry explains pathological conditions, including Parkinson's disease, as resulting from an imbalance in the activity level between the direct and indirect [via subthalamic nucleus (STN)] pathways from the striatum to output structures (Albin et al., 1989; DeLong, 1990; Smith et al., 1998) . Despite the proven conceptual and clinical usefulness of this model, it is limited by its simple linear representation of the control of neural activity by synaptic input rates. To achieve a more realistic and powerful understanding of how the basal ganglia function, or dysfunction, the influence of dynamically modulated synaptic activity on spike rates and patterns needs to be incorporated into this model DeLong, 1996, 1998) .
One important mechanism by which the influence of a temporal pattern of presynaptic activity on spike output can be modulated is provided by short-term plasticity (STP), i.e., a change in synaptic response properties based on inputs in the preceding few seconds Varela et al., 1997) . STP has been found in neurons throughout the brain and can involve depressing influences, facilitating influences, or both simultaneously (Bonci and Malenka, 1999; Dittman et al., 2000; Hempel et al., 2000) . The use of models in which STP is quantified by dynamic variables related to facilitation and depression has allowed accurate prediction of response amplitudes to input patterns at various frequencies Dittman et al., 2000; Hempel et al., 2000) .
The functional impact of STP in the basal ganglia is generally unknown. Diverse patterns of temporal activity that could be significantly modulated by STP exist throughout the basal ganglia, however. These patterns include phasic rate changes related to the execution of sensorimotor tasks (Georgopoulos et al., 1983; DeLong et al., 1985; Gardiner and Kitai, 1992; Wichmann et al., 1994; Jaeger et al., 1995; Turner and Anderson, 1997) , as well as shifts from asynchronous, irregular firing during wakefulness to synchronous, bursty firing during sleep (Urbain et al., 2000) , anesthesia (Magill et al., 2000) , and Parkinson's disease (Filion and Tremblay, 1991; Bergman et al., 1994 Bergman et al., , 1998 Nini et al., 1995) . These patterns are believed to be particularly influenced by a feedback interaction between the globus pallidus (GP) and the subthalamic nucleus (Berns and Sejnowski, 1998; Plenz and Kitai, 1999; Magill et al., 2000) . Furthermore, neurons in the STN can generate bursting activity intrinsically (Beurrier et al., 1999) , and STN bursting is prominent in animal models of Parkinson's disease . Therefore, as a first step toward understanding the functional impact of STP on temporal patterns in the basal ganglia, we examined how STP dynamically regulates the connection from the STN to the GP during patterns of activity characteristic of normal and parkinsonian states. First, we measured the STP of postsynaptic excitatory currents in the GP with temporal patterns of electrical stimulation during whole-cell recording in vitro. We subsequently determined parameters of a computational model describing STP with dynamic variables to fit the STP in this pathway. Finally, we examined the effect of STP in this pathway on GP spiking patterns by applying simulated STN input patterns to GP neurons in vitro using the technique of dynamic current clamping (Robinson and Kawai, 1993; Sharp et al., 1993; Jaeger and Bower, 1999) . Electrical stimulation. Inhibitory synaptic transmission was blocked using 40 M picrotoxin. Glass pipette electrodes identical to the recording electrodes filled with 0.5 M NaC l were placed in the slice within 250 m of the cell body. Bipolar stimuli of 0.2 msec duration and 20 -80 V amplitude were delivered using stimulus-isolation units (World Precision Instruments, Sarasota, FL). These electrodes provided very focal stimulation of only a few fibers, as evidenced by a change or disappearance of responses when moving the stimulation electrode by 5-10 m. The elicited fast EPSC s were deemed to represent, in the vast majority, STN input, which is by far the dominant source of excitation on GP neurons (Shink and Smith, 1995; Shink et al., 1996; Smith et al., 1998) . Because some fibers have been found to project to the GP from the thalamus (Deschenes et al., 1996) and cortex (Naito and K ita, 1994) , EPSC s elicited at some stimulation sites may be derived from these pathways. Different kinds of EPSC s based on time course or amplitude could not be distinguished, however. To create stimulation patterns that resembled in vivo STN neuron spike trains, irregular stimulus trains with different mean frequencies were constructed using a gamma distribution with an absolute refractory period of 3 msec. One f ull stimulus set included 10 -15 repetitions of 10 sec of mean 10 Hz activity, 5 sec of 20 Hz activity in five bursts, 2 sec of 50 Hz in four bursts, and 1 sec of 100 Hz stimulation in two bursts. Activity bursts lasted ϳ500 msec and were separated by 500 msec pauses. Pauses of at least 10 sec separated the presentation of different stimulation frequencies.
MATERIALS AND METHODS

Physiolog ical recordings.
Quantitative plasticit y model. To quantif y STP in the STN -GP connection, we modified a simple mathematical model that can fit physiological STP data without reference to the actual mechanisms underlying STP . This model calculates response amplitude, A, as the product of a facilitation variable, F, and a depression variable, D (A ϭ F ϫ D, where F Ͼ 1 and D Ͻ 1). In our version of this model, the facilitation variable, F, is increased by multiplication with an increment factor, Inc F , at each time of synaptic activation (FЈ ϭ F ϫ Inc F , where Inc F Ͼ 1) and decays exponentially with a time constant, F , afterward. In addition, the growth of the F variable was limited by an upper bound. To implement the upper bound on F, F is incremented each time a stimulus occurs, as follows: FЈ ϭ F ϫ Inc FB , where Inc FB ϭ 1 ϩ (Inc F Ϫ 1) ϫ (F bound Ϫ F )/(F bound Ϫ 1). This implementation smoothly reduces Inc FB from Inc F to 1 as the upper bound for F is reached. Tests were performed in which F bound was varied, and we found that a value of 5 allowed the best fits of the model to the data across the entire data set. The depression variable, D, is decreased by multiplication with a factor, Inc D , at each time of synaptic activation (DЈ ϭ D ϫ Inc D , where Inc D Ͻ 1) and decays with a time constant of D (see Fig. 2 ). The optimal values of Inc F , F , Inc D , and D to fit the data for each neuron were determined with automated optimization routines implemented in MatLab (MathWorks, Natick, M A). The root mean square error between model predictions and observed amplitudes across the entire data set for each neuron was minimized as follows. The region of the global minimum in the four-dimensional parameter space (Inc F , Inc D , F , and D ) was found using a genetic algorithm (Houck et al., 1995) , and the local minimum within this identified region of parameter space was found using a simplex search (MatLab optimization toolbox). To confirm that this protocol arrived at the optimal set of parameters for each neuron, each data set was fit to the model with at least 10 different random seeds, such that the genetic algorithm evolved solutions based on different initial populations. For each neuron, this protocol resulted in the same optimal fit of the model to the experimental data with each random seed.
Dynamic current clamping. The modulation that STP may cause on the spike output of a GP neuron in vivo is dependent on the temporal sequence of inputs received. Such inputs include an asynchronous baseline, as well as specific signal patterns. The ensuing high-conductance state of baseline synaptic inputs leads to specific synaptic integration properties that cannot be extrapolated from the effect of single inputs (Jaeger et al., 1997; Jaeger and Bower, 1999; Destexhe et al., 2001) . Thus, to examine how synaptic inputs control spike output, one would like to measure simultaneously all synaptic inputs, as well as spike output. This is not possible with natural synaptic input, but the same conductance patterns can be generated artificially with the technique of dynamic clamping. This technique consists of a fast-feedback cycle, in which the simulated synaptic current (I s ) is updated from the in vivo-like whole-cell excitatory and inhibitory synaptic conductances (G ex and G in ) according to the equation
, where E ex and E in are the reversal potentials of excitation and inhibition, respectively. Therefore, this current is time varying, depending on the present level of depolarization in the cell. In the present study, dynamic clamping was implemented using custom-made software running under the DOS operating system on a personal computer. The fast-feedback component of the program was written in assembly and was tested to perform at rates up to 20 kHz. Dynamic clamping was used to inject a current (I s ) that mimics the synaptic current of 100 excitatory inputs in the presence of an unvarying baseline of inhibitory conductance. As found in other cell types (Jaeger and Bower, 1999; Gauck and Jaeger, 2000) , excitatory input without a balance of inhibition could not lead to realistic GP firing patterns, because these neurons have intrinsic pacemaker activity (K ita and K itai, 1991) and fire too fast with pure excitation. The inhibitory conductance was held at a constant value during all patterns of excitatory conductance to isolate the effect of excitatory input patterns on output spiking. Endogenous excitatory and inhibitory synapses in the slice were blocked with 200 M AP-5, 10 M C NQX, and 40 M picrotoxin. The reversal potentials of the excitatory (E ex ) and inhibitory (E in ) synaptic currents were set to 0 and Ϫ70 mV, respectively, on the basis of a linear regression analysis of measurements of I PSC s and EPSC s in GP at different holding potentials (data not shown). The recorded membrane potential (V m ) and the injected current were updated with a frequency of 10 kHz. The excitatory and inhibitory conductances (G ex and G in ) were calculated before the experiments. A single excitatory input element was simulated as a dual-exponential f unction with a 1 of 5 msec and a 2 of 12 msec:
. These time constants were selected to match the time course of experimentally observed spontaneous EPSC s recorded in the presence of picrotoxin. The unitary amplitude of excitatory conductances was adjusted between 0.5 and 1.5 nS to match the magnitude of injected current to qualitative observations of the input conductance of each neuron. These values also approximate the magnitude of synaptic conductances measured during stimulation experiments. The ratio of G ex to G in was adjusted within the range of 0.2-2 to achieve a dynamic range of firing across the entire set of excitatory input conductances for each neuron without cessation of spiking attributable to hyperpolarization or depolarization block. The responses of GP neurons to simulated synaptic input patterns were quantified by the instantaneous spike rate that was calculated as the inverse of each interspike interval and was averaged across 5-10 repetitions of the stimulus.
RESULTS
Plasticity in the STN-GP pathway
Using in vitro whole-cell recordings, we characterized the STP of excitatory inputs onto rat GP neurons. Postsynaptic currents were measured in voltage clamp at Ϫ90 to Ϫ100 mV after local electrical stimulation of excitatory inputs while inhibition was blocked with picrotoxin. Each stimulus activated input fibers leading to responses of 20 -200 pA peak amplitude. Failures were never seen, indicating that more than one synapse was activated in all cases. Using stochastic stimulation at a mean frequency of 10 Hz, we found that the average response amplitude varied consistently as a function of the preceding stimulation intervals ( Fig. 1 ). At higher stimulation frequencies, it was evident that this STP consisted of the superimposed influences of facilitation and depression of postsynaptic response amplitudes and that facilitation had a shorter time course than depression ( Fig. 1 ).
Modeling short-term plasticity
Short-term facilitation and depression were quantified for each neuron (n ϭ 21) using a simple dynamic model with four param-eters: strength of facilitation and depression (Inc F and Inc D ) and time constant of facilitation and depression ( F and D ) (for details, see Materials and Methods). To examine the influence of STP across a wide range of input rates, we recorded response amplitudes during stochastic stimulation at mean rates of 10, 20, 50, and 100 Hz and determined the single best fit of the model across all stimulation frequencies for each neuron. We found that 15 of 21 neurons showed an initial facilitation that was followed by depression. Depending on the relative strength of facilitation and depression, the response to sustained high-frequency stimulation could remain elevated over baseline (n ϭ 7) (Figs. 2, 3A, top traces) or show a net suppression (n ϭ 8) (Figs. 2, 3A , middle traces). Finally, 7 of 21 neurons showed net depression for all responses (Figs. 2, 3A , bottom traces). Even for these neurons, however, a better fit to the data was produced by the model that included both a facilitating and a depressing variable than by models using only depressing variables (data not shown). This indicates that all observed amplitude profiles resulted from a balance of depressing and facilitating influences (Fig. 2) .
The distribution of facilitation and depression parameters for all neurons (n ϭ 21) (Fig. 3B) showed that the time course and strength of facilitation and depression were quite variable across neurons. Although STP parameters of the computational model did not reflect underlying physiological mechanisms, the overall balance of facilitation and depression in the model fits the time course of the observed STP quite well. The mean decay time of facilitation was 275 msec, whereas depression lasted significantly longer (628 msec; p Ͻ 0.001; Mann-Whitney U test). To examine whether different physiological types of GP neurons (Kita and Kitai, 1991; Nambu and Llinas, 1994; Cooper and Stanford, 2000) may be associated with specific ranges of STP parameters, we plotted the STP parameters against physiological parameters that have been used to classify types of GP neurons, namely, input resistance (295 Ϯ 109 M⍀), waveform of spike afterhyperpolarization (monophasic and biphasic), and the amplitude of voltage sags with hyperpolarizing pulses indicative of h current (steadystate voltage response ranged from 57 to 98% of peak response to Ϫ0.25 nA current injection). Although the full range of values reported previously in these parameters was found in our sample, there was no correlation of these values with STP parameters from the dynamic variable model fits. In addition, we grouped physiological measurements of STP according to the three types of amplitude profiles discussed above and also found no correlation with the postsynaptic membrane properties of GP neurons.
To examine the possibility that the observed STP profiles could be partly mediated by the activation of modulatory fibers such as dopamine or the activation of metabotropic receptors at GABA and glutamate synapses, we performed an additional set of ex- periments, in which STP was measured before and after washing in a mixture of receptor antagonists. Specifically, dopamine receptors were blocked with 10 M haloperidol (Research Biochemicals, Natick, MA), GABA B receptors were blocked with 0.5 M CGP52432 (Tocris Cookson, Ballwin, MO), group I metabotropic glutamate receptors (mGluRs) were blocked with a combination of 50 M LY367385 and 0.5 M MPEP hydrochloride, and group II/III mGluRs were blocked with 0.5 M CPPG (all obtained from Tocris Cookson). The overall profiles of STP did not differ significantly before and after the application of these drugs (n ϭ 5 neurons), as illustrated by the responses of each neuron to the 50 Hz burst portion of the stimulus protocol (Fig. 4) . Dynamic variable model fits of STP parameters to the responses of each neuron after application of the antagonist mixture fell within the range of parameters observed in the original set of recordings shown in Figure 3B . To quantify possible small differences in STP profiles before and after antagonist application, we fit the dynamic variable model to response amplitudes after drug application and examined the quality of the model in describing responses before drug application. The root mean square error of the model fit increased only slightly, from 15.5 Ϯ 1.9% (mean Ϯ SEM) to 19.7 Ϯ 3.3%, when the model was used to fit predrug amplitudes. This good cross-fit supports the conclusion that the antagonists caused no change in STP, indicating that the possible stimulation of modulatory synapses did not have a noticeable influence on our measurements of STP.
Additional control experiments were performed to determine whether voltage escape at the site of synaptic input and the activation of voltage-gated conductances could be contributing to the observed properties of synaptic plasticity. In these experiments, postsynaptic voltage-gated sodium and potassium currents were blocked by including 10 mM QX-314 and replacing potassium with cesium in the recording pipette. The short-term plasticity profiles under these conditions retained both facilitation and depression parameters in the same range as observed in the absence of channel blockers (Fig. 5 ). For two of six neurons, recorded depression was dominant, whereas the other four neurons showed net facilitation at the beginning and depression toward the end of 50 Hz stimulus sequences. Responses to the 50 Hz portion of the stimulus protocol at holding potentials of Ϫ70, Ϫ90, and Ϫ110 mV showed no nonlinearities, indicative of voltage escape or the activation of voltage-gated channels. These results indicate that neither facilitation nor depression in our recordings was caused to a significant degree by postsynaptic voltage escape. For holding potentials more depolarized than Ϫ70 mV, signs of such escape were indeed present, however, indicating that active properties under normal levels of depolarization are likely to play an important role in synaptic integration in these cells.
Short-term plasticity and rate coding
Previous studies have shown that STP can have a dramatic effect on rate coding, i.e., on the translation of presynaptic activity rates into the postsynaptic output spike rate. In cases of strong short- term depression of excitatory inputs, the postsynaptic spike rate might become independent of the presynaptic input rate altogether , challenging the concept of a linear relationship between input and output rates underlying the present circuit model of the basal ganglia. Because the in vitro stimulation techniques used to characterize synaptic plasticity can activate only a few of the hundreds of STN inputs to each GP neuron, electrical stimulation could not be used to activate populations of synaptic input representative of the complete excitatory drive to a GP neuron in vivo. Therefore, we used the technique of dynamic clamping, in which arbitrary synaptic conductance patterns can be applied to neurons in vitro (see Materials and Methods), to determine how the effect of specific input patterns may be modulated by STP.
To determine the influence of presynaptic activity rate on output spiking in the presence of STP, we simulated 100 separate STN inputs all firing independently with a random pattern at mean rates of 10, 20, 30, or 40 Hz, representing the range of sustained steady-state firing rates seen in vivo in the rat (Magill et al., 2000; Urbain et al., 2000) . To examine the effect of STP, we created three different postsynaptic conductances that were derived from identical input times but were modulated by applying the STP parameters from our three prototypical example neurons shown in Figures 2 and 3A . For comparison, an excitatory conductance without STP was also generated. To measure the influence of STP on rate coding, average GP firing rates were measured at each level of STN input firing after steady-state firing was reached (Fig. 6) . Although there was still an increase in spike rate with increasing input rate for all forms of STP, the increase in spike rate was much reduced for the case of strong depression. Even at a slow rate of 10 Hz input activity, synapses dominated by depression slowed the output spiking to Ͻ50% of the default value without STP. The cases of mixed net facilitation and depression led to a nonlinear rate-coding function, which showed a steeper slope at low input rates than at high input rates (Table 1) . These findings indicate that STP significantly modulates the ratecoding function of excitatory input to GP and that increases in input rate may affect some GP neurons much differently from others based on the STP parameters in the inputs.
Short-term plasticity and temporal coding
Strong phasic temporal modulations in STN activity are present during movement (Georgopoulos et al., 1983; DeLong et al., 1985; Wichmann et al., 1994) . In the parkinsonian state, STN activity becomes bursty in rats (Hollerman and Grace, 1992; Hassani et al., 1996; Hassani and Feger, 1999; Ni et al., 2001 ), monkeys , and humans (Levy et al., 2000) . The synaptic decoding of these STN activity patterns in GP can be expected to be modulated by STP. We examined this hypothesis by constructing presynaptic activity patterns that contained bursts of STN activity based on data from recordings in rats (Hassani et al., 1996; Hassani and Feger, 1999; Ni et al., 2001) . We generated generic examples of bursts and pauses with durations and spike rates representing the range of in vivo recordings to determine the effect of STP on temporal coding for a set of well defined input parameters. Based on in vivo recordings from anesthetized rats (Magill et al., 2000) , we assumed that bursts in different STN cells are highly correlated with each other. Again, simulated inputs were made incorporating each of the three example STP profiles shown in the previous experiments in addition to a control condition with no plasticity.
The pattern of GP neuron responses to different STP conditions was quantified by examining the instantaneous GP neuron output firing rate across repeated applications of each input condition (Fig. 7A) . The results indicate that STP significantly modulates the GP response to synchronous bursts and pauses in STN firing. The response to the onset of bursts was enhanced by facilitation, whereas the continued response during an input burst was highly dampened by depression (Fig. 7B) . Examination of the different STP profiles showed that all combinations of facilitation Figure 2 . The slopes of the input-output function of each STP profile shown in Figure 5 are given for each segment of the range in input rates (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) (30) (31) (32) (33) (34) (35) (36) (37) (38) (39) (40) as mean Ϯ SEM from the measurements made in each neuron (n ϭ 6). A slope of 1 indicates that output spiking increased by 10 Hz for an increase of 10 Hz in input rate. In addition, the slopes of the linear regression through the mean data points for each STP profile are given along with the R 2 value of the linear regression. To examine the nonlinearity of each STP profile, the slopes from each portion of the plot of each STP parameter were compared using a t test, and the resulting p values are given in the table. Asterisks denote comparisons that are significantly different at a level of ␣ ϭ 0.05, indicating nonlinearity in the input-output function. Figure 7 . The temporal-coding function of STP for simulated STN input patterns to GP neurons. Input patterns were constructed as described in Results. To allow a comparison of the influence of the different types of plasticity on spike rate during phasic bursts and pauses in input activity, all of the excitatory conductances were normalized so that the mean levels preceding a burst or a pause were the same for each profile of plasticity. A, Illustration of how the input-output function was characterized. Top to bottom, Mean STN input population rates were used to generate total excitatory conductance traces with a given plasticity profile applied (G ex ). GP neuron membrane potential (V m ) was measured during application of the stimulus using dynamic current clamping (see Materials and Methods). Spike times were determined across repeated applications of the same input conductance (spike raster), and the resulting instantaneous GP neuron output spike rate was determined. B, Typical input-output function of a GP neuron in response to bursty STN input activity. GP spike rates during the influence of the prototypical STP profiles are indicated with squares, diamonds, and triangles and are shown in light gray, medium gray, and black, respectively. The case of no plasticity is indicated with a dashed line. The enhancement of burst onsets was greatest at higher burst frequencies, and steady-state response level was reached ϳ500 msec into the bursts in all neurons tested (n ϭ 8). The inset shows the initial portion of the responses to the 100 Hz burst at a 0.5ϫ rate scale and 4ϫ time scale. C, Input-output function during pauses in STN input activity. The different plasticity profiles are represented as in B. Responses immediately after the pauses are shown in the inset at a 0.5ϫ rate scale and 4ϫ time scale. The response to pause offsets seen with the STP profile dominated by depression (square) was greatest at higher baseline frequencies, and the highest response level was reached after the end of 1 sec pauses in all neurons tested (n ϭ 7). Arrows indicate stepwise transformation from input rate to output rate. and depression resulted in significant increases of the relative decrease in GP spike rate between the start and end of input bursts compared with the case of no plasticity (Fig. 8 B) . Even in the absence of STP, however, responses to burst inputs were enhanced at the onset and adapted thereafter (Fig. 7B) . This indicates that intrinsic active properties and STP properties support each other in this regard.
The GP response after pauses of STN input was strongly affected only by the STP profile dominated by depression (Fig.  8C,D) , which led to enhanced responses after a pause in STN firing attributable to the removal of depression during the pause interval (Fig. 7C) . Overall, these results suggest that a main role of STP in the STN-GP pathway may be to enhance the edges of responses to increases in STN activity while disallowing prolonged burst responses to input bursts.
DISCUSSION
We found both short-term depression and facilitation in excitatory inputs to GP neurons. Different GP neurons showed a range of STP parameters, but depression generally lasted longer than facilitation and therefore dominated in most cases. Although previous studies have proposed the existence of different subtypes of GP neurons based on heterogeneous membrane properties (Kita and Kitai, 1991; Nambu and Llinas, 1994; Cooper and Stanford, 2000) , there was no relationship of the STP profiles we observed to the intrinsic physiological properties of the recorded neurons. This indicates that the heterogeneity observed in STP is not related to physiological subpopulations of GP neurons but is most likely a consequence of properties in the STN synaptic terminals in GP. Because we found these STP properties consistently in all recordings, we are confident that they are properties of the massive projection from STN (Shink and Smith, 1995; Shink et al., 1996; Smith et al., 1998) , although we cannot exclude the possibility that we might have stimulated projections from cortex and thalamus to GP in a few cases. The activation of multiple input sources in all of our recordings is highly unlikely, because the stimulation electrodes used activated only a few fibers in a very small region (see Materials and Methods) .
A potential concern is that stimulation of axons severed from their origin in STN results in synaptic depression caused by presynaptic degradation. This seems unlikely, however, because previous studies using high-frequency stimulus-train protocols have demonstrated the presence of both short-term depression and facilitation in preparations in which the cell bodies of synaptic sources are either present or absent from the slice Dittman et al., 2000; Hempel et al., 2000) . In addition, the consistent size of EPSCs and profile of STP during many repeated stimulations of each input sequence over Ͼ30 min duration in our experiments indicate that STN terminals did not show any signs of irreversible rundown.
The considerable range of STP parameters found suggests that STP between STN and GP itself may undergo plastic changes. Such metaplasticity of STP profiles has been reported in cortex (Finnerty et al., 1999) and hippocampus (Goussakov et al., 2000) and may have important functional implications (Nadim and Manor, 2000) . It is interesting to speculate that particular STP profiles may be learned in specific populations of functionally connected neurons in the STN-GP pathway to control temporal pattern generation during behavior. This function would be well suited to aid in the proposed role of the STN-GP interaction in pattern generation and the control of movement sequences (Berns and Sejnowski, 1998; Plenz and Kitai, 1999; Magill et al., 2000) . The mechanisms by which STP properties could be adapted over time probably would involve neuromodulators (Gil et al., 1997; Parker and Grillner, 1999) or be caused by changes in the state of long-term potentiation or depression of a given synapse (Markram and Tsodyks, 1996) . Because disease states such as Parkinson's disease involve alterations in neuromodulation and probably long-term plasticity, it is possible that STP properties also become changed during disease states. It would therefore be interesting to examine STP in such conditions to determine its possible involvement in the alteration of activity patterns.
The classic model of basal ganglia function and dysfunction assumes a simple relationship between input and output rates of basal ganglia structures (Albin et al., 1989; DeLong, 1990) . We show that, because of the presence of STP, the relationship Figure 8 . Temporal dynamics of GP spike rates during bursts and pauses in STN input with different plasticity profiles. Spike rates were calculated during dynamic current clamping of simulated STN input as described in Figure 5 . A, Increases in GP spike rate were measured during the first 100 msec and last 100 msec of 500 msec bursts in STN input. The example shown is from the STP profile denoted by a diamond, and time windows in which spiking was measured are indicated in gray and labeled as 1 and 2. B, The ratio of these two portions of the burst response were determined for each plasticity profile in each neuron (n ϭ 8; data shown as mean Ϯ SEM). This ratio for each of the prototypical STP profiles was significantly different from the control condition of no plasticity (*p Ͻ 0.05; **p Ͻ 0.01; Mann-Whitney U test). C, Spike rates measured during the 100 msec preceding and 100 msec immediately after a pause in STN input. The example shown is from the STP profile denoted by a square, and areas from which spiking was measured are indicated as in A. D, The ratio of these two portions of the spike pattern were determined in the same manner as in B. Only one of the profiles of STP had a ratio significantly different ratio from the control condition of no plasticity.
between input and output rates may be quite heterogeneous among GP neurons. Synaptic connections that show prominent facilitation amplify presynaptic rate changes, whereas prominent depression nearly suppresses any change in postsynaptic rates. A uniform effect of rate changes in a basal ganglion structure on connected structures should therefore not be expected. The presence and properties of STP in other basal ganglia interconnections remains to be determined and could bring further into question the classic model of basal ganglion dysfunction. In the present study, we focused on STP of the excitatory input to GP, because bursting patterns in the STN input to GP have been measured in normal and disease states and are likely to be highly significant in the control of GP spiking. The effectiveness of deep brain stimulation in the STN in changing activity patterns in Parkinson's disease highlights the importance of this connection. In vivo, however, the excitatory drive of STN on GP will be counteracted by inhibition from the striatum, as well as collaterals of GP neurons (Shink and Smith, 1995; Shink et al., 1996; Smith et al., 1998) . These inhibitory connections may also show STP, which could further modify the response to temporal input patterns.
In addition to the influence of STP on rate coding, we showed that temporal activity patterns in the STN-GP pathway are significantly modulated by STP. These effects consisted of an increase in the response to onsets of input bursts, whereas the response to maintained input bursts was dampened. Furthermore, STP profiles with dominant depression were associated with a rebound response after a pause in STN input. These effects provide a potential mechanism to filter temporal response profiles within the basal ganglia loop. Intrinsic properties of GP neurons were also clearly responsible for nonlinear components to stimulus responses in our dynamic clamp experiments. Thus, it is an interaction of intrinsic active properties and synaptic input properties that ultimately determines the emerging activity patterns under any given condition. Although these mechanisms can be individually identified and measured in biological preparations, we believe that biophysically accurate computer modeling will be necessary to make quantitative statements about the effect of complex dynamic interactions between all variables.
Dynamic clamping allows the application of arbitrary conductance patterns to neurons and thus also aids in determining complex interactions between intrinsic properties and synaptic input. This technique is limited, however, in that all conductances are applied at a single point. Nevertheless, active dendritic properties can still be evoked with a somatic clamp because of the considerable spread of current from the soma into the dendrites. In a simulation study of cerebellar Purkinje cells, we showed that large dendritic currents were activated in the same manner by distributed dendritic synaptic inputs as by the same conductances focalized at the soma (Jaeger et al., 1997) . In recent modeling work, we showed that, in GP neurons, purely somatic input also interacts with dendritic currents to a large degree (Jaeger, 2001) . Nevertheless, specific interactions with dendritic inputs that lead to large local voltage transients may be lost with dynamic clamping. For example, voltage-gated sodium channels that we identified in GP dendrites (Hanson et al., 2001 ) could lead to an all-or-none amplification of distal AMPA inputs. STP in this condition could be crucial in leading to suprathreshold responses for specific portions of input sequences. As the details of voltagegated ion channel contribution to dendritic processing of synaptic inputs in GP are worked out using anatomic and physiological methods, we will use computer-simulated multicompartmental models of GP neurons to further elucidate the interaction of STP with active dendritic membrane properties.
The STN-GP feedback connection has been the focus of interest in understanding pattern generation in the basal ganglia (Plenz and Kitai, 1999) , may be involved in forming sequence memories (Berns and Sejnowski, 1998) , and, in Parkinson's disease, is implicated in the generation of tremor (Hurtado et al., 1999; Levy et al., 2000) . The generation of oscillations in the STN-GP network probably depends on the details of the anatomic connectivity, as well as intrinsic conductances. The effects of short-term plasticity described in the present study further modify oscillations and feedback patterns in these structures. For example, the dampening of the response to prolonged bursts of STN input caused by depression may account for the findings that GP neurons are often less bursty than their STN counterparts (Magill et al., 2000; Urbain et al., 2000) . Because oscillations in the STN-GP system are known to correlate with tremor in Parkinson's disease (Hurtado et al., 1999; Levy et al., 2000) , prevention of these oscillations could provide a treatment for tremor. As the details of the mechanisms underlying STP are elucidated, it may be possible to develop drugs that alter the expression of short-term depression and facilitation in the STN-GP connection, leading to a suppression of tremor.
