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Introduction
Pre´sentation ge´ne´rale
La preuve finale de la conjecture de Milnor est due a` deux mathe´maticiens, Markus Rost et
Vladimir Voevodsky. Le premier a de´montre´ un pas essentiel de la the´orie des varie´te´s «de
scindement» a` l’aide de calculs locaux en K-the´orie de Milnor. Le second, graˆce a` l’apport
de la cohomologie motivique qu’il avait introduite, a termine´ la de´monstration en utilisant
ce re´sultat de M. Rost. Nous n’entrerons pas dans les de´tails de l’histoire de cette preuve
et de la controverse qu’elle a souleve´e. Toutefois, dans cette the`se, nous de´montrons que
les me´thodes utilise´es par M. Rost et celle de V. Voevodsky sont profonde´ment entrelace´es.
Ainsi, le re´sultat principal de cette the`se est la construction d’une e´quivalence de
cate´gories entre la cate´gorie des modules de cycles de M. Rost (cf [Ros96]), et une
cate´gorie construite a` partir de la cate´gorie des faisceaux avec transferts invariants par
homotopie de V. Voevodsky (cf [FSV00b], prop 3.1.13). La re´fe´rence de ce the´ore`me
central est 6.1.1. Nous obtenons aussi l’e´nonce´ plus simple que cette dernie`re cate´gorie
est obtenue par localisation de la cate´gorie des modules de cycles de M. Rost.
L’inte´reˆt de cette construction est double. Tout d’abord, elle de´montre que la cate´gorie
des modules de cycles est abe´lienne, et munit cette dernie`re d’une structure tensorielle
canonique telle que la K-the´orie de Milnor est l’e´le´ment neutre. Par ailleurs, elle donne
une nouvelle preuve du fait qu’un faisceau invariant par homotopie avec transferts a une
cohomologie invariante par homotopie. De plus, nous montrons que la de´monstration
d’une remarque de M. Rost – suivant l’indication qui se trouve a` la fin de [Ros96] – nous
permet de ve´rifier le fait que la famille des isomorphismes canoniques, indexe´s par un
entier naturel n, entre la cohomologie motivique en degre´ 2n et en poids n et le groupe
de Chow classique en codimension n, est compatible au produits sur chacun des groupes,
ainsi qu’aux transferts (cf the´ore`me 8.3.4).
Dans la deuxie`me partie, on interpre`te les re´sultats de la premie`re dans la cate´gorie
de´rive´e des motifs mixtes. Ce travail de´bouche sur la cate´gorie que l’on a baptise´e cate´-
gorie des «motifs ge´ne´riques». Les objets de cette cate´gorie sont forme´s de pro-motifs.
Plus pre´cise´ment, a` chaque extension de type fini du corps de base, nous associons canon-
iquement un pro-objet de la cate´gorie de´rive´e des motifs mixtes de´finie par V. Voevodsky,
et nous prenons pour morphismes tous les morphismes de pro-objets. A l’aide de cette
construction, nous montrons comment on peut interpre´ter les donne´e des pre´-modules de
cycles comme des morphismes de´finis dans la cate´gorie des motifs ge´ne´riques. Par ailleurs,
ces morphismes ve´rifient toutes les relations de de´finition des pre´-modules de cycles, ce
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xque l’on re´sume dans une proposition synthe´tique en l’existence d’un foncteur canonique
a` valeur dans la cate´gorie des motifs ge´ne´riques (cf the´ore`me 9.2.1).
Rappelons que la cate´gorie de´rive´e des motifs mixtes de´finie par V. Voevodsky est
canoniquement munie d’une t-structure qu’on appelle t-structure homotopique. On peut
interpre´ter intuitivement notre re´sultat cite´ pre´ce´demment en remarquant que les motifs
ge´ne´riques pro-repre´sentent des foncteurs exacts pour la t-structure homotopique sur la
cate´gorie de´rive´e des motifs mixtes, qui commutent aux sommes directes infinies. En ef-
fet, comme nous le montrons dans la premie`re partie (cf prop. 2.1.40), ils sont issus de
pro-objets dans la cate´gorie des sche´mas qui pro-repre´sentent des foncteurs fibres du topos
de Nisnevich. Nous conside´rons donc les motifs ge´ne´riques comme des «points» pour la
t-structure homotopique sur la cate´gorie des motifs mixtes. Par ailleurs, on appelle «mor-
phismes de spe´cialisation» les morphismes entre les pro-objets correspondant. Le the´ore`me
9.2.1 s’interpre`te donc en l’existence de morphismes de spe´cialisation. On remarque que
si l’on ne conside`re nos pro-objets que dans la cate´gorie des sche´mas alge´briques lisses, ou
meˆme dans la cate´gorie des sche´mas alge´briques lisses munis des correspondances finies,
ces morphismes de spe´cialisation n’existent pas tous. Les modules de cycles s’interpre`tent
alors comme certains pre´faisceaux sur la cate´gorie des motifs ge´ne´riques.
Nous soulignons ainsi une analogie tre`s forte avec la situation des foncteurs de Mackey
en topologie alge´brique e´quivariante. Ceux-ci sont effectivement de´finis comme des pre´-
faisceaux additifs sur la cate´gorie des orbites vu comme objets de la cate´gorie homotopique
stable e´quivariante. Autrement dit, le roˆle des orbites est joue´ dans notre situation par
les motifs ge´ne´riques. Dans les deux situations, on conside`re ces objets comme des points,
et l’important est de les regarder dans la cate´gorie d’ou` sont issus les objets. M. Rost
indique de´ja` dans [Ros96] qu’il a pense´ aux foncteurs de Mackey dans sa de´finition des
modules de cycles. L’analogie que nous avons de´gage´ nous semble e´clairer parfaitement
cette indication.
Pour arriver au the´ore`me 9.2.1, on n’utilise pas beaucoup plus que les me´thodes de
la premie`re partie. Toutefois, nous montrons dans le chapitre 8 comment e´tendre les
lemmes de la premie`re partie en une se´rie de propositions concernant les motifs. Ainsi,
on notera particulie`rement l’e´tude que l’on a faite de la fonctorialite´ du triangle de Gysin
construit dans [FSV00b]. Nous de´crivons tout d’abord la fonctorialite´ de ce triangle
dans le cas d’un morphisme transverse (premier point de 8.4.7). Mais par ailleurs, nous
de´crivons aussi cette fonctorialite´ dans le cas de quelques de´fauts mineurs de transversalite´
(deuxie`me point de 8.4.7, et 8.4.10), obtenant ainsi une interpre´tation ge´ome´trique de la
ramification en arithme´tique (cas d’e´gale caracte´ristique) graˆce a` l’espace de de´formation
de Fulton (dont nous rappelons la de´finition et les proprie´te´s fonctorielles dans l’annexe B).
Nous donnons finalement quelques applications e´le´mentaires de la cate´gorie des motifs
ge´ne´riques. Tout d’abord, graˆce au calcul du motif ge´ne´rique d’une extension transcen-
dante pure, nous montrons comment obtenir une re´duction de la conjecture de Beilinson-
Soule´ (cf 9.3.5). Par ailleurs, nous obtenons un re´sultat d’annulation de la partie libre de
certains groupes de morphismes dans la cate´gorie de´rive´es des motifs mixtes (cf 9.3.20).
Pre´cisons que ce re´sultat a une interpre´tation claire en termes de modules homotopiques
(cf 9.3.13) i.e. en termes de modules de cycles.
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Conventions adopte´es
Dans toute cette the`se, nous fixons un corps de base k.
De`s lors, tous les sche´mas sont suppose´s, sans pre´cision, eˆtre se´pare´s et munis d’une
structure de k-sche´ma.
Nous dirons simplement qu’un sche´ma est alge´brique (resp. lisse) pour dire qu’il est
de type fini sur k (resp. lisse sur k).
Si S est un k-sche´ma, nous notons S chS la cate´gorie des sche´mas se´pare´s sur S, et
LS la cate´gorie des sche´mas se´pare´s, lisses et de type fini sur S.
Par ailleurs, nous avons raccourci la terminologie «faisceau invariant par homo-
topie avec transferts» en «faisceau homotopique». De meˆme, dans tout le corps de
cette the`se, nous appelons simplement «module homotopique» ce que nous avions ap-
pele´ auparavant dans cette introduction «module homotopique avec transferts». On
fera attention que cette terminologie est en conflit avec la terminologie utilise´e dans [Mor],
et qu’en toute rigeur, on doit au moins garder l’expression «avec transferts». Toutefois,
nous avons exclusivement adopte´ dans ce travail les faisceaux avec transferts, ce qui fait
que l’abus n’est pas source de confusion a` l’inte´rieur du travail.
La construction centrale
Nous pre´cisons maintenant la comparaison entre modules de cycles et faisceaux invariants
par homotopie avec transferts. Dans cette construction, nous nous sommes inspire´es de
la cate´gorie des modules homotopiques de´couverte par F.Morel dans [Mor]. Rappelons
que cette cate´gorie est le coeur de la cate´gorie homotopique stable pour la t-structure
homotopique que F.Morel a construite. Il s’agit de la cate´gorie des faisceaux – pour la
topologie de Nisnevich – de groupes abe´liens gradue´s, strictement invariants par homotopie
et munis d’une action du faisceau Gm(.) telle que l’application adjointe a` cette action soit
un isomorphisme.
Nous remarquons dans la quatrie`me section du chapitre 3 que l’on peut faire la meˆme
construction avec la cate´gorie des faisceaux avec transferts invariants par homotopie, ob-
tenant ainsi une cate´gorie que l’on peut appeler la cate´gorie des modules homotopiques
avec transferts (cf de´finition 3.4.23). Or cette construction paraˆıt particulie`rement perti-
nente lorsque nous de´montrons que le groupe de Chow en codimension 0 d’un module de
cyles – encore appele´ groupe de cohomologie non ramifie´e – est un module homotopique
avec transferts (cf the´ore`me 4.3.9).
Le chapitre 5 est donc logiquement consacre´ a` obtenir une transformation dans l’autre
sens, qui a` un module homotopique avec transferts associe un module de cycles. Nous
menons a bien comple´tement cette construction, appelant «transforme´e ge´ne´rique» le
module de cycles obtenu a` partir d’un module homotopique.
La situation est meˆme parfaite puisque ces deux constructions sont des e´quivalences
de cate´gories quasi-inverses l’une de l’autre (the´ore`me 4.3.9) – ainsi, on peut interpre´ter
le foncteur qui a` un module de cycles associe sa cohomologie non ramifie´e comme une
«transformation ge´ne´rique inverse».
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Par ailleurs, nous avanc¸ons la possibilite´ de faire la construction des modules homo-
topiques avec transferts non pas seulement au niveau des faisceaux homotopiques, mais au
niveau de la cate´gorie des complexes motiviques, obtenant ainsi une construction similaire
a` la cate´gorie des spectres. Plus pre´cise´ment, elle s’obtient en copiant la de´finition des
spectres de la topologie alge´brique lorsque la sphe`re est le motif Z(1)[1], qui correspond
au motif re´duit repre´sente´ par le sche´ma Gm, pointe´ par 1. Cette cate´gorie triangule´e
doit encore eˆtre munie d’une t-structure dont le coeur est la cate´gorie des modules homo-
topiques avec transferts. Elle doit jouer un roˆle analogue a` la cate´gorie des P1-spectres de
[Mor], a` laquelle elle se compare naturellement.
Enonce´s pre´cis
Nous avons synthe´tise´ ci-dessous les re´sultats principaux obtenus dans cette the`se :
Premie`re partie.–
The´ore`me 1 Soit k un corps parfait.
1. (the´ore`me 6.1.1) La cate´gorie des modules de cycles sur k est e´quivalente a` la cate´-
gorie des modules homotopiques sur k. On obtient deux e´quivalences de cate´gories
quasi-inverses l’une de l’autre en associant :
(a) a` tout module de cycles M , le faisceau gradue´ A0(.;M) qui est un module ho-
motopique.
(b) a` tout module homotopique F∗, le foncteur qui a` une extension de type fini E/k
associe la fibre du faisceau F∗ au point correspondant a` E/k ; c’est en effet un
module de cycles.
2. (the´ore`me 6.3.12) La cate´gorie des faisceaux invariants par homotopie avec transferts
de Voevodsky est une localisation de la cate´gorie des modules de cycles de Rost. Un
des foncteurs de cette localisation est obtenu en associant a` tout module de cycles M
le faisceau A0(.;M, 0).
Nous de´duisons de ce the´ore`me les corollaires suivants :
The´ore`me 2 Soit k un corps parfait.
La cate´gorie des modules de cycles sur k est abe´lienne, admet des sommes et produits
quelconques, une famille de ge´ne´rateurs et les limites inductives filtrantes sont exacts.
Elle est munie d’une structure mono¨ıdale syme´trique telle que le module de cycles KM∗
en soit le neutre. Ce produit tensoriel commute au de´calage de la graduation des modules
de cycles.
Par ailleurs, la proposition 8.6 de [Ros96], jointe aux me´thodes de [Voe02] permet de
donner une nouvelle de´montration du the´ore`me suivant duˆ a` Voevodsky (cf [FSV00b],
the´ore`me 3.1.12) :
The´ore`me 3 Soit k un corps parfait.
Tout faisceau avec transferts qui est invariant par homotopie a une cohomologie Nis-
nevich invariante par homotopie.
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Deuxie`me partie.–
On rappelle que l’on associe suivant Voevodsky a` un couple (X,Z) – appele´ paire
ferme´e dans cette the`se – ou` X est un sche´ma alge´brique lisse et Z un sous-sche´ma ferme´,
un motif M(X,Z).
Pour une paire ferme´e (X,Z) telle que Z est lisse de codimension pure e´gale a` n, on
obtient graˆce a` la de´formation au coˆne normal un isomorphisme M(X,Z) 'M(NZX,Z).
On dispose de plus d’un isomorphisme, appele´ isomorphisme de Thom, M(NZX,Z) '
M(Z) (n)[2n]. Alors :
The´ore`me 4 Soit (X,Z) une paire ferme´e telle que X et Z soient des sche´mas alge´briques
lisses, Z e´tant par ailleurs connexe de codimension n dans X.
Soit f : Y → X un morphisme. On pose T = Z ×X Y , et on note g : T → Z le
morphisme induit par f .
1. (cf 8.4.7) On suppose que T est lisse sur k, connexe de codimension m dans Y .
Alors, le morphisme
M(f, g) :M(Y, T )→M(X,Z)
est isomorphe a` travers la de´formation au coˆne normal et l’isomorphisme de Thom
au morphisme(
M(g) ` ce(ξ)
)
(m)[2m] :M(T ) (m)[2m]→M(Z) (n)[2n],
ou` ξ = g∗(NZX)/NTY est le fibre´ vectoriel «en exce`s», de rang e = n−m.
2. (cf 8.4.10) On suppose seulement que Tre´d est lisse sur k, mais que Z et T sont tous
deux de codimension 1 dans X et Y respectivement.
Par ailleurs, on suppose que l’ide´al de T dans Y est e´gal a` la puissance r de l’ide´al
de Tre´d dans Y . Alors, le morphisme
M(f, g) :M(Y, T )→M(X,Z)
est isomorphe a` travers la de´formation au coˆne normal et l’isomorphisme de Thom
au morphisme
M(Tre´d) (1)[2]
r.M(g)(1)[2]−−−−−−−→M(Z) (1)[2].
La deuxie`me formule est l’interpre´tation ge´ome´trique de la ramification que l’on avait
annonce´e.
Les deux re´sultats suivants ont moins d’importance que les pre´ce´dents, mais nous les
donnons afin d’eˆtre complet :
Proposition 5 (cf 9.3.5) Les conditions suivantes sont e´quivalentes :
1. (conjecture de Beilinson-Soule´) Pour tout sche´ma alge´brique lisse X, pour tout
couple d’entiers naturels (n,m) tel que m > 0,
Hom
DMeffgm (k)
(Mgm(X) ,Z(n)[−m]) = 0.
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2. Pour toute extension de type fini E/k, pour tout entier naturel n,
Hom
pro−DMeffgm (k)(Mgm(E) ,Z(n)[−1]) = 0.
Remarque.– B. Kahn nous a signale´ que l’on conjecturait meˆme que pour toute extension
de type fini E/k, et tout entier naturel n > 0,
Hom
pro−DMeffgm (k)(Mgm(E) ,Z(n)) = 0.
Notre de´monstration montre que cette dernie`re assertion est encore e´quivalente a` la
conjecture de Beilinson-Soule´.
Par ailleurs, on a obtenu le re´sultat d’annulation suivant :
Proposition 6 (cf 9.3.20) Soient X/k un sche´ma alge´brique lisse de dimension d, et L/k
une extension de type fini de k. Pour tout entier p > d, on a
Hom
DMeffgm (k)
(Mgm(L){p},M(X))⊗Q = 0.
Grandes lignes de la the`se
Dans la premie`re partie, nous avons e´te´ guide´s par un souci d’exhaustivite´ et de de´tail, ce
qui entraine la longeur de cette the`se. Pour que cela ne gre`ve pas la lecture de ce me´moire,
nous en trac¸ons donc les grandes lignes, en indiquant la place et l’importance de chaque
e´tape.
Les chapitres 1 a` 3 contiennent essentiellement des rappels concernant la the´orie des
faisceaux avec transferts de Voevodsky. Nous donnons un expose´ complet et de´taille´ de
cette the´orie, en nous appuyant sur le livre de re´fe´rence [FSV00a]. Exception faite de la
fin du chapitre 3 ou` nous introduisons les modules homotopiques, tout le mate´riel de ces
chapitres est donc de´ja` connu.
Les chapitres 3 a` 6 forment la de´monstration proprement dite du re´sultat principal
de la premie`re partie. Dans les deux premiers, nous construisons chacune des deux
e´quivalences de cate´gories qui entrent en jeu dans ce the´ore`me. C’est surtout le chapitre
5 qui demande le plus de travail. Dans le chapitre 6, nous terminons la de´monstration, et
en tirons les corollaires de´ja` cite´s.
Dans la deuxie`me partie, le souci de de´tail a` e´te´ beaucoup moins important. Le chapitre
7 toutefois est consacre´ a` des rappels sur la cate´gorie de´rive´e des motifs mixtes de´finie par
V. Voevodsky pour que le lecteur dispose d’un panorama complet.
Notre apport apparait dans le chapitre 8, principalement avec l’e´tude des triangles de
Gysin de la dernie`re section.
Le corps principal de cette the`se se termine sur la de´finition des motifs ge´ne´riques,
qui sont des pro-objets de la cate´gorie DMgm(k) destine´s a` interpre´ter les re´sultats du
chapitre 5, en montrant comment on peut exploiter l’e´tude faite au chapitre 8. Ce
chapitre a surtout une vocation pre´paratoire pour la suite spectrale que nous avons en
vue (cf De´veloppements e´ventuels), mais nous montrons tout de meˆme comment on peut
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exploiter les motifs ge´ne´riques sur deux exemples simples dans la dernie`re section.
Suivant le souci d’exhaustivite´ de la premie`re partie, nous avons inte´gre´ en annexe
des rappels concernant l’espace de de´formation et la the´orie ge´ne´rale des pro-objets. En
annexe A, on trouvera aussi la de´finition, par ailleurs classique, d’une notion de finitude
sur les sche´mas qui nous sert dans cette the`se. Cette partie annexe se termine sur un index
des notations qui j’espe`re facilitera la lecture du pre´sent me´moire.
Description de´taille´e du travail
Nous de´crivons ici pre´cise´ment chaque partie. Le lecteur pourra se servir de cette descrip-
tion comme un guide de re´fe´rence pour chaque chapitre.
Premie`re partie.– La premie`re partie a pour but la de´monstration du the´ore`me
6.1.1. Elle est e´le´mentaire, et nous prouvons comple´tement toutes les propositions dont
nous avons besoin pour cela. Ainsi, nous avons e´te´ particulie`rement soucieux dans cette
premie`re partie de donner un expose´ le plus complet possible de la the´orie des faisceaux
avec transferts de V. Voevodsky. Le lecteur y trouvera donc toutes les preuves – a` une
exception pre`s – de cette the´orie avec plus de de´tails que dans [FSV00a], ainsi qu’une
interpre´tation des me´thodes du chapitre 3 de ce livre de re´fe´rence.
Chapitre 1.– Le premier chapitre s’ouvre sur des rappels concernant la the´orie de
l’intersection des cycles telle qu’elle est expose´e dans [Ser58].
Dans la deuxie`me section, on expose la the´orie des cycles relatifs de [SV00b] dans le
cas particulier des cycles e´quidimensionnels de dimension 0, puisque nous n’utiliserons que
ces derniers. Suivant A. Suslin et V. Vovevodsky, on montre en particulier que de tels
cycles disposent d’un pushout par un morphisme quelconque.
C’est dans la troisie`me section qu’on entre dans le vif du sujet, avec la notion de
correspondances finies introduite par V. Voevodsky. Pour cela, nous prenons pour base
une base re´gulie`re sur k arbitraire au lieu du corps k montrant ainsi que les bases de la
the´orie sont encore valides dans ce cas. Nous prouvons toutes les proprie´te´s e´le´mentaires
ve´rifie´es par ces correspondances, telles que le fait que leur composition est bien de´finie
par la formule classique. Le calcul de la composition d’une correspondance finie avec un
morphisme de sche´mas montre aise´ment que la cate´gorie des sche´mas alge´briques lisses
munie des correspondances finies contient comme sous-cate´gorie (non pleine!) la cate´gorie
des sche´mas alge´briques lisses munie des morphismes de sche´mas. Par ailleurs, nous avons
de´gage´ quelques proprie´te´s e´le´mentaires concernant la fonctorialite´ de cette cate´gorie par
rapport a` la base choisie. Nous avons aussi de´gage´ un re´sultat utile concernant les groupes
de correspondances finies et les limites inductives de sche´mas a` la source, qui n’e´tait pas
clairement de´gage´ dans la litte´rature.
Dans la dernie`re section, on introduit la notion d’homotopie entre correspondances
finies. Les groupes de correspondances finies a` homotopie pre`s ne sont rien d’autre que
des groupes d’homologie singulie`re au sens de Suslin en degre´ 0, mais nous montrons
que l’utilisation directe de l’e´quivalence d’homotopie permet une interpre´tation claire
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des re´sultats de V. Voevodsky (principalement ceux de [FSV00c]). Dans cette section,
nous introduisons les bonnes compactifications d’une courbe notion due a` Suslin et Vo-
evodsky, et nous exposons comple´tement la preuve de M.Walker concernant l’existence
semi-locale de bonnes compactifications, pour un corps de base infini. Nous donnons en-
suite l’interpre´tation des groupes de correspondances finies a` homotopie pre`s en termes
de groupes de Picard relatifs due a` Suslin et Voevodsky (ici, nous faisons re´fe´rence a` leur
article [SV96] pour la de´monstration). L’originalite´ de ce chapitre re´side dans les deux
dernie`res sous-sections ou` nous montrons comment utiliser les re´sultats pre´ce´dents pour
obtenir des proprie´te´s de la cate´gorie des sche´mas alge´briques lisses munis des correspon-
dances finies a` homotopie pre`s. On fera attention que ces re´sultats ne prendront tout leur
sens que dans le chapitre 3.
Chapitre 2.– Ce deuxie`me chapitre s’ouvre lui-aussi sur des rappels, concernant cette
fois la topologie de Nisnevich. Nous montrons ainsi la caracte´risation classique des fais-
ceaux Nisnevich a` l’aide des «carre´s distingue´s e´le´mentaires» telle qu’elle se trouve par
exemple dans [MV01]. Par ailleurs, dans la troisie`me section, nous faisons une e´tude tre`s
pre´cise des «points», au sens de Grothendieck, du topos associe´ au site des S-sche´mas
lisses de type fini, pour S un k-sche´ma de dimension de Krull finie. En effet, cette e´tude
nous servira de base dans la suite du travail, puisqu’elle explicite une famille conservative
de points pour ce topos. On de´montre ainsi que les foncteurs fibres correspondant sont
pro-repre´sentables – ce qui est un fait ge´ne´ral dans les topos – et surtout, on explicite les
pro-objets de la cate´gorie des S-sche´mas lisses de type fini qui les pro-repre´sentent. Dans
le cas de la topologie de Zariski, on obtient plus pre´cise´ment une e´quivalence de cate´-
gorie entre la cate´gorie des foncteurs fibres d’une famille conservative de points, munie
des transformations naturelles, et la cate´gorie des S-alge`bres locales formellement lisses et
essentiellement de type fini (on renvoie le lecteur a` l’annexe A pour la de´finition de cette
dernie`re condition de finitude sur un morphisme de sche´mas). Nous n’aurons re´ellement
besoin dans la suite du travail que des telles S-alge`bres locales qui sont de dimension 0 ou
1, mais pour l’assertion pre´ce´dente, cela ne change pas beaucoup le travail de conside´rer
toutes les dimensions possibles. Toutefois, puisque nous utilisons particulie`rement dans la
suite les S-alge`bres locales formellement lisses essentiellement de type fini, nous consacrons
a` ces objets un petit paragraphe a` la fin de la premie`re section.
Nous pouvons ensuite entrer dans le vif du sujet avec la deuxie`me section, et de´finir,
suivant tre`s exactement V. Voevodsky, les notions de pre´faisceau avec transferts et de
faisceau avec transferts, en e´tendant toutefois les de´finitions au cas d’une base S qui est
un k-sche´ma re´gulier noethe´rien – ce qui ne pose pas de re´elle difficulte´. Nous avons
suivi fide`lement dans cette section la de´marche de ce mathe´maticien (cf [FSV00b], §3.1)
pour obtenir finalement le fait que la cate´gorie des faisceaux avec transferts est abe´lienne,
et munie d’une structure mono¨ıdale canonique. Suivant toujours V. Voevodsky, nous
montrons qu’un sche´ma X repre´sente canoniquement un faisceau avec transferts note´
L[X] (cf lemme 2.2.4). Par ailleurs, nous de´montrons le lemme fondamental que pour
tout faisceau avec transferts F , le groupe d’extension ExtnN trk
(L[X] , F ) est canoniquement
isomorphe a` la cohomologie du faisceau Nisnevich sous-jacent a` F par rapport a`X en degre´
n.
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Chapitre 3.– Dans ce chapitre, nous introduisons finalement les faisceaux invariants par
homotopie avec transferts, sous le nom abusif de «faisceaux homotopiques». La de´finition
garde encore tout son sens au-dessus d’une base S de´finie sur k, re´gulie`re et noethe´rienne.
Nous prouvons ainsi que la cate´gorie des faisceaux homotopiques sur S est munie d’une
structure mono¨ıdale canonique, a` l’aide du foncteur h0, adjoint a` gauche du foncteur
d’oubli des faisceaux homotopiques dans les faisceaux avec transferts.
Nous prouvons dans la deuxie`me section un lemme utile concernant les extensions tran-
scendantes pures, a` savoir que pour toute extension transcendante pure L de k, pour tout
faisceau homotopique F sur S, et pour tout sche´ma alge´brique lisse sur S, le morphisme
canonique F (X) → F (XL) est un monomorphisme, ou` F (XL) est encore le groupe des
sections du faisceau homotopique F e´tendu a` SL.
Cet e´nonce´ est valable sur une base S quelconque, mais par contre, nous sommes
oblige´s d’abandonner rapidement cette ge´ne´ralite´ pour nous restreindre au cas ou` S est le
corps de base. Dans ce cas, le lemme concernant les extensions transcendantes pures nous
sert a` combler une lacune dans le chapitre [FSV00c]. En effet, la de´monstration de loc.cit.
concernant la proposition correspondant a` 3.3.1 (et donc celle de son corollaire 3.3.3) ne
sont valides que dans le cas ou` k est un corps infini, parce que le the´ore`me de M.Walker
1.3.11 n’est de´montre´ que dans ce cas. Nous utilisons le re´sultat de la deuxie`me section
pour montrer que le cas d’un corps fini k s’en de´duit, par extension des scalaires au corps
infini k(t). Cette troisie`me section est particulie`rement dense, puisque la deuxie`me sous-
section montre un the´ore`me tre`s important de V. Voevodsky (cf 3.3.18), qui nous permet
de de´duire suivant la me´thode de Voevodsky que le faisceau associe´ a` un pre´faisceau avec
transferts invariants par homotopie est encore invariant par homotopie i.e. est un faisceau
homotopique graˆce aux re´sultats du chapitre 2. Ceci montre que la cate´gorie des faisceaux
homotopiques est abe´lienne de Grothendieck, et mono¨ıdale syme´trique ferme´e, re´sultat
fondamental.
Les de´monstrations de cette section suivent comme nous l’avons indique´ la de´marche
de Voevodsky. Toutefois, nous apportons un peu d’originalite´ en montrant que l’on peut
faire toutes les constructions a` l’aide de la cate´gorie des sche´mas alge´briques lisses munis
des correspondances finies a` homotopie pre`s. Ceci simplifie et clarifie substantiellement les
de´monstrations de [FSV00c], §4.1 a` §4.4, dans le cas restreint des faisceaux avec transferts
(au lieu des pre´the´ories) qui est le seul dont nous nous servirons. Nous espe´rons que le
lecteur trouvera ces de´monstrations e´clairantes dans les fondements de la the´orie ge´ne´rale
de la cate´gorie de´rive´e des motifs mixtes.
La dernie`re section est par contre originale, puisqu’elle introduit la notion de «module
homotopique avec transferts» que nous avons de´ja` mentionne´e, sous le nom abusif de
«module homotopique». La premie`re sous-section rappelle la construction de Voevodsky
qui a` un faisceau homotopique F associe un faisceau homotopique F−1 (cf [FSV00c], fin du
§3.1). Nous montrons, suivant a` nouveau V. Voevodsky, que ce foncteur est exact. Nous
en donnons par ailleurs une interpre´tation en terme de Hom interne de source le faisceau
homotopique S1t , appelle´ «sphe`re de Tate», e´gal au conoyau du morphisme canonique
h0({1})→ h0(Gm) – pre´cisons que ce faisceau homotopique est e´gal dans la cate´gorie des
complexes motiviques au motif de Tate classique Z(1) lorsqu’on l’a de´cale´ a` gauche de
1, i.e. Z(1)[1] = S1t (cf 8.2.12). Dans les deux dernie`res sous-sections, nous montrons
comment re´aliser la construction des spectres de la topologie alge´brique dans le cas de
la cate´gorie des faisceaux homotopiques avec pour sphe`re S1t . Nous introduisons donc
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les modules gradue´s au-dessus de S1t , qui sont l’analogue des spectres. Par ailleurs, nous
appelons module homotopique tout module gradue´ F∗ sur S1t tel que le morphisme adjoint
² : F∗ → HomHN trk
(
S1t , F∗
)
= (F∗)−1
au morphisme structural
τ : S1t ⊗Htr F∗ → F∗
est un isomorphisme. Ces objets sont l’analogue des spectres fibrants de la topologie al-
ge´brique. Nous de´montrons ensuite que cette cate´gorie est abe´lienne de Grothendieck, et
que l’on dispose d’un foncteur qui a` un S1t -module F∗ associe un module homotopique
Ω∞(F∗), mais nous reportons a` la fin du chapitre 6 la construction d’une structure mono¨ı-
dale canonique sur la cate´gorie des modules homotopiques, pour laquelle le module homo-
topique Ω∞
(
S1t
)
sera inversible comme il se doit. La raison est que nous n’avons pu nous
passer du re´cent the´ore`me de simplification de Voevodsky, tel qu’il est e´nonce´ dans un cas
particulier dans le nume´ro 6.3.5.
Chapitre 4.– Ce chapitre a pour but de montrer qu’on peut associer a` un module de
cycles un module homotopique.
Il commence par des rappels concernant les de´finitions des pre´-modules et modules de
cycles dues a` M. Rost. Ces rappels n’ont e´te´ inse´re´s que pour la commodite´ du lecteur,
et ils n’apportent rien par rapport a` la re´fe´rence originale [Ros96]. A la fin de la premie`re
section toutefois, nous introduisons une cate´gorie de´finie par ge´ne´rateurs et relations de
telle manie`re que les pre´-modules de cycles deviennent des foncteurs additifs de cette
cate´gorie vers les groupes abe´liens. Cette cate´gorie diffe`re le´ge`remant de la de´finition
originale de la remarque 1.10 de [Ros96] puisque nous conside´rons que ses objets sont
les couples (E, n) ou` E/k est une extension de type fini, et n un entier relatif arbitraire,
afin de voir la graduation des pre´-modules de cycles comme une donne´e interne a` cette
cate´gorie. Cette cate´gorie nous servira seulement dans le chapitre 9.
La deuxie`me section concerne la the´orie de l’intersection qu’on peut de´velopper pour
les groupes de Chow a` coefficients dans un module de cycles. Dans la premie`re sous-
section, elle suit l’approche originale de M. Rost qui utilise l’espace de de´formation pour
de´finir un morphisme de spe´cialisation. Toutefois, dans la deuxie`me sous-section, nous
avons montre´ comment on peut de´velopper en s’appuyant sur les re´sultats de [Ros96] une
the´orie des morphismes de Gysin associe´s aux morphismes localement d’intersection com-
ple`te, similaire a` celle de [Ful98] (cf de´finition 4.2.23). Suivant cette dernie`re re´fe´rence,
nous nous limitons aux morphismes localement d’intersection comple`te dont la source est
un sche´ma que l’on peut immerger dans un sche´ma lisse sur S. Nous montrons que ces
morphismes de Gysin satisfont les proprie´te´s de base telles qu’elles sont e´nonce´es dans le
chapitre 6 de [Ful98]. Par ailleurs, nous construisons suivant loc.cit. des morphismes de
Gysin raffine´s, qui permettent d’e´noncer en ge´ne´ral une formule de projection (cf de´fini-
tion 4.2.29, et proposition 4.2.36). Signalons que nous n’avons de´veloppe´ la the´orie des
morphismes de Gysin raffine´s que pour des pullback d’immersions ferme´es re´gulie`res, et
qu’on doit pouvoir le faire suivant [Ful98] pour des pullback de morphismes localement
d’intersection comple`te. Nous montrons finalement que notre de´finition co¨ıncide avec celle
de Rost dans le cas ou` l’on conside`re un morphisme localement d’intersection comple`te a`
valeur dans un sche´ma lisse sur S. Dans la dernie`re sous-section, nous suivons a` nouveau
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[Ros96] pour de´finir un produit d’intersection sur un corps k lorsqu’on s’est donne´ un
pairing de modules de cycles. Toutefois, en plus des re´sultats de M. Rost sur ce produit
d’intersection, nous obtenons graˆce a` l’e´tude de la deuxie`me sous-section une formule de
projection ve´rifie´e par ce produit d’intersection, lorsqu’on conside`re un morphisme propre
et localement d’intersection comple`te. La fin de la dernie`re sous-section est consacre´e a`
l’e´tude du cas de la K-the´orie de Milnor, ou` nous de´montrons l’assertion finale de [Ros96],
suivant l’indication qui s’y trouve. Ce re´sultat nous permettra de montrer que le produit
sur la cohomologie motivique en degre´ 2n et poids n pour un entier naturel n variable
co¨ıncide avec le produit sur les groupes de Chow.
Dans la dernie`re section, on s’occupe du re´sultat annonce´. La premie`re sous-section
construit donc une action des correspondances finies sur les groupes de Chow A∗(.;M)
pour un module de cycles M sur un corps k (non ne´cessairement parfait). Le plus dif-
ficile est de montrer que cette action est compatible avec le produit de composition des
correspondances finies, ce que l’on fait graˆce a` une e´tude pre´cise des intersections mises
en jeu, nous servant a` plusieurs reprises du fait que pour composer deux correspondances
finies, on se re´duit a` une intersection propre. Nous utilisons a` nouveau pour ce travail les
re´sultats de la deuxie`me section concernant les morphismes de Gysin raffine´s. Ce travail
e´tant effectue´, il ne nous reste plus qu’a` montrer que pour un module de cycles M le
faisceau gradue´ A0(.;M) est un module homotopique (cf 4.3.9).
Chapitre 5.– Ce chapitre est le plus technique de la the`se, et en occupe pratiquement
le quart. Nous nous occupons de la re´ciproque du chapitre 4, a` savoir qu’un module
homotopique F∗ de´finit un module de cycles (cf e´nonce´ en 5.1.2), que l’on note Fˆ∗, et que
l’on appelle transforme´e ge´ne´rique de F∗ – puisqu’il s’agit en particulier de la restriction
de F aux points Nisnevich qui correspondent a` des sche´mas alge´briques lisses connexes
localise´s en leur point ge´ne´rique. Il s’agit de construire les donne´es des pre´-modules de
cycles, de de´montrer les relations que doivent ve´rifier ces donne´es, et de montrer enfin les
axiomes des modules de cycles. Le lecteur trouvera dans le tableau page 130 les re´fe´rences
ou` chacune de ces taˆches est effectue´e. Nous avons essaye´ de donner des e´nonce´s pre´cis qui
permettent la lecture de cette de´monstration en suivant les indications du tableau, puis
en glanant au besoin des de´tails graˆce au jeu des re´fe´rences.
Nous indiquons ici la de´marche adopte´e dans cette de´monstration. On fixe dans tout
le chapitre 5 un module homotopique (F∗, ²). Il s’agit dans chaque cas de de´finir un
morphisme entre les fibres du faisceau F∗ aux points correspondant aux extensions de
type fini de k. Pour cela, on proce`de toujours de la meˆme manie`re ; on donne d’abord
la construction ge´ome´trique qui correspond a` la donne´e D* que l’on veut construire. On
montre ensuite, dans un paragraphe toujours intitule´ «situation ge´ne´rique» comment
cette donne´e passe a` la limite pour induire un morphisme sur les fibres (on utilise ici
la the´orie des pro-objets ; le lecteur en trouvera un rappel complet dans l’annexe C).
On de´finit la donne´e arithme´tique en question en montrant comment elle se mode´lise
ge´ome´triquement en introduisant une notion approprie´e de «mode`le», et on montre que
la de´finition est inde´pendante du mode`le choisi. On de´montre finalement les relations qui
sont rattache´es a` cette donne´e.
La deuxie`me section du chapitre 5 concernant la donne´e D1 est e´le´mentaire.
La troisie`me section s’attache a` de´finir la donne´e D2. Pour cela, la construction
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ge´ome´trique utilise´e est la transpose´e des morphismes finis e´quidimensionnels de sche´mas
dans la cate´gorie des correspondances finies (sous-section 5.3.1). Nous montrons ensuite
qu’on peut toujours trouver un mode`le d’une extension finie E/L, c’est-a`-dire un mor-
phisme fini surjectif X → Y de k-sche´mas connexes alge´briques lisses, tel que κ(X)/κ(Y )
soit canoniquement k-isomorphe a` E/L. La de´monstration de l’axiome R1c respose sur
une relation analogue (cf 5.3.5) ve´rifie´e par les correspondances finies.
La quatrie`me section permet de construire la donne´e D4. C’est la difficulte´ princi-
pale de ce chapitre. Notons que la construction aurait e´te´ beaucoup moins technique si
l’on avait accepte´ d’utiliser le the´ore`me 3.1.12 de [FSV00b] concernant l’invariance par
homotopie stricte des faisceaux homotopiques. Nous montrons comment e´viter le recours
a` ce the´ore`me, a` l’aide d’une construction inspire´e de la construction du §4.2 de [FSV00c].
Nous avons de´gage´, pour clarifier la construction, la notion de paire ferme´e inspire´e de la
topologie. Une paire ferme´e est tout simplement un couple (X,Z) forme´ d’un sche´ma X
et d’un sous-sche´ma ferme´ Z de X. A une telle paire ferme´e, et a` un faisceau homotopique
F , nous associons un groupe abe´lien note´ F 1(X,Z). La construction que nous proposons
a l’avantage que le groupe abe´lien ainsi construit de´pend fonctoriellement de la paire fer-
me´e (X,Z). Or cette fonctorialite´ est un peu particulie`re. En effet, nous conside´rons
pour morphismes de paires ferme´es (f, g) : (Y, T ) → (X,Z) les morphismes de sche´mas
f : Y → X tels que f−1(Z)red = Tred, que nous baptisons morphismes quasi-carte´siens.
Autrement dit, il nous suffit que l’espace topologique sous-jacent a` f−1(Z) soit e´gal a` T
(nous ajoutons l’hypothe`se que le morphisme g : T → Z doit eˆtre la compose´e d’un e´pais-
sissement canonique avec le morphisme induit par f). Il apparaˆıt que le groupe F 1(X,Z)
ainsi construit satisfait la proprie´te´ d’excision classique en ge´ome´trie. Le re´sultat central
de cette construction est le fait (cf 5.4.24) que
F 1(A1X , X) ' F−1(X),
analogue du the´ore`me 4.14 de [FSV00c]. Nous insistons sur le fait que le lemme cle´ qui
nous sert dans cette proposition est le lemme de´montre´ et utilise´ par V. Voevodsky pour
ce the´ore`me. Toutefois, notre construction ve´rifie des proprie´te´s suffisantes pour que l’on
obtienne graˆce a` l’espace de de´formation un isomorphisme canonique
F 1(X,Z) ' F 1(NZX,Z)
lorsque la paire ferme´e (X,Z) est «parame´trisable» (cf 5.4.26). Dans la sous-section 5.4.3,
nous montrons que cet isomorphisme est naturel par rapport a` tout morphisme quasi-
carte´sien (f, g) : (Y, T ) → (X,Z) entre des paires ferme´es de codimension 1, qui est tel
que l’e´paississment canonique T → f−1(Z) entre sous-sche´mas ferme´s de Y soit «exact»
(i.e. l’ide´al de f−1(Z) dans Y est e´gal a` une puissance entie`re de l’ide´al de T dans Y ).
Ceci nous servira par la suite pour interpre´ter de manie`re ge´ome´trique la formule R3a de
[Ros96] qui fait intervenir un indice de ramification. Signalons enfin que l’on dispose d’un
morphisme canonique
F (X − Z)→ F 1(X,Z)
que l’on peut conside´rer comme la version ge´ome´trique du re´sidu. On montre ensuite
comment ce re´sidu passe a` la limite. Par la suite, on introduit la notion de k-mode`le d’un
anneau de valuation discre`te Ov qui est essentiellement de type fini sur k. C’est ici que
l’on utilise l’hypothe`se que k est parfait, puisqu’un tel mode`le est une paire ferme´e (X,Z)
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telle que X et Z sont lisses, connexes et de type fini sur k, et Z est de codimension 1
d’anneau local canoniquement isomorphe a` Ov. On ne peut pas espe´rer une telle situation
en ge´ne´ral pour un anneau de valuation discre`te sur un corps non parfait k, puisque son
corps re´siduel peut ne pas eˆtre une extension se´parable de k. Nous montrons que de tels
mode`les existent, en de´duisons la de´finition du re´sidu a` l’aide du pre´-re´sidu, et montrons
que cette de´finition est inde´pendante du mode`le choisi (notamment inde´pendante d’une
uniformisante de Ov qu’il faut choisir pour construire le morphisme re´sidu). La dernie`re
sous-section de´montre les relations R3a et R3b que doit ve´rifier un pre´-module de cycles,
a` l’aide de l’interpre´tation ge´ome´trique de la ramification que nous avons obtenue graˆce
a` la de´formation au coˆne normal. Nous utilisons notamment le fait que le groupe des
endomorphismes du faisceau homotopique S1t est isomorphe a` Z.
Dans la section 5, on s’occupe de l’action de la K-the´orie de Milnor. Celle-ci re´sulte
simplement de l’action naturelle de la cohomologie motivique sur les sections d’un faisceau
homotopique. Nous introduisons cette action en terme de cup-produit externe. Dans la
deuxie`me sous-section, nous rappelons que la cohomologie motivique d’un corps en degre´
n et poids n est le n-ie`me groupe de K-the´orie de Milnor, re´sultat obtenu par A.Suslin
et V. Voevodsky. Toutefois, nous e´nonc¸ons cette proposition a` propos du groupe que l’on
a note´ Snt (E) (et qui correspond en fait a` H
n(Z(n))(E)) ; puisque nous avons de´montre´
toutes les proprie´te´s e´le´mentaires du cup-produit – comme une formule de projection –
pour les faisceaux homotopiques, nous montrons que la de´monstration de A. Suslin et
V. Voevodsky concernant la cohomologie motivique se traduit en fait litte´ralement pour
donner une de´monstration concernant le groupe Snt (E). Nous avons donc inse´re´ cette
de´monstration dans le cas du faisceau homotopique gradue´
S∗t = ⊕n∈N(S1t )⊗
Htr,n
principalement par souci d’exhaustivite´. L’action de la K-the´orie de Milnor est alors facile
a` de´finir. Toutefois, on caracte´rise cette action pour lui donner une forme ge´ome´trique (cf
5.5.26). Ceci nous permet de donner finalement une de´monstration des dernie`res relations
des pre´-modules de cycles – signalons que nous avons besoin pour la dernie`re relation d’une
proprie´te´ supple´mentaire du morphisme pre´-re´sidu de la section 4 (e´nonce´ en 5.5.30).
Dans la section 6, on de´montre les axiomes des modules de cycles. La proprie´te´ (FD)
est facile compte tenu de notre construction. Par contre, pour terminer la de´monstration
on utilise a` nouveau le fait que le corps k est parfait, et la caracte´risation des modules
de cycles montre´e par M. Rost dans ce cas ([Ros96], theorem 2.3). En effet, on de´montre
que le pre´-module de cycle de´fini par un module homotopique ve´rifie la proprie´te´ (H), qui
entraˆıne facilement la proprie´te´ (WR), ce qui conclut le chapitre 5 d’apre`s le re´sultat de
M. Rost.
Chapitre 6.– Dans ce chapitre, on de´montre le the´ore`me principal de la premie`re partie,
pour un corps parfait k. On a de´ja` construit deux foncteurs canoniques entre la cate´gorie
des modules de cycles sur k et celle des modules homotopiques sur k. Il reste a` montrer
que ces deux morphismes sont re´ciproques l’un de l’autre. On construit donc des transfor-
mations naturelles canoniques (qui correspondent au fait que ces foncteurs sont adjoints),
et on montre que ce sont des isomorphismes.
Ainsi, pour un module de cycles M , on construit facilement un foncteur canonique
̂A0(.;M)→M entre la transforme´e ge´ne´rique de A0(.;M) et le module de cyclesM . Toute
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la difficulte´ consiste a` voir que c’est un morphisme de modules de cycles, c’est-a`-dire qu’il
est compatible aux donne´es D1-D4. Ce sont les donne´es D3 et D4 qui posent le plus de
proble`mes. Pour la donne´e D3, on utilise le fait que le module homotopique A0(.;M) est
strictement invariant par homotopie, comme il re´sulte de la proposition 6.5 de [Ros96].
On montre que le morphisme pre´-re´sidu conside´re´ dans la section 4 du chapitre 5 co¨ıncide
avec le morphisme bord de´fini par M. Rost dans loc.cit., §3.7. Ceci permet de conclure
en revenant a` la de´finition de celui-ci. Pour la donne´e D4 on utilise la caracte´risation de
l’action de la K-the´orie de Milnor sur ̂A0(.;M) (i.e. celle du corollaire 5.5.26), ainsi que
la de´finition de l’isomorphisme structural du module homotopique A0(.;M).
Pour un module homotopique F∗, on construit de meˆme assez facilement pour tout
sche´ma alge´brique lisse X un morphisme F∗(X)→ A0(X; Fˆ∗). Le proble`me est de montrer
qu’il est compatible aux transferts sur chacun des deux membres. On fait cela en plusieurs
e´tapes, en commenc¸ant par le cas des morphismes plats dominants et de la transpose´e des
morphismes finis surjectifs. Le cas le plus difficile est celui des immersions ferme´es, et on
utilise notamment le corollaire 12.4 de [Ros96] concernant le calcul du morphisme de Gysin
d’une immersion ferme´e a` l’aide d’une suite re´gulie`re qui la parame´trise. On a besoin ici
d’un lemme qui permet d’interpre´ter ge´ome´triquement les morphismes de spe´cialisation
(graˆce au lemme 6.1.2). On peut alors de´montrer le cas ge´ne´ral a` partir de ces trois cas,
car on s’y re´duit dans le cas d’une correspondance finie associe´e a` un sous-sche´ma ferme´
lisse sur k. On termine la de´monstration en utilisant le fait que le morphisme construit
est un isomorphisme sur les points correspondant aux extensions de type fini de k, ce qui
suffit puisque c’est un morphisme de faisceaux homotopiques.
On en de´duit ensuite le corollaire dont nous avons de´ja` parle´ concernant les modules
de cycles, sans la structure mono¨ıdale dans un premier temps. Par ailleurs, on en
de´duit un corollaire concernant les modules homotopiques i.e. en tant que faisceaux,
ils ve´rifient la re´solution de Gersten, sont strictement invariants par homotopie, et leur
cohomologie est e´gale au groupe de Chow a` coefficients du module de cycles correspondant.
Dans la dernie`re section, on de´duit des re´sultats supple´mentaires qui font appel au
re´cent preprint [Voe02] de V. Voevodsky.
Dans la premie`re sous-section, on montre comment interpre´ter – certains diraient de´-
tourner – les lemmes principaux de loc.cit. pour obtenir le lemme suivant (cf corollaire
6.3.2) :
Lemme 7 Pour tous faisceaux homotopiques F et G, le morphisme canonique
HomHN trk (G,F )→ HomHN trk
(
S1t ⊗Htr G,S1t ⊗Htr F
)
est un monomorphisme.
Nous avons besoin d’une relation supple´mentaire qui ne figure pas dans [Voe02], et que
nous de´montrons, a` savoir la relation syme´trique de celle du lemme 4.4 de loc.cit. suivante :
Soit Z : GmX → GmY une correspondance finie telle que ρn(Z) est de´finie. Alors,
pour toute correspondance finie W : Y → Y ′, ρn((1Gm ⊗W) ◦ Z) est de´finie et
ρn((1Gm ⊗W) ◦ Z) =W ◦ ρn(Z).
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On en de´duit le fait que pour un faisceau homotopique, le morphisme canonique F →
Ω∞(Σ∞F ) est un monomorphisme, ce qui permet de de´duire le fait que F est strictement
invariant par homotopie du fait correspondant pour le module Ω∞(Σ∞F ).
Dans la deuxie`me sous-section, on rappelle le the´ore`me de simplification de V. Voevod-
sky (corollaire 4.10 de [Voe02]) sous la forme affaiblie que l’on utilise dans le chapitre 6.
Ce the´ore`me implique tout d’abord que le faisceau gradue´
S∗t =
⊕
n∈N
(S1t )
⊗Htr,n
est un module homotopique. On en de´duit ensuite que la cate´gorie des faisceaux homo-
topiques est une localisation de la cate´gorie des modules homotopiques. Ceci montre graˆce
a` notre the´ore`me que la cate´gorie des faisceaux homotopiques est une localisation de la
cate´gorie des modules de cycles. Enfin, on en de´duit finalement une structure mono¨ıdale
sur la cate´gorie des modules homotopiques telle que S∗t soit l’e´le´ment neutre. Ceci im-
plique l’existence d’une structure mono¨ıdale sur la cate´gorie des modules de cycles telle
que KM∗ soit l’e´le´ment neutre.
Enfin, dans la dernie`re sous-section, on note que les re´sultats de´montre´s permettent
d’obtenir un isomorphisme, pour tout sche´ma alge´brique lisse X,
CH∗(X) ρ∗−→
⊕
n
Hn(X;Snt ),
qui est compatible aux structures d’anneaux des deux membres, et aux transferts par
rapport a` X. Cet isomorphisme e´tait de´ja` bien connu, nous avons simplement ajoute´ une
ve´rification montrant qu’il est compatible aux diffe´rentes structures.
Deuxie`me partie.– La deuxie`me partie a pour but de montrer comment on peut in-
terpre´ter les re´sultats de la premie`re dans la cate´gorie des motifs. Elle est moins de´taille´e
que la premie`re, et nous mettons de coˆte´ le souci d’exhaustivite´ qui avait e´te´ le noˆtre
jusqu’alors.
Dans toute cette partie, on suppose que le corps k est parfait.
Chapitre 7.– L’expose´ n’aurait pas e´te´ complet sans la description de la cate´gorie
de´rive´e des motifs mixtes de V. Voevodsky, qui est la motivation principale pour introduire
les faisceaux homotopiques.
Dans la premie`re section, nous commenc¸ons par rappeler la de´finition des complexes
motiviques (effectifs) de V. Voevodsky. Les de´monstrations ne sont donne´es qu’a` titre
indicatif.
Dans la deuxie`me section, on rappelle la de´finition de la cate´gorie de´rive´e des motifs
mixtes due a` V. Voevodsky, et qui utilise directement la cate´gorie des sche´mas alge´briques
lisses munis des correspondances finies. On rappelle particulie`rement le re´sultat fondamen-
tal de [FSV00b] (the´ore`me 3.2.6) qui montre que la cate´gorie de´rive´e des motifs mixtes
effectifs est une sous-cate´gorie pleine de la cate´gorie des complexes motiviques (effectifs)
; c’est ce the´ore`me qui permet de travailler efficacement avec la cate´gorie introduite par
V. Voevodsky. On e´nonce par ailleurs le corollaire du the´ore`me de simplification qui af-
firme que la cate´gorie de´rive´e des motifs mixtes effectifs est une sous-cate´gorie pleine de
la cate´gorie de´rive´e des motifs mixtes.
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Dans la dernie`re section, nous donnons une de´marche qui permettrait de de´finir une
cate´gorie de complexes motiviques analogue a` la cate´gorie homotopique stable (cf [Mor]),
en utilisant la construction des spectres de la topologie alge´brique. Cette cate´gorie devrait
eˆtre munie d’une t-structure canonique, appele´e t-structure homotopique, dont le coeur
est la cate´gorie des modules homotopiques (avec transferts), re´alisant ainsi une partie du
programme de [Mor] concernant les modules homotopiques sans transferts.
Chapitre 8.– C’est dans ce chapitre que nous interpre´tons les me´thodes de la premie`re
partie. La premie`re section montre ainsi que l’on peut transposer, dans la cate´gorie de´rive´e
des motifs mixtes, les morphismes finis e´quidimensionnels de sche´mas. Cette transpose´e
ve´rifie par ailleurs une formule de projection qui met en jeu le cup-produit externe dans
la cate´gorie de´rive´e des motifs mixtes (cf section 8.1.2 pour la de´finition de celui-ci).
L’e´tude la plus inte´ressante concerne sans doute celle effectue´e dans la deuxie`me sec-
tion, concernant les motifs relatifs introduits par V. Voevodsky. Il s’agit du motifM(X,Z)
associe´ a` une paire ferme´e (X,Z) ou` X est un sche´ma alge´brique lisse, et Z un sous-sche´ma
ferme´ quelconque de X. La section 5.4.1 prend ici tout son sens. Il re´sulte ainsi triviale-
ment de la de´finition que M(X,Z) ne de´pend que de la structure re´duite du sous-sche´ma
ferme´ Z. De`s lors, ce motif est naturel par rapport aux morphismes quasi-carte´siens de
paires ferme´es que nous avons introduits dans la de´finition 5.4.4. Nous montrons ainsi
dans la deuxie`me sous-section toutes les proprie´te´s e´le´mentaires ve´rifie´es par les motifs
relatifs. Dans la troisie`me sous-section, nous introduisons un type particulier de motifs re-
latifs, baptise´s motif de Thom en re´fe´rence a` la de´finition 2.16 du paragraphe 3 de [MV01].
Pour un sche´ma alge´brique lisse X, et un fibre´ vectoriel E sur X, le motif de Thom de
E est e´gal au motif relatif associe´ a` la paire ferme´e (E,X) ou` X est vu comme un sous-
sche´ma ferme´ a` travers la section nulle. Nous montrons certaines proprie´te´s ve´rifie´es par
ces motifs relatifs, et nous rappelons l’interpre´tation du motif de Tate Z(1) en termes de
motifs de Thom du fibre´ vectoriel trivial de rang 1 sur k, de´cale´ de 2. La dernie`re sous-
section montre que pour toute paire ferme´e (X,Z) telle que X et Z soient des sche´mas
alge´briques lisses,M(X,Z) 'MTh (NZX) a` travers les isomorphismes de de´formation au
coˆne normal. La de´monstration suit tre`s exactement la de´monstration du fait analogue et
plus ge´ne´ral concernant la cate´gorie homotopique stable (cf §3, the´ore`me 2.23 de [Mor].
Nous l’avons de´gage´e ici car elle nous permettra de montrer plusieurs formules concernant
le triangle de Gysin de la section 4.
Avant d’en arriver la`, on construit un isomorphisme canonique pour tout fibre´ vectoriel
E de rang n sur un sche´ma alge´brique lisse X :
MTh (E)
θ(E)−−−→M(X) (n)[2n].
Ce morphisme est induit par la classe de Thom suivante dans le groupe de Chow de
P(E ⊕ 1) :
t(E) =
n∑
i=0
(−1)ip∗(cn−i(E)).c1(λ)i,
ou` λ de´signe le fibre´ inversible canonique du fibre´ projectif P(E ⊕ 1) et p sa projection
canonique. Pour arriver a` la construction de l’isomorphisme de Thom, on rappelle tout
d’abord l’isomorphisme canonique pour tout sche´ma alge´brique lisse X
H2n(X;Z(n)) ' CHn(X),
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duˆ a` V. Voevodsky. Nous utilisons d’abord pour la construction de cet isomorphisme le
the´ore`me de simplification de Voevodsky. Par ailleurs, on rappelle que l’on a identifie´
a` la fin du chapitre 6 les groupes de Chow classiques de X avec la cohomologie en X
du faisceau de K-the´orie de Milnor non ramifie´, de telle manie`re que les structures pro-
duits co¨ıncident – l’une est de´finie par la the´orie de l’intersection classique, l’autre par la
the´orie de l’intersection sur les groupes de Chow a` coefficients de´finie par M. Rost. Cette
identification nous permet de de´montrer que l’isomorphisme ci-dessus est compatible aux
structures produits et aux transferts, fait dont on se servira par la suite. La the´orie des
classes de Chern classique pour les groupes de Chow induit donc des classes canoniques
dans la cohomologie motivique, que l’on interpre`te comme des morphismes de la cate´gorie
DM eff− (k). On rappelle ainsi le the´ore`me du fibre´ projectif de V. Voevodsky (proposition
3.5.1 de [FSV00b]), donnant une bre`ve indication de preuve. Ce the´ore`me nous permet
de montrer que, pour un fibre´ vectoriel E de rang n sur un sche´ma alge´brique lisse X, la
classe de Thom introduite ci-dessus de´finit une classe canonique
MTh (E)→ Z(n)[2n]
qui par cup-produit avec la projection canonique induit l’isomorphisme de Thom. On
termine la sous-section 8.3.4.2 en montrant les bonnes proprie´te´s fonctorielles de cet iso-
morphisme de Thom. Par exemple, si i : F → E est un monomorphisme de fibre´s vectoriels
sur un sche´ma alge´brique lisse X (connexe), il induit un morphisme MTh (i) qui est e´gal
a` travers les isomorphismes de Thom au morphisme
M(X) (m)[2m]
M(1X)`ce(E/F )(m)[2m]−−−−−−−−−−−−−−−→M(X) (n)[2n]
ou` m et n sont les rangs respectifs de E et F , et ce(E/F ) est le morphisme correspondant
a` la classe de Chern du fibre´ vectoriel E/F sur X.
Dans la dernie`re section enfin, on montre comment, pour une paire ferme´e (X,Z)
telle que X et Z soient alge´briques lisses, la conside´ration de l’isomorphisme induit par la
de´formation au coˆne normal et de l’isomorphisme de Thom permet de de´finir le triangle
distingue´ dit de Gysin – obtenu dans [FSV00b], proposition 3.5.4. Le principal re´sultat de
ce chapitre concerne la fonctorialite´ de ce triangle de Gysin, dans le cas d’un morphisme
transverse, mais aussi dans le cas de de´fauts mineurs par rapport au cas transverse. Par
ailleurs, on obtient une fonctorialite´ du triangle de Gysin par rapport a` la transpose´e de
certains morphismes finis e´quidimensionnels de paires ferme´es.
La fin de cette dernie`re section se cloˆt sur quelques formules certes moins importantes
mais qui me´ritaient tout de meˆme d’eˆtre signale´es, et dont le leitmotiv est toujours la
traduction des re´sultats de la premie`re partie dans la cate´gorie de´rive´e des motifs mixtes.
Chapitre 9.– Dans ce dernier chapitre, on montre comment interpre´ter les constructions
du chapitre 5 en termes de certains pro-objets dans la cate´gorie de´rive´es des motifs mixtes,
que nous avons appele´s motifs ge´ne´riques. On a pose´ dans ce chapitre Z{1} = Z(1)[1]. A
tout couple (E, n) ou` E/k est une extension de type fini de k, et n un entier relatif, on
associe un pro-motif
Mgm(E){n} = lim←−
A⊂E|A/k est lisse de type fini
M(Spec (A)){n}.
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On note DM (0)gm(k) la cate´gorie des tels pro-objets de DM
eff
gm (k), munie des morphismes
de pro-objets1.
Le re´sultat principal de ce chapitre est le fait que toutes les donne´es D1 a` D4 des pre´-
modules de cycles ont leur analogue en tant que morphismes de motifs ge´ne´riques, et que
par ailleurs, toutes les relations des pre´-modules de cycles sont vraies dans la cate´gorie des
motifs ge´ne´riques. On formule ceci de manie`re synthe´tique dans l’existence d’un foncteur
canonique
M (0) : (E˜k)op → DM (0)gm(k) , (E,n) 7→Mgm(E){n},
ou` la cate´gorie E˜k est la cate´gorie introduite par M. Rost dans la remarque 1.10 de [Ros96],
sauf que l’on conside`re les extensions accompagne´es d’un entier relatif.
La construction de ce foncteur, bien que moins de´taille´e que celle du chapitre 5, mon-
tre par sa concision l’utilite´ de conside´rer ces motifs ge´ne´riques. On obtient donc une
interpre´tation de la transforme´e ge´ne´rique de la premie`re partie : tout module homo-
topique F∗ induit un foncteur sur la cate´gorie DMgm(k), donc un foncteur sur la cate´gorie
pro−DMgm(k) qui par restriction a` la cate´gorie DM (0)gm(k) induit a` travers le foncteurM (0)
le pre´-module de cycles note´ Fˆ∗ dans la premie`re partie.
Dans une dernie`re section, on donne quelques applications supple´mentaires de ces mo-
tifs ge´ne´riques. Tout d’abord, on calcule le motif ge´ne´rique d’une extension transcendante
pure (qui est l’analogue de la proprie´te´ (H) ve´rifie´e par les modules de cycles). Ceci nous
permet d’en de´duire une re´duction de la conjecture de Beilinson-Soule´ – cette re´duction
e´tait apparemment de´ja` connue. Par ailleurs, nous posons la question dans la dernie`re
sous-section de savoir si le foncteur M (0) est plein – la question de savoir s’il est fide`le
est aussi ouverte. Nous montrons qu’une re´ponse affirmative a` cette question entraˆıne de
manie`re surprentante le fait que tout module de cycles qui est de type fini au sens de 9.3.12
(a` travers notre e´quivalence de cate´gorie) est borne´ infe´rieurement. Nous de´montrons un
cas e´le´mentaire en direction de cette affirmation, et nous obtenons en de´sespoir de cause
un re´sultat d’annulation concernant la partie libre de certains groupes de morphismes dans
la cate´gories DMeffgm (k).
De´veloppements e´ventuels
Nous terminons cette introduction par les pistes sur lesquelles de´bouchent cette the`se.
Tout d’abord, nous avons obtenu le fait que la cate´gorie des faisceaux homotopiques
est une localisation des modules de cycles. Une des premie`res questions qui se pose de`s
lors est la possibilite´ de faire une the´orie des «modules de cycles effectifs» qui corresponde
aux faisceaux homotopiques de la meˆme manie`re que la cate´gorie des modules de cycles
correspond aux modules homotopiques. Pour ceci, nous avons de´ja` essaye´ de faire la
meˆme the´orie que celle de M. Rost pour des objets gradue´s ne´gativement. On peut de´finir
facilement une notion de pre´-modules de cycles gradue´s ne´gativement, en conside´rant par
exemple la cate´gorie E˜k. Par contre, les axiomes ne´cessaires pour faire de ces pre´-modules
de cycles «effectifs» des modules de cycles «effectifs» ne sont pas clairs. Ainsi, dans la
de´monstration des proprie´te´s cruciales (H) et (RC) des modules de cycles, M. Rost utilise
1A.Beilinson a de´ja` conside´re´ les pro-objets Mgm(E) dans le preprint [Bei], pour formuler une carac-
te´risartion de la t-structure motivique conjecturale sur DMeffgm (k)
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toute la graduation pour construire des sections canoniques. Il faudrait donc a priori
demander que les modules de cycles effectifs ve´rifient les proprie´te´s (H) et (RC) en plus
des proprie´te´s (FD) et (C). Si l’on re´ussissait a` faire marcher cette variante «effective»
des modules de cycles, on n’aurait pas besoin pour rede´montrer le the´ore`me de Voevdsky
6.3.3 d’utiliser les me´thodes de [Voe02].
Les me´thodes de´veloppe´es dans cette the`se (et particulie`rement dans la deuxie`me par-
tie) montrent que nos propositions doivent pouvoir se ge´ne´raliser lorsqu’on remplace la
cate´gorie de´rive´e des motifs mixtes par la cate´gorie homotopique stable des sche´mas. On
pourrait ainsi espe´rer ge´ne´raliser la de´finition de la transforme´e ge´ne´rique dans le cas ou`
l’on remplace les modules homotopiques (avec transferts) par les modules homotopiques
(sans transferts) de´finis par F.Morel dans [Mor]. On obtiendrait ainsi le de´but du pro-
gramme pense´ par F.Morel a` propos de ces modules homotopiques. Ceci devrait conduire a`
une notion de modules de cycles (non oriente´s) ou` l’on remplace la K-the´orie de Milnor par
la K-the´orie de Milnor-Witt comme il est explique´ brie`vement dans [Mor]. Une partie de ce
programme serait de de´montrer par ailleurs que les modules homotopiques avec transferts
de cette the`se sont e´quivalents aux modules homotopiques de la cate´gorie homotopique
stable qui sont de plus oriente´s. Par exemple, une des difficulte´s provient du fait que les
morphismes re´sidus de´pendent dans le cas des modules homotopiques (sans transferts) de
l’uniformisante choisie. Or, M.Schmid a donne´ une me´thode dans sa the`se [Sch97] pour
de´finir des complexes de Cousin canoniques meˆme lorsque les re´sidus de´pendent d’une uni-
formisante (il s’agit de conside´rer le de´terminant du fibre´ normal en jeu...) Par ailleurs, les
progre`s re´cents concernant le groupe de Witt d’un sche´ma, et notamment la re´solution de
Gersten qui lui est associe´e, montrent un exemple d’une the´orie cohomologique qui devrait
entrer dans ce cadre.
Le dernier de´veloppement que nous proposons justifie pleinement la deuxie`me partie
de cette the`se. Il s’agit de ge´ne´raliser la suite spectrale de [Ros96] au cas ou` le module de
cycles est remplace´ par un motif. Ainsi, pour un morphisme lisse T
φ−→ B entre sche´mas
alge´briques lisses, et pour un motif M, il devrait exister une suite spectrale de la forme
Ep,q2 ⇒ HomDMgm(k)(M(T ) ,M[p+ q])
et dont le terme E2 s’exprime comme la «cohomologie d’un syste`me local» induit par les
fibres de φ.
Ce syste`me local est conjecturalement un module de cycles sur B de´fini par la formule
suivante :
Hq(φ;M) : E sB → Z−A b
E/B 7→ ⊕n∈ZHomDMgm(k)(M(T ×B (E)) (−n)[−n],M[q])
A l’aide de ce module de cycles, le terme E2 de cette suite spectrale doit eˆtre e´gal a`
Ep,q2 = A
p(B;Hq(φ;M), p).
En conside´rant le pullback de la filtration par codimension du support de B – filtra-
tion classiquement conside´re´e pour de´finir une suite spectrale de Gersten – nous avons
de´ja` pu de´finir une suite spectrale qui converge vers le but souhaite´. Le proble`me reste
l’identification du terme E2 telle que nous venons de la de´crire.
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Pour le moment, nous avons uniquement de´montre´, en utilisant la meˆme de´mon-
stration que dans le chapitre 9, que le foncteur Hq(φ;M) est un pre´-module de cycles.
L’identification du terme E2 devrait montrer que c’est meˆme un module de cycles.
L’utilisation de cette suite spectrale pourrait de´boucher sur la mise en e´vidence de
certaines classes caracte´ristiques suivant les me´thodes de la topologie alge´brique applique´es
a` la suite spectrale de Serre.
Part I
Faisceaux avec transferts et
modules de cycles
1

Chapter 1
Correspondances finies
1.1 Cycles
Dans cette section, tous les sche´mas sont suppose´s noethe´riens.
1.1.1 Rappels sur l’intersection des cycles
A la base de notre travail se trouve la de´finition classique et fondamentale :
De´finition 1.1.1 Soit X un sche´ma.
On note Z(X) le groupe abe´lien libre engendre´ par l’ensemble sous-jacent a` |X|.
Les e´le´ments de Z(X) sont appele´s les cycles de X.
Si α est un cycle de X, et x un point de l’espace associe´ a` X, on note αx le coefficient
de x dans α.
Notre re´fe´rence ge´ne´rale pour la the´orie des cycles et de l’intersection est [Ful98].
Toutefois, W.Fulton utilise syste´matiquement la relation d’e´quivalence rationnelle sur les
cycles. Le but de ces rappels est de montrer que dans la the´orie de V. Voevodsky, on n’est
pas oblige´ de conside´rer les classes de cycles pour l’e´quivalence rationnelle, et que l’on peut
travailler directement avec les cycles.
On rappelle la fonctorialite´ e´le´mentaire suivante :
1. Si f : X → X ′ est un morphisme plat, il existe un morphisme canonique f∗ :
Z(X ′)→ Z(X), que l’on appelle changement de base ou encore «pullback».
2. Si f : X → Y est un morphisme propre, il existe un morphisme canonique f∗ :
Z(X)→ Z(Y ), que l’on appelle image directe ou encore «pushout».
Ces deux morphismes font de Z un foncteur contravariant (respectivement covariant)
pour la cate´gorie des sche´mas noethe´riens munie des morphismes plats (resp. propres),
d’apre`s loc.cit., 1.4 et 1.7.
Passons maintenant au produit d’intersection de cycles :
De´finition 1.1.2 Soit X un sche´ma, Z (respectivement Z ′) un sous-sche´ma ferme´ inte`gre
de X de codimension d (respectivement d′). On dit que l’intersection de Z et Z ′ est propre
si et seulement si les composantes irre´ductibles de Z ∩ Z ′ sont de codimension d+ d′.
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On dira que deux cycles de X s’intersectent proprement si et seulement si leurs com-
posantes respectives s’intersectent deux a` deux proprement.
Remarque 1.1.3.– Lorsque X est re´gulier, si Z et Z’ sont des sous-sche´mas ferme´s de
X, d’apre`s [Ser58], on a toujours l’ine´galite´ :
codimX(Z ∩ Z ′) ≥ codimXZ + codimXZ ′.
On peut alors, suivant loc.cit., de´finir le produit d’intersection suivant :
De´finition 1.1.4 (Serre) Soit X un sche´ma, Z et Z ′ deux sous-sche´mas ferme´s inte`gres
de X dont l’intersection est propre, on de´finit le cycle intersection de Z et Z ′ comme suit :
Notons (Wi)i=1,...,n les composantes irre´ductibles de Z ∩ Z ′, vus comme des sous-
sche´mas re´duits, et wi le point ge´ne´rique de Wi.
Alors, le complexe
OZ,wi ⊗LOX,wi OZ′,wi
est cohomologiquement borne´, et on de´finit la multiplicite´ d’intersection de Wi dans Z∩Z ′
comme l’entier relatif
m(Wi;Z,Z ′) =
∑
k
(−1)k.lgOX,wi
(
TorkOX,wi
(OZ,wi ,OZ′,wi)) .
Le cycle intersection de Z et Z ′ est alors
Z.Z ′ =
n∑
i=1
m(Wi;Z,Z ′)wi
Plus ge´ne´ralement, si α et β sont des cycles de X qui s’intersectent proprement, on
de´finit :
α.β =
∑
(x,y)∈|X|2
αxβyx.y .
Remarque 1.1.5.– On dit qu’on se trouve dans le cas d’e´gale caracte´ristique (ou en-
core e´quicaracte´ristique) lorsque tous les corps re´siduels de X ont meˆme caracte´ristique.
Autrement dit, il existe un corps k tel que le sche´ma X est un k-sche´ma.
Dans ce cas, on peut encore donner la de´finition suivante de la multiplicite´
d’intersection. Pour Z et Z ′ des sous-sche´mas ferme´s de X, on note C le coˆne normal
de Z ∩ Z ′ dans Z ×k Z ′. Alors, pour tout point ge´ne´rique wi de Z ∩ Z ′, wi est un point
ge´ne´rique de C, et W.Fulton donne la de´finition suivante de la multiplicite´ d’intersection :
m(Wi;Z,Z ′) = lg(OC,wi).
Lorsque X est lisse de type fini sur k, on trouvera une de´monstration que ces deux de´fini-
tions co¨ıncident dans [Ful98], §20.4. La meˆme de´monstration reste valide si X est obtenu
par localisation d’un sche´ma de type fini (i.e. X est essentiellement lisse sur k, suivant la
de´finition A.2.1).
Le the´ore`me suivant est particulie`rement important en the´orie des cycles :
1.1. CYCLES 5
The´ore`me 1.1.6 (Serre) Soit X un sche´ma, et Z, Z’ des sous-sche´mas ferme´s. Si X
est re´gulier d’e´gale caracte´ristique, les multiplicite´s d’intersection de Z et Z ′ sont positives.
Remarque 1.1.7.– Ce the´ore`me a e´te´ ge´ne´ralise´ par O. Gabber dans le cas ou` X est
re´gulier mais pas ne´cessairement d’e´gale caracte´ristique.
On utilisera par ailleurs les deux proprie´te´s fondamentales suivantes de ce produit :
Proposition 1.1.8 Soit X un sche´ma et α, β, γ des cycles sur X s’intersectant propre-
ment deux a` deux :
1. Commutativite´ :
α.β = β.α
2. Associativite´ :
(α.β).γ = α.(β.γ)
Remarque 1.1.9.– Ces deux proprie´te´s re´sultent en fait des proprie´te´s correspondantes
du produit tensoriel de´rive´ dans la cate´gorie de´rive´e des OX -modules.
Toujours dans [Ser58], on trouvera la proposition suivante :
Proposition 1.1.10 Soit X et Y des sche´mas et f : Y → X un morphisme :
1. Supposons f plat. Pour tous cycles α et β de X, on a
f∗(α.β) = f∗(α).f∗(β)
de`s que les termes de l’e´quation sont de´finis.
2. Formule de projection : supposons f propre et plat. Pour tous cycles α de X et β
de Y , on a
f∗ (f∗(α).β) = α.f∗(β)
de`s que les termes de l’e´quation sont de´finis.
1.1.2 Cycles relatifs
1.1.2.1 De´finition
Dans cette partie, on expose une partie du formalisme des cycles relatifs qui se trouve
dans [SV00b]. Nous nous sommes limite´s au cas des cycles relatifs e´quidimensionnels de
dimension 0, puisqu’ils suffisent a` de´finir les correspondances finies et leur produit de
composition.
On rappelle tout d’abord la de´finition suivante :
De´finition 1.1.11 Soit f : X → S un morphisme. On dit que f est e´quidimensionnel si
et seulement si
1. f est de type fini.
2. f est de dimension relative constante.
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3. Toute composante irre´ductible de X domine une composante irre´ductible de S.
Si S est ge´ome´triquement unibranche, cette condition e´quivaut a` la condition d’eˆtre
universellement ouvert et de dimension relative d’apre`s la proposition 2.1.7 de loc.cit.
Le lemme suivant permet de clarifier cette notion dans le cas particulier ou` on
l’utilisera :
Lemme 1.1.12 Soit f : X → S un morphisme, avec X et S irre´ductibles noethe´riens, et
S ge´ome´triquement unibranche. Les conditions suivantes sont e´quivalentes :
1. f est fini e´quidimensionnel.
2. f est fini surjectif.
3. f est propre et e´quidimensionnel de dimension 0.
Preuve : Les conditions 1 et 2 sont e´quivalentes puisque si f est fini, il est de dimension
relative constante et universellement ferme´. L’e´quivalence entre 1 et 3 re´sulte de la
factorisation de Stein. ¤
Ainsi, dans le cas ge´ne´ral, un morphisme fini e´quidimensionnel sur un sche´ma
ge´ome´triquement unibranche est obtenu comme somme de morphismes finis surjectifs entre
sche´mas irre´ductibles.
De´finition 1.1.13 Soit S un sche´ma re´gulier et X/S un S-sche´ma de type fini.
On de´finit le groupe abe´lien cequi(X/S, 0) comme le sous-groupe de Z(X) engendre´ par
les points x de X tels que Z(x)/S est fini e´quidimensionnel, ou` Z(x) de´signe le sous-
sche´ma ferme´ re´duit de X adhe´rence de {x}.
On appelle les e´le´ments de ce groupe des cycles relatifs de X sur S.
Remarque 1.1.14.– On fera attention que A. Suslin et V. Voevodsky appellent les
e´le´ments du groupe ci-dessus des cycles relatifs e´quidimensionnels de dimension 0. Nous
ne conside`rerons jamais les cycles relatifs de dimension strictement positive, et un tel abus
ne porte donc pas a` confusion dans cette the`se.
Plus pre´cise´ment, suivant loc.cit., le groupe que l’on vient de de´finir est plutoˆt note´ :
PropCyclequi(X/S, 0),
groupe des cycles a` support propre e´quidimensionnel de dimension 0 sur S (voir loc.cit.,
de´finition 3.1.3). Le groupe cequi(X/S, 0) est le sous-groupe du pre´ce´dent dont les
cycles ont un pullback bien de´fini sur n’importe quel S-sche´ma noethe´rien (voir loc.cit.,
de´finition apre`s le lemme 3.3.9). Le fait que ces deux derniers groupes co¨ıncident lorsque
S est re´gulier est la proposition 3.3.15 de loc.cit..
Jusqu’a` la fin de cette sous-sous-section, on fixe un sche´ma re´gulier S.
Ainsi un cycle α de X est relatif sur S si et seulement si le support de α est fini
e´quidimensionnel sur S, autrement dit chaque composante de α est un sche´ma fini et
surjectif sur une composante irre´ductible de S d’apre`s le lemme 1.1.12 (puisque S est en
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particulier ge´ome´triquement unibranche).
Remarque 1.1.15.– Puisque S est re´gulier, ses composantes irre´ductibles sont des com-
posantes connexes. Ainsi, comme cequi(X/S1 unionsq S2, 0) = cequi(X/S1, 0) ⊕ cequi(X/S2, 0),
notre groupe de cycles relatif se de´compose toujours en somme de groupes de cycles relat-
ifs a` une base connexe.
De´finition 1.1.16 Soit Z un sous-sche´ma ferme´ de X, qui est fini e´quidimensionnel sur
S. On note (zi){i=1,...,n} les points ge´ne´riques de Z qui sont dominants sur S.
On de´finit le cycle relatif sur S associe´ a` Z comme le cycle
[Z]X/S =
∑
i
lg(OZ,zi).zi.
En effet, zi est alors fini e´quidimensionnel sur S (d’apre`s le lemme 1.1.12).
De´finition 1.1.17 Conside´rons un carre´ carte´sien :
X ′
q //
²²
X
²²
S′
p // S
tel que S et S′ sont re´guliers, et p est plat.
Si Z est un sous-sche´ma ferme´ inte`gre de X, fini e´quidimensionnel sur S, Z ×S S′ est
un sous-sche´ma ferme´ de X ′, fini et e´quidimensionnel sur S′.
On pose donc
q∗[Z] = [Z ×S S′]X′/S′ ∈ cequi
(
X ′/S′, 0
)
.
On de´finit ainsi par line´arite´ un morphisme de changement de base :
q∗ : cequi(X/S, 0)→ cequi
(
X ′/S′, 0
)
.
A priori, ce morphisme de changement de base est plutoˆt fonction de p, et en toute
rigueur, on aurait duˆ le noter (p, q)∗. Toutefois, comme il est e´gal a` la restriction du
morphisme pullback q∗ sur les cycles de X de´fini dans le paragraphe pre´ce´dent, on
conserve cette notation abusive. Par ailleurs, cette remarque montre que ce morphisme
est naturel en (p, q).
1.1.2.2 Image directe
Le premier inte´reˆt des cycles relatifs est de disposer d’un morphisme pushout par n’importe
quel morphisme au-dessus de la base :
Lemme 1.1.18 Soient S un sche´ma connexe et f : X → Y un morphisme de S-sche´mas
de type fini. Si Z est un sous-sche´ma ferme´ inte`gre de X fini et surjectif sur S, f(Z)
muni de sa structure re´duite est un sous-sche´ma ferme´ irre´ductible de Y , qui est fini et
surjectif sur S.
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Le morphisme Z → f(Z) est donc un morphisme fini dominant de sche´mas irre´-
ductibles. On pose donc
f∗(Z) = d.f(Z) ∈ cequi(X/S, 0)
ou` d est le degre´ de l’extension induite par f entre les corps de fonctions de Z et f(Z).
On de´finit ainsi par line´arite´ un morphisme
f∗ : cequi(X/S, 0)→ cequi(Y/S, 0) .
Preuve : En effet, puisque Z/S est propre f(Z) est ferme´ dans Y et f(Z) muni de sa
structure re´duite de sous-sche´ma de Y est propre sur S, comme on le ve´rifie par exemple
avec la caracte´risation de la proprete´ par les traits. Comme de plus, les fibres de f(Z)
au-dessus de S sont finies, d’apre`s [EGA3] 4.4.2, f(Z) fini sur S.
Il en re´sulte que le morphisme Z → f(Z) est fini, et par de´finition dominant. ¤
Remarque 1.1.19.– Plus ge´ne´ralement, on aurait un lemme analogue si on avait
conside´re´ les cycles de X a` support propre sur S (voir [SV00b], corollaire 3.6.2).
Enonc¸ons brie`vement :
Lemme 1.1.20 Soit X
f−→ Y g−→ Z des S-morphismes. Alors, (g ◦ f)∗ = g∗ ◦ f∗.
Preuve : En effet, il s’agit juste de la multiplicativite´ des degre´s des extensions re´siduelles.
¤
Proposition 1.1.21 Soit p : S′ → S un morphisme plat entre sche´mas re´guliers. Con-
side´rons de plus les carre´s carte´siens de sche´mas :
X ′
t //
g ²²
X
f²²
Y ′
²²
q // Y
²²
S′
p // S.
Alors, pour tout cycle relatif α ∈ cequi(X/S, 0), on a
g∗t∗(α) = q∗f∗(α).
Preuve : On se rame`ne par line´arite´ au cas ou` α est la classe d’un sous-sche´ma ferme´
inte`gre de X, fini et e´quidimensionnel sur S. Puisque f∗(Z) est a` support dans f(Z) par
de´finition, on peut supposer Y = f(Z), auquel cas le morphisme f est propre. De`s lors,
la formule est exactement la formule de projection classique (voir par exemple [Ful98],
proposition 1.7). ¤
1.2 Correspondances finies
On fixe pour tout le reste du chapitre un k-sche´ma re´gulier noethe´rien S.
Sauf mention explicite du contraire, tous les sche´mas conside´re´s sont des
S-sche´mas lisses de type fini
On utilise dans ce paragraphe les cycles relatifs pour de´finir le produit de composition
de certaines correspondances sans passer au quotient par une relation d’e´quivalence.
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1.2.1 De´finition et composition
De´finition 1.2.1 Soit X et Y deux sche´mas dans LS.
On appelle groupe des S-correspondances finies de X vers Y le groupe abe´lien
cS (X,Y ) = cequi(X ×S Y/X, 0)
de´fini en 1.1.13.
Dans cette sous-section, on fait la convention de noter XY pour le produit X ×S Y
au-dessus de S afin d’abre´ger les notations. Si X et Y sont lisses sur S, c’est un
sche´ma lisse sur S (et donc re´gulier). Par ailleurs, on note de fac¸on conventionnelle
pXXY : XY → X le morphisme de projection canonique.
L’ide´e de de´part de V. Voevodsky dans sa de´finition de la cate´gorie de´rive´e des motifs
mixtes est que dans le cas des correspondances finies, le produit de composition de´fini par
la formule classique (cf [Ful98], chap. 16) reste valide bien que les sche´mas conside´re´s ne
soient plus propres sur la base. Qui plus est, quand on se restreint aux correspondances
finies, on n’a plus besoin de quotienter le groupe de cycles sous-jacents par une relation
d’e´quivalence, car les intersections que l’on doit conside´rer sont toujours propres.
Tout ceci est justifie´ dans le lemme suivant, dont on trouve l’e´nonce´ dans [FSV00b],
2.1 :
Lemme 1.2.2 Soit X, Y et Z trois sche´mas dans LS, α ∈ cS (X,Y ) et β ∈ cS (Y, Z).
1. Les cycles (pY ZXY Z)
∗(β) et (pXYXY Z)
∗(α) de XY Z s’intersectent proprement.
2. D’apre`s le premier point, on peut conside´rer le produit de cycles de XY Z
χ = (pY ZXY Z)
∗(β).(pXYXY Z)
∗(α)
(cf de´finition 1.1.4). Alors, χ appartient au groupe cequi(XY Z/X, 0).
Preuve : Cette proposition concerne chaque composante des deux cycles de l’e´nonce´, et
on peut donc se re´duire au cas ou` α et β sont les classes de sous-sche´mas ferme´s inte`gres.
Puisque α domine une composante irre´ductible de X, on peut remplacer X par cette
composante irre´ductible, et supposer X connexe.
Il s’agit d’e´tudier le support des cycles concerne´s. Or, le support de (pY ZXY Z)
∗(β) (resp.
(pXYXY Z)
∗(α)) est le produit Xβ (resp. αX).
Conside´rons la construction suivante :
β ×Y α //
²²
β //
²²
Z
α //
²²
Y
X.
Les fle`ches verticales sont finies et e´quidimensionnelles (car cette proprie´te´ des morphismes
de sche´mas est stable par changement de base). Donc, β×Y α est fini et e´quidimensionnel
sur X.
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Or, la fle`che canonique
β ×Y α→ (Xβ)×XY Z (αZ) = (Xβ) ∩ (αZ)
est un isomorphisme. Il s’ensuit que chaque composante irre´ductible de cette dernie`re
intersection est finie et e´quidimensionnelle sur X, donc de meˆme dimension que X puisque
X est connexe. De`s lors, l’intersection est propre, et de plus le cycle intersection est fini
e´quidimensionnel sur X. ¤
De´finition 1.2.3 Soient X et Y des sche´mas dans LS.
On de´finit en appliquant le lemme qui pre´ce`de un produit de composition biline´aire
cS (Y, Z)⊗Z cS (X,Y ) → cS (X,Z)
β ⊗ α 7→ β ◦ α
en posant
β ◦ α = pXZXY Z∗
(
pY ZXY Z
∗
(β).pXYXY Z
∗
(α)
)
ou` le morphisme pXZXY Z∗ de´signe le pushout de´fini en 1.1.18 par le X-morphisme p
XZ
XY Z .
Exemple 1.2.4.– Soit maintenant f : X → Y un morphisme dansLS . Le sche´ma Y e´tant
se´pare´, le S-graphe de f , Γf est un sous-sche´ma ferme´ deXY . Par ailleurs, le morphisme de
projection Γf → X est un isomorphisme, donc en particulier fini e´quidimensionnel. Ainsi,
le cycle [Γf ]XY/X appartient a` cS (X,Y ). On de´finit donc par ce biais une application
HomLS (X,Y )→ cS (X,Y )
qui est de plus injective. On confondra de´sormais le morphisme f et la correspondance finie
repre´sente´e par son graphe, ce qui induit une confusion entre le produit de composition
des cycles sous-jacents que l’on vient de de´finir et celui des applications.
Le lemme suivant nous permet de justifier cette confusion ; il est analogue a` la propo-
sition 16.1.1 de [Ful98], sauf que l’on ne conside`re pas les cycles a` e´quivalence rationnelle
pre`s, que les sche´mas conside´re´s sont au-dessus de S, et qu’ils ne sont par ailleurs pas
propres sur S.
Lemme 1.2.5 Soient X, Y , Z des sche´mas dans LS. On a les e´galite´s suivantes entre
cycles :
1. Pour tout α ∈ cS (X,Y ), β ∈ cS (Y, Z), et γ ∈ cS (Z, T ),
γ ◦ (β ◦ α) = (γ ◦ β) ◦ α.
2. Pour tout α ∈ cS (X,Y ), et f : Y → Z un morphisme dans LS,
f ◦ α = (1X ×S f)∗(α)
ou` le morphisme (1X ×S f)∗ est le morphisme image directe des cycles relatifs sur
X.
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3. Pour β ∈ cS (Y,Z), et f : X → Y un morphisme plat dans LS,
α ◦ f = (f ×S 1Z)∗(β)
ou` le morphisme (f×S 1Z)∗ est le morphisme image inverse de´fini en 1.1.17 (associe´
au changement de base f).
4. Pour f : X → Y et g : Y → Z des morphismes dans LS,
[Γg] ◦ [Γf ] = [Γg◦f ]
Remarque 1.2.6.– On peut se passer de l’hypothe`se de platitude sur f faite dans le 3,
quitte a` remplacer le morphisme pullback par le morphisme de changement de base de´fini
dans [SV00b], cycl(f) : cequi(XY/X, 0)→ cequi(XY ×X X ′/X ′, 0), mais nous n’utiliserons
jamais ce re´sultat.
Preuve : 1. Cette affirmation consiste essentiellement a` voir que pour composer les trois
correspondances, on peut tirer chaque cycle correspondant sur XY ZT , faire l’intersection
et repousser le re´sultat sur XT . On de´taille ici ce calcul :
γ ◦ (β ◦ α) = γ ◦
(
pXZXY Z∗
(
pY ZXY Z
∗
(β).pXYXY Z
∗
(α)
))
= pXTXZT ∗
(
pZTXZT
∗
(γ).pXZXZT
∗
pXZXY Z∗
(
pY ZXY Z
∗
(β).pXYXY Z
∗
(α)
))
= pXTXZT ∗
(
pZTXZT
∗
(γ).pXZTXY ZT ∗p
XY Z
XY ZT
∗ (
pY ZXY Z
∗
(β).pXYXY Z
∗
(α)
))
(1)
= pXTXZT ∗p
XZT
XY ZT ∗
(
pXZTXY ZT
∗
pZTXZT
∗
(γ).pXY ZXY ZT
∗ (
pY ZXY Z
∗
(β).pXYXY Z
∗
(α)
))
(2)
= pXTXY ZT ∗
(
pZTXY ZT
∗
(γ).
(
pY ZXY ZT
∗
(β).pXYXY ZT
∗
(α)
))
(3)
= pXTXY ZT ∗
(
pZTXY ZT
∗
(γ).pY ZXY ZT
∗
(β).pXYXY ZT
∗
(α)
)
(4)
avec les justifications suivantes :
(1) On applique la proposition 1.1.21 pour le changement de base XT → X, et les carre´s
carte´siens :
XY ZT //
²²
XY Z
²²
XZT //
²²
XZ
²²
XT // X.
(2) On applique la formule de projection, i.e. le 2 de la proposition 1.1.10, car les
cycles pXZTXY ZT
∗
pZTXZT
∗(γ) et pXY ZXY ZT
∗ (
pY ZXY Z
∗(β).pXYXY Z
∗(α)
)
s’intersectent proprement
(meˆme justification que pour le lemme 1.2.2). On notera que le morphisme pXZTXY ZT ∗
n’est pas propre, mais les cycles dont il faut prendre l’image directe sont propres par
rapport a` ce morphisme, et la formule reste valide dans ce cas.
(3) On applique la fonctorialite´ du morphisme de changement de base par un morphisme
plat, le 1 de la proposition 1.1.10 et la fonctorialite´ du morphisme image directe
(lemme 1.1.20).
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(4) Cette e´criture est valide d’apre`s l’associativite´ du produit d’intersection (cf 1.1.8).
On peut faire le meˆme calcul pour l’autre membre de l’e´galite´, et comme le re´sultat
final ne de´pend pas du parenthe´sage, on en conclut l’e´galite´.
2. On se rame`ne par line´arite´ au cas ou` α est un sous-sche´ma ferme´ inte`gre. Il s’agit
alors de calculer :
f ◦ α = pXZXY Z∗
(
pY ZXY Z
∗
[Γf ].pXYXY Z
∗
(α)
)
= pXZXY Z∗ ([XΓf ].[αZ]) .
Or dans ce cas, l’intersection est particulie`rement simple comme le montre le dia-
gramme suivant :
XΓf ×XY Z αZ //
b
**VVVV
 _
²²
αZ _
²²
%%JJ
JJJ
XΓf ×XY α a // _
²²
α _
iα
²²
XΓf 
 i //
VVVV
VVVV
VV
VVVV
VVVV
VV XY Z
%%JJ
JJ
XΓf p
∼ // XY
ou` p est l’isomorphisme de projection canonique, i et iα les immersions ferme´es canoniques.
Tout d’abord, le carre´ de face est carte´sien par de´finition, ce qui implique que le
morphisme a est un isomorphisme. Par ailleurs, le carre´ de derrie`re est aussi carte´sien,
ainsi que le carre´ de droite. De`s lors, le carre´ de gauche est carte´sien, ce qui implique que
le morphisme b est un isomorphisme.
Ainsi, W = XΓf ×XY Z αZ est un sche´ma inte`gre. Autrement dit, l’intersection de
XΓf et αZ est constitue´e d’une unique composante correspondant a` W . Comme W
est isomorphe a` α, cette intersection est propre. Par ailleurs, l’anneau local de W en
son point ge´ne´rique est de longueur 1. Puisque W est une composante propre de cette
intersection, il re´sulte de la proposition 8.2 de [Ful98], que la multiplicite´ d’intersection de
cette composante est e´gale a` 1. On obtient donc :
[XΓf ]XY Z .[αZ]XY Z = [XΓf ×XY Z αZ]XY Z
= i∗([XΓf ×XY Z αZ]XΓf ) = i∗([XΓf ×XY α]XΓf )
= i∗p∗(α).
Comme enfin, on a la factorisation suivante :
XΓfp
uulll
i ))TTT
XY
1X×Sγf
// XY Z
ou` γf : Y → Y Z est le morphisme graphe, on a donc i∗ = (1X ×S γf )∗p∗, c’est-a`-dire
(1X ×S γf )∗ = i∗p∗ puisque p est un isomorphisme.
Au final, on obtient donc :
pXZXY Z∗ ([XΓf ].[αZ]) = p
XZ
XY Z∗(1X ×S γf )∗(α) = (1X ×S f)∗α.
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3. Supposons que β est repre´sente´ par un sous-sche´ma ferme´. Il s’agit de calculer :
β ◦ f = pXZXY Z
∗
([Xβ]XY Z .[ΓfZ]XY Z)
Conside´rons le diagramme suivant :
Xβ ×XY Z ΓfZ   //
a **V
VVV _
²²
ΓfZ _
ι
²²
p
∼ %%KK
K
β ×Y Z XZ   //
²²
XZ
f×1Z
²²
Xβ 
 //
**VVVV
VVVV
VVVV XY Z
%%KK
K
β 

iβ
// Y Z
ou` p est le morphisme de projection canonique, et i, iβ les morphismes d’immersions
canoniques.
Les carre´s de face, de derrie`re et du bas sont carte´siens. On en de´duit que le carre´ du
haut est carte´sien, et le morphisme a est un isomorphisme. Ainsi, comme f × 1Z est plat,
les multiplicite´s d’intersection de ΓfZ et Xβ se re´duisent aux multiplicite´s ge´ome´triques.
On a donc :
[Xβ]XY Z .[ΓfZ]XY Z = [Xβ ×XY Z ΓfZ]XY Z
= ι∗[Xβ ×XY Z ΓfZ]ΓfZ
= ι∗p∗[β ×Y Z XZ]XZ
= ι∗p∗(f ×S 1Z)∗(β)
= (γf ×S 1Z)∗(f × 1Z)∗(β)
avec pour la dernie`re e´galite´, ou` le morphisme γf : X → XY est le morphisme graphe, la
meˆme justification que pre´ce´demment : p∗ = (p∗)−1 et ι = (γf ×S 1Z) ◦ p.
Comme enfin, pXZXY Z ◦ (γf ×S 1Z) = 1XZ , on conclut.
4. Il ne reste plus qu’a` terminer par les calculs suivants :
[Γg] ◦ [Γf ] = [Γg] ◦ ([Γf ] ◦ 1X) (1)
= (1X ×S g)∗(1X ×S f)∗([∆X ]) (2)
= (1X ×S (g ◦ f))∗([∆X ])
= [Γg◦f ] ◦ 1X (2)
ou` ∆X est la diagonale de X. L’e´galite´ (1) re´sulte du troisie`me point de cette de´monstra-
tion et les e´galite´s (2) du deuxie`me point. ¤
On a donc justifie´ que le produit ◦ sur les S-correspondances finies est associatif et que
le morphisme 1X vu comme S-correspondance est neutre, d’ou` :
De´finition 1.2.7 On de´finit la cate´gorie Lcor,S dont les objets sont les sche´mas lisses,
se´pare´s et de type fini sur S, et dont les morphismes sont les S-correspondances finies.
On obtient de plus un foncteur fide`le e´gal a` l’identite´ sur les objets et induit par
l’application graphe sur les morphismes, i : LS → Lcor,S.
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Remarque 1.2.8.– Si X est un sche´ma dans LS , on notera souvent [X] l’objet de
piLcor,S correspondant.
Il est imme´diat que cette cate´gorie posse`de la proprie´te´ suivante :
Lemme 1.2.9 La cate´gorie Lcor,S est additive, et la somme dans cette cate´gorie est don-
ne´e par : [X]⊕ [Y ] = [X unionsq Y ].
1.2.2 Structure mono¨ıdale
Commenc¸ons par le lemme suivant :
Lemme 1.2.10 Soit α ∈ cS (X,Y ) et β ∈ cS (X ′, Y ′). Alors, les cycles pXYXYX′Y ′
∗(α) et
pX
′Y ′
XYX′Y ′
∗
(β) s’intersectent proprement, et le cycle intersection est fini e´quidimensionnel
sur XX ′.
Preuve : On se re´duit au cas ou` α et β sont les classes de sous-sche´mas ferme´s inte`gres.
On fait la meˆme construction que pour le produit de composition :
Xβ ×X α //
²²
α
²²
Xβ //
²²
X
XX ′.
Dans ce diagramme, toutes les fle`ches verticales sont finies e´quidimensionnelles. Or,
Xβ ×X α est isomorphe a` XY β ∩ αX ′Y ′ ; on en de´duit donc que cette intersection est
finie e´quidimensionnelle sur XX ′, ce qui impose que l’intersection est propre et conclut.
¤
De´finition 1.2.11 Soit α ∈ cS (X,Y ) et β ∈ cS (X ′, Y ′), on pose :
α⊗trS β = pXYXYX′Y ′
∗
(α).pX
′Y ′
XYX′Y ′
∗
(β)
ou` le produit d’intersection est pris sur k. Ce produit tensoriel est donc une correspondance
finie dans cS (XX ′, Y Y ′) d’apre`s le lemme pre´ce´dent.
Par ailleurs, ce produit de composition est fonctoriel dans le sens suivant :
Lemme 1.2.12 Soient
α : X → Y
α′ : Y → Z
β : X ′ → Y ′
β′ : Y ′ → Z ′
des S correspondances finies. Alors,
(α′ ◦ α)⊗trS (β′ ◦ β) = (α′ ⊗trS β′) ◦ (α⊗trS β).
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Preuve : Ce lemme se de´montre comme pour l’associativite´ du produit de compo-
sition des correspondances finies ; il consiste a` montrer que pour calculer les deux
membres de l’e´galite´, on peut tirer toutes les correspondances dans XY ZX ′Y ′Z ′ et
repousser le re´sultat dans XZX ′Z ′. On utilise la formule de projection 1.1.21, la formule
de projection ge´ne´ralise´e pour le produit d’intersection et la fonctorialite´ de l’image
inverse (resp. directe) ; la de´marche est alors la meˆme que pour de´montrer le 1. de 1.2.5. ¤
On a donc obtenu la proposition suivante :
Proposition 1.2.13 La cate´gorie Lcor,S munie du produit tensoriel
[X]⊗trS [Y ] = [X ×S Y ]
pour X et Y des sche´mas dans LS et du produit des correspondances de la de´finition 1.2.11
est mono¨ıdale syme´trique.
Le foncteur fide`le LS → Lcor,S est de plus mono¨ıdal, ou` LS est muni de sa structure
mono¨ıdale triviale ( i.e. carte´sienne).
Preuve : L’associativite´ et la commutativite´ du produit ⊗trS re´sultent des proprie´te´s
analogues du foncteurs ×S de LS .
Pour la fonctorialite´, on doit montrer que [Γf ] ⊗trS [Γg] = [Γf×Sg] pour f : X → X ′
et g : Y → Y ′ des morphismes dans LS . A nouveau, la de´monstration est analogue a` la
de´monstration des proprie´te´s 3 et 4 de 1.2.5. ¤
1.2.3 Fonctorialite´
On e´tudie dans cette sous-section la fonctorialite´ de la cate´gorie Lcor,S par rapport a` S.
On fixe donc en plus de S un k-sche´ma re´gulier nothe´rien T et un k-morphisme de
sche´mas τ : T → S.
Par ailleurs, on fait les conventions suivantes pour ne pas trop alourdir les notations :
Dans le premier point, X et Y sont des sche´mas dans LS et dans le deuxie`me des
sche´mas dans LT :
1. on pose XY = X ×S Y et on note pXXY : X ×S Y → X la projection canonique
(comme pre´ce´demment).
2. On note T pXXY : X ×T Y → X la projection canonique.
1.2.3.1 Restriction
On suppose dans cette sous-section que le morphisme τ : T → S est lisse et de type fini.
On cherche a` prolonger le morphisme de restriction naturel LT → LS .
Soient X et Y des sche´mas dans LT . On note δXY : X ×T Y → X ×S Y l’immersion
ferme´e re´gulie`re canonique (obtenue par changement de base suivant le morphisme diagonal
du S-sche´ma T ).
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Lemme 1.2.14 Soit X et Y des sche´mas dans LT , et α ∈ cT (X,Y ). Puisque le mor-
phisme δXY est un X-morphisme, le cycle δXY ∗(α) appartient a` cequi(X ×S Y/X, 0).
Par ailleurs, ce morphisme ve´rifie les proprie´te´s suivantes, ou` X, Y et Z sont des
sche´mas dans LT :
1. Si f : X → Y est un T -morphisme, δXY ∗
(
[Γf ]T
)
= [Γf ]S.
2. Si α ∈ cT (X,Y ), et f : Y → Z est un T -morphisme,
δXZ∗(f ◦ α) = f ◦ (δXY ∗(α)).
3. Si α ∈ cT (Y,Z), et f : X → Y est un T -morphisme,
δXZ∗(α ◦ f) = (δY Z∗(α)) ◦ f.
Preuve : La premie`re affirmation, ainsi que la premie`re e´galite´ qui la suit, sont e´videntes.
Pour la deuxie`me e´galite´, on fait les calculs suivants :
δXZ∗(f ◦ α) (1)= δXZ∗(1X ×T f)∗α =
(
(δXZ ◦ (1X ×T f)
)
∗α
=
(
(1X ×S f) ◦ δXY
)
∗α = (1X ×S f)∗(δXY ∗α)
(1)
= f ◦ (δXY ∗α)
ou` les e´galite´s (1) de´coulent du lemme 1.2.5.
Enfin, pour la dernie`re e´galite´,
δXZ∗(α ◦ f) (1)= δXZ∗(f ×T 1Z)∗α (2)= (f ×S 1Z)∗δY Z∗α (1)= (δY Z∗α) ◦ f
ou` les e´galite´s (1) proviennent a` nouveau du lemme 1.2.5, et l’e´galite´ (2) de la formule de
projection 1.1.21 applique´e au carre´ carte´sien :
X ×T Z δXZ //
f×T 1Z ²²
X ×S Z
f×S1Z²²
Y ×T Z δY Z // Y ×S Z.
¤
De´finition 1.2.15 Pour τ : T → S un morphisme lisse de type fini, et pour toute T -
correspondance finie α : X → Y , on pose simplement τ˜∗(α) = δXY ∗α.
Remarque 1.2.16.– Il nous semble que τ˜∗ est un foncteur, mais la de´monstration que
l’on a propose´ en premier lieu e´tait fausse, comme nous l’a indique´ A.Suslin lors de son
rapport sur ce me´moire. D’apre`s le lemme pre´ce´dent, on sait tout du moins que τ˜∗ co¨ıncide
sur la cate´gorie LT avec le foncteur de restriction LT → LS .
Par ailleurs, il est e´vident que si l’on se donne de plus un k-morphisme σ : R→ T lisse
de type fini, on a
(˜τ ◦ σ)∗ = τ˜∗ ◦ σ˜∗ .
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1.2.3.2 Changement de base
On s’occupe maintenant de prolonger le foncteur de changement de base. On suppose
cette fois que τ est plat, mais on insiste sur le fait que cette hypothe`se n’est pas ne´cessaire
si on utilise comple`tement la the´orie de [SV00b].
Si X est un sche´ma dans LS , on pose XT = X ×S T , et on note τX : XT → X
l’application de´duite de τ par changement de base selon X/S.
Par ailleurs, si X et Y sont des sche´mas dans LS , on identifie, a` travers l’isomorphisme
canonique les sche´mas XT ×T YT et X ×T Y , que l’on note XYT .
On conside`re alors le carre´ carte´sien :
XYT
τXY //
²²
XY
²²
XT
τX // X.
D’apre`s la de´finition 1.1.17, on en de´duit donc un morphisme
τ∗XY : cequi(XY/X, 0)→ cequi(XYT /XT , 0) .
Pour toute correspondance finie α ∈ cS (X,Y ), on note donc αT la correspondance finie
τ∗XY (α).
Le lemme suivant est imme´diat :
Lemme 1.2.17 Soit X et Y des sche´mas dans LS. Alors, pour tout α ∈ cS (X,Y ) et
β ∈ cS (Y, Z), on a
βT ◦ αT = (β ◦ α)T .
Preuve : En effet, on peut effectuer le calcul suivant :
(τ∗Y Zβ) ◦ (τ∗XY α) = T pXZXY Z∗
(
T p
Y Z
XY Z
∗
(τ∗Y Zβ).T p
XY
XY Z
∗
(τ∗XY α)
)
= T pXZXY Z∗
(
τ∗XY Z(p
Y Z
XY Z
∗
β).τ∗XY Z(p
XY
XY Z
∗
α)
)
(1)
= T pXZXY Z∗τ
∗
XY Z
(
(pY ZXY Z
∗
β).(pXYXY Z
∗
α)
)
(2)
= τ∗XZ
(
pXZXY Z∗
(
(pY ZXY Z
∗
β).(pXYXY Z
∗
α)
))
. (3)
Avec pour justifications :
(1) la fonctorialite´ du morphisme pullback (cf le paragraphe qui suit 1.1.17).
(2) la premie`re proprie´te´ de 1.1.10
(3) la formule de projection de la proposition 1.1.21. ¤
De´finition 1.2.18 Pour τ : T → S un morphisme plat, on note τ˜∗ le foncteur
Lcor,S → Lcor,T
X/S 7→ XT /T
cS (X,Y ) 3 α 7→ αT .
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Ce foncteur satisfait de plus les proprie´te´s suivantes :
Lemme 1.2.19 1. Le foncteur τ˜∗ est mono¨ıdal.
2. Le diagramme suivant de foncteurs commute :
LS //
τ∗ ²²
Lcor,S
τ˜∗²²
LT // Lcor,T .
Dans ce diagramme, les morphismes horizontaux sont les inclusions naturelles, et le
morphisme vertical de gauche le foncteur de restriction classique.
3. Si de plus on se donne un k-morphisme (plat) σ : T ′ → T , on a un isomorphisme
canonique de foncteurs
(˜τ ◦ σ)
∗
' σ˜∗ ◦ τ˜∗.
Preuve : 1. Soit α ∈ cS (X,Y ) et β ∈ cS (X ′, Y ′). Alors,
(α⊗tr β)T = τ∗XX′Y Y ′
(
pXYXX′Y Y ′
∗
(α).pX
′Y ′
XX′Y Y ′
∗
(β)
)
=
(
τ∗XX′Y Y ′p
XY
XX′Y Y ′
∗
(α)
)
.
(
τ∗XX′Y Y ′p
X′Y ′
XX′Y Y ′
∗
(β)
)
=
(
T p
XY
XX′Y Y ′
∗
(αT )
)
.
(
T p
X′Y ′
XX′Y Y ′
∗
(β)
)
.
2. Cela re´sulte du fait que pour f : X → Y un S-morphisme, on a un isomorphisme
canonique ΓfT → Γf ×S T .
3. En effet, on a un isomorphisme canonique XT ′ ' (XT )T ′ . Le fait qu’il soit naturel
par rapport aux correspondances finies viens de la fonctorialite´ du morphisme pullback
utilise´. ¤
1.2.3.3 Restriction et changement de base
La formule suivante prolonge au cas des correspondances finies la formule e´vidente con-
cernant les morphismes de sche´mas :
Proposition 1.2.20 Soit τ : T → S un morphisme lisse de type fini, X et Y des sche´mas
dans LS et α ∈ cS (X,Y ).
Alors, le diagramme suivant est commutatif dans Lcor,S
XT
τ˜∗τ˜∗(α) //
τX ²²
YT
τY²²
X
α // Y.
Preuve : Par de´finition,
τ˜∗τ˜∗(α) = δXY ∗(τ∗XY α).
Ainsi, la commutativite´ du diagramme e´quivaut aux e´galite´s e´quivalentes
τY ◦ δXY ∗(τ∗XY α) = α ◦ τX
⇔ (1XT ×S τY )∗ δXY ∗(τ∗XY α) = (τX ×S 1Y )∗ α.
1.2. CORRESPONDANCES FINIES 19
Or, d’apre`s le diagramme, forme´ de deux carre´s carte´siens,
XYT
δXY //
²²
XT ×S YT
1XT×SτY //
²²
XT ×S Y
²²
T
∆T/S // T ×S T // T ×S S.
le morphisme compose´ ² = (1XT ×S τY ) ◦ δXY est un isomorphisme. Ainsi, ²∗ = (²∗)−1.
La commutativite´ du diagramme est donc re´duite a` l’e´galite´
τ∗XY α = ²
∗(τX ×S 1Y )∗α
ce qui re´sulte du fait que τXY = (τX×S1Y )◦² et de la fonctorialite´ du morphisme pullback.
¤
1.2.4 Une proprie´te´ de finitude
Notons que la de´finition du produit de composition des correspondances finies, qui n’utilise
que la formule de Serre pour les multiplicite´s, des morphismes pushout et pullback et un
lemme sur la proprete´ d’une intersection (cf 1.2.2) n’utilise pas la proprie´te´ de type finitude
impose´e aux sche´mas.
On peut donc e´tendre la de´finition des correspondances finies aux sche´mas noethe´riens,
re´guliers et se´pare´s sur S, et de´finir de manie`re identique le produit de composition. On
n’aura pas besoin de cette cate´gorie, et elle n’apparaˆıtra que dans la proposition suivante :
Proposition 1.2.21 Soit X un sche´ma dans LS.
Soit (Yi)i∈I un pro-objet essentiellement affine (cf [EGA4], 8.13.4) de sche´mas dans
LS dont la limite est un sche´ma noethe´rien Y. Alors, le morphisme canonique
lim−→
i∈Iop
cS (Yi, X)→ cS (Y, X)
est un isomorphisme.
Remarque 1.2.22.– Autrement dit, le sche´ma X ve´rifie la proprie´te´ (coPF) de C.2.33
dans la cate´gorie Lcor,k par rapport aux pro-objets essentiellement affines de Lk.
Preuve : Pour tout i ∈ I, on note pi : Y → Yi le morphisme de projection canonique.
On note δi : cS (Yi, X) → cS (Y, X) le morphisme canonique induit par composition avec
pi.
Le proble`me revient donc a` montrer que le morphisme de groupes abe´liens
ϕ = lim−→
i
δi
est bijectif.
On montre d’abord qu’il est surjectif. Il suffit de le faire sur une base du groupe libre
d’arrive´e. Soit donc Z un sous-sche´ma ferme´ de YX qui est de plus fini sur Y. Alors, Z
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est de´fini par un ide´al quasi-cohe´rent de OYX . Or, comme YX est noethe´rien, cet ide´al
est cohe´rent et il est engendre´ par un nombre fini de sections f1, ..., fn. Comme OYX est
limite inductive des OYiX , on peut supposer qu’il existe un i0 tel que f1, ..., fn se rele`ve
en g1, ..., gn dans OYiX . Conside´rons le sous-sche´ma ferme´ re´duit Zi de YiX de´fini par les
e´quations g1, ..., gn = 0. Alors, par de´finition, le carre´ suivant
Z //
²²
YX
pi×S1X²²
Zi // YiX
est carte´sien.
Conside´rons la cate´gorie I/i des objets j de I munis d’une fle`che j → i que l’on note
par abus simplement j. Soit j un objet de I/i. On note Zj le pullback de Zi sur Yj par le
morphisme de transition correspondant. On a construit ainsi un pro-objet (Zj)j∈I/i. Par
de´finition, le morphisme canonique
Z → lim←−
j∈I/i
Zj
est un isomorphisme.
De`s lors, d’apre`s [EGA4], on peut trouver un j ≥ i tel que :
1. Zj est inte`gre par application du corollaire 8.4.3 de loc.cit. car les morphismes de
transition du pro-objet (Zj)j≥i sont dominants.
2. Zj est fini, surjectif sur Yj , d’apre`s loc.cit., 8.10.5.
Ainsi, le cycle associe´ a` Zj dans YjX, note´ [Zj ], est une correspondance finie de Yj
dans X. Comme de plus, (pj × 1X)−1(Zj) = Z est un sche´ma inte`gre, on obtient
[Zj ] ◦ pj = (pj ×S 1X)∗([Zj ]) = [Z].
Autrement dit, δj([Zj ]) = [Z], et donc ϕ([Zj ]) = [Z].
On montre que ϕ est injectif. Soit i un e´le´ment de I et αi ∈ cS (Yi, X) une corre-
spondance finie telle que ϕ(αi) = 0. Soit j un objet de I/i, et fji : j → i le morphisme
correspondant. On note Zj le support de α ◦ fji.
On a ainsi construit un pro-objet (Zj)j∈I/i. Or, puisque α◦pi est nul, donc de support
vide, ce pro-objet admet pour limite projective dans la cate´gorie des sche´mas le sche´ma
vide. Autrement dit, le morphisme canonique
∅ → lim←−
j∈I/i
Zj
est un isomorphisme. Il re´sulte alors de 8.10.5. (i) qu’il existe un j ≥ i tel que
Zj = ∅. Cela signifie α ◦ fji = 0, ce qui montre que αi est nulle dans la limite inductive
lim−→
i∈Iop
cS (Yi, X) et nous permet de conclure. ¤
Remarque 1.2.23.– Cette proposition est implicite dans [SV00b], chap.5, preuve de la
prop. 3.1.3.
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1.3 Equivalence d’homotopie
Dans cette partie, on re´interpre`te les re´sultats de [FSV00c] pour les appliquer directement
aux correspondances finies. Les propositions qui sont pre´sente´es ici nous serviront par la
suite pour de´montrer les proprie´te´s fondamentales des faisceaux avec transferts.
On espe`re que cette approche apportera des e´claircissements sur les me´thodes de
[FSV00c] qui servent de fondement pour la de´finition de la cate´gorie triangule´e des motifs
mixtes de V. Voevodsky.
1.3.1 De´finition
On commence par introduire la de´finition suivante qui est un cas particulier de la relation
d’e´quivalence de´finie par V. Voevodsky sur les cycles e´quidimensionnels de dimension 0
(cf [FSV00c], §2) :
De´finition 1.3.1 Soient X et Y des sche´mas dans LS, et α, β : X → Y deux S-
correspondances finies.
On dit que α est homotope a` β si et seulement si il existe H ∈ cS
(
A1 ×X,Y ) telle
que
1. H ◦ i0 = α
2. H ◦ i1 = β
ou` i0 (resp. i1) de´signent les immersions respectives X → A1X correspondant au point
ferme´ 0 (resp. 1) de A1X .
On note ∼h la relation d’e´quivalence engendre´ par cette relation re´flexive et syme´trique.
Elle est compatible a` la loi d’addition : on note piS (X,Y ) le groupe abe´lien quotient de
cS (X,Y ) par cette relation.
La relation ∼h est compatible avec la loi de composition de Lcor,S . On peut donc
conside´rer la cate´gorie homotopique associe´e a` cette relation d’e´quivalence :
De´finition 1.3.2 On note piLcor,S la cate´gorie homotopique de Lcor,S, ayant meˆmes ob-
jets que Lcor,S et dont les morphismes sont les classes d’e´quivalence de correspondances
finies pour la relation ∼h.
Remarque 1.3.3.– C’est l’utilisation de cette cate´gorie qui nous permet, au pris d’une
ge´ne´ralite´ moindre, de simplifier les me´thodes de loc.cit.
1.3.2 Compactifications
On introduit dans ce paragraphe la notion de compactification, et plus pre´cise´ment de
bonne compactification (cf [SV96], §3) qui va nous servir a` interpre´ter certains groupes
de correspondances finies a` homotopie pre`s.
Remarque 1.3.4.– L’hypothe`se que S est un k-sche´ma re´gulier noethe´rien est, dans cette
sous-section concernant les compactifications, surperflue.
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1.3.2.1 De´finition
De´finition 1.3.5 Soit X une courbe sur S.
1. Une compactification de X/S est un S-sche´ma X¯, muni d’un S-morphisme X i−→ X¯
tel que :
(a) i est une immersion ouverte.
(b) X¯/S est une courbe propre.
(c) X¯ est normal.
On note dans ce cas X∞ = X¯ − i(X) le sous-sche´ma ferme´ re´duit de X¯ associe´.
2. On dit qu’une compactification X¯/S de X/S est bonne ssi X∞ admet un voisinage
ouvert affine sur S dans X¯.
Remarque 1.3.6.– Ainsi, si X¯/S est une bonne compactification de X/S, X∞ est fini
sur S, car il est propre et affine sur S.
Remarque 1.3.7.– Conside´rons dans cette remarque que tous les sche´mas sont essen-
tiellement de type fini (cf de´finition A.1.1) sur un corps de base k. Soit X un S-sche´ma
tel que X est normal. Supposons donne´ X¯ un S-sche´ma ve´rifiant les conditions (a) et
(b) de la de´finition pre´ce´dente, et tel que X∞ admette un voisinage affine V . Soit X˜ le
normalise´ de X¯. Alors, X˜
p−→ X¯ est fini car X¯/k est essentiellement de type fini, donc
X˜/S est une courbe propre normale. Par ailleurs, X e´tant normal, c’est un ouvert de X˜.
Enfin, l’image re´ciproque de V par p est un voisinage affine de X˜ −X dans X˜, puisque p
est en particulier affine. Donc X˜/S est une bonne compactification de X/S.
Pre´cisons qu’on appelle simplement paire ferme´e tout couple de sche´mas (X,Z) tel que
Z est un sous-sche´ma ferme´ de X, d’apre`s la de´finition 5.4.1.
De´finition 1.3.8 Soit (X,Z) une paire ferme´e.
Soit S un sche´ma et f : X → S un morphisme de sche´mas de dimension relative e´gale
a` 1 qui fait de X un S-sche´ma.
Une bonne compactification de (X,Z) relativement a` S est un S-sche´ma X¯ qui est a`
la fois une bonne compactification de X/S et de (X − Z)/S.
Remarque 1.3.9.– On dira encore que (X,Z) admet une bonne compactification sur
S pour dire qu’il existe un S-sche´ma X¯ tel que X¯/S est une bonne compactification de
(X,Z) relativement a` S.
Autrement dit, une bonne compactification de (X,Z) sur S est une compactification
de X/S telle que X∞ unionsq Z admet un voisinage ouvert affine sur S.
Dans ce qui suit, on montre l’existence de certaines bonnes compactifications.
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1.3.2.2 Le cas des courbes sur un corps de base
La situation est simple dans le cas ou` on e´tudie les courbes sur un corps.
Proposition 1.3.10 Soit C/k une courbe quasi-affine et re´gulie`re.
Alors, il existe une courbe projective re´gulie`re sur k note´e C¯ telle que pour tout sous-
sche´ma ferme´ Z de C ne contenant aucune composante irre´ductible de C, C¯ est une bonne
compactification de (X,Z) sur k.
Preuve : On peut se ramener au cas ou` C est affine. De`s lors, C/k e´tant affine et de
type fini, on peut conside´rer une immersion ferme´e C → Ank . Soit C¯ l’adhe´rence de C
dans Pnk , munie de sa structure re´duite. Alors, par de´finition, C¯/k est une courbe inte`gre
et projective.
Conside´rons C˜/k la normalisation de C/k, qui est une courbe de type fini puisque C¯/k
est de type fini. Alors, C˜ est fini sur C, donc propre sur k. Comme C˜ est normal, il re´sulte
de [EGA2], 7.4.5 et 7.4.10, que C˜/k est une courbe projective et re´gulie`re.
Par ailleurs, C est un ouvert dense de C¯. Donc, comme C est un sche´ma normal, c’est
encore un ouvert dense de C˜.
Soit Z une partie ferme´e de C de dimension nulle. Le sous-ensemble (C˜ − C) unionsq Z est
donc une partie ferme´e de C˜/k, constitue´e d’un nombre fini de points. Elle admet donc
un voisinage affine puisque C˜/k est projective. ¤
1.3.2.3 Cas semi-local
Le the´ore`me suivant est duˆ a` M.Walker :
The´ore`me 1.3.11 (Walker) Supposons que k est un corps infini.
Soit (X,Z) une paire ferme´e, telle que X est un sche´ma affine dans Lk. On suppose
que Z est partout de codimension non nulle dans X.
Conside´rons {x1, ..., xn} un ensemble de points de X.
Alors, il existe :
1. un sche´ma affine S alge´brique lisse.
2. un voisinage ouvert affine U des xi.
3. un k-morphisme f : U → S lisse de dimension relative 1
tels que le couple (U,U ∩ Z) admet une bonne compactification sur S.
Preuve : La preuve suivante reprend la de´monstration correspondante dans [Wal96],
remarque 4.13.
1) Re´duction : On peut tout d’abord supposer que X est irre´ductible, puisqu’il est
somme disjointe de ses composantes irre´ductibles.
Par ailleurs, on peut supposer que tous les xi sont ferme´s quitte a` prendre des spe´cial-
isations, et que Z est de codimension 1 dans X, quitte a` le grandir.
Enfin, si l’on peut trouver une bonne compactification relative au voisinage de chacun
des points se´pare´ment, puisque ceux-ci sont ferme´s, on peut re´duire les ouverts correspon-
dants pour qu’ils soient disjoints, ce qui donne ensuite une compactificaton pour la somme
disjointe de ces ouverts, qui convient.
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Le proble`me se re´sume donc a` trouver une bonne compactification relative pour un
diviseur Z de X au voisinage d’un point ferme´ note´ x.
2) Construction de S : Soit r + 1 la dimension de X. Ainsi, Z est purement de
dimension r.
Puisque X est affine de type fini sur k, on peut conside´rer une immersion ferme´e
X ↪→ Ank , ce qui nous permet d’identifier X a` un sous-sche´ma ferme´ de Ank . On note :
1. X¯ l’adhe´rence de X dans Pnk vu comme sous-sche´ma re´duit de Pnk
2. Z¯ l’adhe´rence de Z dans Pnk vu comme sous-sche´ma re´duit de Pnk
3. X˙ = X¯ − X la frontie`re de X dans Pnk , qui est encore l’intersection de X¯ avec
l’hyperplan a` l’infini. C’est un sche´ma de dimension infe´rieure a` r.
On se re´serve le droit d’augmenter n en conside´rant un plongement arbitraire
Ank ↪→ An
′
k .
On cherche le morphisme f en conside´rant les projections orthogonales de Ank dont le
centre est en position ge´ne´rale parmi les sous-varie´te´s line´aires de Ank de codimension r.
Parame´trisation des projections orthogonales Ank → Ark.
Plus pre´cise´ment, ces projections sont parame´tre´es par les points du sche´ma Anrk . En
effet, si λ est un point de Anrk , notant κ(λ) son corps re´siduel, il correspond a` un point
rationnel de Anrκ(λ), c’est-a`-dire un e´le´ment (λi,j) 1≤i≤r
1≤j≤n
de κ(λ)nr.
On associe donc a` λ une projection line´aire pλ =: Anκ(λ) → Arκ(λ) de´finie comme le
spectre du morphisme κ(λ)-line´aire
κ(λ)[t1, ..., tr] → κ(λ)[X1, ..., Xn]
ti 7→
∑n
j=1Xj − λi,j .
On note Lλ le centre de cette projection, c’est-a`-dire le sous-sche´ma ferme´ de´fini par
l’intersection des r hyperplans correspondant aux ze´ros de chaque projections de pλ sur
A1κ(λ).
Par ailleurs, si L˙λ de´signe la frontie`re de Lλ vu comme sous-sche´ma de Pnκ(λ), le mor-
phisme pλ se prolonge sur les espaces projectifs en un morphisme
p¯λ : Pnκ(λ) − L˙λ → Prκ(λ).
Munis de ces notations, on peut e´noncer le lemme suivant qui va nous servir a` trouver
le morphisme f de l’e´nonce´ :
Lemme 1.3.12 Notons Ωn l’ouvert de Anrk forme´ des points λ tels que :
1. pλ|Zκ(λ) est finie.
2. X˙κ(λ) ∩ L˙λ est constitue´ d’un nombre fini de points ferme´s.
3. pλ est lisse en tous points de Xκ(λ) ∩ p−1λ (pλ(x)).
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Alors, pour n assez grand, Ωn est dense dans Anrk .
Preuve : Il est facile de montrer que Ωn est ouvert, et la partie difficile est de voir que cet
ouvert est dense. On fait la de´monstration en deux e´tapes :
i) On se place d’abord dans le cas ou` x est un point rationnel de X. On peut donc supposer
que x = 0 dans Ank .
Le fait que la premie`re condition est dense re´sulte du fait que Z est ferme´ de dimension
r dans Ank .
Le fait que la deuxie`me condition est dense re´sulte de ce que l’intersection dans Pnk
de la sous-varie´te´ projective X˙, qui est de dimension infe´rieure a` r, avec une sous-varie´te´
projective line´aire de codimension r en position ge´ne´rale est finie.
Pour la troisie`me condition, il suffit de garantir que l’intersection de Lλ avec X est
transverse en 0. On utilise alors le the´ore`me suivant pour lequel on renvoie a` [SGA4],
expose´ XI, the´ore`me 2.1 :
The´ore`me 1.3.13 L’intersection dans Ank de X avec r hypersurfaces de degre´ 2 contenant
0 et qui sont en position ge´ne´rale est transverse.
Or, quitte a` plonger Ank dans An
2
k par le plogement de Veronese, une sous-varie´te´
line´aire de An2k correspond a` une quadrique (donc de degre´ 2) de Ank , et le the´ore`me
pre´ce´dent s’applique pour montrer que la troisie`me condition est dense.
ii) Cas ge´ne´ral.
On conside`re une extension finie k′/k telle que la fibre de x dans X⊗kk′ soit constitue´e
de points rationnels x′i. Pour chacuns de ces points, les conditions de l’e´nonce´ donnent
donc un ouvert Ω′n,i dense dans Anrk′ . L’extension A
r
k′/A
r
k e´tant fide`lement plate, les
conditions de l’e´nonce´ se redescendent, et l’image directe de ∩iΩ′n,i dans Anrk est incluse
dans Ωn, ce qui implique que Ωn est dense. ¤
Puisque k est infini, Ωn admet donc un point rationnel λ. On note alors p : X → Ark
la restriction de pλ a` X. On pose L˙ = X˙ ∩ L˙λ qui est donc un sche´ma fini sur k d’apre`s la
condition 2 du lemme pre´ce´dent. On dispose donc du morphisme p¯ : X¯ − L˙→ Prk obtenu
par restriction du morphisme p¯λ.
On utilise le truc classique suivant pour rendre p¯ projectif. On note X˜ l’adhe´rence du
graphe de p¯ dans X¯ ×k Prk. De`s lors, X¯ − L˙ est un ouvert dense de X˜, et la projection
canonique p˜ : X˜ → Prk prolonge p¯. Comme X¯/k est projectif, p˜ est projectif. On a donc
obtenu le diagramme suivant :
X
p
²²
  // X¯ − L˙
p¯
²²
  // X˜
p˜||xx
xx
xx
x
Ark
  // Prk .
3) Construction de la compactification :
Comme le carre´ du diagramme ci-dessus est carte´sien et que L est fini sur k (condition
2 du lemme pre´ce´dent), les fibres de p˜ dans X˜ −X au-dessus de Ark sont finies.
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Donc, il existe un voisinage ouvert S de p(x) dans Ark tel que p˜−1(S) ∩ (X˜ − X) est
fini sur S. Quitte a` re´duire S, puisque d’apre`s la condition 3 du lemme pre´ce´dent, p est
lisse en p−1(p(x)), on peut supposer que p−1(S)→ S est lisse.
Finalement, on pose donc U = p−1(S), et on note f : U → S la restriction de p a`
U . Le morphisme f est donc lisse de dimension relative 1. De plus, d’apre`s la premie`re
condition du lemme pre´ce´dent, le morphisme Z ∩ U → S, obtenu par restriction de p, est
fini.
On pose encore U¯ = p˜−1(S), de sorte que le morphisme f¯ : U¯ → S obtenu par
restriction du morphisme p˜ est projectif. Il en re´sulte enfin que U¯ − U est fini sur S,
d’apre`s le choix de S.
Pour conclure, le lemme suivant montre, quitte a` restreindre encore S au voisinage de
p(x), que (U¯−U)unionsqZ∩U admet un voisinage ouvert affine, ce qui conclut la de´monstration
du the´ore`me :
Lemme 1.3.14 Soit p¯ : U¯ → S un courbe projective, et F un ferme´ de U¯ tel que F/S est
fini. Soit x un point de F , d’image s dans S.
Alors, il existe un ouvert affine S′ de S contenant s, et un diviseur effectif D dans X¯
tel que :
1. FS′ est inclus dans U¯S′ −D.
2. U¯S′ −DS′ est affine.
Preuve du lemme : On regarde Fs la fibre de F au-dessus de s. L’ensemble sous-jacent a`
Fs est donc fini. Comme U¯/S est projectif, il existe une section f dans Γ(U¯ ,OU¯ (i)), pour
i suffisamment grand, dont le diviseur D est disjoint de Fs. Il existe donc un voisinage
ouvert affine S′ de s dans S, tel que D est disjoint de FS′ , ce qui garantit la premie`re
condition. Comme S′ est affine, et DS′ est le diviseur associe´ a` une section globale d’un
fibre´ tre`s ample sur U¯S′ , le sche´ma U¯S′ −DS′ est affine. ¤ ¤
1.3.3 Homotopie et groupe de Picard relatif
On va voir dans ce paragraphe comment calculer certains groupes de correspondances
finies. Pour cela, on rappelle la de´finition suivante :
De´finition 1.3.15 Soit (X,Z) une paire ferme´e.
On note Pic (X,Z) le groupe des classes d’isomorphismes de couples (L, s) ou` L est un
faisceau inversible sur X, et s : OZ ∼−→ L|Z une trivialisation de L sur Z, ou` l’on impose
aux isomorphismes d’eˆtre compatible a` la trivialisation donne´e.
La structure de groupe est induite par le produit tensoriel de OX-modules.
On dispose donc en particulier d’un morphisme
Pic (X,Z)→ Pic(X).
De´finition 1.3.16 Soit X un sche´ma, et Z un sous-sche´ma ferme´ de X.
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1. Si Z ′ est un sous-sche´ma ferme´ de Z, on de´finit un morphisme :
Pic (X,Z)
rZ′−−→ Pic (X,Z ′)
(L, s) 7→ (L, s|Z′)
dit de restriction de Z a` Z ′.
2. Conside´rons un morphisme carte´sien de paires ferme´es (f, g) : (Y,W )→ (X,Z) (cf
de´finition 5.4.4). On de´finit un morphisme image inverse en posant :
Pic (X,Z)
f∗−→ Pic (Y,W )
(L, s) 7→ (f∗(L), g∗(s)) .
Remarque 1.3.17.– Plus ge´ne´ralement, ce groupe de Picard est fonctoriel par rapport
aux morphismes de la paire ouverte (X/X − Z) associe´e a` la paire ferme´e (X,Z). On
retrouvera une telle fonctorialite´ plus en de´tail dans 5.4.1, ainsi que dans la de´finition 8.2.1.
Le the´ore`me qui suit est fondamental pour la suite. Il nous permet de manipuler
effectivement les correspondances finies a` homotopie pre`s. Il s’agit d’une reformulation du
the´ore`me 3.1 de [SV96], et il est donc duˆ a` A. Suslin et V. Voevodsky. On a tout de meˆme
eu soin de pre´ciser la fonctorialite´ de l’isomorphisme qu’on a construit.
The´ore`me 1.3.18 Soit k un corps et S un k-sche´ma re´gulier noethe´rien. On se donne :
1. Y un sche´ma affine dans LS.
2. X un sche´ma dans LS, tel que X/S est une courbe quasi-affine lisse qui admet une
bonne compactification note´e X¯/S. On pose X∞ = X¯ −X.
Alors, il existe un isomorphisme canonique
piS (Y,X)→ Pic
(
Y ×S X¯, Y ×S X∞
)
qui ve´rifie de plus :
1. Si Y ′ f−→ Y est un morphisme plat dans LS entre sche´mas affines, le diagramme
suivant commute :
piS (Y,X)
◦f ²²
// Pic
(
Y ×S X¯, Y ×S X∞
)
(f×S1X¯)∗²²
piS (Y ′, X) // Pic
(
Y ′ ×S X¯, Y ′ ×S X∞
)
.
Le morphisme (f ×S 1X¯)∗ est le morphisme image inverse de la de´finition 1.3.16.
2. Soit Z un sous-sche´ma ferme´ de X tel que X¯/S est une bonne compactification de
(X,Z). Notons j : X−Z → X l’immersion ouverte canonique. Alors, le diagramme
suivant commute :
piS (Y,X − Z)
j◦ ²²
// Pic
(
Y ×S X¯, Y ×S X∞ unionsq Y ×S Z)
)
rY×SX∞²²
piS (Y,X) // Pic
(
Y ×S X¯, Y ×S X∞
)
.
Le morphisme vertical de droite est la restriction de la trivialisation canonique a`
Y ×S X∞ de´finie en 1.3.16.
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Remarque 1.3.19.– L’hypothe`se de platitude sur f faite dans le 2 n’est pas ne´cessaire,
mais l’on ne se servira pas du cas ge´ne´ral. Par ailleurs, on peut exiger seulement que Y/S
soit quasi-affine.
Preuve : On peut supposer tout d’abord que Y est irre´ductible, compte tenu de
l’additivite´ des deux foncteurs par rapport a` Y .
1. On commence par associer a` toute correspondance finie un e´le´ment du groupe de
Picard relatif.
Conside´rons l’immersion ouverte k : Y X → Y X¯. On obtient alors la suite suivante de
morphismes :
cequi(Y X/Y, 0)
k∗−→ cequi
(
Y X¯/Y, 0
) (1)⊂ Z1(Y X¯) (2)−−→ Pic(Y X¯)
ou` le morphisme k∗ est bien de´fini a` cause du lemme 1.1.18. L’inclusion (1) existe car
Y X¯/Y est une courbe, et le morphisme (2) est obtenu parce que Y X¯ est normal.
Par ailleurs, si α ∈ cequi(Y X/Y, 0) de support Z, et que l’on note L un repre´sentant de
la classe dans Pic(Y X¯) de l’image de α par le morphisme pre´ce´dent, on a une trivialisation
canonique t : OY X¯−Z → LY X¯−Z . Comme Y X∞ ⊂ (Y X¯) − Z par de´finition, on obtient
s = t|Y X∞ , et (L, s) ∈ Pic
(
Y X¯, Y X∞
)
. Or il est imme´diat que cette classe (L, s) ne
de´pend pas du repre´sentant choisi, ce qui nous donne en fait le morphisme attendu
cS (Y,X) = cequi(Y X/Y, 0) //
++WW
WWW
W
Pic(Y X¯)
Pic
(
Y X¯, Y X∞
)
.
OO
Pour la fin de la de´monstration, on se re´fe`re a` [SV96], theorem 3.1, en remarquant que
piS (Y,X) = H
sing
0 (Y X/Y )
ou` Hsing0 de´signe l’homologie singulie`re de Suslin. On ve´rifie exactement : Y est affine
normal, Y X/Y est une courbe quasi-affine lisse, et Y X¯/Y en est une bonne compactifica-
tion. On notera que Y X/Y n’est pas ne´cessairement connexe, mais c’est un ouvert dense
de Y X¯/Y . Par ailleurs, l’e´nonce´ de loc.cit. porte sur une courbe affine, mais on ve´rifiera
sans peine que la de´monstration reste valable dans le cas d’une courbe quasi-affine.
La de´monstration de ce the´ore`me montre pre´cise´ment que l’application construite
pre´ce´demment est un isomorphisme.
Il nous reste a` montrer les proprie´te´s de fonctorialite´ de cet isomorphisme :
2. Soit α ∈ piS (Y ′, X), alors d’apre`s le lemme 1.2.5, α ◦ f = (f ×S 1X)∗(α). De`s lors,
k∗(f ×S 1X)∗(α) = (f ×S 1X¯)∗k′∗(α)
d’apre`s la formule de la proposition 1.1.21 ou` l’on a note´ k : Y X → Y X¯ et k′ : Y ′X → Y ′X¯
les immersions ouvertes canoniques. La formule re´sulte du fait que le morphisme (2) (de
la construction ci-dessus) est compatible au pullback.
3. Si α ∈ piS (Y,X − Z), il re´sulte du lemme 1.2.5 que j ◦α = (1Y ×S j)∗(α). De`s lors,
cette dernie`re proprie´te´ est e´vidente. ¤
Remarque 1.3.20.– Dans la situation du the´ore`me pre´ce´dent, pour tout α ∈ piS (Y,X),
on fera le choix d’un repre´sentant (L(α), s(α)) de la classe de l’image α par l’isomorphisme
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pre´ce´dent.
1.3.4 Applications
Dans cette partie, on fixe un corps k et on interpre`te, comme annonce´, les re´sultats de
[FSV00c] dans la cate´gorie piLcor,k.
1.3.4.1 Factorisations
Les applications du the´ore`me 1.3.18 consistent en des the´ore`mes d’existence de S-
correspondances finies, ve´rifiant des proprie´te´s a` homotopie pre`s. On fixe donc de plus
une courbe X/S affine lisse, et un ouvert U de X, notant i : U → X l’immersion ouverte
correspondante et Z le ferme´ comple´mentaire. On suppose que (X,Z) admet une bonne
compactification sur S, note´e X¯/S.
Si Y est un sche´ma affine qui appartient a` LS , et si l’on se donne α : Y → X
une S-correspondance finie, rappelons que l’on note conventionnellement (L(α), σ(α))
un couple repre´sentant l’image de α par l’isomorphisme canonique piS (Y,X) →
Pic
(
Y ×S X¯, Y ×S X∞
)
de 1.3.18.
Proposition 1.3.21 Avec les notations introduites ci-dessus, les conditions suivantes
sont e´quivalentes :
1. Pour tout sche´ma affine Y dans LS, l’application
piS(Y,U)
i◦−→ piS(Y,X)
est surjective.
2. L’application
piS(X,U)
i◦−→ piS(X,X)
est surjective.
3. Le fibre´ inversible L(1X)|X×SZ est trivial.
Ayant remarque´ que 1 et 2 sont e´quivalentes a` l’existence d’une S-correspondance
finie qui est une section de i a` homotopie pre`s, le lemme pre´ce´dent est une conse´quence
imme´diate du lemme plus pre´cis :
Lemme 1.3.22 Soit Y un sche´ma affine dans LS et β : Y → X une S-correspondance
finie. Les conditions suivantes sont e´quivalentes :
1. Il existe une S-correspondance finie α tel que le diagramme suivant est commutatif
dans piLcor,S,
X − Z
i
##H
HH
HH
HH
HH
Y
β //
α
;;w
w
w
w
w
X.
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2. Le faisceau inversible L(β)|Y×SZ est trivial.
Remarque 1.3.23.– Pre´cisons meˆme que de plus, les S correspondances ve´rifiant la
condition de 1 sont en bijection avec les trivialisations de L(β)|Y×SZ a` isomorphisme pre`s.
Preuve : Ce lemme est un corollaire du the´ore`me 1.3.18, que l’on applique a` la courbe
affine X/S, mais aussi a` la courbe quasi-affine U/S.
2⇒ 1 : Il suffit de conside´rer une trivialisation s de L(β)|Y×SZ . De`s lors, la classe du
couple (L(β), σ(β)⊕ s) dans Pic (Y X¯, Y X∞ unionsq Y Z) de´finit une S-correspondance finie α,
et d’apre`s le point 3 de 1.3.18, on a bien i ◦ α = β.
1 ⇒ 2 : Re´ciproquement, la S-correspondance finie α correspond a` un e´le´ment du
groupe Pic
(
Y X¯, Y X∞ unionsq Y Z
)
repre´sente´ par le couple (L(α), σ(α)). Alors, puisque i◦α =
β, il existe un isomorphisme φ : L(β)→ L(α) tel que le diagramme suivant est commutatif :
L(β)|Y X∞
φ|YX∞ //
σ(β) ''
PPP
PP
L(α)|Y X∞
σ(α)|Y X∞wwn
nnn
n
OY X∞
et l’on remarque que σ(α)|Y Z ◦ φ−1|Y Z est une trivialisation de L(β)|Y Z . ¤
1.3.4.2 Sections locales des immersions ouvertes dans piLcor,k
On a vu dans le paragraphe pre´ce´dent des conditions ne´cessaires et suffisantes de factori-
sation d’une S-correspondance finie par une immersion ouverte. On applique maintenant
ce fait pour en de´duire la proposition importante qui suit, que l’on peut voir comme une
reformulation de la proposition 4.17 de [FSV00c] (dans le cas local) :
Proposition 1.3.24 On suppose que k est infini.
Soit X un sche´ma alge´brique lisse, U un ouvert dense de X, et x un point de X. Alors
il existe
1. un voisinage ouvert V de x dans X,
2. une correspondance finie α : V → U
tels que le diagramme suivant est commutatif dans piLcor,k
V
α
~~}
}
}
}
j
²²
U
i // X.
ou` l’on note i et j les immersions ouvertes canoniques.
Preuve : On note Z = X − U .
Tout d’abord, d’apre`s le the´ore`me 1.3.11, il existe un sche´ma affine S alge´brique lisse,
un voisinage ouvert affine V de x dans X, un morphisme f : V → S lisse de dimension 1,
et un S-sche´ma V¯ tels que V¯ /S est une bonne compactification de (V, V ∩ Z).
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Compte tenu du diagramme commutatif
V ∩ U
²²
// V
²²
U // X,
on voit que si le the´ore`me est vrai pour V , il l’est pour X. Donc on peut supposer X = V .
Ainsi, (X,Z) admet une bonne compactification sur S.
On va maintenant pouvoir appliquer le lemme 1.3.22.
Soit donc L(1X) le faisceau inversible sur X ×S X¯ qui repre´sente 1X ∈ piS(X,X)
d’apre`s le the´ore`me 1.3.18. Or Z/S est fini, car c’est un ferme´ de X¯/S qui est une courbe
propre et affine par hypothe`se. En particulier, Spec (OX,x)×SZ est fini sur le sche´ma local
Spec (OX,x). C’est donc un sche´ma semi-local. De`s lors, Pic(Spec (OX,x) ×S Z) = 0. En
particulier, L(1X) est trivial sur Spec (OX,x)×S Z, ce qui signifie qu’il existe un voisinage
ouvert V de x dans X tel que L(1X) est trivial sur V ×S Z.
D’apre`s le lemme 1.3.22, applique´ avec Y = V , a` la correspondance finie repre´sente´e
par l’inclusion V
j−→ X, la section que l’on vient de trouver est donc e´quivalente a` une
S-correspondance finie α : V → U qui fait commuter le diagramme de piLcor,S :
Vα
¨¨ j²²
X − Z i // X.
Il suffit maintenant de regarder ce diagramme a` travers le la restriction τ˜∗ avec la
notation de 1.2.15 ou` τ : S → k est le morphisme lisse structural de S. En effet, d’apre`s
le lemme 1.2.14, la k-correspondance finie τ˜∗(α) convient. ¤
Corollaire 1.3.25 On suppose que k est infini.
Soit X un sche´ma alge´brique lisse, U un ouvert dense de X. Alors il existe
1. un recouvrement ouvert p :W → X de X,
2. une correspondance finie α :W → U
tels que le diagramme suivant est commutatif dans piLcor,k
W
α
~~}
}
}
}
j
²²
U
i // X
ou` l’on note i et j les immersions ouvertes canoniques.
Preuve : Il suffit d’appliquer le lemme pre´ce´dent en tout point x de X, ce qui nous donne
pour chaque x un voisinage ouvert Vx de x dansX et une correspondance finie αx : Vx → U
qui ve´rifie la condition du lemme. Par quasi-compacite´ de X, il existe un nombre fini de
points x1, ..., xn tels que les ouverts Vx1 , ..., Vxn recouvrent X. On pose alors :
W =
⊔
i
Vxi
α =
∑
i
αxi .
¤
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1.3.5 Droite affine sur un corps
Toujours dans le meˆme esprit, la proposition suivante s’inspire du lemme 4.6 de [FSV00c] :
Proposition 1.3.26 Soit C un ouvert de A1k.
Alors, pour tout ouverts U , V de C tels que C = U ∪ V , le complexe
0→ U ∩ V j1−j2−−−→ U ⊕ V (i1,i2)−−−−→ C → 0
est contractile dans la cate´gorie additive piLcor,k, ou` i1, i2, j1, j2 de´signent les immersions
ouvertes canoniques.
Remarque 1.3.27.– On interpre`te cette proposition par le fait que dans la cate´gorie
Kb(piLcor,k) forme´e des complexes a` e´quivalence d’homotopie pre`s, les ouverts de A1k
satisfont la proprie´te´ de Mayer-Vietoris. Cette remarque prendra tout son sens dans le
chapitre sur la cate´gorie triangule´e des motifs mixtes de V. Voevodsky.
Preuve : Fixons les notations suivantes : W = U ∩ V , T = C − (U ∪ V ), Z = C − U et
Z ′ = C − V ; donc T = Z unionsq Z ′. Par hypothe`se, Z et Z ′ sont disjoints. On munit tous ses
sous-espaces de la structure re´duite de sous-sche´ma correspondante.
Puisque C/k est une courbe affine lisse, il existe d’apre`s la proposition 1.3.10 une
courbe projective lisse C¯/k qui est une bonne compactification de C/k, et en meˆme temps
une bonne compactification de U ∩ V/k.
On conside`re l’e´le´ment 1C dans pik (C,C). D’apre`s le the´ore`me 1.3.18, il lui correspond
un unique e´le´ment de Pic
(
C ×k C¯, C ×k C∞
)
. On peut donc conside´rer un couple (L, σ)
qui le repre´sente. Ainsi, L repre´sente le diviseur correspondant a` la diagonale ∆C dans
C ×k C¯, et la trivialisation σ provient en fait d’une trivialisation
s : OΩ ∼−→ L|Ω
ou` Ω = (C ×k C¯)−∆C .
Mais par ailleurs le sche´ma C ×k T est un ouvert de A1T , donc Pic (C ×k T ) = 0. Il en
re´sulte que le faisceau L|C×kT est trivial. On choisit donc une trivialisation
t : O(C×kT )
∼−→ L|(C×kT ).
Fixons maintenant une notation commode : pour tout ouvert U de C, et tout ferme´ Y
de C ditinct de C, on pose T (U, Y ) le groupe additif des isomorphismes de fibre´ de OUY
dans L|UY . On a donc un morphisme canonique
T (U, Y )→ pik(U,C − Y ) , r 7→ α(r)
qui a` une trivialisation r associe le couple (L|UC¯ , r ⊕ σ|UC∞) (Notons que l’on peut faire
la somme directe de deux trivialisations sur un ferme´ strict de C¯, puisque celui-ci admet
un voisinage affine).
Par ailleurs, pour i : U ′ → U et j : X − Y → X − Y ′ deux immersions ouvertes, pour
r ∈ T (U, Y ), on a les relations suivantes :
α(r) ◦ i = α(r|U ′Y ) j ◦ α(r) = α(r|UY ′)
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qui re´sultent de la fonctorialite´ de l’isomorphisme de 1.3.18. Si Y est vide, T (U, Y ) est
re´duit a` un singleton, d’image l’immersion ouverte U → C par α (compte tenu du choix
de (L, σ)).
Muni de ces notations, on peut maintenant construire une homotopie explicite
0 // U ∩ V j1−j2 // U ⊕ V (i1,i2) //
(f1,f2)
¢¢
C //
g2
xx
0
0 // U ∩ V
j1−j2
// U ⊕ V
(i1,i2)
// C // 0
en posant :
1. g2 = α (t|CZ′) : C → V
2. f1 = α (s|UZ ⊕ t|UZ′) : U → U ∩ V
3. f2 = α (t|V T )− α (s|V Z′ ⊕ t|V Z)
On peut alors ve´rifier que c’est bien une homotopie :
1. On obtient tout d’abord : i2 ◦ g2 = α(t|∅) = 1C .
2. Par ailleurs,
f1j1 − f2j2 = α (s|WZ ⊕ t|WZ′) + α (s|WZ′ ⊕ t|WZ)− α (t|WT )
Cette correspondance finie correspond donc au fibre´ inversible L ⊗ L ⊗ Lˇ, muni de
la trivialisation
(s|WZ ⊕ t|WZ′ ⊕ s|WC∞)⊗ (s|WZ′ ⊕ t|WZ ⊕ s|WC∞)⊗ (tˇ|WT ⊕ sˇ|WC∞).
Ce couple est isomorphe a` (L, s|WZ ⊕ s|WZ′ ⊕ s|WC∞), soit a` la correspondance finie
1W .
Les quatre autres relations se ve´rifient de la meˆme fac¸on. ¤
Remarque 1.3.28.– On ge´ne´ralisera cette proposition lorsqu’on aura de´fini la topologie
de Nisnevich.
34 CHAPTER 1. CORRESPONDANCES FINIES
Chapter 2
Faisceaux avec transferts
Sauf mention explicite du contraire, tous les faisceaux que l’ont conside`re sont
des faisceaux en groupes abe´liens.
2.1 Topologie de Nisnevich
On fixe dans cette partie un sche´ma noethe´rien de dimension de Krull finie S.
2.1.1 De´finition
De´finition 2.1.1 On de´finit la topologie de Nisnevich sur LS, note´e Nis comme la topolo-
gie engendre´e par les familles couvrantes d’un sche´ma X dans LS
(Vi
fi→ X)i∈I
telle que
(N1) fi est un S-morphisme e´tale
(N2) Pour tout point x de X, il existe i dans I, et y un point de Vi au-dessus de x tel que
le morphisme induit sur les corps re´siduels κ(x)→ κ(y) est un isomorphisme.
De plus, on appelle voisinage de Nisnevich de X en x tout couple (V, y) ou` V est un
sche´ma e´tale et de type fini sur X et y un point de Y au-dessus de x tel que le morphisme
induit κ(x)→ κ(x) est un isomorphisme.
La topologie Nis s’inse`re dans la suite de´croissante de topologies sur LS :
Can ≥ Et ≥ Nis ≥ Zar
ou` Can, Et, Zar de´signent respectivement les topologies canonique, e´tale et Zariski. En
particulier, tout pre´faisceau repre´sentable sur LS est un faisceau pour Nis.
2.1.2.– On note NS (resp. ZS) la cate´gorie des faisceaux de groupes abe´liens sur LS
pour la topologie de Nisnevich (resp. Zariski).
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Exemple 2.1.3.– Si X est un sche´ma dans LS , le pre´faisceau
LX → A b, Y 7→ Z.HomLS (Y,X)
est un faisceau pour la topologie de Nisnevich. On le note ZS (X), en tant qu’objet deNS .
On utilisera particulie`rement le lemme de «structure» suivant pour les voisinages de
Nisnevich :
Lemme 2.1.4 Soit X un sche´ma irre´ductible dans LS, x le point ge´ne´rique de X. Soit
V un sche´ma dans LS, y un point de Y et f : V → X un S-morphisme tel que f(x) = y.
Alors les proprie´te´s suivantes sont e´quivalentes :
1. f induit un isomorphisme de κ(x) dans κ(y).
2. Il existe un ouvert U de X contenant x, et un morphisme s : (U, x)→ (V, y) qui est
une section de f |f−1(U), ie f ◦ s = IdU .
Preuve : Il suffit d’appliquer le lemme
Lemme 2.1.5 Soit s un point de S. Soient (X,x) et (Y, y) deux (S, s)-sche´mas, Y e´tant
localement de pre´sentation finie sur S.
Soit F ((X,x), (Y, y)) le germe des S-morphismes de X dans Y envoyant x sur y (ie les
S-morphismes de sche´mas de´finis sur un voisinage ouvert de x, envoyant x en y). Alors
on a une bijection
F ((X,x), (Y, y)) → Homloc−OS,s(OY,y,OX,x)
f 7→ f ]x .
Conside´rons l’application ϕ
OY,y −→ κ(y) (f
]
y)
−1
−−−−→ κ(x) = OX,x .
D’apre`s le lemme, ce morphisme local correspond a` un S-morphisme s de´fini sur un
voisinage ouvert de x. Par ailleurs, si l’on se restreint a` un ouvert U encore plus petit,
compte tenu de ce que (f ◦ s)]x = Id, s de´finit bien une section de f |U . ¤ ¤
Remarque 2.1.6.– Le cas des k-alge`bres locales-e´tales de corps re´siduel k montre qu’on
ne peut pas espe´rer obtenir une telle section sur un ouvert en ge´ne´ral (mais seulement un
ouvert localement ferme´).
2.1.2 Base pour la topologie de Nisnevich
Tout recouvrement de X pour la topologie de Zariski sur LS admet un sous-recouvrement
fini (car X est noethe´rien donc quasi-compact). Le lemme de structure nous permet de
de´duire une proprie´te´ semblable pour la topologie de Nisnevich. Plus pre´cise´ment,
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Lemme 2.1.7 (de stratification) Soit
(
Xi
fi→ X
)
i∈I
un recouvrement de X pour la
topologie de Nisnevich sur LS.
Alors il existe une suite finie de´croissante de ferme´s de X ( i.e. une stratification)
X = Zj0 ⊃ 6= ... ⊃6= Zjn ⊃ 6= Zjn+1 = ∅
telle que J = {j0, ..., jn+1} est inclus dans I et pour tout indice m, fjm ×X (Zjm − Zjm+1)
admet une section.
Preuve : On pose X = Zj0 .
Soit x le point ge´ne´rique de Zj0 , et j1 ∈ I tel que Xj1 est un voisinage de Nisnevich de
x sur X. D’apre`s le lemme pre´ce´dent applique´ au point x de Xj0 , il existe un ouvert Uj0
de Zj0 contenant x tel que fj0 admet une section de´finie sur Uj0 .
On pose donc Zj1 = X −Uj0 , et on peut appliquer le proce´de´ pre´ce´dent a` Zj1 , puisque
(Zj1 ×X Vi → Zj1)i∈I est un recouvrement Nisnevich de Zj1 .
Ite´rant ce processus, on obtient une suite strictement de´croissante de ferme´s de X,
qui est donc ne´cessairement finie puisque X est noethe´rien. ¤
Or, si f : V → X est un morphisme e´tale qui admet une section sur un sous-sche´ma
X ′ de X, alors c’est un voisinage de Nisnevich de X en tous points de X ′. Ainsi, dans la
situation du lemme pre´ce´dent, puisque la famille d’ouverts (Uj)j∈J recouvre X, (fj)j∈J
est de´ja` un recouvrement pour Nisnevich de X.
En fait le lemme de stratification donne meˆme une proprie´te´ plus pre´cise sur la topologie
de Nisnevich. On introduit pour de´gager cette proprie´te´ la notion suivante de F. Morel et
V. Voevodsky (cf [MV01], §3, de´f. 1.3) :
De´finition 2.1.8 On appelle carre´ distingue´ tout diagramme carte´sien dans LS
U ×X V //
²²
V
p
²²
U
  ◦i // X
tel que
1. i est une immersion ouverte,
2. p est e´tale,
3. si l’on note Z = X − U sous-espace de X muni de sa structure de sous-sche´ma
re´duit, p induit un isomorphisme p−1(Z)→ Z.
Le couple (i, p), qui est alors une famille couvrante de X pour la topologie de Nisnevich,
est alors appele´ famille couvrante e´le´mentaire.
Remarque 2.1.9.– On de´signera par abus un carre´ distingue´ du type de la de´finition
ci-dessus, par le triplet (X,U, V ) qui lui est associe´.
Lemme 2.1.10 Les familles couvrantes e´le´mentaires forment une base pour la topologie
de Nisnevich sur LS.
38 CHAPTER 2. FAISCEAUX AVEC TRANSFERTS
Preuve : On note T ′(X) l’ensemble des familles couvrantes e´le´mentaires de X, et T ′ la
topologie la moins fine sur LS telle que ces familles soient couvrantes.
On doit montrer que T ′ = Nis. Or, toute famille couvrante e´le´mentaire e´tant couvrante
pour Nisnevich, on a T ′ est moins fine que Nis. Re´ciproquement, soit
(
Vi
fi→ X
)
i∈I
un
recouvrement pour Nisnevich. On cherche a` voir que le crible R engendre´ par cette famille
est un crible couvrant pour T ′. D’apre`s la remarque qui suit le lemme de stratification,
on peut donc supposer que I est fini, et par suite, on peut supposer que R est engendre´
par une unique application, f =
∑
i∈I fi : Y =
⊔
i∈I Vi → X.
On raisonne par re´currence sur la longueur d’une chaˆıne de stratification de X. Soit
Z le premier terme d’une stratification de longueur n de X. Par de´finition, f admet une
section sur U = X − Z, note´e s. On note encore Y ′ = f−1(U) − Im(s), et V = Y − Y ′.
De`s lors, (i : U → X,V f→ X) forment un recouvrement e´le´mentaire de X (en effet,
f−1(U)
⋂
V = Im(s)). Par ailleurs, Y ×X U → U admet une stratification de longueur
n−1 (donne´e par la stratification d’ordre n de X de´ja` choisie), donc est couvrante pour la
topologie T ′. Or le crible couvrant R est obtenu par composition des familles couvrantes
((Y ×X U → U), (IdV )) avec la famille couvrante (U → X,V → X), il appartient donc a`
T ′. ¤
Comme de plus la collection des familles couvrantes e´le´mentaires est stable par change-
ment de base. Donc, d’apre`s le corollaire 2.3 de [SGA4], expose´ II, pour voir que F est
un faisceau pour la topologie de Nisnevich, il suffit de le tester sur les familles couvrantes
e´le´mentaires. On de´duit de ce fait le corollaire suivant :
Corollaire 2.1.11 Soit F un pre´faisceau d’ensembles sur LS. Alors, les conditions suiv-
antes sont e´quivalentes :
1. F est un faisceau pour la topologie de Nisnevich.
2. Pour tout carre´ distingue´ (X,U, V ), le diagramme d’ensembles
F (X) //
²²
F (V )
²²
F (U) // F (U ×X V )
est carte´sien.
Remarque 2.1.12.– On se placera toujours dans le cas ou` F est un faisceau de groupes
abe´liens ; on notera que, puisque le foncteur d’oubli des groupes abe´liens dans les ensembles
est exact a` gauche, le corollaire pre´ce´dent est encore valable si l’on remplace partout
«ensemble» par «groupe abe´lien».
2.1.3 Points pour la topologie de Nisnevich
On utilise dans cette sous-section la the´orie ge´ne´rale des points d’un topos dans le cas
du topos Nisnevich (et en meˆme temps le cas classique du topos Zariski), pre´sente´e dans
l’appendice C.3.
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2.1.3.1 Localise´ pour la topologie de Nisnevich
Pour de´finir des points du topos Nisnevich (resp. Zariski), on commence en fait par de´finir
des cate´gories de voisinages (d’apre`s l’annexe C.3, c’est en fait e´quivalent)
De´finition 2.1.13 Soit X un sche´ma dans LS, et x un point de X. On note Vx (X)
l’ensemble des ouverts de X contenant x ordonne´ par inclusion ( i.e. des voisinages de x
dans X pour la topologie de Zariski).
Similairement, on note Vhx (X) la cate´gorie des voisinages de Nisnevich de X en x (cf
de´finition 2.1.1).
Remarque 2.1.14.– On reconnaˆıtra dans cette de´finition la de´finition ge´ne´rale C.3.6.
Lemme 2.1.15 Les cate´gories Vx (X) et Vhx (X) sont essentiellement petites et cofil-
trantes.
Preuve : Soit V et V ′ deux voisinages Nisnevich (resp. Zariski) de x dans X. Alors,
V ×X V ′ est un voisinage Nisnevich (resp. Zariski) de x dans X ′, plus fin que V et V ′.
Dans le cas des voisinages Zariski, la cate´gorie est meˆme petite. Dans le cas des
voisinages Nisnevich, il suffit d’utiliser la forme e´le´mentaire d’une extension e´tale de
sche´ma, et le fait que X est noethe´rien, pour trouver une (petite) famille essentielle. ¤
De´finition 2.1.16 On de´finit le localise´ de X en x pour la topologie Zariski, note´ Xx,
comme le pro-objet de LS
Xx = ˜lim←−
U∈Vx(X)
U.
On de´finit aussi le localise´ de X en x pour la topologie Nisnevich, note´ Xhx , comme le
pro-objet de LS
Xhx = ˜lim←−
V ∈Vhx (X)
V.
Proposition 2.1.17 1. Le pro-objet Xhx (resp. Xx) pro-repre´sente un foncteur fibre
du topos Nisnevich (resp. Zariski) de LS.
2. La famille des points Xhx (resp. Xx) pour X dans LS et x un point de X est
conservative sur le topos Nisnevich (resp. Zariski) de LS.
Preuve : On ne donne la de´monstration que dans le cas de la topologie de Nisnevich
(l’autre cas e´tant a` la fois plus simple et similaire).
1) Il s’agit de ve´rifier la condition (C) de la proposition C.3.10 pour le pro-objet Xhx .
Soient V un voisinage Nisnevich de x dans X, Y un sche´ma dans LS et (Yr)r∈Λ → Y
un recouvrement Nisnevich de Y , et f : V → Y un morphisme. Soit v le point de V tel
que l’extension induite κ(v)/κ(x) soit triviale, et y = f(v). Puisque (Yr)r → Y est un
recouvrement, il existe un r dans Λ et un point z dans Yr au-dessus de y tel que l’extension
induite κ(z)/κ(y) soit triviale. D’apre`s le lemme 2.1.4, il existe donc un ouvert U de Y
contenant y tel que le morphisme Yr ×Y U → U admet une section, note´e s. Or, V ×Y U
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est un ouvert de U contenant v, c’est donc un voisinage Nisnevich de X. On en de´duit
donc le diagramme commutatif attendu :
V ×Y U //
fU ((Q
QQQ
QQ
V
f
²²
U
s ²²
Yr ×Y U
wwnnn
nnn
Yr // Y.
2) Soit u : F → G un morphisme de faisceau.
On montre d’abord que si pour tout point x de X, ux est injective alors u est un
monomorphisme. Tout d’abord, uX : F (X) → G(X) est injective. Soit donc s, t deux
X-sections de F , telles que uX(s) = uX(t). Alors pour tout point x de X, conside´rant
le morphisme canonique F (X) → Fx, ux(sx) = ux(tx), donc sx = tx dans l’ensemble Fx.
Par de´finition, cela implique qu’il existe (V, v) voisinage de Nisnevich de X en x tel que
s|V = t|V . Par ailleurs, appliquant ceci en tous points de X, on obtient un recouvrement
pour Nisnevich Vi → X tel que s|Vi = t|Vi , ce qui implique s = t (puisque F est un faisceau
pour Nisnevich).
Supposons maintenant que pour tout point x, ux est un isomorphisme, et montrons
que u est alors un isomorphisme. D’apre`s ce qui pre´ce`de, il suffit de voir que uX est
surjective. Soit donc s′ une section dans G(X). Comme ux est surjective, il existe un
e´le´ment α dans Fx d’image s′x. Encore une fois, le calcul de Fx montre que α se rele`ve
sur un voisinage Nisnevich de x, note´ Vx. On note encore sVx la V -section de F dont la
fibre est α. De`s lors, le syste`me des sVx et sVy co¨ıncide sur Vx ×X VY car elles ont meˆme
image par u qui est de´ja` un monomorphisme. Comme F est un faisceau pour Nisnevich,
le syste`me des (sVx)x∈X se rele`ve en une section s dans F (X), dont l’image par ux est
e´gale a` s′. ¤
On introduit la notation temporaire Pt (NS)ess (respectivement Pt (ZS)ess) pour la
cate´gorie forme´e des pro-objets de la forme Xhx (respectivement Xx) pour X un sche´ma
dans LS et x un point de X.
Cette cate´gorie est donc e´quivalente a` une cate´gorie «conservative» de foncteurs fibres
(ou encore points) du topos NS (respectivement ZS).
Ainsi, si F est un faisceau Nisnevich sur LS , X un sche´ma dans LS et x un point de
X, la fibre de F au point pro-repre´sente´ par le pro-objet Xhx sera donc
F (Xhx ) = lim−→
V ∈Vhx (X)
F (V ).
Remarque 2.1.18.– Notons par ailleurs que si f : (X,x)→ (Y, y) est un morphisme de
sche´mas pointe´s (ie y = f(x)), on de´finit un morphisme f¯ canonique de pro-objets obtenu
par composition des morphismes suivants
Xx → X ×Y Yy → Yy.
En effet, pour tout V ∈ Vy (Y ), l’ouvert X ×Y V appartient a` Vx (X).
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2.1.3.2 Limites de localise´s et anneaux hense´liens
On va de´terminer les limites des pro-objets pre´ce´dents dans la cate´gorie des sche´mas.
Pour cela, on a besoin de conditions de finitude particulie`res sur les sche´mas, pour
lesquelles on se re´fe`re a` l’annexe A.
2.1.19.– Si X est un S-sche´ma local d’anneau O. On appelle lieu de X le point de S
image du point ferme´ de X, note´ s. La donne´e du morphisme structural X → S est alors
e´quivalente a` la donne´e d’un morphisme local OS,s → O. On notera pour abre´ger O/S une
telle donne´e, et on l’appellera simplement une S-alge`bre locale. Cela correspond donc a` un
point s de S, le lieu (ou localite´) de O/S, et a` un morphisme local d’anneaux OS,s → O.
On dit qu’une S-alge`bre locale O est essentiellement de type fini (resp. essentiellement
lisse) si et seulement si le morphisme correspondant Spec (O) → S est essentiellement de
type fini (resp. essentiellement lisse). Si s est le lieu de O/S, cela e´quivaut donc, d’apre`s
la proposition A.1.9, au fait que O est une OS,s-alge`bre essentiellement de type fini (resp.
formellement lisse et essentiellement de type fini).
Un morphisme de S-alge`bres est simplement un S-morphisme des sche´mas locaux
sous-jacents. Donc, pour qu’il existe un S-morphisme entre deux S-alge`bres locales O/S
et O′/S, il faut qu’elles aient meˆme lieu. Alors, si s est le lieu commun de ces deux
alge`bres, un S-morphisme O → O′ est donc e´quivalent a` un morphisme de OS,s-alge`bre.
Ayant fixe´ ces de´finitions, on introduit la cate´gorie suivante :
De´finition 2.1.20 On note AS la cate´gorie des S-alge`bres locales essentiellement lisses,
muni des morphismes de S-alge`bres de´crits ci-dessus.
On dira encore qu’un objet O/S de AS est un point essentiellement lisse de S.
Remarque 2.1.21.– Par de´finition, la cate´gorie A opS est e´quivalente a` la cate´gorie des
S-sche´mas locaux essentiellement lisse.
2.1.22.– Or, pour tout sche´ma X dans LS et tout point x de X, le pro-objet Xx admet
par de´finition pour limite projective (dans la cate´gorie des sche´mas) le sche´ma local
Spec (OX,x). Alors, il re´sulte de A que OX,x est une S-alge`bre locale essentiellement lisse,
donc un objet de AS . On verra plus loin que cette proprie´te´ caracte´rise la limite des
pro-objets de la forme Xx.
Avant cela, inte´ressons nous au cas de la topologie de Nisnevich. On commence par
quelques rappels d’alge`bre, dont la re´fe´rence principale est [Ray70].
De´finition 2.1.23 Un anneau local A est hense´lien si et seulement si toute A-alge`bre
finie B est de´compose´e, i.e. le morphisme canonique
B −→
∏
x∈Spem(B)
Bx
ou` Spem(B) de´signe le spectre maximal de B, est un isomorphisme.
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Remarque 2.1.24.– A e´tant local et B e´tant une A-alge`bre finie, l’ensemble des ide´aux
maximaux de B est toujours fini.
On utilisera particulie`rement la caracte´risation suivante des anneaux locaux hense´liens
(cf [Ray70]) :
Proposition 2.1.25 Soit A un anneau local, k son corps re´siduel, X = Spec (A) et x0
son point ferme´ ; les conditions suivantes sont e´quivalentes :
1. A est hense´lien.
2. Pour tout morphisme e´tale Y
f→ X, les conditions suivantes sont e´quivalentes :
(a) f admet une section.
(b) Y est un voisinage de Nisnevich de X en x0.
Ce que l’on peut encore exprimer en disant qu’une section en haut du diagramme
suivant se descend sur X
Y ×X x0 //
²²
x0
²²
ss
Y
f // X.
On rappelle enfin la construction suivante (cf [Ray70]) :
Proposition 2.1.26 Le foncteur d’oubli de la cate´gorie des anneaux locaux hense´liens
(munis des morphismes locaux) dans la cate´gorie des anneaux locaux admet un adjoint a`
droite.
Si A est un anneau local, on note Ah l’image de A par l’adjoint pre´ce´dent, appele´
hense´lise´ de A.
Remarque 2.1.27.– Plus ge´ne´ralement, si X est un anneau local, X = Spec (A), on
note Xh = Spec
(
Ah
)
, appele´ hense´lise´ de X.
A de´faut d’une meilleure caracte´risation, on introduit la de´finition suivante :
De´finition 2.1.28 On note A hS la cate´gorie des S-alge`bres locales qui sont obtenues par
hense´lisation d’une S-alge`bre dans AS.
Remarque 2.1.29.– Soit X/S un S-sche´ma local essentiellement lisse. Par de´finition
du foncteur hense´lisation de [Ray70], Xh est alors limite projective de X-sche´mas e´tales.
Ainsi, Xh est formellement lisse. Mais le contre-exemple ci-dessous, que j’ai appris de
Laurent Fargues, montre que Xh/S n’est plus ne´cessairement essentiellement de type fini,
meˆme si S est le spectre d’un corps.
On pose S = Spec (C), et on note Gm le groupe multiplicatif sur le corps des nombres
complexes. Soit O l’hense´lise´ de l’anneau local de Gm au point 1, K son corps des
fractions. Alors, pi1(Gm) = Zˆ, comple´te´ pro-fini de Z, d’apre`s le the´ore`me de comparaison
du groupe fondamental (les points complexes de Gm = P1C − {0,∞} e´tant une sphe`re de
Riemann prive´e de deux points). Soit Knr l’extension maximale non ramifie´e en 0 et ∞
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de C(t) ; par de´finition, Gal(Knr/C(t)) ' pi1(Gm), donc Knr/C(t) n’est pas de type fini.
Or, Knr ⊂ K, donc K/C n’est pas de type fini.
2.1.30.– Si X est un sche´ma deLS , et x un point de X, le pro-objet Xhx admet pour limite
projective dans la cate´gorie des sche´mas le sche´ma local Spec
(
OhX,x
)
, ou` OhX,x de´signe
l’hense´lise´ de l’anneau local OX,x dans AS .
De plus, le morphisme canonique de pro-objets Xhx → Xx est induit par le morphisme
d’adjonction, OX,x → OhX,x (ce qui justifie nos notations).
Remarque 2.1.31.– On en de´duit la reformulation suivante du lemme 2.1.4 :
Soit f : V → X un morphisme e´tale, x un point de X ; alors les conditions suivantes
sont e´quivalentes :
1. f est un voisinage de Nisnevich de X en x.
2. Le morphisme V ×X Xhx → Xhx admet une section.
Pour re´sumer ce qu’on a obtenu dans ce paragraphe, on a donc des morphismes
Pt (ZS)ess → (AS)op Pt (NS)ess → (A hS )op
Xx 7→ Spec (OX,x) Xhx 7→ Spec
(
OhX,x
)
qui consistent tout simplement a` prendre la limite projective du pro-objet conside´re´ dans
la cate´gorie des S-sche´mas. Par ailleurs, ces deux morphismes sont pleinement fide`les
d’apre`s C.2.35.
Le but du paragraphe suivant est de voir que ce sont des e´quivalences de cate´gorie, et
meˆme de fournir un quasi-inverse.
2.1.3.3 Mode`les
Commenc¸ons par le lemme suivant, qui de´coule principalement de l’annexe A :
Lemme 2.1.32 Soit O/S une S-alge`bre locale, s l’image de son point ferme´.
Les conditions suivantes sont e´quivalentes :
1. O est essentiellement lisse sur S.
2. Il existe une sous-S-alge`bre B de O lisse et de type fini sur S et un ide´al premier x
de B tel que Bx = O.
Remarque 2.1.33.– Par extension, on appelle S-alge`bre tout anneau A muni d’un
morphisme Spec (A) → S. Si (P ) est une proprie´te´ du S-sche´ma Spec (A), on dit encore
que A ve´rifie la proprie´te´ (P ). Si A/S et B/S sont deux S-alge`bres, on dit que A est une
sous-S-alge`bre de B si et seulement si A ⊂ B est le morphisme induit par cette inclusion
Spec (B)→ Spec (A) est un S-morphisme.
Preuve : Le fait que 2⇒ 1 est e´vident.
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Re´ciproquement, par de´finition, il existe un ouvert affine U de S contenant s, d’anneau
A, tel que O/A est essentiellement de type fini. D’apre`s la de´finition A.1.1, il existe donc
une sous-A-alge`bre B de O telle que B/A est de type fini et telle que S−1B → O est
un isomorphisme, ou` S = B ∩ O×. Il est e´vident que S est le comple´mentaire de l’ide´al
premier x de B image re´ciproque de l’ide´al maximal de O.
Comme S est noethe´rien, l’immersion ouverte Spec (A)→ S est de type fini (cf [EGA1],
6.3.5). Donc, le morphisme Spec (B)→ S est de type fini. Par ailleurs, Spec (B) est lisse
sur S en x, puisque O/OS,s est formellement lisse. Comme cette condition est ouverte, il
existe un ouvert principal de Spec (B) contenant x et lisse sur S, c’est-a`-dire un e´le´ment
f de B tel que f /∈ x et Bf est une S-alge`bre lisse de type fini. ¤
De´finition 2.1.34 Soit O un anneau local dans AS. On note Mlis (O/S) l’ensemble,
ordonne´ pour l’inclusion, des sous-S-alge`bres B de O telles que :
1. Spec (B) est lisse de type fini sur S.
2. Si l’on note x la trace de l’ide´al maximal de O dans B, Bx = O.
Lemme 2.1.35 Pour tout anneau O dans AS, Mlis (O/S) est un ensemble filtrant.
De plus, O = ⋃A∈Mlis(O/S)A.
Preuve : O est d’abord non vide d’apre`s le lemme 2.1.32.
C’est de plus un ensemble ordonne´ filtrant : soit B et B′ deux e´le´ments deMlis (O/S).
Si l’on note s l’image dans S du point ferme´ de O, on peut conside´rer un voisinage ouvert
affine de s dans S, d’anneau A. Conside´rons la sous-A-alge`bre B′′ = A[B ∪ B′] de O.
Alors, B′′ est dominant sur O, et la trace de l’ide´al maximal de O dans B′′, note´e x,
ve´rifie : B′′x = O. Ainsi, B′′/A est lisse en x, et comme cette proprie´te´ est locale, on peut
a` nouveau trouver un f dans B′′ x tel que B′′f/A est lisse, et contient B, B
′.
L’anneau O est enfin re´union filtrante des tels objets puisque pour tout e´le´ment f
de O, on peut appliquer le raisonnement pre´ce´dent a` A[f ∪ B] ou` B est un e´le´ment de
Mlis (O/S). ¤
2.1.36.– La correspondance qui a` une S-alge`bre O associe le pro-objet (O) dans pro−LS
est fonctorielle. En effet, si ϕ : O1 → O2 est un morphisme de S-alge`bre, on en de´duit un
morphisme (ϕ) : (O2)→ (O1) en conside´rant la limite
˜lim←−
A∈Mlis(O1/S)op
(
Spec (ϕ(A))lis → Spec (A)
)
ou` Spec (ϕ(A))lis de´signe le lieu lisse du k-sche´ma de type fini Spec (ϕ(A)). Pre´cisons en
effet que le pro-objet
˜lim←−
A∈Mlis(O1/S)op
Spec (ϕ(A))lis
est canoniquement isomorphe au pro-objet (O2) (notamment parce que le morphisme ϕ
est local).
On arrive donc a` la de´finition suivante :
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De´finition 2.1.37 Soit O un anneau dans AS. On de´finit le pro-objet de LS, note´ sim-
plement (O), e´gal a`
˜lim←−
A∈Mlis(O/S)op
Spec (A) .
On a ainsi de´fini un foncteur
AS
op → pro−LS
O 7→ (O).
Dans la suite du travail, nous utiliserons donc les pro-objets attache´s a` des anneaux
locaux dans AS . On adopte encore la de´finition suivante :
De´finition 2.1.38 Soit O un anneau dans AS.
On appelle mode`le de O/S tout couple (X,x) ou` X est un sche´ma inte`gre dans LS,
x : Spec (O)→ X un point dominant de X tel que x induit un isomorphisme x] : OX,x →
O.
On de´finit aussi la cate´gorie des mode`les de O/S forme´e des objets ci-dessus et dont
les morphismes sont les diagrammes commutatifs
X
f
²²
Spec (O)
x 55
y (( Y.
On confondra souvent le morphisme x et l’unique point de X dans son image.
Lemme 2.1.39 Soit O/S un anneau dans AS. Alors,
1. O/S admet un mode`le.
2. Soit (X,x) un mode`le de O/S. Il existe un isomorphisme canonique de pro-objets
de LS, induit par x],
(O) −→ Xx.
3. Soit (X,x) → (Y, y) un morphisme de mode`les de O/S ; on a alors un diagramme
commutatif :
Xx
f¯
²²
(O)
66mmmm
''PP
PP
Yy.
Preuve : Le 1. n’est qu’une reformulation de la proposition 2.1.32 puisque si O = Ax,
X = Spec (A) convient.
Pour 2. et 3., il suffit de remarquer que chaque objet de Ouvx(X) ve´rifie la condition
coPF dans LS , et d’appliquer le lemme C.2.33. ¤
En d’autres termes, un mode`le de O/S est un pro-objet Xx isomorphe a` (O), et
obtenu par localisation d’un sche´ma X dans LS en un point. Les e´le´ments deMlis (O/S)
se caracte´risent (a` isomorphisme pre`s) comme les mode`les affines de O/S qui sont de plus
domine´s par Spec (O).
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On a donc deux fac¸ons e´quivalentes de de´crire un meˆme pro-objet (l’une alge´brique a`
partir d’un anneau local et l’autre ge´ome´trique a` partir d’un sche´ma de type fini) et on
se servira des deux de´finitions suivant ce que l’on veut dire de notre pro-objet.
Si l’on ajoute la condition que la cate´gorie AS est sature´e par isomorphisme, on peut
re´sumer ce qu’on a obtenu dans la proposition qui suit :
Proposition 2.1.40 Le foncteur ASop → pro−LS , O 7→ (O) induit un foncteur
AS
op → Pt (ZS)ess
qui est un quasi-inverse du foncteur canonique (de´fini dans le paragraphe pre´ce´dent)
Pt (ZS)ess → ASop.
Preuve : Il s’agit d’abord de ve´rifier que le pro-objet (O) est un foncteur fibre. Or, on
l’obtient facilement, puisque O admet un mode`le (X,x) d’apre`s le lemme 2.1.39, et que
de`s lors, (O) ' Xx est un foncteur fibre.
Pour montrer que les deux foncteurs sont quasi-inverses l’un de l’autre, il suffit de
constater que si X est un sche´ma dans LS , x un point de X, (X,x) est tautologiquement
un mode`le de OX,x, et que donc le morphisme canonique Xx → (OX,x) est un isomor-
phisme de pro-objets (lemme 2.1.39). ¤
2.1.41.– On obtient de la meˆme manie`re un quasi-inverse du foncteur
Pt (NS)ess → A hS
op
en attachant a` toute S-alge`bre locale O dans A hS le pro-objet (O)h e´gal a`
˜lim←−
A/S
Spec (A)
ou` la limite projective parcourt la cate´gorie essentiellement petite des S-alge`bres A qui
sont e´tales sur une sous-S-alge`bre lisse de type fini de O. Puisque, par de´finition, l’anneau
O est obtenu par hense´lisation d’une S-alge`bre O′ dans AS , un mode`le (X,x) de O′/S
de´finit un isomorphisme canonique Xhx → (O)h. L’e´nonce´ et la preuve de l’analogue de la
proposition pre´ce´dente pour la topologie de Nisnevich se traduisent donc litte´ralement.
2.1.3.4 Points de basses dimensions
La cate´gorie AS est filtre´e par la dimension. On e´tudie particulie`rement les objets de
dimension 0, et on note AS(0) la sous-cate´gorie de AS engendre´e par ces objets.
Dans [EGA1], 3.4.5, les auteurs appellent points ge´ome´triques de S tout couple (E, η)
ou` E est un corps, et η : Spec (E)→ S un morphisme. Cette donne´e est donc e´quivalente
a` la donne´e d’un e´le´ment s de l’ensemble sous-jacent a` S, lieu de E/S, et d’un morphisme
κ(s)→ E.
Dans cette the`se, on appelle simplement point de S tout couple (E, η) tel
que E est un corps, η : Spec (E)→ S un morphisme essentiellement de type fini.
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Cela signifie encore, si s est le lieu du point E/S, que E/κ(s) est une extension de
type fini (cf de´finition A.1.1 et lemme A.1.5).
Par ailleurs, on introduit la de´fition suivante :
De´finition 2.1.42 On note E sS la cate´gorie des points E/S de S tels que, si s est le lieu
de E/S, l’extension E/κ(s) est se´parable de type fini.
On dit encore que E/S est un point se´parable.
Ainsi, lorsque S = Spec (k) est le spectre d’un corps, E sS est la cate´gorie des extensions
se´parables de type fini de k, note´e simplement E sk .
Par ailleurs, on a le lemme suivant :
Lemme 2.1.43 Soit E/S un point de lieu s dans S. Alors, les conditions suivantes sont
deux a` deux e´quivalentes :
1. (a) E/S est essentiellement de type fini.
(b) E/κ(s) est une extension de type fini.
2. (a) E/S est formellement lisse.
(b) E/κ(s) est se´parable.
Preuve : La premie`re e´quivalence est tautologique.
La deuxie`me e´quivalence est classique, et l’on donne [Mat89], th. 26.9 comme
re´fe´rence. ¤
Autrement dit, on obtient dans tous les cas :
AS(0) = E
s
S .
On obtient par ailleurs les cas particuliers suivants :
Corollaire 2.1.44 Si S est le spectre d’un corps parfait, AS(0) est la cate´gorie des exten-
sions de type fini de k.
Si S est de caracte´ristique 0, AS(0) est la cate´gorie des points E/S de lieu s tels que
E/κ(s) est de type fini.
Ce re´sultat peut encore eˆtre renforce´, car on a la proposition suivante (voir par exemple
[Ray70]) :
Proposition 2.1.45 Tout corps est un anneau hense´lien.
Ainsi,
A hS (0) = AS(0) = E
s
S .
Remarque 2.1.46.– Un mot de terminologie : un mode`le d’un point se´parable E/S est
donc un S-sche´ma lisse de type fini muni d’un point ge´ne´rique et d’un S-isomorphisme
du corps re´siduel de ce point dans E (par la suite, on conside´rera le plus souvent des
mode`les connexes). Pour cette raison, on dira que le pro-objet (E) est un point ge´ne´rique
(sous-entendu du topos Nk), autrement dit de codimension nulle.
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Par la suite, lorsqu’on regardera plus ge´ne´ralement des points d’un sche´ma dans LS ,
on s’occupera de leur codimension dans X (plutoˆt que de leur dimension en tant que
partie de X), car celle-ci correspond a` la dimension du localise´.
2.1.47.– On conside`re maintenant les objets de dimension un dans AS . Soit O/S un
anneau local dans AS de dimension un. C’est alors un anneau de valuation discre`te, car
il est re´gulier et de dimension un.
Autrement dit, O est un trait sur S suivant une terminologie courante.
Dans cette the`se, on appelle simplement trait de S tout couple (O, η) tel
que O est un anneau de valuation discre`te et η : Spec (O)→ S est un morphisme
essentiellement de type fini.
On fera attention que par contre, toute S-alge`bre qui est un anneau de valuation
discre`te n’est pas ne´cessairement formellement lisse sur S.
La plupart du temps, on conside´rera le cas ou` S est le spectre d’un corps, et meˆme un
corps parfait. On rappelle le lemme suivant qui permet de simplifier la cate´gorie AS dans
ce cas :
Lemme 2.1.48 On suppose que k est un corps parfait. Soit O un anneau local noethe´rien
contenant k.
Alors, les conditions suivantes sont e´quivalentes :
1. O est formellement lisse sur k.
2. O est re´gulier.
Preuve : Ce lemme re´sulte du lemme 19.6.4 de [EGA4] que l’on rappelle ici :
Lemme 2.1.49 (on ne suppose plus k parfait) Soit O une k-alge`bre locale, dont le corps
re´siduel κ est une extension se´parable de k. Alors les conditions suivantes sont e´quiva-
lentes :
1. O/k est formellement lisse.
2. O/k est re´gulier.
indication de Preuve : pour 2 ⇒ 1 : L’hypothe`se signifie que κ est formellement lisse
sur k. Par ailleurs, dire que O est re´gulier signifie que son coˆne normal en son point
ferme´ est un fibre´ vectoriel. Il suffit alors d’utiliser la seconde suite exacte fondamentale
associe´e au point ferme´ de O pour conclure que les formes diffe´rentielles de O/k ont la
bonne dimension.
Corollaire 2.1.50 Si k est parfait, la cate´gorie AS(1) est la cate´gorie des anneaux de
valuation discre`te contenant k qui sont des k-alge`bres essentiellement de type fini.
Remarque 2.1.51.– Si k n’est pas parfait, ce lemme et son corollaire ne sont plus vrais.
Conside´rons en effet un corps k non parfait de caracte´ristique p, L/k l’extension finie de
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k engendre´e par une racine p-ie`me, et posons O = L[t](t). Alors, O est un anneau de
valuation discre`te qui est essentiellement de type fini sur k. Mais son corps des fractions
n’est pas une extension se´parable de k, donc O ne peut pas eˆtre formellement lisse sur k.
Remarque 2.1.52.– Nous aurions aime´ obtenir le re´sultat suivant :
Pour un anneau de valuation discre`te Ov contenant k, le fait que Ov/k soit essentielle-
ment de type fini – i.e. une localisation d’une k-alge`bre de type fini – est e´quivalent au
fait que le corps des fractions de Ov soit une extension de type fini sur k.
2.2 Transferts
Dans toute cette partie, S de´signe un k-sche´ma re´gulier noethe´rien.
On s’appuie sur le paragraphe 3.1 de [FSV00b]. On e´tend les re´sultats de loc.cit. au cas
ou` la base S n’est plus ne´cessairement un corps, mais un sche´ma d’e´gale caracte´ristique.
Une telle ge´ne´ralisation ne pose pas de difficulte´ majeure, et le lecteur constatera que nous
avons pour l’essentiel transpose´ les de´monstrations de loc.cit. au cas de la base S.
2.2.1 Pre´faisceaux avec transferts
On rappelle que les pre´faisceaux conside´re´s sont toujours des pre´faisceaux de groupes
abe´liens.
De´finition 2.2.1 Soit i : LS → Lcor,S le foncteur d’inclusion.
On appelle pre´faisceau avec transferts sur S tout pre´faisceau F˜ additif sur Lcor,S.
On note PtrS la cate´gorie des pre´faisceaux avec transferts sur S, sous-cate´gorie pleine
de PS.
Tout pre´faisceau avec transferts F˜ induit canoniquement un pre´faisceau sur LS ,
F = F˜ ◦ i. Dans la suite de l’expose´, on confondra F et F˜ , et on dira encore que F est
muni d’une structure de pre´faisceau avec transferts (ou encore admet des transferts).
Exemple 2.2.2.– Soit X un sche´ma de LS , on note LS [X] le pre´faisceau avec transfert
repre´sente´ par X dans Lcor,k, soit encore cS (., X). En effet,
cS
(
Y unionsq Y ′, X) = cS (Y,X)⊕ cS (Y ′, X) .
2.2.3.– Si F est un pre´faisceau avec transfert, le lemme de Yoneda applique´ dans la
cate´gorie Lcor,S implique que pour tout S-sche´ma lisse X
F (X) ' HomPtrS (LS [X] , F ) .
Par ailleurs, nous allons voir que le pre´faisceau avec transfert LS [X] de´finit un pre´fais-
ceau sur Lk qui est un faisceau pour la topologie de Nisnevich.
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2.2.2 Faisceaux avec transferts
2.2.2.1 Exemples et de´finitions
On a de´ja` montre´ que le foncteur LS [X] est additif ; en fait, sa restriction a` LS est meˆme
un faisceau :
Lemme 2.2.4 Soit Y un sche´ma dans LS ; alors, LS [Y ] conside´re´ comme un pre´faisceau
sur LS est un faisceau e´tale.
Preuve : Pour montrer que LS [Y ] est un faisceau sur LS , comme tous les objets de LS
sont noethe´riens, il suffit de conside´rer les recouvrements e´tales finis.
Soit donc X un sche´ma dans LS , et (Ui)i∈I un recouvrement e´tale fini de X. Par
additivite´ de LS [Y ], on peut supposer que X est irre´ductible.
On pose U = unionsqi∈IUi qui est un sche´ma dans LS , et on note f : U → X le morphisme
e´tale surjectif correspondant au recouvrement. On conside`re aussi p1 et p2 les deux pro-
jections canoniques U ×X U → U . Puisque LS [Y ] est additif, on doit montrer que la suite
de groupes abe´liens
0→ cS (X,Y ) δ(f)−−→ cS (U, Y ) δ(p1)−δ(p2)−−−−−−−→ cS (U ×X U, Y )
est exacte, ou` δ(f) (resp. δ(pi)) est le morphisme qui a` une correspondance finie α dans
cS (X,Y ) (resp. β dans cS (U, Y )) associe la correspondance finie α ◦ f (resp. β ◦ pi).
Or, puisque f (resp. pi) est plat, si l’on note g : UY → XY (resp. qi : (U×Y U)×SY →
U ×S Y ) le morphisme induit par f (resp. pi), il en re´sulte que α ◦ f = g∗(α) (resp.
β ◦ pi = q∗i (β)), d’apre`s 1.2.5.
Conside´rons z un point deXY . On note Z le sous-sche´ma ferme´ re´duit deXY d’espace
sous-jacent l’adhe´rence de {z} dans XY . On suppose que la projection de Z sur X est finie
e´quidimensionnelle. Notons alors [z] la correspondance finie dans cS (X,Y ) correspondant
a` z. Le sche´ma g−1(Z) est alors e´tale sur Z. Il est donc re´duit, et ses points ge´ne´riques
sont les e´le´ments de la fibre (vu comme ensemble) g−1(z). La multiplicite´ de chaque
composante irre´ductible de g−1(Z) est donc e´gale a` 1, et il s’ensuit que
[z] ◦ f = g∗([z]) =
∑
w∈g−1(z)
[w]
ou` [w] est la correspondance finie dans cS (U, Y ) correspondant a` w.
Le meˆme calcul est valable lorsqu’on remplace f et g par pi et qi.
On en de´duit tout d’abord que δ(f) est injective. Plus pre´cise´ment, le morphisme
g∗ est injectif, car g est fide`lement plat. En effet, si il existe une combinaison line´aire
nulle
∑r
i=1 ni.g
∗(Zi) ou` (Zi)i est une suite de ferme´s irre´ductibles distincts de XY ,
et ni ∈ Z − {0}. On a donc n1.g∗Z1 =
∑r
i=2 ni.g
∗(Zi) ; ces deux cycles ont donc en
particulier meˆme support, soit g−1(Z1) = g−1(Z2 ∪ ... ∪ Zr), ce qui est absurde puisque g
est surjectif.
Par ailleurs, la premie`re fle`che est surjective sur le noyau des deux autres.
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Soit donc α ∈ cS (U, Y ) tel que q∗1(α) − q∗2(α) = 0. Il existe un entier naturel n, des
entiers relatifs non nuls λ1, ..., λn et des points z1, ...zn de UY dont l’adhe´rence dans UY
est finie surjective sur U et tels que
α =
n∑
i=1
λi.zi.
Alors, d’apre`s le calcul pre´ce´dent,
n∑
i=1
λi.
∑
x∈p−11 (zi)
x =
n∑
j=1
λj .
∑
y∈p−12 (zi)
y.
Conside´rons alors I l’ensemble {f(z1), ..., f(zn)}, qui est inclus dans l’ensemble sous-
jacent a` XY .
Alors, {z1, ..., zn} = f−1(I). En effet, pour tout w dans I, il existe par de´finition un
entier i tel que w = f(zi). Soit z un e´le´ment quelconque de f−1(w). Alors, l’e´le´ment
x = (zi, z) de l’ensemble sous-jacent a` (UY ) ×X (UY ) ve´rifie q1(x) = zi. Donc, d’apre`s
l’e´galite´ ci-dessus, il existe un entier j tel que x appartient a` q−12 (zj), ce qui e´quivaut a`
zj = z, et de´montre l’e´galite´ attendue.
Par ailleurs, si w appartient a` I, et zi, zj sont tels que f(zi) = w = f(zj), alors,
λi = λj . En effet, si l’on pose x = (zi, zj), vu comme e´le´ment de l’ensemble sous-jacent a`
(UY )×X (UY ), puisque x ∈ q−11 (zi) et x ∈ q−12 (zj), l’e´galite´ ci-dessus montre que λi = λj .
On note donc, pour tout w dans I, λ(w) l’entier e´gal a` λi pour un indice i tel que
w = f(zi).
Ainsi, si l’on de´finit β =
∑
w∈I λ(w).w, par de´finition, g
∗(β) = α.
Il nous reste a` voir que β est une correspondance finie dans cS (X,Y ). Soit w un
e´le´ment de I, et W son adhe´rence, munie de sa structure re´duite de sous-sche´ma de XY .
Alors, par de´finition, en tant que sous-sche´ma ferme´ de UY ,
g−1(W ) =
⋃
i∈[1,n]|f(zi)=w
Zi
ou` Zi de´signe l’adhe´rence re´duite de {zi} dans UY . Ainsi, puisque chacun des Zi est fini
e´quidimensionnel, g−1(W ) est fini e´quidimensionnel. Or, le morphisme g : UY → XY est
fide`lement plat, car e´tale et surjectif, et quasi-compact puisqu’il est de type fini. De`s lors,
d’apre`s [EGA4], W est fini (prop. 2.7.1) et universellement ouvert (prop. 2.6.4) sur X.
Comme X est ge´ome´triquement unibranche, cette condition e´quivaut a` celle d’eˆtre fini
e´quidimensionnel, ce qui ache`ve notre de´monstration. ¤
Le faisceau LS [X] est donc en particulier un faisceau pour la topologie de Nisnevich qui
nous inte´resse ici. C’est encore l’«objet libre» engendre´ par X dans la cate´gorie suivante :
De´finition 2.2.5 Soit F un pre´faisceau avec transferts sur S. On dira que c’est un fais-
ceau (pour la topologie de Nisnevich) avec transferts si et seulement si la restriction de F
a` LS est un faisceau pour la topologie de Nisnevich.
On note N trS la sous-cate´gorie de P
tr
S forme´e des faisceaux avec transferts.
Ainsi, le lemme pre´ce´dent affirme que pour tout sche´ma X dans LS , LS [X] est un
faisceau avec transferts.
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2.2.2.2 Foncteur faisceau avec transferts associe´
Le but de ce qui suit est de de´montrer que le foncteur d’oubli N trS ↪→ PtrS admet un
adjoint a` gauche (dit «faisceau avec transferts associe´») qui prolonge le foncteur faisceau
Nisnevich associe´ sur L̂S (cf corollaire 2.2.9).
La remarque clef pour y parvenir, faite par V. Voevodsky dans [FSV00b], prop. 3.1.3,
est que le foncteur LS [.] transforme le complexe de Cech d’un recouvrement Nisnevich de
X en une re´solution acyclique de LS [X].
Commenc¸ons par fixer des notations. Si U est un X-sche´ma, et n un entier relatif, on
note UnX la puissance n-ie`me de U en tant que X-sche´ma.
Fixons un X-sche´ma U . Pour tout couple d’entiers (n, i) tels que 0 ≤ i ≤ n on note
δn,i le morphisme (qualifie´ de de´ge´ne´rescence)
UnX → Un−1X
qui consiste en la projection sur chaque facteur sauf le i-e`me.
Lorsque U/X est un recouvrement Nisnevich, on pose classiquement
dn−1 =
n∑
i=0
(−1)iδn,i
ce qui permet d’obtenir le complexe de Cech augmente´ associe´ au recouvrement U de X
... // UnX
dn // ... // U2X
d1 // U
d0 // X.
On peut alors e´noncer la proposition suivante qui est directement tire´e de loc.cit., prop.
3.1.3 dans le cas ou` S est le spectre d’un corps :
Proposition 2.2.6 Soit X un sche´ma dans LS, et p : U → X un recouvrement Nisnevich
de X.
Alors, le complexe de N trS
...→ LS [UnX ] d
n−→ ...→ LS
[
U2X
] d1−→ LS [U ] d0−→ LS [X]→ 0
est exact.
Remarque 2.2.7.– Autrement dit, le complexe
...→ LS
[
U2X
] d1−→ LS [U ]
est une re´solution acyclique de LS [X].
Preuve : La de´monstration reprend exactement la de´marche de loc.cit.
Pour de´montrer que le complexe est exact, il suffit de le faire sur une famille conserva-
tive de points. On conside`re donc Y un sche´ma alge´brique lisse, et y un point quelconque
de Y .
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Si l’on pose Y = Spec
(
OhY,y
)
, d’apre`s la proposition 1.2.21, le morphisme canonique
suivant
cS
(
Y hy , X
)
→ cS (Y, X)
est un isomorphisme, ou` Y hy de´signe le pro-objet de 2.1.16 et le groupe abe´lien de droite
de´signe le groupe des cycles de Y ×S X dont chaque composante est finie et e´quidimen-
sionnelle sur Y.
On est donc ramene´ a` montrer que le complexe de groupes abe´liens
C∗ = ...→ cS (Y, UnX)→ ...→ cS (Y, U)→ cS (Y, X)→ 0
est exact.
Soit F l’ensemble, ordonne´ par inclusion, des sous-sche´mas ferme´s de YX qui sont finis
et e´quidimensionnels sur Y. Soit Z un e´le´ment de F . Pour tout entier naturel n, on pose
CnZ = cequi((ZU )
n
Z/Y, 0) ⊂ cequi(YUnX/Y, 0) .
Ainsi de´finis, le complexe C∗Z est un sous-complexe de C
∗. De plus, le complexe C∗Z
est croissant par rapport a` Z, et
C∗ = lim−→
Z∈F
C∗Z .
Donc, pour montrer que C∗ est exact, il suffit de le faire pour chacun des complexes C∗Z .
On fixe donc Z un e´le´ment de F et on montre que le complexe C∗Z est contractile.
Si l’on note δn,i les morphismes de de´ge´nerescence pour le Z-sche´ma ZU , la diffe´rentielle
n-ie`me du complexe C∗Z est e´gale au morphisme image directe pour les cycles relatifs (cf
1.1.18) :
n∑
i=0
(−1)i.(δn,i)∗ .
Or, Z est fini sur Y. Comme Y est hense´lien, Z est somme disjointe de sche´mas locaux
hense´liens. Ainsi, d’apre`s le lemme 2.1.25, le recouvrement Nisnevich pZ : ZU → Z admet
une section s1 : Z → ZU . Comme d0 = pZ , on en de´duit donc d0 ◦ s0 = 1Z .
On peut alors poser, pour n > 0,
sn = s0 ×Z 1 : Z ×Z (ZU )nZ → ZU ×Z (ZU )nZ .
De`s lors, ces morphismes ve´rifient les relations, pour tout couple d’entiers (n, i) tel que
0 ≤ i ≤ n,
sn ◦ δn+1,0 = 0
sn ◦ δn+1,i+1 = δn,i ◦ sn−1.
Il en re´sulte que la suite des morphismes images directes
(
(sn)∗
)
n≥0 forment une
homotopie entre le morphisme identite´ et le morphisme nul de C∗Z . ¤
De`s lors, le lemme suivant est directement tire´ du lemme analogue 3.1.6 de V. Voevod-
sky dans loc.cit. :
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Lemme 2.2.8 Soit F un pre´faisceau avec transferts, FNis le faisceau sur LS pour la
topologie de Nisnevich qui lui est associe´, et η : F → FNis le morphisme canonique de
pre´faisceaux sur LS.
Alors il existe un unique pre´faisceau avec transferts F˜Nis tel que
1. Il existe une transformation naturelle F → F˜Nis, entre pre´faisceaux avec transferts,
qui prolonge η.
2. F˜Nis ◦ i = FNis.
Preuve : Notons Hˇ0 le foncteur cohomologie de Cech en degre´ 0 pour la topologie de
Nisnevich. Alors, FNis ' Hˇ0Hˇ0(F ). On se re´duit donc a` montrer le lemme lorsqu’on
remplace le foncteur (.)Nis par le foncteur Hˇ
0.
Comme F est un pre´faisceau avec transfert, on a donc une inclusion canonique
F (X) ' HomPtrS (LS [X] , F ) ⊂ HomPS (LS [X] , F )
Re´ciproquement, une transformation naturelle (entre pre´faisceaux sur LS) de la forme
F
φ−→ HomPS (LS [.] , F )
est e´quivalente a` la donne´e d’une structure de pre´faisceau avec transferts, pourvue qu’elle
respecte le produit de composition (auquel cas, cette application est injective, et c’est
la transformation naturelle donne´e plus haut graˆce au lemme de Yoneda), graˆce a` la
tautologie
∀α ∈ cS (Y,X) , a ∈ F (X), F (α).a = φX(a)Y .α (2.1)
C’est sur ce type de transformations naturelles que nous allons travailler.
1) Tout d’abord, supposons de´fini ˜ˇH0F .
Soient α ∈ cS (Y,X) une correspondance, et a ∈ FNis(X). On a par de´finition :
Hˇ0F (X) = lim−→
U→X
Ker
(
F (U)→ F (U ×X U)
)
.
Donc, cette limite inductive e´tant filtrante, il existe un recouvrement U
p−→ X tel que
a est la classe d’un e´le´ment aU ∈ F (U).
De plus, d’apre`s le lemme 2.2.6, LS [U ] → LS [X] est un e´pimorphisme, donc il existe
un recouvrement V de Y et une correspondance αU ∈ cS (V,U) tels que p ◦ αU = α|V .
On obtient le diagramme commutatif suivant (le carre´ du bas e´tant commutatif d’apre`s
la condition 1 de l’e´nonce´)
Hˇ0F (X) //
²²
HomPS
(
LS [X] , Hˇ0F
)
²²
Hˇ0F (U) // HomPS
(
LS [U ] , Hˇ0F
)
F (U) //
η
OO
HomPS (LS [U ] , F ) .
OO
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Ce qu’on traduit par une e´quation locale caracte´risant ˜ˇH0F
˜ˇH0F (α|V ).a = ηY (F (αU ).aU ) ∈ F (V ).
2) Re´ciproquement, il s’agit de voir que l’e´galite´ pre´ce´dente de´finit ˜ˇH0F , de fac¸on inde´pen-
dante du recouvrement U choisi.
Soit U → X un recouvrement de X pour Nisnevich. D’apre`s le lemme 2.2.6, le foncteur
H = HomPS (., FNis) e´tant exact a` gauche, le diagramme suivant est exact
0→ H(LS [X])→ H(LS [U ])→ H(LS [U ×X U ]).
Comme pre´ce´demment, conside´rons la fle`che
F (X) ↪→ HomPS (LS [X] , F )
ηX−−→ HomPS
(
LS [X] , Hˇ0F
)
On en de´duit le diagramme suivant :
0 // H(LS [X]) // H(LS [U ]) // H(LS [U ]×X U)
0 // KerU
OOÂ
Â
Â
// F (U)
OO
// F (U ×X U)
OO
Ce diagramme est naturel par rapport au recouvrement U de X, ainsi on a construit
une transformation naturelle en X :
φNisX : Hˇ
0F (X) ' lim−→
U→X
(
KerU
) −→ H(LS [X]) = HomPS(LS [X] , Hˇ0F )
Si α ∈ cS (Y,X) est une correspondance finie, on de´finit donc d’apre`s 2.1
˜ˇH0F (α) : F (X)→ F (Y ), a 7→ φNisX (a)Y .α
Par construction, pour a ∈ Hˇ0F (X), et α ∈ cS (Y,X), conside´rant comme dans le
1) un recouvrement U
p−→ X, un recouvrement V de Y et des rele`vements aU ∈ F (U),
αU ∈ cS (V,U), on a par construction le diagramme commutatif
0 // HomPS
(
LS [X] , Hˇ0F
)
// HomPS
(
LS [U ] , Hˇ0F
)
Hˇ0F (X)
OO
HomPS (LS [U ] , F )
OO
0 // KerU
OO
// F (U)
kkXXXXXXXXXXXXXXXXXX
OO
Ce qui implique la structure locale attendue
˜ˇH0F (α|V ).a = ηY (F (αU ).aU )
On de´duit facilement de cette e´quation locale le fait que φNis est compatible au produit
des correspondances. Par construction, φNis prolonge bien φ, ce qui donne la condition 1. ¤
La construction pre´ce´dente nous garantit que FNis → F˜Nis est bien une transformation
naturelle, d’ou`
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Corollaire 2.2.9 Le foncteur atr qui a` un pre´faisceau avec transferts F associe le faisceau
avec transferts F˜Nis (construit pre´ce´demment) est adjoint a` gauche du foncteur d’oubli
N trS ↪→PtrS . De plus, le diagramme suivant commute
PtrS
atr //
²²
N trS
²²
PS
a
Nis // NS
dans lequel aNis est le foncteur faisceau associe´ pour la topologie de Nisnevich.
2.2.2.3 La cate´gorie abe´lienne des faisceaux avec transferts
Dans la cate´gorie des pre´faisceaux avec transferts toutes les limites inductives (resp. pro-
jectives) sont repre´sentables, car une limite inductive (resp. projective) de pre´faisceaux
additifs est un pre´faisceau additif.
Le foncteur atr nous permet de conclure :
Proposition 2.2.10 La cate´gorie N trS est comple`te et cocomple`te (cf de´finition C.1.1).
Elle est donc abe´lienne, et meˆme de Grothendieck (cf de´finition C.1.4).
Preuve : En effet, il re´sulte du corollaire pre´ce´dent que le foncteur atr est exact. De`s
lors, puisque PtrS est comple`te, cocomple`te, abe´lienne et de Grothendieck, il en est de
meˆme de la cate´gorie N trS d’apre`s les lemmes C.1.3 et C.1.7. ¤
On en de´duit encore la construction suivante :
Lemme 2.2.11 Le foncteur d’oubli N trS → NS admet un adjoint a` gauche, note´ LS [.].
Preuve : Soit F un faisceau Nisnevich. Alors, il est limite inductive
F = lim−→
X/F∈LS/F
ZS (X) .
On rappelle que ZS (X) de´signe le faisceau abe´lien repre´sente´ par X.
On pose LS [F ] = lim−→
X/F∈LS/F
LS [X], ou` cette dernie`re limite est calcule´e dans la cate´-
gorie des faisceaux avec transferts.
Il suffit alors d’appliquer le lemme de Yoneda HomN trS (LS [X] , F ) = F (X) =
HomNS (ZS (X) , F ) pour conclure sur l’assertion d’adjonction. ¤
Remarque 2.2.12.– On fera attention que le foncteur L : NS → N trS n’est pas exact a`
gauche.
Pour la proposition suivante, si X est un sche´ma dans LS , on note
ηX : ZS (X)→ OtrLS [X]
le morphisme de faisceaux Nisnevich induit par l’application graphe, ou` Otr de´signe le
foncteur d’oubli e´vident.
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Utilisant la description des groupes d’Ext en terme d’extensions, on en de´duit une
application canonique, naturelle par rapport a` F
η∗X : Ext
i
N trS
(LS [X] , F )
η∗X−−→ ExtiNS (ZS (X) ,OtrF ) = H i(X;OtrF ).
Proposition 2.2.13 Pour tout faisceau F dans N trS , pour tout sche´ma X dans LS et
pour tout entier i ≥ 0, l’application η∗X ci-dessus est un isomorphisme.
Preuve : D’apre`s le lemme de Yoneda, cette proprie´te´ est vraie si l’on fixe i = 0. On se
rame`ne donc a` la montrer pour i > 0.
Soit F un faisceau avec transferts sur S, I → F une re´solution injective de F dans
N trS , et C son conoyau dans N
tr
S . La suite exacte longue d’Ext associe´e a` la suite exacte
courte
0→ I → F → C → 0
montre que la proprie´te´ a` de´montre´e pour F et i > 0 est e´quivalente a` la proprie´te´ suivante :
pour tout sche´ma X dans LS , pour tout entier i > 0, le groupe H i(X; I) =
ExtiNS (ZS (X) , I) est nul.
Or, d’apre`s [Mil80], prop. III.2.11, cette proprie´te´ est encore e´quivalente au fait que
pour tout sche´ma X dans LS , la cohomologie de Cech de X a` coefficient dans I est nulle.
La proposition 2.2.6 implique alors imme´diatement le re´sultat. ¤
Corollaire 2.2.14 Soit F un pre´faisceau avec transferts. Alors, pour tout entier naturel
i, le pre´faisceau H iNis(., FNis) est canoniquement muni d’une structure de pre´faisceau avec
transferts.
2.2.2.4 Structure mono¨ıdale
On rappelle que l’on a construit une structure mono¨ıdale sur la cate´gorieLcor,S (cf 1.2.13).
On peut prolonger cette structure a` la cate´gorie des faisceaux avec transferts :
Proposition 2.2.15 La cate´gorie N trS admet une structure mono¨ıdale syme´trique telle
que le foncteur Lcor,S → N trS est mono¨ıdal.
Preuve : Puisque Lcor,S est mono¨ıdale, on en de´duit une structure mono¨ıdale sur la
cate´gorie des pre´faisceaux avec transferts repre´sentables, autrement dit, des faisceaux avec
transferts repre´sentables. Pour cette structure, on a donc d’apre`s la proposition 1.2.13,
LS [X]⊗tr LS [Y ] = LS [X ×k Y ].
Soient F et G deux faisceaux avec transferts. D’apre`s l’existence du faisceau associe´
avec transferts, F = lim−→
X/F∈LS/F
LS [X] et G = lim−→
Y/F∈LS/G
LS [Y ]. On pose donc
F ⊗tr G = lim−→
X/F,Y/G
(LS [X]⊗tr LS [Y ])
puisque ⊗tr est un bi-foncteur sur la cate´gorie des faisceaux repre´sentables. ¤
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De´finition 2.2.16 On note ⊗tr le produit tensoriel sur N trS de´fini dans la preuve de la
proposition pre´ce´dente.
Remarque 2.2.17.– Par de´finition, le foncteur ⊗tr est exact a` droite.
On en de´duit un ensemble de ge´ne´rateurs pour F ⊗tr G(X). En effet, pour tout Y
dans LS , on a un e´pimorphisme de faisceaux avec transferts⊕
X∈LS F (X)⊗Z LS [X] → F⊕
X∈LS F (X)⊗Z cS (Y,X) → F (Y )
ρ⊗ α 7→ α∗(ρ).
De`s lors, puisque ⊗tr est exact a` droite, on en de´duit un e´pimorphisme de faisceaux avec
transferts⊕
X,X′∈LS (F (X)⊗Z LS [X])⊗tr (G(Y )⊗Z LS [X ′]) → F ⊗tr G⊕
X,X′∈LS F (X)⊗Z G(X ′)⊗Z cS (Y,X ×X ′) → (F ⊗tr G)(Y )
ρ⊗ µ⊗ α 7→ α∗(ρ)⊗tr α∗(µ).
Proposition 2.2.18 La cate´gorie mono¨ıdaleN trS est ferme´e. Autrement dit, le bifoncteur
⊗tr admet un adjoint a` droite note´ HomN trS (., .).
Preuve : Si F et G sont des faisceaux avec transferts, on pose
HomN trS (F,G) (X) = HomN trS
(
F ⊗tr LS [X] , G
)
.
De`s lors, par de´finition du produit ⊗tr et en utilisant le fait qu’un faisceau avec transferts
est limite inductive de faisceaux avec transferts repre´sentables, ce bifoncteur est bien
adjoint a` droite du foncteur ⊗tr. ¤
Remarque 2.2.19.– Il y a dans notre choix une convention puisqu’on aurait pu prendre
HomN trS (F,G) (X) = HomN trS
(
L[X]⊗tr F,G) .
La cate´gorie N trS est syme´trique, donc cette convention peut sembler anodine. Toutefois,
cette convention correspondra par la suite a` une convention de signe. La convention
choisie correspond a` celle faite par V. Voevodsky dans [FSV00b], mais par contre, c’est la
convention inverse de celle de Mac Lane dans [ML98] chapitre VII.7.
2.2.20.– Cup-produit Comme en topologie, on peut de´duire de ce produit tensoriel un
cup-produit externe.
De´finition 2.2.21 Soient F et G des faisceaux avec transferts, ρ ∈ F (X) et µ ∈ G(X)
des sections sur un sche´ma X dans LS.
D’apre`s le lemme de Yoneda, ρ (respectivement µ) correspond a` une transformation
naturelle LS [X]→ F (respectivement LS [X]→ G) que l’on note par la meˆme lettre. On
pose donc
ρ ` µ = (ρ⊗tr µ) ◦ L[∆X ]
ou` ∆X/S : X → X ×S X est l’application diagonale. On a ainsi de´fini un morphisme
F (X)⊗Z G(X) `X−−→ (F ⊗tr G)(X).
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Ainsi de´finie, ` est une transformation naturelle de pre´faisceaux. En effet, soit f :
Y → X, alors
(f∗ρ) `Y (f∗µ) = f∗(ρ `X µ)
car (
(ρ ◦ L[f ])⊗tr(µ ◦ L[f ])) ◦ L[∆Y ]
= (ρ⊗tr µ) ◦ (L[f ]⊗tr L[f ]) ◦ L[∆Y ]
et l’on conclut puisque f ×S f ◦∆Y = ∆X ◦ f .
Remarque 2.2.22.– On notera encore ` l’unique transformation naturelle
F ⊗Z G −`→ F ⊗tr G entre faisceaux induite par l’application pre´ce´dente.
2.2.23.– Si X,Y et U sont des sche´mas dans LS , on a donc de´fini ci-dessus, dans le cas
particulier ou` F = LS [X] et G = LS [Y ], un cup-produit de cycles :
cS (U,X)⊗Z cS (U, Y ) → cS (U,X ×S Y )
α⊗ β 7→ α ` β
qui n’est rien d’autre que α ` β = (α⊗ β) ◦∆U/S .
On calcule meˆme plus explicitement cette dernie`re correspondance puisque
α ` β = (1S ×S pX)∗(α).(1S ×S pY )∗(β).
2.2.2.5 Changement de base
Soit τ : T → S un k-morphisme entre k-sche´mas re´guliers noethe´riens.
On rappelle qu’on a un foncteur de changement de base, note´ τ∗ : Lcor,S → Lcor,T .
De´finition 2.2.24 On de´finit le foncteur image directe de pre´faisceau avec transferts par
la formule
τˆ∗ :PtrT → PtrS
F 7→ F ◦ τ˜∗.
Ce foncteur co¨ıncide avec le foncteur de changement de base sur les pre´faisceaux sous-
jacents et laisse donc stables les cate´gories de faisceaux avec transferts correspondantes.
On note τ∗ sa restriction aux faisceaux avec transferts.
Lemme 2.2.25 Le foncteur τˆ∗ (respectivement τ∗) admet un adjoint a` gauche τˆ∗ (respec-
tivement τ∗) qui prolonge le foncteur classique sur les pre´faisceaux (resp. faisceaux) sans
transferts.
Preuve : Soit F un pre´faisceau avec transferts sur S. On a toujours
F = lim−→
X/F∈Lcor,S/F
LS [X] .
On pose donc
τˆ∗(F ) =
 lim−→
X/F∈Lcor,S/F
LT [X ×S T ]

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qui de´finit bien un pre´faisceau avec transfert. Utilisant le lemme de Yoneda, ce foncteur
est bien adjoint a` gauche de τˆ∗.
Si F est un faisceau avec transferts, on pose enfin
τ∗(F ) = atr,T (τˆ∗(F ))
¤
Prenons par exemple le cas ou` T est un sche´ma essentiellement lisse sur S.
En particulier, si X est un sche´ma dans LT ,
X = lim←−
X/X′/S
X ′
ou` la limite parcourt la cate´gorie des triplets (X ′, f) ou` X ′ est un sche´ma dans LS , et
f : X → X ′ est un S-morphisme.
On en de´duit alors le calcul suivant du changement de base pour les pre´faisceaux avec
transferts :
Lemme 2.2.26 Soit X un sche´ma dans LT , F un faisceau avec transferts sur S. Alors,
τˆ∗(F )(X) = lim−→
X/X′/S
F (X ′).
Preuve : Par de´finition,
τˆ∗F (X) = lim−→
U/F
cT (X,U ×S T ) .
Le morphisme structural X → S n’est pas de type fini. Mais on peut conside´rer
l’extension des correspondances finies de´crites avant la proposition 1.2.21, et on obtient
l’identification suivante
cT (X,U ×S T ) ' cS (X,U) .
Par ailleurs, appliquant la proposition 1.2.21, on obtient
cS (X,U) = cS
(
lim←−
X/X′/S
X ′, U
)
= lim−→
X/X′/S
cS
(
X ′, U
)
.
De`s lors, on termine facilement le calcul :
lim−→
U/F
lim−→
X/X′/S
cS
(
X ′, U
)
= lim−→
X/X′/S
lim−→
U/F
cS
(
X ′, U
)
= lim−→
X/X′/S
F (X ′).
¤
Chapter 3
Faisceaux homotopiques (avec
transferts)
On fixe un k-sche´ma re´gulier noethe´rien S de dimension de Krull finie.
On prendra garde toutefois que, bien que toutes les de´finitions soient valables pour S
quelconque, les propositions importantes de ce chapitre ne´cessitent l’hypothe`se que S est
le spectre d’un corps.
3.1 De´finition
3.1.1 Invariance par homotopie
De´finition 3.1.1 Soit F un pre´faisceau surLS. On dit que F est invariant par homotopie
si et seulement si pour tout S-sche´ma X alge´brique lisse, le morphisme
F (X)→ F (A1 ×X)
induit par la projection sur X est un isomorphisme.
Munis de cette de´finition, on peut de´finir les faisceaux introduits par V. Voevodsky
dans [FSV00b] dont il se sert pour de´finir les complexes motiviques.
De´finition 3.1.2 On note HN trS (respectivement HP
tr
S ) la sous-cate´gorie de N
tr
S (re-
spectivement PtrS ) forme´e des faisceaux (resp. pre´faisceaux) invariants par homotopie
avec transferts sur S.
Convention 3.1.3.– Dans la suite de cette the`se, on appellera simplement
faisceaux homotopiques les faisceaux invariants par homotopie avec transferts
(idem pour les pre´faisceaux).
Le lemme suivant utilise quelques trucs e´le´mentaires familiers en topologie alge´brique :
Lemme 3.1.4 Soit F un pre´faisceau avec transferts. Les conditions suivantes sont e´quiv-
alentes :
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1. F est invariant par homotopie.
2. Pour tout S-sche´ma X alge´brique lisse, si l’on note s0 : X → A1X (resp. s1 : X →
A1X) la section nulle (resp. unite´) de A1X , s∗0 = s∗1.
3. Le foncteur F se factorise par le foncteur canonique Lcor,S → piLcor,S.
Preuve : 1⇒ 3 : Puisque pour i = 0 ou 1,si est une section de la projection p : A1X → X,
on en de´duit que s∗i est un isomorphisme de re´ciproque p
∗.
Soit donc α, β : X → Y deux correspondances finies, etH : X×A1 → Y une homotopie
de α vers β. On en de´duit alors le diagramme commutatif
F (X)s∗0
ttiiiii
ii
F (X × A1) F (Y )
α∗uuk
kkkk
k
β∗iiSSSSSSS
H∗oo
F (X).s
∗
1
jjVVVVVV
On peut alors conclure que α∗ = β∗ puisque s∗0 ◦ p∗ = s∗0 ◦ (s∗1)−1 = 1.
3 ⇒ 2 : L’application s0 est canoniquement homotope dans Lcor,S (et meˆme dans
LS) a` s1. En effet, si µ : A1 × A1 → A1 de´signe la multiplication du sche´ma en anneau
A1, le morphisme H = µ× 1X re´alise une homotopie entre s0 et s1.
2⇒ 1 : Soit X un S-sche´ma alge´brique lisse, et p : A1X → X la projection canonique.
Soit s0 : X → A1X la section nulle de A1X . Pour montrer que p∗ est un isomorphisme, il
nous suffit de montrer que p∗s∗0 = 1.
Conside´rons a` nouveau la multiplication µ : A1 × A1 → A1. Conside´rons de plus
σ0 : A1X → A1 × A1X (resp. σ1 : A1X → A1 × A1X) la section nulle (resp. unite´) du fibre´ en
anneau A1 × A1X sur A1X . Pour conclure, il suffit de remarquer que
(µ× 1X) ◦ σ0 = s0 ◦ p
(µ× 1X) ◦ σ1 = 1.
¤
Remarque 3.1.5.– Ainsi, la cate´gorie des pre´faisceaux homotopiques n’est rien d’autre
que la cate´gorie des pre´faisceaux sur piLcor,S .
De meˆme, la cate´gorie des faisceaux homotopiques est e´quivalente a` la cate´gorie des
pre´faisceaux sur piLcor,S dont la compose´e avec le foncteur LS → piLcor,S est un faisceau
pour la topologie de Nisnevich. Cette remarque nous permettra de faire le lien entre les
faisceaux homotopiques et les re´sultats de la fin du premier chapitre.
3.1.6.– Soit F un pre´faisceau avec transferts. On lui associe un pre´faisceau avec transferts
note´ hˆ0 (F ) tel que pour tout sche´ma X dans LS , hˆ0 (F ) est le conoyau de
F (A1X)
s∗0−s∗1−−−−→ F (X).
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Il re´sulte de la premie`re e´quivalence du lemme pre´ce´dent que hˆ0 (F ) est invariant
par homotopie. Par ailleurs, si F est invariant par homotopie, le morphisme canonique
F → hˆ0 (F ) est un isomorphisme. Ainsi, le foncteur
hˆ0 :PtrS → HPtrS
est adjoint a` gauche du foncteur d’oubli e´vident.
Dans le cas des faisceaux avec transferts, la situation est plus complique´e. Supposons
que F est un faisceau avec transferts. On note h(1)0 F le faisceau avec transferts associe´ a`
hˆ0 (F ). Pour tout entier naturel n, on note h
(n)
0 F l’application du foncteur h
(1)
0 a` F ite´re´e
n fois.
On en de´duit donc une suite de morphismes
F → h(1)0 F → ...→ h(n)0 F → ...
On pose alors
h0(F ) = lim−→
n∈N
h
(n)
0 F.
calcule´e dans la cate´gorie des faisceau avec transferts (ou ce qui revient au meˆme des
pre´faisceaux avec transferts).
Proposition 3.1.7 Pour tout faisceau avec transferts F , le faisceau avec transferts h0(F )
de´fini ci-dessus est invariant par homotopie.
Le foncteur h0 : N trS → HN trS ainsi de´finit est adjoint a` gauche du foncteur d’oubli
e´vident.
Preuve : Soit X un S-sche´ma alge´brique lisse, s0 et s1 les sections nulles et unite´s de
A1X sur X. D’apre`s le lemme pre´ce´dent, montrer que h0(F ) est invariant par homotopie
revient a` ve´rifier que s∗0 = s∗1.
Or tout d’abord, remarquons que
h0(F )(A1X) = lim−→
n∈N
h
(n)
0 F (A
1
X).
Soit x un e´le´ment dans h0(F )(A1X). Il est donc repre´sente´ par un e´le´ment y de
h
(n)
0 F (A1X) pour un entier naturel n donne´.
Or, le morphisme de transition de la limite inductive qui de´finit h0 se factorise comme
suit
h
(n)
0 F
a // hˆ0
(
h
(n)
0 F
)
b // h
(n+1)
0 F.
D’apre`s le paragraphe qui pre´ce`de la proposition, hˆ0
(
h
(n)
0 F
)
est invariant par homo-
topie. Donc, d’apre`s le lemme pre´ce´dent, s∗0(ay) = s∗1(ay). De`s lors, s∗0(bay) = s∗1(bay),
ce qui e´quivaut donc, puisque a et b sont naturelles, a` ba(s∗0y) = ba(s∗1y), i.e. s∗0x = s∗1x. ¤
Remarque 3.1.8.– Nous verrons que si S = Spec (k), pour tout faisceau avec transferts
F , le faisceau avec transferts h(1)0 F est de´ja` invariant par homotopie ; le passage a` la limite
ci-dessus est donc inutile dans ce cas.
Dans ce cas, nous poserons encore h0(X) = h0L[X] = h
(1)
0 L[X].
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3.1.2 Structure mono¨ıdale
Proposition 3.1.9 Le bifoncteur
(HN trS )
2 → HN trS
F,G 7→ h0(F ⊗tr G)
de´finit un produit tensoriel associatif et commutatif.
Preuve : Ce produit est commutatif d’apre`s les proprie´te´s de ⊗tr. Pour montrer
l’associativite´, on utilise le calcul suivant :
Lemme 3.1.10 Soient F et G des faisceaux avec transferts, alors
h0(F )⊗Htr h0(G) ' h0(F ⊗tr G)
Preuve : On a des fle`ches F → h0(F ) et G→ h0(G), d’ou` une fle`che
h0(F ⊗tr G)→ h0(h0(F )⊗tr h0(G))
et on montre que cette fle`che est un isomorphisme.
Or, puisque le foncteur ⊗tr commute aux limites inductives, d’apre`s la construction de
la proposition 3.1.7, il suffit de montrer cette assertion lorsqu’on remplace h0 par h
(1)
0 .
De plus, puisque h(1)0 commute aussi aux limites inductives, on peut supposer que
F = LS [X] et G = LS [Y ]. On peut aussi faire la de´monstration en deux e´tapes et
commencer par de´montrer que
h
(1)
0 (LS [X]⊗tr LS [Y ])
(1)−−→ h(1)0 (LS [X]⊗tr h(1)0 (LS [Y ]))
est un isomorphisme.
Or h(1)0 (LS [Y ]) est le conoyau de i
∗
0 − i∗1 : HomN trk
(
LS
[
A1
]
,LS [Y ]
) → LS [Y ], ou` i0
(respectivement i1) de´signe la section nulle (respectivement unite´) de A1.
Soit T un point Nisnevich dans pro−LS , alors
h
(1)
0 (LS [X]⊗tr LS [Y ])(T ) = cS (T,X × Y ) /cS
(
A1 × T,X × Y )
ou` le quotient de´signe le conoyau de (i∗0 − i∗1)T .
Comme LS [X]⊗tr est exact a` droite, LS [X]⊗tr h(1)0 (LS [Y ]) est le conoyau de 1X ⊗tr
i∗0 − 1X ⊗tr i∗1. On peut donc calculer
h
(1)
0 (LS [X]⊗tr h(1)0 (LS [Y ]))(T )
= (LS [X]⊗tr h(1)0 (LS [Y ]))(T )/(LS [X]⊗tr h(1)0 (LS [Y ]))(A1 × T )
= cS (T,X × Y ) /N
ou` N est le groupe abe´lien
LS [X]⊗tr HomN trk
(
LS
[
A1
]
,LS [Y ]
)
(T )⊕ cS
(
A1 × T,X × Y )
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et la fle`che N → cS (T,X × Y ) est
(1X ⊗tr i∗0 − 1X ⊗tr i∗1)T ⊕ (i∗0 − i∗1)T .
Le morphisme (1) e´tant alors la projection canonique, il suffit de montrer que l’image de
(1X ⊗tr i∗0 − 1X ⊗tr i∗1)T est incluse dans l’image de (i∗0 − i∗1)T .
Or, d’apre`s la remarque 2.2.17 on a une surjection⊕
U,V ∈Lk cS (U,X)⊗Z cS
(
V × A1, Y )⊗Z cS (T,U × V )
−→ LS [X]⊗tr HomN trk
(
LS
[
A1
]
,LS [Y ]
)
(T )
α⊗Z β ⊗Z γ 7→ (α⊗tr β) ◦ γ.
Soient donc U et V alge´brique lisse, et l’e´le´ment
α⊗Z β ⊗Z γ ∈ cS (U,X)⊗Z cS
(
V × A1, Y )⊗Z cS (T,U × V ) .
Son image dans cS (T,X × Y ) par la compose´e de (1X⊗tr i∗0−1X⊗tr i∗1)T et de la surjection
pre´ce´dente est [
α⊗tr (β ◦ (1V ⊗tr (i0 − i1)))] ◦ γ.
Or,
[α⊗tr(β ◦ (1V ⊗tr (i0 − i1)))] ◦ γ
= (α⊗tr β) ◦ (1U ⊗tr 1V ⊗tr (i0 − i1)) ◦ γ
= (α⊗tr β) ◦ (γ ⊗tr 1A1) ◦ (1T ⊗tr (i0 − i1)).
Par de´finition, ce dernier e´le´ment est l’image de (α⊗tr β) ◦ (γ⊗tr 1A1) ∈ c(T ×A1, X ×Y )
par le morphisme (i∗0 − i∗1)T , ce qui ache`ve la de´monstration. ¤
De´finition 3.1.11 On note ⊗Htr le produit tensoriel sur HN trS de´finit dans la proposition
pre´ce´dente.
Il munit la cate´gorie HN trS d’une structure mono¨ıdale syme´trique.
3.2 Extensions transcendantes pures
Dans cette section, on commence a` comple´ter les premiers re´sultats que nous avons
obtenus sur la cate´gorie piLcor,S a` la fin du premier chapitre.
3.2.1.– Soit O une S-alge`bre locale dans AS . On rappelle qu’on a de´fini dans 2.1.34 un
pro-objet, note´ simplement (O), dans pro−LS .
On notera encore [O] le pro-objet dans pro−piLcor,S obtenu par composition avec le
foncteur canonique LS → piLcor,S .
Plus ge´ne´ralement, si φ est un pro-objet dans pro−LS , on notera [φ] le pro-objet dans
pro−piLcor,S obtenu par composition avec le foncteur canonique LS → piLcor,S .
La proposition suivante concerne le cas ou` S = Spec (k).
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Proposition 3.2.2 Soit L une extension transcendante pure de k, de degre´ de transcen-
dance fini.
Alors, le morphisme induit par l’application k → L dans pro−piLcor,k
[L]→ [k]
admet une section.
Preuve : On commence par le cas ou` le degre´ de L est e´gal a` 1. On peut alors supposer
que L = k(t). Si l’on pose C = A1k, et si l’on note x le point ge´ne´rique de C, (C, x) est un
mode`le de L/k. Le morphisme de l’e´nonce´ est alors isomorphe a`
[Cx]
pi−→ [Spec (k)]
obtenu comme limite projective des morphismes de projections canoniques pour les ouverts
non vides de C.
Or, soit j le morphisme de pro-objets e´gal a`
˜lim←−
U⊂A1k
(
[U ]
jU−→ [A1k]
)
ou` la (pseudo-)limite projective parcourt les ouverts non vides de A1k, et pour un tel ouvert
U , jU de´signe l’immersion ouverte canonique.
Alors, le morphisme pi est e´gal a` la compose´e
[Cx]
j−→ [A1k]
[p]−→ [Spec (k)]
ou` p est le morphisme de projection canonique.
Comme le morphisme [p] est scinde´, il nous suffit de construire, pour chaque ouvert U
de C, une section αU de jU , de telle fac¸on que αU soit naturel par rapport a` U .
Or, le k-sche´ma P1k est une bonne compactification de A1k sur k, et plus ge´ne´ralement
de tout ouvert non vide U de A1k. Le morphisme 1A1k , vu comme e´le´ment de pik
(
A1k,A1k
)
,
correspond donc a` la classe d’un couple (L, s∞) dans
Pic
(
A1k ×k P1k,A1k ×k∞
)
.
Or, le faisceau inversible L|A1k×kA1k est trivial. On choisit donc une trivialisation t corre-
spondante. Pour un ouvert U de A1k, on note ZU = A1k − U et tU la restriction de t au
sche´ma A1k ×k ZU .
Il re´sulte alors du lemme 1.3.22 applique´ avec Z = ZU et β = 1X (et plus pre´cise´ment
de la remarque qui le suit) que la classe du couple (L, tU + s∞) dans
Pic
(
A1k ×k P1k,A1k ×k ZU unionsq A1k ×k∞
)
correspond a` une section αU de jU .
De plus, par construction, si U et V sont deux ouverts non vides de A1k tels que U ⊂ V ,
et si l’on note jUV : U → V l’immersion canonique, on a
αV ◦ jUV = αU .
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Ainsi, α = ˜lim←−
U⊂A1k
αU est une section de j, ce qui conclut le premier cas.
On peut alors utiliser une re´currence sur le degre´ de transcendance n de L sur k. Si la
proprie´te´ est vraie au rang n, on se donne une extension L/k transcendante pure de degre´
n+1. On peut supposer que L = k(t0, ..., tn). On pose alors K = k(t1, ..., tn). De`s lors, le
morphisme canonique
[K]→ [k]
admet une section β d’apre`s l’hypothe`se de re´currence.
Par ailleurs, d’apre`s le cas n = 1, le morphisme
[k(t0)]
pi−→ [k]
admet une section α.
Soient X = Ank , et x son point ge´ne´rique. C’est un mode`le de K. Soit U un ouvert
non vide de X, et τU : U → Spec (k) le morphisme canonique.
Alors, comme τU est lisse de type fini, d’apre`s les de´finitions 1.2.15 et 1.2.18, le mor-
phisme
αU = τ˜U ∗τ˜U
∗(α)
de pro−Lcor,k est une section de τ˜U ∗τ˜U ∗(pi). Il est e´gal au morphisme induit par la
projection canonique
[U(t0)]→ [U ]
ou` l’on pose U(t0) = U ×k (k(t0)) vu comme un pro-objet de Lk (on a fait l’abus de noter
encore τ˜U ∗ et τ˜U
∗ les morphismes induits sur les pro-objets).
Alors, le diagramme suivant est commutatif dans pro−Lcor,k :
[V (t0)]
αV //
jV U (t0) ²²
[V ]
jV U²²
[U(t0)]
αU // [U ].
On calcule en effet :
αU ◦ jV U (t0) = (τ˜U ∗τ˜U ∗(α)) ◦ jV U (t0) (1)= τ˜U ∗(τ˜U ∗(α) ◦ jV U (t0))
(2)
= τ˜U ∗(jV U ◦ j˜V U ∗j˜V U
∗
τ˜U
∗(α))
(3)
= jV U ◦
(
τ˜U ∗j˜V U ∗j˜V U
∗
τ˜U
∗(α)
)
(4)
= jV U ◦ αV .
On le justifie par :
(1) le fait que τ˜U ∗(jV U (t0)) = jV U (t0) ou` jV U (t0) est vu a` la fois comme un k-morphisme
et un U -morphisme,
(2) la proposition 1.2.20 applique´e a` jV U et a` chaque composante du pro-objet U(t0),
(3) le fait que τ˜U ∗(jV U ) = jV U ,
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(4) la fonctorialite´ des morphismes τ˜∗ et τ˜∗ par rapport au morphisme τ (cf les dernie`res
assertions de 1.2.14 et 1.2.19).
Donc, le morphisme α∗ = ˜lim←−
U⊂X
αU est une section du morphisme [Xx×k (k(t0))]→ [Xx]
qui est isomorphe a` [L]→ [K]. Ainsi, le morphisme α∗ ◦ β est une section de [L]→ [k]. ¤
Si L/k est une extension se´parable de type fini, on pose
S(L) = S ×k (L)
que l’on conside`re comme un pro-objet dans LS .
Corollaire 3.2.3 Soit L/k une extension transcendante pure de type fini.
Pour tout sche´ma X dans LS, le morphisme de pro−piLcor,S
[X ×S S(L)]→ [X]
admet une section.
Preuve : Conside´rons, d’apre`s la proposition pre´ce´dente, une section α de [L] → [k]
dans piLcor,k. Soit τ : S → k le morphisme de projection canonique. Alors, τ∗(α) est
une section de [S(L)] → [S] dans piLcor,S . Si p : X → S de´signe le morphisme structural
du S-sche´ma X, p˜∗p˜∗(α) fournit la section attendue d’apre`s la deuxie`me proprie´te´ des
lemmes 1.2.14 et 1.2.19. ¤
Remarque 3.2.4.– Ce corollaire nous servira a` de´duire une proposition sur un corps fini
k de la proposition analogue concernant le corps infini k(x).
3.3 Le cas ou` la base est un corps
Le titre indique que l’on se place dans le cas S = Spec (k). Dans cette section, on de´montre
un ensemble de faits fondamentaux concernant les faisceaux homotopiques. Ces re´sultats
forment la the´orie a` la base de la cate´gorie des motifs de V. Voevodsky.
3.3.1 Points pour les faisceaux homotopiques
3.3.1.1 Immersions ouvertes
Dans ce qui suit, on s’appuie comme annonce´ sur les re´sultats de la fin du premier chapitre.
On obtient une de´monstration, que nous espe´rons plus simple, du re´sultat suivant de
V. Voevodsky :
Proposition 3.3.1 Soit F un pre´faisceau dans HPtrk .
On conside`re une topologie t sur Lk telle que t = Nis ou t = Zar ; on note Ft le
faisceau associe´ au pre´faisceau F sur Lk.
Soit X un sche´ma alge´brique lisse, U un ouvert dense de X, alors le morphisme de
restriction
Ft(X)→ Ft(U)
est un monomorphisme.
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Preuve : On commence par de´montrer la proposition dans le cas ou` le corps k est infini.
Soit a ∈ Ft(X) tel que a|U = 0 dans Ft(U).
Pour montrer que a est nul, on conside`re un point x de X et on montre que le germe
ax de a au point associe´ a` x pour la topologie t est nul. Or, il existe un voisinage V de x
dans X pour t tel que ax se rele`ve en b ∈ F (V ). On peut supposer que V est connexe.
On conside`re de`s lors b|U×XV ∈ F (V ×X U) la restriction de b. Par hypothe`se, la classe
de b dans Ft(U×X V ) est nulle. Cela signifie qu’il existe un recouvrement (Wi → V ×XU)i
pour la topologie t tel que b|Wi est nul pour tout i. Si t = Nis, on peut supposer que ce
recouvrement est compose´ de familles couvrantes e´le´mentaires (cf de´finition 2.1.8) d’apre`s
le lemme 2.1.10. En particulier, il existe un indice i tel que Wi est un ouvert non vide de
V ×X U .
De`s lors, Wi est un ouvert non vide de V tel que b|Wi = 0.
Or, appliquant la proposition 1.3.24 avec V , pour l’ouvert dense Ωi dans V , et au
point x de V , on obtient un ouvert Ω de V contenant x tel que l’on ait un diagramme
commutatif dans piLcor,k :
Ω
α
}}{
{
²²
Wi // V.
De`s lors, b|Ω = α∗(b|Wi) = 0, ce qui implique que le germe de b en x, qui n’est autre
que ax, est nul. Cela conclut la de´monstration pour k infini.
Dans le cas ou` k est fini, on utilise le corollaire 3.2.3. Soit L = k(x). Le diagramme
suivant est commutatif
Ft(X)
j∗ //
² ²²
Ft(U)
²²
Ft
(
X(L)
) j∗L // Ft (U(L)) .
Dans ce diagramme, X(L) de´signe le pro-objet X ×k (L) dans pro−Lk, Ft e´tant prolonge´
naturellement aux cate´gories de pro-objets.
Soit τ : Spec (L)→ Spec (k). Par de´finition, Ft(X(L)) = τ∗
(
Ft
)
(X⊗kL), ou` τ∗ de´signe
le foncteur de changement de base pour la topologie t entre les sites Lk et LL. De plus,
τ∗
(
Ft
)
=
(
τˆ∗F
)
t
,
ou` τˆ∗F de´signe le pre´faisceau avec transferts sur L obtenu par changement de base (cf
de´finition 2.2.24).
D’apre`s ce qu’on vient de de´montrer, applique´ au corps L et au pre´faisceau avec
transferts τˆ∗F , j∗L admet donc une re´traction. Or, d’apre`s le corollaire 3.2.3, le morphisme
² admet aussi une re´traction, ce qui permet de conclure. ¤
Remarque 3.3.2.– Cette proposition a e´te´ de´montre´e par V. Voevodsky dans [FSV00c]
(prop. 4.17), dans le cadre plus ge´ne´ral des pre´the´ories, et dans le cas ou` x est remplace´
par un nombre fini de points. Toutefois, la de´monstration ne´glige le cas ou` le corps de
base est fini. Nous avons propose´ ici une fac¸on de traiter ce cas.
On en de´duit imme´diatement, dans le cas ou` t = Nis et lorsque F est un faisceau, le
corollaire
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Corollaire 3.3.3 Soit F un faisceau homotopique, X un sche´ma alge´brique lisse et U un
ouvert dense dans X. Alors, le morphisme de restriction
F (X)→ F (U)
est un monomorphisme qui admet une re´traction.
3.3.1.2 Points ge´ne´riques
On a de´ja` vu, graˆce au paragraphe 2.1.41 combine´ a` la proposition 2.1.17, que les k-sche´mas
locaux hense´liens qui sont obtenus par hense´lisation d’un anneau local essentiellement
lisses (cf de´finition A.2.1) forment un syste`me conservatif de points pour la topologie de
Nisnevich sur Lk. Plus pre´cise´ment, la cate´gorie A hk est e´quivalente a` une sous-cate´gorie
de la cate´gorie des points pour la topologie de Nisnevich sur Lk.
On a vu de plus que la cate´gorie E sk forme´e des extensions se´parables de type fini est
une sous-cate´gorie de A hk . Si E/k est une telle extension, le pro-objet (E)
h de Lk est
canoniquement isomorphe au pro-objet (E) de Lk.
La proposition suivante, due a` V. Voevodsky, montre que les foncteurs fibres associe´s
a` ces points suffisent pour les faisceaux homotopiques.
Proposition 3.3.4 Les foncteurs fibres associe´s aux objets de la cate´gorie E sk forment un
syste`me conservatif de points pour la cate´gorie HN trk .
Preuve : Il suffit en effet d’appliquer le lemme suivant au morphisme η et a` la topologie
t de Nisnevich.
Lemme 3.3.5 Soient η : F → G un morphisme de pre´faisceaux dans HPtrk , et t une
topologie sur Lk plus fine que la topologie de Zariski. Alors les conditions suivantes sont
e´quivalentes :
1. ηt : Ft → Gt est un isomorphisme.
2. Pour tout E/k dans E sk , ηE : F (E)→ G(E) est un isomorphisme.
Preuve : Le fait que 1 entraˆıne 2 est e´vident. Pour la re´ciproque, on conside`re N0 le
noyau de η dans la cate´gorie des pre´faisceaux avec transferts ; N0 est encore invariant par
homotopie d’apre`s le lemme des cinq. Soit N le faisceau associe´ a` N0 pour la topologie
t. Alors pour tout sche´ma connexe X alge´brique lisse, x de´signant son point ge´ne´rique, la
proposition 3.3.1 implique que l’application
N(X)→ N(Xx)
est injective. De plus, le groupe abe´lien
N(Xx) ' N(κ(X))
est nul par hypothe`se, puisque c’est le noyau de l’application F (κ(X)) → G(κ(X)). On
en conclut que N est le faisceau nul. On peut effectuer le meˆme raisonnement pour le
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conoyau de η, ce qui conclut le lemme et la proposition. ¤
Remarque 3.3.6.– On fera attention au fait que pour une extension E/k de type fini,
on a note´
F (E) = lim−→
A∈Mlis(E/k)
F (Spec (A))
ou` Mlis (E/k) de´signe la cate´gorie des sous-k-alge`bres de E qui sont lisses de type fini
sur k (cf de´finition 2.1.34).
Remarque 3.3.7.– On re´sume cette proposition par la maxime : les points pour les
faisceaux homotopiques sont les extensions se´parables de type fini de k.
3.3.8.– Dans ce nume´ro, on anticipe le corollaire 3.3.25 pour illustrer la proposition pre´ce´-
dente. La cate´gorie HN trk est abe´lienne.
Par extension, on appelle encore foncteur fibre d’une cate´gorie abe´lienne A tout fonc-
teur exact φ : A → A b qui commute aux limites inductives (ou ce qui revient au meˆme aux
sommes directes infinies). On rappelle qu’a` toute extension se´parable de type fini E/k, on
a associe´ un pro-objet de Lk dans 2.1.34. Par ailleurs, si F est un faisceau homotopique,
on a pose´ simplement :
F (E) = lim−→
A∈Mlis(E/k)op
F (Spec (A)).
On obtient de`s lors le lemme suivant :
Lemme 3.3.9 Soit E/k une extension se´parable de type fini. Alors, le foncteur
HN trk → A b, F 7→ F (E)
est un foncteur fibre de la cate´gorie HN trk .
Preuve : Soit
0→ F → G→ H → 0
une suite exacte courte dans la cate´gorie HN trk . Puisque le foncteur d’oubli HN
tr
k → N trk
est exact, et que les limites inductives filtrantes sont exactes, on en de´duit une suite exacte
longue
0→ F (E)→ G(E)→ H(E)→ Ext1N trk ((E), F )→ ...
Par ailleurs, d’apre`s la proposition 2.2.13, on a un isomorphisme canonique
Ext1N trk ((E), F ) ' H
1
Nis(Spec (E) ;F ) = 0
ce qui montre que le foncteur conside´re´ est exact. Comme de plus le foncteur d’oubli
HN trk → Nk commute aux sommes disjointes infinies, le foncteur conside´re´ est bien un
foncteur fibre de la cate´gorie HN trk dans le sens que l’on a de´fini ci-dessus. ¤
La proposition pre´ce´dente signifie que cette famille de foncteurs fibres de HN trk est
conservative.
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Si F est un faisceau homotopique, on de´finit un foncteur1
Fˆ : (E sk )
op → A b
E/k 7→ F (E).
Ainsi, le foncteur
HN trk → (A b)E
s
k
F 7→ Fˆ
est fide`le et conservatif.
On peut voir ce foncteur comme une premie`re approche de la transforme´e ge´ne´rique
que l’on de´finit en 5.1.1.
Remarque 3.3.10.– Un des points cle´s qui guide cette the`se est que ce ne sont pas seule-
ment les foncteurs fibres eux meˆmes qui sont importants, mais aussi tous leurs morphismes,
que l’on appelle encore morphismes de spe´cialisations. C’est pourquoi nous avons e´te´ si
pointilleux dans la proposition 2.1.40, puisqu’elle nous dit que les morphismes de spe´ciali-
sations des points pour la topologie de Nisnevich ne sont rien d’autre que les morphismes
locaux de k-alge`bres.
On illustre ce point dans la sous-section suivante.
3.3.1.3 Anneaux de valuation discre`te
Les objets de la cate´gorie Ak induisent un syste`me conservatif de points pour la topologie
de Zariski. On notera particulie`rement que les points qui correspondent a` des extensions
se´parables de type fini de k sont non seulement des points pour la topologie de Nisnevich,
mais aussi pour la topologie de Zariski.
Dans cette sous-section, on illustre la proposition pre´ce´dente en montrant qu’un mor-
phisme de spe´cialisation entre points pour la topologie de Zariski admet une section
lorsqu’on ne conside`re plus seulement les morphismes de sche´mas, mais les correspon-
dances finies a` homotopie pre`s. Plus pre´cise´ment,
Proposition 3.3.11 Soit O/k un anneau local dans Ak, et E son corps des fonctions.
On suppose que E/k est de degre´ de transcendance 1.
Alors le morphisme canonique
[E]→ [O]
admet une section dans pro−piLcor,k.
Preuve : Soient (X, s) un k-mode`le de O, et x son point ge´ne´rique (cf 2.1.32 pour
l’existence). On doit en fait construire une section du morphisme [Xx] → [Xs] dans
pro−piLcor,k. On pose par commodite´ Z = {s} qui est donc un point ferme´ de X.
Quitte a` re´duire X au voisinage de s, on peut supposer que X est affine. C’est alors
une courbe alge´brique affine sur k par hypothe`se sur E. Donc, d’apre`s la proposition
1.3.10, il existe une courbe normale et propre sur k, note´e X¯, telle que pour tout ouvert
U non vide de X, X¯/k est une bonne compactification de U/k.
1Dans le cadre des topos, ce foncteur est conside´re´ dans [SGA4], 6.7.1, ou` A.Grothendieck remarque
qu’il pre´sente une <certaine analogie formelle avec une transforme´e de Fourrier>.
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Le morphisme 1X vu comme e´le´ment de pik(X,X) est donc repre´sente´ dans
Pic
(
XX¯,XX∞
)
par un couple (L, s∞) (et L correspond au diviseur associe´ a` la diag-
onale de X). Quitte a` re´duire de nouveau X, on peut conside´rer une trivialisation t de L
sur XZ.
Alors, d’apre`s le lemme 1.3.22 applique´ avec β = 1X , la classe du couple (L, s∞ + t)
dans Pic
(
XX¯,XX∞ unionsqXZ
)
correspond a` un e´le´ment αX de pik(X,X − Z) qui s’inscrit
dans le diagramme commutatif
XαX
tthhhhh
hhh
X − Z
j
// X.
Mais de meˆme, si U est un ouvert de X contenant s (i.e. Z ⊂ U), le morphisme
1U correspond a` la classe d’un couple (LU , sU∞) dans Pic
(
UX¯, UU∞
)
. On peut supposer
que LU est e´gal au faisceau inversible LUX¯ obtenu par pullback. D’apre`s le meˆme lemme
applique´ cette fois a` 1U , le couple (LU , sU∞+ t|UZ) correspond a` un e´le´ment αU qui est une
section de jU : U − Z → U .
Mais par ailleurs, si U et V sont deux voisinages ouverts de s dans X tels que U ⊂ V ,
compte tenu des choix effectue´s, le diagramme suivant est commutatif :
V
αV //
jV U ²²
V − Z
j′V U²²
U
αU // U − Z.
En effet, d’apre`s la fonctorialite´ de´crite dans le the´ore`me 1.3.18, les correspondances finies
a` la gauche du tableau ci-dessous sont repre´sente´es par les couples a` droite :
j′V U ◦ αV
(LV , sV∞|V U∞ + t|V Z)
αU ◦ jV U
(LU |V X¯ , sU∞|V U∞ + t|V Z).
Or, LV = L|V X¯ = LU |V X¯ , et puisque les sections sU∞ et sV∞ correspondent aux trivial-
isations canoniques des diviseurs correspondants, sV∞|V U∞ = sU∞|V U∞ , ce qui montre la
commutativite´ du diagramme ci-dessus.
Il en re´sulte que le morphisme ˜lim←−
U⊂X
αU est bien de´fini, et donne une section du
morphisme [Xx]→ [Xs] comme attendu. ¤
Remarque 3.3.12.– L’hypothe`se de cette proposition entraˆıne que O est un anneau de
valuation discre`te. Mais la de´monstration montre que la meˆme proposition est valable si
l’on remplace l’hypothe`se que O est local par l’hypothe`se O est semi-local (essentiellement
lisse).
3.3.2 Faisceau homotopique associe´
Dans cette sous-section, on e´tudie le foncteur faisceau associe´ a` un pre´faisceau homotopique
; les premie`res propositions sont les re´sultats qui nous permettent de montrer qu’on obtient
un faisceau homotopique.
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3.3.2.1 Courbes et topologie de Nisnevich
La proposition suivante a pour but de montrer que la proposition 1.3.26 se ge´ne´ralise dans
le cas de la topologie de Nisnevich. Elle est directement inspire´e de la proposition 4.7 de
[FSV00c].
Proposition 3.3.13 Soit C une courbe alge´brique quasi-affine lisse.
Conside´rons un carre´ distingue´ e´le´mentaire (cf de´finition 2.1.8) dans Lk
V − T l //
h ²²
V
f
²²
C − Z j // C.
On suppose que Pic (CZ) = 0.
Alors, il existe des correspondances finies
V − T Vβoo
C − Z
γ
OO
C
αoo
telles qu’on a les e´galite´s suivantes dans piLcor,k :
j ◦ α = 1C (1)
l ◦ β = 1V (2)
α ◦ f = h ◦ β (3)
l ◦ γ = 0 (4)
h ◦ γ = 1C−Z − α ◦ j (5)
γ ◦ h = 1V−T − β ◦ l (6)
Preuve : D’apre`s la proposition 1.3.10, C admet une bonne compactification C¯ sur k,
qui est aussi une bonne compactification de C − Z.
De`s lors, le morphisme 1C vu dans pik(C,C) correspond a` un couple (L(1C), s(1C))
dans Pic
(
CC¯,CC∞
)
, d’apre`s le the´ore`me 1.3.18.
De plus par hypothe`se sur C, Pic (CZ) = 0 ; le faisceau inversible L(1C) est donc
trivial sur CZ. Soit t une trivialisation correspondante. On conside`re tout d’abord la
correspondance finie suivante qui correspond au couple de Pic
(
CC¯,CC∞ unionsq CZ
)
a` sa droite
α ↔ (L(1C), s(1C) + t)
La relation (1) re´sulte alors du lemme 1.3.22, comme on l’a de´ja` souvent utilise´.
Par ailleurs, d’apre`s le the´ore`me de Zariski, il existe un k-sche´ma V˜ tel que V est un
ouvert de V˜ , et un morphisme fini f˜ : V˜ → C¯ qui s’inscrivent dans le diagramme suivant :
V //
f ²²
V˜
f˜²²
C // C¯.
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Le sche´ma V˜ est de type fini sur k ; sa normalisation V¯ est donc un sche´ma fini sur V˜ ,
qui contient a` nouveau V comme un ouvert puisque V est normal. Ainsi, V¯ est une bonne
compactification de V , qui s’inscrit dans le diagramme suivant :
V //
f ²²
V¯
f¯²²
C // C¯
ou` le morphisme f¯ est fini, et ve´rifie f¯−1(C∞) ⊂ V∞.
A nouveau, le morphisme 1V vu dans pik(V, V ) correspond a` un couple (L(1V ), s(1V ))
dans Pic
(
V V¯ , V V∞
)
.
Par construction, le fibre´ L(1C) (resp L(1V )) correspond au sous-sche´ma ferme´
repre´sente´ par la diagonale ∆C (resp. ∆V ) de C (resp. V ) vu comme sous-sche´ma ferme´
de CC¯ (resp. V V¯ ). Comme le morphisme g : T → Z, e´gal a` f×X Z, est un isomorphisme,
il en re´sulte que
(f × g)−1(∆X ∩XZ) = ∆V ∩ V T
ce qui se traduit par le fait que
(f × g)∗(L(1C)|XZ) = L(1V )|V T .
Ainsi, la section τ = (f×g)∗t induit une trivialisation de L(1V ) sur V T . Si l’on de´finit
β comme correspondant au couple
β ↔ (L(1V ), s(1V ) + τ)
la relation (2) re´sulte a` nouveau de 1.3.22.
Il nous reste a` construire γ. Conside´rons pour cela le faisceau inversible M sur CV¯
e´gal a` (1C × f¯)∗L(1C). Ce fibre´ correspond au diviseur associe´ au sous-sche´ma ferme´
D = (1C×f¯)−1(∆C). Soit u une section deM qui correspond a` sa trivialisation canonique.
Comme g est un isomorphisme, v = (1C × g)∗t est une trivialisation de M|CZ .
Conside´rons un ouvert affine U dans V¯ qui contient V∞ unionsq T . Alors, CU est affine
sur C. D’apre`s le the´ore`me chinois, il existe une fonction h sur CU qui est e´gale a` 1 sur
CV∞, et e´gale a` uv−1 sur CT . On de´finit alors γ comme correspondant au couple de
Pic
(
CV¯ , CV∞ unionsq CT
)
:
γ ↔ (OCV¯ , h|CV∞unionsqCT ).
De`s lors, l ◦ γ correspond au couple (OCV¯ , h|CV∞) = (OCV¯ , 1), qui est donc la corre-
spondance nulle, d’ou` la relation (4).
Pour la relation (5), il re´sulte de la fonctorialite´ explicite´e dans 1.3.18 que h ◦ γ corre-
spond au couple (
(1C−Z × f¯)∗(O(C−Z)V¯ ), N(h)
)
=
(
O(C−Z)C¯ , N(h)
)
ou` N(h) de´signe la norme de h par rapport au morphisme fini (C − Z)V¯ → (C − Z)C¯.
La section N(h) est e´gale a` 1 sur (C − Z)C∞. Puisque g est un isomorphisme, N(h) est
de plus e´gal a` s(1C−Z)t−1 sur (C −Z)Z (puisque le pullback de cette dernie`re section sur
(C − Z)T est e´gal a` N(h)).
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Or d’un autre coˆte´, la correspondance finie 1X−Z − α ◦ j correspond au couple(
L(1C−Z)⊗ (L(1C)|(C−Z)C¯)−1, s(1C−Z).(s(1C) + t)−1
)
La relation (5) est donc maintenant claire.
Enfin, d’apre`s le meˆme the´ore`me, γ ◦ h correspond au couple(
(h× 1V¯ )∗(O(C−Z)V¯ ), (h× 1V¯ )∗h
)
=
(
O(V−T )V¯ ), 1 + s(1V ).τ−1
)
.
En effet, on notera particulie`rement que le pullback de v sur (V − T )V¯ est par de´finition
e´gal a` τ .
La relation (6) re´sulte de`s lors du fait que la correspondance finie 1V−T−β◦l correspond
au couple (
L(1V−T )⊗ (L(1V )|(V−T )V¯ )−1, s(1V−T ).(s(1V ) + τ)−1
)
.
Il nous reste a` de´montrer la relation (3). Elle e´quivaut a` montrer que les couples
suivants sont e´gaux dans Pic
(
V C¯, V C∞ unionsq V Z
)
(
(f × 1C¯)∗L(1C), (f × 1C¯)∗(s(1C) + t)
)
(
(1V × f¯)∗L(1V ), N(s(1V ) + τ)
)
Cette fois, N de´signe la norme associe´e au morphisme fini V V¯ → V C¯. Comme on l’a
de´ja` vu, puisque g est un isomorphisme, on obtient N(τ) = (f ×1C¯)∗t, a` un isomorphisme
canonique pre`s. Or, du fait que 1C ◦f = f ◦1V , il re´sulte que les couples suivants co¨ıncident(
(f × 1C¯)∗L(1C), (f × 1C¯)∗(s(1C))
)
(
(1V × f¯)∗L(1V ), N(s(1V ))
)
.
On remarque que l’isomorphisme qui identifie ces deux couples est le meˆme isomorphisme
qui identifie les fonctions N(τ) et (f × 1C¯)∗t, ce qui conclut la relation (3). ¤
Cette proposition admet imme´diatement le corollaire suivant :
Corollaire 3.3.14 Soit F un pre´faisceau homotopique, et C/k une courbe alge´brique
quasi-affine lisse.
Conside´rons un carre´ distingue´ e´le´mentaire
V − T l //
h ²²
V
f
²²
C − Z j // C
tel que Pic (CZ) = 0.
Alors, le morphisme induit par h
F (C − Z)/F (C)→ F (V − T )/F (V )
est un isomorphisme, dont la re´ciproque, avec les notations de la proposition pre´ce´dente,
est induite par γ.
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Remarque 3.3.15.– On peut interpre`ter ce corollaire en conside´rant le foncteur qui a`
une paire ferme´e (X,Z), ou` X est un sche´ma alge´brique lisse, associe le groupe abe´lien
F (X −Z)/F (X). Le corollaire signifie que ce foncteur ve´rifie la proprie´te´ d’excision pour
les paires (C,Z) ou` C est une courbe alge´brique, quasi-affine et lisse. On pre´cisera cette
notion dans la sous-section 5.4.1.
Mais par ailleurs, la proposition pre´ce´dente est formule´e exactement pour donner la
proposition qui suit, qui constitue la ge´ne´ralisation annonce´e de 1.3.26 aux carre´s distingue´s
e´le´mentaires de la topologie de Nisnevich :
Proposition 3.3.16 Soit C/k une courbe alge´brique quasi-affine lisse.
On conside`re un carre´ distingue´ e´le´mentaire (cf de´finition 2.1.8)
V − T l //
h ²²
V
f
²²
C − Z j // C
tel que Pic (CZ) = 0.
Alors, le complexe
0→ [V − T ] h−l−−→ [C − Z]⊕ [V ] (j,f)−−−→ [C]→ 0
est contractile dans la cate´gorie additive piLcor,k.
Adoptant les notations de la proposition pre´ce´dente, la contraction est donne´e par les
morphismes
[C − Z]⊕ [V ]
(γ,−β)
wwooo
ooo
ooo
oo
[C]
α
xxqqq
qqq
qqq
qq
[V − T ] [C − Z]⊕ [V ].
Preuve : En effet, les relations de la proposition qui pre´ce`de celle-ci sont exactement les
relations qui montrent que la contraction de´finie ci-dessus est une e´quivalence d’homotopie
entre le morphisme identite´ et le morphisme nul.
3.3.2.2 Cohomologie de la droite affine
La proposition que l’on a e´nonce´e ci-dessus, nous permet d’obtenir le re´sultat fondamental
qui suit. C’est une le´ge`re ge´ne´ralisation de la proposition 5.4 de [FSV00c] ; elle est donc
pour l’essentiel due a` V. Voevodsky.
Soit C/k une courbe alge´brique. On commence par introduire la proprie´te´ suivante
sur C :
(N) Pour toute extension finie L/k, Pic (C ⊗k L) = 0.
Remarque 3.3.17.– Si cette proprie´te´ est vraie pour C, elle l’est pour tout ouvert de
C. Si C est affine d’anneau A, cela revient a` dire (cf [EGA4], 21.7.6 et 21.7.7) que pour
toute extension finie L/k, l’anneau A⊗k L est factoriel.
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Cette proprie´te´ implique que pour tout sous-sche´ma ferme´ Z de C de dimension nulle,
Pic (CZ) = 0. De`s lors :
The´ore`me 3.3.18 Soit C/k une courbe alge´brique quasi-affine lisse ve´rifiant la proprie´te´
(N).
Soit F un pre´faisceau homotopique, et t une topologie sur Lk telle que t = Nis ou
t = Zar.
Alors, pour tout entier naturel n, le n-groupe de cohomologie de Cech de C a` coefficient
dans F est e´gal a`
Hˇnt (C;F ) =
{
F (C) si n = 0
0 sinon.
Par ailleurs, le pre´faisceau F restreint au petit site Zariski CZar est un faisceau pour
la topologie de Zariski.
Preuve : On peut se re´duire au cas ou` C est connexe. D’apre`s la proposition 3.3.14, pour
tout carre´ distingue´ (C,C − Z, V ), le complexe suivant
0→ F (V )→ F (V − T )⊕ F (C − Z)→ F (V − T )→ 0
est contractile.
Comme les familles couvrantes associe´s aux carre´s distingue´s forment une base pour
la topologie de Nisnevich, l’assertion pour t = Nis en de´coule.
Par ailleurs, les recouvrements ouverts forme´s de deux ouverts sont aussi associe´s a` un
carre´ distingue´ e´vident, et comme ces recouvrements forment une base pour la topologie
de Zariski, l’assertion pour la cohomologie de Cech avec t = Zar en de´coule.
Enfin, tout ouvert U de C satisfait la proprie´te´ (N). Il en re´sulte d’apre`s la
proposition 1.3.26 que F ve´rifie la condition des faisceaux relativement a` U et a` tout
recouvrement ouvert de U ; donc F est un faisceau pour la topologie de Zariski sur CZar. ¤
Corollaire 3.3.19 Soit C/k une courbe alge´brique quasi-affine lisse ve´rifiant la proprie´te´
(N).
Soit F un pre´faisceau homotopique, et t une topologie sur Lk telle que t = Nis ou
t = Zar.
Alors, pour tout entier n > 0,
Hnt (C;Ft) = 0
Preuve : En effet, puisque la t-cohomologie de F a` coefficient dans C est nulle en
dimension strictement supe´rieure a` 1, il suffit d’appliquer [Mil80], III.2.10 pour conclure. ¤
Remarque 3.3.20.– Dans les hypothe`ses de ce the´ore`me, le fait que C ve´rifie la proprie´te´
(N) est non seulement suffisant mais ne´cessaire. En effet, soit C/k une courbe alge´brique
lisse telle que pour tout pre´faisceau homotopique, H1(C;FNis) = 0. Alors, si L/k est
une extension finie, notant j : Spec (L)→ Spec (k) le morphisme associe´, on peut consid-
e´rer le faisceau homotopique j∗j∗Gm, ou` Gm est vu comme un faisceau sur Lk. Alors,
H1(C; j∗j∗Gm) = Pic (C ⊗k L), ce qui montre que C ve´rifie la proprie´te´ (N).
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3.3.2.3 De´monstration finale
On arrive au but de cette sous-section :
The´ore`me 3.3.21 Soit F un pre´faisceau homotopique, alors FNis (conside´re´ comme pre´-
faisceau avec transfert), est invariant par homotopie.
Preuve : On fait cette de´monstration en trois e´tapes :
1) Le faisceau Zariski FZar est un pre´faisceau homotopique.
Le point de´licat est de montrer que FZar est muni d’une structure de faisceau avec
transferts. Pour cela, on adopte la de´monstration de [FSV00c], proposition 4.22 et 4.25.
Elle consiste a` montrer que le pre´faisceau se´pare´ pour la topologie de Zariski
s(F )(X) = F (X)/Ker
F (X)→ ⊕
(Ui)i rec. de X
F (Ui)

admet une structure de pre´faisceau avec transferts, en utilisant la proposition 3.3.1 (cf loc.
cit., 4.22). On en de´duit qu’il existe une unique structure de pre´faisceau avec transferts
sur FZar telle que F → FZar soit un morphisme de pre´faisceaux avec transferts (cf loc. cit.,
4.25). Pour cela, on utilise a` nouveau 3.3.1 mais aussi le re´sultat suivant :
Pour tout sche´ma semi-local W,
formellement lisse et essentiellement de type fini sur k, FZar(W ) = F (W ).
(3.1)
2) On utilise le lemme suivant :
Lemme 3.3.22 (F de´signe toujours un pre´faisceau homotopique sur k.)
On conside`re la topologie t = Zar ou Nis sur Lk. Si pour toute extension de type fini
K/k et tout pre´faisceau homotopique G sur E, Gt(A1K) = G(A1K), alors Ft est invariant
par homotopie.
Preuve : Soit X un sche´ma alge´brique lisse. On doit montrer que l’application
Ft(X)→ Ft(A1 ×X)
est bijective.
Or l’application Ft(A1 × X) → Ft(X) induite par la section nulle de A1X en est une
re´traction. Il suffit donc de montrer que cette dernie`re application est injective.
On peut supposer que X est connexe. Soit U un ouvert non vide de X. Alors, dans le
diagramme
Ft(A1 ×X) //
²²
Ft(A1 × U)
²²
Ft(X) // Ft(U)
les fle`ches horizontales sont injectives d’apre`s la proposition 3.3.1.
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Conside´rons maintenant la limite inductive de ces diagrammes lorsque U parcourt
l’ensemble ordonne´ des ouverts de X. Si x est le point ge´ne´rique de X, on obtient donc le
diagramme
Ft(A1 ×X) //
²²
Ft(A1 ×Xx)
²²
Ft(X) // Ft(Xx)
dans lequel les fle`ches horizontales sont encore injectives (A1 × Xx et Xx sont des pro-
objets). Soit K le corps des fonctions de X, qui est une extension se´parable de k. Notons
τ : Spec (K) → Spec (k) le morphisme canonique. Puisque (X,x) est tautologiquement
un mode`le de K, on a un isomorphisme de pro-objets canonique (K) → Xx. Or, d’apre`s
la proposition 3.3.1 (qui se ge´ne´ralise par les meˆmes de´monstrations au cas ou` t = Zar,
compte tenu de l’e´tape pre´ce´dente), on a
(Ft)(K) = τ∗(Ft)(Spec (K)) = (τˆ∗F )t(Spec (K))
(Ft)(A1 × (K)) = (τˆ∗F )t(A1K).
Il suffit donc de montrer que le morphisme canonique (τˆ∗F )t(A1K)→ (τˆ∗F )t(Spec (K))
est injectif, et on s’est donc ramene´ a` l’hypothe`se du lemme.
3) Le lemme pre´ce´dent, ainsi que le the´ore`me 3.3.18 applique´ avec t = Zar, montre que
FZar est invariant par homotopie.
Or par ailleurs, FZar est se´pare´ pour la topologie de Nisnevich. En effet, soit X un
sche´ma connexe dans Lk, et (Wi)i un recouvrement de X pour la topologie de Nisnevich,
obtenu par composition de recouvrements e´le´mentaires. On doit montrer que
FZar(X)→
⊕
i
FZar(Wi)
est injectif. Soit a ∈ FZar(X) est tel que pour tout indice i, a|Wi = 0. A nouveau, il existe
un indice i tel que Wi est un ouvert non vide de X. De`s lors, d’apre`s la proposition 3.3.1
applique´e a` l’ouvert dense Wi de X et a` t = Zar, on en de´duit que a = 0.
De`s lors, si on applique le the´ore`me 3.3.18 au pre´faisceau homotopique FZar, avec
t = Nis, on en de´duit
FNis(C) = (FZar)Nis(C) = Hˇ
0
Nis(C;FZar) = FZar(C) = F (C).
De`s lors, le lemme de l’e´tape 2 applique´ avec t = Nis nous permet de conclure. ¤
Remarque 3.3.23.– Dans notre expose´, cette de´monstration est donc partiellement
incomple`te. Pre´cisons toutefois que l’assertion (3.1) re´sulte de la proposition analogue de
1.3.24, ou` l’on remplace le singleton {x} par un nombre fini de points de X, en utilisant
a` nouveau 1.3.11 pour l’existence d’une compactification au voisinage de ce nombre fini
de points.
Le the´ore`me pre´ce´dent implique donc les proprie´te´s suivantes des faisceaux homo-
topiques :
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Corollaire 3.3.24 Le foncteur atr : Ptrk → N trk laisse stable la proprie´te´ d’invariance
par homotopie.
Il induit donc un foncteur aHtr : HPtrk → HN trk qui est adjoint a` gauche du foncteur
d’inclusion HN trk ↪→ HPtrk . De plus, le diagramme suivant commute
HPtrk
aHtr //
²²
HN trk
²²
Pk
a
Nis // Nk.
Corollaire 3.3.25 La cate´gorie des faisceaux homotopiques est abe´lienne et de
Grothendieck (cf de´finition C.1.4) et admet des sommes et produits infinis.
De plus, le foncteur d’inclusion HN trk ↪→ N trk est exact.
Preuve : En effet, il re´sulte du corollaire pre´ce´dent que aHtr est exact. De`s lors, la
premie`re partie de la proposition re´sulte des lemmes e´le´mentaires C.1.3 et C.1.7.
La deuxie`me partie re´sulte du fait que le noyau (resp. conoyau) d’un morphisme
u : F → G de faisceaux avec transferts est invariant par homotopie de`s que F et G sont
invariants par homotopie. ¤
On obtient meˆme la proprie´te´ suivante qui e´claire la de´monstration du the´ore`me 3.3.21 :
Corollaire 3.3.26 Soit F un pre´faisceau homotopique.
Alors, le morphisme canonique FZar → FNis est un isomorphisme.
Preuve : D’apre`s ce qui pre´ce`de, le faisceau FNis est un pre´faisceau homotopique. De`s
lors, le corollaire re´sulte de 3.3.5 applique´ au morphisme de pre´faisceaux homotopiques
F → FNis et a` la topologie t = Zar. ¤
3.4 Modules homotopiques (avec transferts)
Dans cette partie, on revient au cas ge´ne´ral d’une base S re´gulie`re, noethe´ri-
enne et de dimension de Krull finie, de´finie sur k.
Toutefois, certaines propositions ne´cessitent l’hypothe`se que S = Spec (k) ; on le pre´-
cisera alors.
3.4.1 Graduation infe´rieure
De´finition 3.4.1 Soit F un pre´faisceau homotopique sur S, on de´finit le pre´faisceau ho-
motopique F−1 par la formule :
F−1(X) = coKer
(
F (A1 ×X)→ F (Gm ×X)
)
pour X dans LS.
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On justifie cette de´finition puisque la cate´gorie des pre´faisceaux avec transferts sur S est
abe´lienne, et que d’apre`s le lemme des cinq, F−1 est de plus invariant par homotopie.
Par ailleurs, on obtient une re´traction
F (A1 ×X) //
' ²²
F (Gm ×X)
s∗1vvll
lll
lll
F (X).
Le morphisme s1 est obtenu par l’immersion ferme´e {1}×X → Gm×X. On dispose donc
de la suite exacte courte scinde´e :
0→ F (A1 ×X)→ F (Gm ×X)→ F−1(X)→ 0.
3.4.2.– On conside´rera de´sormais que F−1(X) ⊂ F (Gm × X) au moyen de la section
associe´e a` la re´traction plus haut. Par ailleurs, cette inclusion est naturelle en X puisqu’il
en est de meˆme de la re´traction.
Lemme 3.4.3 Soit F un pre´faisceau homotopique dans HPtrS .
Il existe un isomorphisme canonique, naturel en F ,
F−1
∼−→ HomPtrS (LS [Gm/{1}] , F ) ,
pour lequel on a note´ LS [Gm/{1}] le conoyau, dans la cate´gorie des faisceaux avec trans-
ferts sur S, de l’immersion ferme´e {1} → Gm.
Preuve : Conside´rant la re´traction canonique de F (A1 ×X) → F (Gm ×X), on obtient
une suite exacte
0→ F−1(X)→ F (Gm ×X)→ F (X)→ 0
dans laquelle le dernier morphisme correspond a` la section X → Gm × X,x 7→ (x, 1).
Or, F (Gm ×X) = HomPtrS (LS [Gm] , F ) (X). Il suffit maintenant d’appliquer le fait que
HomPtrS (., F ) est exact a` gauche pour terminer la de´monstration. ¤
On en de´duit de`s lors le corollaire suivant :
Corollaire 3.4.4 Si F est un faisceau homotopique sur S, le pre´faisceau F−1 est un
faisceau homotopique sur S.
Par ailleurs, le foncteur (.)−1 dispose d’une proprie´te´ plus remarquable encore pour les
faisceaux homotopiques :
Proposition 3.4.5 (cas S = Spec (k)) Le foncteur
HN trk → HN trk , F 7→ F−1
est exact.
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Preuve : Soit donc
0→ F → G→ H → 0
une suite exacte de faisceaux homotopiques ; montrons que la suite
0→ F−1 → G−1 → H−1 → 0
de faisceaux homotopiques est exacte. D’apre`s le lemme 3.4.3, on sait de´ja` que ce foncteur
est exact a` gauche.
Puis, d’apre`s la proposition 3.3.4, il suffit de montrer l’exactitude sur les fibres en un
point E/k dans E sk .
Par de´finition, on a donc le diagramme suivant :
0
²²
0
²²
0
²²
0 // F (A1E) //
²²
G(A1E) //
²²
H(A1E)
²²
// 0
0 // F (Gm × (E)) //
²²
G(Gm × (E)) (∗) //
²²
H(Gm × (E))
²²
0 // F−1(E) //
²²
G−1(E) //
²²
H−1(E)
²²
.0 0 0
Toutes les lignes de ce diagramme sont exactes car F ,G etH sont invariants par homotopie.
Il reste donc a` montrer que la fle`che (∗) est surjective. Or, on connait son conoyau qui
s’inscrit dans la suite exacte de cohomologie
0→ F (Gm × (E))→ G(Gm × (E))→ H(Gm × (E))
→ H1(Gm × (E);F )→ ...
Par changement de base, il suffit maintenant d’appliquer le the´ore`me 3.3.18 pour conclure
que H1(Gm × (E);F ) = 0, et achever la de´monstration. ¤
De´finition 3.4.6 Soit F un faisceau homotopique sur S.
On de´finit par re´currence le faisceau homotopique F−n, qui est l’application du foncteur
(.)−1 n fois a` F .
Exemple 3.4.7.– Le cas des k-Extensions e´tales :
Proposition 3.4.8 Soit X un sche´ma alge´brique e´tale.
1. Le faisceau avec transferts L[X] est invariant par homotopie.
2. Pour tout entier n > 0, L[X]−n = 0.
Preuve : Comme X est somme directe de spectres de la forme Spec (E), ou` E/k est finie
se´parable, on peut se restreindre au cas X = Spec (E).
De`s lors, si Y est un sche´ma alge´brique lisse,
c (Y, Spec (E)) = Zpi0(YE)
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ou` l’on a pose´ YE = Y ×k Spec (E), et pi0(.) est le foncteur des composantes connexes
(pour la topologie de Zariski).
De`s lors, si Y est ge´ome´triquement connexe, il s’ensuit que L[Spec (E)] (Y ) = Z.
Comme A1k est ge´ome´triquement connexe, le foncteur L[Spec (E)] est invariant par ho-
motopie.
Par ailleurs, comme Gm est aussi ge´ome´triquement connexe, il s’ensuit par de´finition
que L[Spec (E)]−1 = 0. ¤
3.4.2 Sphe`re de Tate
Lemme 3.4.9 Soit F un faisceau homotopique sur S.
On a un isomorphisme canonique
F−1 ' HomN trS (h0LS [Gm/1] , F ) .
Preuve : Compte tenu du lemme 3.4.3, on regarde le morphisme d’adjonction canonique
LS [Gm/1] → h0LS [Gm/1] qui re´sulte du fait que h0 est adjoint a` gauche du foncteur
d’oubli.
Celui-ci induit un morphisme
HomN trS (h0LS [Gm/1] , F )→ HomN trS (LS [Gm/1] , F ) .
Or, soit X un S-sche´ma alge´brique lisse, le morphisme induit sur les sections de X est
alors
HomN trS
(
LS [X]⊗tr h0LS [Gm/1] , F
)→ HomN trS (LS [X]⊗tr LS [Gm/1] , F ) .
Comme ces deux derniers groupes sont isomorphes a`
HomN trk
(
h0(LS [X]⊗tr LS [Gm/1]), F
)
d’apre`s le lemme 3.1.10 (par des isomorphismes
compatibles au morphisme conside´re´), on peut conclure. ¤
De´finition 3.4.10 On appelle sphe`re de Tate (sur S) le faisceau homotopique
h0LS [Gm/1], que l’on note S1t .
Par ailleurs, si n ∈ N, on note Snt le faisceau homotopique (S1t )⊗Htr,n.
De`s lors, le lemme pre´ce´dent se traduit par un isomorphisme canonique
F−1 ' HomHN trS
(
S1t , F
)
que l’on peut d’ailleurs ge´ne´raliser pout tout entier n ≥ 0 en un isomorphisme canonique
F−n ' HomHN trS (S
n
t , F ) .
Remarque 3.4.11.– Dans le cas ou` S = Spec (k), on peut de plus conside´rer les
faisceaux Snt comme des points pour les faisceaux homotopiques, puisque le groupe
abe´lien HomHN trk (S
n
t , F ) n’est autre que le groupe F−n(k), et constitue donc un fonc-
teur fibre (au sens de 3.3.8) pour la cate´gorie abe´lienne HN trk (d’apre`s la proposition 3.4.5).
Par ailleurs, les puissances de la sphe`re de Tate admettent la pre´sentation suivante :
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Proposition 3.4.12 Soient n ∈ N et 1 ≤ i ≤ n deux entiers, et notons ιi : Gn−1m →
Gnm l’immersion ferme´e donne´e sur les points rationnels par l’application (x1, ..., xn−1) 7→
(x1, ..., 1, ..., xn), ou` la coordonne´e 1 est en i-e`me position.
Il existe une suite exacte courte canonique dans HN trS
n⊕
i=1
h0LS
[
Gn−1m
] P
i ι
i∗−−−→ h0LS [Gnm] −→ Snt → 0.
Si n = 1, le morphisme de gauche admet une re´traction, et on obtient donc une
de´composition canonique dans HN trS
h0LS [Gm] ' ZS ⊕ S1t .
Preuve : On peut en effet appliquer le lemme 3.1.10, pour obtenir le calcul :
Snt = h0LS [Gm/1]⊗Htr ...⊗Htr h0LS [Gm/1]
' h0
(
LS [Gm/1]⊗tr ...⊗tr LS [Gm/1]
)
.
Or, par exactitude a` droite du foncteur produit tensoriel, le faisceau avec transferts qui
apparaˆıt est simplement le faisceau avec transfert obtenu comme conoyau du morphisme
n⊕
i=1
LS
[
Gn−1m
] P
i ι
i∗−−−→ LS [Gnm] .
Comme h0 est exact a` droite (puisqu’adjoint a` gauche), on en de´duit la suite exacte courte
n⊕
i=1
h0LS
[
Gn−1m
] P
i ι
i∗−−−→ h0LS [Gnm] −→ Snt → 0.
Enfin, pour le cas n = 1, la re´traction est donne´e par le morphisme de projection
Gm → Spec (k). ¤
La proposition suivante est un calcul duˆ a` V. Voevodsky (cf [FSV00b], 3.4.2) dont la
ge´ne´ralisation au cas d’une base d’e´gale caracte´ristique ne pose pas de proble`me :
Proposition 3.4.13 Soit X un S-sche´ma alge´brique lisse, alors le morphisme compose´
suivant
O×X = Gm(X)
Γ−→ cS (X,Gm)→ piS (X,Gm) = h0LS [Gm] (X)→ S1t (X)
est un isomorphisme (Γ est l’application graphe, et les autres morphismes sont les e´pimor-
phismes canoniques).
Preuve : Conside´rons, d’apre`s la proposition 3.4.12, la suite exacte courte de HN trk :
0→ h0LS [{1}] i∗−→ h0LS [Gm]→ S1t → 0
ou` i est l’immersion ferme´e canonique.
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Mais par ailleurs, on peut conside´rer le triangle commutatif suivant dans HN trS
h0LS [{1}] i∗ // h0LS [Gm]
j∗vvm
mmmm
m
h0LS
[
A1k
]p∗ OO
ou` j : Gm → A1k est l’immersion ouverte canonique et p : A1k → Spec (k) la projection.
Comme le morphisme induit p∗ est un isomorphisme, on obtient encore une suite exacte
courte
0→ S1t → h0LS [Gm] j∗−→ h0LS
[
A1k
]→ 0
puisque s∗ ◦ j∗ est une re´traction de i∗.
Or, soit X un S-sche´ma alge´brique lisse ; le the´ore`me 1.3.18 donne le carre´ commutatif
suivant :
piS (X,Gm,S)
j∗|X //
∼
²²
piS
(
X,A1S
)
∼
²²
Pic
(
P1X , X1 unionsqX∞
) r∞ // Pic (P1X , X∞) .
Pour calculer le morphisme j∗|X , on est donc ramene´ a` calculer le morphisme de restric-
tion r∞ (qui a` une trivialisation sur X1 unionsqX∞ associe sa restriction a` X∞). Conside´rons
donc la suite exacte longue associe´e au groupe de Picard relatif :
Gm(P1X) //
²²
Gm(X1 unionsqX∞)(1)//
²²
Pic
(
P1X , X1 unionsqX∞
)
//
²²
Pic(P1X) //
²²
Pic(X1 unionsqX∞)
²²
Gm(P1X) // Gm(X∞) // Pic
(
P1X , X∞
)
// Pic(P1X) // Pic(X∞).
Ce diagramme de suite exacte nous permet donc de conclure que le noyau de j∗|X
s’identifie avec le noyau du morphisme de projection Gm(X1)⊕Gm(X∞)→ Gm(X∞).
Par ailleurs, puisque la fle`che (1) est induite par le graphe, la forme pre´cise de
l’isomorphisme en de´coule. ¤
Remarque 3.4.14.– Ainsi, on obtient un isomorphisme de faisceaux dans Nk
Gm(.)→ S1t .
Ceci munit donc canoniquement le faisceau Gm(.) d’une structure de faisceau avec trans-
ferts. Or cette structure est particulie`rement simple. En effet, si X et Y sont des sche´mas
alge´briques lisses connexes, et Z ⊂ X ×k Y un sous-sche´ma ferme´ inte`gre dont la projec-
tion sur X est fini surjective, on peut conside´rer le morphisme Z∗ de´fini par le diagramme
suivant
OY (Y )× //
Z∗ ''O
OOO
OOO
OZ(Z)× 
 //
²²Â
Â
κ(Z)×
Nκ(Z)/κ(X)²²
OX(X)× 
 // κ(X)×,
ou` Nκ(Z)/κ(X) de´signe la norme de l’extension finie correspondante. La fle`che pointille´e
est de´finie car Y est normal, ce qui implique que l’anneau OX(X) est inte´gralement clos.
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Ce proce´de´ munit donc le faisceau Gm(.) de transferts. On peut ve´rifier que
l’isomorphisme de la proposition pre´ce´dente Gm(.) → S1t est alors un morphisme de
faisceaux avec transferts, pour la structure que l’on vient de de´finir sur Gm(.).
Remarque 3.4.15.– On obtient en particulier l’isomorphisme
k× = Gm(k) ' (c (k,Gm) /c (k, {1}))/∼h
ou` ∼h est la relation d’homotopie.
Soit Ω une cloˆture alge´brique de k. Alors, c (k,Gm) est en bijection avec les points
ferme´s de Gm, autrement dit, avec les e´le´ments alge´briques sur k dans Ω.
Le morphisme Gm(k) → c (k,Gm) consiste donc uniquement a` voir un e´le´ment de k×
comme un point ferme´ (rationnel) de Gm.
Par ailleurs, soient x un e´le´ment de Ω alge´brique sur k, et Qx son polynoˆme minimal.
Alors,
{x} ∼h {Qx(0)}.
Par ailleurs, si x et y sont dans k× \ {1}, on a encore
{x}+ {y} ∼h {x.y}.
On a donc montre´ d’une deuxie`me fac¸on que la fle`che Gm(k) → c (k,Gm) induit un
morphisme de groupes surjectif Gm(k)→ h0(LS [Gm/{1}])(k).
On en de´duit une de´termination explicite des gradue´s infe´rieurs de la sphe`re de Tate :
Corollaire 3.4.16 Pour tout entier n > 0,
(S1t )−n =
{
ZS si n = 1
0 sinon
La notation ZS de´signe le faisceau Zariski constant sur LS de valeur Z.
Preuve : Par de´finition, et d’apre`s la proposition 3.4.13, on dispose de la suite exacte
courte :
0→ Gm(A1 ×X) j
∗
−→ Gm(Gm ×X)→ (S1t )−1(X)→ 0.
Or, si X est connexe, Gm(Gm × X) = Gm(X) ⊕ Z, et le morphisme j∗ correspond a`
l’inclusion de Gm(X) dans le groupe pre´ce´dent. Donc dans ce cas, (S1t )−1(X) = Z. Le
re´sultat pour n = 1 en de´coule puisque S1t est additif en tant que faisceau.
Par ailleurs, la meˆme suite exacte montre que les gradue´s infe´rieurs du faisceau
constant ZS sont nuls, d’ou` les autres cas. ¤
3.4.3 S1t -modules
On note Z − HN trS la cate´gorie des objets Z-gradue´s de la cate´gorie HN trS , munie de sa
structure mono¨ıdale syme´trique canonique (cf C.5.3). Par ailleurs, pour des raisons qui
apparaˆıtront plus tard (cf 9.1.7), si F∗ est un faisceau homotopique gradue´, on note F∗{n}
le faisceau gradue´ obtenu par de´calage de F∗ de n rangs a` gauche.
On adopte tout d’abord les notations suivantes :
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De´finition 3.4.17 Si F est un faisceau homotopique sur S, on note Σ∞F le faisceau
gradue´
(Σ∞F )n =
{
0 si n<0
Snt ⊗Htr F sinon.
Lorsque F = ZS, on pose S∗t = Σ∞ZS.
Cela de´finit un foncteur Σ∞ : HN trS → Z−HN trS .
Ainsi, pour tout faisceau homotopique F , on a l’e´galite´
S∗t ⊗ˆF = Σ∞(F ).
3.4.18.– Conside´rons le morphisme gradue´ µ : S∗t ⊗ˆS∗t → S∗t qui en degre´ n est e´gal a`
la somme des isomorphismes Spt ⊗Htr Sqt → Snt pour n = p + q. Ce morphisme munit
l’objet S∗t d’une structure d’alge`bre dans la cate´gorie additive mono¨ıdale Z−HN trS , ou` le
morphisme unite´ est le morphisme canonique ZS → S∗t .
Proposition 3.4.19 L’alge`bre gradue´e S∗t de HN trS est anti-commutative (cf de´finition
C.5.4).
Preuve : Soit ² l’endomorphisme «inverse» du sche´ma en groupe de Gm.
Alors, la permutation des facteurs sur G2m est e´gale dans la cate´gorie piLcor,k au mor-
phisme 1 ×k ² (appliquer la me´thode du de´but de la de´monstration 5.5.10 pour produire
une homotopie).
Or, ² induit un morphisme canonique sur S1t que l’on note encore ². De`s lors, la
permutation des facteurs sur S2t est aussi e´gale au morphisme 1 ⊗Htr ². Or, a` travers
l’isomorphisme de 3.4.16
HomHN trS
(
S1t , S
1
t
) ' Z,
et le morphisme ² est envoye´ sur −1, ce qui permet de conclure. ¤
De´finition 3.4.20 On appelle S1t -module sur S tout S
∗
t -module gradue´ a` gauche de HN
tr
S
(cf de´finition C.4.7). On note S1t −HN trS la cate´gorie des S1t -modules.
L’alge`bre S∗t est l’alge`bre gradue´e engendre´e par S1t en degre´ 1. Ainsi, la donne´e d’un
S1t -module est e´quivalente a` la donne´e d’un faisceau homotopique gradue´ F∗ muni d’un
morphisme gradue´ de degre´ 1 :
τ : S1t ⊗Htr F∗ → F∗
Pour cette raison, lorsqu’on conside´rera un S1t -module, on utilisera la notation abre´ge´e
(F∗, τ) ou` τ de´signe le morphisme S1t ⊗Htr F∗ → F∗.
D’apre`s le lemme C.5.6, le faisceau homotopique gradue´ S∗t ⊗ˆF = Σ∞F est muni
d’une structure canonique de S1t -module, et le foncteur Σ
∞ : HN trS → S1t −HN trS qui en
re´sulte est adjoint a` gauche du foncteur d’oubli.
3.4.21.– Soit (F∗, τ) un S1t -module. On pose
Ω(F∗) = HomHN trS
(
S1t , F∗
) {1}.
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Par adjonction, le morphisme τ correspond a` un morphisme gradue´ (de degre´ 0)
² : F∗ → Ω(F∗).
Puisque S∗t est une alge`bre gradue´e anti-commutative, F∗ est muni d’une structure de
S∗t -module a` droite canonique, telle que F∗ est un (S∗t , S∗t )-bimodule (cf C.5.7). Ainsi, on
en de´duit une structure de S∗t -module a` droite sur ΩF∗ telle que l’application ci-dessus
soit un morphisme de module a` droite. A cette structure correspond une unique structure
de S∗t -module a` gauche ; donc Ω(F∗) est canoniquement un S1t -module, et le morphisme
ci-dessus est un morphisme de S1t -module.
La cate´gorie Z−HN trS admet des conoyaux (car le conoyau d’un faisceau est un fais-
ceau) ; elle est de plus abe´lienne lorsque S = Spec (k) d’apre`s 3.3.25. Ainsi les propositions
C.5.8 et C.5.9 se reformulent dans notre cas en la proposition :
Proposition 3.4.22 La cate´gorie S1t − HN trS est munie d’une structure mono¨ıdale
syme´trique canonique.
De plus, la cate´gorie S1t −HN trk est abe´lienne et sa structure mono¨ıdale est ferme´e.
Ajoutons que la cate´gorie S1t −HN trk admet toutes les limites inductives et toutes les
limites projectives.
3.4.4 De´finition finale
De´finition 3.4.23 Soit (F∗, τ) un S1t -module.
On dit que (F∗, τ) est un module homotopique avec transferts sur S si et seulement
si ∀n ∈ Z, le morphisme ²n : Fn → HomN trS
(
S1t , Fn+1
)
obtenu par adjonction a` partir de
τn est un isomorphisme.
On notera de fac¸on abre´ge´ (F∗, ²) un tel module, ² de´signant la famille d’isomorphismes
de de´finition (²n)n∈Z.
On note enfin HM trS la sous-cate´gorie des S
1
t -modules sur S forme´e des modules ho-
motopiques avec transferts.
Autrement dit, (F∗, ²) est un module homotopique si et seulement si le morphisme
² : F∗ → ΩF∗ est un isomorphisme.
Remarque 3.4.24.– Ces objets sont l’analogue des Ω-spectres de la topologie alge´brique,
conside´rant que S1t est la sphe`re dans notre situation.
Convention 3.4.25.– Conforme´ments a` la convention 3.1.3, on abre´gera la ter-
minologie «module homotopique avec transferts» en «module homotopique».
Remarque 3.4.26.– On fera attention qu’il s’agit la` d’un abus, les modules homo-
topiques de´finis dans [Mor], de´f. 3.2.1 e´tant plus ge´ne´raux. Dans le cas ou` S est le spectre
d’un corps parfait, on conjecture suivant F.Morel que les modules homotopiques avec
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transferts de´finis ci-dessus sont e´quivalents aux modules homotopiques oriente´s de loc.cit.
3.4.27.– Soit (F∗, ²) un module homotopique. On de´finit par re´currence sur l’entier p > 0
le morphisme
²n,p : Fn → (Fn+p)−p
en posant, ²n,1 = ²n, et ²n,p e´gal a`
Fn
²n,p−1−−−−→ (Fn+p−1)−(p−1)
(²n+p−1,1)−(p−1)−−−−−−−−−−−→ ((Fn+p)−1)−(p−1) ∼−→ (Fn+p)−p.
3.4.4.1 Le cas ou` la base est un corps
On a de´ja` vu pre´ce´demment que dans ce cas, la cate´gorie S1t − HN trk est abe´lienne,
mono¨ıdale syme´trique et ferme´e. De plus, elle admet toutes les limites inductives et toutes
les limites projectives. On en de´duit tout d’abord, a` l’aide de l’exactitude du foncteur ?−1
(cf 3.4.5), la proposition suivante :
Proposition 3.4.28 La cate´gorie HM trk est abe´lienne, et admet des sommes et produits
quelconques. De plus, les limites inductives filtrantes y sont exactes.
Remarque 3.4.29.– Autrement dit, la cate´gorie HM trk est non seulement abe´lienne,
mais ve´rifie l’axiome AB5 de [Gro57]. Nous verrons plus tard qu’elle est meˆme de
Grothendieck (cf de´finition C.1.4).
Par ailleurs, l’exactitude du foncteur ?−1 permet encore de de´duire facilement le lemme
suivant :
Lemme 3.4.30 Le foncteur de´fini dans 3.4.21
Ω : S1t −HN trk → S1t −HN trk
est exact.
On en de´duit imme´diatement la construction :
Proposition 3.4.31 Soit F∗ un S1t -module.
Pour tout entier naturel n, on note ΩnF∗ l’application ite´re´e n fois de Ω a` F∗. On
conside`re alors la limite inductive filtrante dans S1t −HN trk
Ω∞F∗ = lim−→
n∈N
ΩnF∗.
Alors, Ω∞F∗ est un module homotopique.
Preuve : En effet, cela re´sulte du fait que ΩΩ∞ ' Ω∞Ω, d’apre`s le lemme pre´ce´dent. ¤
On utilisera plus tard ce foncteur pour montrer que la cate´gorie des modules
homotopiques est mono¨ıdale syme´trique et ferme´e. La raison pour remettre a` plus
tard cette affirmation est que nous aurons besoin d’un the´ore`me de Voevodsky ; or,
l’esprit de ces premiers chapitres est d’exposer la the´orie en minimisant les re´sultats admis.
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Remarque 3.4.32.– Ces notations sont particulie`rement inspire´es de la the´orie homo-
topique stable en topologie alge´brique. Comme on l’a de´ja` remarque´ les S1t -modules cor-
respondent aux spectres de la topologie alge´brique, et les modules homotopiques aux
Ω-spectres. Le foncteur Ω∞ correspond au spectre des lacets infinis.
L’analogue de la cate´gorie homotopique des espaces topologiques est alors la cate´gorie
des modules homotopiques. La diffe´rence avec la topologie alge´brique tient au fait que l’on
conside`re des spectres directement dans la cate´gorie homotopique, alors qu’en topologie, on
conside`re des spectres dans la cate´gorie des espaces topologiques, que l’on localise ensuite
a` «homotopie stable pre`s».
On remarque que la sphe`re S0 de la topologie alge´brique est, a` homotopie pre`s, anti-
commutative comme la sphe`re S∗t que l’on a conside´re´ ici. Le fait que le spectre des sphe`res
S0 ne soit pas commutatif sans passer a` la cate´gorie homotopique force les topologues a`
utiliser (par exemple) les spectres syme´triques pour de´finir un produit tensoriel syme´trique
sur les spectres.
On verra plus loin que nous n’avons pas besoin de ces conside´rations, car le produit
tensoriel des S1t -modules suffit.
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Chapter 4
Modules de cycles
Dans tout ce chapitre, on adopte les conventions suivantes :
1. k de´signe un corps quelconque.
2. S est un k-sche´ma essentiellement de type fini.
3. En l’absence de pre´cisions, les sche´mas conside´re´s sont des S-sche´mas
essentiellement de type fini.
En tout e´tat de cause, suivant la convention ge´ne´rale de cette the`se, tous les sche´mas
de ce chapitre sont munis d’une structure de k-sche´ma. Pour dire que le sche´ma X n’est
pas ne´cessairement muni d’une structure de S-sche´ma, on pre´cisera «soit X un k-sche´ma».
4.1 Rappels
4.1.1 Pre´-modules et modules de cycles
On rappelle les de´finitions suivantes introduites dans 2.1.3.4 :
De´finition 4.1.1 On note ES la cate´gorie des morphismes essentiellement de type fini
Spec (E)→ S ou` E est un corps, avec pour morphismes les triangles commutatifs e´vidents.
On appelle de tels morphismes simplement des points de S.
Par ailleurs, si E/S est un tel point, et v une valuation sur E, on dit que v est une
valuation ge´ome´trique de E/S si et seulement si le morphisme canonique Spec (E) → S
se factorise en un k-morphisme Spec (Ov)→ S essentiellement de type fini.
Enfin on appellera simplement traits de S les morphismes Spec (Ov) → S, et on les
notera de fac¸on abre´ge´e Ov/S.
Remarque 4.1.2.– Compte tenu des conventions de ce chapitre, un point de S est donc
un sche´ma inte`gre dont l’ensemble sous-jacent est un singleton ; un trait de S (ou sur S)
est un sche´ma re´gulier dont l’espace topologique sous-jacent est forme´ de deux points, l’un
ferme´ et l’autre ouvert.
Ainsi, dans ce chapitre, on ne se restreint plus aux points qui sont essentiellement
lisses sur S (cf 2.1.3.4). Pour cette raison, l’hypothe`se que k est parfait est inutile, et l’on
peut meˆme effectuer la plupart des constructions dans le cas ou` la base est S.
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Remarque 4.1.3.– Si v est une valuation ge´ome´trique sur un point E/S, Spec (Ov) est
essentiellement de type fini sur S, donc sur k. De`s lors, cette valuation est ne´cessairement
discre`te, puisque Ov est alors noethe´rien.
Dans cette section, on rappelle pour la commodite´ du lecteur la the´orie des modules
de cycles dues a` M. Rost, telle qu’elle est expose´e dans [Ros96]. On a reproduit ci-dessous
exactement les de´finitions des paragraphes 1 et 2 :
De´finition 4.1.4 Un pre´-module de cycles M sur S est la donne´e :
D1: Pour tout morphisme ϕ : E → L de ES, d’un morphisme ϕ∗ : M(E) → M(L) de
degre´ 0, parfois note´ rL/E et appele´ restriction.
D2: Pour tout morphisme fini ϕ : E → L dans ES, d’un morphisme ϕ∗ :M(L)→M(E)
de degre´ 0, parfois note´ cL/E et appele´ corestriction.
D3: Pour tout point E/S, d’une action gradue´e de KM∗ (E) sur le groupe gradue´ M(E).
D4: Pour tout point E/S et pour toute valuation ge´ome´trique v de E/S, d’un morphisme
∂v :M(E)→M(κ(v)) de degre´ −1, appele´ re´sidu.
Cette donne´e doit satisfaire de plus les conditions suivantes, dans lesquelles toutes les
fle`ches qui apparaissent sont des morphismes de ES :
R1a: Pour ψ : K → E et ϕ : E → L, (ϕ ◦ ψ)∗ = ϕ∗ ◦ ψ∗.
R1b: Pour ϕ : K → E, ψ : E → L, (ψ ◦ ϕ)∗ = ϕ∗ ◦ ψ∗.
R1c: Pour ϕ : E → K fini et ψ : L→ K, notant E ⊗K L(0) les ide´aux maximaux de la k-
alge`bre artinienne E⊗KL, et pour z un tel ide´al, ϕz : L→ E⊗KL/z (respectivement
ψz) le morphisme induit, on a
ψ∗ϕ∗ =
∑
z∈E⊗KL(0)
lg
(
E ⊗K Lz
)
.(ϕz)∗(ψz)∗
R2: Pour ϕ : E → K, x ∈ KM∗ (E), y ∈ KM∗ (K), ρ ∈M(E) et µ ∈M(K), on a
R2a: ϕ∗(x.ρ) = ϕ∗(x).ϕ∗(ρ),
R2b: si ϕ est fini, ϕ∗(ϕ∗(x).µ) = x.ϕ∗(µ),
R2c: si ϕ est fini, ϕ∗(y.ϕ∗(ρ)) = ϕ∗(y).ρ.
R3a: Soient ϕ : E → K, et v une valuation ge´ome´trique de K/S. Si v induit une valuation
w non triviale sur E d’indice de ramification e, notant ϕ¯ : κ(w)→ κ(v) le morphisme
induit, alors
∂v ◦ ϕ∗ = e.ϕ¯∗ ◦ ∂w.
R3b: Soient ϕ : E → K un morphisme fini et v une valuation ge´ome´trique de E/S. Pour
toute extension w de v a` E (e´ventuellement ramifie´e), on note ϕw : κ(v)→ κ(w) le
morphisme induit. Alors,
∂v ◦ ϕ∗ =
∑
w|v
ϕ∗w ◦ ∂w.
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R3c: Soit ϕ : E → K un morphisme, et v une valuation ge´ome´trique de K/S qui soit
triviale sur E. Alors
∂v ◦ ϕ∗ = 0.
R3d: Soient ϕ et v comme dans R3c, et ϕ : E → κ(v) le morphisme induit. Alors, pour
toute uniformisante pi de v, et tout ρ ∈M(E), on a
∂v
({−pi}.ϕ∗(ρ)) = ϕ¯∗(ρ).
R3e: Pour toute valuation ge´ome´trique v de F/S, pour toute unite´ u de v et tout ρ ∈
M(F ), on a
∂v
({u}.ρ) = −{u¯}.ρ .
Enfin, un morphisme M → N de pre´-modules de cycles sur S est la donne´e pour tout
point E/S d’un morphisme M(E)→ N(E) qui soit compatible aux donne´es D1 a` D4.
Remarque 4.1.5.– Si M est un pre´-module de cycles sur S, on posera encore
spiv (ρ) = ∂v({−pi}.ρ)
pour F/S un point, v une valuation ge´ome´trique de F/S, pi une uniformisante de v et
ρ ∈M(F ). Rappelons que R3e entraˆıne alors la re`gle supple´mentaire
R3f: : Pour toute valuation ge´ome´trique v sur F , pour tout x dans KMn (F ), pour
toute uniformisante pi de v et pour tout ρ ∈M(F ), on a
∂v
(
x.ρ
)
= ∂v(x).spiv (ρ) + (−1)nspiv (x).∂v(ρ) + {−1}.∂v(x).∂v(ρ),
spiv (x.ρ) = s
pi
v (x).s
pi
v (ρ).
On se refe`re a` loc.cit., paragraphe 1, pour d’autres comple´ments sur les axiomes des
pre´-modules de cycles.
La de´finition suivante introduit les notations de loc.cit., paragraphe 2 :
De´finition 4.1.6 Soient M un pre´-module de cycles sur S, et X un sche´ma.
1. Pour tout point x de X, on pose M(x) =M(κ(x)).
2. Supposons X normal. Soit η son point ge´ne´rique et z un point de codimension 1.
Alors z correspond a` une valuation discre`te vz sur le corps des fonctions de X, e´gal
a` κ(η). D’apre`s l’axiome D4, on de´finit donc
∂Xz = ∂vz :M(η)→M(z).
3. Soient x et y des points de X. On note Z l’adhe´rence re´duite de x dans X. On note
Z˜ le normalise´ de Z; le morphisme canonique f : Z˜ → Z est fini.
Supposons que y ∈ Z(1), et notons Z˜y la fibre de f au-dessus de y. Alors, tout point
z ∈ Z˜y est de codimension 1 dans Z˜. Pour un tel point z, on note ϕz : κ(y)→ κ(z)
le morphisme induit par f sur les corps re´siduels ; c’est un morphisme fini.
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On pose alors :
∂xy =

∑
z∈Z˜y
ϕ∗z ◦ ∂Z˜z si y ∈ Z(1)
0 sinon
 :M(x)→M(y).
Finalement, on arrive a` la de´finition (2.1) de loc.cit. :
De´finition 4.1.7 Soit M un pre´-module de cycles sur S. On dit que M est un module
de cycles si et seulement si les conditions suivantes sont ve´rifie´es :
(FD) Pour tout sche´ma normal X de point ge´ne´rique η, et pour tout ρ ∈M(η), l’ensemble
{x ∈ X(1) | ∂ηx(ρ) 6= 0} est fini.
(C) Pour tout sche´ma X inte`gre, local et de dimension 2, dont on note η le point
ge´ne´rique et x0 le point ferme´, on a∑
x∈X(1)
∂xx0 ◦ ∂ηx = 0.
On note MCyclS la cate´gorie des modules de cycles sur S, munie des morphismes de
pre´-modules de cycles.
Les axiomes ci-dessus permettent de de´finir le complexe de (co)cycles a` coefficients
dans M :
De´finition 4.1.8 Soient M un module de cycles sur S, et X un sche´ma.
Pour tout entier naturel p, on pose :
Cp(X;M) =
⊕
x∈X(p)
M(x).
Pour tout entier naturel p, on de´finit un morphisme
dpX,M =
∑
(x,y)∈X(p)×X(p+1)
∂xy .
D’apre`s les axiomes des modules de cycles, C∗(X;M), muni de ces morphismes, est
un complexe. On de´finit le p-ie`me groupe de Chow a` coefficients dans M , note´ Ap(X;M),
comme le p-ie`me groupe de cohomologie du complexe de cocycles a` coefficients dans M .
4.1.9.– Nume´rotations : Les groupes de Chow a` coefficients ainsi obtenus sont de plus
bigradue´s, comme le yoga des poids l’impose. On rappelle les nume´rotations suivantes
choisies par M. Rost et qui interviendront dans diverses situations :
Cp(X;M) =
⊕
x∈X(p)
M(x)
Cp(X;M,m) =
⊕
x∈X(p)
Mm−p(x)
Cp(X;M,m) =
⊕
x∈X(p)
Mm+p(x).
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On obtient donc un complexe homologique C∗(X;M), dont on note l’homologie
A∗(X;M). Les deux autres notations sont particulie`rement utiles lorsqu’on veut faire
intervenir des questions de poids. On fera attention que la convention adopte´e ne cor-
respond pas la convention de la cohomologie motivique, ni meˆme a` la nume´rotation des
groupes de Chow supe´rieurs de Bloch ! En effet, pour un sche´ma alge´brique lisse X (sur
un corps parfait k), on dispose d’isomorphismes canoniques
Ap(X;KM∗ , p) ' CHp(X, 0) ' Hp(X;Z(2p)).
(le premier isomorphisme est e´vident, et l’on se re´fe`re a` la partie suivante pour le deux-
ie`me).
On aura besoin dans la suite de la caracte´risation suivante, due a` M. Rost (cf loc. cit.
, 2.3), des modules de cycles sur un corps parfait :
The´ore`me 4.1.10 Supposons que k est parfait.
SoitM un pre´-module de cycles sur k. Alors,M est un module de cycles si et seulement
si les conditions suivantes sont ve´rifie´es pour toute extension de type fini E/k :
(FDL) Pour tout ρ ∈ F (t), l’ensemble
{v valuation ge´ome´trique sur F (t)/F | ∂v(ρ) 6= 0}
est fini.
(WR) Soit ∂∞ le re´sidu associe´ a` la valuation a` l’infini de F (t), alors
∂∞
(
A0(A1F ;M)
)
= 0.
Remarque 4.1.11.– Il n’y a pas besoin du fait que C∗(X;M) soit un complexe pour
de´finir le groupe A0(X;M), puisqu’en effet,
A0(X;M) = Ker(d0X,M ).
La re´fe´rence pour ce the´ore`me est [Ros96] theorem 2.3.
4.1.2 Les quatre «basic maps» de Rost
On rappelle dans cette partie la fonctorialite´ de base des groupes de Chow a` coefficients,
et plus pre´cise´ment du complexe des cycles a` coefficients. La re´fe´rence est de nouveau
[Ros96], et plus pre´cise´ment les §3 et 4.
De´finition 4.1.12 Soit M un module de cycles sur S.
1. Soit f : Y → X un morphisme de sche´mas plat de dimension relative contante.
Pour tout entier naturel p, on de´finit un morphisme de groupes abe´liens
f∗ : Cp(X;M,n)→ Cp(X;M,n)
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en posant pour tout x ∈ X, y ∈ Y ,
(f∗)xy =
{
lg(OZ,x).rκ(y)/κ(x) si x = f(y)
0 sinon
ou` l’on a pose´ Z = g−1
(
{y}
)
munie de sa structure re´duite de sous-sche´ma ferme´
de X.
2. Soit f : X → Y un morphisme de sche´mas essentiellement de type fini. Pour tout
entier naturel p, on de´finit un morphisme
f∗ : Cp(X;M,n)→ Cp(Y ;M,n)
en posant pour tout x ∈ X, y ∈ Y ,
(f∗)xy =
{
cκ(x)/κ(y) si f(x) = y, et κ(x)/κ(y) est finie
0 sinon.
La proposition suivante est alors constitue´e par les deux premiers points de la propo-
sition 4.6 de loc.cit. :
Proposition 4.1.13 Soit M un module de cycles sur S.
Si f : Y → X est un morphisme plat, f∗ est un morphisme de complexe.
Si g : Y → X est un morphisme propre, g∗ est un morphisme de complexe.
Avec les hypothe`ses de cette proposition, on notera encore f∗ et resp. f∗ les morphismes
induits sur les groupes de cohomologie :
f∗ : Ap(X;M,n)→ Ap(Y ;M,n)
g∗ : Ap(Y ;M,n)→ Ap(X;M,n)
Remarque 4.1.14.– Cette proposition n’est pas une conse´quence imme´diate des
axiomes, et c’est meˆme, a` notre avis, un des points de´licats sur lesquels repose la the´orie
de M. Rost. Ainsi, dans le cas de f∗, il utilise la proprie´te´ (RC) que ve´rifie les modules de
cycles. Cette dernie`re de´coule des axiomes (FD) et (H) des modules de cycles (cf loc.cit.,
e´tape 3 de la de´monstration de (2.2) et (2.3) pour cette dernie`re affirmation). Rappelons
que la proprie´te´ (RC) est une ge´ne´ralisation de la loi de re´ciprocite´ de Weil.
Une fonctorialite´ plus particulie`re aux modules de cycles, et cruciale dans les construc-
tions qui vont suivre se trouve dans la de´finition :
De´finition 4.1.15 Soient M un module de cycles sur S, et X un sche´ma.
1. Soient a1, ..., ar ∈ Gm(X) des unite´s sur X. Pour tout entier naturel p, on de´finit
un morphisme
{a1, ..., ar} : Cp(X;M,n)→ Cp(X;M,n− r)
en posant pour tout x, y dans X
{a1, ..., ar}xy(σ) =
{ {a1(x), ..., ar(x)}.σ si x = y
0 sinon
ou` ai(x) de´signe la fibre de ai au point x, et {a1(x), ..., ar(x)} est vu comme un
e´le´ment de KMn (κ(x)).
4.1. RAPPELS 99
2. Si Z est un ferme´ de X, posant U = X − Z, on de´finit un morphisme (pour la
re´union X = U ∪ Z),
∂UZ : C
p(U ;M,n)→ Cp+1(Z;M,n)
par la formule :
∂UZ = piZ ◦ dX ◦ ιU
ou` piZ : Cp+1(X;M,n)→ Cp+1(Z;M,n) de´signe la projection canonique,
ιU : Cp(U ;M,n)→ Cp(X;M,n) l’injection canonique.
Remarque 4.1.16.– Il est imme´diat, avec les notations de cette de´finition, que
{a1, ..., an} = {a1} ◦ ... ◦ {an}.
Les deux derniers points de la proposition 4.6 de loc.cit. sont alors :
Proposition 4.1.17 Soient M un module de cycles sur S, et X un sche´ma.
Soit d∗X la diffe´rentielle du complexe C
∗(X;M).
On obtient les relations suivantes :
1. Si a ∈ Gm(X), {a} ◦ d∗X = −d∗X ◦ {a}.
2. Si Z est un ferme´ de X, U son ouvert comple´mentaire, ∂UZ ◦ d∗X = −d∗X ◦ ∂UZ .
En conse´quence, avec les notations de ces deux points, on de´duit des morphismes canon-
iques pour tout couple d’entiers (p, n) tels que p ≥ 0 :
{a} : Ap(X;M,n)→ Ap(X;M,n+ 1)
∂UZ : A
p(X;M,n)→ Ap+1(X;M,n).
On peut de´duire entre autre de ces morphismes la formule de projection suivante :
Proposition 4.1.18 (Rost, 4.1) Soit
Y ′
q //
g
²²
X ′
f
²²
Y
p // X
un carre´ carte´sien tel que p est plat, et f est propre. Alors, p∗f∗ = g∗q∗.
4.1.3 Comple´ment : cate´gorie enrichie des extensions
Dans cette sous-section, on montre comment, suivant [Ros96], 1.10, on peut enrichir la
cate´gorie ES afin d’obtenir une de´finition abstraite des modules de cycles. Dans notre cas,
enrichir signifie ajouter des morphismes en conservant les objets.
Cette cate´gorie nous servira essentiellement comme d’un outil pratique pour formuler
les re´sultats de la deuxie`me partie.
4.1.19.– Dans ce nume´ro, on se donne un ensemble d’objets O, et un ensemble de fle`ches
F entre ces objets. Autrement dit, on se donne une application source s et une application
100 CHAPTER 4. MODULES DE CYCLES
but b de F dans O. On peut alors conside´rer la cate´gorie libre engendre´e par O et F ,
note´e L (F) (les objets e´tant sous-entendus) :
Elle a pour objets l’ensemble O. Si E et L sont des e´le´ments de O, un morphisme de
E dans L est forme´ par la donne´e
1. d’un entier n, positif si E = L et strictement positif sinon,
2. et d’un n-uplets (fn, ..., f1) ∈ Fn tel que
(a) Pour tout 1 ≤ i < n, s(fi+1) = b(fi),
(b) s(fn) = L et b(f1) = E.
La composition est simplement donne´e par la concate´nation des n-uplets. On appellera
encore un n-uplet (fn, ...., f1) ve´rifiant les conditions ci-dessus un compose´ formel.
Cela donne bien une cate´gorie, l’e´le´ment neutre de E e´tant donne´ par le 0-uplet
correspondant.
On conside´rera plutoˆt la cate´gorie libre additive ZL (F) engendre´e par F , qui est
simplement la cate´gorie additive engendre´e par la cate´gorie pre´ce´dente.
Supposons que l’on se soit donne´ un ensemble de morphismesR de la cate´gorie ZL (F).
Alors, pour tous objets E et L dans O, on peut conside´rer le sous-groupe, note´ R(E,L),
de HomZL (F)(E,L) engendre´ par tous les morphismes de source E, de but L et de la
forme
h ◦ f ◦ h′
ou` f est un e´le´ment de R, et h, h′ des morphismes de ZL (F).
De`s lors, on de´finit la cate´gorie ZL (F)/R ayant pour objets l’ensemble O, et pour
morphisme de E dans L le groupe abe´lien
HomZL (F)(E,L) /R(E,L).
Cette cate´gorie est donc la cate´gorie additive universelle qui contient les morphismes F
et qui satisfait les relations R.
4.1.20.– Muni de ce formalisme, on peut de´finir la cate´gorie souhaite´e. Les objets de la
cate´gorie ES ne forment pas un ensemble ; mais par contre, cette cate´gorie est essentielle-
ment petite.
On de´finit alors O comme l’ensemble des couples (E, n) ou`
1. n est un entier relatif,
2. E est un point de S (plus pre´cise´ment la classe d’isomorphisme d’un morphisme
Spec (E)→ S essentiellement de type fini).
Par ailleurs, on de´finit l’ensemble de fle`ches F forme´ des morphismes suivants :
D1: Pour tout S-morphisme E
ϕ−→ L, pour tout entier relatif n, un morphisme
ϕ∗ : (E, n)→ (L, n).
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D2: Pour tout S-morphisme fini E
ϕ−→ L, pour tout entier relatif n, un morphisme
ϕ∗ : (L, n)→ (E, n).
D3: Pour tout morphisme essentiellement de type fini Spec (Ov)→ S ou`Ov est un anneau
de valuation discre`te de corps des fractions E, et de corps re´siduel κ(v), pour tout
entier relatif n, un morphisme
∂v : (E, n)→ (κ(v), n− 1)).
D4: Pour tout point E/S, pour tout symbole σ ∈ KMr (E) ou` r est un entier naturel, et
pour tout entier relatif n, un morphisme
γσ : (E,n)→ (E,n+ r).
Enfin, on de´finit l’ensemble suivant de relations de ZL (F) qui est l’exacte transposition
de la de´finition des pre´-modules de cycles :
R1a: (ϕ ◦ ψ)∗ = ϕ∗ ◦ ψ∗
R1b: (ψ ◦ ϕ)∗ = ϕ∗ ◦ ψ∗
R1c: ψ∗ϕ∗ =
∑
z∈E⊗KL(0) lg
(
E ⊗K Lz
)
.(ϕz)∗(ψz)∗
R2a: ϕ∗ ◦ γx = γϕ∗(x) ◦ ϕ∗
R2b: ϕ∗ ◦ γϕ∗(x) = γx ◦ ϕ∗
R2c: ϕ∗ ◦ γy ◦ ϕ∗ = γϕ∗(y)
R3a: ∂v ◦ ϕ∗ = e.ϕ¯∗ ◦ ∂w
R3b: ∂v ◦ ϕ∗ =
∑
w/v ϕ
∗
w ◦ ∂w
R3c: ∂v ◦ ϕ∗ = 0
R3d: ∂v ◦ γ{−pi} ◦ ϕ∗ = ϕ¯∗
R3e: ∂v ◦ γ{u} = −γ{u¯} ◦ ∂v.
On renvoie a` la de´finition 4.1.4 pour les hypothe`ses de chacune de ces relations (il suffit
en fait que les termes de chacune de ces e´galite´s soient de´finis).
De´finition 4.1.21 Avec les notations pre´ce´dentes, on de´finit la cate´gorie enrichie des
points de S, note´e E˜S, e´gale a` la cate´gorie
ZL (F)/R.
On conside´rera aussi la pre´-cate´gorie enrichie des points de S, note´e E˜ ′S, e´gale a`
ZL (F).
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Cette cate´gorie est donc gradue´e, puisque tout objet porte par de´finition un degre´.
On notera encore (E, ∗) l’objet de E˜S e´gal a`⊕
n∈Z
(E,n).
Remarque 4.1.22.– La cate´gorie introduite ci-dessus est pratiquement analogue a` la
cate´gorie F˜ (S) de´finie par M. Rost dans loc.cit., (1.10). Plus pre´cise´ment, la cate´gorie
F˜ (S) de´finie par Rost est obtenue a` partir de E˜S en oubliant l’entier attache´ a` un ob-
jet. Pour ce que l’on veut en faire, la cate´gorie introduite ci-dessus s’ave`rera plus pratique.
Graˆce a` cette cate´gorie, on peut donner la caracte´risation abstraite suivante des pre´-
modules de cycles :
Lemme 4.1.23 La cate´gorie des pre´-modules de cycles sur S est e´quivalente a` la cate´gorie
des foncteurs additifs E˜S → A b.
Enfin, le lemme suivant est une reformulation d’une partie de la remarque (1.10) de
[Ros96] :
Lemme 4.1.24 Le groupe de morphismes
HomE˜S ((E, p), (L, q))
est forme´ des combinaisons line´aires de morphismes de la forme
ψ∗ ◦ γx ◦ ϕ∗ ◦ (∂vr ◦ ... ◦ ∂v1) ◦ γy
ou` (r,m, n) est un triplet d’entiers naturels non nuls tel que m+n− r = q− p, et on s’est
donne´
1. Une suite de points de S, (E1, ..., Er+1) telle que E1 = E et pour tout 1 ≤ i ≤ r, une
valuation ge´ome´trique vi sur Ei telle que Ei+1 soit le corps re´siduel de vi,
2. des S-morphismes
Er+1
ϕ ''O
OO
L
ψ
zzttt
K
tels que ϕ est fini,
3. des symboles x ∈ KMn (L) et y ∈ KMm (E).
4.2 The´orie de l’intersection
Dans cette section, on utilise le travail de M. Rost pour de´finir une the´orie de l’intersection
sur les groupes de Chow a` coefficients. Ici, nous avons adopte´ une fac¸on le´ge`rement
diffe´rente de [Ros96] pour aborder ce proble`me, et nous apportons quelques comple´ments
sur les de´finitions et propositions de cet article.
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La premie`re sous-section s’appuie essentiellement sur les re´sultats de loc.cit. de meˆme
que le de´but de la sous-section suivante, concernant le morphisme de Gysin associe´ a` une
immersion ferme´e re´gulie`re.
La nouveaute´ est que l’on a transpose´ certaines me´thodes de [Ful98] (particulie`rement
§6.2) qui nous permettent de de´finir des morphismes de Gysin raffine´s. Ceci nous
permet de de´finir un morphisme pullback pour les morphismes d’intersection comple`te,
qui co¨ıncide avec le morphisme de´fini par M. Rost pour les morphismes d’intersection
comple`te qui sont a` valeurs dans un sche´ma lisse (cf 4.2.24 pour ce dernier point). Mais
surtout, cela nous permet de de´montrer une formule de projection (cf 4.2.47). Par ailleurs,
on a de´montre´ la fonctorialite´ de ces morphismes pullback dans le cas ou` les sche´mas sont
lissifiables (cf de´finition 4.2.17 pour «lissifiable» et la proposition 4.2.27).
4.2.1.– Dans cette section, on suit la convention de [Ros96] qui consiste a` fixer un module
de cycles M sur S et a` noter
α : X•−→ Y
tout morphisme de complexes C∗(X;M)→ C∗(Y ;M), ou` X et Y sont des sche´mas.
On ne pre´cisera pas les degre´s de ces morphismes en ge´ne´ral, et on admettra aussi que
ces morphismes commutent au signe pre`s avec les diffe´rentielles.
On adopte par contre une convention diffe´rente de [Ros96] qui consiste a` voir ces
morphismes a` quasi-isomorphisme pre`s. Un morphisme α : X•−→ Y peut donc eˆtre le
quasi-inverse d’un morphisme de complexes bien de´finit.
Remarque 4.2.2.– C’est un choix personnel : on perd en pre´cision, mais on gagne en
simplicite´. Pre´cisons en effet que nous ne sommes inte´resse´s que par la cohomologie des
complexes conside´re´s. On attire tout de meˆme l’attention sur le fait que nos constructions
peuvent toujours eˆtre explicite´es dans la cate´gorie des complexes, a` la manie`re de loc.cit.
(c’est-a`-dire que l’on peut de´finir les applications au niveau des cycles au moyen de choix
que M. Rost appelle coordinations).
4.2.1 Spe´cialisation au coˆne normal
On s’appuie ici sur la de´finition de l’espace de de´formation de B.3. Rappelons qu’on
a de´fini, pour toute immersion ferme´e i : Y → X, un espace de de´formation muni
d’immersions ferme´es CYX → DYX et Gm × X → DYX. Dans la suite, on confon-
dra la source et l’image de ces deux immersions ferme´es. Ainsi, on aura
DYX = CYX unionsqGm ×X.
On rappelle tout d’abord la de´finition du morphisme de spe´cialisation du paragraphe
11 de [Ros96], qui est une extension du paragraphe 5.2 de [Ful98] au cas du module de
cycles M :
De´finition 4.2.3 Soit i : Y → X une immersion ferme´e. On appelle morphisme de
spe´cialisation au coˆne normal, note´ J(X,Y ), le morphisme compose´
X
pi∗•−→ X ×Gm
{t}•−→ X ×Gm ∂•−→ CYX
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ou` pi : X ×Gm → X est la projection, t est la fonction coordonne´e canonique sur Gm, et
∂ est le morphisme bord pour la re´union DYX = CYX unionsq Gm ×X. C’est un morphisme
de degre´ 0.
On notera souvent, comme dans [Ful98], σYX ce morphisme de spe´cialisation.
La proposition suivante est le lemme 11.3 de [Ros96] :
Proposition 4.2.4 Conside´rons un carre´ carte´sien
Y ′ 
 j //
g
²²
X ′
f²²
Y
  i // X
tel que i est une immersion ferme´e et f un morphisme plat.
On note Cf : CY ′X ′ → CYX le morphisme canonique attache´ a` ce carre´ carte´sien
(voir B.2.3). C’est un morphisme plat d’apre`s B.2.8.
Par ailleurs, le diagramme suivant est commutatif :
X •
σYX //
•
f∗
²²
CYX•
Cf∗
²²
X ′ •
σY ′X′// CY ′X
′
Par contre, la fonctorialite´ par rapport au morphisme image directe n’est pas e´nonce´e
; on le fait maintenant :
Proposition 4.2.5 Conside´rons un carre´ carte´sien
Y ′ 
 j //
g
²²
X ′
f²²
Y
  i // X
tel que i est une immersion ferme´e et f est propre. Alors, le diagramme suivant est
commutatif
X ′ •
σY ′X′//
•
f∗
²²
CY ′X
′
•
Cf∗
²²
X •
σYX // CYX,
dans lequel Cf : CY ′X ′ → CYX de´signe le morphisme propre induit par le carre´ carte´sien
de de´part.
Preuve : Rappelons la fonctorialite´ du coˆne normal :
CY ′X
′ h //
''OO
OOO
OOO
g∗(CYX)
g′ //
²²
CYX
²²
Y
g // X.
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Alors, h est une immersion ferme´e (d’apre`s le lemme B.2.8 applique´ a` notre carre´ carte´sien).
Par ailleurs, le carre´ qui apparaˆıt e´tant carte´sien, g′ est propre, donc Cf = g′ ◦ h est un
morphisme propre.
On doit montrer que le diagramme suivant est commutatif :
X ′ •
pi′∗//
•
f∗
²²
Gm ×X ′ •
{t} // Gm ×X ′ • ∂
′
// CY ′X
′
•
h∗²²
g∗(CYX)•
g′∗²²
X • pi
∗
// Gm ×X •
{t} // Gm ×X • ∂ // CYX,
dans lequel on a note´ ∂ (resp. ∂′) le morphisme bord pour DYX = CYX unionsqGm×X (resp.
DY ′X = CY ′X unionsqGm ×X ′).
Or, on a aussi une fonctorialite´ de l’espace de de´formation :
DY ′X
′ h˜ //
''OO
OOO
OOO
O DYX ×X X ′
f˜ //
²²
DYX
²²
A1X′
1×f // A1X
ou` le morphisme h˜ est une immersion ferme´e, et le morphisme f˜ est propre.
D’apre`s le nume´ro B.3 ou` l’on explicite cette fonctorialite´, on obtient le diagramme
commutatif
Gm ×X _
²²
Gm ×X ′
1×f //
 _
²²
Gm ×X ′ _
²²
DY ′X
′ h˜ // DYX ×X X ′
f˜ // DYX
CY ′X
′ h //?

OO
g∗(CYX)
g′ //
?
OO
CYX,
?
OO
dans lequel chaque carre´ est carte´sien.
On peut donc appliquer la proposition 4.4 de [Ros96] au morphisme propre f˜ ◦ h˜ ; on
en de´duit le diagramme commutatif :
Gm ×X ′•
∂′
²²
• (1×f)∗ // Gm ×X•
∂
²²
CY ′X
′ • (g
′◦h)∗ // CYX.
Or, les carre´s suivants sont commutatifs :
X ′ •
pi′∗//
•
f∗
²²
Gm ×X ′•
(1×f)∗
²²
Gm ×X ′ •
{t} //
•
(1×f)∗
²²
Gm ×X ′•
(1×f)∗
²²
X • pi
∗
// Gm ×X Gm ×X •
{t} // Gm ×X.
La commutativite´ du carre´ de droite est e´vidente, alors que la commutativite´ du carre´ de
gauche re´sulte de la formule de projection (cf [Ros96], proposition 4.1 (3)). ¤
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4.2.2 Morphismes de Gysin
4.2.2.1 Immersion ferme´e re´gulie`re
Dans cette sous-section, on suit le traitement de [Ful98] de la the´orie de l’intersection, en
rappelant la de´finition du morphisme de Gysin qui intervient implicitement dans l’article
[Ros96].
Le lecteur constatera que l’on s’appuie beaucoup sur [Ros96] en espe´rant que les
comple´ments que l’on y apporte soient e´clairant.
On rappelle pour cela le corollaire de la proposition 8.6 de loc.cit. :
Proposition 4.2.6 (Rost) Soient E/X un fibre´ vectoriel sur X, et p : E → X la pro-
jection canonique.
Alors, le morphisme p∗ : X•−→ E est un isomorphisme.
Compte tenu de la convention qu’on a adopte´, ce corollaire nous suffit pour de´finir le
morphisme suivant (a` quasi-isomorphisme pre`s) :
De´finition 4.2.7 Si i : Y → X est une immersion re´gulie`re, on de´finit le morphisme de
Gysin de i, note´ i∗, de degre´ 0, comme la compose´e :
X
σYX•−→ NYX
(p∗)−1•−→ Y
ou` p : NYX → Y est le morphisme de projection canonique.
Remarque 4.2.8.– Intuitivement, ce morphisme de Gysin correspond a` l’intersection
avec le cycle de X induit par le sous-sche´ma ferme´ Y d’un cycle quelconque de X (voir
aussi [Ful98], 8.1.1 pour une affirmation plus pre´cise).
Proposition 4.2.9 Soient f : X → Y un morphisme lisse, et i : Y → X une section de
f . Alors, i est une immersion re´gulie`re, et on a
i∗ ◦ f∗ = 1Y .
Preuve : Le fait que i est re´gulie`re est classique. Par ailleurs, le morphisme induit par f
sur les espaces de de´formation au coˆne normal
DYX
Df−−→ DY Y
est alors plat, puisque f est lisse.
On a donc un diagramme commutatif :
Gm ×X
1×f
²²
// DYX
Df
²²
NYX
Nf
²²
oo
Gm × Y // DY Y NY Yoo
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et on peut lui appliquer la proposition 4.4 de [Ros96]. Donc, dans le diagramme suivant,
le carre´ (1) est commutatif :
Y • //•
f∗
²²
σY Y
++
Gm × Y •
{t} //
•
1×f∗
²²
Gm × Y • ∂ //•
1×f∗
²²
(1)
NY Y•
(Nf)∗
²²
X • //
σYX
33Gm ×X •
{t} // Gm ×X • ∂ // NYX.
Par ailleurs, les deux permiers carre´s sont commutatifs (cf loc.cit. (4.1) pour le premier,
et (4.3) pour le deuxie`me).
De`s lors, conside´rant p : NYX → Y et q : NY Y → Y les projection canoniques, on
peut encore transformer le diagramme pre´ce´dent en le diagramme commutatif :
Y•
f∗
²²
• σY Y // NY Y•
(Nf)∗
²²
(q∗)−1
**TTT
TTTT
TT
(2) Y
X •
σYX
// NYX
(p∗)−1
44jjjjjjjjj
ou` le triangle (2) est commutatif puisque le pullback par un morphisme plat est naturel .
Finalement, on s’est donc re´duit au cas trivial du morphisme identite´ de Y . Or,
l’axiome R3d des pre´-modules de cycles permet de montrer facilement que le morphisme
de Gysin (1Y )∗ est l’identite´ sur les complexes de cycles, ce qui conclut. ¤
Corollaire 4.2.10 Soit E
p−→ X un fibre´ vectoriel.
Alors, si s : X → E est une section quelconque de ce fibre´, le morphisme de Gysin de
s est e´gal a` (p∗)−1.
Remarque 4.2.11.– Ceci nous permet d’interpre´ter l’ope´ration de pullback de´finie a`
travers la de´formation au coˆne normal. La recette est la suivante : pour intersecter un
cycle de X avec un sous-sche´ma ferme´ Z immerge´ re´gulie`rement dans X, on de´forme
d’abord l’immersion ferme´e de Z en la section nulle du fibre´ normal de Z dans X, et pour
cette dernie`re section l’ope´ration d’intersection est triviale puisqu’il s’agit de la re´ciproque
du pullback par la projection canonique.
On introduit maintenant une se´rie de propositions qui se trouveront ge´ne´ralise´es par la
suite, mais qui nous servent de lemmes pour parvenir aux constructions finales. Le lecteur
constatera que les preuves s’appuient encore ici sur [Ros96] :
Lemme 4.2.12 Soit
Y ′ 
 j //
g
²²
X ′
f²²
Y
  i // X
un carre´ carte´sien tel que i est une immersion ferme´e re´gulie`re, et f un morphisme plat.
Alors, j est une immersion re´gulie`re et j∗f∗ = g∗i∗.
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Preuve : Pour la premie`re affirmation, on se re´fe`re a` [EGA4], 19.1.5(ii).
On conclut de`s lors par application de la proposition 4.2.4 (et par naturalite´ du
pullback plat pour les morphismes de projection des fibre´s normaux de i et j). ¤
Les lemmes suivants sont des cas particuliers de la fonctorialite´ ge´ne´rale de 4.2.27. Ce
premier lemme est celui de [Ful98], prop. 6.5(a) (dans le cas particulier des immersions
re´gulie`res) :
Lemme 4.2.13 Soient Z i−→ Y une immersion re´gulie`re de codimension d, et p : Y → X
un morphisme plat de dimension relative n.
Si pi est un morphisme plat de dimension relative n− d, alors (pi)∗ = i∗p∗.
Preuve : En effet, les hypothe`ses impliquent que l’on se trouve dans le cas du lemme
11.4 de [Ros96]. On en de´duit donc σZY ◦ p∗ = q∗(pi)∗ ou` q : NZY → Z est la projection
canonique. Ceci conclut. ¤
On continue d’e´grainer des cas particuliers de 4.2.27 :
Lemme 4.2.14 Soient Z
j−→ Y i−→ X des immersions ferme´es re´gulie`res. Alors, ij est
une immersion ferme´e re´gulie`re, et (ij)∗ = j∗i∗.
Preuve : D’apre`s le lemme 4.2.12, on peut tout d’abord de´former l’immersion j en
l’immersion k : NYX|Z → NYX
X • i
∗
//
•
σYX ""E
EE
EE
EE
Y •
j∗ //
•
∼
²²
Z•
∼
²²
NYX •
k∗ // NYX|Z
ou` les morphismes verticaux sont induits par les projections canoniques de fibre´s.
Or, M. Rost a de´ja` fait le pas essentiel pour nous dans la de´monstration du the´ore`me
13.1 de [Ros96] puisqu’ il a prouve´
J(NYX,NYX|Z) ◦ J(X,Y ) = J(NZX,NZY ) ◦ J(X,Z),
graˆce a` l’existence de l’espace de de´formation double (cf §10), et par application des lemmes
11.6 et 11.7 de loc.cit.
Pre´cisons que l’on a identifie´ N(NYX,NYX|Z) et N(NZX,NZY ) par l’isomorphisme
canonique. De`s lors, si l’on note l : NZY → NZX l’immersion ferme´e induite par i, on
obtient le diagramme commutatif suivant :
X • i
∗
//
•
σZX ""E
EE
EE
EE
EE
Y •
j∗ // Z•
∼ q∗
²²
NZX •
l∗
// NZY
ou` q : NZY → Z est la projection canonique.
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On s’est donc re´duit au lemme 4.2.13. En effet, si l’on note encore p : NZX → Z
la projection canonique, on peut appliquer ce lemme a` p et l. On en de´duit q∗ = l∗p∗,
c’est-a`-dire p∗ = (q∗)−1l∗, ce qui conclut. ¤
Il nous reste un dernier cas pour comple´ter cette se´rie de lemmes pre´liminaires. Il se
trouve a` nouveau dans [Ful98], prop. 6.5(b), comme proposition pre´liminaire :
Lemme 4.2.15 Soient i : Z → Y une immersion ferme´e re´gulie`re, et p : Y → X un
morphisme lisse.
Si pi est une immersion ferme´e re´gulie`re, alors (pi)∗ = i∗p∗.
Preuve : A nouveau, il nous suffit d’appliquer le lemme 11.5 de [Ros96] (et la naturalite´
du morphisme pullback par un morphisme plat). ¤
4.2.2.2 Morphismes localement d’intersection comple`te
On rappelle la de´finition VIII.1.1 de [SGA6] :
De´finition 4.2.16 Soit f : Y → X un morphisme.
On dit que f est localement d’intersection comple`te si et seulement si pour tout point
y de Y , il existe un voisinage ouvert U de y dans Y tel que f admette la factorisation
U
j
²²
i // Z
p
²²
Y
f // X
dans laquelle j est l’immersion ouverte canonique, i est une immersion ferme´e re´gulie`re
et p est un morphisme lisse.
On introduit ci-dessous une notion tre`s faible qui nous permet de globaliser cette
proprie´te´ locale des morphismes localement d’intersection comple`te pour la rapprocher de
la de´finition de [Ful98], B.7.6.
De´finition 4.2.17 Soit X un S-sche´ma. On dira que X est lissifiable sur S (ou simple-
ment «lissifiable» dans ce chapitre) si et seulement si il existe un S-sche´ma X¯ lisse et une
S-immersion ferme´e X → X¯.
Remarque 4.2.18.– Cette condition est beaucoup plus faible que la re´solution des
singularite´s. On peut par exemple restreindre l’e´tude aux sche´mas quasi-projectifs.
Remarque 4.2.19.– La condition pre´ce´dente impose que X est localement de type fini.
Par convention, puisque l’on travaille ici avec des sche´mas essentiellement de type fini, on
pourra conside´rer que X est lissifiable sur S si et seulement si on peut le plonger dans un
sche´ma essentiellement lisse sur S.
De`s lors, on obtient la proposition suivante
Proposition 4.2.20 Soit f : Y → X un S-morphisme, ou` Y est lissifiable sur S.
Alors, les conditions suivantes sont e´quivalentes :
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1. f est localement d’intersection comple`te.
2. Il existe une factorisation de f
P p
&&MM
MMM
Y
i 88qqqqq f // X
ou` i est une immersion ferme´e re´gulie`re, et p un morphisme lisse.
Preuve : Le sens 2⇒ 1 est tautologique. Pour l’autre implication, on conside`re Y¯ un S-
sche´ma lisse muni d’une immersion ferme´e ι : Y → Y¯ . On en de´duit alors la factorisation
suivante de f
X ×S Y¯ p
((QQ
QQ
Y
i 66mmmm f // X
ou` l’on a pose´ i = f ×S ι, et ou` p est le morphisme de projection. Par de´finition, p
est lisse. De plus, i est une immersion ferme´e car le morphisme de projection canonique
q : X ×S Y¯ → Y¯ est se´pare´.
Il nous suffit de`s lors de nous re´fe´rer a` la proposition 1.2 de [SGA6], VIII, pour
conclure que i est alors re´gulie`re, puisque f est localement d’intersection comple`te. ¤
Remarque 4.2.21.– La caracte´risation pre´ce´dente est la de´finition que prend W.Fulton
des morphismes localement d’intersection comple`te (cf [Ful98], B.7.6). Mais par
ailleurs, on aura besoin plus loin d’un re´sultat un peu plus fin qui ne´cessitera a` nou-
veau l’hypothe`se «lissifiable», c’est pourquoi nous avons choisi de la de´gager explicitement.
A tout morphisme d’intersection comple`te, nous allons associer un morphisme de Gysin
qui ge´ne´ralise le cas d’une immersion ferme´e re´gulie`re. Pour cela, il nous suffit du lemme
suivant :
Lemme 4.2.22 Soit
P p
%%LL
LL
Y
i 99rrrr
j %%
JJJ
J X
Q
q
99ssss
un diagramme commutatif, ou` i,j sont des immersions ferme´es re´gulie`res, et p,q des mor-
phismes lisses.
Alors, i∗p∗ = j∗q∗.
Preuve : On fait la construction suivante :
P p
%%LL
LL
Y
(i,j)// P ×X Q
pi 66mmmm
χ ((Q
QQQQ
X.
Q
q
99tttt
Alors, puisque pi, χ, p et q sont lisses, on a pi∗p∗ = χ∗q∗.
Il ne reste plus maintenant qu’a` appliquer le lemme 4.2.15 a` l’immersion re´gulie`re
(i, j) et au morphisme lisse pi (resp. χ), puisque pi ◦ (i, j) = i (resp. χ ◦ (i, j) = j) est une
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immersion re´gulie`re. ¤
On en de´duit la de´finition suivante :
De´finition 4.2.23 Soit f : X → Y un morphisme localement d’intersection comple`te tel
que X est lissifiable.
On de´finit un morphisme de Gysin pour f , note´ f∗, en conside´rant une factorisation
arbitraire f = pi ou` i est une immersion ferme´e re´gulie`re et p un morphisme lisse (graˆce
a` 4.2.20), et en posant f∗ = i∗p∗.
Le lemme pre´ce´dent garantit que cette de´finition est inde´pendante du choix de la
factorisation.
On fait les calculs suivants, qui montrent que notre notation n’introduit pas
d’ambigu¨ıte´ :
Proposition 4.2.24 Soit f : Y → X un morphisme, tel que Y est lissifiable.
1. Si f est une immersion ferme´e re´gulie`re, alors f est localement d’intersection com-
ple`te, et les morphismes respectifs associe´s a` f en tant qu’immersion et morphisme
localement d’intersection comple`te co¨ıncident.
2. Si f est plat et localement d’intersection comple`te (autrement dit plat et
d’intersection comple`te au sens de [EGA4], 19.3.6), le morphisme de Gysin asso-
cie´ a` f co¨ıncide avec le pullback de´fini en 4.1.13.
3. Si X et Y sont lisses sur S, alors f est localement d’intersection comple`te et f∗
co¨ıncide avec le morphisme f• de [Ros96], §12.
Remarque 4.2.25.– Pour nous, l’inte´reˆt des morphismes localement d’intersection
comple`te est qu’ils permettent d’unifier ces trois types de morphismes.
Preuve : 1. Tautologique.
2. C’est le lemme 4.2.13.
3. On peut alors factoriser f en l’immersion ferme´e re´gulie`re correspondant a` son
graphe (car Y est lisse sur S), suivie de la projection de XY sur Y , qui est lisse puisque
X est lisse sur S). Cela montre que f est localement d’intersection comple`te ; de plus,
c’est justement cette factorisation qui permet a` M. Rost de de´finir le morphisme f•, en
utilisant le morphisme de Gysin de l’immersion ferme´e re´gulie`re que l’on a de´finie, et le
pullback par le morphisme de projection, qui est plat. Il en re´sulte tautologiquement que
le pullback de´fini par M. Rost co¨ıncide avec notre de´finition dans ce cas. ¤
Remarque 4.2.26.– Pour de´finir le morphisme f•, M. Rost n’a besoin que de supposer
que Y est plat sur S, en imposant la factorisation du morphisme f .
On arrive finalement a` la formule d’associativite´ ge´ne´rale.
Proposition 4.2.27 Soient Z
g−→ Y f−→ X deux morphismes localement d’intersection
comple`te tels que Z et Y soient lissifiables.
Alors, fg est localement d’intersection comple`te, et (fg)∗ = g∗f∗.
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Remarque 4.2.28.– D’apre`s [SGA6], VIII.1.5., gf est localement d’intersection comple`te
sans hypothe`se sur Z et Y .
Preuve : Tout d’abord, d’apre`s la proposition 4.2.20, il existe une factorisation de f en
une immersion re´gulie`re i : Y → P suivie d’un morphisme lisse p.
Conside´rons maintenantM un S-sche´ma lisse et ι : Z →M une immersion ferme´e (au-
dessus de S). Revenons a` la preuve de la proposition cite´e ci-avant, et posons Q = Y ×SM .
Alors, j = (g, ι) : Z → Q est une immersion ferme´e re´gulie`re (toujours d’apre`s [SGA6],
VII.2.1). On note q : Q→ Y la projection canonique sur Y .
De`s lors, si l’on pose R = P ×S M , et si l’on note l : R → P la projection canonique,
on obtient le diagramme commutatif suivant
Z
j //
g ''OO
OOO
OOO
O Q
k //
q
²²
(1)
R
l²²
Y
f ''OO
OOO
OOO
O
i // P
p²²
X,
dans lequel le carre´ (1) est carte´sien.
Puisque (kj, pl) forme une factorisation du morphisme fg, celui-ci est bien localement
d’intersection comple`te et il nous suffit d’appliquer le lemme 4.2.12 au carre´ carte´sien (1)
pour conclure l’e´galite´ attendue. ¤
4.2.2.3 Formule de projection et raffinement
On continue a` suivre [Ful98], et on de´finit donc un morphisme de Gysin raffine´ :
De´finition 4.2.29 Conside´rons un carre´ carte´sien
Y ′ 
 j //
g
²²
∆
X ′
f
²²
Y
 
i
// X
ou` i est une immersion ferme´e re´gulie`re.
On peut alors de´finir le morphisme de Gysin du carre´ ∆, note´ ∆∗, comme la compose´e
des morphismes
X ′
σ′•−→ CY ′X ′ h∗•−→ g∗NYX
(p∗)−1•−→ Y ′
ou` σ′ est le morphisme de spe´cialisation associe´ a` l’immersion ferme´e j, h : CY ′X ′ →
g∗NYX est l’immersion ferme´e induite par ∆ (cf B.2.3) et p : g∗NYX → Y ′ est la
projection canonique du fibre´ conside´re´.
Remarque 4.2.30.– Dans [Ful98], §6.2, on conside`re plutoˆt ce morphisme comme le
morphisme de Gysin de i (sous-entendu raffine´ par j), et on le note i!. Notre notation est
plus lourde mais a l’avantage d’eˆtre plus pre´cise.
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Lemme 4.2.31 Soit
Y ′ 
 j //
g
²²
∆
X ′
f
²²
Y
 
i
// X
un carre´ carte´sien tel que i est une immersion ferme´e re´gulie`re. On suppose que le mor-
phisme induit h : NY ′X ′ → g∗NYX est un isomorphisme.
Alors, ∆∗ = j∗.
Preuve : En effet, l’hypothe`se entraˆıne que h∗ = (h∗)−1.
De`s lors, par fonctorialite´ du morphisme pullback par rapport aux morphismes plats,
le triangle du diagramme suivant est commutatif
X ′ •
σ // NY ′X
′ • (h
∗)−1 //
•
(p∗)−1 $$
III
II
g∗(NYX)•
(q∗)−1xxrr
rrr
Y ′,
dans lequel les fle`ches p et q de´signent les projections canoniques. Ceci conclut en revenant
a` la de´finition. ¤
Corollaire 4.2.32 Soit
Y ′ 
 j //
g
²²
∆
X ′
f
²²
Y
 
i
// X
un carre´ carte´sien.
On suppose que i et j sont toutes deux des immersions ferme´es re´gulie`res partout de
meˆme codimension. Alors, ∆∗ = j∗.
Preuve : D’apre`s le lemme pre´ce´dent, il nous suffit de montrer que le morphisme canon-
ique h : NY ′X ′ → g∗NYX est un isomorphisme.
On conside`re donc I (resp. J ) l’ide´al de i (resp. j). Alors, h est le spectre du mor-
phisme d’alge`bres syme´triques engendre´ par l’e´pimorphisme canonique g∗(I/I2)→ J /J 2
(cf annexe B). Par ailleurs, puisque ces deux fibre´s sont localement libres de meˆme rang
en tous points, cet e´pimorphisme est un isomorphisme, ce qui conclut. ¤
Remarque 4.2.33.– On notera que ce cas correspond justement au cas classique (si f
est une immersion ferme´e) ou` l’intersection est propre.
Corollaire 4.2.34 Soit
Y ′ 
 j //
g
²²
∆
X ′
f
²²
Y
 
i
// X
un carre´ carte´sien.
On suppose que i est une immersion ferme´e re´gulie`re, et f un morphisme plat.
Alors, j est une immersion re´gulie`re et ∆∗ = j∗.
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Preuve : En effet, il suffit d’appliquer la remarque B.2.8 qui affirme justement que le
morphisme canonique NY ′X ′ → g∗(NXY ) est un isomorphisme. ¤
Pour nous, la raison d’eˆtre du morphisme de Gysin (raffine´) d’une immersion non ne´ces-
sairement re´gulie`re est le fait qu’il permet de donner une formule de projection ge´ne´rale :
Proposition 4.2.35 Conside´rons un diagramme
Y ′ 
 //
t′
»»0
00
00
00
00
00 g
''PP
PPP
PPP
PPP X
′
f
((PP
PPP
PPP
PPP
»»1
11
11
11
11
11
Y
  //
t~~ ~
~~
~
X
~~}}
}}
}
Z
 
i
// V
ou` chaque carre´ est carte´sien, i est une immersion ferme´e re´gulie`re et f un morphisme
propre. On appelle ∆ (resp. Θ) le carre´ de devant (resp. de derrie`re) ayant pour areˆte i.
Alors,
∆∗ ◦ f∗ = g∗ ◦Θ∗.
Preuve : On commence par introduire les morphismes canoniques qui correspondent a`
la fonctorialite´ du coˆne normal (cf B.2.3) de´finis par le diagramme
CY ′X
′ ν′ //
k
ÀÀ;
;;
;;
;;
;;
&&NN
NNN
NNN
NNN
NNN
NNN
NNN
NNN
NN
t′∗(NZV )
++WWWW
WWWWW
WWW
q
²²
h
!!B
BB
BB
BB
BB
B
NZV
²²
CYX
ν //
((PP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
P t
∗NZV
88pppp
p
²²
Y ′
++XXXX
XXXXX
XXXXX
XXX
g
""E
EE
EE
EE
EE
E
Z
Y
77ooooooo
ou` p,p′ sont les projections canoniques, et ν, ν ′ des immersions ferme´es.
De`s lors, la proposition est e´quivalente a` la commutativite´ du diagramme ci-dessous :
X ′ •
σ′ //
•
f∗
²²
(1)
CY ′X
′ • ν
′∗ //
•
k∗
²²
(2)
t′∗(NZV )•
(q∗)−1 //
h∗
²²
(3)
Y ′•
g∗
²²
X • σ // CYX •
ν∗ // NYX •
(p∗)−1
// Y.
Or, le carre´ (1) est commutatif d’apre`s la proposition 4.2.5 (σ et σ′ sont les morphismes
de spe´cialisation au coˆne normal respectifs), le carre´ (2) d’apre`s la fonctorialite´ du pushout
par un morphisme propre, et le carre´ (3), par application de la formule de projection
(e´le´mentaire) 4.1.18. ¤
On note le corollaire imme´diat suivant dont la formulation est plus simple que la
proposition pre´ce´dente :
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Corollaire 4.2.36 Soit
Y ′ 
 j //
g
²²
∆
X ′
f
²²
Y
 
i
// X
un carre´ carte´sien tel que i est une immersion ferme´e re´gulie`re, et f un morphisme propre.
Alors, i∗f∗ = g∗∆∗.
Remarque 4.2.37.– Nous n’aurons pas besoin d’autres proprie´te´s que cette formule de
projection vis-a`-vis du morphisme de Gysin raffine´. On note toutefois que l’on doit pouvoir
encore continuer le travail de transposition de [Ful98] aux modules de cycles, et montrer
ainsi que le morphisme de Gysin raffine´ d’une immersion ferme´e est fonctoriel (6.5 de
loc.cit.), commutatif (6.4 de loc.cit.) et ve´rifie une formule du type «excess intersection
formula» (6.3 de loc.cit). Ceci permettrait de de´finir le morphisme de Gysin raffine´ d’un
morphisme localement d’intersection comple`te, et ache`verait la transposition du chapitre
6 de loc.cit. au cas des modules de cycles.
4.2.3 Produit d’intersection
Dans cette sous-section, on suppose que S est alge´brique lisse.
Par ailleurs, tous les sche´mas sont suppose´s eˆtre alge´briques.
Autrement dit, le mot «sche´ma» de´signe toujours un S-sche´ma, mais qui est suppose´
de plus eˆtre de type fini. Un tel sche´ma porte une unique structure de k-sche´ma, a` laquelle
on se re´fe`rera sans plus de pre´cisions.
4.2.3.1 De´finition ; produit croise´
On revient dans ce qui suit a` la me´thode suivie par M. Rost pour de´finir le produit
d’intersection, et plus pre´cise´ment au paragraphe 14 de [Ros96].
On introduit tout d’abord une terminologie qui nous est propre :
De´finition 4.2.38 Soit N un module de cycles sur S. On dit que N est absolu si et
seulement si il existe un module de cycles N¯ sur k tel que N est la restriction de N¯ a` S.
Remarque 4.2.39.– Nous renvoyons a` 4.2.52 pour une explication de cette de´finition,
ainsi qu’une discussion critique. Pour l’instant, on se borne a` remarquer qu’il en existe,
et qu’ils sont plus faciles a` manipuler.
Exemple 4.2.40.– La K-the´orie de Milnor est l’exemple fondamental de module de
cycles absolu.
On rappelle que M. Rost a introduit la notion de «pairing» dans [Ros96] : si M et N
sont des modules de cycles sur k, un «pairing» µ : N ×M →M est la donne´e, pour toute
extension de type fini E/k d’un morphisme
µE : N(E)×M(E)→M(E), (ρ, τ) 7→ ρ.µτ
satisfaisant les relations
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P1: Pour x ∈ KM∗ (E), ρ ∈ N(E) et µ ∈M(E), on a
P1a: (x.ρ).µ = x.(ρ.µ).
P1b: (ρ.x).µ = ρ.(x.µ).
P2: Pour ϕ : E → K, η ∈ N(E), ν ∈ N(K), ρ ∈M(E) et µ ∈M(K), on a
P2a: ϕ∗(η.ρ) = ϕ∗(η).ϕ∗(ρ),
P2b: si ϕ est fini, ϕ∗(ϕ∗(η).µ) = η.ϕ∗(µ),
P2c: si ϕ est fini, ϕ∗(ν.ϕ∗(ρ)) = ϕ∗(ν).ρ.
P3: Pour une valuation ge´ome´trique v sur F , pour η ∈ N(F ) et ρ ∈ M(F ), pour une
uniformisante pi de v, on a
∂v
(
η.ρ
)
= ∂v(η).spiv (ρ) + (−1)nspiv (η).∂v(ρ) + {−1}.∂v(η).∂v(ρ).
On introduit la de´finition comple´mentaire suivante :
De´finition 4.2.41 Soit N et M des modules de cycles sur S.
On dit qu’on s’est donne´ un accouplement de modules de cycles sur S
µ : N ×M →M,
si µ est un «pairing» au sens de M. Rost et que, de plus, N est absolu.
Lorsqu’on s’est donne´ un accouplement sur S
pi : N ×N → N,
on dira encore que N est muni d’une structure d’anneau sur S.
Remarque 4.2.42.– Ainsi, un modules de cycles muni d’une structure d’anneau
est, d’apre`s notre de´finition, toujours absolu. Par contre, on ne requiert pas que
l’accouplement soit donne´ sur k.
Exemple 4.2.43.– Si M est un module de cycles quelconque sur k, il est par de´finition
(donne´e D3) muni d’un accouplement canonique sur k
KM∗ ×M →M.
Le cas ou` M est lui-meˆme le module de cycles forme´ par la K-the´orie de Milnor sera
e´tudie´ dans le prochain paragraphe.
4.2.44.– Soit µ : N ×M → M un accouplement. M. Rost a de´fini un produit croise´ (cf
[Ros96] 14.1), pour tous sche´mas Y et Z,
×µ : Cp(Y ;N,n)⊗Z Cq(Z;M,m)→ Cp+q(Y ×k Z;M,n+m),
ou` Y ×k Z est vu comme un S-sche´ma a` travers la projection de Z sur S. D’apre`s
loc.cit., 14.4, ce produit sur les complexes induit un produit sur les groupes de cohomologie.
Suivant M. Rost, on en de´duit le produit d’intersection suivant :
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De´finition 4.2.45 Soit N ×M µ−→M un accouplement de modules de cycles sur S, et X
un sche´ma lisse sur S.
On de´finit alors un produit
Ap(X;N,n)⊗Aq(X;M,m) → Ap+q(X;M,n+m)
x⊗ y 7→ (δX)∗(x×µ y) = x.µy.
On pre´cise que δX : X → X ×k X est l’immersion ferme´e diagonale de X sur k,
vu comme S-morphisme pour la structure de S-sche´ma sur X ×k X par la projection du
deuxie`me facteur sur S. Comme X est lisse sur k, δX est donc une S-immersion ferme´e
re´gulie`re et δ∗X de´signe le morphisme de Gysin associe´ (cf 4.2.7).
Remarque 4.2.46.– Pour ne pas alourdir les notations, la re´fe´rence a` l’accouplement µ
sera parfois omise suivant la notation de [Ros96].
Ce produit d’intersection dispose alors des formules classiques suivantes :
Proposition 4.2.47 Fixons µ : N ×M → M un accouplement de modules de cycles sur
S.
Soient X et Y des sche´mas lisses sur S, et f : Y → X un S-morphisme. On note f∗
le morphisme de Gysin associe´ au morphisme localement d’intersection comple`te f dans
la de´finition 4.2.23.
1. (Associativite´) On suppose que S = Spec (k), et que N est de plus muni d’une
structure d’anneau sur k. Alors pour tout triplet (x, y, z) ∈ A∗(X;N)×A∗(X;N)×
A∗(X;M), on a
(x.y).µz = x.µ(y.µz).
2. (Fonctorialite´) Pour tout couple (x, y) ∈ A∗(X;N)×A∗(X;M), on a :
(f∗x).µ(f∗y) = f∗(x.µy).
3. (Projection) Si f est propre, pour tout couple (x, y) ∈ A∗(X;N)×A∗(Y ;M), on a :
f∗(x.µf∗y) = (f∗x).µy.
Remarque 4.2.48.– Dans cette proposition, on de´montre les affirmations de [Ros96],
(14.6) avec les deux premie`res e´galite´s, en utilisant notamment les re´sultats de loc.cit.
sur les produits croise´s. Par contre, nous avons trouve´ pratique d’utiliser la me´thode de
Fulton (i.e. l’introduction des morphismes de Gysin raffine´s) pour prouver la formule de
projection dans le cas ge´ne´ral.
Preuve : 1. Commenc¸ons par constater que le carre´ suivant de Lk
X
δX //
δX
²²
X ×x X
δX×k1X
²²
X ×k X 1X×kδX// X ×k X ×k X
est carte´sien.
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De`s lors, on peut faire le calcul suivant :
(x.y).µz = δ∗X(δ
∗
X(x× y)×µ z) = δ∗X(δX ×k 1X)∗((x× y)×µ z)
(1)
= δ∗X(δX ×k 1X)∗(x×µ (y ×µ z))
(2)
= δ∗X(1X ×k δX)∗(x×µ (y ×µ z)) = x.(y.z)
ou` (1) re´sulte de la formule d’associativite´ du produit croise´ (14.2 de [Ros96]), et (2)
re´sulte du lemme 4.2.14.
Dans la suite de cette de´monstration, de`s qu’on conside`re un produit sur k de deux
S-sche´mas, on le munit de sa structure de S-sche´ma graˆce a` la projection du deuxie`me
facteur sur S.
2. Pour cette affirmation, on conside`re le carre´ carte´sien dans LS
Y
δY //
f
²²
Y ×k Y
f×kf
²²
X
δX // X ×k X.
Alors,
f∗(x.y) = f∗δ∗X(x×µ y)
(1)
= δ∗Y (f ×k f)∗(x×µ y)
(2)
= δ∗Y (f
∗x×µ f∗y) = (f∗x).(f∗y)
ou` (1) re´sulte de 4.2.27 et (2) re´sulte de la proprie´te´ 14.5 de loc.cit..
3. On a de´ja` remarque´ dans une situation semblable que le morphisme f est bien
localement d’intersection comple`te puisqu’il se factorise en X
γf−→ X×k Y
pYX×kY−−−−→ Y ou` γf
est le graphe de f , immersion ferme´e re´gulie`re puisque Y est lisse, et pYX×kY la projection
canonique qui est lisse puisque X est lisse sur k.
De`s lors, conside´rons le carre´ carte´sien de LS
X
γf //
f
²²
∆
X ×k Y
f×k1X
²²
Y
δY // Y ×k Y.
On peut alors faire le calcul
(f∗x).y = δ∗X(f ×k 1Y )∗(x×µ y)
(1)
= f∗∆∗(x×µ y) (2)= f∗γ∗f (x×µ y)
ou` l’e´galite´ (1) re´sulte de 4.2.36 applique´ au carre´ carte´sien pre´ce´dent, et l’e´galite´ (2) du
lemme 4.2.31, car, puisque Y/k est lisse, NX(X ×k Y ) ' f∗(TY ), ou` TY de´signe le fibre´
tangent de Y/k.
Mais par ailleurs, pour le deuxie`me membre de l’e´quation, on a
f∗(x.f∗y) = f∗δ∗Y (1Y ×k f)∗(x×µ y)
(3)
= f∗γ∗f (x×µ y)
ou` l’e´galite´ (3) re´sulte de ce que γf = (1Y ×k f) ◦ δY , et de la proposition 4.2.27. ¤
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4.2.3.2 K-the´orie de Milnor et groupe de Chow
Dans ce paragraphe, on e´tudie le cas ou` M = KM∗ est la K-the´orie de Milnor, que l’on
conside`re muni de sa structure d’anneau canonique.
Par de´finition, si X est un sche´ma,
An(X;KM∗ , n) = CH
n(X)
(cf 4.1.9 pour la nume´rotation du membre de gauche). Pour plus de clarete´, si x est la
classe d’un cycle dans CHn(X), on note {x} son image dans An(X;KM∗ , n).
Pour cloˆturer ce paragraphe sur l’intersection, on va commencer par de´montrer que
le morphisme de spe´cialisation construit par M. Rost co¨ıncide avec celui de W.Fulton,
suivant une indication de M. Rost au de´but du paragraphe 11 de [Ros96] :
Lemme 4.2.49 Soit X un sche´ma, et Z un sous-sche´ma ferme´ de X. Alors, pour le
module de cycles KM∗ , J(X,Z) = σZX, ou` J(X,Z) de´signe la construction de M. Rost
(cf de´finition 4.2.3), et σZX est le morphisme de spe´cialisation de W.Fulton (cf [Ful98],
5.2).
Preuve : Commenc¸ons par rappeler que le sous-sche´ma ferme´ CZX de DZX est un
diviseur de Cartier, parame´tre´ par le parame`tre t de la de´formation, t : DZX → A1k. De`s
lors, d’apre`s [Ful98], chap. 2, def. 2.3, si l’on note i : CZX → DZX, on peut de´finir de
manie`re e´le´mentaire le morphisme de Gysin i∗ : CH∗(DZX)→ CH∗(CZX).
Par ailleurs, si l’on regarde la fin de la suite exacte de localisation pour le groupe de
Chow, on en de´duit le diagramme commutatif suivant identique a` celui de la de´monstration
de loc.cit., prop. 5.2 ou` l’on a remplace´ l’espace de´formationM◦ZX (fibre´ sur P1k) par DZX
(qui en est un ouvert) :
CHn(X)
pi∗²²
σZX
tt
CHn+1(CZX)
i∗ // CHn+1(DZX)
j∗ //
i∗ **TT
TTTT
TTT
CHn(Gm ×X) //
ι²²Â
Â 0
CHn(CZX)
ou` j : Gm × X → DZX de´signe l’immersion ouverte canonique ; le morphisme ι existe
car i∗i∗ = 0 d’apre`s loc.cit. prop. 2.6(c). Le fait que σZX = ιpi∗ est le contenu de la
de´monstration de la prop. 5.2.
Revenant a` la de´finition 4.2.3, et puisque le pullback par un morphisme plat co¨ıncide
sur les deux groupes de Chow, il s’agit donc de montrer que le diagramme suivant est
commutatif :
An(Gm ×X;KM∗ , n)
{t}. ²²
ι
**VVVV
VVVVV
VV
An(DZX;KM∗ , n)
i∗²²
j∗oo
An(Gm ×X;KM∗ , n) ∂ // An(CZX;KM∗ , n)
ou` ∂ est le morphisme bord pour la de´composition DZX = Gm ×X unionsq CZX.
On conside`re donc α un e´le´ment de An(DZX;KM∗ , n). Par line´arite´, on peut se re-
streindre au cas ou` α est la classe d’un point x de DZX.
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Si x appartient a` CZX, on a de´ja` vu que i∗x = 0, et la commutativite´ en de´coule
puisque j∗x = 0.
Sinon, par de´finition
∂ ◦ {t}. ◦ j∗(x) =
∑
y∈(W∩CZX)(1)
∂xy
(
t(x)
)
.y
ou` W de´signe l’adhe´rence re´duite de x dans DZX.
Or, par ailleurs, d’apre`s la de´finition (cf loc. cit. def. 2.3), puisque t parame`tre le
diviseur de Cartier CZX, on a d’un autre coˆte´
i∗(x) =
∑
y∈(W∩CZX)(1)
ordy(t).y
ou` ordy de´signe la fonction ordre de´fini en loc. cit., §1.2.
Il suffit donc de de´montrer que pour tout point y, les entiers ∂xy
(
t(x)
)
et ordy(t) sont
e´gaux. Mais pour cela`, il suffit de revenir a` la de´finition de ∂xy (cf 4.1.6) et d’appliquer
l’exemple 1.2.3 de loc. cit., en remarquant que l’assertion est triviale si W ∩ CZX est
normal. ¤
De`s lors, la proposition suivante est presque imme´diate :
Proposition 4.2.50 Soit X un sche´ma alge´brique lisse. Pour tout x (resp. y) dans
CHn(X) (resp. CHm(X)), on a l’e´galite´
{x}.{y} = {x.y}
ou` les points de´signent respectivement le produit dans A∗(X;KM∗ , ∗) de´fini en 4.2.45 et le
produit dans CH∗(X) de´fini dans [Ful98], chap. 8.
Preuve : On rappelle la de´finition 8.1.1 de [Ful98] : si x et y sont des classes de cycles dans
CH∗(X), alors x.y = δ!(x × y) (on conside`re ici le cas ou` f = 1X), avec δ : X → XX le
morphisme diagonal de X, et δ! est le morphisme de Gysin associe´ a` l’immersion re´gulie`re
δ, et x× y est le produit exte´rieur de x et y de´fini en 10.1.
Or, par de´finition, δ! = (p∗)−1 ◦ σX(XX), ou` p : TX → X est la projection canonique
du fibre´ tangent, et σX(XX) est le morphisme de spe´cialisation au coˆne normal associe´ a`
l’immersion diagonale (de´finition dans le §5.2).
De`s lors, compte tenu du lemme pre´ce´dent, il suffit de de´montrer que le produit croise´
de´fini par M. Rost co¨ıncide avec le produit exte´rieur de cycles de´fini par W.Fulton (cf
[Ful98], 1.10).
Conside´rons a` cet effet x ∈ CHn(X) et y ∈ CHm(Y ), ou` X et Y sont des k-sche´mas.
On peut se re´duire par biline´arite´ au cas ou` x (resp. y) est la classe de V (resp. W ), sous-
sche´ma ferme´ de X (resp. Y ). De`s lors, par de´finition, x×y = [V ×kW ] est le cycle associe´
au sous-sche´ma ferme´ V ×kW de XY . Or, si l’on conside`re la projection pi : V X → X, on
a par de´finition : x× y = i∗pi∗(y), ou` i : V X → XX est l’immersion ferme´e canonique. Si
x de´signe encore le point ge´ne´rique de V , on peut tout aussi bien conside´rer la projection
pix : Spec (κ(x))X → X, et ix : Spec (κ(x))X → XX, on a encore (puisque les cycles en
question ne de´pendent que des points ge´ne´riques) : x×y = (ix)∗(pix)∗(y). Or, on reconnait
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la` la de´finition 14.1 de [Ros96], et donc, comme le pullback par un morphisme plat (resp.
le pushout par un morphisme propre) co¨ıncident sur le groupe de Chow a` coefficients et
le groupe de Chow classique, par de´finition :
{x× y} = {(ix)∗(pix)∗(y)} = (ix)∗(pix)∗{y} = {x} × {y}.
¤
Remarque 4.2.51.– On obtient une de´monstration plus conceptuelle de cette proposi-
tion en appliquant l’exemple 6.1.9 de [Ful98]. En effet, la premie`re proprie´te´s que doit
ve´rifier le produit d’intersection («normalisation») re´sulte de la proposition 4.2.10, et
la deuxie`me proprie´te´ re´sulte de la compatibilite´ de la suite spectrale de M. Rost par
rapport au produit de composition des modules de cycles.
4.2.52.– Modules de cycles absolus
La de´finition 4.2.38 est inspire´e du cadre topologique des syste`mes locaux.
Dans ce cadre, un syste`me local sur X est un pre´faisceau sur le groupo¨ıde fondamental
de X (c’est-a`-dire la cate´gorie dont les objets sont les points de X et les morphismes
sont les chemins de X a` homotopie pre`s). Alors, un syste`me local sur X est simple si
et seulement si il provient d’un syste`me local sur l’espace topologique forme´ d’un seul point.
Cette situation est donc analogue a` la noˆtre, puisqu’un module de cycles sur S est en
particulier un pre´faisceau sur les points (au sens de la ge´ome´trie alge´brique) de S (i.e. la
cate´gorie enrichie introduite dans 4.1.21). La grosse diffe´rence tient au fait que les points
de la ge´ome´trie alge´brique portent chacun leur propre structure alors que les points au
sens de la topologie alge´brique sont tous e´quivalents. C’est pourquoi nous avons pre´fe´re´ la
terminologie «absolu», qui signifie que le module de cycles provient d’un module de cycles
sur le «plus petit point» possible k.
Plus pre´cise´ment, les modules de cycles sont l’analogue des foncteurs de Mackey
de la topologie alge´brique e´quivariante. Rappelons que ceux-ci sont de´finis comme les
pre´faisceaux additifs sur la cate´gorie des orbites, vues commes des espaces topologiques
e´quivariants discrets dans la cate´gorie homotopique stable e´quivariante. En anticipant
sur la deuxie`me partie, on note que la cate´gorie des motifs ge´ne´riques joue le roˆle de
la cate´gorie des orbites pour la topologie alge´brique e´quivariante, puisque les modules
de cycles sont en particuliers des pre´faisceaux sur la cate´gorie des motifs ge´ne´riques.
Autrement dit, les motifs ge´ne´riques jouent le roˆle des points dans notre cadre, que l’on
conside`re comme des objets de la cate´gorie homotopique stable sous-jacente (ici, il s’agit
de la cate´gorie de´rive´e des motifs mixtes).
Les modules de cycles et les foncteurs de Mackey correspondent donc en quelque sorte
a` une version stable de syste`mes locaux. Pour les foncteurs de Mackey, la notion analogue
de la notion de syste`me local simple serait la proprie´te´ d’eˆtre constant. En ge´ome´trie
alge´brique toutefois, il y a une notion interme´daire avant celle d’eˆtre constant, qui est
la notion de module de cycle absolu que nous avons introduite, conside´rant que, dans la
the´orie des motifs, le plus petit point possible est le corps de base. Nous n’avons pas
trouve´ de caracte´risation simple de ces objets pourtant, ni meˆme de condition suffisante –
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rappelons qu’en topologie alge´brique, si un espace topologique X est simplement connexe,
tout syste`me local sur X est simple.
Toutes ces conside´rations prendraient beaucoup plus de sens avec l’analogue de la suite
spectral de Serre dont nous parlons conjecturalement dans l’introduction. En effet, a` une
fibration (morphisme lisse dans notre cadre), on associe un module de cycle sur la base. Il
se pose naturellement la question de de´terminer ce module de cycles ; la premie`re question
que l’on peut se poser est donc de savoir s’il est absolu dans le sens qu’on a introduit – on
souligne que cette simplification doit eˆtre rare, et demande donc a` eˆtre approfondie.
4.3 Module homotopique induit
Dans cette section, on se place dans le cas S = Spec (k).
De plus, tous les sche´mas sont suppose´s eˆtre alge´briques.
On va voir comment de´duire d’un module de cycles sur un corps (non ne´cessairement
parfait) un module homotopique.
4.3.1 Transferts
Dans cette sous-section, on fixe donc un module de cycles M sur k, et on construit des
transferts sur les groupes de Chow a` coefficients dans M .
On note µ : KM∗ ×M →M l’accouplement canonique.
4.3.1.– Soient X et Y des sche´mas alge´briques lisses et α ∈ c (X,Y ). On note U le support
de α dans XY , i l’immersion canonique de U dans XY et pXU la projection de U sur X,
qui est fini e´quidimensionnelle.
Soit γi : U → UXY le graphe de i. Alors, puisque XY est lisse sur k, γi est une
immersion ferme´e re´gulie`re. On peut donc de´finir :
De´finition 4.3.2 Avec les notations qui pre´ce`dent, on note encore {α}U la classe du cycle
α dans A0(U ;KM∗ ).
Adoptant les notations introduites ci-dessus, pour tout σ ∈ A∗(Y ;M), on pose
α∗(σ) = (pXU )∗γ
∗
i
(
{α}U ×µ pYXY
∗
(σ)
)
.
On a donc construit une action des correspondances finies sur les modules de cycles.
Il s’agit de montrer que cette action est d’abord line´aire, puis compatible au produit de
composition par rapport aux correspondances finies.
Le lemme suivant nous permet de montrer la line´arite´ :
Lemme 4.3.3 Soit X et Y deux sche´mas alge´briques lisses.
Soit α ∈ c (X,Y ) une correspondance finie, et U son support. Soit V un sous-sche´ma
ferme´ inte`gre de XY qui est fini e´quidimensionnel sur X, et qui contient U .
On note par ailleurs j : V → XY l’immersion ferme´e canonique, γj son graphe et pXV
la projection de V sur X. Enfin, on note {α}V la classe du cycle α dans A0(V ;KM∗ ).
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Alors, pour tout ρ ∈ A∗(Y ;M),
α∗(ρ) = (pXV )∗γ
∗
k
(
{α}V ×µ pYXY
∗
(σ)
)
.
Preuve : On peut supposer que X et Y sont connexes. Notons encore i l’immersion de
U dans XY et pXU la projection de U sur X.
Par de´finition, si {α}U de´signe la classe du cycle α dans A0(U ;KM∗ ), on a l’e´galite´
{α}V = l∗({α}U ), ou` l : U → V de´signe l’immersion ferme´e canonique.
Conside´rons le carre´ carte´sien
U
γi //
j
²²
∆
UXY
j×k1XY²²
V
γj // V XY
Alors,
(pXV )∗γ
∗
k
(
{α}V ×µ pYXY
∗
(σ)
)
= (pXV )∗γ
∗
k(j ×k 1XY )∗
(
{α}U ×µ pYXY
∗
(σ)
)
(1)
= (pXV )∗j∗∆
∗
(
{α}U ×µ pYXY
∗
(σ)
)
(2)
= (pXU )∗γ
∗
i
(
{α}U ×µ pYXY
∗
(σ)
)
Pour l’e´galite´ (1), on applique le corollaire 4.2.36 au carre´ ∆, et pour l’e´galite´ (2), on
applique le lemme 4.2.31 puisque γi et γj sont deux immersions ferme´es re´gulie`res de
meˆme codimension pure e´gale a` la dimension de Y . ¤
Muni de ce lemme, la line´arite´ devient e´vidente :
Lemme 4.3.4 Soit α et β deux correspondances finies dans c (X,Y ), et ρ ∈ A∗(Y ;M).
Alors, (α+ β)∗(ρ) = α∗(ρ) + β∗(ρ).
Preuve : Soit U et V les supports de α et β. On pose W = U ∪ V . On note i,j,l les
immersions respectives de U ,V ,W dans XY .
Alors, α+ β a pour support W et on obtient
(α+ β)∗ρ = (pXW )∗γ
∗
l ({α+ β}W ×µ ρ)
= (pXW )∗γ
∗
l ({α}W ×µ ρ) + (pXW )∗γ∗l ({β}W ×µ ρ)
= α∗(ρ) + β∗(ρ),
la dernie`re e´galite´ provenant du lemme pre´ce´dent. ¤
On ve´rifie enfin que cette action est bien compatible au produit de composition des
correspondances finies :
Proposition 4.3.5 Soient X, Y et Z des sche´mas alge´briques lisses. Alors, pour tout
α ∈ c (X,Y ), β ∈ c (Y, Z) et σ ∈ A0(Z;M), on a :
α∗β∗σ = (β ◦ α)∗σ
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Preuve : Par line´arite´, on se rame`ne tout d’abord au cas ou` X, Y et Z sont connexes.
Soit U le support de α et V le support de β.
On pose U˜ = U ×Y V . C’est un sous-sche´ma ferme´ de XY Z, qui est fini surjectif sur
X. On note W sa projection sur XZ, qui est donc un sous-sche´ma ferme´, fini surjectif sur
X.
On note i : U → XY , j : V → Y Z et l :W → XZ, les immersions e´videntes.
Par ailleurs, on adopte la convention de noter p!? les morphismes projections (pre´ce´de´
au besoin d’une immersion ferme´e) d’un sche´ma ? dans un sche´ma ! qui sont clairs dans
notre contexte.
On note simplement {α} la classe de α dans A0(U ;KM∗ ) et {β} la classe de β dans
A0(V ;KM∗ ). On conside`re pour notre premier calcul le carre´ carte´sien :
U˜
i1 //
pU
U˜ ²²
∆1
UXV
1U×pXYXV²²
U
γi // UXY
On peut de`s lors calculer le premier membre de la relation a` prouver :
α∗β∗(ρ) = pXU ∗γ
∗
i
(
{α} ×µ (pYXY )∗pYV ∗γ∗j
({β} ×µ (pZY Z)∗(ρ)))
= pXU ∗γ
∗
i
(
{α} ×µ pXYXV ∗(pVXV )∗γ∗j
({β} ×µ (pZY Z)∗(ρ)))
= pXU ∗γ
∗
i (1U ×k pXYXV )∗
(
{α} ×µ (pVXV )∗γ∗j
({β} ×µ (pZY Z)∗(ρ)))
(1)
= pXU ∗p
U
U˜ ∗i
∗
1
(
{α} ×µ (pVXV )∗γ∗j
({β} ×µ (pZY Z)∗(ρ)))
(2)
= pX
U˜ ∗(p1 ×k p2 ×k p3)
∗({α} ×µ ({β} ×µ ρ)).
On donne les justifications suivantes pour ce calcul :
(1) Cette e´galite´ re´sulte du fait que i1 est une immersion re´gulie`re (car l’intersection
de U et V est propre), et du fait que i1 et γi ont meˆme codimension pure e´gale a`
dim(X) + dim(Y ) ; en effet, cela implique, d’apre`s le lemme 4.2.31, ∆∗1 = i∗1, et il ne
reste plus qu’a` appliquer le corollaire 4.2.36.
(2) On a pose´ pour cette e´galite´ p1 : U˜ → U , p2 : U˜ → V et p3 : U˜ → Z les projections
canoniques (on rappelle que U˜ = U ×Y V ).
Elle re´sulte de la fonctorialite´ du morphisme pushout par un morphisme propre et
de la fonctorialite´ du morphisme de Gysin d’un morphisme localement d’intersection
comple`te (cf 4.2.27).
Inte´ressons-nous par ailleurs a` l’autre membre. Le support de β ◦ α est par de´finition
inclus dans W . De plus,
β ◦ α = pXZXY Z∗(pXYXY Z
∗
α.pY ZXY Z
∗
β),
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Or, pXYXY Z
∗
α.pY ZXY Z
∗
β est a` support dans U˜ . On peut par ailleurs calculer la classe de cycle
correspondante graˆce au carre´ carte´sien,
U˜
i2 //
²²
∆2
UZXV
²²
XY Z
δXY Z// (XY Z)2.
En effet, puisque l’intersection de U et V est propre, i2 est re´gulie`re est de bonne codi-
mension ; donc ∆∗2 = i∗2, et l’on obtient
{pXYXY Z
∗
α.pY ZXY Z
∗
β}U˜ = i∗2
(
pUUZ
∗{α} × pVXV
∗{β})
graˆce a` la proposition 4.2.50.
Enfin, par de´finition, ce n’est pas tout a` fait pXZXY Z∗ que l’on conside`re, mais plutoˆt la
projection de U˜ sur son image dans XZ, note´e pWT , qui est un morphisme propre. Ainsi,
{β ◦ α}W = (pU˜W )∗i∗2
(
pUUZ
∗{α} × pVXV
∗{β}).
On peut donc faire le calcul du deuxie`me membre, en prenant soin d’introduire tout
d’abord le carre´ carte´sien
U˜
i3 //
pW
U˜ ²²
∆3
U˜XZ
pW
U˜
×1XZ
²²
W
γl //WXZ.
Ainsi,
(β ◦ α)∗(ρ) = pXW ∗γ∗l
(
(pW
U˜
)∗i∗2
(
pUUZ
∗{α} × pVXV
∗{β})×µ (pZXZ)∗(ρ)))
(1)
= pXW ∗(p
W
U˜
)∗i∗3
(
i∗2
(
pUUZ
∗{α} × pVXV
∗{β})×µ (pZXZ)∗(ρ)))
(2)
= pX
U˜ ∗(p1 ×k p2 ×k p3)
∗(({α} × {β})×µ ρ).
On donne les justifications suivantes pour ce calcul :
(1) De nouveau, cette e´galite´ re´sulte de 4.2.36 applique´ au carre´ ∆3. En effet, i3 est
le graphe du morphisme U˜ → XZ, et comme XZ est lisse, cette immersion est
re´gulie`re. Par ailleurs, i3 et γl ont meˆme codimension pure e´gale a` dimX + dimZ.
Donc, le lemme 4.2.31 permet de conclure ∆∗3 = i∗3.
(2) Cette e´galite´ re´sulte a` nouveau de la fonctorialite´ du pushout propre et du morphisme
de Gysin.
Ainsi, la relation attendue re´sulte finalement de la formule d’associativite´ (14.2) de
[Ros96]. ¤
On a donc obtenu :
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Corollaire 4.3.6 Pour tout module de cycles M sur k, pour tout entier positif n, la
de´finition 4.3.2 munit le pre´faisceau An(.;M) sur Lk d’une structure de pre´faisceau avec
transferts.
La proposition qui suit permet d’exprimer plus simplement ces transferts dans certain
cas :
Proposition 4.3.7 Soit M un module de cycles, X et Y des sche´mas alge´briques lisses,
et α ∈ c (X,Y ) une correspondance finie.
On suppose que α est inte`gre, c’est-a`-dire que α est la classe d’un sous-sche´ma ferme´
inte`gre Z de XY . On suppose de plus que Z est lisse sur k.
Conside´rons les morphismes suivants :
Z
p
²²
i // XY
q // Y
X
ou` p est fini e´quidimensionnel, i est l’immersion ferme´e canonique, et q est le morphisme
de projection.
Alors, pour tout ρ ∈ An(Y ;M),
α∗(ρ) = p∗i∗q∗(ρ)
ou` i∗ de´signe le morphisme de Gysin associe´ a` i.
Preuve : On note γi le graphe de l’immersion i. D’apre`s la de´finition on obtient
α∗(ρ) = p∗γ∗i ({Z} ×µ (pYXY )∗ρ).
Or, par de´finition, la classe {Z} ×µ (pYXY )∗ρ dans A∗(ZXY ;M) est e´gale a`
(pXYZXY )
∗(pYXY )
∗(ρ).
De`s lors, puisque pXYZXY ◦ γi = i, et que i est une immersion re´gulie`re puisque Z est
lisse, on peut conclure graˆce au lemme 4.2.15. ¤
Exemple 4.3.8.– Ainsi, dans le cas ou` M = KM∗ , la de´finition 4.3.2 munit le groupe
An(.;KM∗ ) d’une structure de pre´faisceau gradue´ avec transferts. De`s lors, on en de´duit
un structure de pre´faisceau avec transferts sur
An(.;KM∗ , n) = CH
n(.).
Soient X, Y des sche´mas alge´briques lisses, et Z un sous-sche´ma ferme´ inte`gre de XY ,
fini e´quidimensionnel sur X. On note q : Z → X la projection de Z sur X, et i : Z → XY
l’immersion ferme´e canonique.
Alors, le morphisme de´finit par Z vu comme correspondance finie est e´gal a` la compose´e
CHn(Y )
(pYXY )
∗
−−−−→ CHn(XY ) i∗−→ CHn(Z) q∗−→ CHn(X)
ou` le morphisme i∗ est le morphisme de Gysin associe´ a` l’immersion re´gulie`re i et
de´finit dans [Ful98]. Cela` re´sulte en effet de la proposition pre´ce´dente, et de 4.2.49 pour
l’identification du morphisme i∗.
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4.3.2 The´ore`me final
On en de´duit finalement le the´ore`me suivant qui inspire le de´but de cette the`se et constitue
un large re´servoir d’exemples de modules homotopiques. On souligne que k n’est pas
suppose´ parfait :
The´ore`me 4.3.9 Soit M un module de cycles sur k.
Alors le pre´faisceau gradue´ A0(.;M) est canoniquement muni d’une structure de module
homotopique (avec transferts) sur k.
On obtient plus pre´cise´ment un foncteur
MCyclk → HM trk
M 7→ A0(.;M).
Preuve : D’apre`s ce qui pre´ce`de, A0(.;M) est un pre´faisceau avec transferts sur Lk.
Pre´cisons par ailleurs que d’apre`s le corollaire pre´ce´dent, pour tout morphisme f : X → Y
de sche´mas dans Lk, pour tout σ ∈ A0(Y ;M), [Γf ]∗(σ) = f∗(σ), ou` f∗ est le morphisme
de Gysin du morphisme localement d’intersection comple`te f de´fini en 4.2.23. Le
morphisme f∗ co¨ıncide de plus avec le morphisme f• construit par Rost ([Ros96], §12).
Or, A0(.;M) est de plus un faisceau Nisnevich. On commence par montrer pour cela
que C∗(.;M) est un faisceau Nisnevich, en utilisant la caracte´risation du corollaire 2.1.11)
; conside´rons donc un carre´ distingue´ e´le´mentaire de sche´mas alge´briques lisses
UV
j //
²²
V
p²²
U
i // X
et posons Z = (X − U)red.
On doit montrer que, pour tout entier naturel n, l’image de ce carre´ par C∗(.;M) est un
carre´ cocarte´sien. Or, par de´finition, Cn(X;M) = Cn(U ;M)⊕ Cn(Z;M) et Cn(V ;M) =
Cn(UV ;M) ⊕ Cn(ZV ;M). Par ailleurs, le morphisme pullback Cn(ZV ;M) → Cn(Z;M)
est un isomorphisme. On en de´duit donc la proprie´te´ attendue.
Ainsi, C∗(.;M) est un faisceau Nisnevich. Comme A0(.;M) est le noyau du morphisme
C0(.;M)→ C1(.;M), on en de´duit que A0(.;M) est aussi un faisceau Nisnevich.
Donc A0(.;M) est donc un faisceau homotopique sur k, car d’apre`s la proposition (8.6)
de [Ros96], il est de plus invariant par homotopie. Ce faisceau est de plus naturellement
gradue´.
Soit X un sche´ma dans Lk. Conside´rons la suite exacte longue de localisation associe´e
a` l’immersion ouverte j : Gm ×k X → A1X :
0→A0(A1X ;M,n) j
∗
−→ A0(Gm ×k X;M,n) ∂−→ A0(X;M,n− 1)
→ A1(A1X ;M,n− 1)→ ...
ou` le morphisme ∂ est le morphisme bord associe´ a` la de´composition A1X = Gm×kX unionsqX.
D’apre`s le corollaire 3.4.4, A0(.;M,n)−1(X) est e´gal au conoyau de j∗. On en de´duit
donc un morphisme canonique
²′n : A
0(.;M,n)−1(X)→ A0(X;M,n− 1).
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Or, d’apre`s la proposition 8.6 de [Ros96], le morphisme A0(X;M,n − 1) →
A1(A1X ;M,n − 1) est un isomorphisme. Ainsi, le morphisme ²′n est un isomorphisme,
et on pose donc ²n = (²′n)−1.
Or le morphisme j∗ est naturel par rapport aux transferts sur A0(.;M), et il en est
de meˆme du morphisme ∂. Ainsi, le morphisme ²n est un isomorphisme de faisceaux avec
transferts, ce qui munit le faisceau gradue´A0(.;M) d’une structure de module homotopique
canonique.
La dernie`re assertion re´sulte de la compatibilite´ des «basic maps» de Rost avec les
morphismes de modules de cycles. ¤
Remarque 4.3.10.– NotonsM le faisceau Nisnevich sur Lk qui co¨ıncide avec A0(.;M).
On a montre´ dans cette de´monstration que C∗(.;M) est un faisceau Nisnevich qui ve´rifie
la condition de Brown-Gersten. Comme c’est une re´solution de M, il en re´sulte que
HiNis(X;M) = Ai(X;M).
De`s lors, d’apre`s la proposition 8.6 de [Ros96] de´montre´ par M. Rost, le faisceau M a
une cohomologie invariante par homotopie (proprie´te´ que l’on appellera eˆtre «strictement
invariant par homotopie»). On notera que l’hypothe`se «k est parfait» n’est pas ne´cessaire
pour obtenir ce re´sultat.
Chapter 5
Transforme´e ge´ne´rique
Dans tout ce chapitre, k de´signe un corps parfait.
Toutes les extensions de k sont suppose´es eˆtre de type fini.
5.1 De´finition et the´ore`me fondamental
On e´tudie dans ce paragraphe la re´ciproque du the´ore`me 4.3.9.
La cate´gorie E sk est ici la cate´gorie des extensions (de type fini) de k. Rappelons
qu’a` toute extension E/k on a associe´ dans 2.1.34 un pro-objet de Lk note´ (E) qui pro-
repre´sente un foncteur fibre du topos Nisnevich de Lk.
Comme on l’a de´ja` annonce´ dans 3.3.8, on adopte la de´finition suivante :
De´finition 5.1.1 Soit F∗ un module homotopique.
On de´finit un foncteur note´ Fˆ∗
(E sk )
op → Z−A b
E/k 7→ F∗(E).
Le the´ore`me principal de ce chapitre est le suivant :
The´ore`me 5.1.2 (k est un corps parfait)
Pour tout module homotopique (F∗, ²), le foncteur Fˆ∗ est muni d’une structure canon-
ique de pre´-module de cycles sur k. Pour cette structure, c’est un module de cycles, et on
l’appelle la transformation ge´ne´rique de (F∗, ²).
Cette transformation est naturelle, et induit donc le foncteur
HM trk → MCyclk
F∗ 7→ Fˆ∗.
Remarque 5.1.3.– On peut notamment introduire la de´finition suivante :
De´finition 5.1.4 Pour toute extension E/k, on note h0(E) le pro-objet de HN trk obtenu
par composition du pro-objet (E) de Lk et du foncteur canonique
pro−Lk pro−h0−−−−→ pro−HN trk .
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On obtient ainsi un foncteur contravariant de la cate´gorie E sk dans la cate´gorie abe´li-
enne pro−HN trk . On note HN tr,(0)k la sous-cate´gorie de pro−HN trk compose´e des objets
de la forme Snt ⊗Htr h0(E) ou` n est un entier naturel, et E/k une extension (de type fini).
On peut voir la cate´gorie HN tr,(0)k comme la cate´gorie des points pour la cate´gorie des
faisceaux homotopiques (cf 3.3.4 et 3.4.5). Ainsi, on peut voir la transformation ge´ne´rique
d’un module homotopique (F∗, ²) comme la «restriction» du faisceau homotopique gradue´
F∗ a` la cate´gorie des points de HN
tr,(0)
k . Comme nous l’avons remarque´, cette transfor-
me´e ge´ne´rique pre´sente une certaine analogie avec la transforme´e de Fourrier (le roˆle des
harmoniques est joue´ ici par les points ge´ne´riques), et on montrera plus loin que l’on peut
de´finir une transforme´e ge´ne´rique inverse.
Dans la partie concernant les motifs, on montrera comment on peut voir les donne´es
des pre´-modules de cycles directement graˆce aux morphismes de la cate´gorie HN tr,(0)k ,
concre´tisant ainsi la remarque finale de 3.3.8.
Preuve : La preuve e´tant plutoˆt longue, on l’a re´partie dans les sections qui suivent.
Il s’agit de construire les donne´es d’un module de cycles, de ve´rifier les relations que ces
donne´es doivent satisfaire, et de montrer les axiomes des modules de cycles. Pour que le
lecteur s’y retrouve, on pre´cise donc l’endroit ou` chacune de ces taˆches est effectue´e :
Donne´es Re´fe´rence Relations Re´fe´rence Axiomes Re´fe´rence
(D1) 5.2.1 (R1a) 5.2.2 (FD) 5.6.1
(D2) 5.3.21 (R1b) 5.3.22 (WR) 5.6.3
(D3) 5.5.17 (R1c) 5.3.24
(D4) 5.4.57 (R2a) 5.5.18
(R2b) 5.5.19
(R2c) 5.5.19
(R3a) 5.4.63
(R3b) 5.4.64
(R3c) 5.4.58
(R3d) 5.5.29
(R3e) 5.5.32
On renvoie donc a` la section 5.7 pour la conclusion de cette de´monstration.
Dans tout le reste de ce chapitre, on fixe le module homotopique (F∗, ²).
5.2 Fonctorialite´ e´le´mentaire et donne´e D1
Conside´rons ϕ : E → L un morphisme d’extensions de k.
On rappelle que dans le nume´ro pre´ce´dant la de´finition 2.1.37, on a associe´ a` ϕ un
morphisme de pro-objets (ϕ) : (L) → (E). Dans le cas particulier ou` l’on conside`re
des corps au lieu des anneaux locaux, cette de´finition est de plus particulie`rement simple
puisque le morphisme (ϕ) est la limite projective
˜lim←−
A∈Mlis(E/k)
(
Spec (ϕ(A))→ Spec (A) ).
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En effet, le morphisme ϕ e´tant un isomorphisme sur son image, pour toute k-alge`bre A
lisse de type fini, ϕ(A) est lisse de type fini sur k.
De´finition 5.2.1 (Donne´e D1) Soit ϕ : E → L un morphisme dans E sk . On en de´duit
pour tout n ∈ Z un morphisme ϕ∗ : Fn(E)→ Fn(L), en posant
ϕ∗ = Fˆ∗(ϕ),
avec les notations introduites ci-dessus.
5.2.2.– Si E
ϕ−→ L ψ−→ K sont des morphismes dans E sk , on a bien suˆr (ϕ) ◦ (ψ) = (ψ ◦ ϕ).
Ainsi, la donne´e D1 satisfait tout d’abord l’axiome R1a.
5.2.3.– Soit de nouveau ϕ : E → L un morphisme dans E sk , et conside´rons de plus (X,x)
(resp. (Y, y)) un mode`le de E/k (resp. L/k). Alors, on en de´duit le diagramme suivant
(L)
(ϕ) //
∼
²²
(E)
∼
²²
Yy //___ Xx
ou` les fle`ches verticales sont les isomorphismes canoniques (cf 2.1.39), et la fle`che pointille´e
est l’unique morphisme induit.
De`s lors, par de´finition, le morphisme pointille´ se rele`ve en un morphisme U → Y , ou`
U est un ouvert de X.
Quitte a` remplacer X par U , on a donc trouve´ un morphisme dominant f : X → Y ;
on note f¯ le morphisme de pro-objets compose´
Xx → X ×Y Yy → Yy.
Dans cette situation, on dira que f est un k-mode`le du morphisme ϕ, e´tant donne´ que
le diagramme ci-dessous est commutatif
Spec (E)
ϕ //
x
²²
Spec (L)
y
²²
X
f // Y.
Ce diagramme implique de plus que le diagramme de pro-objets suivant est commutatif
(E)
(ϕ) //
x
²²
(L)
y
²²
Xx
f¯ // Yy.
5.3 Transpose´e, norme et donne´e D2
Dans cette section, on de´finit la donne´e D2 pour Fˆ∗. Cela passe par la de´finition d’une
fle`che entre pro-objets de Lcor,k, qu’on appelle transpose´e.
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5.3.1 Correspondances finies et transpose´e
On revient a` l’e´tude des correspondances finies avec l’exemple suivant particulie`rement
important pour nous :
De´finition 5.3.1 Soient f : X → Y un morphisme fini e´quidimensionnel dans Lk, et
² : X × Y → Y ×X l’isomorphisme qui permute les facteurs.
On appelle transpose´e de f , note´e tf , la correspondance finie
²∗([Γf ])
ou` Γf est le graphe de f .
En effet, puisque f est fini e´quidimensionnel, toute composante irre´ductible de tf est
bien finie e´quidimensionnelle sur Y .
Remarque 5.3.2.– Contrairement au cas des correspondances entre varie´te´s projectives
lisses, on ne peut pas transposer toutes les correspondances finies, puisqu’on ne peut
pas, par exemple, transposer le morphisme de projection canonique X → Spec (k) d’un
sche´ma X dans Lk de dimension strictement positive.
Le lemme suivant re´sume les proprie´te´s e´le´mentaires de la transpose´e :
Lemme 5.3.3 Soit f : Y → X un morphisme fini e´quidimensionnel dans Lk. Alors, on
a les relations suivantes :
1. Si α ∈ c (Y, Z) est une correspondance finie,
α ◦ tf = (f × 1Z)∗(α).
2. Si g : Z → Y est un morphisme fini e´quidimensionnel alge´brique lisse,
t(f ◦ g) = tg ◦ tf.
Preuve : 1. La de´monstration est la meˆme que pour la relation 2 du lemme 1.2.5 ; on se
rame`ne au cas ou` α est la classe d’un sous-sche´ma ferme´ inte`gre et on calcule l’intersection
suivante :
α ◦ tf = pXZXY Z∗
(
pY ZXY Z
∗
(α).pXYXY Z
∗
[Γ′f ]
)
= pXZXY Z∗
(
[Xα].[Γ′fZ]
)
ou` on a note´ Γ′f pour le ferme´ image de Γf par l’isomorphisme de permutation des facteurs.
Un calcul analogue a` celui de loc.cit. montre que
[Xα].[Γ′fZ] = (γ
′
f × 1Z)∗(α)
ou` le morphisme γ′f : Y → XY est la composition du morphisme graphe avec la permuta-
tion des facteurs. La premie`re relation en de´coule.
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2. D’apre`s ce qui pre´ce`de, on a l’e´galite´ suivante :
tg = 1Z ◦ tg = (g × 1Z)∗(∆Z).
De`s lors, on peut effectuer le calcul e´le´mentaire suivant :
tg ◦ tf = (f × 1Z)∗(tg) = (f × 1Z)∗(g × 1Z)∗(∆Z)
= ((f ◦ g)× 1Z)∗(∆Z) = t(f ◦ g).
¤
Muni de ce morphisme transpose´, on dispose du lemme de repre´sentation suivant :
Lemme 5.3.4 Soient X,Y et Z des sche´mas alge´briques lisses tels que Z est un sous-
sche´ma ferme´ de XY , dont la projection sur X est fini e´quidimensionnelle. Le cycle
associe´ a` Z dans XY , note´ [Z] est donc une correspondance finie.
Alors, conside´rant les projections canoniques
X Z
q //poo Y,
on a dans Lcor,k : [Z] = q ◦ tp.
Preuve : En effet, le sous-sche´ma de X × Z × Y intersection de tΓf et de Γg est
isomorphe a` Z (vu comme graphe de l’immersion ferme´e Z → X×Y ), qui est inte`gre. Les
multiplicite´s d’intersections sont donc toutes e´gales a` 1, et le cycle associe´ est e´gal a` [Z]. ¤
Enfin, la proposition suivante est une interpre´tation ge´ome´trique de la formule R1c
ve´rifie´e par les pre´-modules de cycles :
Proposition 5.3.5 Soient X, Y , Z des sche´mas alge´briques lisses et connexes, et f :
Y → X et g : Z → X des morphismes dominants de sche´mas tels que f est fini e´quidi-
mensionnel.
On conside`re le carre´ carte´sien suivant :
Y ×X Z q //
p
²²
Y
f²²
Z
g // X,
et on pose R = κ(Y )⊗κ(X) κ(Z).
1. Spec (R)→ (Y ×X Z)(0) est une bijection.
2. Supposons que (Y ×X Z)red soit lisse. Alors
tf ◦ g =
∑
x∈Spec(R)
lgR(Rx).q|Z(x) ◦ t(p|Z(x))
ou` x est conside´re´ comme un point ge´ne´rique de Y ×X Z, et Z(x) de´signe son
adhe´rence dans Y ×X Z, munie de sa structure de sous-sche´ma re´duit.
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Preuve : La premie`re assertion re´sulte du fait que, puisque les morphismes sont domi-
nants, on dispose d’un morphisme birationnel
Spec (κ(Y ))×Spec(κ(X)) Spec (κ(Z))→ Y ×X Z.
Pour la deuxie`me assertion, on note Γf et Γg les graphes de f et g. Ils sont tous deux
inte`gres.
Γg ×X tΓf //
²²
tΓf
∼ //
²²
Y
Γg //
∼
²²
X
Z
Γg×XtΓf est isomorphe a` Z×XY , l’isomorphisme e´tant donne´ par le morphisme canonique
Γg ×X tΓf → Z × Y . Donc le sous-sche´ma intersection de tf et g dans Z ×X × Y , que
l’on note W est isomorphe a` Z ×X Y (et son image dans Z × Y est e´gale a` l’image de
Z ×X Y → Z × Y ).
Par ailleurs, chaque composante de cette intersection est propre ; on note {x1, ..., xn}
les ponts ge´ne´riques de W . De plus, pour tout i, comme Wred est lisse par hypothe`se, il
en re´sulte que (OW,xi)red est un anneau local de Cohen-Maccaulay – i.e. de profondeur
e´gale a` sa dimension ; cf [Ful98], A.7. Il en re´sulte que OW,xi est de Cohen-Maccaulay.
De`s lors, par application de la proposition 7.1 de [Ful98], la multiplicite´ d’intersection de
xi dans W est e´gale a` la longeur de l’anneau artinien OW,xi .
Autrement dit, la correspondance finie tf ◦ g est le cycle associe´ au sous-sche´ma W
dans Z × Y :
tf ◦ g =
n∑
i=1
lg(OW,xi).|Z(xi)|Z×Y
D’apre`s le 1., le morphisme canonique Spec (R) → Wx1,...,xn est un isomorphisme. Pour
x ∈ Spec (R), il est e´vident que le localise´ en x deWx1,...,xn est le localise´ deW en x. Donc
lg(OW,x) = lg(Rx).
Enfin, le lemme 5.3.4 permet de conclure que q|Z(x) ◦ t(p|Z(x)) = |Z(x)|Z×Y . ¤
On en de´duit le cas particulier suivant :
Corollaire 5.3.6 Soit
Y ′
q //
p
²²
Y
f
²²
X ′
g // X
un carre´ carte´sien dans Lk, tel que f soit fini e´quidimensionnel, alors
tf ◦ g = q ◦ tp.
On rappelle qu’on a de´finit un cup-produit exte´rieur sur les correspondances finies dans
2.2.21. Ce cup-produit ve´rifie logiquement la formule de projection suivante vis-a`-vis de
la transpose´e :
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Proposition 5.3.7 Soient X,Y ,S,T des sche´mas alge´briques lisses et f : X → Y un
morphisme fini dominant.
Alors, pour toutes correspondances finies α ∈ c(Y, S) et β ∈ c(X,T )), on a les e´galite´s
suivantes : (
(α ◦ f) ` β) ◦ tf = α ` (β ◦ tf) ∈ c (X,S × T )(
β ` (α ◦ f)) ◦ tf = (β ◦ tf) ` α ∈ c (X,T × S) .
Preuve : Pour la premie`re assertion, on doit montrer
(f × 1S×T )∗
[(
(1X × pS)∗(f × 1S)∗(α)
)
.(1X × pT )∗(β)
]
= (1Y × pS)∗(α). [(1Y × pT )∗(f × 1T )∗(β)]
Or, (f × 1S) ◦ (1X × pS) = (1Y × pS) ◦ (f × 1S×T ), et le carre´ suivant est carte´sien :
X × S × T 1X×pT //
f×1S×T ²²
X × T
f×1T²²
Y × S × T
1Y ×pT
// Y × T
Finalement, en appliquant la proposition 1.1.21 au carre´ pre´ce´dent, on se rame`ne a` montrer
(f × 1S×T )∗
[(
(f × 1S×T )∗(1Y × pS)∗(α)
)
.(1X × pT )∗(β)
]
= (1Y × pS)∗(α). [(f × 1S×T )∗(1X × pT )∗(β)]
Or cette dernie`re formule est juste la formule de projection 1.1.10 applique´e au morphisme
f × 1S×T .
La deuxie`me assertion est bien suˆr syme´trique a` la premie`re. ¤
5.3.2 Situation ge´ne´rique
On e´tudie dans cette sous-section la situation ge´ne´rique correspondant au paragraphe
pre´ce´dent. Le lemme suivant explique pourquoi on peut le faire :
Lemme 5.3.8 Soit f : X → Y un morphisme fini e´quidimensionnel de sche´mas.
Alors pour tout ouvert dense U de X, l’ouvert f−1(Y − f(X −U)) est dense et inclus
dans U .
Preuve : Z = X − U est un ferme´ de codimension supe´rieure a` 1, puisque U est dense.
En particulier, f(Z) est un ferme´ de codimension supe´rieure a` 1 dans Y , puisque f est
fini. De`s lors, Y − f(Z) est un ouvert de Y , dense dans f(X). Son image re´ciproque est
donc un ouvert dense de X, qui contient U . ¤
Corollaire 5.3.9 Soit f : X → Y un morphisme fini dominant entre sche´mas alge´briques
irre´ductibles. Soit x (resp. y) le point ge´ne´rique de X (resp. Y ).
Alors le morphisme canonique de pro-objets
Xx → X ×Y Yy
est un isomorphisme
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Preuve : En effet, le lemme pre´ce´dent montre que l’ensemble des ouverts X ×Y V de X,
pour V parcourant les ouverts non vides de Y est cofinal dans Vx (X). ¤
5.3.10.– Soit f : X → Y un morphisme fini dominant de sche´mas alge´briques lisses et
connexes. Soit x (resp. y) le point ge´ne´rique de X (resp. Y ).
Conside´rons V et V ′ deux ouverts non vides de Y , tels que V ′ ⊂ V . Alors, le corollaire
5.3.6 applique´ au carre´ carte´sien dans Lk
X ×Y V ′ _
²²
fV ′ // V ′ _
²²
X ×Y V fV // V
montre que le diagramme suivant est commutatif dans Lcor,k
V ′ _
²²
tfV ′ // X ×Y V ′ _
²²
V
tfV // X ×Y V.
On de´finit donc un morphisme dans pro−Lcor,k, note´ τf¯ : Yy → X ×Y Yy,
˜lim←−
V ∈Vy(Y )
(V
tfV−−→ X ×Y V ).
De´finition 5.3.11 Soit f : X → Y un morphisme fini dominant, ou` X et Y sont des
sche´mas alge´briques lisses et connexes. Soit x (resp. y) le point ge´ne´rique de X (resp. Y )
; on note f¯ : Xx → Yy le morphisme induit par f .
On de´finit un morphisme Yy
tf¯−→ Xx dans pro−Lcor,k, appele´ transpose´ de f¯ en con-
side´rant la compose´e
Yy
τf¯−→ X ×Y Yy (1)−−→ Xx
ou` (1) est l’isomorphisme re´ciproque du morphisme canonique Xx → X×Y Yy (cf corollaire
pre´ce´dent).
Commenc¸ons par ve´rifier que cette de´finition est fonctorielle :
Lemme 5.3.12 Soient f : X → Y et g : Y → Z des morphismes finis e´quidimensionnels
avec X,Y ,Z des sche´mas alge´briques lisses connexes, de points ge´ne´riques respectifs x,y,z.
Posons h = g ◦ f qui est un morphisme fini e´quidimensionnel. Alors,
th¯ = tf¯ ◦ tg¯.
Preuve : Conside´rons tout d’abord un ouvert non vide U (resp. V ) de Z (resp. Y ) tel
que V ⊂ Y ×X U . On peut alors conside´rer le diagramme suivant dans Lk :
X ×Y V _
²²
fV // V  _
²²
X ×Z U _
²²
fU // Y ×Z U _
²²
gU // U _
²²
X
f // Y
g // Z.
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On en de´duit le diagramme commutatif suivant dans Lcor,k :
U
tgU // Y ×Z U
tfU // X ×Z U
V
tfV //
OO
X ×Y V
OO
X ×Y V.
Or, d’apre`s le corollaire 5.3.6, ce diagramme est fonctoriel par rapport a` U . On peut donc
conside´rer sa limite projective par rapport aux ouverts U et V , et on obtient :
Zz
τg¯ //
tf¯ ((QQ
QQQ
QQQ
Q Y ×Z Zz φ // X ×Z Zz
Yy
τf¯ //
∼ OO
tg¯ ))TT
TTTT
TTTT
TT X ×Y Yy
∼OO
Xx.
∼OO
Mais par ailleurs, d’apre`s le lemme 5.3.3, tfU ◦ tgU = t(gU ◦ fU ). Comme gU ◦fU = hU ,
on en de´duit que φ ◦ τg¯ = τh¯, ce qui prouve l’e´galite´ attendue d’apre`s le diagramme
pre´ce´dent. ¤
Lemme 5.3.13 Conside´rons un carre´ carte´sien dans la cate´gorie des sche´mas
X ′
f ′ //
q
²²
Y ′
p
²²
X
f // Y
dans lequel p, q sont dominants, f , f ′ sont finis dominants, et X, Y , Y ′ sont alge´briques
lisses et connexes.
Pour tout point z dans X ′(0), X ′z est un sche´ma artinien local, et on a un diagramme
commutatif
(X ′z)red
q¯z
²²
f¯ ′z // Y ′y′
p¯
²²
Xx
f¯ // Yy
Alors, dans pro−Lcor,k,
tf¯ ◦ p¯ =
∑
z∈X′(0)
lg(X ′z).q¯z ◦ tf¯ ′z.
La longueur du pro-objet X ′z n’est bien sur pas autre chose que la longueur de l’anneau
artinien OX′,z.
Preuve : Comme k est parfait, il existe un ouvert dense Ω de X ′ tel que Ωred est lisse
sur k.
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Soit V un ouvert dense de Y tel que q−1(f−1(V )) ⊂ Ω. Posons U = X ×Y V et
V ′ = Y ′ ×Y V ; on a donc un carre´ carte´sien
U ×V V ′
f ′
V ′ //
qU
²²
V ′
pV
²²
U
fV // V.
Alors, par de´finition, U ×V V ′ ⊂ Ω, et donc (U ×V V ′)red est lisse sur k.
On peut donc appliquer le lemme 5.3.5 au carre´ carte´sien pre´ce´dent :
tfV ◦ pV =
∑
z∈(U×V V ′)(0)
lg((U ×V V ′)z).qU |z¯ ◦ t(f ′V ′ |z¯),
ce qui nous permet de conclure (par passage a` la limite) puisque (U ×V V ′)(0) = X ′(0) et
(U ×V V ′)z = X ′z. ¤
Soient X,Y ,S,T des sche´mas alge´briques lisses tels que X et Y soient connexes de
points ge´ne´riques respectifs x et y. Puisque le produit exte´rieur de cycles est fonctoriel
(voir la de´finition 2.2.21) il induit un produit exte´rieur sur les fibres :
c (Xx, S)⊗Z c (Xx, T ) −`→ c (Xx, S × T ) .
On peut donc en de´duit une formule de projection «ge´ne´rique», analoque a` celle de la
proposition 5.3.7 :
Proposition 5.3.14 Avec les hypothe`ses ci-dessus, conside´rons un morphisme fini sur-
jectif f : X → Y . Alors, pour tout α ∈ c (Yy, S) et β ∈ c (Xx, T ), on a(
(α ◦ f¯) ` β) ◦ tf¯ = α ` (β ◦ tf¯)(
β ` (α ◦ f¯)) ◦ tf¯ = (β ◦ tf¯) ` α.
Preuve : Il s’agit juste de ve´rifier que la situation ge´ne´rique se rame`ne a` distance finie.
Ainsi, il existe un ouvert U (resp. V ) de X (resp. Y ) tel que α se rele`ve en αV ∈ c (V, S)
et β se rele`ve en αU ∈ c (U, T ).
De plus, quitte a` restreindre U et V , on peut supposer que f¯ se rele`ve en un morphisme
fini dominant f : U → V d’apre`s le lemme 5.3.8.
Enfin, appliquant la proposition 5.3.7 au morphisme f , on obtient la formule attendue.
¤
5.3.3 Mode`les et de´finition
Afin d’exploiter le paragraphe pre´ce´dent, on rame`ne la situation alge`brique d’une extension
finie au cas ge´ome´trique. On passe pour cela par la de´finition suivante :
De´finition 5.3.15 Soient E/k et L/k deux extensions et ϕ : E → L un morphisme tel
que L/E est finie. On appelle k-mode`le de E/L tout triplet ((X,x), (Y, y), X
f−→ Y ), tel que
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(X,x) est un mode`le de E/k, (Y, y) un mode`le de L/k, et f un morphisme fini dominant
tel que le diagramme suivant commute
Spec (E) i //
x
²²
Spec (L)
y
²²
X
f // Y,
les fle`ches verticales correspondant aux points canoniques des mode`les concerne´s, et i cor-
respond a` l’injection de L dans E.
Bien suˆr, de tels mode`les existent toujours :
Lemme 5.3.16 Soient L/k une extension et E/L une extension finie. Alors il existe un
k-mode`le de E/L.
Preuve: Soit Y ′ un mode`le de L. Soit Y˜ ′ le normalise´ de Y ′ dans E/L. Alors Y˜ ′ est
de type fini sur k (car Y est de type fini sur k), Y˜ ′ est muni d’un E-point qui induit un
isomorphisme κ(Y˜ ′)→ E, et on a un morphisme fini canonique Y˜ ′ f−→ Y ′, compatible avec
les points canoniques de ces sche´mas. Enfin, Y˜ ′ est ge´ne´riquement lisse. Soit U un ouvert
lisse de Y˜ ′, Y = Y ′ − f(Y˜ ′ − U) et X = f−1(Y ) : X f |X−−→ Y convient d’apre`s le lemme
5.3.8. ¤
De´finition 5.3.17 Soient E/k et L/k deux extensions, et ϕ : E → L un k-morphisme
tel que L/E soit finie. Soit X
f−→ Y un k-mode`le de L/E et x (respectivement y) le point
ge´ne´rique de X (respectivement Y ).
On note [E] le pro-objet de Lcor,k induit par le pro-objet (E) de Lk de´fini dans 2.1.40.
On de´finit alors la transpose´e de (ϕ) comme le morphisme de pro−Lcor,k
[E]
t(ϕ)−−→ [L]
obtenu par la composition
[E] ∼−→ Yy
tf¯−→ Xx ∼←− [L],
ou` tf¯ est le morphisme de´fini dans 5.3.11.
5.3.18.– On montre que cette de´finition est inde´pendante du mode`le choisi. Pour cela, on
utilise le lemme suivant :
Lemme 5.3.19 Soit E/k une extension, et L/E une extension finie. Conside´rons X → Y
et X ′ → Y ′ deux k-mode`les de L/E. Alors il existe un k-mode`le X ′′ → Y ′′ de L/E tel
que :
X
f // Y
X ′′
f ′′ //
²²
OO
Y ′′
OO
²²
X ′
f ′ // Y ′,
les fle`ches verticales e´tant compatibles avec les points dominants canoniques des mode`les
conside´re´s.
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Preuve : On se rame`ne au cas affine. Soient donc X = Spec (B) , X ′ = Spec (B′) , Y =
Spec (A) , Y ′ = Spec (A′). Puisque X → Y et X ′ → Y ′ sont des mode`les de L/E, les
isomorphismes canoniques sont compatibles :
κ(X) //
∼ ²²
κ(Y )
∼²²
E // L
κ(X ′) //
∼
OO
κ(Y ′).
∼
OO
Soient X = Spec (A), X ′ = Spec (A′). On peut supposer que A,A′ ⊂ L, B,B′ ⊂ E.
Conside´rons les sous-k-alge`bre de type fini A′′ = k[A ∪ A′] ⊂ E et B′′ = k[B ∪ B′] ⊂ L.
Tout e´le´ment de B ∪ B′ est entier sur A′′, ce qui implique que B′′/A′′ est inte`grale. En
particulier, la cloˆture normale de A′′ dans L/E contient B′′, donc elle contient B et
B′. Notant X ′′ son spectre, et Y ′′ = Spec (A′′), on obtient un morphisme fini dominant
X ′′ → Y ′′, avec le diagramme attendu dans l’e´nonce´, les morphismes dominants e´tant
donne´s par les inclusions canoniques.
Il suffit maintenant de conside´rer des ouverts de lissite´ de X ′′ et Y ′′ pour obtenir les
mode`les de´sire´s. ¤
De`s lors, si f : X → Y et f : X ′ → Y ′ sont deux k-mode`les de L/E, d’apre`s le lemme
2.1.39, on se re´duit a` montrer que pour un carre´ carte´sien (i.e. un morphisme de k-mode`les
de L/E)
X ′
f ′ //
q
²²
Y ′
p
²²
X
f // Y
ou` p et q′ forment un morphisme de k-mode`le, et sont donc en particulier des morphismes
birationnels, le diagramme de pro−Lcor,k suivant est commutatif
Y ′y′
tf¯ ′ //
p¯
²²
X ′x′
q¯
²²
Yy
tf¯
// Xx.
Or, c’est un cas particulier du lemme 5.3.13, avec p birationnel. On a donc prouve´ que la
de´finition ci-dessus est inde´pendante du mode`le choisi.
On peut voir de`s lors que cette donne´e est fonctorielle :
Lemme 5.3.20 Soient E/k, L/k et K/k des extensions, ϕ : E → L et ψ : L → K des
k-morphismes tels que L/E et K/L soient finies.
Alors, dans pro−Lcor,k, on a l’e´galite´ de morphismes
t(ϕ) ◦ t(ψ) = t(ϕ ◦ ψ).
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Preuve : On commence par choisir un k-mode`le f : X → Y de L/E. De`s lors, on
peut trouver un k-mode`le g : V → Z de K/L ou` V est un ouvert dense de Y . On peut
supposer Y = V , et la formule se rame`ne alors par de´finition au lemme 5.3.12. ¤
On en de´duit maintenant la donne´e D2, car un faisceau homotopique est en particulier
un pre´faisceau sur Lcor,k, et induit donc un foncteur contravariant de pro−Lcor,k dans
A b :
De´finition 5.3.21 (D2) Soit F∗ un module homotopique.
Alors, pour tout ϕ : E → L morphisme fini dans E sk , on pose ϕ∗ = F∗
(
t(ϕ)
)
, ou` t(ϕ)
est le morphisme de la de´finition 5.3.17.
On obtient imme´diatement la relation R1b comme corollaire du lemme pre´ce´dent :
Corollaire 5.3.22 (R1b) Soit F∗ un module homotopique.
Pour des k-morphismes finis ϕ : E → L, ψ : L → K entre extensions de type fini de
k, on a
(ψ ◦ ϕ)∗ = ϕ∗ ◦ ψ∗.
5.3.4 Axiome R1c
L’axiome R1c est conse´quence d’un lemme concernant la cate´gorie additive pro−Lcor,k :
Lemme 5.3.23 Soient ϕ : P → E un morphisme fini et ψ : P → L un morphisme
quelconque ou` P/k, E/k et L/k sont des extensions .
La k-alge`bre E ⊗P L est artinienne et on note E ⊗P L(0) l’ensemble de ses ide´aux
maximaux. Si z ∈ E ⊗P L(0), on note κ(z) l’extension de k quotient E ⊗P L/z :
κ(z) E
ψzoo
L
ϕz
OO
P.
ϕ
OO
ψ
oo
Alors, on a dans pro−Lcor,k,
t(ϕ) ◦ (ψ) =
∑
z∈(E⊗PL)(0)
lg(E ⊗P L)z.(ψz) ◦ t(ϕz).
Preuve : Conside´rons X
f−→ Y un k-mode`le de E/P , et (Y ′, y′) un mode`le de L/k. Soit
x (resp. y) le point ge´ne´rique de X (resp. Y ).
On obtient donc le diagramme dans pro−Lk
(L)
(ψ) //
y′
²²
(P )
x
²²
(E)
(ϕ)oo
y
²²
Y ′y′
τ // Xx Yy
f¯oo
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ou` τ = xψ∗y′−1. Le morphisme τ se rele`ve en un morphisme V ′ p−→ U ou` V ′ est un ouvert
dense de Y ′ et U un ouvert dense de X.
Quitte a` restreindre X graˆce au lemme 5.3.8, on peut supposer que V ′ = Y ′ et U = X.
De meˆme, on peut supposer que le morphisme f¯ se rele`ve en un morphisme dominant
f : Y → X. On est donc dans les conditions d’application du lemme 5.3.13. Adoptant les
notations de celui-ci, on a donc :
tf¯ ◦ p¯ =
∑
z∈X′(0)
lg(X ′z).q¯z ◦ tf¯ ′z.
Or, X ′(0) ' E⊗P L(0), et si z est un e´le´ment de X ′(0), on a un isomorphisme canonique
induit par y ⊗x y′ :
Spec ((E ⊗P L)z)→ X ′z
qui induit un isomorphisme x′z : Spec (κ(z))→ (X ′z)red.
Par ailleurs, si Z(z) de´signe la composante irre´ductible de X ′ correspondant a` z, le
morphisme restriction Z(z)→ Y ′ induit un k-mode`le de L/κ(z), quitte a` le restreindre a`
un ouvert de Z(z). En particulier, ϕz∗ = (x′z)−1 ◦ tf¯ ′z ◦ y′.
La formule du lemme 5.3.13 donne donc la formule attendue par composition avec les
isomorphismes canoniques de nos divers mode`les. ¤
Corollaire 5.3.24 (R1c) Sous les hypothe`ses du lemme pre´ce´dent, on a
ψ∗ ◦ ϕ∗ =
∑
z∈(E⊗PL)(0)
lg(E ⊗P L)z.ϕz∗ ◦ ψz∗
Preuve : Il suffit d’appliquer F∗ a` l’e´galite´ de morphismes du lemme pre´ce´dent. ¤
5.4 Re´sidu et donne´e D4
Pour de´finir le re´sidu, on va prolonger tout faisceau homotopique en un pre´faisceau de´finit
sur la cate´gorie des paires ferme´es, et satisfaisant certaines proprie´te´s simples telles que
l’excision. On commence donc par introduire cette notion d’excision, ce qui nous permet
de pre´ciser les de´finitions sur les paires (cf de´finition B.2.2).
5.4.1 Paires et excision
La notion suivante est classique en topologie :
De´finition 5.4.1 On appelle paire tout couple (X,Y ) tel que X est un sche´ma et Y un
sous-sche´ma de X.
De plus,
1. On appelle paire ouverte (resp. ferme´e) toute paire (X,Y ) telle que Y est un sous-
sche´ma ouvert (resp. ferme´).
2. Si (X,Y ) est une paire, on dit que (X,Y ) est re´duite si et seulement si Y est re´duit.
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3. Un morphisme de paire est simplement un carre´ commutatif,
Y ′
²²
g // Y
²²
X ′
f // X,
que l’on note (f, g). Si ce carre´ est carte´sien, on dit que (f, g) est carte´sien.
Si S est une cate´gorie de sche´mas, on note Po(S ) la cate´gorie des paires ouvertes
(X,Y ) telles que X est un sche´ma de S , et Y est ouvert dans X.
Remarque 5.4.2.– Pour un morphisme carte´sien (f, g) : (X ′, Y ′)→ (X,Y ), on abre´gera
souvent (f, g) en f , notant fY = g. Si (P ) est une proprie´te´ des morphismes de sche´mas
stable par changement de base, on dira encore que (f, g) ve´rifie la proprie´te´ (P ) si et
seulement si f ve´rifie (P ).
Convention 5.4.3.– Pour diffe´rencier la notion de paire ferme´e et de paire ouverte, on
note (X/Y ) les paires ouvertes.
Notons qu’a` toute paire ferme´e (X,Z), il correspond une unique paire ouverte
(X/X − Z), mais la re´ciproque n’est pas vraie, puisque Z peut ne pas eˆtre re´duit. On
mettra la plupart du temps en avant la paire ferme´e (X,Z) pour cette raison, bien que
nos constructions seront fonctorielles par rapport aux morphismes de la paire ouverte
correspondante. C’est pourquoi on introduit les de´finition suivantes :
De´finition 5.4.4 On appelle pseudo-morphisme de paires ferme´es tout morphisme entre
les paires ouvertes correspondantes.
Soit (f, g) : (Y, T )→ (X,Z) un morphisme de paires ferme´es. On dit que :
1. (f, g) est quasi-carte´sien si et seulement si le morphisme canonique T → Z ×X Y
induit par (f, g) est un e´paississement ( i.e. une immersion ferme´e d’ide´al nilpotent).
2. (f, g) est excisif si et seulement si
(a) (f, g) est quasi-carte´sien.
(b) f est e´tale.
(c) gred : Tred → Zred est un isomorphisme.
Si S est une cate´gorie de sche´mas, on note Pf (S ) la cate´gorie dont les objets sont
les paires ferme´es (X,Y ) telles que X est un sche´ma de S , et Y est ferme´ dans X, avec
pour morphismes les morphismes quasi-carte´siens de paires ferme´es.
Remarque 5.4.5.– Ainsi, un morphisme de paires ferme´es quasi-carte´sien est un pseudo-
morphisme, puisqu’il induit un morphisme carte´sien sur les paires ouvertes correspon-
dantes. Cette notion est particulie`rement pertinente dans le cas des paires ferme´es re´-
duites. Ainsi, un morphisme quasi-carte´sien de paires re´duites n’est rien d’autre qu’un
morphisme carte´sien sur les paires ouvertes associe´es.
Les morphismes excisifs correspondent aux carre´s distingue´s de la topologie de
Nisnevich (cf 2.1.11).
La proposition suivante donne un moyen simple de construire des morphismes excisifs.
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Proposition 5.4.6 Conside´rons un diagramme commutatif
Z
i //
j ²²
X
f²²
X ′
g // Y
ou` i, j sont des immersions ferme´es, et f , g des morphismes e´tales.
Alors il existe un ouvert canonique dense Ω de X×Y X ′, muni d’une immersion ferme´e
ι : Z → Ω qui s’inscrit dans le diagramme commutatif :
Z
ι
!!
j
ÁÁ
i
##
Ω p //
q
²²
X
²²
X ′ // Y
et tel que les morphismes induits
(Ω, Z)
q
xxrrr
rr p
%%LL
LLL
(X ′, Z) (X,Z)
soient (carte´siens) excisifs.
Preuve : Conside´rons pour commencer le carre´ carte´sien :
Z
k
%%
j
$$
i
%%
X ×Y X ′ p //
q
²²
X
f
²²
X ′
g // Y.
Comme p et q sont e´tales, il s’agit de trouver un ouvert Ω de X ×Y X ′ tel que les
images re´ciproques de Z dans Ω par p et q soient e´gales a` k(Z).
Or, on peut conside´rer le carre´ carte´sien suivant :
Z
k′
##
=
##
k
&&
q−1(Z)
j′
//
q′
²²
X ×Y X ′
q
²²
Z
j // X ′.
Puisque f est e´tale, q et q′ sont e´tales. Alors, k′ est une section du morphisme e´tale q′ ;
c’est donc une immersion ouverte. Comme c’est de plus une immersion ferme´e, k′Z est
facteur direct dans q−1(Z). Ainsi, q−1(Z)− kZ est canoniquement un sous-sche´ma ferme´
de q−1(Z), donc de X ×Y X ′.
Par syme´trie des roˆles, on de´montre que p−1(Z)− kZ est ferme´ dans p−1(Z), comple´-
mentaire de l’image de Z.
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On peut alors poser
Ω = X ×Y X ′ −
(
(q−1(Z)− kZ) ∪ (p−1(Z)− kZ))
qui satisfait alors la proprie´te´ attendue. ¤
Remarque 5.4.7.– Le fait que cet ouvert est canonique se traduira pour nous en dis-
ant qu’il est fonctoriel par rapport a` (X,Z) (resp. (X ′, Z)) pour les morphismes carte´siens.
On introduit maintenant une de´finition commode et classique :
De´finition 5.4.8 Soit (X,Z) une paire ferme´e, ou` X est un k-sche´ma. On appelle simple-
ment parame´trisation de (X,Z) sur k tout morphisme de paires ferme´es (f, g) : (X,Z)→
(Ac+nk ,A
n
k) ou`
1. n et c sont des entiers naturels.
2. Ank est vu comme un sous-sche´ma ferme´ de A
c+n
k a` travers l’annulation des c pre-
mie`res coordonne´es.
3. (f, g) est carte´sien e´tale.
L’existence d’une parame´trisation de (X,Z) est implique que X et Z sont lisses sur
k, Z de codimension pure dans X e´gale a` c. Re´ciproquement, si X et Z sont lisses sur k,
il existe un ouvert U de X et une parame´trisation de (U,Z ∩ U).
5.4.9.– On utilisera de`s lors le proce´de´ suivant pour associer a` une parame´trisation deux
morphismes excisifs (on peut voir ce proce´de´ comme la version ge´ome´trique du the´ore`me
de purete´) :
Si (X,Z) est une paire ferme´e, et (f, g) : (X,Z)→ (Ac+nk ,Ank) une parame´trisation, on
conside`re le carre´ commutatif :
Z
s0 //
²²
AcZ
fZ×1²²
X // Ac+nk .
ou` s0 est la section nulle du fibre´ conside´re´.
Alors, d’apre`s la proposition 5.4.6, il existe une paire (Ω, Z) et des morphismes excisifs :
(X,Z)→ (Ω, Z)← (AcZ , Z).
Par ailleurs, cette donne´e est fonctorielle par rapport a` (X,Z) et par rapport a` sa
parame´trisation pour les morphismes de paires carte´siens.
5.4.2 Excision des faisceaux avec transferts
Dans toute la suite de cette section sur le re´sidu, les paires qui apparaissent
sont suppose´es eˆtre de la forme (X,Y ) ou` X est alge´brique lisse.
Le but de ce qui suit est de prolonger un faisceau avec transferts en un foncteur sur
les paires ferme´es re´duites, munies des morphismes quasi-carte´siens :
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De´finition 5.4.10 Soit (X,Y ) une paire telle que X et Y sont lisses sur k.
On note L[X/Y ] le faisceau Nisnevich dans N trk obtenu comme conoyau du monomor-
phisme L[Y ]→ L[X], induit par l’immersion canonique.
Lorsqu’on restreint ce proce´de´ aux paires ouvertes, on obtient un foncteur L[./.] :
PoLk → N trk . D’apre`s la convention 5.4.3, pour toute paire ferme´e (X,Y ), on pose
L[X,Y ] = L[X/X − Y ] ,
ce qui de´finit un foncteur sur PfLk.
Le lemme suivant n’est alors qu’une reformulation du corollaire 2.1.11 :
Lemme 5.4.11 Soit (f, g) : (Y, T )→ (X,Z) un morphisme quasi-carte´siens.
Si (f, g) est excisif alors le morphisme induit L[f, g] : L[Y, T ] → L[X,Z] est un iso-
morphisme.
Pour des raisons techniques, nous aurons besoin d’une construction qui se localise par
rapport au ferme´ de la paire conside´re´e, lorsqu’il est muni de sa topologie de Nisnevich.
Suivant l’utilisation qu’on a fait des pro-objets, on montre comment on peut faire cela en
conside´rant non plus un faisceau avec transferts mais un pro-objet de tels faisceaux. On
introduit donc en particulier l’ensemble projectif suivant :
De´finition 5.4.12 Soient (X,Z) une paire ferme´e, et V/Z un sche´ma e´tale sur Z.
On de´finit la cate´gorie VV (X,Z) dont les objets sont les triplets (U, h, k) qui s’inse`rent
dans le diagramme commutatif
V
k //
²²
U
h²²
Z // X
ou` h est e´tale, et k est une immersion.
Un morphisme g : (U, h, k)→ (U ′, h′, k′) est simplement un diagramme commutatif :
U h
((QQ
Q
g
²²V
k′
''OO
O
k 77nnn
X.
U ′ h′
66nnn
Remarque 5.4.13.– Soit (U, h, k) un objet de VV (X,Z). Puisque le diagramme de la
de´finition ci-dessus est commutatif, le morphisme k se factorise canoniquement en
V
k //
l &&
MMM
M
²²
U
Z ×X U
88qqqq
xxqqq
q
Z.
Or, puisque les projections de V et Z ×X U sur Z sont e´tales, il re´sulte de [EGA4], prop.
17.3.4 que l est e´tale. Comme c’est de plus une immersion, c’est donc une immersion
ouverte.
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La cate´gorie VV (X,Z) ainsi de´finie est cofiltrante puisque si (U, h, k) et (U ′, h′, k′) en
sont des objets, on peut conside´rer le produit fibre´ (U ×X U ′, h ×X h′, k′′) ou` k′′ : V →
U ×X U ′ est l’immersion induite.
Comme elle est de plus forme´e d’objets e´tales au-dessus de U , elle est essentiellement
petite.
On en de´duit alors :
De´finition 5.4.14 Soient (X,Z) une paire ferme´e, et V/Z un sche´ma e´tale. On pose
LV [X,Z] = ˜lim←−
U∈VV (X,Z)
L[U,Z ×X U ] ,
qui est donc un pro-objet de N trk .
5.4.15.– Cette construction est fonctorielle par rapport aux morphismes quasi-carte´siens :
Si (f, g) : (Y, T )→ (X,Z) est un tel morphisme, on poseW = V ×Z T , qui est e´tale sur
T . Alors, pour tout objet (U, h, k) de VV (X,Z), on obtient on objet (UY , hY , kY ) de´finit
par le diagramme suivant :
W
kY //
²²
gV
{{www
ww
UY
hY
²²
fUzzuu
uu
u
V
k //
²²
U
h
²²
T //
g{{www
www
Y
fzzuu
uuu
u
Z // X,
dans lequel les carre´s de droite et de gauche sont carte´siens. Le morphisme kY est
l’immersion canonique qui s’inscrit dans ce diagramme commutatif.
Le morphisme (fU , gV ) : (UY , T ×X UY )→ (U,Z ×X U) est encore quasi-carte´sien, et
on en de´duit un morphisme
L[fU , gV ] : L[UY , T ×Y UY ]→ L[U,Z ×X U ] .
Les morphismes ainsi construits sont compatibles par rapport a` (U, h, k). On en de´duit
donc un morphisme de pro-objets :
˜lim←−
U∈VV (X,Z)
(
L[UY , T ×Y UY ] L[fU ,gV ]−−−−−→ L[U,Z ×X U ]
)
.
Comme pour tout (U, h, k) comme ci-dessus, (UY , hY , kY ) est un objet de VT (W,Y ), ce
morphisme de´fini un morphisme de pro-objets :
LV [f, g] : LV×ZT [Y, T ]→ LV [X,Z]
Ce morphisme nous permet d’e´noncer le lemme suivant :
Lemme 5.4.16 Soit (f, g) : (Y, T )→ (X,Z) un morphisme quasi-carte´sien.
Si (f, g) est excisif, alors pour tout sche´ma V e´tale sur Z, le morphisme LV [f, g] est
un isomorphisme.
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Preuve : On poseW = V ×Z T , et plus ge´ne´ralement, on reprend les notations de 5.4.15.
On de´montre ce lemme en traitant deux cas particuliers. Pour chacun d’eux, l’e´tape de
re´duction suivante est valable :
0) Pour tout (U, h, k) dans VV (X,Z), le morphisme (fU , gV ) : (UY , T ×Y UY ) →
(U,Z×XU) est encore excisif, et donc le morphisme L[fU , gV ] est un isomorphisme d’apre`s
le lemme 5.4.11. De`s lors, si l’on note φ le foncteur
VV (X,Z)→ VW (Y, T ) , (U, h, k) 7→ (UY , hY , kY ),
il suffit de montrer que φ est final.
1) On commence par supposer que X = Y , et f = 1X . Par de´finition, le morphisme
g : T → Z est donc un e´paississement.
On se place apre`s la re´duction 0). Dans ce cas, le morphisme φ associe a` un objet
(U, h, k) de VV (X,Z) le triplet (U, h, k ×Z T ).
Si (U, h, k′) est un objet de VW (X,T ), puisque h est formellement e´tale, et que V est
un e´paississement de W , on en de´duit par de´finition (cf [EGA4], 17.1.1) l’existence d’un
unique morphisme pointille´ dans le diagramme suivant
W //
k′ ((PP
PPP
PPP
PPP
PPP V
//
k
ÃÃA
A
A
A U
h
²²
X.
En utilisant a` nouveau le fait que h est formellement e´tale, on obtient φ(U, h, k) = (U, h, k′)
ce qui montre que φ est final (et meˆme inversible a` droite) et termine la de´monstration
de ce cas.
2) Graˆce au cas 1), on peut se restreindre au cas ou` Z et T sont re´duits.
Plac¸ons nous de`s lors apre`s l’e´tape de re´duction 0).
Soit (U ′, h′, k′) un objet dans VW (Y, T ). On pose h = f ◦ h′, qui est un morphisme
e´tale.
Or, par hypothe`se, g est un isomorphisme. Donc, le morphisme gV : W → V qui s’en
de´duit par changement de base est aussi un isomorphisme. De`s lors, si l’on pose k = k◦g−1V ,
on obtient bien une immersion ; le triplet (U ′, h, k) est donc un objet de VV (X,Z). Enfin,
si l’on pose φ(U ′, h, k) = (U ′Y , hY , kY ), on inse`re ce triplet dans le diagramme commutatif
suivant :
W
gV
²²
kY //
k′
ÃÃA
AA
AA
AA
A U
′
Y
hY //
²²
Y
f
²²
V
g−1V
BB
k
//___ U ′
h
//___
h′
>>}}}}}}}}
X
(pour plus de clarte´, on a trace´ en pointille´ les fle`ches qu’on a construites a` partir des
fle`ches donne´es rigides). Ce diagramme de´finit donc une fle`che φ(U ′Y , h, k) → (U ′, h′, k′),
ce qui conclut. ¤
Le lemme suivant affirme que le raffinement que l’on vient de de´finir est continu au
sens de la topologie de Nisnevich :
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Lemme 5.4.17 Soit (X,Z) une paire, et s un point de Z. Alors, on a un isomorphisme
canonique
˜lim←−
V ∈Vhs (Z)
LV [X/X − Z] ∼←− L
[
Xhs /X
h
s − Zhs
]
ou` le pro-objet de droite est le conoyau du monomorphisme de pro-objets de N trk ,
L
[
Xhs − Zhs
]→ L[Xhs ] (avec Xhs − Zhs = Xhs ×X (X − Z)).
Preuve : Par de´finition, le pro-objet de gauche est indexe´ par la cate´gorie∐
V ∈Vhs (Z) VV (X,Z).
D’apre`s le lemme C.2.21, il suffit donc de construire un foncteur final∐
V ∈Vhs (Z)
VV (X,Z)→ Vhs (X) .
Soient V est un voisinage Nisnevich de s dans Z, et (U, h, k) un objet de VV (X,Z), ce
que l’on re´sume dans le diagramme suivant :
V
k //
f ²²
U
h²²
Z
i // X.
Par de´finition, il existe un point t de V tel que le morphisme induit κZ(s)
f]−→ κV (t)
sur les corps re´siduels soit un isomorphisme. On peut alors regarder le diagramme
κV (t) κU (ht)
k]oo
κZ(s)
f]
OO
κX(is)
h]
OO
i]oo
Comme k] et i] sont des isomorphismes (puisque les morphismes correspondants respec-
tivement sont des immersions), on en de´duit que h] est un isomorphisme ; donc U est un
voisinage Nisnevich de s dans X.
Le morphisme annonce´ est donc simplement (U, h, k) 7→ U .
Il est bien suˆr final, puisque pour tout voisinage Nisnevich U ′ de s dans X, Z ×X U ′
est un voisinage Nisnevich de s dans Z, et U ′ muni des morphismes triviaux est un objet
de VZ×XU ′ (X,Z). ¤
5.4.2.1 Un invariant pour les faisceaux homotopiques associe´ a` une paire fer-
me´e
De´finition 5.4.18 Soit F un faisceau homotopique, et (X,Z) une paire ferme´e.
Si V/Z est un sche´ma e´tale sur Z, on pose
Fˆ(X,Z)(V ) = Hompro−D(N trk )(LV [X/X − Z] , F [1]) .
On a donc de´fini un pre´faisceau Fˆ(X,Z) sur le site e´tale de Z, et l’on note F(X,Z) le
faisceau Nisnevich associe´.
On pose enfin : F 1(X,Z) = ΓNis(Z; Fˆ(X,Z)).
150 CHAPTER 5. TRANSFORME´E GE´NE´RIQUE
Remarque 5.4.19.– Cette construction est directement inspire´e de la construction de
V. Voevodsky [FSV00c], §4.2. La construction que l’on propose permet de be´ne´ficier des
proprie´te´s de la topologie de Nisnevich.
5.4.20.– Ainsi, elle est fonctorielle par rapport aux morphismes quasi-carte´siens : si (f, g) :
(Y, T ) → (X,Z) est un tel morphisme, compte tenu de la fonctorialite´ de 5.4.15, on en
de´duit un morphisme de pre´faisceaux sur ZNis
Fˆ(f,g) : Fˆ(X,Z) → g∗Fˆ(Y,T )
et donc un morphisme de groupes abe´liens
F 1(f, g) : F 1(X,Z)→ F 1(Y, T ).
On a ainsi de´duit de F un pre´faisceau sur la cate´gorie des paires munies des mor-
phismes quasi-carte´siens.
5.4.21.– Rappelons que par de´finition, on dispose de la suite exacte de pro-faisceaux
suivante :
0→ ˜lim←−
U∈VV (X,Z)
L[U − ZU ]→ ˜lim←−
U∈VV (X,Z)
L[U ]→ LV [X/X − Z]→ 0.
Posant alors, A = ˜lim←−
U∈VV (X,Z)
L[U − ZU ], et B = ˜lim←−
U∈VV (X,Z)
L[U ], puisque X est un objet
de VV (X,Z), on de´duit de la suite exacte ci-dessus le diagramme suivant :
F (X)
j∗ //
²²
F (X − Z)
²²
∂′V
))RR
RRR
RRR
RRR
R
Hompro−D(N trk )(B,F ) // Hompro−D(N trk )(A,F ) // Fˆ(X,Z)(V )
ou` j : X−Z → X est l’inclusion naturelle. La suite du bas est un morceau de suite exacte
longue, qui est limite inductive filtrante de suites exactes longues de cohomologie.
Ainsi, on a tout au moins la relation ∂′V ◦ j∗ = 0. Par ailleurs, le morphisme ∂′V
est naturel par rapport a` V , et induit donc un morphisme du groupe F (X − Z) dans
le pre´faisceau Fˆ(X,Z). Comme le foncteur sections globales du faisceau associe´ se de´crit
comme une limite inductive de sections du pre´faisceau, on en de´duit donc un morphisme,
qu’on appellera pre´-re´sidu,
F (X − Z)
∂′
(X,Z)−−−−→ F 1(X,Z)
tel que ∂′(X,Z) ◦ j∗ est nulle (ce qui est une premie`re approximation d’une suite exacte de
localisation).
Ce morphisme est de plus naturel par rapport aux morphismes de paires quasi-
carte´siens.
On de´duit le lemme suivant des proprie´te´s montre´es dans la sous-section pre´ce´dente :
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Lemme 5.4.22 Soit (f, g) : (Y, T )→ (X,Z) un morphisme de paires ferme´es.
Si (f, g) est excisif, le morphisme F 1(f, g) : F 1(X,Z) → F 1(Y, T ) est un isomor-
phisme.
Preuve : En effet, d’apre`s le lemme 5.4.16, le morphisme Fˆf : Fˆ(X,Z) → (fZ)∗Fˆ(Y,T ) est
un isomorphisme de pre´faisceaux, donc il induit un isomorphisme apre`s application du
foncteur sections globales. ¤
Remarque 5.4.23.– En particulier, si (X,Z) est une paire ferme´e, on obtient un isomor-
phisme
F 1(X,Z) ' F 1(X,Zre´d).
L’invariant qu’on a de´fini ne de´pend donc que de la structure re´duite de Z.
On arrive au point cle´ qui justifie notre construction :
Proposition 5.4.24 Soient X un sche´ma alge´brique lisse connexe et F un faisceau ho-
motopique. On conside`re la paire ferme´e (A1X , X), ou` X est vu comme un sous-sche´ma
ferme´ a` travers la section nulle.
Alors le morphisme pre´-re´sidu
F (A1X −X)
∂′
(A1
X
,X)−−−−−→ F 1(A1X , X)
induit un isomorphisme
F−1(X) = F (A1X −X)/F (A1X)→ F 1(A1X , X),
ou` l’on rappelle que le faisceau F−1 a e´te´ de´fini dans 3.4.1.
Preuve : On rappelle que pour tout sche´ma V dansLk, F−1(V ) = F (Gm×V )/F (A1×V ).
Or, A1×V est un objet de VV
(
A1X , X
)
. On dispose donc du morphisme de projection
LV
[
A1X/A1X −X
]→ L[A1 × V/Gm × V ]. D’ou` le morphisme induit
F−1(V ) // HomD(N trk )
(
L
[
A1 × V/Gm × V
]
, F [1]
)
²²
Hompro−D(N trk )
(
LV
[
A1X/A1X −X
]
, F [1]
)
= Fˆ(A1X ,X)(V ).
Ce morphismes est naturel par rapport a` V , et il suffit alors de voir qu’il induit un iso-
morphisme de faisceaux sur XNis. On est donc ramene´ a` une assertion sur les fibres des
faisceaux en question.
Or, on peut calculer facilement les dites fibres :
Lemme 5.4.25 Soit F un faisceau dans N trk , (X,Z) une paire telle que X est alge´brique
lisse, et s un point de X. Alors il existe un isomorphisme canonique
F(X,Z)(X
h
s )
∼←→ F (Xhs − Zhs )/F (Xhs )
ou` le groupe abe´lien de droite est un quotient, et Xhs − Zhs est le pro-objet de Lk e´gal a`
Xhs ×X (X − Z).
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Preuve : En effet, F(X,Z)(Xhs ) est isomorphe a` Fˆ(X,Z)(X
h
s ). Par ailleurs, d’apre`s le lemme
5.4.17, cette dernie`re limite inductive est isomorphe a`
Hompro−D(N trk )
(
L
[
Xhs /X
h
s − Zhs
]
, F [1]
)
.
Or, puisque la limite inductive filtrante est exacte, ce dernier groupe s’inse`re dans la
suite exacte suivante :
...→F (Xhs )→ F (Xhs − Zhs )→ Hompro−D(N trk )
(
L
[
Xhs /X
h
s − Zhs
]
, F [1]
)
→ H1(Xhs ;F )→ ...
On conclut donc puisque par de´finition H1(Xhs ;F ) = 0. ¤
On est ramene´ d’apre`s ce calcul, a` montrer que le morphisme
F
(
Gm ×Xhs
)
/F
(
A1 ×Xhs
)
→ F
(
(A1 ×X)hs −Xhs
)
/F
(
(A1 ×X)hs
)
est un isomorphisme.
Or, on a : (A1 ×k X)hs = (A1 ×k (Xhs ))hs . Dans ce qui suit, on pose X = Spec
(
OhX,s
)
,
et on confond ce sche´ma avec le pro-objet Xhs dont il est la limite.
Conside´rons avec cet abus la cate´gorie Es(X) forme´e des couples (V, f) tels que f : V →
A1X est un morphisme e´tale tel que le morphisme induit f−1(X )→ X est un isomorphisme.
Alors,
(A1 ×k X )hs ' ˜lim←−
V ∈Es(X)
V.
En effet, si V est un voisinage Nisnevich de s dans A1X , g : f−1(X )→ X est un voisinage
Nisnevich de s dans le sche´ma local hense´lien X . Alors, d’apre`s 2.1.25, g admet une
section. Il existe donc un sous-sche´ma ouvert et ferme´ X ′ de f−1(X ) qui est isomorphe a`
X . On peut donc trouver un ouvert de V tel que l’image re´ciproque de X soit e´gale a` X ′,
ce qui montre que Es(X) est final dans la cate´gorie Vhs
(
A1X
)
.
Ainsi, il suffit de de´montrer pour tout (V, f) dans Es(X), le morphisme induit par f
F (A1X −X )/F (A1X )→ F (V − T )/F (V )
est un isomorphisme, ou` l’on a pose´ T = f−1(X ).
On s’est donc donne´ un carre´ distingue´ e´le´mentaire
T //
²²
V
²²
X // A1X .
(5.1)
Or la proposition 3.3.13 s’applique encore dans ce cas, meˆme si l’on remplace la courbe
alge´brique lisse C/k par A1k ×k X . En effet, A1X admet P1X comme bonne compactification
au-dessus de X , et par ailleurs,
Pic
(
A1X ×X 0X
)
= 0.
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L’hypothe`se de 3.3.13 est donc ve´rifie´e dans ce cas e´tendu, et la de´monstration se ge´ne´ralise
telle quelle en conside´rant la compactification P1X de A1X /X .
On obtient donc des correspondances finies qui ve´rifient les meˆmes relations que celles
de 3.3.13, mais qui sont de´finies sur X .
Pour conclure, on remplace tous les e´le´ments du carre´ (5.1) par des pro-objets indexe´s
par les voisinages Nisnevich de s dans X. La me´thode montre en fait que si l’on remplace
X = Xhs par un voisinage Nisnevich W quelconque de s dans X, il existe un voisinage W ′
plus fin que W tel que la proposition 3.3.13 s’applique avec le carre´
TW //
²²
VW
²²
W // A1W
en conside´rant des W ′-correspondances finies. Dans ce cas, graˆce a` la de´finition 1.2.15
(puisque W ′/k est de type fini), ces correspondances induisent des correspondances finies
sur k entre les meˆmes sche´mas, qui ve´rifient encore les-dites relations.
De`s lors, le corollaire 3.3.14 s’applique au-dessus de W ′, nous permettant de conclure
que
F (A1W ′ −W ′)/F (A1W ′)→ F (VW ′ − TW ′)/F (VW ′)
est un isomorphisme. Comme c’est vrai pour W ′ aussi petit qu’on veut, on peut conclure.
¤
5.4.2.2 Purete´ par de´formation
Dans cette sous-sous-section, on de´montre que notre construction ve´rifie le the´ore`me de
purete´ en utilisant la de´formation au coˆne normal ce qui nous permet de garantir la
fonctorialite´ ne´cessaire a` la de´finition et aux proprie´te´s du re´sidu.
Si (X,Z) est une paire, on rappelle que l’on a des fle`ches de de´formation au coˆne
normal (X,Z) d−→ (DZX,A1Z) d
′←− (NZX,Z) qui sont des morphismes de paires carte´siens.
Par ailleurs, dZ : Z → A1Z (resp d′Z) est la section unite´ (resp. nulle) de A1Z .
The´ore`me 5.4.26 Soit (X,Z) une paire ferme´e.
Alors, si il existe une parame´trisation (f, g) : (X,Z)→ (An+1k ,Ank) (cf de´finition 5.4.8),
les morphismes de de´formation
F 1(X,Z) F
1d←−− F 1(DZX,A1Z) F
1d′−−−→ F 1(NZX,Z)
sont des isomorphismes.
Preuve : Commenc¸ons par noter que la de´formation au coˆne normal donne le diagramme
commutatif :
(X,Z) //
(f,g)
²²
(DZX,A1Z)
(Df,1×g)
²²
(NZX,Z)oo
(Nf,g)
²²
(An+1k ,A
n
k) // (D(A
n+1
k ,A
n
k),A1 × Ank) (N(An+1k ,Ank),Ank)oo
ou` tous les morphismes sont carte´siens, et les morphismes verticaux sont e´tales.
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Or, on rappelle que dans la paire ferme´e (An+1k ,A
n
k), le sche´ma Ank est conside´re´ comme
un sous-sche´ma ferme´ a` travers l’annulation de la premie`re coordonne´e. Comme An+1k est
un fibre´ au-dessus de Ank , il existe un isomorphisme canonique D(A
n+1
k ,A
n
k)→ A1 ×An+1k
qui induit l’isomorphisme canonique N(An+1k ,A
n
k)→ An+1k et l’identite´ sur Gm × An+1k .
La fle`che Df (resp. Nf) induit donc une parame´trisation de (DZX,A1Z) (resp.
(NZX,Z)), et on a les morphismes suivants entre ces parame´trisations :
(X,Z) //
f
²²
(DZX,A1Z)
Df
²²
(NZX,Z)oo
Nf
²²
(An+1k ,A
n
k) // (A1 × An+1k ,A1 × Ank) (An+1k ,Ank).oo
De`s lors, d’apre`s la construction de 5.4.9, on en de´duit le diagramme suivant
(X,Z) // (DZX,A1Z) (NZX,Z)oo
(Ω1, Z) //
²²
OO
(Ω,A1Z)
²²
OO
(Ω0, Z)oo
²²
OO
(A1Z , Z) // (A1 × A1Z ,A1Z) (A1Z , Z)oo
ou` les morphismes verticaux sont excisifs.
On obtient alors finalement le diagramme suivant :
F 1(X,Z)
∼
²²
F 1(DZX,A1Z)
F 1doo F
1d′ //
∼
²²
F 1(NZX,Z)
∼
²²
F 1(A1Z , Z)
OO
F 1(A1 × A1Z ,A1Z)
OO
//oo F 1(A1Z , Z)
OO
F−1(Z)
∼
OO
F−1(A1Z)
F 1s0 //F
1s1oo
∼
OO
F−1(Z).
∼
OO
La partie supe´rieure est obtenue a` partir du diagramme pre´ce´dent par application du
pre´faisceau sur les paires induit par F ; les morphismes verticaux dans cette partie sont
donc des isomorphismes d’apre`s le lemme 5.4.22. La partie infe´rieure re´sulte du lemme
5.4.24, et les morphismes verticaux sont la` encore des isomorphismes.
Les morphismes horizontaux du bas sont induits par les sections nulle et unite´, puisqu’il
en est de meˆme sur la ligne du dessus, et par fonctorialite´ de la construction.
Or, d’apre`s le lemme 3.4.4, F−1 est invariant par homotopie, ce qui conclut. ¤
5.4.3 Fonctorialite´ raffine´e de la de´formation au coˆne normal
L’isomorphisme du the´ore`me 5.4.26 est naturel par rapport aux morphismes carte´siens
de paires ferme´es. Or, le membre de gauche est fonctoriel par rapport aux morphismes
quasi-carte´siens. On va donc e´tendre la fonctorialite´ de l’espace de de´formation au coˆne
normal par rapport aux morphismes quasi-carte´siens, de telle manie`re que l’isomorphisme
ci-dessus soit naturel.
On a besoin d’introduire la de´finition suivante :
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De´finition 5.4.27 Conside´rons un diagramme commutatif dans la cate´gorie des sche´mas
Z  o
i ÃÃ
@@
@@
  ι // // Z ′nN
i′~~|
||
|
X
dans lequel chaque morphisme est une immersion ferme´e, et ι est un e´paississement. No-
tons I (resp. I ′) l’ide´al de i (resp. i′).
1. Soit α un entier naturel. On dira que l’e´paississement ι est exact d’ordre α dans X
si et seulement si
I ′ = Iα.
2. Plus ge´ne´ralement, on dira que l’e´paississement ι est exact par rapport a` X si et
seulement si pour toute composante irre´ductible Z ′λ de Z
′, notant Zλ la composante
irre´ductible de Z qui correspond a` Z ′, il existe un entier αλ tel que le morphisme
induit par restriction ιλ : Zλ → Z ′λ soit exactement d’ordre αλ dans X.
Remarque 5.4.28.– Dans la deuxie`me partie de la de´finition, la suite d’entiers αλ ou` λ
parcourt les composantes irre´ductibles de Z ′ est unique.
En effet, si Z est re´duit, pour toute composante irre´ductible Z ′λ de Z
′, notant z′λ le
point ge´ne´rique de Z ′λ, on a
αλ = lg(OZ′λ,z′λ) + 1.
Muni de ces restrictions sur les e´paississements, on peut introduire une notion plus
forte que celle de morphisme quasi-carte´sien pour laquelle on puisse e´tendre la naturalite´
de la de´formation au coˆne normal :
De´finition 5.4.29 Soit (f, g) : (Y, T ) → (X,Z) un morphisme quasi-carte´sien de paires
ferme´es dans la cate´gorie des sche´mas.
On dit que (f, g) est exact si et seulement si l’e´paississement canonique T → Z ×Y X
est exact par rapport a` Y .
5.4.30.– On se donne un morphisme de paires ferme´es (f, g) : (Y, T ) → (X,Z) quasi-
carte´sien exact. On suppose que Z est inte`gre, et que T est re´duit, re´union disjointe de
ses composantes irre´ductibles.
Si l’on pose T ′ = Z ×X Y , on a par de´finition une de´composition du morphisme (f, g)
en le diagramme
T  _
ι²²²² &&MM
MMM
MMM
g
»»
T ′ //
g′²²
Y
f²²
Z // X
ou` ι est un e´paississement exact par rapport a` Y .
Le morphisme (f, g′) e´tant carte´sien, il nous reste a` construire un morphisme sur
les espaces de de´formation pour le triangle du haut, c’est-a`-dire le morphisme de paires
quasi-carte´sien exact (1Y , ι) : (Y, T )→ (Y, T ′).
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Commenc¸ons par supposer que T est inte`gre. On note I (resp. I ′) l’ide´al de T (resp.
T ′) dans Y , et on note α l’ordre de l’e´paississement exact ι. Par de´finition, c’est l’unique
entier α tel que
I ′ = (I)α.
De`s lors, on peut de´finir simplement un morphisme sur les espaces de de´formation :⊕
m∈Z(I ′)n.t−n →
⊕
n∈Z(I)n.t−n
x.t−n 7→ x.t−αn
puisque dans cette formule, x ∈ (I ′)n = (I)αn. En particulier, ce morphisme est l’e´le´vation
a` la puissance α sur le parame`tre de la de´formation, et il de´finit un morphismeDι : DTY →
DT ′Y .
Mais par ailleurs, par construction, ce morphisme induit canoniquement un morphisme
quasi-carte´sien exact de paires Dι : (DTY,A1T ) → (DT ′Y,A1T ′), et plus pre´cise´ment le
morphisme canonique
A1T → A1T ′ ×DT ′Y DTY
est un e´paississement exact d’ordre α dans DTY .
On calcule par ailleurs les fibres en 0 et 1 de cette construction pour arriver au dia-
gramme de paires ferme´es suivant :
(Y, T )
(1Y ,ι)
²²
// (DTY,A1T )
Dι
²²
(CTY, T )
(Cι,ι)
²²
oo
(Y, T ′) // (DT ′Y,A1T ′) (CT ′Y, T
′)oo
dans lequel les morphismes horizontaux sont tous carte´siens ferme´s, et les morphismes
verticaux sont quasi-carte´siens exacts d’ordre α.
On notera particulie`rement que le morphisme Cι est de´fini comme le spectre du mor-
phisme suivant ⊕
n∈N
(I ′)n/(I ′)n+1 =
⊕
n∈N
Iαn/Iαn+α (1)−−→
⊕
n∈N
Iαn/Iαn+1
(2)−−→
⊕
m∈N
Im/Im+1,
ou` le morphisme (1) est l’e´pimorphisme canonique, et (2) est le monomorphisme canonique
correspondant a` l’inclusion du facteur direct.
Autrement dit, d’un point de vue ge´ome´trique, le morphisme Cι se factorise comme
ci-dessous
CTY (2)
//
Cι
**
''PP
PPP
PPP
P ι
∗CT ′Y (1)
//
²²
g∗λNZX
²²
T ′
ι // T,
factorisation dans laquelle le morphisme (1) est obtenu par changement de base (c’est donc
un e´paississement), et le morphisme (2) est dominant de degre´ α.
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Ce calcul montre enfin que le morphisme canonique T ′ ×CT ′Y CTY → T ′ est un
isomorphisme, et donc que (Cι, ι) est un morphisme quasi-carte´sien exact bien de´fini.
Dans le cas ge´ne´ral, comme T ′ est re´union disjointe de ses composantes irre´ductibles
note´es (T ′λ)λ, on pose Dι =
∑
λDιλ ou` ιλ est l’e´paississement canonique correspondant a`
T ′λ.
Ceci nous permet donc de de´finir le morphisme annonce´ a` partir du morphisme quasi-
carte´sien exact (f, g) en conside´rant le diagramme commutatif
(Y, T )
(1,ι)
²²
dTY //
(f,g)
$$
(DTY,A1T )
Dι
²²
(CTY, T )
(Cι,ι)
²²
d′TYoo
(Cgf,g)
zz
(Y, T ′) //
(f,g′)
²²
(DT ′Y,A1T ′)
(Dg′f,1×g′)
²²
(CT ′Y, T ′)oo
(Cg′f,g′)
²²
(X,Z)
dZX
// (DZX,A1Z) (CZX,Z)d′ZX
oo
(5.2)
et en posant : Dgf = Dg′f ◦Dι et Cgf = Cg′f ◦ Cι (ou` les morphismes Dg′f et Cg′f ont
e´te´ de´finis dans B.2.3).
La de´formation au coˆne normal est donc naturelle non seulement par rapport aux
morphismes carte´siens, mais aussi par rapport aux morphismes quasi-carte´siens exacts
graˆce a` cette construction.
Il s’ensuit que l’isomorphisme de 5.4.26 est naturel par rapport aux morphismes quasi-
carte´siens exacts.
5.4.3.1 Transferts
On termine les proprie´te´s de notre construction en montrant qu’elle est munie de
transferts pour les morphismes quasi-carte´siens finis.
5.4.31.– Soit (f, g) : (Y, T )→ (X,Z) un morphisme quasi-carte´sien fini e´quidimensionnel.
Appliquant la proposition 5.3.5, on en de´duit le diagramme commutatif dans Lcor,k
Y − T // Y
X − Z //
tfX−Z
OO
X
tf
OO
On obtient donc un morphisme
L
[
t(f, g)
]
: L[X,Z]→ L[Y, T ] .
Ces morphismes sont de plus naturels dans le sens suivant :
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Lemme 5.4.32 Conside´rons un carre´ carte´sien de paires ferme´es dans PfLk :
(Y ′, T ′)
(h′,k′) //
(f ′,g′) ²²
(Y, T )
(f,g)²²
(X ′, Z ′)
(h,k) // (X,Z)
Alors, le carre´ suivant est commutatif dans N trk :
L[X ′, Z ′]
L[t(f ′,g′)] ²²
L[(h,k)] // L[X,Z]
L[t(f,g)]²²
L[Y ′, T ′]
L[(h′,k′)] // L[Y, T ]
Preuve : Il suffit d’appliquer 5.3.5 a` la fois pour le carre´ forme´ par les sche´mas
X,Y ,X ′,Y ′ et pour le carre´ forme´ par leurs ouverts. Il en re´sulte que le carre´ forme´ sur
les conoyaux est commutatif. ¤
Par ailleurs, si V/Z est e´tale, pour tout U dans VV (X,Z), on peut appliquer le proce´de´
pre´ce´dent au morphisme quasi-carte´sien fini e´quidimensionnel (fU , gU ) : (UY , UT ) →
(U,UZ), obtenu par changement de base selon Y/X. Les morphismes t(fU , gU ) ainsi
obtenus sont compatibles par rapport a` U d’apre`s le lemme pre´ce´dent, et on obtient donc
un morphisme de pro-objets canonique :
LV [X,Z] = ˜lim←−
U∈VV (X,Z)
L[U,UZ ]→ ˜lim←−
U∈VV (X,Z)
L[UY , UT ] .
Graˆce au foncteur VV (X,Z) → VVY (Y, T ) , (U, h, k) 7→ (UY , hY , kY ), on a aussi un
morphisme de changement d’indice
LVY [Y, T ]→ ˜lim←−
U∈VV (X,Z)
L[UY , UT ] .
Si l’on pose
φY/X(F ).V = Hompro−D(N trk )
(
˜lim←−
U∈VV (X,Z)
L[UY , UT ] , F [1]
)
,
on obtient donc des morphismes de pre´faisceaux sur ZNis
Fˆ(X,Z) ← φY/X(F ) τ−→ g∗Fˆ(Y,T ).
Le lemme suivant va nous permettre de construire les transferts dans le cas ge´ne´ral :
Lemme 5.4.33 Si (f, g) : (Y, T ) → (X,Z) est un morphisme carte´sien fini e´quidimen-
sionnel, avec les notations ci-dessus, le morphisme
τ : φY/X(F )→ g∗Fˆ(Y,T )
induit un isomorphisme sur les faisceaux associe´s.
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Preuve : Il suffit de montrer que pour tout point s de Z, le morphisme induit sur les
fibres
φY/X(F ).Z
h
s → (g)∗Fˆ(Y,T ).Zhs
est un isomorphisme. Pour cela, on montre que le morphisme de pro-objets qui l’induit :
˜lim←−
V ∈Vhs (Z)
˜lim←−
W∈VVY (Y,T )
L[W,WT ]→ ˜lim←−
V ∈Vhs (Z)
˜lim←−
U∈VV (X,Z)
L[UY , UT ]
est un isomorphisme. Il s’agit donc de voir que le foncteur de changement d’indice corre-
spondant ∐
V ∈Vhs (Z) VV (X,Z) →
∐
V ∈Vhs (Z) VVY (Y, T )
(V, (U, h, k)) 7→ (V, (UY , hY , kY ))
est final.
Soit donc V un voisinage Nisnevich de s dans Z, et (U ′, h′, k′) un objet de VVY (Y, T ).
On obtient tout d’abord le diagramme suivant forme´ de carre´s carte´siens :
Yκ(s) //
²²
Spec (κ(s))
²²
VY
²²
// V
²²
T
g // Z
dans lequel on a pose´ Yκ(s) = Y ×X Spec (κ(s)). Or, comme g est fini,
Yκ(s) ' unionsqy∈f−1(s)(Yκ(s))y
ou` (Yκ(s))y est un sche´ma local artinien de corps re´siduel κ(y).
Pour tout point y de la fibre f−1(s), VY est un voisinage Nisnevich de y dans T .
De`s lors, comme par de´finition VY
k′−→ U ′ est une immersion, il s’ensuit que U ′ est un
voisinage Nisnevich de y dans Y (meˆme raisonnement que dans la preuve de 5.4.17), ce
qui permet de de´finir une fle`che canonique Y hy → U ′. On en de´duit donc une fle`che
canonique unionsqy∈f−1(s)Y hy → U ′.
Par ailleurs, comme f est fini, Y ×X Xhs est somme de sche´mas locaux hense´liens, et
plus pre´cise´ment
Y ×X Xhs = unionsqy∈f−1(s)(Y ×X Xhs )y
puisque ce sche´ma contient comme sous-sche´ma ferme´ Yκ(s). Or par ailleurs, on a un
isomorphisme canonique Y hy ' (Y ×X Xhs )y. Ainsi, on a donc obtenu un isomorphisme
canonique unionsqy∈f−1(s)Y hy ' Y ×X Xhs .
On obtient donc un morphisme Y ×XXhs → U ′, qui s’inse`re de plus dans le diagramme
commutatif suivant :
Y ×X Zhs //
²²
Y ×X Xhs
²²
VY
k′ //
²²
U ′
h′²²
T // Y
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De`s lors, puisque par de´finition Zhs = Z ×X Xhs , il existe un voisinage Nisnevich U de s
dans X et un diagramme commutatif
Y ×X UZ kY //
²²
Y ×X U
²²
hY
§§
VY
k′ //
²²
U ′
h′ ²²
T // Y
ou` h : U → X est le morphisme e´tale de de´finition de U , et k : UZ → U l’immersion
ferme´e canonique. Ainsi, (UZ , (UY , hY , kY )) est au-dessus de (VY , (U ′, h′, k′)). ¤
De´finition 5.4.34 Soit F un faisceau avec transferts, et (f, g) : (Y, T ) → (X,Z) un
morphisme de paires ferme´es.
1. Si (f, g) est carte´sien fini e´quidimensionnel, on de´finit un morphisme appele´ transfert
F 1(f, g)∗ : F 1(Y, T )→ F 1(X,Z)
comme la compose´e
Γ(Z; g∗Fˆ(Y,T ))
(τ∗)−1−−−−→ Γ(Z;φY/X(F ))→ Γ(Z; Fˆ(X,Z)),
avec les notations qui pre´ce`dent.
2. Plus ge´ne´ralement, si (f, g) est quasi-carte´sien fini e´quidimensionnel, on obtient en-
core un transfert en conside´rant le morphisme carte´sien fini e´quidimensionnel
(f, g′) : (Y, ZY )→ (X,Z)
attache´ a` (f, g), et en posant
F1(f, g)∗ : F 1(Y, T )
∼−→ F 1(Y, ZY ) F
1(f,g′)∗−−−−−−→ F 1(X,Z)
ou` le premier morphisme est la re´ciproque de l’isomorphisme de 5.4.23.
Par construction, on obtient donc la proposition suivante qui exprime la compatibilite´
entre le pre´-re´sidu et les transferts que l’on vient de de´finir :
Proposition 5.4.35 Soit (f, g) : (Y, T ) → (X,Z) un morphisme quasi-carte´sien fini
e´quidimensionnel de paires ferme´es, et F un faisceau avec transferts. Alors, le diagramme
suivant est commutatif :
F (Y )
∂′
(Y,T ) //
F (tf)
²²
F 1(Y, T )
F 1(f,g)∗
²²
F (X)
∂′
(X,Z)// F 1(X,Z)
Preuve : En effet, il suffit de le faire pour un morphisme carte´sien fini e´quidimensionnel
compte tenu de la fonctorialite´ du pre´-re´sidu par rapport aux morphismes quasi-carte´siens
(cf 5.4.21). Mais alors, cela re´sulte de la de´finition. ¤
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5.4.4 Situation ge´ne´rique
De´finition 5.4.36 Soit X un sche´ma alge´brique lisse. On appelle point spe´cial de X tout
point s de X, de codimension 1 dans X.
On dira encore que (X, s) est un sche´ma pointe´ par un point spe´cial.
On peut appliquer a` cette situation le formalisme du paragraphe pre´ce´dent. Si l’on
note Z l’adhe´rence re´duite de s dans X, on a en particulier une paire ferme´e (X,Z).
5.4.37.– Soit (X, s) est un sche´ma pointe´ par un point spe´cial. Notant Z l’adhe´rence
re´duite de s dansX, on en de´duit une pro-paire ferme´e note´e (Xs, Zs) e´gale a`Xs×X (X,Z).
Ainsi, pour un faisceau homotopique F , on pourra encore conside´rer le complexe suiv-
ant :
F (Xs)→ F (Xs ×X (X − Z))
∂′X,s−−−→ F 1(Xs, Zs)
ou` F 1(Xs, Zs) = lim−→
U∈Vs(X)
F 1(U,ZU ) conforme´ment a` nos conventions ge´ne´rales, et ∂′X,s est
induit par le morphisme du nume´ro 5.4.21.
Notons x le point ge´ne´rique de X. De`s lors, Xs est un trait de point ge´ne´rique x, et le
pro-objet Xs ×X (X − Z) est canoniquement isomorphe au pro-objet Xx. On a donc un
morphisme qui va nous servir a` construire le re´sidu
∂′X,s : F (Xx)→ F 1(Xs, Zs)
qui est nul sur F (Xs).
Dans le meˆme esprit, on pose
(DZsXs,A1Zs) = Xs ×X (DZX,A1Z)
(NZsXs, Zs) = Xs ×X (NZX,Z).
Proposition 5.4.38 Soit F un faisceau homotopique.
Soient (X, s) un sche´ma pointe´ par un point spe´cial, et Z l’adhe´rence de s dans X.
Alors, les morphismes de de´formation au coˆne normal induisent des isomorphismes
F 1(Xs, Zs)
F 1ds←−−− F 1(DZsXs,A1Zs)
F 1d′s−−−→ F 1(NZsXs, Zs).
Preuve : Puisque k est parfait, κ(s)/k est se´parable, et Z est lisse sur k au point s.
On peut donc conside´rer un ouvert U deX tel que U×X (X,Z) admet une parame´trisa-
tion. De`s lors, d’apre`s le the´ore`me 5.4.26, les morphismes de de´formation au coˆne normal
F 1(U ×X (X,Z)) F
1dU←−−− F (U ×X (DZX,A1Z))
F 1d′U−−−→ F (U ×X (NZX,Z))
sont des isomorphismes.
Par ailleurs, pour tout ouvert U ′ de U contenant s, la parame´trisation de (U,ZU ) induit
une parame´trisation de (U ′, ZU ′) et donc les morphismes de de´formation au coˆne normal
relativement a` U ′ sont encore des isomorphismes.
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Ces isomorphismes sont naturels par rapport a` U . On peut donc conside´rer leur limite
inductive, ce qui nous donne l’isomorphisme attendu. ¤
Ainsi, on a donc re´duit canoniquement l’e´tude de la pro-paire (Xs, Zs) a` celle de
(NZsXs, Zs) qui correspond a` la section nulle du fibre´ normal de Zs dans Xs. Rappelons
rapidement la description alge´brique suivante :
Lemme 5.4.39 Soient (X, s) un sche´ma alge´brique lisse pointe´ par un point spe´cial, et
Z l’adhe´rence re´duite de s dans X.
Soit OX,s l’anneau local de X en s, et MX,s son ide´al maximal.
Alors, on a une bijection entre :
1. L’ensemble des uniformisantes de l’anneau de valuation OX,s.
2. L’ensemble des bases du κ(s)-espace vectoriel MX,s/M2X,s, ou` κ(s) de´signe le corps
re´siduel de s et MX,s l’ide´al maximal de l’anneau local OX,s.
3. L’ensemble des trivialisations de fibre´ vectoriel sur Zs
ϕ : NZsXs → A1Zs .
Preuve : Notons pour simplifier A = OX,s et M =MX,s.
La bijection entre (1) et (2) est imme´diate, puisqueM est l’ide´al maximal de l’anneau
de valuation A.
Il reste donc a` de´montrer la bijection entre (2) et (3). Or, puisque l’immersion de Zs
dans Xs est re´gulie`re, le coˆne normal est en fait un fibre´ et siM est l’ide´al de Zs dans Xs,
NZsXs = SpecZs
(⊕
n
Mn/Mn+1
)
= SpecZs
(SA/M(M/M2)) .
Donc les isomorphismes
SpecZs
(SA/M(M/M2))→ SpecZs (SA/M(A/M)) = A1Zs
sont en bijection avec les isomorphismes de A/M-espaces vectoriels A/M→M/M2. ¤
Remarque 5.4.40.– On appellera par la suite simplement uniformisante de Xs un e´le´-
ment de l’un de ces ensembles en bijection.
De´finition 5.4.41 Soient F un faisceau homotopique, (X, s) un sche´ma alge´brique lisse
pointe´ par un point spe´cial et pi une uniformisante de Xs ; on note
ρFpi : F
1(Xs, Zs)→ F−1(Zs)
l’isomorphisme obtenu par composition :
F 1(Xs, Zs) ' F 1(NZsXs, Zs)
∼← F 1(A1Zs , Zs) ' F−1(Zs),
ou` le premier isomorphisme est obtenu par les morphismes de de´formation au coˆne normal
(cf 5.4.38), le second est induit par pi (en tant que trivialisation du fibre´ normal de Zs
dans Xs) et le troisie`me est obtenu par la proposition 5.4.24.
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Remarque 5.4.42.– Il est particulie`rement important que cet isomorphisme de´pende
uniquement d’une uniformisante. Ainsi, on peut construire beaucoup plus facilement un
tel isomorphisme par le choix d’une parame´trisation de (X,Z) au voisinage de s, mais
il est de´licat de de´montrer que cet isomorphisme est inde´pendant d’un tel choix. La
me´thode que l’on propose a` l’avantage de donner des isomorphismes canoniques graˆce a`
la de´formation au coˆne normal. Nous verrons par ailleurs que ces isomorphismes satisfont
une bonne fonctorialite´.
On arrive enfin a` la de´finition du re´sidu dans le cas ge´ome´trique, associe´ a` une trivial-
isation du fibre´ normal :
De´finition 5.4.43 Soient F un faisceau homotopique, (X, s) un sche´ma alge´brique lisse
pointe´ par un point spe´cial, et pi une trivialisation du fibre´ normal NZsXs.
On de´finit le re´sidu de X en s associe´ a` pi
∂pi,FX,s : F (Xx)→ F−1(Zs),
obtenu par composition :
F (Xx)
∂′X,s−−−→ F 1(Xs, Zs) ρ
F
pi−−→ F−1(Zs).
Le morphisme ∂′X,s est de´fini en 5.4.37, et le morphisme ρ
F
pi dans la de´finition pre´ce´dente.
On va voir que le re´sidu ainsi de´finit est inde´pendant de la trivialisation choisie.
Proposition 5.4.44 Soient (X, s), (Y, t) des sche´mas pointe´s par un point spe´cial, et Z
(resp. T ) l’adhe´rence et s dans X (resp. t dans Y ) munie de sa structure de sous-sche´ma
re´duit.
1. Soient τ : (A1Tt , Tt) → (A1Zs , Zs) un isomorphisme carte´sien (sur k), et τ¯ le mor-
phisme induit sur les ferme´s correspondants.
Alors, le diagramme suivant est commutatif
F−1(Zs)
∼ //
F−1(τ¯) ²²
F 1(A1Zs , Zs)
F 1(τ,τ¯)²²
F−1(Tt)
∼ // F 1(A1Tt , Tt),
ou` les fle`ches verticales sont les isomorphismes de la proposition 5.4.24.
2. Soit ft : Yt → Xs un isomorphisme. De`s lors, ft induit un unique isomorphisme sur
les points ferme´s, gt : Tt → Zs, d’ou` un morphisme carte´sien (ft, gt).
Alors, pour toute uniformisante pi (resp. χ) de NZsXs (resp. NTtYt) le diagramme
suivant est commutatif
F 1(Xs, Zs)
ρFχ //
F 1(ft,gt) ²²
F−1(Zs)
F−1(gt)²²
F 1(Yt, Tt)
ρFpi // F−1(Tt).
164 CHAPTER 5. TRANSFORME´E GE´NE´RIQUE
Remarque 5.4.45.– On donnera un e´nonce´ plus ge´ne´ral de cette proposition dans la
sous-sous-section concernant la ramification.
Preuve : On peut conside´rer que tous ces morphismes sont des morphismes de pro-objets
ou alternativement des morphismes des sche´mas obtenus par limite projective.
1. Ainsi, τ est en fait un morphisme affine, et τ¯ est le spectre d’un k-isomorphisme
entre les corps re´siduels τ¯ ] : κ(s) → κ(t). Par ailleurs, puisque τ est un isomorphisme, il
est le spectre d’un morphisme de la forme
κ(s)[X] → κ(t)[Y ]
x ∈ κ(s) 7→ τ¯ ](x)
T 7→ λ.T
ou` λ appartient a` κ(t)×.
Ainsi, τ est compose´ des morphismes
A1Tt
γλ−→ A1Tt
1A1×τ¯−−−−→ A1Zs
ou` γλ est l’isomorphisme de fibre´ donne´ par la multiplication par λ.
D’apre`s la preuve de 5.4.24, on a des isomorphismes canoniques F 1(A1Zs , Zs) ' F−1(Zs)
et F 1(A1Tt , Tt) ' F−1(Tt). On identifie ces groupes deux a` deux par ces isomorphismes.
De`s lors, compte tenu de cette identification, le morphisme F 1(τ, τ¯) est induit par le
diagramme suivant :
0 // F (A1Zs) //
F (τ)
²²
F (Gm × Zs) //
F (τ0)
²²
F−1(Zs) //
F 1(τ,τ¯)
²²Â
Â 0
0 // F (A1Tt) // F (Gm × Tt) // F−1(Tt) // 0
ou` τ0 est obtenu par restriction de τ .
Or, ce diagramme est encore e´quivalent, a` travers les sections canoniques (cf 3.4.2) qui
proviennent du fait que F est invariant par homotopie, au diagramme suivant
0 F (Zs)oo
F (τs) ²²
F (Gm × Zs)oo
F (τ0) ²²
F−1(Zs)oo
F 1(τ,τ¯)
²²Â
Â 0
oo
0 F (Tt)oo F (Gm × Tt)oo F−1(Tt)oo 0.oo
Or, le morphisme de paires ferme´es (τ0, τ¯) : (Gm × Tt, Tt) → (Gm × Zs, Zs) induit un
unique morphisme sur les faisceaux homotopiques
S1t ⊗Htr h0(Tt)→ S1t ⊗Htr h0(Zs)
d’apre`s la proposition 3.4.13. On calcule, compte tenu de la de´composition du morphisme
τ de´ja` explicite´e, ce morphisme comme la compose´e
S1t ⊗Htr h0(Tt) γ˜λ−→ S1t ⊗Htr h0(Tt)
1⊗Htrh0(τ¯)−−−−−−−→ S1t ⊗Htr h0(Zs).
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Or, puisqu’a` travers l’identification End
(
Gm,κ(t)
)
= Z⊕κ(t)×, l’isomorphisme γλ est e´gal
a` 1 + λ, et que le morphisme canonique
End
(
Gm,κ(t)
)→ EndHN trk (S1t ⊗Htr h0(κ(t))
est la projection sur Z, il s’ensuit que γ˜λ = 1, ce qui conclut la premie`re assertion.
2. Il suffit d’appliquer la premie`re affirmation en conside´rant l’isomorphisme τ
A1Tt
χ−1−−→ NTtYt
Ngtft−−−→ NZsXs pi−→ A1Zs
compte tenu du fait qu’alors, le morphisme induit τ¯ est simplement gt. ¤
Appliquant le deuxie`me point de cette proposition au morphisme identite´, on obtient
tout d’abord :
Corollaire 5.4.46 Soient F un faisceau homotopique, et (X, s) un sche´ma pointe´ par un
point spe´cial, Z = {s}.
Pour tout couple (pi, χ) de trivialisation de NZsXs, ∂
pi,F
X,s = ∂
χ,F
X,s .
De´finition 5.4.47 Soient F un faisceau homotopique, et (X, s) un sche´ma alge´brique
lisse pointe´ par un point spe´cial.
Choisissant une trivialisation pi de (X, s), on pose simplement
∂FX,s = ∂
pi,F
X,s
qui est inde´pendant de la trivialisation choisie d’apre`s le corollaire pre´ce´dent.
On obtient par ailleurs la fonctorialite´ suivante de ce morphisme re´sidu :
Corollaire 5.4.48 Soient (Y, t) et (X, s) deux sche´ma connexes alge´brique lisse pointe´s
par un point spe´cial sur k, x le point ge´ne´rique de X et y celui de Y .
Soit f : Y → X un morphisme tel que f(t) = s, et qui induit un isomorphisme
fs : Yt → Xs. On note fx : Yy → Xx le morphisme qui s’en de´duit sur les points
ge´ne´riques, et f¯s : Yt → Zs le morphisme sur les points ferme´s.
Alors, pour tout faisceau homotopique F , f induit un diagramme commutatif :
F (Xx)
∂FX,s //
F (fx)
²²
F−1(Zs)
F−1(f¯s)
²²
F (Yy)
∂FY,t // F−1(Tt).
On termine cette section en e´nonc¸ant la fonctorialite´ du re´sidu vis-a`-vis du faisceau
F :
Lemme 5.4.49 Soit η : F → G un morphisme de faisceaux homotopiques. Alors, pour
tout sche´ma X alge´brique lisse pointe´ par un point spe´cial s, le diagramme suivant com-
mute :
F (Xx)
∂FX,s ²²
η // G(Xx)
∂GX,s²²
F−1(Zs)
η−1 // G−1(Zs)
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Preuve : Cela de´coule uniquement de la construction, et du fait que l’isomorphisme ρFpi
est naturel en F , notamment parce que l’isomorphisme de la proposition 5.4.24 est naturel
en F . ¤
5.4.5 Mode`les et de´finition (D4 et R3c)
On rappelle qu’on a note´ Ak(1) la cate´gorie des k-alge`bres locales essentiellement lisses de
dimension 1 (cf 2.1.20).
Puisque k est parfait, il s’agit uniquement des anneaux de valuation discre`te essen-
tiellement de type fini sur k.
Ainsi, lorsque E/k est une extension de type fini, et v une valuation discre`te sur E
nulle sur k, Ov/k est une k-alge`bre dans Ak(1).
Remarque 5.4.50.– Si k n’est pas parfait, il existe des anneaux de valuation discre`te
qui sont formellement lisses sur k mais dont le corps re´siduel n’est pas se´parable sur k –
si E/k est une extension inse´parable, on peut conside´rer E[t](t). Si l’on voulait supprimer
l’hypothe`se k parfait, il faudrait a priori se restreindre aux anneaux de valuation discre`te
dont le corps re´siduel est une extension se´parable de k (et dont le corps des fractions est
une extension de type fini de k), qui sont alors formellement lisse sur k (cf 2.1.49).
Toutefois, cette restriction n’est pas satisfaisante pour la the´orie des modules de
cycles, car sur un corps non parfait, il existe toujours une courbe lisse dont un point
ferme´ n’est pas se´parable sur k. L’anneau de valuation discre`te correspondant ne satisfait
donc pas l’hypothe`se pre´ce´dente.
Comme on l’a fait pour la donne´e D2, on introduit une notion de mode`le approprie´e
dans notre situation :
De´finition 5.4.51 Soit V/k une k-alge`bre dans Ak(1). On appelle k-mode`le de V tout
couple (X, t) tel que
1. t est un k-morphisme Spec (V) t−→ X ( i.e. un trait sur X).
2. Le morphisme t] : OX,s → V induit par t est un isomorphisme.
3. X est inte`gre, et si l’on note s l’image du point ferme´ de V dans X, {s} muni de sa
structure re´duite de sous-sche´ma de X est lisse sur k.
On appellera s le point spe´cial du k-mode`le (X, t).
Remarque 5.4.52.– Par la suite, dans la situation de la de´finition ci-dessus, on confondra
le morphisme t et le point s.
Lemme 5.4.53 Soit V une k-alge`bre dans Ak(1). Alors V admet un k-mode`le.
Preuve : En effet, d’apre`s la proposition 2.1.32, l’anneau V admet un mode`le sur k, note´
X. Si l’on note s l’image du point spe´cial de Spec (V) dans X, et Z l’adhe´rence re´duite du
point s dans X, Zs est le spectre d’un corps se´parable sur k par hypothe`se ; Z est donc lisse
sur k en s. Il existe de`s lors un ouvert U de X tel que Z∩U est lisse sur k, et U convient. ¤
On peut de`s lors donner la de´finition suivante du morphisme re´sidu :
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De´finition 5.4.54 Soient F un faisceau homotopique, E/k une extension de type fini et
v une valuation de E/k. On note V l’anneau de valuation discre`te de v et κ son corps
re´siduel.
Soient (X, t) un k-mode`le de V, s son point spe´cial et Z l’adhe´rence re´duite de s dans
X. On de´finit le morphisme re´sidu associe´ a` v comme le morphisme
∂Fv : F (E)
(1)−−→ F (Xx) ∂X,s−−−→ F−1(Zs) (2)−−→ F−1(κ)
ou` les fle`ches (1) et (2) sont les isomorphismes canoniques induits par t] : OX,s → V.
Pour que cette de´finition soit valide, il nous faut montrer que le morphisme ∂Fv est
inde´pendant des choix que l’on fait. Plus pre´cise´ment :
Lemme 5.4.55 Dans la situation de la de´finition ci-dessus, l’application ∂Fv ne de´pend
pas du k-mode`le de V choisi.
Preuve : Soient (X, s) et (X ′, s′) deux mode`les s de V sur k.
D’apre`s le corollaire 5.4.48, s’il existe un morphisme f : (X, s) → (X ′, s′) de mode`les,
comme fs est un isomorphisme, les re´sidus de´finis a` partir de ces deux mode`les co¨ıncident.
Il nous reste donc a` dominer nos deux mode`les par un mode`le (X ′′, s′′).
Or, on peut supposer X et X ′ affines quitte a` les remplacer par des ouverts, compte
tenu du corollaire 5.4.48. On note A et A′ les anneaux respectifs de X et X ′. On identifie
As et A′s′ a` V. Donc on a A ⊂ V et A′ ⊂ V. Alors, si l’on choisit pi une uniformisante
de V, s (respectivement s′) correspond a` l’ide´al engendre´ par pi dans A, et pi ∈ A ∩ A′ ;
d’apre`s l’identification ci-dessus, Api = V = A′pi.
Or, k[A ∪ A′] est une sous-k-alge`bre de V. Puisque Frac(V)/k est se´parable,
Spec (k[A ∪A′]) est lisse sur k en son point ge´ne´rique. Il existe h ∈ k[A ∪ A′] tel que
k[A ∪A′]h est lisse sur k. Or, puisque k[A ∪A′]pi = V, on peut de plus supposer que h ne
divise pas pi, car V est formellement lisse sur k.
Il ne reste plus qu’a` poser X ′′ = Spec (k[A ∪A′]h) ; on a donc par de´finition des
morphismes dominants X ′′ f−→ X et X ′′ g−→ X ′. pi engendre un ide´al de k[A∪A′]h (non nul)
qui correspond a` un point s′′ de X ′′ de codimension 1. Enfin, on a encore X ′′s′′ = Xs = X
′
s′
(modulo notre identification). ¤
Par ailleurs, il suffit d’appliquer le lemme 5.4.49 pour voir que ce re´sidu est fonctoriel
en F :
Lemme 5.4.56 Soient E/k une extension de type fini, et v une valuation de E/k de corps
re´siduel κ(v). Alors, pour tout morphisme η : F → G de faisceaux homotopiques, on a :
F (E)
∂Fv ²²
η // G(E)
∂Gv²²
F−1(κ(v))
η−1 // G−1(κ(v)).
Revenons maintenant a` la de´monstration du the´ore`me 6.1.1, concernant le module
homotopique (F∗, ²) :
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De´finition 5.4.57 (D4) Soient E/k une extension de type fini, v une valuation de E/k
et κ le corps re´siduel associe´ a` v.
On de´finit le morphisme re´sidu associe´ a` v comme le morphisme suivant :
∂v : F∗(E)
∂F∗v−−→ (F∗)−1(κ) ²−→ F∗(κ).
Comme ² est un morphisme homoge`ne de degre´ −1, ∂v est bien un morphisme homoge`ne
de degre´ −1.
On peut facilement de´montrer la proprie´te´ suivante :
Proposition 5.4.58 (R3c) Soit E/k une extension de type fini, v une valuation de E/k
de corps re´siduel κ. Soit ϕ : L→ E un morphisme dans E sk tel que v(ϕ(L×)) = 0.
Alors,
∂v ◦ ϕ∗ = 0
Preuve : Il suffit de de´montrer cette proposition pour ∂Fv ou` F est un faisceau homo-
topique quelconque.
Conside´rons (Y, y) un k-mode`le de L/k, et (X, t) un mode`le de V/k. Soient s le point
spe´cial de X et Z son adhe´rence re´duite dans X. Alors, si l’on note x le E-point de X
induit par t, on a le diagramme commutatif de pro-objets
(E)
(ϕ) //
x
²²
(L)
y
²²
Xs − Zs Xx f¯ //∼oo Yy
ou` toutes les fle`ches verticales sont des isomorphismes. On est donc ramene´ a` montrer que
l’image de F (f¯) tombe dans le noyau du re´sidu correspondant a` (Xs, Zs).
Or, puisque v(ϕ(L)) = 0, on en de´duit ϕ(L) ⊂ V. Autrement dit, le morphisme ϕ se
factorise en L→ V→ E, ce qui se traduit au niveau des mode`les stricts par la factorisation
de f¯ en Xx → Xs → Yy.
Par de´finition du pre´-re´sidu (cf 5.4.21), on a un complexe
F (Xs)→ F (Xx)
∂′X,s−−−→ F 1(Xs, Zs)
qui, en composant le dernier morphisme par l’isomorphisme ρpi de la section pre´ce´dente,
donne le complexe
F (Xs)→ F (Xx) ∂X,s−−−→ F−1(Zs).
En particulier, si ρ ∈ F (L) = F (Yy), ϕ∗(ρ) = f¯∗(ρ) ∈ F (Xx), et en fait, f¯∗(ρ) est
image d’un e´le´ment de F (Xs) d’apre`s la factorisation de ϕ en Xx → Xs → Yy, donc
∂X,s(ϕ∗(ρ)) = 0. ¤
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5.4.6 Ramification (axiomes R3a et R3b)
Comme annonce´, on va ge´ne´raliser la proposition 5.4.44. Pour cela, on s’appuie sur la
fonctorialite´ e´tendue de la de´formation au coˆne normale que l’on a construite en 5.4.3.
Lemme 5.4.59 Soit f : (Y, t) → (X, s) un morphisme de sche´mas alge´briques lisses
pointe´s par des points spe´ciaux ( i.e. f(t) = s). On note Z (resp. T ) l’adhe´rence re´duite
de s (resp. t) dans X (resp. Y ).
Le morphisme f induit donc un morphisme de paires ferme´es ft : (Yt, Tt)→ (Xs, Zs).
Alors, ft est quasi-carte´sien exact (cf de´finition 5.4.29). Par ailleurs, l’ordre de
l’e´paississement Tt → Zs ×Xs Yt est e´gal a`
lg(Zs ×Xs Yt).
De plus, il existe un voisinage ouvert U de s dans X et un voisinage ouvert V de t dans
Y tels que f(V ) ⊂ U et que le morphisme de paires ferme´es induit f |UV : (V, TV )→ (U,ZU )
est quasi-carte´sien exact.
Preuve : Par de´finition, le morphisme f induit un k-morphisme local
OX,s f
]
t−→ OY,t.
SoitMX,s (resp. MY,t) l’ide´al maximal de OX,s (resp. OY,t). Comme OY,t est un anneau
de valuation discre`te, il existe un unique entier r > 0 tel que
f ]t (MX,s).OY,t =MrY,t.
Ainsi, le ferme´ Zs×Xs Yt de Yt a pour ide´alMrY,t, et le morphisme Tt → Zs×Xs Yt est
donc par de´finition un e´paississement exact d’ordre r par rapport a` Yt. De plus,
lg(Zs ×Xs Yt) = lg(OY,t/MrY,t) = r.
ce qui conclut les deux premie`res assertions.
Pour la dernie`re assertion, on se rame`ne au cas ou` X (resp. Y ) est affine d’anneau
A (resp. B). Le morphisme f correspond donc a` un morphisme ϕ : A → B. On peut
supposer de plus, quitte a` localiser B, que f−1({s}) = {t}. On confond les points s et t
avec les ide´aux auxquels ils correspondent respectivement. Par de´finition, s (resp. t) est
principal, engendre´ par une uniformisante pi ∈ A (resp. χ ∈ B). De plus, ϕ(pi) = b.χr, ou`
b ∈ B − s. De`s lors, les ouverts U = Spec (A) et V = Spec (Bb) conviennent, puisqu’alors
ϕ(pi).Bb = (χ)r. ¤
De´finition 5.4.60 Soit (X, s) (resp. (Y, t)) un k-sche´ma alge´brique lisse pointe´ par un
point spe´cial. On note Z (resp. T ) l’adhe´rence re´duite de s dans X (resp. t dans Y ).
Conside´rons un k-morphisme pointe´ f : (Y, t) → (X, s). On appelle indice de ramifi-
cation de f en t l’entier
rt(f) = lg(Zs ×Yt Tt).
Muni de cette de´finition, on peut e´noncer la proposition suivante :
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Proposition 5.4.61 Soient (X, s), (Y, t) des sche´mas alge´briques lisses, connexes et
pointe´s par un point spe´cial et f : (Y, t) → (X, s) un morphisme pointe´ dominant. On
note Z (resp. T ) l’adhe´rence re´duite de s dans X (resp. t dans Y ) et gt : Tt → Zs le
morphisme induit par f . On note aussi x (resp. y) le point ge´ne´rique de X (resp. Y ), et
fx : Yy → Xx le morphisme induit.
Alors, pour tout faisceau homotopique F , le diagramme suivant est commutatif
F (Xx)
∂FX,s//
F (fx) ²²
F−1(Zs)
rt(f).F−1(gt)²²
F (Yy)
∂FY,t // F−1(Tt).
Preuve : Il s’agit essentiellement d’exploiter la fonctorialite´ de´finie en 5.4.3.
On note g : T → Z le morphisme induit par f . D’apre`s le lemme 5.4.59, le morphisme
(ft, gt) : (Yt, Tt)→ (Xs, Zs) est quasi-carte´sien exact.
On de´compose alors nos morphismes en le diagramme suivant :
Tt
ι²² !!
gt
»»
T ′t //
g′t²²
Yt
ft²²
Zs // Xs
ou` ι est un e´paississement exact d’ordre l’indice de ramification r = rt(f).
Appliquant la fonctorialite´ de 5.4.3 au morphisme quasi-carte´sien (ft, gt) (que l’on peut
conside´rer comme un morphisme de sche´mas en prenant sa limite projective), on obtient
le diagramme suivant dans la cate´gorie des paires ferme´es de k-sche´mas, ou ce qui revient
au meˆme, dans la cate´gorie pro−PfLk :
(Xs, Zs)
(ft,gt)
²²
d // (DZsXs,A1Zs)
Dgft²²
(NZsXs, Zs)
Ngft
²²
d′oo
(Yt, Tt)
d // (DTtYt,A1Tt) (NTtYt, Tt).
d′oo
De`s lors, on en de´duit le diagramme commutatif
F 1(Xs, Zs)
F 1(ft,gt)
²²
∼ // F 1(NZsXs, Zs)
F 1(Ngft)
²²
oo
F 1(Yt, Tt)
∼ // F 1(NTtYt, Tt)oo
ou` les morphismes horizontaux sont les isomorphismes obtenus par de´formation au coˆne
normal.
On note MX,s (resp. MY,t, I) l’ide´al de Zs dans Xs (resp. Tt, T ′t dans Yt). Par
de´finition, on a donc I = MrY,t. Ainsi, le morphisme Ngft est le spectre du morphisme
suivant : ⊕
n∈Z
MnX,s/Mn+1X,s −→
⊕
n∈Z
In/In+1 =
⊕
n∈Z
MrnY,t/Mr(n+1)Y,t
↪→
⊕
m∈Z
MmY,t/Mm+1Y,t
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ou` le premier morphisme est canoniquement induit par ft (puisque celui-ci envoie par
de´finition MX,s sur I), et le deuxie`me est l’inclusion canonique d’apre`s la construction
5.4.3.
On choisit pi (resp. χ) une uniformisante de l’anneau de valuation discre`te OX,s (resp.
OY,t). Par de´finition, f ]t (pi) = λ.χr. Ces uniformisantes correspondent a` des trivialisations
du fibre´ normal, et a` travers ces trivialisations, le morphisme de´crit ci-dessus devient :
ψ : κ(s)[pi] → κ(t)[χ]
x 7→ g]t(x)
pi 7→ λ.χr
et on en de´duit le diagramme commutatif suivant :
F 1(Xs, Zs)
F 1(ft,gt) ²²
∼ // F 1(NZsXs, Zs)
F 1(Ngft)²²
∼ // F 1(A1Zs , Zs)
F 1(Spec(ψ),gt)²²
F 1(Yt, Tt)
∼ // F 1(NTtYt, Tt)
∼ // F 1(A1Tt , Tt)
Il nous reste donc a` calculer le morphisme induit par le morphisme de paires quasi-carte´sien
(Spec (ψ) , gt). Or, celui-ci se de´compose lui-meˆme en les deux morphismes suivants
(A1Tt , Tt)
γrλ−→ (A1Tt , Tt)
1A1×gt−−−−→ (A1Zs , Zs)
ou` γrλ transforme le parame`tre χ du deuxie`me fibre´ en λ.χ
r.
On peut alors raisonner comme dans la preuve de la proposition 5.4.44 ; on calcule
donc le morphisme induit sur les faisceaux homotopiques :
S1t ⊗Htr h0(Tt) r.−→ S1t ⊗Htr h0(Tt)
1⊗Htrh0(gt)−−−−−−−−→ S1t ⊗Htr h0(Zs)
ou` le premier morphisme est la multiplication par r, puisque γrλ = λ + r a` travers
l’identification End (Gm × Zs) = κ(s)× ⊕ Z, et puisque le morphisme canonique
End (Gm × Zs)→ EndHN trk
(
S1t × Zs
)
est la projection sur Z (d’apre`s 3.4.13).
Ceci conclut la de´monstration d’apre`s la de´finition du re´sidu 5.4.43. ¤
Remarque 5.4.62.– On peut toujours associer a` (ft, gt) un morphisme canonique
NTtYt → Tt ×Zs NZsXs de fibre´s vectoriels sur Tt. Si f est non ramifie´ en t, c’est un
isomorphisme. Par contre, si la ramification est strictement supe´rieure a` 1, il ne peut
qu’eˆtre nul pour des raisons de degre´. C’est pourquoi nous avons e´te´ force´ de de´finir une
fonctorialite´ «raffine´e» de la de´formation au coˆne normal, qui induit bien un morphisme
NTtYt → Tt ×Zs NZsXs, mais ce dernier est homoge`ne de degre´ correspondant a` la
ramification.
On en de´duit le corollaire suivant :
Corollaire 5.4.63 (R3a) Soient E/k et E′/k des extensions de type fini. Conside´rons
v (resp. w) une valuation stricte de E/k (resp. E′/k) de corps re´siduel κ (resp. κ′). Soit
ϕ : E′ → E un morphisme tel que v ◦ ϕ = e.w pour e ∈ N∗.
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Alors, ϕ induit par restriction un morphisme local sur les anneaux de valuations, et
donc un morphisme ϕ˜ : κ′ → κ.
On a alors la formule :
∂v ◦ ϕ∗ = e.ϕ˜∗ ◦ ∂w
dans HomZ−A b(F∗(E′), F∗(κ)).
Preuve : On se re´duit au cas d’un faisceau homotopique F , et on prouve la proposition
pour le re´sidu ∂Fv .
Soit (X, s) un k-mode`le de V (anneau de v) et (Y, t) un k-mode`le de V′.
On note s le point spe´cial de X, s′ celui de X ′. Alors ϕ induit un unique morphisme
local τ : Xs → X ′s′ . Choisissons pi (resp. pi′) une uniformisante de Xs (resp. Yt).
Or, par de´finition, l’indice de ramification de τ est e, puisque ϕ(pi) = u.pi′e. Il nous
suffit maintenant d’appliquer la proposition 5.4.61 a` τ pour conclure. ¤
Enfin, l’axiome suivant met en jeu la norme et le re´sidu :
Proposition 5.4.64 (R3b) Soient E/k et L/k des extensions de type fini. Conside´rons
v une valuation de E/k de corps re´siduel κ. Soit ϕ : E → L un morphisme fini.
Soit w1, ..., wr les valuations sur L/k telles que wi ◦ ϕ = v.
Alors, si l’on note κ(wi) le corps re´siduel de wi, et ϕ˜i : κ → κ(wi) le morphisme fini
induit sur les corps re´siduels, on obtient la formule :
∂v ◦ ϕ∗ =
r∑
i=1
ϕ˜∗i ◦ ∂wi
dans HomZ−A b(F∗(L), F∗(κ)).
Preuve : Encore une fois, on se re´duit au cas d’un faisceau homotopique F , et on e´tudie
∂Fv .
Soit (X, s) un k-mode`le de V/k (anneau de v) et (Y, y) un mode`le de L/k. Le mor-
phisme ϕ correspond a` un morphisme fini Yy → Xx. On peut supposer que ce morphisme
se rele`ve en un morphisme fini f : Y → X, d’apre`s le lemme 5.3.8.
On note Z l’adhe´rence re´duite de s dans X, et on pose T ′ = Z ×X Y . Les points
ge´ne´riques de T ′ sont de codimension 1 dans Y , et correspondent tous a` une valuation
extension de v. On les note t1, ..., td. Par ailleurs, l’ensemble de ces valuations est exacte-
ment en bijection avec l’ensemble des valuations extensions de v a` κ(Y ) (voir par exemple
[Ser68], prop. 11, puisque Y est normal).
On a besoin de la ge´ne´ralisation suivante du lemme 5.4.59 :
Lemme 5.4.65 Soient (X, s) un sche´ma alge´brique lisse pointe´ par un point spe´cial, et Y
un sche´ma alge´brique lisse. Conside´rons un morphisme f : Y → X de dimension relative
constante.
On note Z l’adhe´rence re´duite de s dans X, et on pose T = (Z ×X Y )red.
Alors il existe des ouverts U et V de X et Y respectivement tels que
1. s ∈ U et ZU = Z ∩ U est lisse sur k,
2. f−1({s}) ⊂ V et TV = T ∩ V est lisse sur k,
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3. f(V ) ⊂ U ,
4. le morphisme de paires ferme´es induit f |UV : (V, TV ) → (U,ZU ) est quasi-carte´sien
exact.
Preuve : Comme k est parfait, quitte a` re´duire X (resp. Y ), on peut tout d’abord
supposer que Z (resp. T ) est lisse sur k.
On note (t1, ..., td) les points ge´ne´riques de T . Le point ti est de codimension 1 dans
Y . On peut donc appliquer le lemme 5.4.59 au morphisme pointe´ f : (Y, ti) → (X, s), et
on trouve des ouverts Vi et Ui de Y et X respectivement tels que ti ∈ Vi et s ∈ Ui, et
tels que le morphisme induit f |UiVi : (Vi, TVi)→ (Ui, ZUi) soit un morphisme quasi-carte´sien
exact de paires ferme´es.
On pose alors U =
⋂
i Ui, et V =
⋃
i Vi ∩ f−1(U) ; ces deux ouverts conviennent. ¤
Quitte a` remplacer X et Y par les ouverts respectifs U et V de ce lemme, on peut donc
supposer que le morphisme de paires ferme´es (f, g) : (Y, T ) → (X,Z) est quasi-carte´sien
exact.
On peut donc lui appliquer la fonctorialite´ de la de´formation au coˆne normal de´crite
en 5.4.3, pour obtenir le diagramme :
(Y, T )
(f,g)
²²
d // (DTY,A1T )
Dgf²²
(NTY, T )
Ngf
²²
d′oo
(X,Z) d // (DZX,A1Z) (NZX,Z)
d′oo
ou` le morphisme Dgf (resp. Ngf) est quasi-carte´sien par construction, et de plus fini
(car compose´ de trois morphismes finis). Par pullback avec Xs sur X, on se rame`ne au
diagramme
(Ys, Ts)
(fs,gs)
²²
d // (DTsYs,A1Ts)
Dgfs²²
(NTsYs, Ts)
Ngfs
²²
d′oo
(Xs, Zs)
d // (DZsXs,A1Zs) (NZsXs, Zs)
d′oo
ou` l’on a note´ Ys = Y ×XXs et ainsi de suite. On en de´duit alors le diagramme commutatif
suivant, d’apre`s la de´finition 5.4.34
F 1(Ys, Ts)
F 1(fs,gs)∗ ²²
F 1(DTsYs,A1Ts)
F 1(Dgfs)∗²²
∼ //∼oo F 1(NTsYs, Ts)
F 1(Ngfs)∗
²²
F 1(Xs, Zs) F 1(DZsXs,A1Zs)
∼ //∼oo F 1(NZsXs, Zs).
Or, Ts est la fibre re´duite de fs en s ; on a donc Ts = ⊕di=1Spec (κ(ti)). Pour tout
i = 1, .., d, on choisit χi une trivialisation de NTsYs au-dessus de Spec (κ(ti)). On choisit
pi une trivialisation de NZsXs.
On est donc ramene´ a` l’e´tude du morphisme quasi-carte´sien de paires ferme´es
φ :
d⊔
i=1
(A1κ(ti), κ(ti))→ (A1κ(s), κ(s))
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avec φ =
∑
i pi
−1 ◦ (Ngft) ◦ χi. Il s’inscrit dans le diagramme commutatif suivant, ou` les
isomorphismes horizontaux sont ceux de la proposition 5.4.24 :
F 1(NTsYs, Ts)
F 1(Ngfs)∗
²²
P
i χi
∼ // F
1(A1TsYs, Ts) ∼ //
F 1(φ)∗ ²²
F−1(Ts)
a
²²
F 1(NZsXs, Zs)
pi
∼ // F
1(A1ZsXs, Zs) ∼ // F−1(Zs).
(5.3)
Il nous reste a` comprendre le morphisme vertical de droite.
Or, le morphisme φ s’exprime a` nouveau a` l’aide des indices de ramification de f aux
points ti. Si l’on pose ri = rti(f), on obtient la relation suivante
(f tis )
](pi) = λi.χrii
ou` λi est un e´le´ment inversible de OY,ti (que l’on identifie avec sa classe dans κ(ti)),
avec f tis : Yti → Xs le morphisme obtenu par restriction de fs. Ce calcul montre que le
morphisme φ est e´gal a`
d⊔
i=1
(A1κ(ti), κ(ti))
P
i γ
ri
λi−−−−→
d⊔
i=1
(A1κ(ti), κ(ti))P
i 1A1×gi−−−−−−→ (A1κ(s), κ(s))
ou` le morphisme γriλi envoie le parame`tre t du fibre´ trivial sur λi.t
ri , et gi = gtis :
Spec (κ(ti))→ Spec (κ(s)) est le morphisme induit par f .
On en de´duit comme dans la preuve de 5.4.61, que le morphisme induit par φ sur les
faisceaux homotopiques est
φ′ :
d⊕
i=1
S1t ⊗Htr h0(κ(ti))
P
i ri.−−−−→
d⊕
i=1
S1t ⊗Htr h0(κ(ti))P
i 1⊗Htrh0(gi)−−−−−−−−−−→ S1t ⊗Htr h0(κ(s))
Mais par construction des transferts sur F 1, et par de´finition de l’isomorphisme de
la proposition 5.4.24, on en de´duit que le morphisme a du diagramme (5.3) est e´gal a`
HomN trk
(
tφ′, F
)
, ou` tφ′ est le morphisme induit dans le diagramme suivant :
h0Spec (κ(s)) //P
i h0(
tgi)
²²
h0(Gm × Spec (κ(s))) //P
i h0(
tγ
ri
λi
)
²²
S1t ⊗Htr h0(κ(s))
tφ′
²²Â
Â
Â
⊕ih0Spec (κ(ti)) // ⊕ih0(Gm × Spec (κ(ti))) // ⊕iS1t ⊗Htr h0(κ(ti))
dans lequel les lignes horizontales sont des suites exactes courtes de pro−HN trk .
Or, dans Endpro−Lcor,k
(
A1κ(ti)
)
,
γriλi ◦ tγ
ri
λi
= ri.1
d’apre`s la proposition 5.3.13.
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On en de´duit donc que dans Endpro−HN trk
(
S1t ⊗Htr h0κ(ti)
)
= Z on a tγriλi = 1.
Pour re´sumer le travail qu’on a effectue´, on trace le diagramme commutatif suivant :
F 1(Ys, Ts)
F 1(fs,gs)∗
²²
P
i ρχi // ⊕iF−1(κ(ti))P
i F−1(
tgi)
²²
F 1(Xs, Zs)
ρpi // F−1(κ(s))
ce qui, compte tenu de la proposition 5.4.35, et du fait que pour tout i, (Y, ti) est un
k-mode`le de wi, nous permet de conclure. ¤
Remarque 5.4.66.– Comme dans la preuve de 5.4.63, on aurait pu e´viter le recours
au lemme 5.4.65 en raisonnant directement sur les morphismes de pro-objets, puisque le
morphisme (fs, gs) : (Ys, Ts)→ (Xs, Zs) est quasi-carte´sien exact. Toutefois, cette dernie`re
de´monstration est plus pre´cise et montre comment on peut ramener la situation ge´ne´rique
pour obtenir une de´monstration valable sur des ouverts assez petits donne´s.
5.5 K-the´orie de Milnor et donne´e D3
5.5.1 Cup-produits
De´finition 5.5.1 Soient F , G et H des faisceaux avec transferts, et µ : F ⊗tr G→ H un
morphisme. On de´finit un cup-produit induit par µ, note´ `µ, donne´ par la compose´e
F ⊗Z G −`→ F ⊗tr G µ−→ H
ou` la premie`re fle`che est le morphisme de faisceaux associe´ a` l’application cup-produit de
2.2.21.
Pour E/k une extension de type fini, ce morphisme induit donc sur les fibres un
morphisme note´
F (E)⊗Z G(E) → H(E)
α⊗ β 7→ α `µ β.
On peut de plus calculer ce produit. Si on confond α (resp. β) et l’application
L[E]→ F (resp. L[E]→ G) qu’elle repre´sente par le lemme de Yoneda (dans pro−N trk ),
l’application associe´e a` l’e´le´ment α `µ β dans H(E) est simplement
L[E] ∆E−−→ L[E]⊗tr L[E] α⊗
trβ−−−−→ F ⊗tr G µ−→ H.
En effet, quand on conside`re l’application induite sur les fibres par le morphisme de
faisceaux `µ, il n’y a pas lieu de diffe´rencier entre le morphisme de pre´faisceaux de´fini
en 2.2.21 et le morphisme de faisceaux qui lui est associe´, ce qui explique la formule
pre´ce´dente.
On en de´duit facilement la fonctorialite´ suivante du cup-produit :
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Lemme 5.5.2 Soient F ,G et H des faisceaux avec transferts, et µ : F ⊗tr G → H un
morphisme.
Conside´rons un morphisme ϕ : E → L dans E sk , et α ∈ F (E), β ∈ G(E) des fibres de
F et G. Alors, on obtient la relation
H(ϕ).(α `µ β) = (F (ϕ).α) `µ (G(ϕ).β)
ou` (ϕ) : (L)→ (E) est l’application de pro−Lk de´finie en 2.1.37.
Preuve : On ne fait qu’exprimer par la` le fait que le `µ est une transformation naturelle
(ce qui re´sulte de la remarque qui suit 2.2.21). ¤
La formule suivante est moins facile :
Proposition 5.5.3 Soient F ,G et H des faisceaux avec transferts, et µ : F ⊗tr G → H
un morphisme.
Soit ϕ : E → L un morphisme fini dans E sk . Alors, pour tout α ∈ F (E) et β ∈ G(L),
on a les relations
H(t(ϕ)).
(
F (ϕ).α `µ β
)
= α `µ G(t(ϕ)).β
H(t(ϕ)).
(
α `µ G(ϕ).β
)
= F (t(ϕ)).α `µ β
ou` t(ϕ) : [E]→ [L] est le morphisme de pro−Lcor,k de´fini en 5.3.17.
Preuve : En effet, par de´finition du produit tensoriel et du cup-produit, on peut
supposer que F = L[S] (resp. G = L[T ]) quitte a` conside´rer la limite inductive des
faisceaux avec transferts repre´sentables au-dessus de F (resp. G). Conside´rons alors un
k-mode`le f : X → Y de L/E ; il nous suffit maintenant d’appliquer la proposition 5.3.14
au morphisme induit f¯ : Xx → Yy pour conclure, compte tenu du calcul de `µ. ¤
Remarque 5.5.4.– Ce qui pre´ce`de est valable si l’on conside`re des faisceaux avec trans-
ferts qui sont de plus invariants par homotopie. En effet, si F ,G et H sont des faisceaux
homotopiques, on a un produit exte´rieur :
F ⊗Z G→ F ⊗tr G→ F ⊗Htr G = h0(F ⊗tr G).
De plus, la donne´e d’une application µ : F ⊗tr G → H est e´quivalente a` celle d’une
application µ′ : F ⊗Htr G→ H par adjonction (puisque H est invariant par homotopie).
5.5.5.– Si F∗, G∗ et H∗ sont des faisceaux gradue´s, et µ∗ : F∗⊗ˆG∗ → H∗ un morphisme
gradue´, on de´finit plus ge´ne´ralement un cup-produit gradue´ induit par µ
F∗⊗ˆZG∗ → F∗⊗ˆG∗ µ−→ H∗.
Ce cup-produit est tout simplement la somme des cup-produits (non gradue´s) induit par
µ sur chaque composantes de F∗ et G∗. En particulier, la proposition 5.5.3 est encore
valable dans ce cas.
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5.5.2 K-the´orie de Milnor et sphe`re de Tate
On e´tudie dans cette section l’alge`bre S∗t de´finie dans 3.4.17, et plus pre´cise´ment, le fonc-
teur qu’elle induit sur les extensions de type fini de k.
On a donc en particulier un produit (de´fini en 3.4.18)
µ : S∗t ⊗Htr S∗t → S∗t
qui induit un cup-produit d’apre`s le paragraphe pre´ce´dent (que l’on notera simplement `)
Sˆ∗t (E)⊗Z Sˆ∗t (E)→ Sˆ∗t (E).
Par ailleurs, ce groupe abe´lien gradue´ est encore e´gal a`
Sˆ∗t (E) = Z⊕ E× ⊕ S2t (E)⊕ ...
et le produit exte´rieur donne un morphisme d’alge`bre de degre´ 0 que l’on note
S (E×) → Sˆ∗t (E)
a1 ⊗ ...⊗ an 7→ 〈a1, ..., an〉.
Or, le travail qu’on a effectue´ jusque la` nous permet de´ja` de montrer que les fibres de
S∗t satisfont la fonctorialite´ suivante :
1. Soit ϕ : E → L un k-morphisme dans E sk . On a un morphisme
Sˆ∗t (ϕ) : Sˆ∗t (E)→ Sˆ∗t (L)
ou` (ϕ) : (L)→ (E) est le morphisme de´fini dans 2.1.37.
On pose ϕ∗ = Sˆ∗t (ϕ).
2. Soit ϕ : E → L un k-morphisme fini dans E sk . Alors, on a un morphisme
Sˆ∗t (
t(ϕ)) : Sˆ∗t (L)→ Sˆ∗t (E)
ou` t(ϕ) : [E]→ [L] est le morphisme de´fini dans 5.3.17.
On pose ϕ∗ = Sˆ∗t (t(ϕ)).
On obtient tout d’abord les proprie´te´s e´le´mentaires suivantes :
Lemme 5.5.6 Soient E/k et L/k des extensions de type fini, et ϕ : E → L un morphisme.
1. Pour tous a1, ..., an dans E×, 〈a1〉 ` ... ` 〈an〉 = 〈a1, ..., an〉.
2. Pour tous a, b dans E×, 〈a〉+ 〈b〉 = 〈a.b〉.
3. Pour tous a1, ..., an dans E×, ϕ∗(〈a1, ..., an〉) = 〈ϕ(a1), ..., ϕ(an)〉.
Preuve : Le 1 est vrai par de´finition, et le 2 d’apre`s la structure de faisceau abe´lien du
faisceau en groupes S1t . Pour le 3, on fait une re´currence sur n et on applique le lemme
5.5.2. ¤
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Lemme 5.5.7 1. On a un morphisme surjectif
c (E,Gnm)→ Snt (E), σ 7→ [σ]E
et le premier groupe est forme´ des combinaisons line´aires formelles de points ferme´s
de Gnm ⊗k E.
2. Conside´rons l’inclusion
ϕn : Gnm(E)→ c (E,Gnm)
qui consiste a` voir un point rationnel du sche´ma Gnm comme un point ferme´ du
meˆme sche´ma. Alors, pour tous a1, ..., an dans E×, le n-uplet (a1, ..., an) est un
point rationnel de Gnm(E) et
[(a1, ..., an)]E = 〈a1, ..., an〉.
Preuve : Pour le premier point tout d’abord, d’apre`s le lemme 3.1.10, on a
Snt = h0
(
L
[
Gnm/ unionsqni=1 Gn−1m
])
.
On a donc un e´pimorphisme naturel
L[Gnm]→ L
[
Gnm/ unionsqni=1 Gn−1m
]→ h0 (L[Gnm/ unionsqni=1 Gn−1m ]) .
Pour le deuxie`me point, on se rame`ne par changement de base au cas ou` E = k.
Par re´currence, il suffit de traiter le cas n = 2. Soit donc (a, b) un e´le´ment de (k×)2 ;
on doit donc montrer que ϕ2((a, b)) = ϕ1(a) ` ϕ1(b).
Notons σa (respectivement σb) la correspondance finie dans c (k,Gm) repre´sente´e par
le point rationnel a (respectivement b) de Gm. Alors, ϕ1(a) ` ϕ1(b) est la classe de la
correspondance finie σa ` σb. Par ailleurs, σa ` σb est l’intersection des deux cycles
σa × Gm et Gm × σb dans Z(Gm × Gm). Or ces deux cycles s’intersectent en un seul
point, (a, b), avec une multiplicite´ 1, d’ou` le lemme. ¤
On connaˆıt de´ja` certaines proprie´te´s e´le´mentaires du module homotopique S∗t , notam-
ment a` cause des paragraphes pre´ce´dents :
Proposition 5.5.8 1. Soit ϕ : E → L un morphisme fini dans E sk , alors pour tout
ρ ∈ Sˆ∗t (E) et θ ∈ Sˆ∗t (L),
ϕ∗
(
ϕ∗(ρ) ` θ
)
= ρ ` (ϕ∗(θ))
ϕ∗
(
θ ` ϕ∗(ρ)
)
= (ϕ∗(θ)) ` ρ.
2. Soit ϕ : E → L un morphisme fini dans E sk . Alors, pour tout ρ ∈ Sˆ∗t ,
ϕ∗ϕ∗(ρ) = [L : E].ρ.
3. Soient ϕ : K → E et ψ : K → L des morphismes dans E sk avec ϕ fini. Alors, pour
tout ρ dans Sˆ∗t ,
ψ∗ϕ∗(ρ) =
∑
z∈(E⊗KL)(0)
lg(E ⊗K Lz).(ϕz)∗(ψz)∗(ρ).
5.5. K-THE´ORIE DE MILNOR ET DONNE´E D3 179
4. Soient ϕ : K → E et ψ : K → L des morphismes dans E sk tels que E/K soit finie et
L/K soit finie et normale. On suppose que HomK(E,L) 6= ∅.
Alors, pour tout ρ dans Sˆ∗t ,
ψ∗ϕ∗(ρ) = [E : K]i
∑
j∈HomK(E,L)
j∗(ρ)
Preuve : Le premier point re´sulte de la proposition 5.5.3 et le troisie`me re´sulte simplement
de la proposition 5.3.23.
Pour la deuxie`me formule, on applique le 1 avec θ = 1 ∈ Z(E) :
ϕ∗z
(
1 ` (ϕz)∗(ρ)
)
= ϕ∗z(1) ` ρ
Or Z est repre´sentable, et Z = L[Spec (k)]. La de´finition du produit externe montre donc
que 1 ` (ϕz)∗(ρ) = (ϕz)∗(ρ) (et plus ge´ne´ralement que le cup-produit par un e´le´ment de
Z(E) est la multiplication par les scalaires). Par ailleurs, ϕ∗ : c (L, k) → c (E, k) est une
application entre limites inductives qui est la multiplication par [L : E] a` distance finie
d’apre`s la de´finition du pullback de cycles. Donc ϕ∗z(1) = [L : E], et l’on a bien re´duit la
formule pre´ce´dente a` celle qu’on attendait.
Pour le quatrie`me point, on va utiliser le 3. Supposons pour commencer que E/K soit
se´parable.
Alors, d’apre`s le the´ore`me de l’e´le´ment primitif, il existe x dans E tel que E = K[x].
Soit P le polynoˆme minimal de x sur K, on a donc E = K[X]/(P ). Ainsi,
E ⊗K L = L[X]/(P ).
Puisqu’il existe un morphisme de E dans L, P a au moins une racine dans L, et comme
L est normal et P irre´ductible, P est scinde´. Enfin, comme E/K est se´parable, les racines
de P dans L sont distinctes :
P = (X − x1)...(X − xr).
D’apre`s le the´ore`me chinois,
E ⊗K L =
r∏
i=1
L[X]/(X − xi).
Ainsi, E ⊗K L est un anneau artinien dont les ide´aux premiers sont en bijection avec
les racines de P (dans L). Par ailleurs, si z est un tel e´le´ment, le morphisme induit
ϕz : L→ E ⊗K L/z = L[X]/(X − z) est un isomorphisme.
On obtient donc un morphisme
E ⊗K L(0) → HomK(E,L)
z 7→ ϕ−1z ◦ ψz.
Re´ciproquement, soit j ∈ HomK(E,L), on de´finit
z = 〈1⊗ ϕ(l)− ψ(ι(l))⊗ 1 | l ∈ L〉,
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ide´al engendre´ dans E ⊗K L. Par de´finition de z, on a donc un triangle commutatif :
L
ϕz
²²
E
j
<<zzzzzzzz
ψz
// E ⊗K L/z.
Donc ϕz est surjectif. Comme il est non nul, il est aussi injectif puisque sa source est un
corps. Ainsi, ϕz est un isomorphisme et z est un ide´al maximal de E ⊗K L. Par ailleurs,
j = ϕ−1z ◦ ψz.
On a donc construit HomK(E,L)→ E ⊗K L(0), inverse a` droite du morphisme pre´ce´-
dent. Par ailleurs, puisque E/K est se´parable, HomK(E,L) est en bijection avec les
racines de P , donc les deux morphismes que l’on vient de de´finir sont des isomorphismes
re´ciproques l’un de l’autre.
Appliquant le troisie`me point, on trouve
ψ∗ϕ∗(ρ) =
∑
z∈E⊗KL(0)
(ϕz)∗(ψz)∗(ρ) (5.4)
car la longueur d’un corps est e´gale a` 1.
Or, puisque ϕz est un isomorphisme, en appliquant 2 et 3, on obtient
(ϕz)∗(ϕz)∗ = (ϕz)∗(ϕz)∗ = Id.
Il s’ensuit que (ϕz)∗ est un isomorphisme de re´ciproque (ϕz)∗. De`s lors, par fonctorialite´,
on obtient (ϕz)∗ = (ϕ−1z )∗, et la formule (5.4) devient, en utilisant la bijection explicite de
E ⊗K L(0) et de HomK(E,L),
ψ∗ϕ∗(ρ) =
∑
z∈E⊗KL(0)
(ϕ−1z )∗(ψz)∗(ρ)
=
∑
j∈HomK(E,L)
j∗(ρ).
Supposons maintenant que l’extension E/K soit radicielle, et notons ι : E → L le K-
morphisme unique (puisque E/K est radicielle) qui existe par hypothe`se. On doit montrer
que :
ψ∗ϕ∗ = [E : K].ι∗ .
Par re´currence, on peut supposer que E/K est obtenue par adjonction d’une racine q-ie`me.
De`s lors, E = K[X]/(Xq − a) pour a dans K. Soit b une racine q-ie`me de a dans L, qui
existe d’apre`s l’existence de ι. De`s lors, E ⊗K L = L[X]/((X − b)q). Donc E ⊗K L est un
anneau local artinien de longueur q, et d’apre`s le 3,
ψ∗ϕ∗ = q.ϕ¯∗ψ¯∗
ou` ϕ¯ : L→ L[X]/(X − b) et ψ¯ : E → L[X]/(X − b) sont les morphismes induits. De`s lors,
ϕ¯ est un isomorphisme, et ϕ¯∗ψ¯∗ = (ϕ¯−1ψ¯)∗. Par ailleurs, E/K e´tant radicielle, j = ϕ¯
−1ψ¯,
d’ou` la formule attendue.
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Enfin, pour conclure dans le cas ge´ne´ral, on conside`re Es la cloˆture se´parable de K
dans E. Alors, Es/K est se´parable, et E/Es est radicielle. Notons K
ϕs−→ Es ϕr−→ E. On
obtient finalement
ψ∗ϕ∗ = ψ∗ϕ∗sϕ
∗
r
=
∑
j∈HomK(Es,L)
j∗ϕ∗r
=
∑
j∈HomK(Es,L)
[E : Es].j∗ι∗
= [E : K]i.
∑
jι∈HomK(E,L)
(jι)∗,
ce qui termine la de´monstration. ¤
Si E/K est une extension finie, on note NE/K : E× → K× la norme qui lui est
classiquement associe´e (voir [Lan95] VI.§5). Classiquement, on obtient le corollaire suivant
de la proposition pre´ce´dente :
Corollaire 5.5.9 Soit ϕ : K → E un morphisme fini dans E sk . Alors le morphisme
ϕ∗ : Sˆ∗t (E)→ Sˆ∗t (K) est e´gal en degre´ 1 a` l’application norme NE/K usuelle.
preuve : Puisque E/K est finie, E = K[x1, ..., xn]. Soit L/K l’extension normale finie
engendre´e par x1, ..., xn (i.e. l’extension engendre´e par les xi et leurs conjugue´s), ψ : K →
L. Soit ρ ∈ E×. Alors, d’apre`s le 4 de la proposition pre´ce´dente :
ψ∗ϕ∗(ρ) = [E : K]i
∑
j∈HomK(E,L)
j∗(ρ) ∈ Gm(E)
Or, par de´finition,
NE/K(ρ) =
 ∏
j∈HomK(E,L)
j(ρ)
[E:K]i ∈ E×
La structure produit de E× est la structure additive sur Gm(E). Par ailleurs, j∗ :
Gm(K)→ Gm(E) est simplement le morphisme d’injection j : E× → K×. De`s lors,
ψ∗
(
NE/K(ρ)) = ψ∗ϕ∗(ρ)
On en de´duit, puisque ψ∗ est injectif, que NE/K(ρ) = ϕ∗(ρ). ¤
Le the´ore`me suivant du a` A. Suslin et V. Voevodsky (cf [SV00a], th. 3.4) e´clairci
comple`tement la situation vis-a`-vis des gradue´s supe´rieurs de Sˆ∗t :
The´ore`me 5.5.10 (Suslin-Voevodsky) Soit E/k une extension de type fini.
1. Pour tout a dans E×, on a la relation de Steinberg dans l’alge`bre gradue´e Sˆ∗t (E) :
〈a〉 ` 〈1− a〉 = 0.
182 CHAPTER 5. TRANSFORME´E GE´NE´RIQUE
2. Le morphisme canonique
S (E×)→ Sˆ∗t (E)
se factorise en
KM∗ (E)
λE−−→ Sˆ∗t (E),
et ce dernier morphisme est un isomorphisme d’alge`bres gradue´es.
preuve : La preuve qui suit reprend la preuve de A. Suslin et V. Voevodsky du the´ore`me
3.4 dans [SV00a]. On l’a inte´gre´e a` la fois par commodite´ pour le lecteur, et aussi pour
montrer qu’elle n’utilise pas la cate´gorie de´rive´e des motifs mixtes de´finie par V. Voevodsky.
Remarquons tout d’abord que par changement de base, on peut toujours se re´duire
au cas ou` E est le corps de base, re´duction que l’on utilisera fre´quemment dans la
de´monstration.
On rappelle que 〈?〉 de´signe le morphisme de S (E×)→ Sˆ∗t (E).
Lemme 5.5.11 1. S’il existe N ∈ N tel que
∀E/k ∈ E sk , ∀a ∈ E× \ {1}, N.〈a, 1− a〉 = 0 (∗.N)
alors, ∀E/k ∈ E sk , ∀a ∈ E× \ {1}, 〈a, 1− a〉 = 0.
2. S’il existe N ∈ N tel que
∀E/k ∈ E sk , ∀a ∈ E× \ {1}, N.〈a,−a〉 = 0
alors, ∀E/k ∈ E sk , ∀a ∈ E× \ {1}, 〈a,−a〉 = 0.
Preuve : Pour la premie`re affirmation, il suffit de de´montrer que l’assertion (∗.(N ′p))
implique (∗.N ′), pour p un nombre premier. Soit donc a ∈ E×\{1}, et supposons (∗.(N ′p)).
On veut de´montrer N ′.〈a, 1 − a〉 = 0. Si a est une puissance p-ie`me, il suffit d’appliquer
l’hypothe`se. Supposons donc que a n’est pas une puissance p-ie`me, et posons α = a1/p
dans une cloˆture alge´brique de E, L = E(α) et ϕ : E → L. De`s lors,
N ′.〈a, (1− a)〉 = N ′.〈a,NL/E(1− α)〉 = N ′.〈a, ϕ∗(1− α)〉
= N ′.ϕ∗〈a, (1− α)〉
= ϕ∗((N ′p).〈α, (1− α)〉) = 0
et l’on a donc (∗.N ′), ce qui de´montre la premie`re assertion.
On proce`de de meˆme pour la deuxie`me assertion. ¤
Lemme 5.5.12 Soient a, b ∈ E×, alors 〈ab, ab〉 = 〈a, a〉+ 〈b, b〉.
Preuve : On se rame`ne au cas E = k.
Conside´rons H le sous-sche´ma ferme´ de A1k × Gm = Spec
(
k[t,X,X−1]
)
donne´ par
l’e´quation
t.(X − a)(X − b) + (1− t).(X − ab)(X − 1) = 0
⇔ X2 − (t.(a+ b) + (1− t).ab)X + ab = 0.
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Alors H est isomorphe a` Gm par la deuxie`me projection : il est donc inte`gre. Par ailleurs,
il est fini et surjectif sur A1k.
Conside´rons l’immersion ferme´e A1k × Gm → A1k × Gm × Gm, (t, x) 7→ (t, x, x), et soit
H ′ l’image de H par cette immersion ferme´e.
Le sche´ma H ′ est encore fini et surjectif sur A1k, et de´finit donc une correspondance
finie
σ : Spec (k)× A1k → Gm ×Gm.
Soient i0 et i1 les injections de 〈0〉 et 〈1〉 dans A1. Alors, pour t = 0, 1, σ ◦ it ∈
c (k,Gm ×Gm), et par de´finition, on a
σ ◦ i0 ∼h σ ◦ i1
ce qui implique, avec les notations du lemme 5.5.7 que dans Gm(k), [σ ◦ i0]k = [σ ◦ i1]k.
Or, H∩〈0〉×Gm est le ferme´ de Gm forme´ des points rationnels ab et 1. Donc, H◦i0 est
le cycle associe´ au sous-sche´ma ferme´ forme´ des points ab et 1. De`s lors, H ′∩〈0〉×Gm×Gm
est le ferme´ de Gm × Gm forme´ des points rationnels (ab, ab) et (1, 1). On obtient donc,
compte tenu du lemme 5.5.7,
[σ ◦ i0]k = 〈ab, ab〉+ 〈1, 1〉.
De meˆme, H ∩ 〈1〉 × Gm est le ferme´ forme´ des points rationnels a et b. Donc H ′ ∩
〈1〉 ×Gm ×Gm est le ferme´ forme´ des points (a, a) et (b, b), d’ou`
[σ ◦ i1]k = 〈a, a〉+ 〈b, b〉
ce qui prouve le re´sultat attendu puisque 〈1, 1〉 = 0. ¤
Corollaire 5.5.13 Dans S1t ⊗Htr S1t (E), on a les relations :
1. ∀a ∈ E×, 〈a,−a〉 = 0.
2. ∀a ∈ E× \ {1}, 〈a, 1− a〉+ 〈a−1, 1− a−1〉 = 0.
Preuve : En effet, appliquant le lemme pre´ce´dent avec b = a, on obtient
〈a2, a2〉 = 2.〈a, a〉.
Or, 2.〈a,−a〉 = 2.〈a,−1〉+ 2.〈a, a〉 = 〈a, 1〉+ 2.〈a, a〉 = 2.〈a, a〉, donc
〈a2, (−a)2〉 = 2.〈a,−a〉
⇔ 4.〈a,−a〉 = 2.〈a,−a〉
⇔ 2.〈a,−a〉 = 0,
et d’apre`s le premier lemme, 〈a,−a〉 = 0.
La deuxie`me relation se de´duit de la premie`re en utilisant −a = (1− a)/(1− a−1). ¤
Lemme 5.5.14 Pour tout extension E/k de type fini, pour tout a ∈ E× \ {1},
12.〈a3, (1− a3)〉 = 0.
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Preuve : On se rame`ne au cas E = k.
La me´thode de la preuve est la meˆme que pour le lemme pre´ce´dent : conside´rons
le sous-sche´ma ferme´ H de A1 × Gm \ {1} = Spec
(
k[t,X,X−1, (X − 1)−1]) donne´ par
l’e´quation
X4 − t.(a3 + 1).X2 + t.(a3 + 1).X − a3 = 0.
De nouveau, la projection H → Gm \ {1} est un isomorphisme, donc H est inte`gre et de
plus, H est fini surjectif sur A1.
Conside´rons maintenant l’immersion ferme´e A1k×(Gm\{1})→ A1k×Gm×Gm, (t, x) 7→
(t, x, 1−x), et notons H ′ l’image de H par celle-ci, ainsi que σ la correspondance finie qui
lui correspond.
On conclut comme dans la preuve pre´ce´dente que [σ ◦ i0]k = [σ ◦ i1]k dans Gm ⊗Htr
Gm(k).
Soient ξ une racine primitive cubique de l’unite´, et x1 une racine de l’e´quationX2−X+1
dans une cloˆture alge´brique de k. Notons L = k(ξ, x1), ϕ : k → L l’inclusion canonique,
et effectuons tout d’abord nos calculs dans S1t ⊗Htr S1t (L).
Dans ce cas, H ∩ ({0} × Gm \ {1) ⊗k L est forme´ des points a, ξ.a et ξ2.a. Donc,
H ′ ∩ {0}×Gm×Gm⊗k L est forme´ des points (a, 1− a), (ξ.a, 1− ξ.a) et (ξ2.a, 1− ξ2.a) :
[σ ◦ i0]L = 〈a, 1− a〉+ 〈ξa, 1− ξa〉+ 〈ξ2a, 1− ξ2a〉.
De meˆme, H ∩ ({1} × Gm \ {1}) est forme´ des points a3, et des racines x1 et x2 de
l’e´quation X2−X+1 = 0. Donc, H ′∩{0}×Gm×Gm⊗kL est forme´ des points (a3, 1−a3),
(x1, 1− x1) et (x2, 1− x2). D’ou` l’e´galite´
[σ ◦ i1]L = 〈a3, 1− a3〉+ 〈x1, 1− x1〉+ 〈x2, 1− x2〉.
Il nous reste maintenant a` manipuler la relation obtenue pour arriver a` la formule
voulue. Or,
〈a, 1− a〉+ 〈ξa, 1− ξa〉+ 〈ξ2a, 1− ξ2a〉
= 〈a, (1− a)(1− ξa)(1− ξ2a)〉+ 〈ξ, 1− ξa〉+ 〈ξ2, 1− ξ2a〉
= 〈a, 1− a3〉+ 〈ξ, (1− ξa)(1− ξ2a)2〉,
et comme x2 = x1−1, d’apre`s le corollaire pre´ce´dent applique´ au point rationnel x1, on a
〈x1, 1− x1〉+ 〈x2, 1− x2〉 = 0.
Enfin, comme ξ3 = 1, en multipliant la relation initiale par 3, on obtient dans S1t ⊗Htr
S1t (L)
3〈a, 1− a3〉 = 3〈a3, 1− a3〉 ⇔ 2〈a3, 1− a3〉 = 0.
Ainsi, dans S1t ⊗Htr S1t (k), d’apre`s le deuxie`me point de la proposition 5.5.8,
ϕ∗(2〈a3, 1− a3〉) = ϕ∗(ϕ∗(2〈a3, 1− a3〉))[L : k].2.〈a3, 1− a3〉.
Comme [L : k] divise 6, on a donc dans S1t ⊗Htr S1t (k), 12.〈a3, 1− a3〉 = 0. ¤
Pour finir de de´montrer la relation de Steinberg, on va montrer que pour tout a ∈ E×,
36.〈a, 1−a〉 = 0, et on pourra alors appliquer le lemme 5.5.11 pour conclure que la relation
de Steinberg est vraie.
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Or, si a est un cube dans E, a = b3, et on a 12.〈b3, 1 − b3〉 = 0 d’apre`s le lemme
pre´ce´dent. Supposons donc que a n’est pas un cube dans E, et soit α une racine cubique de
a. Posons L = E(α), et ϕ : E → L le morphisme canonique. Alors, dans Gm⊗HtrGm(E),
on a 12.〈α3, 1 − α3〉 = 0, autrement dit, 12.ϕ∗(〈a, 1 − a〉) = 12.〈ϕ(a), 1 − ϕ(a)〉 = 0.
Appliquant de nouveau le deuxie`me point de la proposition 5.5.8, on a donc
0 = ϕ∗(12.ϕ∗(〈a, 1− a〉)) = 36.〈a, 1− a〉
ce qui conclut la de´monstration de la relation de Steinberg.
On passe maintenant a` la deuxie`me partie de la proposition. On a de´ja` vu que pour
un morphisme fini, le morphisme ϕ∗ co¨ıncide en degre´ 1 avec le morphisme norme. On
e´tend maintenant cette e´galite´ au niveau des gradue´s supe´rieurs, en utilisant le morphisme
norme de la K-the´orie de Milnor (voir [BT73]).
Lemme 5.5.15 Soient E/k et L/k des extensions dans E sk , et ϕ : E → L un morphisme
fini. Alors, le diagramme suivant est commutatif :
KM∗ (L)
λL //
NL/E ²²
Sˆ∗t (L)
ϕ∗²²
KM∗ (E)
λE // Sˆ∗t (E).
Preuve : On se re´duit au cas E = k.
Soit p un nombre premier. Conside´rons tout d’abord un p-Sylow du groupe de Galois
absolu de k, et notons kp l’extension de k qui lui correspond. Dans ce cas kp n’a pas
d’extension de degre´ premier a` p. Soit L/kp une extension finie. Elle est donc de degre´ pr.
De plus, d’apre`s [BT73], KM∗ (L) est engendre´ additivement par les symboles de la forme
{a1, ..., an−1, b} ou` pour tout i, ai ∈ kp, et b ∈ L. De`s lors,
NL/kp({a1, ..., an−1, b}) = {a1, ..., an−1, NL/kp(b)}
et la proposition dans le cas de L/kp re´sulte du corollaire 5.5.9.
De`s lors, dans le cas ge´ne´ral, conside´rons un e´le´ment ρ ∈ KM∗ (L). On pose de plus
µ = λkNL/k(ρ) − ϕ∗λE(ρ). Alors, pour tout entier premier p, notons ϕp : k → kp le
morphisme fini canonique. Il re´sulte de ce qui pre´ce`de que (ϕp)∗(µ) = 0, et donc [kp :
k].µ = ϕ∗p(ϕp)∗(µ) = 0. Comme ceci est valable pour tout p, on en conclut que µ = 0. ¤
Corollaire 5.5.16 Le morphisme KM∗ (E)
λE−−→ Sˆ∗t (E) est surjectif.
Preuve : On suppose que E = k. Par de´finition, le groupe Sˆnt (k) est engendre´ par les
points ferme´s de Gnm. Soit (x1, ..., xn) un tel point, et κ son corps re´siduel dans Gnm. Alors,
〈x1, ..., xn〉κ est un e´le´ment de Sˆnt (κ) qui est dans l’image de λκ. De`s lors, ϕ∗(〈x1, ..., xn〉κ)
est e´gal a` ρ d’apre`s 5.5.8, et appartient a` l’image de λk d’apre`s le lemme pre´ce´dent. ¤
De plus, on peut construire un inverse explicite au morphisme λk. Soit (x1, ..., xn)
un point ferme´ de Gnm, de corps re´siduel κ. On pose θ(x1, ..., xn) = Nκ/k({x1, ..., xn}).
Ceci de´finit une application θ : c (Spec (k) ,Gnm) → KMn (k). Par ailleurs, d’apre`s la loi de
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re´ciprocite´ de Weil pour le module de cycle KM∗ (proprie´te´ (RC) des modules de cycles, cf
[Ros96], §2), pour tout e´le´ment H dans c (A1k,Gnm), θ(H ◦ s0) = θ(H ◦ s1). Autrement dit,
θ se factorise en un morphisme θ˜ : Snt (k) → KMn (k). Par de´finition, et d’apre`s le lemme
5.5.15, ce morphisme est un inverse de λk. ¤
5.5.3 Action de la K-the´orie de Milnor (D3 et R2a,b,c)
Revenons donc au module homotopique (F∗, ²). Il est par de´finition muni d’une structure
de S∗t -module gradue´ :
S∗t ⊗ˆF∗ τ−→ F∗.
Pour toute extension E/k de type fini, on de´duit de la de´finition 5.5.1 un cup-produit
gradue´ :
Sˆ∗t (E)⊗ˆZFˆ∗(E)
`τ−−→ Fˆ∗(E).
De´finition 5.5.17 (D3) On de´finit la donne´e D3 en posant, pour toute extension E/k
de type fini, (
KM∗ (E) ' Sˆ∗t (E)
)⊗ˆZF∗(E) → F∗(E)
σ ⊗ ρ 7→ σ.ρ = σ `τ ρ.
5.5.18.– Puisque le cup-produit `τ est naturel, et que le morphisme ϕ∗ des fibres de
Sˆ∗t co¨ıncide avec le morphisme analogue de la K-the´orie, cette donne´e ve´rifie l’axiome R2a.
Par ailleurs, la section 5.5.1 sur les cup-produits nous permet de de´duire facilement le
corollaire suivant :
Corollaire 5.5.19 (R2b & R2c) Soit ϕ : E → L un morphisme fini.
1. Pour tout x ∈ KM∗ (E) et tout ρ ∈ Fˇ (L),
ϕ∗(NL/E(x).ρ) = x.ϕ∗(ρ).
2. Pour tout y ∈ KM∗ (L) et tout µ ∈ Fˇ (E),
ϕ∗(y.ϕ∗(µ)) = ϕ∗(y).µ.
preuve : Il suffit d’appliquer la proposition 5.5.3 et le lemme 5.5.15. ¤
5.5.20.– Pour les deux formules restantes, on a besoin de calculer plus pre´cise´ment l’action
que l’on a construite. Fixons F un faisceau avec transferts. On note
evF : S1t ⊗Htr F−1 → F
l’application d’e´valuation canonique (voir C.4), obtenue en utilisant le fait que
F−1 = HomN trk
(
S1t , F
)
.
On a donc un cup-produit
S1t ⊗Z F−1
`evF−−−→ F.
Avant de montrer le lien entre ce cup-produit et l’action de la K-the´orie de Milnor con-
struite ci-dessus, exprimons la fonctorialite´ de celui-ci :
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Lemme 5.5.21 Soit η : F → G un morphisme de faisceaux homotopiques. Alors, le
diagramme suivant est commutatif :
S1t ⊗Z F−1
`evF //
1⊗Z(η−1)
²²
F
η
²²
S1t ⊗Z G−1
`evG // G.
Preuve : Par de´finition du cup-produit, il suffit de montrer la commutativite´ du dia-
gramme :
S1t ⊗tr F−1
evF //
1⊗tr(η−1)
²²
F
η
²²
S1t ⊗tr G−1
evG // G
qui est juste l’expression de la naturalite´ du morphisme d’e´valuation. ¤
On en vient maintenant au lien de l’application d’e´valuation avec l’action de la K-
the´orie de Milnor.
Lemme 5.5.22 Soit (F∗, ²) un module homotopique.
Pour tout n ∈ Z, le morphisme τn : S1t ⊗Htr Fn → Fn+1 est e´gal a` la compose´e
S1t ⊗Htr Fn 1⊗
Htr²n−−−−−→ S1t ⊗Htr (Fn+1)−1
evFn+1−−−−→ Fn+1.
Autrement dit, on a le diagramme commutatif :
S1t ⊗Htr Fn
τn //
∼ 1⊗Htr²n²²
Fn+1
S1t ⊗Htr (Fn+1)−1 evFn+1
// Fn+1.
Preuve : Il s’agit juste de revenir a` la de´finition de l’application evFn+1 , qui est le
morphisme adjoint a` 1(Fn+1)−1 . ¤
Rappelons que pour le module homotopique (F∗, ²), on a de´fini par re´currence des
isomorphismes
²n,p : Fn → (Fn+p)−p
dans le nume´ro 3.4.27.
Corollaire 5.5.23 Soient E/k une extension de type fini, {x} ∈ KM1 (E) et ρ ∈ Fn(E),
alors ²n,1(ρ) ∈ (Fn)−1(E) et l’on a :
{x} `τn ρ = {x} `ev ²n,1(ρ).
Plus ge´ne´ralement, si {x1, ..., xp} ∈ KMp (E), alors ²n,p(ρ) ∈ (Fn)−p(E) et l’on a :
{x1, ..., xp} `τn,p ρ = {x1, ..., xp} `ev ²n,p(ρ).
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Preuve : La premie`re formule de´coule du lemme pre´ce´dent et de la de´finition du cup-
produit.
La deuxie`me formule s’obtient par re´currence a` partir de la premie`re en utilisant le
fait que {x1, ..., xp} = {x1} `ev ... `ev {xp}. ¤
5.5.24.– Le corollaire pre´ce´dent montre qu’il suffit donc d’e´tudier le cup-produit induit
par une application d’e´valuation
Spt ⊗Htr F−p ev−→ F
ou` F est un faisceau homotopique fixe´.
Pour un tel faisceau homotopique F , pour tout entier p ∈ N, pour tout σ ∈ KMp (E) et
ρ ∈ Fˆ−p(E), on note simplement
σ `ev ρ ∈ Fˆ (E)
le cup-produit (de´finition 5.5.1) pour l’application d’e´valuation canonique Spt ⊗Htr F−p →
F , ou` l’on a identifie´ F−p et Hom (S
p
t , F ).
Rappelons que d’apre`s la proposition 3.4.12, on peut donc conside´rer la projection
canonique
η : h0L[Gnm]→ Snt
qui induit en particulier un monomorphisme de faisceaux homotopiques
F−n ' HomN trk (S
n
t , F )→ HomN trk (h0(G
n
m) , F ) ' F (Gnm ×k .) ,
note´ simplement η∗.
Lemme 5.5.25 Soit x = (x1, ..., xn) un point rationnel de Gnm ⊗k E, autrement dit, un
morphisme x : (E)→ Gnm (dans pro−Lk).
On en de´duit un morphisme
γx : (E)
∆(E)−−−→ (E)×k (E)
x×k1(E)−−−−−→ Gnm ×k (E).
Pour tout ρ ∈ F−n(E), on a
{x1, ..., xn} `ev ρ = γ∗x(η∗ρ) ∈ F (E)
ou` η : h0(Gnm)→ Snt est l’e´pimorphisme canonique rappele´ ci-dessus.
Preuve : Il s’agit essentiellement de comprendre les diffe´rentes de´finitions en jeu.
On peut tout d’abord supposer E = k par changement de base.
Alors, ρ correspond a` un morphisme L[k]→ F−n. Par adjonction, ce dernier morphisme
correspond a` ρ′ : L[k]⊗tr Snt → F .
L’e´le´ment {x1, ..., xn} est par de´finition la compose´e
L[k]
(x1,...,xn)−−−−−−→ L[Gnm] η−→ Snt .
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Notant encore ev : Snt ⊗tr F−n → F l’application d’e´valuation relative a` Snt , on a donc par
de´finition
{x1, ..., xn} `ev ρ = ev ◦ ((η ◦ x)⊗tr ρ) ◦∆X
= ev ◦ (1Snt ⊗tr ρ) ◦ ((η ◦ x)⊗tr 1k) ◦∆X .
Or, par de´finition, ev ◦ (1Snt ⊗tr ρ) = ρ′, donc
{x1, ..., xn} `ev ρ = ρ′ ◦ (η ⊗tr 1k) ◦ (x⊗tr 1k) ◦∆X .
La dernie`re application est bien induite par l’application γx = (x×k 1k) ◦∆k.
Enfin, confondre ρ avec son image dans F (Gnm) revient a` confondre ρ′ et ρ′ ◦ (η⊗tr 1k).
On peut donc conclure (en appliquant le lemme de Yoneda) ¤
On arrive ainsi au calcul annonce´ de l’action de´finie en 5.5.17, pour le module homo-
topique (F∗, ²) que nous avons fixe´ dans ce chapitre :
Corollaire 5.5.26 Soient n ∈ N et m ∈ Z deux entiers, et x = (x1, ..., xn) un point
rationnel de Gnm,E, i.e. un morphisme x : (E)→ Gnm (dans pro−Lk).
On peut alors conside´rer les trois morphismes suivants :
1. Le morphisme construit dans la proposition pre´ce´dente :
γx : (E)
∆(E)−−−→ (E)×k (E)
x×k1(E)−−−−−→ Gnm ×k (E).
2. L’e´pimorphisme η : h0(Gnm)→ Snt , rappele´ ci-dessus (cf proposition 3.4.12).
3. D’apre`s 3.4.27, on a un isomorphisme canonique de faisceaux homotopiques
²m,n : Fm → (Fm+n)−n.
Alors pour tout ρ ∈ Fm(E), {x1, ..., xn}.ρ se calcule comme l’image de ρ par la com-
pose´e de morphismes suivante :
Fm(E)
²m,n−−−→ (Fm+n)−n(E) ' Hom (Snt , Fm+n) (E)
η∗−→ Hom (h0(Gnm) , Fm+n) (E) ' Fm+n(Gnm ×k E)
γ∗x−→ Fm+n(E).
5.5.4 Re´sidu et K-the´orie (axiomes R3d et R3e)
5.5.4.1 Axiome R3d
On de´montre ici le premier axiome des pre´-modules de cycles qui concerne le re´sidu et
l’action de la K-the´orie de Milnor. D’apre`s l’e´tude de la sous-sous-section pre´ce´dente, on
se re´duit a` e´tudier le cas de l’application d’e´valuation pour un faisceau homotopique, et
on en de´duit ensuite le cas d’un module homotopique quelconque.
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Proposition 5.5.27 Soit F un faisceau homotopique.
Soient ϕ : L → E un morphisme fini dans E sk , et v une valuation ge´ome´trique sur
E/k de corps re´siduel κ(v). On suppose que v(ϕ(L×)) = 0. De`s lors, ϕ induit un unique
morphisme ϕ¯ : L→ κ(v). Soit enfin pi une uniformisante de v dans E×. Alors, pour tout
ρ ∈ F−1(E)
∂Fv
({pi} `ev ϕ∗(ρ)) = ϕ¯∗(ρ) ∈ F−1(E).
Preuve : Conside´rons tout d’abord (Y, y) un mode`le de L/k, et (X, s) un mode`le de
(E, v)/k, dont on note x le point ge´ne´rique. On note encore Z l’adhe´rence du point s dans
X, j : Xx → Xs le morphisme naturel, et i : Zs → Xs le morphisme d’immersion ferme´e.
Le morphisme ϕ correspond a` un unique morphisme f : Xx → Yy qui se prolonge par
hypothe`se en un morphisme f˜ : Xs → Yy.
L’e´le´ment pi ∈ E× correspond a` un unique morphisme pi : Xx → Gm. On va appliquer
le lemme 5.5.25 pour calculer {pi} `ev ϕ∗(ρ), et on note donc γpi = (pi×k1Xx)◦∆Xx comme
dans ce lemme. L’e´galite´ a` de´montrer pour tout ρ est alors e´quivalente a` la commutativite´
du diagramme :
F−1(Xx) 
 // F (Gm ×k Xx)
γ∗pi // F (Xx)
∂FX,s
²²
F−1(Yy)
f∗ 77oooooo
f˜∗ ''
OOO
OOO
F−1(Xs)
i∗ // F−1(Zs).
Par ailleurs, pi correspond a` une trivialisation du fibre´ normal, pi : NZsXs → A1Zs . On
se sert de cette trivialisation pour calculer le re´sidu, d’apre`s la de´finition 5.4.43, comme la
compose´e
∂FX,s : F (Xx)
∂′X,s−−−→ F 1(Xs, Zs) ∼−→F 1(NZs , Zs)
F 1(pi)−−−→ F 1(A1Zs , Zs) ' F−1(Zs)
dans laquelle le deuxie`me morphisme est obtenu par de´formation au coˆne normal.
De`s lors, pour montrer la commutativite´ du diagramme, on le de´coupe en deux parties
comme suit :
F−1(Yy)
f∗
**VVV
VVVV
VVVV
VV
g∗²²
f˜∗
ttiiii
iiii
iii
F−1(Xs)
²²
(1)
F−1(NZsXs − Zs) _
²²
F−1(Xx) _
²²
(2)
F (Gm × (NZsXs − Zs))
²²
F (Gm ×Xx)
γ∗pi²²
F (NZsXs − Zs)
²²
F (Xx)
²²
F−1(Zs)
∼ // F 1(NZsXs, Zs)
∼ // F 1(Xs, Zs),oo
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en conside´rant le morphisme
g : NZsXs − Zs → NZsXs → Zs → Xs f˜−→ Yy.
On remarquera que le diagramme (1) correspond au cas particulier ou` Xs est remplace´
par NZs(Xs), fibre´ vectoriel. En posant E = NZsXs, on de´montre ainsi le lemme plus
facile :
Lemme 5.5.28 Soient E/Zs un fibre´ de rang 1, i sa section nulle et j l’immersion ouverte
comple´mentaire. Soit pi une trivialisation de E/Zs, i.e. un isomorphisme pi : E → A1Zs.
On en de´duit une application compose´e que l’on note p¯i :
E − Zs pi|E−Zs−−−−→ Gm × Zs pr−→ Gm.
On pose γp¯i = (pi × 1) ◦∆E−Zs : E − Zs → Gm × (E − Zs).
Soit g : E → Yy un morphisme, alors le diagramme suivant est commutatif :
F−1(E − Zs)   //
(1)
F (Gm × (E − Zs))
γ∗¯pi²²
F−1(Yy)
(gj)∗ 66mmmmmmm
(gi)∗ ((Q
QQQ
QQQ
F (E − Zs)
∂′E,Zs // F 1(E,Zs)
F−1(Zs)
∼
ψ
// F 1(A1Zs , Zs).
∼ F 1(φpi)
OO
La fle`che ψ est l’isomorphisme canonique du lemme 5.4.24, et la fle`che ∂′E,Zs le morphisme
pre´-re´sidu de 5.4.37.
Preuve : D’apre`s la proposition 5.4.24, le morphisme ψ est induit par le diagramme
suivant :
F (Gm × Zs)/F (A1Zs) = F−1(Zs)
ψ // F (A1Zs , Zs).
F (Gm × Zs)
p
OO
∂′A1
Zs
,Zs
;;
Conside´rant a` nouveau l’e´pimorphisme η : h0(Gm)→ S1t , comme le morphisme
η∗s : Hom
(
S1t , F
)
(Zs)→ Hom (h0(Gm) , F ) (Zs)
est une re´traction du morphisme p, on obtient la factorisation ψ = ∂′A1Zs ,Zs
◦ η∗s . On peut
donc comple´ter le diagramme
F−1(E − Zs)   // F (Gm × (E − Zs))
γ∗¯pi²²
F−1(Yy)
(gj)∗ 66mmmmmmm
(gi)∗ ((Q
QQQ
QQQ
F (E − Zs)
∂′E,Zs //
(1)
F 1(E,Zs)
F−1(Zs) 
 // F (Gm × Zs)
(φ×pi )∗ ∼
OO
∂′A1
Zs
,Zs
// F 1(A1Zs , Zs)
∼ φ∗pi
OO
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ou` φ×pi est la restriction e´vidente du morphisme φpi. Le carre´ (1) e´tant commutatif, la
commutativite´ de tout ce diagramme est e´quivalente a` la commutativite´ du morceau de
gauche.
Puisque le morphisme canonique F−1(Yy)→ F (Gm×Yy) est injectif, on est donc re´duit
a` de´montrer que le diagramme suivant est commutatif :
F (Gm × (E − Zs)) γ
∗¯
pi // F (E − Zs)
F (Gm × Yy)
(gi)∗
OO
(gj)∗
// F (Gm × Zs).
(φ×pi )∗
OO
Or, dans la cate´gorie des sche´mas (ou ce qui revient au meˆme dans pro−Lk), on a
trivialement la relation j ◦ (φ×pi ) = i ◦ γp¯i, ce qui conclut. ¤
Il nous reste donc a` montrer que le diagramme (2) commute. Pour cela, on regarde
pre´cise´ment la de´formation au coˆne normal. Tout d’abord, on peut conside´rer le mor-
phisme
h : DZsXs → A1Zs → Zs → Xs
f˜−→ Yy
car celui-ci prolonge en fait le morphisme f˜ dans le sens du diagramme suivant
Xs
f˜ $$I
III
II
d // DZsXs
h²²
NZsXs
gxxqqq
qqq
q
d′oo
Yy
ou` d et d′ sont les morphismes de de´formation au coˆne normal.
On a finalement encore de´coupe´ le diagramme (2) de la manie`re suivante :
F−1(Yy)
h∗²²
g∗
**UUU
UUUU
UUUf˜∗
uujjjj
jjjj
jj
F−1(Xx) _
η∗
²²
F−1(D˙ZsXs) _
η∗²²
//oo F−1(N×ZsXs) _
η∗²²
F (Gm ×Xx)
²² (2
′)
F (Gm × D˙ZsXs) //oo F (Gm ×N×ZsXs)
²²
F (Xx)
∂′²²
F (D˙ZsXs)oo //
∂′²²
F (N×ZsXs)
∂′²²
F 1(Xs, Zs) F 1(DZsXs,A1Zs)
∼oo ∼ // F 1(NZsXs, Zs)
ou` l’on a note´ N×ZsXs = NZsXs − Zs et D˙ZsXs = DZsXs − A1Zs . Les morphismes du
type η∗ sont naturels, et les morphismes pre´-re´sidus du type ∂′ sont aussi naturels, donc il
nous reste a` de´montrer la commutativite´ du diagramme (2′), puisque les deux morphismes
verticaux (morphismes de de´formation) sont des isomorphismes (cf the´ore`me 5.4.26).
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On est donc re´duit a` un digramme dans pro−Lk (ou de manie`re e´quivalente dans la
cate´gorie des sche´mas) :
Gm ×Xx
1×dZX
²²
Xx
dZX
²²
γpioo
⇔
Xx
dZX
²²
pi // Gm
Gm × D˙XsXs D˙XsXs D˙XsXs
Gm ×N×ZsXs
1×d′ZX
OO
N×ZsXs
d′ZX
OO
γp¯ioo N×ZsXs
d′ZX
OO
p¯i // Gm.
Soit O l’anneau du sche´ma affine Xx, et M son ide´al. Alors M = (pi). Par ailleurs,
l’anneau de NZsXs est S(M/M2) et p¯i est l’image de pi dans M/M2. Enfin, l’anneau de
DZsXs est ⊕nMn.t−n, et cet anneau contient p¯i, image de pi dans M[t]/M[t]2. Puisque
pi (respectivement p¯i) s’envoie sur p¯i par le morphisme dZX] (respectivement d′ZX
]), le
diagramme est bien commutatif. ¤
Corollaire 5.5.29 (R3d) Soient E/k une extension de type fini, et v une valuation
stricte de E sur k, de corps re´siduel κ(v).
Soit ϕ : L→ E un morphisme fini dans E sk tel que v(ϕ(L×)) = 0. ϕ induit un unique
morphisme ϕ¯ : L→ κ(v).
Alors, pour toute uniformisante pi de de v et pour tout ρ ∈ Fˇn(E)
∂v
({pi}.ϕ∗(ρ)) = ϕ¯∗(ρ) ∈ Fˇn(E).
Preuve : Toujours d’apre`s le corollaire 5.5.23,
{pi}.ϕ∗(ρ) = {pi} `ev ²n,1(ϕ∗(ρ)).
Par ailleurs, ² e´tant une transformation naturelle, ²n,1(ϕ∗(ρ)) = ϕ∗(²n,1(ρ)).
Enfin, ∂v = (²n,1)−1 ◦ ∂Fnv par de´finition (voir de´finition 5.4.57). On est donc ramene´
a` montrer que :
(²n,1)−1
(
∂Fnv
(
{pi} `ev ϕ∗
(
²n,1(ρ)
)))
= ϕ¯∗(ρ).
Or, on peut maintenant appliquer la proposition 5.5.27, et on a donc
∂Fnv
(
{pi} `ev ϕ∗
(
²n,1(ρ)
))
= ϕ¯∗(²n,1(ρ)).
On conclut en appliquant a` nouveau la naturalite´ de ²n,1. ¤
5.5.4.2 Lemme pre´liminaire
Pour le dernier axiome, il nous faut revenir a` la de´finition 5.4.18 pour de´finir le morphisme
du lemme suivant :
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Lemme 5.5.30 Soit F un faisceau homotopique.
Alors, pour toute paire ferme´e (X,Z) (telle que X est alge´brique lisse), il existe un
morphisme canonique
(F−1)1(X,Z)
evX,Z−−−→ F 1(Gm ×X,Gm × Z)
tel que le diagramme suivant est commutatif :
F−1(X − Z) η
∗
//
∂′X,Z ²²
F (Gm × (X − Z))
∂′Gm×X,Gm×Z²²
(F−1)1(X,Z)
evX,Z// F 1(Gm ×X,Gm × Z).
Ce morphisme est naturel par rapport aux morphisme de paires carte´siens (et meˆme
quasi-carte´siens).
Preuve : Posons FGm = Hom (h0(Gm) , F ), qui est un faisceau homotopique. Compte
tenu de l’application η : h0(Gm)→ S1t , on a donc un morphisme de faisceaux homotopiques
η∗ : F−1 → FGm .
Par fonctorialite´ de la de´finition 5.4.18 par rapport au faisceau avec transferts conside´re´,
on a donc un diagramme commutatif
F−1(X − Z) η
∗
//
∂′X,Z
²²
FGm(X − Z)
∂′X,Z
²²
(F−1)1(X,Z)
η∗ // (FGm)1(X,Z).
On va donc de´finir un morphisme
(FGm)1(X,Z) (1)−−→ F 1(Gm ×X,Gm × Z).
Soit pZ : Gm × Z → Z la projection canonique, il suffit de construire un morphisme
de pre´faisceaux
F̂Gm (X,Z)
(2)−−→ p∗Fˆ(GmX,GmZ)
avec les notations de 5.4.18.
Notons tout d’abord que l’immersion ferme´e s1 : {1} → Gm induit un morphisme
canonique σ1 : FGm → F . On conside`re aussi p : Gm → Spec (k) la projection canonique.
De`s lors, pour V/Z un sche´ma e´tale, on de´finit le morphisme suivant
Hom
(
LV [X/X − Z] , FGm [1]
)
Hom(p⊗tr1,.)−−−−−−−−→ Hom
(
L[Gm]⊗tr LV [X/X − Z] , FGm [1]
)
Hom(.,σ1)−−−−−−→ Hom(L[Gm]⊗tr LV [X/X − Z] , F [1])
ou` les morphismes sont pris dans la cate´gorie pro−D(N trk ).
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Or, le pro-objet qui intervient se calcule facilement :
L[Gm]⊗tr LV [X/X − Z] = ˜lim←−
U∈VV (X,Z)
L[Gm]⊗tr L[U/U − ZU ]
' ˜lim←−
U∈VV (X,Z)
L[GmU/GmU −GmZU ] .
Comme, pour tout U ∈ VV (X,Z), le sche´ma GmU appartient a` VGmV (GmX,GmZ), on
obtient un morphisme de projection canonique
LGmV [GmX/GmX −GmZ]→ L[Gm]⊗tr LV [X/X − Z] ,
ce qui nous permet finalement d’obtenir le morphisme (2), et donc le morphisme (1). On
pose bien suˆr evX,Z = (1) ◦ η∗.
Par ailleurs, on rappelle que le morphisme ∂′X,Z est obtenu comme compose´ des mor-
phismes e´vidents
FGm(X − Z)→ Hom
(
L[X/X − Z] , FGm [1]
)
→ (FGm)1(X,Z).
A partir de la construction qui pre´ce`de, on en de´duit le morphisme du haut dans le
carre´ suivant :
FGm(X − Z)
p∗X−Z //
∂′X,Z ²²
FGm(Gm(X − Z))
σ1|Gm(X−Z)// F (Gm(X − Z))
∂′X,Z²²
(FGm)1(X,Z)
(1) // F 1(GmX,GmZ)
Or, compte tenu de l’isomorphisme canonique FGm(X − Z) ' F (Gm(X − Z)), ce meˆme
morphisme est obtenu comme compose´
F (Gm(X − Z)) (1×p×1)
∗
−−−−−−→ F (GmGm(X − Z)) (1×s1×1)
∗
−−−−−−→ F (Gm(X − Z))
et c’est donc l’identite´, puisque p ◦ s1 est l’identite´.
Ceci conclut donc le lemme, puisque la naturalite´ re´sulte de la construction. ¤
5.5.4.3 Axiome R3e
Pour de´montrer cet axiome on se re´duit comme pour l’axiome pre´ce´dent au cas d’un
faisceau homotopique. Plus pre´cise´ment, on utilise le re´sultat suivant :
Proposition 5.5.31 Soit F un faisceau homotopique.
Soient E/k une extension de type fini, et v une valuation sur E/k de corps re´siduel
κ(v). Soit u ∈ E× tel que v(u) = 0, et u¯ sa classe dans le corps re´siduel associe´ a` v.
Alors, pour tout ρ ∈ F−1(E)
∂Fv
({u} `ev ρ) = −{u¯} `ev ∂F−1v (ρ).
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Preuve : Soit (X, s) un k-mode`le de (E, v) sur k, x son point ge´ne´rique et Z = {s}. Il
suffit de montrer la proposition pour ρ ∈ F−1(E) i.e. ρ ∈ F−1(Xx). On doit donc montrer
que le diagramme suivant est commutatif :
F−1(Xx)
{u}. //
∂X,s
²²
F (Xx)
∂X,s
²²
F−2(Zs)
−{u¯}. // F−1(Zs).
Or, l’e´le´ment u ∈ E× correspond a` une application u : Xx → Gm. De plus, comme
v(u) = 0, l’application u s’e´tend en u˜ : Xs → Gm. On note finalement u¯ : Zs → Gm
l’application restreinte de u˜.
Commenc¸ons par rappeler que l’on a associe´ a` toute unite´ a : T → Gm une application
γa : T
∆T−−→ T ×k T a×1−−→ Gm × T .
Or, d’apre`s le lemme pre´ce´dent, on peut e´crire le diagramme commutatif suivant :
F−1(Xx) //
∂′Xs,Zs
²²
F (Gm ×k Xx)
γ∗u //
²²
F (Xx)
²²
(F−1)1(Xs, Zs)
ev // F 1(GmXs,GmZs)
(γu˜,γu¯)
∗
// F 1(Xs, Zs).
Mais par ailleurs, notons que l’on peut prolonger le morphisme u˜ : Xs → Gm a` tout
l’espace de de´formation DZsXs. On note en effet w la compose´e DZsXs → A1Zs → Zs
u˜−→
Gm, ce qui nous de´finit par restriction une application v : NZsXs → Gm (dont la restric-
tion a` Zs est e´gale a` u˜). On peut donc encore ajouter la partie suivante au diagramme
commutatif que l’on a de´ja` :
(F−1)1(Xs, Zs)
ev // F 1(GmXs,GmZs)
(γu˜,γu¯)
∗
// F 1(Xs, Zs)
(F−1)1(DZsXs,A1Zs)
ev //
²²
OO
F 1(GmDZsXs,GmA1Zs)
γ∗w //
²²
OO
F 1(DZsXs,A1Zs)
²²
OO
(F−1)1(NZsXs, Zs)
ev // F 1(GmNZsXs,GmZs)
(γv ,γu˜)
∗
// F 1(NZsXs, Zs).
Choisissons maintenant une uniformisante pi de v. On peut encore ajouter les lignes
suivantes a` notre diagramme
(F−1)1(NZsXs, Zs)
ev // F 1(GmNZsXs,GmZs)
(γv ,γu˜)
∗
// F 1(NZsXs, Zs)
(F−1)1(A1Zs , Zs)
ev //
pi∗
OO
F 1(GmA1Zs ,GmZs)
(γv ,γu˜)
∗
//
(1×pi)∗
OO
F 1(A1Zs , Zs)
pi∗
OO
Hom
(
S1t S
1
t h0(Zs) , F
)∼ OO
(a)
// Hom
(
h0(Gm)S1t h0(Zs) , F
)∼ OO
// Hom
(
S1t h0(Zs) , F
)∼ OO
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ou` la fle`che (a) est induite par l’application canonique
h0(Gm)⊗Htr S1t ⊗Htr h0(Zs) η⊗
Htr1⊗Htr1−−−−−−−−−→ S1t ⊗Htr S1t ⊗Htr h0(Zs) .
Il faut finalement conside´rer l’isomorphisme de permutation des facteurs ² : S1t ⊗Htr
S1t → S1t ⊗Htr S1t pour terminer avec les deux dernie`res lignes
Hom
(
S1t S
1
t h0(Zs) , F
)
(a)
//
²²²
Hom
(
h0(Gm)S1t h0(Zs) , F
)
// Hom
(
S1t h0(Zs) , F
)
²²
Hom
(
S1t S
1
t h0(Zs) , F
)
// Hom
(
S1t h0(Gm)h0(Zs) , F
)
// Hom
(
S1t h0(Zs) , F
)
Hom
(
S1t h0(Zs) , F−1
)
η∗
// Hom(h0(Gm)h0(Zs) , F−1)
γ∗¯u
// Hom(h0(Zs) , F−1) .
Il reste maintenant a` de´montrer que l’isomorphisme
² ∈ EndN trk
(
S2t
)
est e´gal a` −1.
Pour cela, on regarde la fibre de ce morphisme en un point repre´sente´ par une extension
de type fini E/k
²E : S2t (E)→ S2t (E).
Or, on a vu au the´ore`me 5.5.10 que S2t (E) ' KM2 (E). A travers cet isomorphisme, ²
devient la permutation des symboles, c’est-a`-dire :
²E : KM2 (E)→ KM2 (E), {x, y} 7→ {y, x}
Or, la K-the´orie de Milnor est anti-commutative, donc {y, x} = −{x, y}. ¤
Le corollaire suivant n’est plus qu’une formalite´ :
Corollaire 5.5.32 (R3e) Soit (F∗, ²) un module homotopique.
Soient E/k une extension de type fini, et v une valuation de E/k de corps re´siduel
κ(v).
Soient u ∈ E× une unite´ de v et u¯ sa classe dans le corps re´siduel de v.
Alors, pour tout ρ ∈ Fn(E)
∂v
({u}.ρ) = −{u¯}.∂v(ρ).
Preuve : La de´monstration consiste juste a` se ramener a` la proposition 5.5.31 par le
calcul.
Commenc¸ons par calculer le membre de droite. D’apre`s le corollaire 5.5.23, on a
−{u¯}.∂v(ρ) = −{u¯} `ev ²n,1(∂v(ρ))
= −{u¯} `ev ∂Fnv (ρ).
La dernie`re e´galite´ provient de la de´finition de ∂v (cf de´finition 5.4.57).
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Passons maintenant au membre de gauche, en appliquant toujours le corollaire 5.5.23 :
{u}.ρ = {u} `ev ²n,1(ρ).
Appliquant la proposition 5.5.31, on obtient donc :
∂Fn+1v
({u} `ev ²n,1(ρ)) = −{u¯} `ev ∂(Fn+1)−1v (²n,1(ρ)).
Or, d’apre`s le lemme 5.4.56 applique´ avec η = ²n,1,
∂(Fn+1)−1v (²n,1(ρ)) = (²n,1)−1(∂
Fn
v (ρ))
De plus, d’apre`s le lemme 5.5.21 toujours applique´ avec η = ²n,1,
{u¯} `ev
(
(²n,1)−1(∂Fnv (ρ))
)
= ²n,1
({u¯} `ev (∂Fnv (ρ)).
Ainsi,
∂v
({u}.ρ) = ²−1n,1(− ²n,1({u¯} `ev (∂Fnv (ρ))).
¤
5.6 Axiomes des modules de cycles
On conside`re donc Fˆ∗ muni de sa structure de pre´-module de cycles a` l’aide des construc-
tions pre´ce´dentes. On de´montre dans cette section que c’est un module de cycles, ce qui
conclut la de´monstration du the´ore`me 5.1.2. On adopte donc les de´finitions du chapitre
4.1.1, relativement au pre´-module Fˆ∗.
Proposition 5.6.1 (FD) Soit X un sche´ma normal de type fini sur k, et η son point
ge´ne´rique. Alors, pour tout ρ ∈ Fˆ∗(η), l’ensemble
{x ∈ X(1) | ∂ηx(ρ) 6= 0}
est fini.
Preuve : Supposons que ρ ∈ Fˆn(η), n e´tant un entier. De`s lors, ρ ∈ Fn(Xη). Or X
e´tant normal, il est re´gulier en codimension 1, donc lisse sur k en codimension 1 car k est
parfait. Soit Ω le lieu lisse de X, on a donc Ω(1) = X(1), et comme Ωη = Xη, on est re´duit
au cas ou` X est lisse sur k.
Supposons donc X alge´brique lisse. Par de´finition, il existe un ouvert non vide U de
X tel que ρ se rele`ve dans Fn(U) en ρU .
Soit x ∈ U (1). Comme U est lisse, x correspond a` une valuation sur le corps κ(η). Par
ailleurs, (U, x) est un mode`le pour l’anneau de valuation Ov de v. Comme k est parfait,
l’extension κ(x)/k est se´parable, et il existe un ouvert V de U contenant x tel que Z ∩ V
soit lisse sur k. De`s lors, V est un k-mode`le de Ov/k, et on a la suite exacte :
Fn(V )→ Fn(V − ZV )
∂′V,ZV−−−−→ (Fn)1(V, ZV ).
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Ainsi, ∂′(ρU |V−ZV ) = 0 par exactitude, et comme cet e´le´ment repre´sente ∂ηx(ρ) (apre`s
composition avec les isomorphismes de la de´finition 5.4.57 ou` l’on a pris V pour mode`le
strict de Ov), on en de´duit ∂ηx(ρ) = 0.
Ainsi, notre ensemble est inclus dans X(1) − U (1) qui est fini. ¤
Remarque 5.6.2.– Intuitivement, les e´le´ments de Fˆ∗(η) s’interpre`tent comme des fonc-
tions rationnelles a` coefficients dans F∗, et leur re´sidu en un point (de codimension 1)
comme le re´sidu pour une surface de Riemann. Le re´sultat qui nous sert est le fait que si
une fonction est de´finie en un point, son re´sidu est nul.
Proposition 5.6.3 (H) Pour toute extension E/k dans E sk , la suite
0→ Fˆ (E) i∗−→ Fˆ (E(t)) d−→
⊕
x∈A1E(0)
Fˆ∗(κ(x))→ 0
est exacte, ou` i : E → E(t) est l’inclusion canonique et
d =
∑
x∈A1E(0)
∂x.
Preuve : Soit Z un ferme´ de A1E de dimension nulle. On obtient une suite exacte courte
(en conside´rant A1E comme un pro-objet de Lk) :
0→ F∗(A1E) (1)−→ F∗(A1E − Z)
∂′Z−→ (F∗)1(A1E , Z)→ 0.
En effet, (1) est injectif compte tenu du corollaire 3.3.3. Par ailleurs, puisque Z est somme
de sche´mas locaux hense´liens, le lemme 5.4.25 implique
(F∗)1(A1E , Z) ' F∗(A1E − Z)/F∗(A1E),
ce qui montre que la suite ci-dessus est exacte.
On a besoin de`s lors du lemme suivant :
Lemme 5.6.4 Soit E/k une extension, et Z une partie ferme´e de A1E. Alors, les mor-
phismes de de´formation au coˆne normal
(F∗)1(A1E , Z)← (F∗)1(D(A1E , Z),A1Z)→ (F∗)1(N(A1E , Z), Z)
sont des isomorphismes.
Preuve : En effet, d’apre`s la proprie´te´ d’excision de 5.4.22, on peut se re´duire au cas
ou` Z est forme´ d’un seul point x. Ce point correspond donc a` un polynoˆme fx ∈ E[t].
Conside´rons un mode`le A ∈ Mlis (E/k) tel que fx ∈ A[t]. On pose X = Spec (A), et
on note η son point ge´ne´rique. De`s lors, fx de´finit un point encore note´ x de A1X ; on,
note son adhe´rence T . La paire ferme´e (A1X , T ) est lisse en x ; il existe donc un ouvert U
de A1X contenant x et une parame´trisation (U, TU ) → (An+1k ,Ank). Il en re´sulte d’apre`s le
the´ore`me 5.4.26 que les morphismes de de´formation au coˆne normal
(F∗)1(U, TU )← (F∗)1(D(U, TU ),A1TU )→ (F∗)1(N(U, TU ), TU )
200 CHAPTER 5. TRANSFORME´E GE´NE´RIQUE
sont des isomorphismes. Si l’on pose U˜ = U ×X Xη, puisque TU˜ = Z, ceci implique que
les morphismes
(F∗)1(U˜ , Z)← (F∗)1(D(U˜ , Z),A1Z)→ (F∗)1(N(U˜ , Z), Z)
sont des isomorphismes. Enfin, U˜ est un ouvert de A1E , et on peut donc conclure a`
nouveau graˆce a` la proprie´te´ d’excision de (F∗)1. ¤
Par ailleurs, tout point x de Z, correspond a` une valuation vx de E(t), dont une uni-
formisante et donne´e par le polynoˆme fx correspondant a` x dans A1E . De`s lors, conside´rant
le morphisme de paires canonique (A1E , x) → (A1E , Z), on en de´duit donc le diagramme
commutatif suivant
F∗(A1E − x) //
∂′x ²²
iI
vvmmmm
mm
F∗(A1E − Z)
∂′Z²²
Fˆ∗(E(t))
∂x
&&
F 1∗ (A1E , x) //OO
²²
F 1∗ (A1E , Z)OO
²²
F 1∗ (NxA1E , x) // F 1∗ (NZA1E , Z)
(F∗)−1(κ(x))
OO
// (F∗)−1(Z)
OO
Fˆ∗(κ(x))
²x
OO
// F∗(Z).
²Z
OO
Comme on l’a vu dans la de´monstration du lemme pre´ce´dent, le morphisme ∂x correspond
au re´sidu de´finit en 5.4.57, pour la valuation vx de E(t), puisque l’on peut choisir un
mode`le X de E tel que (A1X , x) est un k-mode`le de vx. On en de´duit que la suite exacte
courte de de´part induit la suite exacte courte suivante :
0→ Fˆ∗(E)→ F∗(A1E − Z)
P
x∈Z ∂vx−−−−−−→
⊕
x∈Z
Fˆ∗(κ(x))→ 0
d’apre`s l’invariance par homotopie de F∗.
Cette suite exacte est par ailleurs naturelle par rapport a` l’ensemble projectif des
ferme´s Z de dimension 0 de A1E muni de l’ordre de´fini par l’inclusion. Cet ensemble e´tant
cofiltrant, on peut conside´rer la limite inductive des suites exactes pre´ce´dentes :
0→ F∗(E)→ lim−→
Z
F∗(A1E − Z)
lim−→
Z
P
x∈Z ∂vx
−−−−−−−−−→
⊕
x∈A1E(0)
F∗(x)→ 0,
ce qui conclut, puisque le morphisme canonique
lim−→
Z
F∗(A1E − Z)→ Fˆ∗(E(t))
est un isomorphisme. ¤
Corollaire 5.6.5 (WR) Pour toute extension E/k dans E sk , adoptant les notations de
la proposition pre´ce´dente, et notant ∂∞ la valuation a` l’infini de F (t), on a
∂∞(Ker d) = 0.
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Preuve : En effet, d’apre`s ce qui pre´ce`de, le morphisme canonique F∗(k) → Ker(d) est
un isomorphisme. Mais, comme v(k×) = 0, l’axiome R3c pour le pre´-module Fˆ implique
que ∂∞(Fˆ (k)) = 0. ¤
Puisque k est parfait, et que le pre´-module de cycles Fˆ∗ ve´rifie (FD) (donc a fortiori
(FDL)) et (WR), on peut donc conclure que c’est un module de cycles d’apre`s le the´ore`me
4.1.10.
5.7 Conclusion
Ainsi, pour tout module homotopique F∗, le foncteur Fˆ∗ est muni d’une structure de pre´-
module de cycles qui en fait un module de cycles. Il ne reste plus qu’a` remarquer que toutes
nos constructions sont naturelles par rapport aux morphismes de modules homotopiques
pour conclure.
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Chapter 6
Une e´quivalence de cate´gorie
6.1 The´ore`me principal et de´monstration
On arrive enfin au the´ore`me qui nous inte´resse dans cette premie`re partie :
The´ore`me 6.1.1 Les foncteurs
HM trk ↔ MCyclk
F∗ 7→ Fˆ∗
A0(.;M) ←p M
entre la cate´gorie des modules homotopiques (avec transferts) et celle des modules de cycles,
de´finis respectivement dans les the´ore`mes 5.1.2 et 4.3.9 sont quasi-inverses l’un de l’autre,
et induisent donc une e´quivalence de cate´gorie.
La situation est formellement analogue a` la transforme´e de Fourrier. En effet, le
foncteur de transforme´e ge´ne´rique associe a` un module homotopique sa valeur sur les
points (i.e. motifs ge´ne´riques) qui jouent en l’occurrence le roˆle des harmoniques.
A travers cette analogie, le foncteur A0(.; Fˆ∗) de cohomologie non ramifie´e est une
«transforme´e ge´ne´rique inverse».
Preuve : Il s’agit de construire deux transformations naturelles qui sont des isomor-
phismes.
1. Premier isomorphisme :
Soit M un module de cycles sur k ; on pose (M∗, ²) = A0(.;M), vu comme module
homotopique sur k. On rappelle que pour tout sche´ma connexe X dans Lk,
M(X) = Ker
M(κ(X))→ ⊕
x∈X(1)
M(κ(x))
 .
Compte tenu de cette description, pour toute extension se´parable de type fini E/k, on a
un isomorphisme canonique de groupes abe´liens
aE : Mˆ(E) = lim−→
A∈Mlis(E/k)
M(Spec (A))→M(E).
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Il nous suffit donc de montrer que aE est naturel par rapport aux morphismes de pre´-
modules de cycles, c’est-a`-dire qu’il est compatible aux donne´es D1−D4.
Donne´e D1 : Soit ϕ : E → L un morphisme dans E sk . On peut conside´rer un mode`le
(X,x) (resp. (Y, y))) de E/k (resp. L/k), et ϕ correspond donc a` un morphisme Yy → Xx.
On peut supposer que celui-ci se rele`ve a` distance finie en f : Y → X, et on peut meˆme
supposer que f est plat (cette condition e´tant ouverte). De`s lors, par de´finition de la
structure de pre´faisceau sur M, f∗ : M(X) → M(Y ) co¨ıncide avec le pullback plat de
4.1.12. De`s lors, le morphisme induit a` la limiteM(Xx)→M(Yy) co¨ıncide par de´finition
avec le morphisme de restriction rκ(y)/κ(x).
Donne´e D2 : Conside´rons de meˆme ϕ : E → L un morphisme fini, et (X,x) (resp.
(Y, y)) un mode`le de E/k (resp. L/k). On peut supposer que le morphisme ϕ se rele`ve
en un morphisme fini f : Y → X. Or, par de´finition des transferts sur M, et notamment
graˆce a` 4.3.7, M(tf) = f∗, ou` f∗ de´signe l’image directe par le morphisme propre f . De`s
lors, par de´finition, ce morphisme est e´gal a` la corestriction de κ(y)/κ(x) sur A0(Y ;M).
Donne´e D3 : Soit E/k une extension de type fini, et v une valuation ge´ome´trique de
E/k. On conside`re un k-mode`le (X, s) de (E, v) notant Z l’adhe´rence re´duite de s dans
X. Quitte a` restreindre X, on peut supposer que NZX est trivial. On fixe pi : NZX → A1Z
une telle trivialisation.
La difficulte´ consiste a` de´tordre la construction de 5.4.18. Or, la situation se simplifie
e´norme´ment du fait que M est un faisceau dont la cohomologie Nisnevich est invariante
par homotopie (cf [Ros96], 8.6 et 6.5).
En effet, la preuve du the´ore`me 5.4.26 montre alors que les morphismes de de´formation
au coˆne normal
Ext1N trk
(
L
[
DZUU/D˙ZUU
]
,M
)
©© ¹¹
Ext1N trk
(L[U/U − ZU ] ,M) Ext1N trk
(
L
[
NZUU/N
×
ZU
U
]
,M
)
sont des isomorphismes. Conside´rant la trivialisation piU : NZUU → A1ZU , on en de´duit un
isomorphisme
Ext1N trk (L[U/U − ZU ] ,M) 'M−1(ZU )
a` nouveau d’apre`s l’invariance par homotopie de H1(.;M). Comme celui-ci est naturel
par rapport a` U , on en de´duit pour tout sche´ma e´tale V/Z un isomorphisme
Mˆ(X,Z)(V ) 'M−1(V ).
Donc, puisque M−1 est un faisceau,
M1(X,Z) = Mˆ(X,Z)(Z) = Ext1N trk (L[X/X − Z] ,M) .
De`s lors, on peut e´crire les suites exactes longues suivantes :
... // A0(X − Z;M,n) ∂ // A0(Z;M,n− 1) //
²²Â
Â
Â
Â
A1(X;M,n) //
(1) ∼
²²
...
... //Mn(X − Z)
∂′
(X,Z) // Ext1 (L[X/X − Z] ,Mn) // H1(X;Mn) // ...
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ou` la fle`che ∂ est le morphisme bord de´fini par Rost pour la de´composition X = (X −
Z) unionsq Z, et la fle`che ∂′(X,Z) est le morphisme pre´-re´sidu que nous avons de´fini en 5.4.21.
L’isomorphisme (1) re´sulte de loc.cit. (6.5), et la fle`che pointille´e, induite par les autres
morphismes, est un isomorphisme d’apre`s le lemme des cinq.
Or par de´finition, le morphisme ∂ est e´gal au morphisme Mn(κ(X)) → Mn−1(κ(Z))
correspondant a` la valuation sur κ(X) de´finie par s. Il nous reste donc a` montrer que les
isomorphismes conside´re´s pour construire le re´sidu surM∗ correspondent a` l’identite´. Or
le diagramme ci-dessus est naturel par rapport a` (X,Z) (et relativement aux morphismes
carte´siens). On en de´duit le diagramme commutatif suivant, ou` les morphismes pointille´s
sont induits par la me´thode ci-dessus :
A0(Z;M,n− 1) //_____ Ext1 (L[X/X − Z] ,Mn)
(1)²²
A0(Z;M,n− 1) //____ Ext1 (L[NZX/NZX − Z] ,Mn)
pi∗²²
OO
A0(Z;M,n− 1) //____ Ext1 (L[A1Z/A1Z − Z] ,Mn) .
Le morphisme (1) est constitue´ par les deux isomorphismes de de´formation au coˆne normal
(et pi correspond a` une uniformisante de v).
Pour le dernier isomorphisme, on conside`re les suites exactes courtes :
0 // A0(A1Z ;M,n) // A0(Gm × Z;M,n)
(2) // A0(Z;M,n− 1) //
²²Â
Â
Â
0
0 //Mn(A1Z) //Mn(Gm × Z) (3) // Ext
1
(
L
[
A1Z/A1Z − Z
]
,Mn
)
// 0.
L’isomorphisme ²n est induit par la fle`che (2) (voir la preuve de 4.3.9). En prenant la
limite selon les ouverts de X, on en de´duit donc finalement le diagramme commutatif
suivant :
(Mn)−1(Zs) ²n //Mn−1(Zs)
²²Â
Â
Â
Mn(Xx)∂oo
(Mn)−1(Zs) (Mn)1(Xs, Zs)
ρpiMnoo Mn(Xx)
∂(Xs,Zs)oo
car l’isomorphisme final conside´re´ dans la de´finition de ρpiMn (cf de´finition 5.4.41) est induit
par la fle`che (3). Ainsi, la de´finition du re´sidu (cf 5.4.57) montre exactement que le re´sidu
sur Mˆ∗ co¨ıncide avec le morphisme ∂v a` travers l’isomorphisme a.
Donne´e D4 : Conside´rons E/k une extension de type fini, et x ∈ E×. D’apre`s 5.5.26,
pour tout ρ ∈Mn−1(E),
{x}.M∗ρ = γ∗xη∗²n−1(ρ)
ou` :
• γx : (E) → Gm ×k (E) est l’application graphe induite par x : (E) → Gm, apre`s
permutation des facteurs.
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• η∗ : (Mn)−1(E)→Mn(Gm ×k (E)) est induite par l’e´pimorphisme canonique
η : h0(Gm)→ S1t
de la proposition 3.4.12, puisque (Mn)−1 = Hom
(
S1t ,Mn
)
.
On calcule donc chacune de ces applications. Rappelons tout d’abord la construction
de ² ; on conside`re la suite exacte courte :
0 //Mn(A1 × (E)) j
∗
//Mn(Gm × (E)) //Mn−1(E) // 0
0 //Mn(E)
ϕ∗ //Mn(E(t))
∂v //Mn−1(E) // 0
ou` ϕ : E → E(t) est l’inclusion, et ∂v est le morphisme re´sidu pour la valuation standard
v de sur E(t).
Le morphisme ²n est alors la re´ciproque du morphisme induit par ∂v sur le conoyau de
ϕ∗. On en donne une description en conside´rant l’application
²˜n :Mn−1(E) → Mn(E(t))
ρ 7→ {t}.ϕ∗(ρ)
puisqu’alors, ²n(ρ) n’est rien d’autre que la classe de ²˜n(ρ) dans (Mn)−1(E) =
Mn(E(t))/Mn(E).
Pour le morphisme η∗, on rappelle la construction qui nous sert dans la proposition
3.4.12 ; on conside`re donc γ1 : (E)→ Gm× (E), correspondant a` la section unite´ de Gm,E .
Cette application induit alors une re´traction de la suite exacte courte :
Mn(E)
∼²²
0 //Mn(A1 × (E)) j
∗
//Mn(Gm × (E)) p //
γ∗1mm
(Mn)−1(E) // 0.
Le morphisme induit par p sur Ker(γ∗1) nous avait permis d’identifier (Mn)−1(E) et
Ker(γ∗1). Il s’ensuit que le morphisme η∗ est e´gal a` l’inclusion canonique a` travers cette
identification ; autrement dit, on a le diagramme commutatif :
Ker(γ∗1) u
((PP
PPP
PP
p
∼ // (Mn)−1(E)
η∗uullll
lll
l
Mn(Gm × (E)).
Or, d’apre`s le corollaire (12.4) de [Ros96], le morphisme γ∗1 est e´gal au morphisme de
spe´cialisation stv. Il s’ensuit que le morphisme ²¯n construit plus haut est a` valeur dans
Ker(stv), puisque pour tout ρ ∈Mn−1(E),
stv({t}.ϕ∗(ρ)) = ∂v({−t, t}.ϕ∗(ρ)) = 0.
De`s lors, le morphisme η∗² est e´gal au morphisme ²¯n.
Enfin, toujours d’apre`s (12.4) de loc.cit., le morphisme γ∗x est e´gal sur morphisme de
spe´cialisation st−xvx ou` vx est la valuation sur E(t) induite par x, d’uniformisante t− x.
6.1. THE´ORE`ME PRINCIPAL ET DE´MONSTRATION 207
On peut alors terminer le calcul :
γ∗xη
∗²n−1(ρ) = st−xvx ({t}.ϕ∗(ρ))
= ∂vx({x− t, t}.ϕ∗(ρ))
= −∂vx({t, x− t}.ϕ∗(ρ))
= {t¯}.∂vx({x− t}.ϕ∗(ρ))
= {x}.(ϕ¯)∗(ρ) = {x}.ρ,
ce qui termine de montrer que a est un isomorphisme compatible avec l’action de la
K-the´orie de Milnor, et finalement, est un morphisme de pre´-modules de cycles.
2. Deuxie`me isomorphisme :
Re´ciproquement, soit (F∗, ²) un module homotopique. Pour des raisons de notation,
on oublie la graduation de F∗ et on le note simplement F . Si X est un sche´ma alge´brique
lisse, pour tout point ge´ne´rique x de X, on a un morphisme canonique F (X)→ Fˆ (κ(x)),
qui induit donc un morphisme F (X) → C0(X; Fˆ ). Par de´finition du morphisme ∂Fx , ce
morphisme tombe en fait dans le sous-groupe A0(X; Fˆ ).
On commence par montrer que la fle`che ainsi construite b : F → A0(.; Fˆ ) est un
morphisme de modules homotopiques avec transferts. On conside`re donc α ∈ c (X,Y ) une
correspondance finie et on montre que le diagramme suivant est commutatif :
F (Y )
bY //
F (α) ²²
A0(Y ; Fˆ )
α∗²²
F (X)
bX // A0(X; Fˆ ).
On peut se re´duire au cas ou` X et Y sont connexes ; on note x et y leur point ge´ne´rique
respectif. On de´montre ce fait dans certains cas particuliers qui impliquent le cas ge´ne´ral.
Supposons tout d’abord que α = f est un morphisme plat dominant. Alors, il induit
un morphisme f : Xx → Yy. Par ailleurs, par de´finition du pullback sur les modules
de cycles, le morphisme A0(Yy; Fˆ ) → A0(Xx; Fˆ ) est e´gal au morphisme de restriction
rκ(x)/κ(y) : Fˆ (κ(x)) → Fˆ (κ(y)). Or, d’apre`s la de´finition 5.2.1, celui-ci est e´gal a`
F (Yy)→ F (Xx), ce qui conclut par de´finition de b.
Supposons ensuite que α = tf ou` f : Y → X est un morphisme fini surjectif.
D’apre`s la proposition 4.3.7, le morphisme A0(tf ; Fˆ ) est e´gal au morphisme image
direct f∗. On a de´fini dans 5.3.11 le morphisme tf¯ de pro−Lcor,k. Par de´finition
de f∗, le morphisme A0(tf¯ ; Fˆ ) : A0(Xx; Fˆ ) → A0(Yy; Fˆ ) est e´gal au morphisme de
corestriction cκ(y)/κ(x) : Fˆ (κ(y)) → Fˆ (κ(x)) ; donc, d’apre`s la de´finition 5.3.21, ce mor-
phisme est e´gal a` F (tf¯) ce qui de´montre l’assertion dans ce cas, toujours par de´finition de b.
Le cas difficile est celui ou` α = i est une immersion ferme´e ; on change un peu les
notations en posant Z = Y et en notant s son point ge´ne´rique. Par hypothe`se, Z est lisse
sur k, et l’immersion i est donc re´gulie`re. Soit E le corps des fonctions de X et κ celui de
Z.
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Si U est un ouvert de X contenant s, d’apre`s la proposition 3.3.3, l’assertion pour
iU : Z ∩ U → U entraˆıne l’assertion pour i. Conside´rant une parame´trisation locale de
l’immersion re´gulie`re i, on peut donc se ramener par fonctorialite´ au cas ou` i est de codi-
mension 1. D’apre`s la proposition 4.3.7, le morphisme A0(i; Fˆ ) est e´gal au morphisme de
Gysin i∗ de´fini dans 4.2.7. Le sous-sche´ma Z correspond a` une valuation discre`te v sur E.
Soit pi une uniformisante de v ; d’apre`s le corollaire 12.4 de [Ros96], le morphisme i∗ (e´gal
a` i• avec la notation de loc.cit.) est obtenu par restriction du morphisme de spe´cialisation
spiv : Fˆ (E) → Fˆ (κ). Par de´finition de b, on doit donc montrer que le diagramme suivant
est commutatif :
F (X) //
F (i)
²²
Fˆ (E)
µpi²²
Fˆ (E)
∂v²²
F (Z) // Fˆ (κ),
ou` µpi est la multiplication par l’e´le´ment {pi} de KM1 (E). Or, d’apre`s le corollaire 5.5.26,
le morphisme γpi en degre´ n est e´gal a` la compose´e suivante :
Fn(E)→ Fn+1(Gm ×k (E)) Fn+1(γpi)−−−−−−→ Fn+1(E)
ou` le premier morphisme est l’inclusion canonique, et γpi = (pi×k1)◦∆E , ou` pi est conside´re´
comme un morphisme de (E) dans Gm.
Par ailleurs, (X, s) est tautologiquement un mode`le de (E, v). Puisqu’on peut toujours
localiser la situation par rapport a` un voisinage ouvert de s dans X, il nous suffit donc de
montrer que le diagramme suivant est commutatif :
Fn(Xs − Zs)   // Fn+1(Gm(Xs − Zs)) γ
∗
pi // Fn+1(Xs − Zs)
∂Xs,Zs
))TTT
TTTT
Fn(Xs)
i∗s
//
j∗s 55kkkkkkk
Fn(Zs).
Or, dans le cas ou` Xs est un fibre´ vectoriel sur Zs et is est la section nulle de ce fibre´,
on remarque que la commutativite´ de ce diagramme est juste le lemme 5.5.28 avec E = Xs
et g = 1E .
Par ailleurs, la fonction pi : Xs → Gm, se rele`ve sur l’espace de de´formation, rele`vement
que l’on note encore pi : DZsXs → Gm. De`s lors, le diagramme ci-dessous est commutatif :
Fn(Xs − Zs)   // Fn+1(Gm(Xs − Zs)) γ
∗
pi // Fn+1(Xs − Zs)
∂Xs,Zs
))TTT
TTTT
Fn(Xs)
i∗s
//
j∗s 44jjjjjjjj
Fn(Zs)
Fn(D˙ZsXs)
  // Fn+1(Gm(D˙ZsXs))
γ∗pi // Fn+1(D˙ZsXs)∂
DZs
Xs,A1Zs
))SSS
SSSS
Fn(DZsXs) //
55jjjjjj
²²
OO
Fn(Zs)
∼
²²
∼
OO
Fn(N×ZsXs)
  // Fn+1(Gm(N×ZsXs))
γ∗pi // Fn+1(N×ZsXs) ∂NZsXs,Zs
))SSS
SSS
Fn(NZsXs) s∗0
//
55kkkkkk
Fn(Zs).
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D’apre`s ce qu’on a dit, la partie concernant le fibre´ normal est commutative ; la partie
concernant l’espace de de´formation est donc commutative. Pour conclure que la partie du
haut est commutative, il suffit d’utiliser le lemme suivant :
Lemme 6.1.2 Soient F un faisceau homotopique, X un sche´ma alge´brique lisse, et Z un
sous-sche´ma ferme´ de X, lisse sur k.
Si dZX : X → DZX de´signe le morphisme de de´formation au coˆne normal (cf B.3),
alors, F (dZX) est un e´pimorphisme scinde´.
Preuve : Rappelons que par construction, le morphisme dZX est de´fini par le diagramme
commutatif suivant :
X
s′1 //
s1 ))
dZX
**
Gm,X
²²
DZX|Gm∼oo
²²
A1X DZX.poo
Ainsi, F (dZX) ◦ F (p) = F (s1), ce qui implique F (dZX) ◦
(
F (p) ◦ F (s1)−1
)
= 1. ¤
On peut maintenant traiter le cas ge´ne´ral. On se re´duit au cas ou` la correspondance
finie α ∈ c (X,Y ) est la classe d’un sous-sche´ma ferme´ inte`gre Z de XY .
Supposons que Z est lisse sur k. On note i : Z → XY l’immersion ferme´e canonique,
p : Z → X le morphisme de projection canonique qui est fini et surjectif, et q : XY → Y
le morphisme de projection. D’apre`s le lemme 5.3.4, on obtient l’e´galite´ suivante
α = (q ◦ i) ◦ tp.
Or, d’apre`s la proposition 4.3.7, puisque i est ne´cessairement re´gulie`re, le morphisme
A0(α; Fˆ ) est e´gal a` la compose´e p∗i∗q∗. Les trois cas traite´s pre´ce´demment permettent
donc de conclure dans ce cas.
Revenons finalement au cas ge´ne´ral ; il existe un ouvert dense Ω de Z tel que Ω
est lisse sur k. Comme p est fini, p(Z − Ω) est une partie ferme´e de X. Si l’on note
U = X − p(Z − Ω) l’ouvert comple´mentaire, p−1(U) ⊂ Ω est lisse sur k. C’est un
sous-sche´ma ferme´ inte`gre de UY , fini et surjectif sur U et on note αU la correspondance
finie de U dans Y qui lui correspond. Si j : U → X de´signe l’immersion ouverte canonique,
on obtient la relation α ◦ j = αU car au niveau des cycles, (j × 1Y )∗α = αU . L’assertion
est vraie pour αU d’apre`s le cas pre´ce´dent, elle est donc vraie pour α car le morphisme
A0(j; Fˆ ) est injectif ; ceci conclut le cas ge´ne´ral.
On montre maintenant que b est compatible aux morphismes de de´finition des modules
homotopiques (F, ²) et A0(.; Fˆ ). Soit X un sche´ma alge´brique lisse et connexe. Toujours
graˆce au corollaire 3.3.3, on peut remplacer X par le pro-objet Xx ou` x est le point
ge´ne´rique de X, ou encore par le pro-objet (K) ou` K de´signe le corps des fonctions de X.
Le morphisme structural du module homotopique A0(; Fˆ ) est induit par le morphisme ∂
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sur le conoyau de j∗ dans le diagramme suivant, ou` les lignes sont exactes :
0 // A0(A1K ; Fˆ , n)
j∗ // A0(A1K −K; Fˆ , n)
∂ // A0(K; Fˆ , n− 1) // ...
0 // Fn(A1K) Fn(j)
//
b
OO
(1)
Fn(A1K −K) ∂K
//
b
OO
(2)
Fn−1(K) //
b
OO
...
Le carre´ (1) est commutatif d’apre`s ce qu’on vient de montrer. Par de´finition, le morphisme
∂ est obtenu par restriction du morphisme re´sidu Fˆ (K(t))→ Fˆ (K) associe´ a` la valuation
canonique de K(t). Comme (A1X , x) est un mode`le pour cette valuation, le carre´ (2) est
commutatif par de´finition du re´sidu. Par ailleurs, il re´sulte de la de´finition 5.4.57 que le
morphisme ∂K induit ²−1n−1 sur le conoyau de Fn(j) ; b est donc un morphisme de modules
homotopiques.
Enfin, pour toute extension de type fini E/k, le morphisme F (E) → A0(E; Fˆ ) est
e´gal a` l’identite´. Donc, d’apre`s la proposition 3.3.4, b est un isomorphisme de faisceaux
homotopiques, donc de modules homotopiques ce qui permet de conclure. ¤
6.2 Corollaires
6.2.1 Modules de cycles
On peut donc tirer de`s maintenant le corollaire suivant du the´ore`me 6.1.1 :
Proposition 6.2.1 Pour tout corps parfait k, la cate´gorie MCyclk est abe´lienne, com-
ple`te et cocomple`te, et les limites inductives filtrantes y sont exactes.
Le foncteur canonique M → A0(.;M) de MCyclk dans la cate´gorie des faisceaux
Nisnevich est exact.
La premie`re affirmation re´sulte en effet des proprie´te´s analogues des modules homotopiques
(cf 3.4.28), et la deuxie`me du fait que le foncteur d’inclusion HM trk → Nk est exact.
6.2.2 Modules homotopiques avec transferts
On introduit la de´finition suivante, qui sera cruciale dans la deuxie`me partie :
De´finition 6.2.2 Soit F un faisceau dans Nk. On dit que F est strictement invariant
par homotopie si et seulement si pour tout entier positif p, le morphisme Hp(X;F ) →
Hp(A1X ;F ) induit par la projection est un isomorphisme.
Le corollaire le plus important de notre the´ore`me est le suivant :
The´ore`me 6.2.3 Soit (F∗, ²) un module homotopique.
1. F∗ est un invariant birationnel pour les varie´te´s propres et lisses sur k.
2. Pour tout entier naturel p, et tout sche´ma X alge´brique lisse, on a des isomorphismes
canoniques gradue´s de degre´ 0
HpNis(X;F∗) ' HpZar(X;F∗) ' Ap(X; Fˆ∗).
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Avec les notations de [Ros96], les isomorphismes ci-dessus induisent plus pre´cise´-
ment un isomorphisme pour tout (p, q) ∈ N× Z,
HpNis(X;Fq) ' HpZar(X;Fq) ' Ap(X; Fˆ∗, p+ q).
3. Le faisceau gradue´ F∗ est strictement invariant par homotopie.
Preuve : 1. Il suffit d’appliquer le corollaire (12.10) de [Ros96] avec M = Fˆ∗. Pour le 2.,
on applique le corollaire (6.5) de loc.cit.; on a donc un isomorphisme
Ap(X; Fˆ∗) ' HpZar(X;A0(.; Fˆ∗))
qui re´sulte du fait que le complexe de Gersten est une re´solution acyclique du faisceau
A0(.; Fˆ∗). Or dans cette re´solution, les faisceaux C∗(.; Fˆ∗) sont aussi des faisceaux acy-
cliques pour la topologie de Nisnevich ; il en re´sulte l’isomorphisme
Ap(X; Fˆ∗) ' HpNis(X;A0(.; Fˆ∗)).
On peut finalement conclure puisque A0(.; Fˆ∗) est isomorphe au faisceau F∗. Pour le 3.
enfin, il ne reste plus qu’a` appliquer la proposition (8.6) de loc.cit. avec le 2. ¤
6.3 Re´sultats supple´mentaires
Nous avons se´pare´s les re´sultats qui suivent du reste de ce chapitre, car ils utilisent pleine-
ment l’article [Voe02] de V. Voevodsky, et tout particulie`rement le the´ore`me de simplifica-
tion. Ainsi, nous nous appuyons ici sur les de´monstrations de [Voe02], alors qu’auparavant,
nous avions donne´s quasiment toutes les preuves de ce que nous avancions.
6.3.1 Invariance par homotopie stricte
Dans cette sous-section, on montre comment on peut de´duire le the´ore`me 6.3.3 a` partir
du the´ore`me 6.2.3 en exploitant a` fond les techniques de [Voe02].
Ainsi, la proposition suivante est une re´interpre´tation des re´sultats de loc.cit. qui
permet de les adapter a` notre situation. Elle est donc essentiellement due a` V. Voevodsky :
Proposition 6.3.1 Pour tous sche´mas alge´briques lisses X et Y , le morphisme canonique
pik(X,Y )→ pik(GmX,GmY ) , α 7→ 1⊗ α
admet une section canonique, note´e ρX,Y .
De plus, ρX,Y est naturelle en X et Y .
Preuve : Dans cette preuve, on adopte les notations de loc.cit. ; par ailleurs, toutes les
re´fe´rences s’appliquent maintenant a` ce preprint.
Soit Z un e´le´ment de c (GmX,GmY ). Pour tout entier naturel n, on note P(Z, n) les
deux proprie´te´s suivantes :
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1. Z et D(gn)) s’intersectent proprement.
2. Le cycle (Z, D(gn)) est fini e´quidimensionnel sur X.
Si pour un entier naturel n la proprie´te´ P(Z, n) est ve´rifie´e, le cycle (Z, D(gn)) est
un e´le´ment de cequi(GmXGmY/X, 0), que l’on note simplement Zn ; on peut donc voir ce
cycle comme une correspondance finie de X dans G2mY .
Or, d’apre`s le lemme 4.1, pour tout Z, il existe un entier N tel que pour tout n ≥ N ,
P(Z, n) est ve´rifie´e.
Par ailleurs, d’apre`s la remarque 4.2, si n et m sont deux entiers naturels tels que
P(Z, n) et P(Z,m) soient ve´rifie´es, les classes d’homotopie de Zn et de Zm co¨ıcident.
On peut donc fixer un entier n ve´rifiant la proprie´te´ P(Z, n) et de´finir l’e´le´ment ρX,Y (Z)
dans pik(X,Y ) comme la compose´e dans piLcor,k
X
Zn−−→ G2mY p−→ Y.
Cette de´finition est inde´pendante de l’entier choisit.
On a ainsi de´finit un morphisme de groupes abe´liens
ρX,Y : c (GmX,GmY )→ pik(X,Y ) .
Le lemme 4.4 affirme exactement que le morphisme ρX,Y est naturel par rapport a` X
; il de´finit donc un morphisme de pre´faisceaux avec transferts
ρ.,Y : c (Gm ×k .,GmY )→ pik(., Y ) .
Comme le pre´faisceau pik(., Y ) est invariant par homotopie, ρ.,Y induit un unique mor-
phisme
pik(Gm ×k .,GmY )→ pik(., Y )
que l’on note encore ρ.,Y .
Enfin, le lemme 4.3 est exactement le fait que, pour tout α ∈ pik(X,Y ), ρX,Y (1⊗α) = α.
Ainsi, le morphisme ρX,Y est la section attendue.
Comme on a de´ja` vu que ρX,Y est naturel par rapport a` X, il nous reste a` le montrer
par rapport a` Y . Conside´rons W ∈ pik(Y, Y ′) et Z ∈ pik(GmX,GmY ). On doit montrer
que
W ◦ ρX,Y (Z) = ρX,Y ′
(
(1Gm ⊗W) ◦ Z
)
. (6.1)
On confond les classes d’homotopie W et Z avec des cycles qui les repre´sentent. Par
ailleurs, pour alle´ger les notations, on pose X˜ = GmX, Y˜ = GmY et Y˜ ′ = GmY ′. On
calcule les deux membres de l’e´quation :
W ◦ ρX,Y (Z) =W ◦ pYG2mY ◦ (Z, D(gn))
= pXY
′
XY Y ′∗
(
(pY Y
′
XY Y ′)
∗W.(pXYXY Y ′)∗pXYX˜Y˜ ∗(Z.D(gn))
)
= pXY
′
XY Y ′∗
(
(pY Y
′
XY Y ′)
∗W.pXY Y ′
X˜Y˜ Y˜ ′∗(p
X˜Y˜
X˜Y˜ Y˜ ′)
∗(Z.D(gn))
)
= pXY
′
XY Y ′∗p
XY Y ′
X˜Y˜ Y˜ ′∗
(
(pXY Y
′
X˜Y˜ Y˜ ′)
∗(pY Y
′
XY Y ′)
∗W.(pX˜Y˜
X˜Y˜ Y˜ ′)
∗(Z.D(gn))
)
= pXY
′
X˜Y˜ Y˜ ′∗
(
(pY Y
′
X˜Y˜ Y˜ ′)
∗W.(pX˜Y˜
X˜Y˜ Y˜ ′)
∗(Z.D(gn))
)
= pXY
′
X˜Y˜ Y˜ ′∗
([
G3m × (pY Y
′
XY Y ′)
∗W].[GmY ′ × (Z.D(gn))]).
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Dans cette e´quation, n de´signe un entier suffisamment grand, et gn de´signe la fonction
rationnelle sur X˜Y˜ e´gale a` (fn+11 − 1)/(fn+11 − f2), ou` f1 (resp. f2) correspond a` la
projection de X˜Y˜ = GmXGmY sur le premier (resp. deuxie`me) facteur Gm.
D’un autre cote´, on peut calculer le deuxie`me membre de l’e´quation :
ρX,Y ′
(
(1Gm ⊗W) ◦ Z
)
= pY
′
G2mY ′ ◦
(
(1Gm ⊗W) ◦ (Z, D(hn))
)
= pXY
′
X˜Y˜ ′∗
(
pX˜Y˜
′
X˜Y˜ Y˜ ′∗
(
(pY˜ Y˜
′
X˜Y˜ Y˜ ′)
∗[∆Gm ×W].(pX˜Y˜X˜Y˜ Y˜ ′)∗Z
)
.D(hn)
)
(1)
= pXY
′
X˜Y˜ ′∗p
X˜Y˜ ′
X˜Y˜ Y˜ ′∗
((
(pY˜ Y˜
′
X˜Y˜ Y˜ ′)
∗[∆Gm ×W].(pX˜Y˜X˜Y˜ Y˜ ′)∗Z
)
.D(h′n)
)
= pXY
′
X˜Y˜ Y˜ ′∗
([
Gm∆Gm × (pY Y
′
XY Y ′)
∗W].(pX˜Y˜
X˜Y˜ Y˜ ′)
∗Z.D(h′n)
)
(2)
= pXY
′
X˜Y˜ Y˜ ′∗
([
Gm∆Gm × (pY Y
′
XY Y ′)
∗W].(pX˜Y˜
X˜Y˜ Y˜ ′)
∗Z.D(h′′n)
)
(3)
= pXY
′
X˜Y˜ Y˜ ′∗
([
Gm∆Gm × (pY Y
′
XY Y ′)
∗W].(pX˜Y˜
X˜Y˜ Y˜ ′)
∗(Z.D(gn)))
= pXY
′
X˜Y˜ Y˜ ′∗
([
Gm∆Gm × (pY Y
′
XY Y ′)
∗W].[GmY ′ × (Z.D(gn))]).
Nous avons proce´de´ comme suit :
(1) Pour cette e´galite´, on a utilise´ la proposition 3.1 de loc.cit.. Pre´cisons que hn de´signe
la fonction rationnelle sur X˜Y˜ ′ e´gale a` (fn+11 − 1)/(fn+11 − f3), ou` f1 (resp. f3)
correspond a` la projection de X˜Y˜ ′ = GmXGmY ′ sur le premier (resp. deuxie`me)
facteur Gm. De`s lors, h′n de´signe la meˆme fonction rationnelle, mais lorsqu’elle est
vue comme fonction rationnelle sur X˜Y˜ Y˜ ′.
(2) Dans cette e´galite´, on a note´ h′′n la fonction rationnelle sur X˜Y˜ Y˜ ′ e´gale a` (f
n+1
1 −
1)/(fn+11 − f2), ou` f2 de´signe la projection de GmXGmYGmY ′ sur le deuxie`me
facteur Gm. On utilise alors le fait que sur Gm∆GmXY Y ′, h′n = h′′n.
(3) Cette e´galite´ utilise a` nouveau la proposition 3.1 de loc.cit., puisque gn = h′′n◦pX˜Y˜X˜Y˜ Y˜ ′ ,
avec la notation introduite pour la premie`re e´galite´.
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Or enfin,
pXY
′
X˜Y˜ Y˜ ′∗
([
Gm∆Gm × (pY Y
′
XY Y ′)
∗W].[GmY ′ × (Z.D(gn))])
= pXY
′
X˜Y˜ Y˜ ′∗
(
[Gm∆GmXY Y ′].
[
G3m × (pY Y
′
XY Y ′)
∗W].[GmY ′ × (Z.D(gn))])
= pXY
′
X˜Y˜ Y˜ ′∗
(
[Gm∆GmXY Y ′].
(
p
G2mXY Y ′
X˜Y˜ Y˜ ′
)∗ ([
G2m × (pY Y
′
XY Y ′)
∗W].[Y ′ × (Z.D(gn))]))
(1)
= (pXY
′
G2mXY Y ′)∗
(
[GmGmXY Y ′].
([
G2m × (pY Y
′
XY Y ′)
∗W].[Y ′ × (Z.D(gn))]))
= (pXY
′
G2mXY Y ′)∗
([
G2m × (pY Y
′
XY Y ′)
∗W].[Y ′ × (Z.D(gn))])
= pXY
′
X˜Y˜ Y˜ ′∗
([
G3m × (pY Y
′
XY Y ′)
∗W].[GmY ′ × (Z.D(gn))]).
Dans ce calcul, l’e´galite´ (1) re´sulte de la formule de projection.
Cette dernie`re e´galite´ de´montre finalement l’e´galite´ (6.1) et conclut. ¤
On en de´duit donc :
Corollaire 6.3.2 Soit F un faisceau homotopique.
Alors,
1. Le morphisme canonique
F → HomHN trk
(
S1t , S
1
t ⊗Htr F
)
admet une re´traction.
2. Pour tout faisceau homotopique G, le morphisme canonique
HomHN trk (G,F )→ HomHN trk
(
S1t ⊗Htr G,S1t ⊗Htr F
)
admet une re´traction.
3. Le morphisme canonique
F → Ω∞(Σ∞F )
est un monomorphisme, ou` Ω∞ est le foncteur de´finit dans la proposition 3.4.31, et
Σ∞F est le S1t -module libre engendre´ par F .
Preuve : On conside`re la premie`re assertion.
Dans le cas ou` F = h0(Y ), la proposition pre´ce´dente montre exactement que pour tout
sche´ma alge´brique lisse X, le morphisme canonique
HomHN trk (h0(X) , h0(Y )) → HomHN trk
(
h0(Gm)⊗Htr h0(X) , h0(Gm)⊗Htr h0(Y )
)
ψ 7→ 1Gm ⊗Htr ψ
admet une re´traction note´e ρX,Y .
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Rappelons que S1t est un facteur direct de h0(Gm) (cf 3.4.12). Par ailleurs, si ψ :
h0(X)→ h0(Y ) est un morphisme, 1S1t ⊗Htr ψ = (1Gm − e)⊗Htr ψ, ou` e est la compose´e
Gm → {1} → Gm. Or, revenant a` la de´finition de ρX,Y , le lemme 4.3 de [Voe02] implique
que
ρX,Y ((1Gm − e)⊗Htr ψ) = ρn((1Gm − e)⊗Htr ψ)
= ρn((1Gm ⊗Htr ψ)− ρn(e⊗Htr ψ) = ψ − 0.
Autrement dit, le morphisme ρX,Y induit une re´traction du morphisme
HomHN trk (h0(X) , h0(Y ))→ HomHN trk
(
S1t ⊗Htr h0(X) , S1t ⊗Htr h0(Y )
)
.
Comme celle-ci est alors naturelle par rapport a` X, on en de´duit un re´traction ρY du
morphisme h0(Y )→ HomHN trk
(
S1t , S
1
t ⊗Htr h0(Y )
)
.
Or, tout faisceau homotopique F ve´rifie la proprie´te´ suivante :
F = lim−→
Y/F
h0(Y )
ou` la limite inductive est prise dans la cate´gorie des faisceaux homotopiques, et parcourt
l’ensemble des couples (Y, η) ou` Y est un sche´ma alge´brique lisse, et η : h0(Y ) → F un
morphisme, muni des morphismes e´vidents. Ainsi, le morphisme
F → HomHN trk
(
S1t , S
1
t ⊗Htr F
)
est e´gal a`
lim−→
Y/F
(
h0(Y )→ HomHN trk
(
S1t , S
1
t ⊗Htr h0(Y )
) )
.
Or, la re´traction ρY qu’on a trouve´e pre´ce´demment est aussi naturelle par rapport a` Y . Il
en re´sulte qu’elle induit un morphisme bien de´fini
lim−→
Y/F
ρY
qui est une re´traction du morphisme pre´ce´dent, ce qui de´montre la premie`re assertion.
La deuxie`me assertion se de´duit facilement de la premie`re en appliquant le foncteur
HomHN trk (G, .).
Pour la dernie`re assertion, on rappelle (cf 3.4.31), que le faisceau homotopique
Ω∞(Σ∞F )0 est la limite inductive de la tour de morphismes
F → HomHN trk
(
S1t , S
1
t ⊗Htr F
)→ HomHN trk (S2t , S2t ⊗Htr F )→ ...
Or, d’apre`s la deuxie`me assertion, chaque morphisme dans cette tour est un monomor-
phisme, ce qui de´montre que le morphisme canonique
F → lim−→
n∈N
HomHN trk
(
Snt , S
n
t ⊗Htr F
)
est un monomorphisme, concluant ainsi la troisie`me assertion. ¤
Ce corollaire nous permet de de´duire de 6.2.3 le the´ore`me de Voevodsky suivant :
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The´ore`me 6.3.3 Tout faisceau homotopique F est strictement invariant par homotopie.
Remarque 6.3.4.– La de´monstration donne´e ici est diffe´rente de celle donne´e dans
[FSV00c], the´ore`me 5.6. Toutefois, elle est beaucoup plus longue que celle de loc.cit et
s’appuie sur les meˆmes techniques. Elle n’est donc pas tout a` fait satisfaisante, et nous
renvoyons a` l’introduction pour un programme qui permettrait d’obtenir a` nouveau ce
corollaire sans utiliser [Voe02].
Preuve : D’apre`s le the´ore`me 6.2.3, le faisceau gradue´ sous-jacent au module homotopique
Ω∞(Σ∞F ) est strictement invariant par homotopie. Cela signifie encore que pour tout
entier naturel n le morphisme canonique
Hn(A1X ; Ω∞(Σ∞F ))→ Hn(X; Ω∞(Σ∞F )),
induit par la section nulle de A1X , est un monomorphisme.
Or, comme le morphisme canonique F → Ω∞(F ) est un monomorphisme, on en de´duit
que les morphismes induit en cohomologie
Hn(X;F )→ Hn(X; Ω∞(Σ∞F )) et Hn(A1X ;F )→ Hn(A1X ; Ω∞(Σ∞F ))
sont des monomorphismes.
Cela implique que le morphisme Hn(A1X ;F )→ Hn(X;F ) est un monomorphisme, est
donc un isomorphisme puisqu’il admet par ailleurs une section canonique. ¤
6.3.2 Applications du the´ore`me de simplification de Voevodsky
Nous avons isole´s les corollaires qui suivent parce qu’ils utilisent le the´ore`me de simplifi-
cation de Voevodsky sous la forme affaiblie suivante :
The´ore`me 6.3.5 (Voevodsky) Soit F et G des faisceaux homotopiques, alors le mor-
phisme canonique
HomHN trS (F,G)→ HomHN trS
(
S1t ⊗Htr F, S1t ⊗Htr G
)
est un isomorphisme.
C’est en effet un cas particulier du corollaire 4.10 de [Voe02]. Ce the´ore`me anticipe la
suite de la the`se, puisqu’il utilise la cate´gorie DM eff− (k) (cf de´finition 7.1.1). Toutefois,
il concerne directement notre the´ore`me, comme nous le verrons dans les sous-sections qui
suivent. Ainsi, ce the´ore`me a une application importante concernant la comparaison entre
les faisceaux homotopiques et les modules homotopiques. Cette comparaison nous permet
par ailleurs de construire une structure mono¨ıdale syme´trique sur la cate´gorie des modules
homotopiques.
6.3.2.1 Faisceaux homotopiques et modules homotopiques
On adopte tout d’abord la convention suivante, destine´e a` simplifier les notations :
De´finition 6.3.6 Soient F un faisceau homotopique, et n > 0 un entier.
On pose S−nt ⊗Htr F = F−n.
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6.3.7.– Soit F un faisceau homotopique. Si n est un entier naturel, on a tautologiquement
(S−nt ⊗Htr F )−1 = S−n−1t ⊗Htr F.
Par ailleurs, le the´ore`me de simplification de Voevodsky montre que pour tout entier
naturel n > 0, le morphisme canonique
(Snt ⊗Htr F )−1 → Sn−1t ⊗Htr F
est un isomorphisme.
On en de´duit donc :
Lemme 6.3.8 Soit F un faisceau homotopique.
Les isomorphismes de´finis pre´ce´demment munissent le faisceau homotopique Z-gradue´
S∗t ⊗Htr F d’une structure canonique de module homotopique.
Lorsque cela ne preˆtera pas a` confusion, on notera simplement S∗t F le module
homotopique du lemme ci-dessus.
6.3.9.– Rappelons que nous avons de´fini en 3.4.17 le foncteur Σ∞ : HN trk → S1t − HN trk
adjoint a` gauche du foncteur qui a` un S1t -module associe sa composante de degre´ 0.
Par ailleurs, on on a aussi construit dans 3.4.31 un foncteur Ω∞ : S1t −HN trk → HM trk .
Le the´ore`me de simplification de Voevodsky nous permet alors d’obtenir les bonnes
proprie´te´s suivantes de ces foncteurs :
Corollaire 6.3.10 1. Soit F un faisceau homotopique. Alors, le morphisme canonique
de modules homotopiques
S∗t F → Ω∞Σ∞F
est un isomorphisme.
2. Le foncteur Ω∞Σ∞ est adjoint a` gauche du foncteur
ρ0 : HM trk → HN trk , (F∗, ²) 7→ F0.
3. Le foncteur Ω∞Σ∞ est pleinement fide`le.
Preuve : 1. Par de´finition,
(Ω∞Σ∞F )n = lim−→
p≥max(0,−n)
HomHN trk
(
Spt , S
p+n
t ⊗Htr F
)
.
D’apre`s le the´ore`me 6.3.5, si n est positif, pour tout entier naturel p, le morphisme canon-
ique
Snt ⊗Htr F → HomHN trk
(
Spt , S
p+n
t ⊗Htr F
)
est un isomorphisme.
De meˆme, si (n, p) est un couple d’entiers tel que n < 0 et p ≥ −n, le foncteur canonique
HomHN trk
(
S−nt , F
)→ HomHN trk (Spt , Sp+nt ⊗Htr F)
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est un isomorphisme. D’apre`s notre convention, le faisceau a` la source de cet isomorphisme
est e´gal a` Snt F . La premie`re assertion en re´sulte.
2. Soit (M∗, ²) un module homotopique. Puisque d’apre`s le premier point,
(Ω∞Σ∞F )0 ' F , on conside`re le morphisme
HomHM trk (Ω
∞Σ∞F,M∗)→ HomHN trk (F,M0) , (fn)n∈Z 7→ f0.
Ce morphisme est e´videmment injectif, et il nous reste a` montrer qu’il est surjectif. Or,
si f : F → M0 est un morphisme dans HN trk , puisque le foncteur Σ∞ est le foncteur
«S1t -module libre engendre´» et que M∗ est un S1t -module, f correspond par adjonction a`
un morphisme
f ′∗ : Σ
∞F →M∗
tel que f ′0 = f . De`s lors, d’apre`s le premier point, Ω∞(f ′) = f0.
3. Soit F et G des faisceaux homotopiques. Alors, d’apre`s le deuxie`me point,
HomHM trk (Ω
∞Σ∞F,Ω∞Σ∞G) ' HomHN trk (F, (Ω
∞Σ∞G)0)
et le premier point permet de conclure. ¤
On en de´duit donc le corollaire suivant :
Corollaire 6.3.11 Le couple de foncteurs adjoints
(S∗t ?, ρ0) : HN
tr
k ¿ HM trk
identifie la cate´gorie des faisceaux homotopiques a` une localisation de la cate´gorie des
modules homotopiques.
6.3.2.2 Modules de cycles et faisceaux homotopiques
Graˆce a` l’e´quivalence de cate´gorie de 6.1.1, on reformule le corollaire pre´ce´dent comme
suit :
The´ore`me 6.3.12 Conside´rons le foncteur suivant
ρ0 :MCyclk → HN trk
M 7→ A0(.;M, 0).
Alors, le foncteur
HN trk → MCyclk
F 7→ Ŝ∗t F
est pleinement fide`le, exact et adjoint a` gauche du foncteur ρ0.
Le couple de foncteurs adjoints(
Ŝ∗t ?, ρ0
)
: HN trk ¿MCyclk
identifie la cate´gorie des faisceaux homotopiques a` une localisation de la cate´gorie des
modules de cycles.
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Autrement dit, la cate´gorie des faisceaux homotopiques est une localisation de la
cate´gorie des modules de cycles.
Preuve : En effet, ces deux foncteurs ne sont rien d’autre que les foncteurs adjoints du
corollaire 6.3.10, compose´s avec les e´quivalences de cate´gories correspondantes du the´ore`me
6.1.1. ¤
6.3.2.3 Structure mono¨ıdale
Nous montrons maintenant comment on peut construire a` l’aide du corollaire 6.3.10 une
structure mono¨ıdale syme´trique sur HM trk . Rappelons pour le lemme suivant que la cate´-
gorie HM trk admet des limites inductives, et que le foncteur d’oubli HM
tr
k → Z−HN trk y
commute. Par ailleurs, nous avons note´ .{n} le foncteur de de´calage des faisceaux gradue´s
de n rangs a` gauche.
Lemme 6.3.13 Soit M∗ un module homotopique.
Conside´rons la tour de morphismes dans HM trk ou` n parcourt Z
...→ Ω∞Σ∞(Mn){−n} in−→ Ω∞Σ∞(Mn+1){−(n+ 1)} → ...
Alors, le morphisme canonique
lim−→
n∈Z
Ω∞Σ∞(Mn){−n} ι−→M∗
est un isomorphisme.
Preuve : Pre´cisons que le morphisme in est obtenu par adjonction, a` partir du mor-
phisme Mn → (Ω∞Σ∞(Mn+1){−1})0. De meˆme, le morphisme ι est la limite inductive
des morphismes
ιn : Ω∞Σ∞(Mn){−n} →M∗
qui sont eux-meˆmes obtenus graˆce a` l’adjonction de la proposition pre´ce´dente a` partir du
morphisme Mn
Id−→ (M∗{n})0. Par de´finition de cette adjonction, ιn est e´gal en degre´
r ≤ n a`
(Ω∞Σ∞(Mn){−n})r ' HomHN trk
(
Sn−rt ,Mn
) ²−1n,n−r−−−−→Mr.
Comme la limite inductive se calcule argument par argument, et qu’en tout degre´ r,
pour tout n ≥ r, (ιn)r est un isomorphisme, le morphisme ι est un isomorphisme. ¤
On en de´duit un premier corollaire :
Corollaire 6.3.14 La cate´gorie HM trk ve´rifie les proprie´te´s suivantes :
1. La famille essentiellement petite des modules homotopiques de la forme
Ω∞Σ∞h0(X), ou` X parcourt les objets de Lk est une famille de ge´ne´rateurs de
HM trk .
2. La cate´gorie abe´lienne HM trk est de Grothendieck (cf de´finition C.1.4).
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Preuve : En effet, tout faisceau homotopique F , est limite inductive d’objets de la forme
h0(X) ou` X est un sche´ma alge´brique lisse. Le corollaire pre´ce´dent montre donc que
tout module homotopique est limite inductive d’objets de la forme Ω∞Σ∞h0(X), puisque
Ω∞Σ∞ est exact a` droite (en tant qu’adjoint a` gauche par exemple).
Ceci permet de conclure que HM trk est de Grothendieck d’apre`s ce que nous avons
de´ja` de´montre´ dans la proposition 3.4.28. ¤
Par ailleurs, on en de´duit la de´finition :
De´finition 6.3.15 Soient M∗ et N∗ des modules homotopiques.
On pose
M∗ ⊗N∗ = lim−→
(m,n)∈Z2
(
Ω∞Σ∞(Mm ⊗Htr Nn){−m− n}
)
.
Ceci munit la cate´gorie HM trk d’une structure mono¨ıdale syme´trique dont S
∗
t est le
neutre, les isomorphismes structurels (associativite´, neutre, commutativite´) e´tant induits
par les isomorphismes de la cate´gorie mono¨ıdale syme´trique HN trk .
Le foncteur Ω∞Σ∞ est donc mono¨ıdal syme´trique. Par ailleurs, pour tout entier
naturel n, le produit tensoriel avec S∗t {n} correspond tautologiquement au de´calage de n
rang a` gauche.
Remarque 6.3.16.– On peut voir qu’une cate´gorie mono¨ıdale qui est de plus abe´lienne
de Grothendieck et dans laquelle le produit tensoriel est exact a` droite est mono¨ıdale
ferme´e.
On en de´duit le corollaire suivant concernant la cate´gorie des modules de cycles :
The´ore`me 6.3.17 (k est parfait)
La cate´gorieMCyclk est abe´lienne, de Grothendieck (cf de´finition C.1.4) et admet des
produits quelconques.
Il existe une structure mono¨ıdale syme´trique ferme´e canonique sur MCyclk telle que
le module de cycles KM∗ en soit le neutre. De plus, le produit tensoriel de cette structure
commute avec l’ope´ration de de´calage de la graduation des modules de cycles.
Nous n’avons pas pu expliciter le produit tensoriel de modules de cycles ainsi de´fini.
Toutefois, on peut faire les remarques suivantes :
6.3.18.– Soient N et M deux modules de cycles sur k. On note N∗ (resp. M∗) le module
homotopique associe´ a` N (resp. M) graˆce a` l’e´quivalence de cate´gorie 6.1.1. D’apre`s la
de´finition pre´ce´dente, le module de cycles N ⊗M est tel que, pour tout entier r et toute
extension de type fini E/k,
(N ⊗M)r(E) = lim−→
(n,m)∈Z2 | n+m≥r
(Nn ⊗Htr Mm)r−n−m(E),
formule dans laquelle on rappelle que (.)r−n−m est l’application ite´re´e (n+m− r)-fois du
foncteur (.)−1 de la de´finition 3.4.1. Pour tout couple d’entiers (n,m), on dispose donc
d’un produit, note´ £, obtenu par composition
Nn(E)⊗ZMm(E) = (Nn ⊗ZMm)(E)→ (Nn ⊗tr Mm)(E)→ (N ⊗M)n+m(E).
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Ceci nous permet de de´finir un morphisme
N ×M −→ (N ⊗M).
On ve´rifie facilement les axiomes P1 et P2 de la de´finition 1.2 de [Ros96]. L’axiome P3
est plus proble´matique, mais on l’obtient facilement dans le cas suivant :
Lemme 6.3.19 Soit M un module de cycles.
Alors, le morphisme de´fini pre´ce´demment
KM∗ ×M −→ (KM∗ ⊗M)
est un accouplement de modules de cycles.
Par ailleurs, a` travers l’isomorphisme de modules de cycles KM∗ ⊗M ∼∗−−→M , il co¨ıncide
avec l’accouplement canonique
KM∗ ×M →M
de´fini par Rost a` la suite du the´ore`me 1.4 de [Ros96].
Preuve : Il nous suffit de ve´rifier que la compose´e
KM∗ ×M −→ (KM∗ ⊗M) ∼∗−−→M
co¨ıncide avec l’accouplement canonique de´fini par Rost.
Nous utilisons pour cela le fait queKM∗ est, d’apre`s l’isomorphisme de 5.5.10, le module
de cycle associe´ au faisceau homotopique S∗t . Notons a` nouveauM le faisceau homotopique
associe´ a` M .
Soit E/k une extension de type fini. Par de´finition, pour tout couple d’entiers (n,m),
la compose´e des morphismes
Snt ⊗tr Mm(E)→ (KMn ⊗M)n+m(E) ∼∗−−→Mn+m(E)
est e´gale au produit canonique du S1t -module M∗. Il en re´sulte que le morphisme
(KMn (E) = S
n
t (E))⊗ZMm(E)→ Snt ⊗tr Mm(E)→Mn+m(E)
est justement, d’apre`s la de´finition 5.5.17, la donne´e D3 du module de cycles associe´ a`
M∗.
Autrement dit, le morphisme ci-dessus correspond juste a` la multiplication a` gauche de
la K-the´orie de Milnor sur M . Ceci est exactement la de´finition de Rost, et conclut donc,
puisque ce morphisme est un accouplement d’apre`s les axiomes des modules de cycles. ¤
6.3.2.4 K-the´orie de Milnor non ramifie´e
Remarquons que le the´ore`me de simplification sous sa forme affaiblie 6.3.5 a pour con-
se´quence que le faisceau homotopique gradue´ S∗t est un module homotopique.
De`s lors, en s’appuyant sur le the´ore`me 5.5.10 de Suslin et Voevodsky, et graˆce au
the´ore`me principal de cette section, on obtient la proposition qui suit. Il e´tait de´ja` bien
connu (cf [Voe96b]) que le faisceau homotopique gradue´ que nous avons note´ S∗t est iso-
morphe a` la K-the´orie de Milnor non ramifie´e KM∗ , nous ajoutons tout d’abord que cet
isomorphisme est compatible aux transferts :
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Proposition 6.3.20 Le morphisme canonique de´fini en 5.5.10
KM∗
ϕ−→ Sˆ∗t
est un isomorphisme de modules de cycles. Il induit un isomorphisme de modules homo-
topiques
KM∗ = A0(.;KM∗ )→ S∗t
ou` KM∗ est le faisceau de K-the´orie de Milnor non ramifie´e.
Pour tout sche´ma alge´brique lisse X, et tout entier naturel n, on en de´duit un isomor-
phisme canonique
CHn(X) = An(X;KM∗ , n)
ρn−→ An(X;S∗t , n) = Hn(X;Snt )
qui est naturel par rapport a` la structure de pre´faisceau avec transferts des deux membres.
Preuve : On a de´ja` vu en effet que le foncteur ϕ est un isomorphisme. La preuve de
A. Suslin et Voevodsky montre qu’il est compatible aux morphisme de restrictions et de
corestrictions. Il est tautologiquement compatible a` l’action de la K-the´orie de Milnor
sur les deux membres, et les axiomes concernant les re´sidus sur les modules de cycles
montrent que les deux re´sidus co¨ıncident, ce qui montre que ϕ est un isomorphisme de
modules de cycles. L’assertion concernant les transferts re´sulte du the´ore`me 6.1.1, et de
la proposition 4.2.50. ¤
Remarque 6.3.21.– Ceci nous montre en particulier, graˆce a` la proposition 4.3.7, que
pour tout morphisme fini e´quidimensionnel f : X → Y entre sche´mas alge´briques lisses,
le morphisme Hn(tf ;Snt ) correspond a` travers l’isomorphisme ci-dessus au morphisme f∗
sur les groupes de Chow.
6.3.22.– Dans l’isomorphisme de la proposition pre´ce´dente, le membre de gauche conside´re´
comme un groupe gradue´ par rapport a` n, est muni d’une structure d’anneau gradue´. On
a de´ja` montre´ dans la proposition 4.2.50 que le produit d’intersection de´fini par M. Rost
co¨ıncide avec le produit sur le groupe de Chow classique. Dans ce paragraphe, on anticipe
sur la deuxie`me partie pour construire une structure de groupe gradue´ sur le groupe de
cohomologie situe´ a` droite de l’isomorphisme de la proposition pre´ce´dente, en montrant
que l’isomorphisme en question est alors compatible aux structures produits.
D’apre`s l’article [SV00a] de A.Suslin et V. Voevodsky, il existe en effet un produit
tensoriel ⊗tr,L sur la cate´gorie D−(N trk ) (cf paragraphe qui suit le corollaire 2.5). Ce
foncteur ve´rifie particulie`rement la proprie´te´, pour tous sche´mas alge´briques lisses X et
Y , et pour tous entiers n et m,
L[X] [n]⊗tr,L L[Y ] [m] = L[X ×k Y ] [n+m].
De`s lors, pour tous entiers n et m, on obtient un morphisme canonique, note´ ici µ,
dans D−(N trk ) :
Snt [n]⊗tr,L Smt [m]→ Snt ⊗tr Smt [n+m]→ h0
(
Snt ⊗tr Smt
)
[n+m] ' Sn+mt [n+m].
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Ainsi, pour tout sche´ma alge´brique lisse X, on en de´duit un cup-produit sur le groupe
gradue´ ⊕
n∈N
Hn(X;Snt ).
En effet, soit α (resp. β) une classe dansHn(X;Snt ) (resp. H
m(X;Smt )). On interpre`te
α (resp. β) comme un morphisme de L[X] dans Snt [n] (resp. S
m
t [m]) dans D
−(N trk )
(d’apre`s la proposition 2.2.13).
Soit enfin ∆X : X → X ×X le morphisme diagonal. On en de´duit un morphisme
L[X]
L[∆X ]−−−−→ L[X ×k X] α⊗
tr,Lβ−−−−−→ Snt [n]⊗tr,L Smt [m] µ−→ Sn+mt [n+m]
dont on note α `µ β la classe dans Hn+m(X;Sn+mt ). Ce proce´de´ nous de´finit le produit
attendu.
De`s lors, on peut encore prolonger la proposition pre´ce´dente :
Proposition 6.3.23 Soit X un sche´ma alge´brique lisse.
L’isomorphisme
CH∗(X) ρ∗−→
⊕
n
Hn(X;Snt ),
de´fini dans la proposition pre´ce´dente, est compatible aux structures d’anneaux des deux
membres, la structure sur CH∗(X) provenant de la the´orie de l’intersection et celle sur
H∗(X;S∗t ) provenant du cup-produit de´fini ci-dessus.
Preuve : Conside´rant la de´finition ci-dessus, le fait que les structure d’anneaux sur
CH∗(X) et sur ⊕
n
An(X;KM∗ , n)
co¨ıncident (cf 4.2.50) et aussi la de´finition du produit suivant M. Rost sur ce dernier anneau
(cf de´finition 4.2.45), il ne reste plus qu’a` de´montrer l’affirmation suivante :
Pour tout couple d’entiers (n,m), pour toutes classes α ∈ Hn(X;Snt ) et β ∈
Hm(X;Smt ), la classe du morphisme
L[X ×k X] α⊗
tr,Lβ−−−−−→ Snt [n]⊗tr,L Smt [m] µ−→ Sn+mt [n+m]
dans Hn+m(X×kX;Sn+mt ) s’envoie a` travers l’isomorphisme ρn+m sur ρn(α)×µ ρm(β) ou`
µ de´signe la structure d’anneau canonique sur le module de cycles KM∗ , et ×µ le produit
de´fini par M. Rost (cf §14.1 de [Ros96]).
On sait de´ja` que Hn(X;Snt ) est isomorphe a` A
n(X;KM∗ , n) = CHn(X). On conside`re
donc un point x (resp. y) de X de codimension n (resp. m), et αx (αy) l’unique classe
dans Hn(X;Snt ) (resp. H
m(X;Smt )) qui s’envoie par ρ∗ sur le cycle x (resp. y). Il suffit
en effet de traiter ce cas, puisque le groupe Hn(X;Snt ) est engendre´ par les classes du type
αx.
Or, a` travers l’isomorphisme ρn, Hn(X;Snt ) est e´gal au n-ie`me groupe de cohomologie
du complexe
...→
⊕
x∈X(n)
(Snt )−n(κ(x))→ ...
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On a de´ja` utilise´ le fait que (Snt )−n ' Z. La classe αx est donc la classe du morphisme
L[κ(x)] x−→ (Snt )−n = Z
dans Hn(X;Snt ). Cela signifie que l’on dispose d’un diagramme commutatif dans
D−(N trk ) :
L[X]
αx // Snt [n]
L[κ(x)] x //
L[i]
OO
Z
OO
ou` i : κ(x) → X est le morphisme d’immersion canonique (que l’on conside`re ici, comme
d’habitude, comme un morphisme de pro−Lk).
Il en re´sulte que le morphisme compose´
L[X ×k X] αx⊗
tr,Lαy−−−−−−→ Snt [n]⊗tr,L Smt [m] µ−→ Sn+mt [n+m]
qui nous inte´resse correspond, a` travers l’isomorphisme ρ∗, au morphisme
L[κ(x)⊗k κ(y)]→ Z⊗tr,L Z = Z.
Or, si l’on note Z et T les adhe´rences respectives de x et y dans X, cet e´le´ment repre´sente
pre´cise´ment la classe du cycle associe´ au sous-sche´ma ferme´ Z ×k T dans X. Par ailleurs,
nous avons de´montre´ a` la fin de la preuve de la proposition 4.2.50 l’e´galite´
{x} ×µ {y} = {[Z ×k T ]},
les accolades indiquant que l’on conside`re la classe du cycle x dans An(X;KM∗ , n), et ainsi
de suite. Ceci conclut la de´monstration. ¤
Part II
Motifs ge´ne´riques
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Dans cette partie, k de´signe un corps parfait.
Le mot sche´ma signifie sche´ma alge´brique lisse sur k, sauf mention explicite
du contraire
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Chapter 7
Cate´gorie triangule´e des motifs
mixtes
Dans ce chapitre, on rappelle la de´finition de V. Voevodsky de ce qu’est (conjecturalement)
la cate´gorie de´rive´e des motifs mixtes, telle qu’elle est expose´e dans [FSV00b]. Toutes les
de´finitions et propositions des deux premie`res sections sont donc dues a` ce mathe´maticien.
Pour faire le lien avec la premie`re partie, nous avons choisi d’exposer tout d’abord le
point de vue faisceautique de la construction de Voevodsky. Le point de vue ge´ome´trique
est the´oriquement beaucoup plus satisfaisant, car les de´finitions qui y apparaissent sont
beaucoup plus simples. Aussi, le point de vue faisceautique est essentiellement un outil
technique adapte´ a` la de´finition ge´ome´trique. Il permet de montrer un grand nombre, si
ce n’est la plupart, des proprie´te´s de la cate´gorie des motifs ge´ome´triques.
Le lecteur pourra donc a` son gouˆt commencer la lecture de ce chapitre par la deuxie`me
section.
Pour achever le pont entre cette partie et la premie`re, on termine ce chapitre par un
expose´ conjectural de ce que devraient eˆtre les Z(1)[1]-spectres dans la cate´gorieDM eff− (k).
7.1 Point de vue faisceautique
Comme annonce´, c’est particulie`rement ici que le chapitre pre´ce´dent entre en jeu. On
a de´ja` introduit la cate´gorie abe´lienne N trk des faisceaux avec transferts ; on se place
maintenant dans sa cate´gorie de´rive´e :
De´finition 7.1.1 Soit T la sous-cate´gorie e´paisse de D−(N trk ) engendre´e par les com-
plexes de la forme
L
[
A1X
]→ L[X]
ou` X est un sche´ma alge´brique lisse.
On note DM eff− (k) la cate´gorie triangule´e obtenue par localisation de D−(N trk ) par
rapport a` cette sous-cate´gorie e´paisse.
Remarque 7.1.2.– Cette de´finition est formellement tre`s similaire a` la de´finition de
la cate´gorie homotopique (cf [MV01]), sauf qu’on ne conside`re que des objets d’une
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cate´gorie abe´lienne (des complexes et non des ensembles simpliciaux), et qu’on regarde
une structure additionnelle, les transferts.
Or les transferts permettent de simplifier conside´rablement le proce´de´ de localisation.
Commenc¸ons par le rappel de la de´finition suivante :
De´finition 7.1.3 Soit K un objet de D−(N trk ). On dit que K est A1-local si et seulement
si pour tout objet L de D−(N trk ), le morphisme canonique
HomD−(N trk )(L,K)→ HomDMeff− (k)(L,K)
est un isomorphisme.
On renvoie de nouveau a` [MV01], §2.2 pour de plus amples de´tails sur la localisation et
la notion d’objet «local» (dans le cadre des cate´gories homotopiques toutefois). Pour nous,
il suffit de constater que si notre cate´gorie admet «assez d’objets locaux» (on donnera sens
a` cette phrase un peu plus loin), on obtient un isomorphisme entre la cate´gorie localise´e
et la cate´gorie des objets locaux non localise´e. Commenc¸ons par e´clairer tout cela avec la
proposition suivante :
Proposition 7.1.4 Soit K un objet de D−(N trk ). Alors les conditions suivantes sont
e´quivalentes :
1. K est A1-local.
2. Pour tout entier i, Hi(K) est un faisceau strictement invariant par homotopie.
3. Pour tout entier i, Hi(K) est un faisceau homotopique.
Indication de Preuve : Puisque Hi(K) est un faisceau avec transferts, l’e´quivalence entre
2 et 3 re´sulte du the´ore`me de Voevodsky 6.3.3.
1 ⇒ 2 : Soit i un entier. On conside`re le morphisme L[A1X] [i] → L[X] [−i], et plus
pre´cise´ment le diagramme :
HomD−(N trk )(L[X] [−i],K)
(2) //
(3) ²²
Hom
DMeff− (k)
(L[X] [−i],K)
(1)²²
HomD−(N trk )
(
L
[
A1X
]
[−i],K) (2)// HomDMeff− (k)(L[A1X] [−i],K) .
Le morphisme (1) est un isomorphisme, par de´finition de la cate´gorie DM eff− (k), les mor-
phismes (2) sont des isomorphismes car K est A1-local, et il s’ensuit que (3) est un iso-
morphisme.
2⇒ 1 : On renvoie a` [FSV00b], prop 3.2.3 pour cette dernie`re implication, ou encore
aux techniques de localisation de [MV01]. ¤
On obtient tout une se´rie de corollaires de cette proposition. Avant d’e´noncer le pre-
mier, on donne la de´finition suivante :
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De´finition 7.1.5 On note ∆•k le sche´ma cosimplicial standard sur X, ou` X est un sche´ma
alge´brique lisse.
Soit F un faisceau avec transferts, on de´finit C∗(F ) comme le complexe de groupes
abe´liens associe´ au groupe abe´lien simplicial HomN trk (∆
•
k, F ), qui est donc concentre´ en
degre´s positifs. On pose encore Cn(F ) = C−n(F ) pour tout entier relatif n, ce qui nous
de´finit un objet C∗(F ) de D−(N trk ), appele´ «complexe des (co)chaˆınes singulie`res» associe´
a` F .
Si maintenant K est un objet de D−(N trk ), on note par abus C
∗(K) le complexe total
associe´ au bicomplexe obtenu par application de C∗ en tous degre´s de K.
Le premier corollaire de la proposition 7.1.4 est alors :
Corollaire 7.1.6 Si K est un complexe dans D−(N trk ), alors C
∗(K) est A1-local.
Preuve : On commence par le cas ou` K = F est un faisceau (place´ en degre´ 0).
Dans ce cas, il re´sulte d’un calcul facile que les pre´faisceaux de cohomologie du complexe
C∗(F ) (vu comme complexe de pre´faisceaux) sont invariants par homotopie. On en de´duit
d’apre`s le the´ore`me 3.3.21 que les faisceaux de cohomologie associe´s sont invariants par
homotopie, donc sont des faisceaux homotopiques ; il suffit alors d’appliquer la proposition
7.1.4.
Dans le cas ge´ne´ral, on applique une suite spectrale d’hypercohomologie. ¤
Corollaire 7.1.7 On a un foncteur induit
C∗ : D−(N trk )→ DM eff− (k)
qui est de plus adjoint a` gauche du foncteur d’oubli. On l’appelle foncteur de A1-
localisation.
Il induit alors (par restriction) une e´quivalence de la sous-cate´gorie pleine de D−(N trk )
forme´e des complexes A1-locaux (c’est-a`-dire dont les faisceaux de cohomologie sont invari-
ants par homotopie) avec la cate´gorie DM eff− (k).
Preuve : Si f : K → L est un quasi-isomorphisme de complexes de faisceaux dans N trk ,
alors C∗(f) est encore un quasi-isomorphisme de complexes. De`s lors, le morphisme de
l’e´nonce´ est bien de´fini.
Pour conclure, il reste a` ve´rifier que si K est un objet dans D−(N trk ), le morphisme
canonique K → C∗K est un isomorphisme dans la cate´gorie DM eff− (k), puisque le
foncteur C∗ tombe dans la cate´gorie des objets A1-locaux. On renvoie de nouveau a`
[FSV00b], 3.2.3, pour cette ve´rification. ¤
Remarque 7.1.8.– La phrase «admet assez d’objets locaux» se reformule donc en
l’existence d’un foncteur de localisation comme ci-dessus.
Ce foncteur de localisation est l’analogue du foncteur de «re´solution fibrante» de
[MV01], que l’on obtient graˆce a` la machinerie des cate´gories de mode`les.
Le corollaire pre´ce´dent implique que la t-structure naturelle de D−(N trk ) induit une
t-structure sur DM eff− (k). Suivant Voevodsky, [FSV00c], on l’appelle la t-structure ho-
motopique de DMeff− (k). Le coeur de cette t-structure n’est rien d’autre que la cate´gorie
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HN trk , c’est pourquoi on a choisi d’appeler les objets de cette dernie`re des faisceaux ho-
motopiques (par analogie avec la situation des faisceaux pervers).
F.Morel a de´fini une t-structure sur la cate´gorie homotopique stable simpliciale des
sche´mas (i.e. obtenue par stabilisation de la sphe`re simpliciale). Il l’appelle la t-structure
homotopique ; elle co¨ıncide avec la t-structure sur DM eff− (k) (a` travers le foncteur
canonique de DM eff− (k) dans la cate´gorie homotopique stable). Ceci justifie encore la
terminologie qu’on a choisie – mais en toute rigueur, les faisceaux homotopiques de cette
the`se devraient s’appeler des faisceaux homotopiques avec transferts.
De´finition 7.1.9 Si X est un sche´ma alge´brique lisse, on notera simplement M(X) le
complexe A1-local C∗(L[X]), vu comme objet de DM eff− (k).
Remarque 7.1.10.– On peut de´finir de meˆme, en utilisant le foncteur de A1-localisation
C∗, le motif d’un sche´ma singulier, ou encore le motif a` support propre (voir [FSV00b],
§4.1).
On peut par ailleurs de´duire du foncteur de A1-localisation la structure mono¨ıdale de
DM eff− (k). Pour cela, on utilise le produit tensoriel ⊗tr,L sur D−(N trk ), construit par
Suslin et Voevodsky, qu’on a de´ja` utilise´ dans 6.3.22 :
De´finition 7.1.11 Soient M et M′ deux complexes dans DM eff− (k).
On pose :
M⊗tr M′ = C∗ (M⊗tr,LM′)
qui est un objet A1-local de DM eff− (k).
Il est e´vident que ce produit tensoriel est commutatif a` isomorphisme pre`s, puisque
⊗tr,L l’est. De meˆme, l’objet nul Z de DM eff− (k) est l’e´le´ment neutre pour le produit
tensoriel sur DM eff− (k), puisqu’il l’est pour ⊗tr,L.
Par contre, pour ve´rifier l’axiome d’associativite´ du produit tensoriel sur DM eff− (k),
on a besoin du lemme suivant :
Lemme 7.1.12 Pour tous objets M et N de D−(N trk ), on conside`re les morphismes
canoniques d’augmentation
M νM−−→ C∗(M)
N νN−−→ C∗(N ).
Alors, le morphisme
C∗
(M⊗tr,L N ) C∗(νM⊗tr,LνN)−−−−−−−−−−−→ C∗(C∗(M)⊗tr,L C∗(N ))
est un quasi-isomorphisme.
Ce lemme est la dernie`re affirmation de la proposition 2.8 de [SV00a]. Dans la re´fe´rence
indique´e, il n’y a pas de de´monstration de cette proposition ; nous en avons de´montre´
une petite partie dans le lemme 3.1.10 (qui est l’analogue de ce lemme pour les faisceaux
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homotopiques).
Graˆce a` cette de´finition, le foncteur C∗ : D−(N trk )→ DM eff− (k) est mono¨ıdal. On en
de´duit donc que le foncteur obtenu par restriction
N trk → DM eff− (k), F 7→ C∗F
est mono¨ıdal. Finalement, on obtient la proposition suivante :
Proposition 7.1.13 La cate´gorie DM eff− (k), munie du produit tensoriel de la de´finition
pre´ce´dente, est mono¨ıdale syme´trique.
Elle ve´rifie de plus les proprie´te´s suivantes :
1. Pour tous sche´mas alge´briques lisses X et Y , on a un isomorphisme canonique
M(X)⊗M(Y ) ∼∗−−→M(X ×k Y ) .
2. Le foncteur
DM eff− (k)→ HN trk ,M 7→ H0(M)
est mono¨ıdal syme´trique.
7.2 Point de vue ge´ome´trique
On rappelle pour la commodite´ du lecteur la de´finition de la cate´gorie des motifs mixtes
dits «ge´ome´triques» de V. Voevodsky (cf [FSV00b]).
7.2.1.– Soit T la sous-cate´gorie e´paisse de Kb(Lcor,k) engendre´e par les complexes suiv-
ants :
1. Le complexe
[A1X ]
[p]−→ [X]
ou` X est un sche´ma alge´brique lisse, et p : A1X → X la projection canonique.
2. Le complexe
[U ∩ V ] jU+jV−−−−→ [U ]⊕ [V ] iU−iV−−−−→ [X]
ou` X est un sche´ma alge´brique lisse, U, V des ouverts de X tels que X = U ∪ V , et
iU , iV , jU , jV sont les immersions ouvertes e´videntes.
De´finition 7.2.2 On de´finit la cate´gorie triangule´e des motifs mixtes effectifs dits
«ge´ome´triques», note´e DM effgm (k), e´gale a` l’enveloppe pseudo-abe´lienne de la cate´gorie
triangule´e quotient de Kb(Lcor,k) par la sous-cate´gorie T introduite pre´ce´demment.
On note Mgm(.) : Lcor,k → DMeffgm (k) le foncteur canonique.
La cate´gorie DM effgm (k) est munie de la structure mono¨ıdale induite sur Kb(Lcor,k) par la
structure mono¨ıdale de Lcor,k (qui passe au quotient).
Rappelons le the´ore`me fondamental suivant duˆ a` V. Voevodsky (cf [FSV00b], 3.2.6) :
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The´ore`me 7.2.3 (Voevodsky) Le foncteur C∗ : Lcor,k → DM eff− (k) se prolonge de
manie`re unique en un foncteur triangule´, mono¨ıdal et pleinement fide`le
DM effgm (k)→ DMeff− (k).
Par composition avec le foncteur canonique H0 : DM eff− (k)→ HN trk qui associe a` un
complexe son groupe de cohomologie en degre´ 0, on en de´duit donc un foncteur canonique
H0 : DMeffgm (k)→ HN trk .
Pour un motif ge´ome´trique A, H0(A) est donc un faisceau homotopique.
7.2.4.– On appelle motif de Tate, note´ Z(1), le motif ge´ome´trique repre´sente´ par le com-
plexe
[P1k]→ [Spec (k)]
ou` [P1k] est place´ en degre´ 2. Pour tout entier naturel n, on pose Z(n) = Z(1)⊗,n, et pour
tout objet A de DM effgm (k), on pose A(n) = Z(n)⊗A.
On note DMgm(k) la cate´gorie ayant pour objets les couples (A,n) ou` A est un motif
ge´ome´trique effectif, et n est un entier relatif, avec pour groupes de morphismes
HomDMgm(k)((A,n), (B,m))
= lim−→
k≥max(−n,−m)
Hom
DMeffgm (k)
(A(n+ k), B(m+ k)) .
Lemme 7.2.5 La cate´gorie DMgm(k) est triangule´e et mono¨ıdale. Le foncteur ? ⊗ Z(1)
sur la cate´gorie DMgm(k) est inversible.
Il est imme´diat que la cate´gorie DMgm(k) est triangule´e. La difficulte´ essentielle est de
montrer qu’elle est mono¨ıdale, ce qui e´quivaut au fait que la permutation cyclique des
facteurs du motif Z(1)⊗ Z(1)⊗ Z(1) est e´gale a` l’identite´.
De´finition 7.2.6 La cate´gorie DMgm(k) de´finie ci-dessus, munie de ses structures trian-
gule´e et mono¨ıdale, est appele´e la cate´gorie triangule´e des motifs mixtes ge´ome´triques.
On a de´ja` rencontre´ le the´ore`me de simplification de Voevodsky sous une forme affaiblie
(cf 6.3.5). Rappelons sa forme la plus ge´ne´rale (cf [Voe02], corollaire 4.10) :
The´ore`me 7.2.7 (Voevodsky) Pour tous objets M et N de DM eff− (k), le morphisme
canonique
Hom
DMeff− (k)
(M,N )→ Hom
DMeff− (k)
(M(1),N (1))
est un isomorphisme.
On en de´duit ainsi le corollaire suivant :
Corollaire 7.2.8 (Voevodsky) Le foncteur triangule´ mono¨ıdal canonique
DM effgm (k)→ DMgm(k)
est pleinement fide`le.
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7.3 Spectres dans la cate´gorie des motifs (construction con-
jecturale)
Dans cette sous-section, on indique comment de´finir une cate´gorie DM(k) qui joue le roˆle,
vis-a`-vis de la cate´gorie DM eff− (k), que joue la cate´gorie DMgm(k) vis-a`-vis de DM
eff
gm (k).
On a de´fini, dans la premie`re partie, la cate´gorie des modules homotopiques HM trk par
«stabilisation» du faisceau homotopique S1t . Or, on verra plus loin que Z(1)[1] est quasi-
isomorphe au faisceau homotopique S1t (place´ en degre´ 0). On de´bute notre construction
en supposant que la cate´gorie HM trk est le coeur de la cate´gorie DM(k), de meˆme que
HN trk est le coeur de la cate´gorie DM
eff
− (k).
De´finition 7.3.1 On pose Z{1} = Z(1)[1] (pour alle´ger les notations).
On appelle Z{1}-module tout module gradue´ dans la cate´gorie gradue´e Z −DM eff− (k)
sur le mono¨ıde Z{∗}.
On note DM(k) la sous-cate´gorie pleine des Z{1}-modules M∗ telle que le morphisme
obtenu par adjonction du morphisme de multiplication structural ( i.e. τ)
M∗ ²−→ HomDMeff− (k) (Z{1},M∗)
est un isomorphisme dans DM eff− (k).
En utilisant la meˆme de´marche que pour les modules homotopiques, on peut construire
un foncteur Ω∞ qui associe a` un Z{1}-module un objet de DMgm(k), et un foncteur Σ∞
qui a` un motif gradue´ associe le Z{1}-module libre.
En utilisant le the´ore`me de simplification de Voevodsky, on peut construire comme
dans 6.3.15 une structure mono¨ıdale sur DM(k), et obtenir un foncteur pleinement fide`le
Ω∞Σ∞ : DMeff− (k)→ DM(k).
Par ailleurs, il doit exister un morphisme pleinement fide`le DMgm(k) → DM(k) qui
s’inse`re dans le diagramme commutatif
DMgm(k) // DM(k)
DM effgm (k) //
OO
DM eff− (k)
OO
Enfin, il doit exister une t-structure canonique sur DM(k) qui prolonge celle de
DM eff− (k) et pour laquelle HM trk soit le coeur.
Cette situation serait en parfaite analogie avec la cate´gorie des P1k-spectres de F.Morel
et V. Voevodsky, ainsi qu’avec la t-structure homotopique que lui a construite F.Morel (cf
[Mor]).
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Chapter 8
Quelques morphismes
remarquables
Dans ce chapitre, on introduit quelques morphismes remarquables dans la cate´gorie de´rive´e
des motifs mixtes. Certains d’entre eux sont de´ja` de´finis dans la litte´rature, mais pas, a`
notre connaissance, pris comme objet d’e´tude. En particulier, on de´montre certaines
formules ve´rifie´es par ces morphismes.
8.1 Image directe (morphismes finis e´quidimensionnels)
8.1.1 Transpose´e
On rappelle que pour tout morphisme f : X → Y fini e´quidimensionnel dans Lk, on a
note´ tf le cycle obtenu par transposition du graphe de f (cf de´finition 5.3.1).
La proposition 5.3.5 se traduit alors imme´diatement, par application du foncteur
C∗L[.], de la manie`re suivante :
Proposition 8.1.1 Soit f : Y → X un morphisme fini e´quidimensionnel, et g : Z → X
un morphisme quelconque, ou` X,Y, Z sont des sche´mas inte`gres alge´briques lisses.
On conside`re le carre´ carte´sien suivant :
W
q //
p
²²
Y
f
²²
Z
g // X
et on suppose que Wred est lisse.
Soit R = κ(Y )⊗κ(X)κ(Z). Alors, R est un anneau artinien, et on pose R(0) = Spec (R).
Si x est un point de R(0), on noteW (x) la composante irre´ductible deW qui lui correspond,
munie de sa structure re´duite, et on note px : W (x) → Z (resp. qx : W (x) → Y ) la
restriction de p (resp. q) a` W (x). Le morphisme px est fini e´quidimensionnel.
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On a alors un diagramme commutatif dans DM eff− (k) :
⊕
x∈R(0) M(W (x))
P
xM(qx) //M(Y )
M(Z)
P
x lg(Rx).M(tpx)
OO
M(g) //M(X)
M(tf)
OO
ou` lg(Rx) est la longueur de l’anneau artinien local Rx.
On e´nonce encore le corollaire suivant :
Corollaire 8.1.2 Soit
W
q //
p ²²
Y
f²²
Z
g // X
un diagramme carte´sien dans Lk tel que f est fini e´quidimensionnel. Alors, le diagramme
suivant est commutatif dans DM eff− (k) :
M(W )
M(q) //M(Y )
M(Z)
M(tp)
OO
M(g) //M(X) .
M(tf)
OO
Remarque 8.1.3.– Ce corollaire entraˆıne que si f : Y → X est un isomorphisme, f e´tant
alors fini e´quidimensionnel, on a l’e´galite´ :
M
(
tf
)
=M(f)−1 .
8.1.2 Cup-produit externe
On de´finit dans cette sous-section un cup-produit externe, qui ge´ne´ralise celui de 2.2.21 :
De´finition 8.1.4 Soient X un sche´ma alge´brique lisse, et ∆X : X → X×kX l’immersion
ferme´e diagonale. Soient M et N des objets de DM eff− (k) et
α :M(X)→M
β :M(X)→ N
des applications de DMeff− (k).
On appelle cup-produit externe de α et β sur X le morphisme
α⊗ β ◦∆X :M(X)→M(X)⊗M(X)→M⊗N .
On le note α `X β ou simplement α ` β.
Remarque 8.1.5.– Dans cette de´finition, on interpre`te les e´le´ments α et β comme des
classes a` coefficients respectifs dans M et N . Le cup-produit externe de´fini ci-dessus est
familier en topologie alge´brique.
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Remarque 8.1.6.– On rencontrera particulie`rement ce cup-produit dans le cas ou`M =
Z(n)[2n] et N = Z(m)[2m], pour n et m des entiers naturels.
Or, puisque Z(∗)[2∗] est muni d’une structure d’anneau canonique pour le produit
tensoriel de DM eff− (k). En effet, pour tous entiers naturels n et m, on dispose d’un
isomorphisme canonique ² : Z(n)[2n]⊗ Z(m][2m]→ Z(n+m)[2(n+m)]. Si α :M(X)→
Z(n)[2n] et β :M(X)→ Z(m)[2m] sont deux morphismes, on de´finit le cup-produit interne
associe´ a` ² de α et β comme le morphisme
² ◦ α ` β.
Dans cette situation, on confondra le cup-produit externe α ` β et le cup-produit
interne ci-dessus.
On obtient facilement les proprie´te´s suivantes de ce cup-produit :
Lemme 8.1.7 Conside´rons deux sche´mas X et Y alge´briques lisses, et f : Y → X un
morphisme de sche´mas. Soient M, N , P des motifs dans DM eff− (k), et
α :M(X)→M
β :M(X)→ N
γ :M(X)→ P
des morphismes dans DM eff− (k). Alors, les relations suivantes sont ve´rifie´es :
1. (α ` β) ` γ = α ` (β ` γ).
2. (α `X β) ◦ f = (α ◦ f) `Y (β ◦ f).
Preuve : Cela re´sulte chaque fois d’une commutativite´ e´vidente des morphismes diago-
naux avec les morphismes implique´s. ¤
8.1.3 Formule de projection
On peut e´noncer alors une formule de projection pour les motifs :
Proposition 8.1.8 Pour tout morphisme f : X → Y dans Lk qui est fini e´quidimension-
nel, on a l’e´galite´ :
(M(f) `M(1Y )) ◦M
(
tf
)
=M(1X) `M
(
tf
)
.
Preuve : Il suffit en effet d’appliquer la proposition 5.3.7, dans le cas Y = S et X = T ,
avec α = 1Y et β = 1X . ¤
8.2 Motifs relatifs
8.2.1 De´finition
On se place a` la suite du paragraphe 5.4.1, dont on reprend les notations.
On commence par de´finir, suivant V. Voevodsky, un motif a` support :
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De´finition 8.2.1 Soit (X,Z) une paire dans PfLk.
On rappelle que dans cette situation, on a note´ L[X/X − Z] le coˆne du monomorphisme
L[X − Z]→ L[X]. On pose donc
M(X/X − Z) = C∗L[X/X − Z] ,
appele´ motif relatif de X a` support dans Z.
On a donc de´fini un foncteur
M(./.) :PoLk → DM eff− (k).
Remarque 8.2.2.– Pour n’importe quelle paire (X,Y ) telle que X et Y sont des sche´mas
alge´briques lisses, on peut de´finir de meˆme le motif
M(X/Y ) = C∗(L[X/Y ]).
Il nous arrivera parfois d’utiliser cette notation.
8.2.3.– Conforme´ment aux conventions de 5.4.1, on pose
M(X/X − Z) =M(X,Z) .
On abre`gera le plus souvent la notation M(X,Z) en MZ (X), conforme´ment a` la notation
de [FSV00b].
On fera attention que le bifoncteur M(X,Z) est alors contravariant par rapport a` Z :
si Z ⊂ Z ′ sont deux sous-sche´mas ferme´s de X, on note g : X−Z ′ → X−Z le morphisme
d’immersion ouverte canonique, et on en de´duit donc un morphisme
M
(
X,Z ′
)→M(X,Z) .
8.2.4.– On a un foncteur canonique Lk → PoLk, X 7→ (X/∅). Par ailleurs, puisque
M(X/∅) =M(X), on voit que le foncteurM(., .) prolonge le foncteur qu’on a de´ja` de´finit.
Cette situation est tout a` fait conforme aux conside´rations de la topologie alge´brique, la
diffe´rence se situant particulie`rement dans le fait que l’on peut e´paissir le sous-sche´ma
ferme´ Z sans changer le motif relatif MZ (X).
On obtient alors un triangle distingue´, que l’on appelle triangle de Gysin (qui corre-
spond aux triangles de Mayer-Vietoris en topologie alge´brique)
M(X − Z) M(j/0)−−−−→M(X) M(1X/0)−−−−−→M(X/X − Z)
−→M(X − Z) [1]
ou` j : X − Z → X est l’immersion ouverte, 0 de´signant les morphismes de sche´mas
correspondants de source ∅. Il est par de´finition naturel par rapport aux morphismes de
la paire ouverte (X/X − Z).
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8.2.2 Proprie´te´s
La proposition suivante contient les proprie´te´s fondamentales des motifs relatifs :
Proposition 8.2.5 Les proprie´te´s suivantes du foncteur
M() :PoLk → DM eff− (k)
sont vraies :
(Red) Re´duction :
Si (X,Z) est une paire ferme´e, le morphisme quasi-carte´sien canonique (X,Zred)→
(X,Z) induit l’identite´ M(X,Zred)→M(X,Z).
(Exc) Excision Nisnevich :
Tout morphisme excisif (f, g) : (Y, T )→ (X,Z) induit un isomorphisme M(Y, T )→
M(X,Z).
(MV) Mayer-Vietoris :
Soient X un sche´ma alge´brique lisse, U et V deux ouverts de X tels que X = U ∪V ,
et Z un sous-sche´ma ferme´ de X ; on a alors un triangle distingue´ de Mayer-Vietoris
M(X,Z)U∩V
jU−jV−−−−→M(X,Z)U ⊕M(X,Z)V
iU+iV−−−−→M(X,Z) +1−−→
ou` j? et i? de´signent les morphismes carte´siens induits par les immersions ouvertes
e´videntes.
(Htp) Homotopie : Soit pi : (A1×X,A1×Z)→ (X,Z) le morphisme carte´sien de projection
canonique. Alors, le morphisme induit
M(pi) :M
(
A1 ×X,A1 × Z)→M(X,Z)
est un isomorphisme.
Preuve : La proprie´te´ (Red) est bien suˆr tautologique puisque X −Z = X −Zred. Pour
la proprie´te´ (Exc) , il suffit de se re´fe´rer a` 5.4.11, puisque C∗ est un foncteur.
Pour (MV) , on conside`re le diagramme commutatif suivant :
M(X − Z)U∩V //
²²
M(X − Z)U ⊕M(X − Z)V //
²²
M(X − Z)+1 //
²²
M(U ∩ V ) //
²²
M(U)⊕M(V ) //
²²
M(X) +1 //
²²
M(X,Z)U∩V //___
+1²²
M(X,Z)U ⊕M(X,Z)V //___
+1²²
M(X,Z) +1 //__
+1²²
Dans ce diagramme, les deux premie`res lignes sont des triangles distingue´s. Les trois
colonnes e´tant aussi des triangles distingue´s, il s’ensuit que la dernie`re ligne forme´e des
morphismes induits est un triangle distingue´.
Pour (Htp) , on regarde a` nouveau les triangles de Gysin pour A1X et A1Z , et on
applique le fait que M
(
A1X
) 'M(X), et M(A1Z) 'M(Z). ¤
La proposition suivante se de´duit en fait des proprie´te´s pre´ce´dentes :
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Proposition 8.2.6 Soient X un sche´ma alge´brique lisse, et (Z,Z ′) un couple de sous-
sche´mas ferme´s disjoints de X.
(Add) On conside`re le morphisme canonique p1 : MZunionsqZ′ (X) → MZ (X) (resp. p2 :
MZunionsqZ′ (X) → MZ′ (X)) correspondant a` l’inclusion i1 (resp. i2) de Z (resp. Z ′)
dans Z unionsq Z ′.
Alors, le morphisme
p1 + p2 :MZunionsqZ′ (X)→MZ (X)⊕MZ′ (X)
est un isomorphisme.
— Par ailleurs, si on note j2 : X − Z ′ → X l’immersion ouverte canonique, le mor-
phisme (j2, 1Z) : (X −Z ′, Z)→ (X,Z) est excisif, donc le morphisme M(j2, 1Z) est
un isomorphisme.
Par ailleurs, le morphisme (j2, i1) : (X − Z ′, Z) → (X,Z unionsq Z ′) est carte´sien. On
peut donc conside´rer le morphisme ι1 de´fini par la composition suivante
MZ (X)
ι1
,,
M(j2,1Z)
−1
//MZ (X − Z ′)
M(j2,i1)
//MZunionsqZ′ (X) .
Alors ι1 correspond a` travers l’isomorphisme pre´ce´dent a` l’inclusion du facteur direct
MZ (X).
Preuve : Pour la premie`re assertion, on conside`re le diagramme commutatif :
M(X − Z) //
²²
M(X) //
²²
MZ (X)
²²Â
Â
+1 //
M(X − (Z unionsq Z ′)) //M(X) //MZunionsqZ′ (X) +1 //
M(X − Z ′) //
OO
M(X ′) //
OO
MZ′ (X)
OOÂ
Â
+1 //
Or, X = (X − Z) ∪ (X − Z ′), et on peut conside´rer les immersions ouvertes :
X − Z
j1
%%KK
KK
X − (Z unionsq Z ′)
k1 55kkkkk
k2
))SSS
SS
k // X.
X − Z ′ j2
99tttt
De`s lors, on en de´duit un diagramme commutatif
M(X − (Z unionsq Z ′)) k1+k2 //
k
²²
M(X − Z)⊕M(X − Z ′) j1−j2 //
j1+j2
²²
M(X)
=
²²
M(X)
1X+1X //
²²
M(X)⊕M(X) 1X−1X //
²²
M(X)
²²
MZunionsqZ′ (X) //MZ (X)⊕MZ′ (X) // 0
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ou` toutes les lignes sont des triangles distingue´s de Mayer-Vietoris, et toutes les colonnes
des triangles distingue´s, d’ou` le re´sultat attendu.
Pour la deuxie`me assertion, il s’agit de montrer que p1 ◦ ι1 est e´gal a` l’identite´. Or,
par de´finition, cela e´quivaut a` montrer que p1 ◦M(j2, i1) =M(j2, 1Z). Pour montrer cette
dernie`re e´galite´, on revient aux paires ouvertes qui correspondent. Ainsi, dans la liste
suivante, chaque morphisme dans la cate´gorie des motifs est induit par le morphisme de
paires ouvertes qui le suit :
p1 induit par (X/X − (Z unionsq Z ′)) (1/k1)−−−−→ (X/X − Z)
M(j2, i1) induit par (X − Z/X − (Z unionsq Z ′)) (j1/1)−−−−→ (X/X − (Z unionsq Z ′))
M(j2, 1Z) induit par (X/X − (Z unionsq Z ′)) (j1/k1)−−−−→ (X − Z ′/X − Z)
L’e´galite´ est donc e´vidente. ¤
8.2.7.– Le motif relatif est donc fonctoriel par rapport aux morphismes de paires ferme´es
quasi-carte´siens. Mais par ailleurs, il est aussi fonctoriel par rapport a` la transpose´e des
morphismes finis e´quidimensionnels.
Soit en effet (f, g) : (Y, T ) → (X,Z) un morphisme quasi-carte´sien fini e´quidimen-
sionnel de paires ferme´es dans PfLk. On en a de´ja` de´duit un morphisme t(f, g) :
L[Y/Y − T ] → L[X/X − Z] dans 5.4.31. On en de´duit donc par application du fonc-
teur C∗ un morphisme M
(
t(f, g)
)
:MT (Y )→MZ (X) qui par de´finition s’inscrit dans le
morphisme de triangle distingue´ suivant :
M(X − Z) //
M(th)
²²
M(X) //
M(tf)
²²
MZ (X)
M(t(f,g))
²²
+1 //
M(Y − T ) //M(Y ) //MT (Y ) +1 //
ou` h est le morphisme fini e´quidimensionnel obtenu par restriction de f .
Par ailleurs, ces morphismes satisfont la formule de projection suivante :
Proposition 8.2.8 Conside´rons un carre´ carte´sien
(Y ′, T ′)
(f ′,g′)
²²
(p′,q′)// (Y, T )
(f,g)
²²
(X ′, Z ′)
(p,q) // (X,Z)
de paires ferme´es dansPfLk, tel que (p, q) est quasi-carte´sien, et (f, g) est quasi-carte´sien
fini e´quidimensionnel.
Alors, le diagramme suivant de DM eff− (k) est commutatif :
MZ′ (X ′)
M(p,q) //
M(t(f ′,g′))
²²
MZ (X)
M(t(f,g))
²²
MT ′ (Y ′)
M(p′,q′) //MT (Y ) .
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Preuve : En effet, les hypothe`ses entraˆınent que dans le diagramme suivant
Y ′ − T ′ //
&&MM
MM
²²
Y − T
²²
%%KK
KK
Y ′ //
²²
Y
f
²²
X ′ − Z ′ //
&&MM
M X − Z
%%KK
K
X ′ p // X
les carre´s de face, de derrie`re, de gauche et de droite sont carte´siens. Comme dans ce
diagramme, tous les sche´mas sont lisses sur k, et tous les morphismes verticaux sont finis
e´quidimensionnels, le corollaire 5.3.6 entraˆıne que le diagramme suivant dans N trk est
commutatif
L[X ′ − Z ′] //
((QQQ
Q
²²
L[X − Z]
²²
''PPP
P
L[X ′] //
²²
L[X]
L[tf]
²²
L[Y ′ − T ′] //
((QQQ
Q
L[Y − T ]
''PP
P
L[Y ′]
L[p]
// L[Y ] .
Dans ce diagramme, tous les morphismes verticaux sont obtenus en conside´rant la trans-
pose´e des morphismes verticaux du diagramme pre´ce´dent.
De`s lors, il induit un carre´ commutatif sur les conoyaux des fle`ches dans le sens de
la profondeur, qui par application du foncteur C∗ donne exactement le diagramme de
l’e´nonce´. ¤
8.2.3 Motif de Thom
La construction qui suit est directement inspire´e de la topologie alge´brique. Elle s’inspire
directement de la de´finition de l’«espace de Thom» dans la cate´gorie homotopique des
sche´mas (cf [MV01]).
De´finition 8.2.9 Soient X un sche´ma alge´brique lisse, et E/X un fibre´ vectoriel.
On appelle motif de Thom le motif relatifM(E,X) ou` X est vu comme un sous-sche´ma
ferme´ de E a` travers la section nulle.
On note ce motif MTh (E/X), et souvent abusivement MTh (E).
On peut re´e´crire plus suggestivement ce motif
MTh (E) =M
(
E/E×
)
,
si l’on note E× le comple´mentaire de la section nulle de E.
Comme les motifs relatifs, le motif de Thom est fonctoriel par rapport aux morphismes
quasi-carte´siens (f, g) : (F, Y ) → (E,X) ou` E/X et F/Y sont des fibre´s vectoriels. On
notera en particulier que f peut tre`s bien ne pas eˆtre un morphisme de fibre´s vectoriels.
Toutefois, lorsqu’on s’est donne´ un morphisme φ : E → F de fibre´s vectoriels sur X, on
notera simplement MTh (φ) le morphisme sur les espaces de Thom associe´s.
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Notons enfin, que le motif de Thom est fonctoriel par rapport a` la transpose´e des
morphismes quasi-carte´siens finis (cf 8.2.7).
8.2.10.– Soient E/X et F/Y deux fibre´s vectoriels. On note E et F le dual de leur faisceau
des sections respectif. On peut de´finir la somme externe de E et F :
E ¢ F = (pXXY )∗E ⊕ (pYXY )∗F .
On notera simplement E¢F le fibre´ vectoriel sur X ×k Y associe´ a` l’OXY -module locale-
ment libre E ¢ F . Ainsi, le sche´ma sous-jacent a` E ¢ F est simplement E ×k F , mais on
fera attention que sa structure d’espace vectoriel sur X ×k Y n’est pas e´gale a` la structure
produit. Ainsi, le comple´mentaire de la section nulle dans E ¢ F est e´gal a`
E× ×k F ∪ E ×k F×.
On obtient donc un isomorphisme canonique
MTh (E ¢ F ) 'MTh (E)⊗MTh (F ) .
Si E/X est un fibre´ vectoriel, le morphisme carte´sien de paires ferme´es (∆E ,∆X) :
(E,X)→ (E ¢ E,X ×k X) induit un morphisme
MTh (E)→MTh (E)⊗MTh (E) ,
que l’on notera ∆E/X . Graˆce a` ce morphisme diagonal, on peut de´finir comme dans 8.1.4
un cup-produit externe sur les motifs dont la source est un espace de Thom. A tous
morphismes
α :MTh (E) → M
β :MTh (F ) → N
}
on associe α ` β = α⊗ β ◦∆E/X .
Ce cup-produit ve´rifie les proprie´te´s analogues de son homologue de´fini en 8.1.4. Elles s’en
de´duisent de plus sans peine, et on se borne a` les e´noncer :
Lemme 8.2.11 Soient X, Y des sche´mas et E/X, F/Y des fibre´s vectoriels. On consid-
e`re un morphisme quasi-carte´sien (f, g) : (F, Y )→ (E,X).
On a alors les relations suivantes :
1. Pour tous morphismes dans DM eff− (k)
α :MTh (E)→M, β :MTh (E)→ N et γ :MTh (E)→ P,
(a) (α ` β) ` γ = α ` (β ` γ).
(b) (α ` β) ◦MTh (f, g) = (α ◦MTh (f, g) ) ` (β ◦MTh (f, g) ).
2. Si f est fini e´quidimensionnel,
MTh (1E) `MTh
(
t(f, g)
)
= (MTh (f, g) `MTh (1F )) ◦MTh
(
t(f, g)
)
.
Pour terminer ce paragraphe, on montre comment les motifs de Thom sont relie´s au
proble`me des poids dans la cate´gorie DM eff− (k). On rappelle qu’on a de´finit en 7.2.4 le
motif Z(1) par la formule
Z(1) =M
(
P1k/{1}
)
[−2].
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Proposition 8.2.12 Il existe des isomorphismes canoniques dans DM eff− (k)
MTh
(
A1k
) ' Z(1)[2]
et
MTh
(
A1k
) ' S1t [1]
ou` l’on rappelle que S1t est le faisceau homotopique de´finit dans 3.4.10.
Preuve : On construit tout d’abord le premier isomorphisme. Conside´rons le morphisme
carte´siens de paires ferme´es (A1k, {0})→ (P1k, {0}), induit par l’immersion ouverte e´vidente.
Alors, ce morphisme est excisif, et il induit donc un isomorphisme
MTh
(
A1k
) ∼−→M(P1k, {0}) .
Mais alors, la projection canonique A1k → Spec (k) induit un morphisme canonique
M
(
P1k, {0}
)
= C∗(L
[
P1k/A1k
]
)→ C∗(L[P1k/{0}]) = Z(1)[2],
et ce morphisme est un isomorphisme puisque A1k est contractile dans DM
eff
− (k). La
composition de ces deux isomorphismes nous donne le premier isomorphisme.
Pour le deuxie`me isomorphisme, on va faire le calcul en deux e´tapes :
Lemme 8.2.13 Conside´rons le morphisme φ de´fini par le diagramme suivant :
M
(
Th
(
A1k
))
[−1] //
φ
,,XXXXX
XXXXXX
XXX
M(Gm)
j∗ //M
(
A1k
) +1 //
M({1}) s∗ //M(Gm) //M(Gm/{1})+1 //
ou` j : Gm → A1k est l’immersion ouverte canonique, et s : {1} → Gm l’immersion ferme´e
du point unite´ du sche´ma en groupe Gm.
Alors, φ est un isomorphisme.
Preuve : C’est une simple application de l’axiome de l’octae`dre. Prenons en effet pour
base d’un octae`dre le diagramme
M
(
A1k
)
+1
²²
=
?
M({1})oo
s∗
vvmmm
mmm
m
M(Gm)
j∗iiSSSSSSSS
((QQ
QQQ
QQ
M
(
Th
(
A1k
))
[−1]
φ
//
55kkkkkkk
M(Gm/{1}) .
+1
OO
=
?
Le symbole = signale un triangle commutatif, et le symbole ? un triangle distingue´.
Alors, d’apre`s l’axiome de l’octae`dre, on peut trouver un sommet de cet octae`dre :
M
(
A1k
)
+1
²²
?
=
((QQ
QQQ
QQQ
M({1})(js)∗oo
C
+1 77ppppppp
+1
vvmmm
mmm
mm
M
(
Th
(
A1k
))
[−1]
φ
//M(Gm/{1}) .
+1
OO
?
=ggNNNNNNN
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Or, le morphisme js : {1} → A1k est une section du morphisme de projection
A1k → Spec (k), donc c’est un isomorphisme dans la cate´gorie DM eff− (k). En conse´quence,
C est nul, et donc φ est un isomorphisme. ¤
On rappelle que le faisceauGm(.) des points deGm (restreint au siteLk) est un faisceau
invariant par homotopie, et qu’il est de plus munit de transferts (cf 3.4.14). La proposi-
tion 3.4.13 montre que le morphisme graphe Gm(.) → L[Gm] induit un isomorphisme de
faisceaux avec transferts
Gm(.)
∼−→ h0(L[Gm/{1}]) = S1t .
On va voir qu’on peut renforcer cette proposition dans la cate´gorie DM eff− (k) :
Lemme 8.2.14 Le morphisme graphe
Gm(.)→ L[Gm]
induit un isomorphisme dans DM eff− (k)
Gm(.) //
∼
,,
M(Gm) //M(Gm/{1}) .
La preuve de´crite ici est tire´e de la de´monstration du lemme 3.2 dans [SV00a].
Preuve : On doit montrer que le morphisme induit
Gm(.)→ C∗(L[Gm/{1}])
est un isomorphisme dans DM eff− (k). Or, ces deux complexes sont A1-locaux, et pour
montrer que ce morphisme est un isomorphisme, on se re´duit donc a` montrer qu’il induit
un isomorphisme sur les faisceaux de cohomologie.
Or le lemme 3.4.13 montre de´ja` que le morphisme
Gm(.) = H0(Gm(.))→ H0(M(Gm/{1})) = h0(L[Gm/{1}])
est un isomorphisme.
Comme Gm(.) est concentre´ en degre´ 0, il ne reste plus qu’a` de´montrer que la coho-
mologie du complexe C∗(L[Gm/{1}]) est nulle en degre´ diffe´rents de 0.
Le complexe C∗(L[Gm/{1}]) est facteur direct du complexe C∗(L[Gm]), donc il suffit
de de´montrer l’assertion pour ce dernier complexe. Or, par de´finition,
H i(C∗(L[Gm])(U) = Hsing−i (U ×Gm/U)
ou` le deuxie`me groupe de´signe l’homologie singulie`re de Suslin de la courbe relative U ×
Gm/U . Or il est de´montre´ dans [SV96] (Theorem 3.1), que ce groupe est nul pour i 6= 0
(car la courbe en question admet une bonne compactification e´vidente), ce qui de´montre
finalement l’assertion. ¤
On obtient finalement l’isomorphisme souhaite´ par composition des deux pre´ce´dents. ¤
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Remarque 8.2.15.– On obtient de`s lors un isomorphisme
End
DMeff− (k)
(
MTh
(
A1k
) ) ' HomLk(Gm,Gm) /HomLk(Spec (k) ,Gm)
= (Z⊕ k×)/k×
Par ailleurs, il re´sulte du calcul de la de´monstration pre´ce´dente que le morphisme
canonique
EndPfLk
(
A1k, {0}
)→ End
DMeff− (k)
(
MTh
(
A1k
)) ' Z
est l’application qui a` un morphisme de paires ferme´es quasi-carte´sien (f, i) associe le degre´
de f .
En effet, notons g : Gm → Gm le morphisme obtenu par restriction de f . Alors,
la classe de (f/g) dans End
DMeff− (k)
(
MTh
(
A1k
) )
correspond a` la classe de g dans
HomLk(Gm,Gm) /HomLk(Spec (k) ,Gm). Or, puisque f induit un morphisme quasi-
carte´sien, il est ne´cessairement induit par un polynoˆme de la forme λ.Tn ou` n ∈ N et
λ ∈ k× ; la classe de (f/g) est alors n, soit le degre´ de f .
Ceci montre bien suˆr aussi de manie`re e´le´mentaire que
End
DMeff− (k)
(Z(1)) ' Z.
On peut interpre´ter ce re´sultat comme une indication du fait que les motifs correspondent
conjecturalement dans la cate´gorie homotopique stable (cf [Mor]) a` des spectres oriente´s
dont la loi de groupe formel est additive. Pour eux, l’application de Hopf est donc nulle.
8.2.4 De´formation au coˆne normal
Dans cette sous-section on montre comment l’utilisation de la de´formation au coˆne normal
permet de de´montrer facilement le the´ore`me de purete´. Il s’agit de la version finale du
the´ore`me 5.4.26.
Le travail qu’on a de´ja` effectue´ sur la de´formation au coˆne normal nous permet de
montrer le the´ore`me suivant :
The´ore`me 8.2.16 Soient X un sche´ma alge´brique lisse, et Z un sous-sche´ma de X qui
est de plus lisse sur k.
Conside´rons les morphismes de de´formation au coˆne normal :
(X,Z) d−→ (DZX,A1Z) d
′←− (NZX,Z).
Alors les morphismes induits
MZ (X)
M(d)−−−→M(DZX,A1Z) M(d′)←−−−MTh (NZX)
sont des isomorphismes.
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Preuve : 1) Supposons tout d’abord que la paire (X,Z) est munie d’une parame´trisation
f : (X,Z)→ (An+dS ,AnS).
Par fonctorialite´ de la de´formation au coˆne normal, on obtient le diagramme commu-
tatif
(X,Z) //
f
²²
(DZX,A1Z)
Df
²²
(NZX,Z)oo
Nf
²²
(An+dk ,A
n
k) // (A1 × An+dk ,A1 × Ank) (An+dk ,Ank)oo
ou` tous les morphismes de paires sont carte´siens, car D(An+1k ,A
n
k) ' A1 ×An+1k (cf de´but
de la preuve de 5.4.26).
De`s lors, d’apre`s la construction de 5.4.9, on en de´duit le diagramme suivant dans
PfLS
(X,Z) // (DZX,A1Z) (NZX,Z)oo
(Ω1, Z) //
²²
OO
(Ω,A1Z)
²²
OO
(Ω0, Z)oo
²²
OO
(A1Z , Z) // (A1 × A1Z ,A1Z) (A1Z , Z)oo
ou` les morphismes verticaux sont excisifs.
Par application de M(., .), on obtient donc le diagramme suivant :
M(X,Z) M
(
DZX,A1Z
)d˜∗oo d˜′∗ //M(NZX,Z)
M(Ω1, Z) //
∼
²²
∼
OO
M
(
Ω,A1Z
)
∼
²²
∼
OO
M(Ω0, Z)oo
∼
²²
∼
OO
M
(
A1Z , Z
) (s˜1)∗//M(A1 × A1Z ,A1Z) M(A1Z , Z)(s˜0)∗oo
ou` tous les morphismes verticaux sont des isomorphismes d’apre`s la proprie´te´ (Exc) . Or
les morphismes du bas sont aussi des isomorphismes d’apre`s la proprie´te´ (Htp’) , ce qui
conclut ce cas particulier.
2) Or, puisque Z et X sont lisses sur S, il existe un recouvrement ouvert (Ui)i=1,...,r
de X, tel que pour tout i, la paire (X,Z)Ui admette une parame´trisation sur S.
On fait une re´currence sur i pour montrer que le the´ore`me est vrai pour la paire
(X,Z)U1∩...Ui .
D’apre`s le 1), le the´ore`me est vrai pour i = 1.
Supposons donc l’hypothe`se vraie au rang i. On pose U = Ui+1 et V = U1 ∩ ... ∩ Ui,
de sorte que le the´ore`me est vrai pour (X,Z)U et (X,Z)V . Or, le the´ore`me est aussi
vrai pour U ∩ V puisque la parame´trisation de (X,Z)U est encore une parame´trisation de
(X,Z)U∩V et l’on peut encore appliquer le 1) pour cette dernie`re paire.
Or, la de´formation au coˆne normal est fonctorielle par rapport aux morphismes
carte´siens de la paire (X,Z) ; on peut alors appliquer la proprie´te´ (MV) pour obtenir le
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diagramme commutatif :
M(X,Z)U∩V
²²
//M
(
DZX,A1Z
)
U∩V
²²
MTh (NZX)U∩V
²²
oo
M(X,Z)U⊕V
²²
//M
(
DZX,A1Z
)
U⊕V
²²
MTh (NZX)U⊕V
²²
oo
M(X,Z)
+1
²²
//M
(
DZX,A1Z
)
+1
²²
MTh (NZX)
+1
²²
oo
ou` (DZX,A1Z)U de´signe la paire (DZX ×X U,A1Z ×X U), et similairement pour l’espace
de Thom.
De`s lors, comme dans ces deux morphismes de triangles distingue´s, deux des mor-
phismes sont des isomorphismes, il en est de meˆme du troisie`me. ¤
8.2.17.– D’apre`s B.3, la de´formation au coˆne normal est naturelle par rapport aux mor-
phismes carte´siens de paires ferme´es. Plus pre´cise´ment, le diagramme (B.2) montre que
l’isomorphisme produit dans le the´ore`me ci-dessus est naturel par rapport aux morphismes
carte´siens de paires ferme´es.
De plus, le travail effectue´ dans 5.4.3 montre que la de´formation au coˆne normal est
encore naturelle par rapport aux morphismes quasi-carte´siens exacts de paires ferme´es. A
un tel morphisme (f, g) : (Y, T ) → (X,Z), on a associe´ un morphisme quasi-carte´sien de
paires ferme´es
Dgf : (DTY,A1T )→ (DZX,A1Z)
qui induit en conside´rant sa fibre au point 1 de A1 un morphisme quasi-carte´sien (Ngf, g) :
(NTY, T )→ (NZX,Z).
Il en re´sulte qu’a` travers les isomorphismes de de´formation au coˆne normal, le
morphisme M(f, g) correspond au morphisme M(Ngf, g).
Remarque 8.2.18.– On notera par abus MTh (Ngf) le morphisme M(Ngf, g), bien que
le morphisme Ngf ne soit pas en ge´ne´ral un di-morphisme de fibre´s vectoriels.
8.3 Classes de Chern
8.3.1 Cohomologie motivique et groupe de Chow classique
Dans cette sous-section, on conside`re le groupe gradue´⊕
n∈N
Hom
DMeff− (k)
(M(X) ,Z(n)[2n]) ,
que l’on note H2∗(X;Z(∗)). D’apre`s la remarque 8.1.6, on obtient une structure d’anneau
canonique sur ce groupe gradue´ graˆce au cup-produit (interne) de´fini dans cette remarque.
8.3.1.– Conside´rons maintenant le faisceau homotopique Snt = H
0(Z(n)[n]). Par de´finition
du produit tensoriel dans DM eff− (k), on obtient
Snt ⊗ Smt = C∗(Snt ⊗tr,L Smt ),
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ou` l’on rappelle que ⊗tr,L de´signe le produit tensoriel des complexes de faisceaux avec
transferts. Comme ce complexe est situe´ en degre´s ne´gatifs ou nuls, on en de´duit un
morphisme d’augmentation canonique
Snt ⊗ Smt →H0(C∗(Snt ⊗tr,L Smt ))
' h0(Snt ⊗tr Smt ) = Snt ⊗Htr Smt = Sn+mt
que l’on note µ.
On peut de`s lors de´finir graˆce au morphisme µ un cup-produit qui munit le groupe
gradue´ ⊕
n∈N
Hom
DMeff− (k)
(M(X) , Snt [n]) = H
n(X;Snt )
d’une structure d’anneau gradue´. Le lemme suivant montre que cette structure co¨ıncide
avec celle que nous avions de´finie dans la premie`re partie (cf 6.3.22) :
Lemme 8.3.2 Soit X un sche´ma alge´brique lisse.
Alors, le produit de´fini ci-dessus co¨ıncide avec le produit de´fini dans 6.3.22.
Preuve : Soient α et β des classes respectivement dans Hn(X;Snt ) et H
m(X;Smt ), pour
des entiers n et m.
Dans la de´finition de 6.3.22, on interpre´tait ces classes comme des morphismes α :
L[X]→ Snt [n] et β : L[X]→ Smt [m] dans D−(N trk ). D’apre`s ce meˆme nume´ro, le produit
de ces classes e´taient alors
L[X]→ L[X ×k X] α⊗
tr,Lβ−−−−−→ Snt ⊗tr,L Smt [n+m]→ Snt ⊗tr Smt [n+m]
→ h0
(
Snt ⊗tr Smt
)
[n+m] = Sn+mt [n+m].
Dans la de´finition qui pre´ce`de, on interpre`te les dites classes comme des morphismes
α : C∗L[X]→ Snt [n] et β : C∗L[X]→ Smt [m] dans la cate´gorie D−(N trk ). Le produit que
l’on vient de de´finir est alors
C∗L[X]→ C∗L[X ×k X] C
∗(α⊗tr,Lβ)−−−−−−−−→ C∗(Snt ⊗tr,L Smt )[n+m]
→ H0(C∗(Snt ⊗tr Smt ))[n+m] = Sn+mt [n+m],
compte tenu de la de´finition 7.1.11.
Il ne reste plus maintenant qu’a` constater que, puisque Sn+mt est A1-local, les deux
applications ci-dessus co¨ıncident dans Hom
DMeff− (k)
(M(X) , Snt [n]). ¤
Soit n un entier naturel. Pour tout i > n, on a Hi(Z(n)) = 0. De`s lors, conside´rant
les morphismes bords de la suite spectrale d’hypercohomologie, on obtient un morphisme
canonique
H2n(X;Z(n)) σn−→ Hn(X;Snt ).
On note que par de´finition, σ∗ est compatible aux structures produits que nous venons de
de´finir sur la source et le but de ce morphisme.
On de´duit alors du the´ore`me de simplification de Voevodsky (e´nonce´ en 7.2.7) le
the´ore`me suivant (cf corollaire 2.4 de [Voe96b] pour la de´monstration) :
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The´ore`me 8.3.3 (Voevodsky) Pour tout n ∈ N, le morphisme de´fini ci-dessus
H2n(X;Z(n))→ Hn(X;Snt )
est un isomorphisme.
Avec l’apport de la proposition 6.3.23, on en de´duit :
The´ore`me 8.3.4 Pour tout sche´ma X alge´brique lisse, il existe un isomorphisme canon-
ique d’alge`bres gradue´es, note´ τX ,
H2∗(X;Z(∗)) σ∗−→ H∗(X;S∗t )
(1)−−→ CH∗(X),
dans lequel σ∗ est l’isomorphisme du the´ore`me pre´ce´dent, et ρX est l’isomorphisme re´-
ciproque de celui de la proposition 6.3.23.
De plus, ce morphisme est naturel par rapport aux structures de pre´faisceaux avec
transferts sur chacun des membres (cf 4.3.8 pour la de´finition des transferts sur le groupe
de Chow).
Remarque 8.3.5.– L’isomorphisme τX est donc obtenu par composition de
l’isomorphisme σ∗ ci-dessus, et de l’isomorphisme ρ∗ de 6.3.23. La petite pierre que nous
avons apporte´e a` ce the´ore`me (qui est duˆ a` V. Voevodsky, Suslin-Voevodsky et K.Kato
pour l’isomorphisme entre K-the´orie de Milnor non ramifie´e et groupe de Chow) est de
ve´rifier que cet isomorphisme est compatible aux structures produits et aux transferts,
graˆce notamment au travail de M.Rost.
8.3.2 Morphismes associe´s aux classes de Chern
Rappelons que si X est un sche´ma alge´brique lisse, a` tout fibre´ vectoriel E/X, on associe
d’apre`s Grothendieck (cf [Gro58]) une classe de Chern
cr(E) ∈ CHr(X)
pour tout entier naturel r, nulle si r est strictement supe´rieur a` la dimension de E.
Remarque 8.3.6.– On fera attention que dans loc.cit., la nume´rotation des groupes de
Chow est diffe´rente de la notre. Ainsi, pour tout entier naturel n, le groupe A2n(X) de
loc.cit. est e´gal a` CHn(X) dans cette the`se.
On peut alors donner la de´finition suivante :
De´finition 8.3.7 Soient X un sche´ma alge´brique lisse, et E/X un fibre´ vectoriel sur X.
Pour tout entier naturel r, on note cr(E) le morphisme
M(X)→ Z(r)[2r]
e´gal a` l’image de la classe de Chern cr(E) par l’isomorphisme τX du the´ore`me 8.3.4.
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Remarque 8.3.8.– On peut e´viter le recours au the´ore`me 8.3.4 pour de´finir ces
morphismes «de Chern». Il suffit en effet d’utiliser le fait que la cohomologie motivique
est une the´orie cohomologique oriente´e (cf [Mor] pour la de´finition). Nous avons pourtant
utilise´ le the´ore`me 8.3.4 pour profiter de toutes les proprie´te´s des classes de Chern de´finies
par Grothendieck que l’on trouve dans la litte´rature.
Il re´sulte imme´diatement de cette de´finition que les morphismes cr(E) ne de´pendent
que de la classe d’isomorphisme de E.
Cette construction dispose de plus des proprie´te´s fonctorielles suivantes :
Lemme 8.3.9 Soient X et Y des sche´mas alge´briques lisses, et f : Y → X un k-
morphisme. On conside`re un fibre´ vectoriel E/X, et on note EY = E ×X Y le fibre´
sur Y obtenu par changement de base.
1. Pour tout entier naturel r, le diagramme suivant est commutatif
M(Y )
M(f) //
cr(E) ''
NNN
N
M(X) .
cr(EY )wwo
ooo
Z(r)[2r]
2. Supposons que f soit fini e´quidimensionnel, et que X et Y soient connexes. Soit
a ∈ N le degre´ de f . Pour tout entier naturel r, le diagramme suivant est commutatif
M(X)
M(tf)
//
cr(EY ) &&
NNN
NN
M(Y ) .
a.cr(E)wwpp
ppp
Z(r)[2r]
Preuve : Dans le premier cas, il suffit d’appliquer le fait que la transformation τ du
the´ore`me 8.3.4 est naturelle par rapport a` f , et le fait que dans CHr(Y ),
f∗(cr(E)) = cr(EY )
d’apre`s [Gro58], the´ore`me 1, (i).
Dans le deuxie`me cas, on applique cette fois le fait que τ est naturelle par rapport a`
la correspondance finie tf . On de´duit de 4.3.7 et de la de´finition des transferts sur CH∗
(cf 4.3.8) que
CH∗(tf) = f∗.
La commutativite´ du diagramme se traduit alors par la formule de projection
f∗(cr(EY )) = a.cr(E).
On donne [Ful98], th. 3.2, (b) comme re´fe´rence pour cette formule, avec X ′ = Y , et
α = [X ′]. ¤
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8.3.3 Motif d’un fibre´ projectif
On rappelle qu’on a de´fini dans 8.1.4 les cup-produit externes. On introduit alors la
notation suivante :
De´finition 8.3.10 Conside´rons X un sche´ma alge´brique lisse, et E/X un fibre´ vectoriel
sur X de rang n. On note P(E) l’espace projectif induit par E, λE le fibre´ inversible
canonique de P(E) et p : P(E)→ X la projection canonique.
On de´finit alors le morphisme suivant :
lr (E) = (c1(λE))r `M(p)
ou` la puissance r de´signe la puissance pour le cup-produit sur H2∗(X;Z(∗)).
On posera de plus :
l (E) =
n−1∑
r=0
lr (E) .
Notons tout d’abord que ce morphisme ne de´pend que de la classe d’isomorphisme de
E, en tant que fibre´ vectoriel sur X. Par ailleurs, il ve´rifie de plus la fonctorialite´ suivante :
Lemme 8.3.11 Sous les hypothe`ses du lemme 8.3.9, on note Pf : P(EY ) → P(E) le
morphisme induit par f .
1. Pour tout entier naturel r, le diagramme suivant est commutatif
M(P(EY ))
M(Pf) //
lr(EY ) ²²
M(P(E))
lr(E)²²
M(Y )(r)[2r]
M(f)(r)[2r] //M(X)(r)[2r].
2. Supposons que f soit fini e´quidimensionnel. Pour tout entier naturel r, le diagramme
suivant est commutatif :
M(P(E))
M(tPf)
//
lr(E)
²²
M(P(EY ))
lr(EY )
²²
M(X)(r)[2r]
M(tf)(r)[2r]
//M(Y )(r)[2r].
Preuve : Pour la premie`re assertion, il nous suffit d’appliquer le 1 du lemme 8.3.9 compte
tenu du lemme 8.1.7 concernant le cup-produit.
Pour la deuxie`me assertion, on note λ (resp. λY ) le fibre´ en droite canonique sur P(E)
(resp. P(EY )).
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On trace le diagramme suivant :
M(PE)
M(∆E) ²²
M(tPf)
//M(PEY )
M(∆EY )²²
M(PE)⊗M(PE)
1⊗M(tPf)
++WWWW
WWWW
c1(λ)r⊗M(p)
²²
M(PEY )⊗M(PEY )
M(Pf)⊗1
ssggggg
ggg
c1(λY )r⊗M(pY )
²²
M(PE)⊗M(PEY )
(1)
c1(λ)r⊗M(pY )
²²
M(X) (r)[2r]
1⊗M(tf) ++
WWWWW
WWW
(2)
M(Y ) (r)[2r]
ggggg
ggggggggg
gggg
(3)
M(Y ) (r)[2r]
Le diagramme (1) est commutatif d’apre`s 8.1.8, le diagramme (2) est commutatif d’apre`s
8.1.2 et le diagramme (3) est commutatif d’apre`s la premie`re partie du lemme 8.3.9. Le
fait que le diagramme total qui en re´sulte est commutatif conclut. ¤
Selon V. Voevodsky (cf [FSV00b], prop. 3.5.1), on de´duit de ces applications
l’isomorphisme suivant :
Proposition 8.3.12 (V. Voevodsky) Soient X un sche´ma alge´brique lisse, et E/X un
fibre´ vectoriel de rang n > 0.
Alors, le morphisme
l (E) :M(P(E))→
n−1⊕
r=0
M(X) (r)[2r]
de la de´finition 8.3.10 est un isomorphisme.
Preuve : D’apre`s le lemme pre´ce´dent, le morphisme l (E) est naturel par rapport a` X.
En conside´rant un recouvrement ouvert de X pour lequel E est trivialisable sur chacun des
ouverts, et en utilisant les triangles distingue´s de Mayer-Vietoris associe´s, on se rame`ne
au cas ou` E est trivialisable. Puisque l’application l (E) ne de´pend que de la classe
d’isomorphisme de E, on peut conside´rer une trivialisation quelconque de E et se ramener
au cas ou` E = AnX .
Or dans ce cas, l (AnX) = l (Ank) ⊗M(1X). On est donc finalement ramene´ au cas ou`
E = Ank , c’est-a`-dire au calcul de M
(
Pn−1k
)
.
Mais alors, comme le cas n = 1 est trivial, on de´montre le re´sultat par une re´currence
sur n en utilisant le recouvrement ouvert Pnk = Pnk − {0} ∪ Ank et le triangle distingue´ de
Mayer-Vietoris qui lui est associe´ :
M(Ank − 0)→M(Pnk − {0})⊕M(Ank)→M(Pnk) +1−−→
On peut produire un isomorphisme canonique
a :M(Ank − 0)→ Z(n)[2n− 1]⊕ Z
et par re´currence, un isomorphisme canonique
b :M(Pnk − {0})⊕M(Ank)→
n−1⊕
r=0
Z(r)[2r]⊕ Z
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tel que le triplet (a, b, l (E)) soit un morphisme de triangles distingue´s, ce qui prouve la
proposition. On renvoie a` [Voe96a], preuve du the´ore`me 4.2.7, pour la construction des
isomorphismes a et b. ¤
8.3.4 Isomorphisme de Thom
Commenc¸ons par introduire une notation : si X est un sche´ma, et E/X un fibre´ vectoriel,
on note Eˆ le fibre´ vectoriel sur X e´gal a` E ×X A1X .
Nous allons voir comment le calcul du motif d’un fibre´ projectif implique le calcul des
motifs de Thom (cf de´finition 8.2.9).
8.3.4.1 Une projection canonique
On peut d’abord e´noncer le re´sultat suivant tire´ de [MV01], prop. 2.17, (3) :
Lemme 8.3.13 Soient X un sche´ma alge´brique lisse, et E/X un fibre´ vectoriel.
On note L
[
P(Eˆ)/P(E)
]
le conoyau du monomorphisme induit par i dans N trk , et on
pose
M(P(Eˆ)/P(E)) = C∗L
[
P(Eˆ)/P(E)
]
.
Avec ces notations, il existe un isomorphisme canonique dans DM eff− (k)
MTh (E) 'M(P(Eˆ)/P(E)).
Preuve : Conside´rons l’immersion ouverte comple´mentaire de l’hyperplan a` l’infini :
E
j−→ P(E ⊕ A1k).
Or le morphisme de paires (j, 1X) est excisif ; donc, d’apre`s la proprie´te´ (Exc) du
motif relatif (cf 8.2.5), on en de´duit un isomorphisme canonique :
M(E,X)
M(j,1X)−−−−−→M(P(E ⊕ A1k), X) .
Conside´rons le diagramme suivant dans N trk :
0 // L[P(E)]
L[i] //
L[i′]
²²
L
[
P(Eˆ)
]
// L
[
P(Eˆ)/P(E)
]
σ²²Â
Â
// 0
0 // L
[
P(Eˆ)−X
]
// L
[
P(Eˆ)
]
// L
[
P(Eˆ)/P(Eˆ)−X
]
// 0
ou` i′ : P(E)→ P(Eˆ)−X est l’immersion ferme´e canonique, et σ est le morphisme canon-
iquement induit par L[i′].
Mais par ailleurs, P(Eˆ)−X est canoniquement muni d’une structure de fibre´ de rang
1 sur P(E) telle que i′ est la section nulle. Il en re´sulte que C∗L[i′] est un isomorphisme,
et donc, le morphisme
C∗L
[
P(Eˆ)/P(E)
]
C∗(σ)−−−−→ C∗L
[
P(Eˆ)/P(Eˆ)−X
]
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est un isomorphisme.
Le morphisme C∗(σ)−1 ◦M(j, 1X) fournit l’isomorphisme attendu. ¤
8.3.14.– Dans la situation du lemme pre´ce´dent, on dispose donc d’un triangle distingue´
canonique
M(P(E)) M(i)−−−→M(P(Eˆ)) piE−−→MTh (E) +1−−→ (8.1)
Le lemme suivant montre que le morphisme M(i) admet une section :
Lemme 8.3.15 Le carre´
M(P(E))
M(i) //
l(E) ²²
M(P(Eˆ))
l(Eˆ)²²⊕n−1
r=0 M(X) (r)[2r]
⊕n
r=0M(X) (r)[2r]
νoo
dans lequel ν est la projection canonique sur les n− 1 premiers facteurs, est commutatif.
Preuve : On utilise la relation i∗(λEˆ) = λE . Elle implique que pour tout entier naturel
r, i∗(c1(λEˆ)
r) = c1(λE)r. De`s lors, par fonctorialite´ de la transformation naturelle τ dans
le the´ore`me 8.3.4, on obtient
c1
(
λEˆ
)r ◦M(i) = c1(λE)r
ce qui implique lr
(
λEˆ
)◦M(i) = lr (λE). Le lemme re´sulte de`s lors de la de´finition 8.3.10. ¤
Le triangle distingue´ (8.1) est donc scinde´. Ainsi, le morphisme piE admet une
re´traction, et MTh (E) est facteur direct de M(P(Eˆ)). Par ailleurs, cette projection
canonique dispose d’une bonne fonctorialite´, que l’on expose maintenant.
8.3.16.– On commence par fixer les notations suivantes : soient X un sche´ma et E/X,
F/X deux fibre´s vectoriels. On conside`re ϕ : F → E un morphisme homoge`ne injectif de
fibre´s vectoriels sur X.
Il induit un morphisme quasi-carte´sien de paires ferme´es (F,X)→ (E,X). On notera
simplement MTh (ϕ) :MTh (F )→MTh (E) le morphisme qui s’en de´duit.
Par ailleurs, le morphisme ϕ induit un unique morphisme P(ϕ) : P(F )→ P(E) sur les
fibre´s projectifs associe´s.
Enfin, notons que l’on peut de´duire de ϕ un morphisme homoge`ne injectif ϕˆ : Fˆ → Eˆ.
Lemme 8.3.17 Soient X un sche´ma alge´brique lisse, et E/X un fibre´ vectoriel.
On suppose que l’on se trouve dans l’un des deux cas suivants :
1. On se donne un morphisme f : Y → X, on pose F = f∗E, et on note ϕ : F → E le
morphisme induit par f .
2. On se donne un fibre´ vectoriel F/X et un morphisme homoge`ne injectif ϕ : F → E
de fibre´s vectoriels sur X.
Alors,
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1. Le diagramme suivant est commutatif :
M(P(Fˆ ))
piF //
M(P(ϕˆ)) ²²
MTh (F )
MTh(ϕ)²²
M(P(Eˆ))
piE //MTh (E) .
2. Supposons que ϕ est fini e´quidimensionnel. Alors, le diagramme suivant est commu-
tatif :
M(P(Eˆ))
piE //
M(tP(ϕˆ)) ²²
MTh (E)
MTh(tϕ)²²
M(P(Fˆ ))
piF //MTh (F ) .
Preuve : A priori, on a deux fois deux cas a` traiter, suivant la forme du morphisme
ϕ. Toutefois, les de´monstrations sont essentiellement les meˆmes pour les deux sortes de
morphismes ϕ. On traite donc en une seule fois les deux cas, en ajoutant que si l’on se
trouve dans le deuxie`me cas, on pose Y = X et f = IdX .
1. Il suffit de revenir a` la de´finition car dans le diagramme suivant, chaque carre´ est
commutatif :
M(P(Fˆ )) //
M(P(ϕˆ)) ²²
M(P(Fˆ )/P(F )) //
M(P(ϕˆ)/P(ϕ)) ²²
M(P(Fˆ )/P(Fˆ )− Y )
M(P(ϕˆ),f)²²
MTh (F )
MTh(ϕ)
²²
oo
M(P(Eˆ)) //M(P(Eˆ)/P(E)) //M(P(Eˆ)/P(Eˆ)−X) MTh (E) .oo
2. Pour la deuxie`me assertion, on introduit l’unique morphisme indique´ en pointille´
dans le diagramme commutatif suivant de N trk :
0 // L[P(E)] //
L[tP(ϕ)]
²²
(1)
L
[
P(Eˆ)
]
//
L[tP(ϕˆ)]
²²
L
[
P(Eˆ)/P(E)
]
//
²²Â
Â
0
0 // L[P(F )] // L
[
P(Fˆ )
]
// L
[
P(Fˆ )/P(F )
]
// 0.
Notons que le diagramme (1) est commutatif d’apre`s le corollaire 5.3.6. On note
M
(
tP(ϕˆ)/P(ϕ)
)
l’application du foncteur C∗ au morphisme pointille´.
Il en re´sulte que le diagramme suivant est commutatif
M(P(Eˆ)) //
M(tP(ϕˆ))
²² (2)
M(P(Eˆ)/P(E)) //
(3)M(tP(ϕˆ)/P(ϕ))
²²
M(P(Eˆ)/P(Eˆ)−X)
(4)M(t(P(ϕˆ),f))
²²
MTh (E)
MTh(tϕ)
²²
oo
M(P(Fˆ )) //M(P(Fˆ )/P(F )) //M(P(Fˆ )/P(Fˆ )−X) MTh (F ) .oo
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Le carre´ (2) est commutatif d’apre`s la de´finition qui pre´ce`de, le carre´ (4) d’apre`s la propo-
sition 8.2.8, et le carre´ (3) d’apre`s le diagramme commutatif de N trk
L[P(E)] //
²²
L[tP(ϕ)]
''NN
NNN
NN
L
[
P(Eˆ)
]
//
""D
D
L
[
P(Eˆ)/P(E)
]
σE
²²Â
Â
Â
Â
**TTT
T
L[P(F )] //
²²
L
[
P(Fˆ )
]
// L
[
P(Fˆ )/P(F )
]
σF
²²Â
Â
Â
Â
L
[
P(Eˆ)−X
]
//
L[tp] ""D
DD
D
L
[
P(Eˆ)
]
//
""D
D
L
[
P(Eˆ)/P(Eˆ)−X
]
**TTT
T
L
[
P(Fˆ )−X
]
// L
[
P(Fˆ )
]
// L
[
P(Fˆ )/P(Eˆ)−X
]
.
En effet, si le morphisme p : P(Fˆ )−X → P(Eˆ)−X est le morphisme fini e´quidimensionnel
induit par P(ϕˆ), il nous suffit d’appliquer a` nouveau 5.3.6 pour obtenir le fait que le carre´
de gauche de ce paralle´le´pipe`de est commutatif. ¤
Rappelons que nous avons de´fini un morphisme diagonal sur l’espace de Thom d’un
fibre´ vectoriel, et que nous en avons de´duit un cup-produit externe (cf 8.2.10). La dernie`re
proprie´te´ du morphisme piE concerne celui-ci :
Lemme 8.3.18 Soient X un sche´ma alge´brique lisse, et E/X un fibre´ vectoriel.
Pour tous morphismes α :MTh (E)→M et β :MTh (E)→ N , on a la relation :
(α ` β) ◦ piE = (α ◦ piE) ` (β ◦ piE).
Preuve : On rappelle que E ¢ E est e´gal en tant que sche´ma a` E ×k E. Par ailleurs,
P(Ê ¢E) = P(Ê ¢ Ê) = P(E)×k P(E).
Mais l’on fera attention que le comple´mentaire de la section nulle de ce fibre´ projectif sur
X ×k X est e´gal a`
(P(E)−X)×k P(E) ∪ P(E)×k (P(E)−X).
Par ailleurs, le morphisme diagonal E → E ¢ E induit le diagramme commutatif de
morphismes carte´siens de paires ferme´es :
(E,X)
∆
²²
exc // (P(Eˆ), X)
∆²²
(E ¢ E,X ×k X) exc // (P(Eˆ ¢ Eˆ), X ×k X),
dans lequel les morphismes «exc» sont excisifs (c’est meˆme un carre´ carte´sien). Ceci
montre que le diagramme suivant est commutatif
M(P(Eˆ)) //
M(∆)
²²
M(P(Eˆ), X)
²²
MTh (E)
MTh(∆)
²²
oo
M(P(Eˆ ¢ Eˆ)) //M(P(Eˆ ¢ Eˆ), X ×k X) MTh (E ¢ E) ,oo
et permet donc de conclure, par de´finition de piE . ¤
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8.3.4.2 Classe de Thom
Soit E/X un fibre´ vectoriel de rang n.
Nous allons voir qu’on peut identifier tre`s pre´cise´ment le facteur direct MTh (E) dans
M(P(Eˆ)) a` l’aide d’une classe de cycles canonique – bien connue dans la litte´rature – que
l’on appelle classe de Thom.
Le triangle distingue´ (8.1) induit tout d’abord une suite exacte courte scinde´e
0→ Hom(MTh (E) ,Z(n)[2n]) χE−−→ CHn
(
P(Eˆ)
)
i∗−→ CHn (P(E))→ 0.
On a utilise´ l’isomorphisme de 8.3.4 pour les deux derniers groupes ; cette suite exacte est
donc naturelle par rapport au morphisme pullback.
Pour trouver une classe canonique dans Hom(MTh (E) ,Z(n)[2n]), il suffit de trouver
une classe dans CHn
(
P(Eˆ)
)
qui se restreint sur 0 dans CHn (P(E)).
Soit λEˆ et pEˆ (resp. λE et pE), le fibre´ inversible et la projection canonique de P(Eˆ)
(resp. P(E)). Rappelons tout d’abord la relation de de´finition des classes de Chern de E :
n∑
i=0
(−1)n−ip∗E(cn−i(E)).c1(λE)i = 0.
De´finition 8.3.19 On de´finit la classe de Thom de E/X comme la classe de cycle dans
CHn
(
P(Eˆ)
)
e´gale a`
t(E) =
n∑
i=0
(−1)ip∗
Eˆ
(cn−i(E)).c1(λEˆ)
i.
On notera aussi t (E) : M
(
P(Eˆ)
)
→ Z(n)[2n] le morphisme correspondant a` travers
l’isomorphisme 8.3.4.
Ainsi, comme i∗c1(λEˆ) = c1(λE), il re´sulte imme´diatement de la relation de de´finition
des classes de Chern que
i∗(t(E)) = 0.
Autrement dit, t(E) appartient a` l’image du morphisme χE :
De´finition 8.3.20 On note t¯ (E) l’application
MTh (E)→ Z(n)[2n]
dont l’image par le monomorphisme χE est e´gale a` la classe de Thom.
Cette de´finition signifie encore que t¯ (E) est l’unique morphisme tel que la compose´e
M(P(Eˆ)) piE−−→MTh (E)→ Z(n)[2n]
est e´gale au morphisme t (E).
8.3.21.– Rappelons qu’on a de´fini dans 8.2.10 un cup-produit externe sur les morphismes
dont la source est un espace de Thom. Celui-ci nous permet de construire l’isomorphisme
de la proposition ci-dessous :
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Proposition 8.3.22 Soient E/X un fibre´ vectoriel de rang n, et p : E → X le morphisme
de projection canonique.
Alors, le morphisme
t¯ (E) `MTh (p) :MTh (E)→M(X) (n)[2n]
est un isomorphisme.
Preuve : Cette proposition re´sulte imme´diatement du lemme suivant :
Lemme 8.3.23 Soit ²E le morphisme suivant
M(X) (n)[2n] ι−→
n⊕
r=0
M(X) (r)[2r]
l(Eˆ)−1−−−−→M(P(Eˆ)) piE−−→MTh (E) ,
dans lequel ι est l’inclusion canonique. Alors,
1. ²E est un isomorphisme,
2. on a la relation (¯t (E) `MTh (p)) ◦ ²E = (−1)n.Id.
Preuve : On commence par de´montrer le deuxie`me point. D’apre`s le lemme 8.3.15, le
diagramme suivant est commutatif
⊕n−1
r=0 M(X) (r)[2r]
+1oo
l(E)−1
²²
⊕n
r=0M(X) (r)[2r]
νoo
l(Eˆ)−1²²
M(X) (n)[2n]ιoo
²
²²
M(P(E))
M(i) //M(P(Eˆ))
piE //MTh (E) +1 //
Pour ce qui suit, on pose L(X) =
⊕n−1
i=0 M(X) (i)[2i]. D’apre`s le diagramme commu-
tatif ci-dessus, on peut alors conside´rer la partie infe´rieure d’un octae`dre :
MTh (E)
+1
²²
=
?
M(X)(n)[2n]²oo
uukkkk
k
M(P(Eˆ))
piEhhQQQQ
))SSS
SSS
M(P(E))
l(E)
//
66mmmm
L(X).
+1
OO
=
?
D’apre`s l’axiome de l’octae`dre, on peut la comple´ter en une partie supe´rieure :
MTh (E)
+1
²²
?
=
%%LL
LLL
L
M(X)(n)[2n]²oo
C
+1
77ooooooo
+1
yyrrr
rrr
M(P(E))
l(E)
// L(X).
ggOOOOOOO
+1
OO
?
=
Ainsi, puisque l (E) est un isomorphisme, C = 0, et on en de´duit que ² est un isomorphisme.
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Rappelons que t (E) :M(P(Eˆ))→ Z(n)[2n] de´signe le morphisme associe´ a` la classe de
Thom t(E) par l’isomorphisme de 8.3.4. Il re´sulte du lemme 8.3.18 (et de la de´finition de
t¯ (E)) que (¯t (E) `MTh (p)) ◦ piE = t (E) `M(q), ou` q : P(Eˆ)→ X de´signe la projection
canonique.
Par de´finition de la classe de Thom, on en de´duit que le diagramme suivant est com-
mutatif : ⊕n
r=0M(X) (r)[2r]Pn
r=0(−1)r.cn−r(E)(r)[2r]
²²
M(P(Eˆ))
l(Eˆ)oo
t(E)`M(q)vvmmmmm
mmm
mmm
mm
M(X) (n)[2n],
ce qui implique finalement la formule attendue. ¤
De´finition 8.3.24 Soient X un sche´ma alge´brique lisse, E/X un fibre´ vectoriel de rang
n et p : E → X la projection canonique. On pose
θ (E) = t¯ (E) `MTh (p) ,
et on l’appelle l’isomorphisme de Thom, compte tenu de la proposition pre´ce´dente.
On se rappellera particulie`rement des faits suivants qui caracte´risent chacun
l’isomorphisme de Thom :
1. L’isomorphisme θ (E) est l’unique morphisme tel que
θ (E) ◦ piE = t (E) `M(q) ,
ou` l’on a note´ q : P(Eˆ) → X la projection canonique, et t (E) le morphisme corre-
spondant a` la classe de Thom (sur P(Eˆ)).
2. Avec les notations du lemme 8.3.23, θ (E)−1 = (−1)n²E .
8.3.4.3 Fonctorialite´
L’isomorphisme de Thom satisfait tout d’abord la fonctorialite´ suivante par rapport a` la
base des fibre´s vectoriels conside´re´s, analogue a` celle du lemme 8.3.11 :
Lemme 8.3.25 Soient X et Y des sche´mas alge´briques lisses, f : Y → X un k-
morphisme et E/X un fibre´ vectoriel de rang n. On note EY = E ×X Y le fibre´ sur
Y obtenu par changement de base, fE : EY → E le morphisme induit par f .
1. Le diagramme suivant de DM eff− (k) est commutatif
MTh (EY )
MTh(fE) //
θ(EY ) ∼²²
MTh (E)
θ(E)∼
²²
M(Y )(n)[2n]
M(f)(n)[2n] //M(X)(n)[2n].
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2. Si f est fini e´quidimensionnel, le diagramme suivant est commutatif :
MTh (E)
MTh(tfE) //
θ(E) ∼
²²
MTh (EY )
θ(EY )∼
²²
M(X)(n)[2n]
M(tf)(n)[2n]
//M(Y )(n)[2n].
Preuve : Dans chaque cas on se rame`ne a` montrer une assertion analogue pour le
morphisme ²E du lemme 8.3.23. Pour ce dernier, il suffit d’utiliser chaque cas du lemme
8.3.11 conjointement au cas correspondant du lemme 8.3.17. ¤
La fonctorialite´ suivante est un peu plus subtile :
Proposition 8.3.26 Soient X un sche´ma alge´brique lisse, i : F → E un monomorphisme
de fibre´s vectoriels sur X. On note n et m les rangs respectifs de E/X et F/X, et on pose
e = n−m. Alors, le diagramme suivant est commutatif :
MTh (F )
MTh(i) //
θ(F ) ∼
²²
MTh (E)
θ(E)∼
²²
M(X)(m)[2m]
M(1X)`ce(E/F )(m)[2m]//M(X)(n)[2n].
Preuve : Soit ι : P(Fˆ )→ P(Eˆ) le morphisme induit par i. Nous allons calculer la classe
ι∗(t(E)).
On a besoin pour cela d’un calcul pre´liminaire. Soient λEˆ le fibre´ inversible canonique
du fibre´ P(Eˆ)/X, et qE sa projection canonique. On note ξEˆ le fibre´ quotient universel de
P(E), de´fini par la suite exacte courte :
0→ λ∨
Eˆ
→ q∗E(Eˆ)→ ξEˆ → 0. (8.2)
On de´duit de cette suite exacte courte la relation q∗Ecn+1(Eˆ) = −c1(λEˆ).cn(ξEˆ).
Utilisant la de´finition de la classe de Thom, on en de´duit par identification :
cn(ξEˆ) = −t(E).
Ce calcul e´tant fait, on note que ι∗(λEˆ) = λFˆ . De`s lors, le pullback de la suite exacte
courte (8.2) par ι donne, conjugue´e avec la suite exacte courte analogue pour Fˆ , la suite
exacte courte de fibre´s sur P(Fˆ )
0→ ξFˆ → ι∗(ξEˆ)→ q∗F (E/F )→ 0.
On en de´duit la relation ι∗(cn(ξEˆ)) = q
∗
F (ce(E/F )).cm(ξFˆ ), ce qui e´quivaut compte tenu
du calcul pre´liminaire a`
ι∗(t(E)) = q∗F (ce(E/F )).t(F ).
Cette relation se traduit donc par l’e´galite´ de morphisme dans DMeff− (k)
t (E) ◦M(ι) = (ce(E/F ) ◦M(qF )) ` t (E) ,
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dont on de´duit la relation
(t (E) `M(qE)) ◦M(ι) = (M(1X) ` ce(E/F ))(m)[2m] ◦ (t (E) `M(qF )).
Ceci permet de conclure d’apre`s la premie`re caracte´risation de l’espace de Thom qui suit
la de´finition 8.3.24. ¤
Cette proposition a pour corollaire imme´diat le re´sultat suivant :
Corollaire 8.3.27 Soient E/X et F/X des fibre´s vectoriels de rang n. Conside´rons σ :
F → E un isomorphisme de fibre´s vectoriels sur X. Alors, le diagramme suivant est
commutatif :
MTh (E)
MTh(σ) //
θ(E) ))SS
SSSS
MTh (F ) .
θ(F )uukkk
kkk
M(X) (n)[2n]
8.3.28.– Nous utiliserons un dernier morphisme entre espaces de Thom.
Fixons quelques notations. SoientX un sche´ma alge´brique lisse, E/X un fibre´ vectoriel
de rang 1 et r un entier naturel. On conside`re le dual E du faisceau des sections de E/X.
On a de´ja` note´ S∗(E) l’alge`bre syme´trique de E (cf B). Alors, le morphisme d’inclusion
canonique
Er → S∗(E)
induit un morphisme homoge`ne de degre´ r de OX -alge`bres gradue´es
S(Er)→ S∗(E).
On pose E(r) = SpecX (S(Er)), et on note µ : E → E(r) le spectre du morphisme pre´ce´dent
; c’est donc un morphisme homoge`ne de degre´ r de fibre´s vectoriels sur X.
Appliquant ce proce´de´ en remplac¸ant E par Eˆ, on obtient de meˆme un morphisme
µˆ : Eˆ → Eˆ(r) qui induit un carre´ carte´sien :
E
µ //
²²
E(r)
²²
P(Eˆ)
P(µˆ)// P(Eˆ(r)),
dans lequel les morphismes verticaux sont les immersions ouvertes canoniques.
Lemme 8.3.29 On adopte les hypothe`ses et notations introduites ci-dessus.
Alors, les diagrammes suivants sont commutatifs :
MTh (E)
MTh(µ) //
θ(F )
²²
MTh
(
E(r)
)
θ(E(r))
²²
MTh (E)
MTh(tµ)
//
θ(E) $$JJ
JJ
JJ
J
MTh
(
E(r)
)
θ(E(r))xxrrr
rrr
r
M(X)(1)[2] r.Id //M(X)(1)[2] M(X) (1)[2].
8.3. CLASSES DE CHERN 265
Preuve : On note λ et λ′ les fibre´s inversibles canoniques respectifs sur P(Eˆ) et P(Eˆ(r)).
On note ν : P(Eˆ)→ P(Eˆ(r)) le morphisme induit par µˆ.
On s’inte´resse tout d’abord au diagramme de gauche. On pose F = E ⊕ OX [t]. Tout
d’abord, on a le calcul facile suivant :⊕
i>0
Fri ⊗S∗(F)
⊕
j≥0
F j =
⊕
i>0
⊕
0≤j<r
Fri+j .
Autrement dit, ν∗(λ′) = λr, ce qui implique ν∗c1(λ′) = r.c1(λ).
De`s lors, le morphisme
ϕ = l(Eˆ(r)) ◦M(ν) ◦ l(Eˆ)−1 :M(X)⊕M(X) (1)[2]→M(X)⊕M(X) (1)[2]
a pour matrice la matrice diagonale
(
Id 0
0 r.Id
)
.
Il en re´sulte donc que le diagramme suivant est commutatif :
M(X)(1)[2] //
r.Id
²²
M(X)⊕M(X)(1)[2]
ϕ
²²
M(P(Eˆ))
l(Eˆ)
oo piE //
M(ν)
²²
MTh (E)
MTh(µ)
²²
(1)
M(X)(1)[2] //M(X)⊕M(X) (1)[2] M(P(Eˆ(r)))
l(Eˆ(r))
oo
pi
E(r) //MTh
(
E(r)
)
.
La commutativite´ du carre´ (1) re´sulte du lemme 8.3.17. Ceci conclut la commutativite´
du premier diagramme d’apre`s la deuxie`me caracte´risation de l’isomorphisme de Thom
qui suit la de´finition 8.3.24.
Conside´rons maintenant l’autre diagramme. On note p et p′ les projections respectives
de P(Eˆ) et P(Eˆ(r)) sur X.
Soit a un e´le´ment de CH∗(X). Alors, comme ν est un morphisme plat fini de degre´ r,
la formule de projection implique
ν∗p∗a = ν∗ν∗(p′)∗a = r.(p′)∗(a).
Par ailleurs, ν est e´gal a` l’identite´ sur l’hyperplan a` l’infini de P(Eˆ) et P(Eˆ(r)) lorsqu’on
l’a identifie´ a` X. Cela implique ν∗(c1(λ′)) = c1(λ). Ces diffe´rents calculs, joints a` la
compatibilite´ de l’isomorphisme τ de 8.3.4 par rapport aux transferts, impliquent que le
morphisme
ψ = l(Eˆ) ◦M(tν) ◦ l(Eˆ(r))−1 :M(X)⊕M(X) (1)[2]→M(X)⊕M(X) (1)[2]
a pour matrice
(
r.Id 0
0 Id
)
.
De nouveau, le diagramme commutatif suivant permet de conclure
M(X)(1)[2] //M(X)⊕M(X)(1)[2]
ψ
²²
M(P(Eˆ(r)))
l(Eˆ(r))
oo
pi
E(r) //
M(tν)
²²
MTh (E)
MTh(tµ)
²²
(2)
M(X)(1)[2] //M(X)⊕M(X) (1)[2] M(P(Eˆ))
l(Eˆ)
oo piE //MTh
(
E(r)
)
.
Le carre´ (2) est commutatif d’apre`s l’autre partie du lemme 8.3.17, et cela conclut. ¤
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8.4 Triangles de Gysin
8.4.1 De´finitions
Graˆce aux isomorphismes de 8.3.24 et de 8.2.16, on de´finit finalement l’isomorphisme de
purete´ :
De´finition 8.4.1 Soient X un sche´ma alge´brique lisse, et (X,Z) une paire ferme´e telle
que Z est lisse sur k, purement de codimension d dans X.
Alors, on obtient un isomorphisme canonique, qu’on appelle isomorphisme de purete´,
MZ (X)
(1)−−→MTh (NZX) θ(NZX)−−−−−→M(Z) (d)[2d]
ou` (1) est induit par les morphismes de de´formation au coˆne normal (cf 8.2.16).
On en de´duit donc un triangle distingue´ canonique
M(X − Z)→M(X) i(X,Z)−−−−→M(Z) (d)[2d] ∂(X,Z)[1]−−−−−→M(X − Z) [1]
appele´ triangle de Gysin.
On appelle re´sidu de X par rapport a` Z le morphisme ∂(X,Z) : M(Z) (d)[2d − 1] →
M(X − Z).
Remarque 8.4.2.– On justifiera le terme «re´sidu» dans le chapitre sur les motifs
ge´ne´riques.
Remarque 8.4.3.– On fera attention au fait que le morphisme i(X,Z) correspond a` l’image
directe sur les groupes de Chow associe´e a` l’immersion ferme´e Z → X, et non au mor-
phisme de Gysin associe´ a` i en the´orie de l’intersection.
8.4.2 Fonctorialite´
Dans ce qui suit, on e´tudie la fonctorialite´ de ce triangle de Gysin. Rappelons en effet que
l’on a associe´ a` un morphisme quasi-carte´sien (f, g) : (Y, T ) → (X,Z) de paires ferme´es,
le morphisme de motifs relatifs
M(f, g) :MT (Y )→MZ (X)
qui est compatible aux triangles distingue´s associe´s a` chacun des motifs relatifs (cf 8.2.4).
8.4.2.1 Conside´rations ge´ne´rales
On commence par voir comment se ramener au cas ou` Z et T sont connexes (pour cela,
on n’a pas besoin de supposer que Z ou T soit lisse).
Lemme 8.4.4 Soient (X,Z) et (Y, T ) des paires ferme´es dans PfLk, et (f, g) : (Y, T )→
(X,Z) un morphisme quasi-carte´sien de paires ferme´es.
On conside`re (Zi)1≤i≤n (resp. (Tj)1≤j≤m) les composantes connexes de Z (resp. T ).
On conside`re les de´compositions canoniques donne´es par la proposition 8.2.6 :
MZ (X) '
n⊕
i=1
MZi (X) MT (Y ) '
m⊕
j=1
MTj (Y ) .
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On note
(
ϕij
)
1≤i≤n
1≤j≤m
la matrice de M(f, g) pour ces de´compositions.
Si j est un entier dans [1,m], on pose Yj = Y − (T − Tj), et on note νj : Yj → Y
l’immersion ouverte canonique. Ainsi, le morphisme carte´sien de paires ferme´es (νj , 1Tj ) :
(Yj , Tj)→ (Y, Tj) est excisif.
Soit (i, j) un couple d’entiers dans [1, n] × [1,m] tel que f(Tj) ⊂ Zi. On note
gij : Tj → Zj le morphisme obtenu par restriction et corestriction de g, et fj : Yj → X la
restriction de f . De`s lors, le morphisme de paires ferme´es (fj , gij) : (Yj , Tj) → (X,Zi)
est quasi-carte´sien.
De`s lors, pour tout couple d’entier (i, j),
ϕij =
{
M(fj , gij) ◦M
(
νj , 1Tj
)
si f(Ti) ⊂ Zj
0 sinon.
Preuve : Notons tout d’abord que le morphisme M
(
νj , 1Tj
)
est inversible d’apre`s la
proprie´te´ (Exc) de 8.2.5.
Par ailleurs, d’apre`s les deux points de la proposition 8.2.6, le morphisme ϕij ◦
M
(
νj , 1Tj
)−1 est e´gal a` la compose´e
MTj (Yj)
(1)−−→MT (Y ) M(f,g)−−−−→MZ (X) (2)−−→MZi (X)
ou` le morphisme (1) est induit par l’immersion ouverte νj , et le morphisme (2) est de´fini
par l’inclusion Zi ⊂ Z.
On revient aux paires ouvertes correspondantes pour expliciter ce morphisme :
M(Yj/Yj − Tj)
M(νj/ν′j)−−−−−−→M(Y/Y − T ) M(f/h)−−−−→M(X/X − Z)
M(1X/ιi)−−−−−−→M(X/X − Zi)
 (∗)
ou` ν ′j , h et ιi sont les immersions ouvertes e´videntes.
Or, si f(Tj) n’est pas inclus dans Zi, f(Tj)∩Zi = ∅ puisque f(Tj) et Zi sont connexes.
Mais alors, f(Yj) ⊂ X−Zi, ce qui implique que le morphisme (∗) est nul, et donc ϕij = 0.
Dans le cas contraire, le morphisme (∗) est induit par le morphisme de paires ouvertes
(fj/ιi ◦ h ◦ ν ′j), qui est le morphisme de paires ouvertes associe´ au morphisme de paires
ferme´es (fj , gij). D’apre`s notre convention (cf le paragraphe 5.4.1), on a confondu la paire
ferme´e avec la paire ouverte qu’elle de´finit, et on a donc (∗) = M(fj , gij) ce qui conclut.
¤
Ainsi, dans l’e´tude du morphisme M(f, g) on peut toujours se ramener au cas ou` Z et
T sont connexes. Pour revenir au triangle de Gysin de´fini dans 8.4.1, on introduit alors la
de´finition suivante :
De´finition 8.4.5 Soit (f, g) : (Y, T ) → (X,Z) un morphisme quasi-carte´sien de paires
ferme´es. On suppose que Z (resp. T ) est connexe et lisse sur k de codimension n dans X
(resp. m dans Y ).
268 CHAPTER 8. QUELQUES MORPHISMES REMARQUABLES
On de´finit alors le morphisme de Gysin associe´ a` (f, g), note´ M(f, g)!, par le dia-
gramme commutatif suivant :
MT (Y )
(1)
∼ //
M(f,g)
²²
MTh (NTY )
θ(NTY )
∼ //
²²
M(T )(m)[2m]
M(f,g)!²²
MZ (X)
(1)
∼ //MTh (NZX)
θ(NZX)
∼ //M(Z)(n)[2n]
ou` les morphismes (1) sont les isomorphismes induits par les morphismes de de´formation
au coˆne normal.
Avec cette notation, le morphisme M(f, g)! fait donc partie du morphisme canonique
suivant de triangles de Gysin :
M(Y − T ) M(j
′) //
M(f |Y−T )
²²
M(Y )
i(Y,T ) //
M(f)
²²
M(T )(m)[2m]
∂(Y,T )[1] //
M(f,g)!
²²
M(Y − T ) [1]
M(f |Y−T )[1]
²²
M(X − Z)
M(j)
//M(X)
i(X,Z)
//M(Z)(n)[2n]
∂(X,Z)[1]
//M(X − Z) [1].
8.4.2.2 Transversalite´ et de´faut de transversalite´
Rappelons avant d’e´noncer le the´ore`me qui nous inte´resse la de´finition suivante (cf [EGA4],
17.13.3) :
De´finition 8.4.6 Soient X un sche´ma alge´brique lisse, et Z un sous-sche´ma ferme´ de X,
purement de codimension d et lisse sur k.
Soient Y un sche´ma alge´brique lisse et f : Y → X un k-morphisme. On dit que f est
transverse a` Z si et seulement si le sche´ma Z ×X Y obtenu par changement de base selon
f est lisse sur k, purement de codimension d dans Y .
Le the´ore`me suivant concerne le cas ou` le morphisme (f, g) est non seulement quasi-
carte´sien, mais carte´sien :
The´ore`me 8.4.7 Soit (X,Z) une paire dans PfLk telle que Z est lisse sur k, connexe
de codimension n dans X.
Soit f : Y → X un morphisme. On pose T = Z ×X Y , et on note g : T → Z le
morphisme induit par f .
1. Si f est transverse a` Z, alors :
M(f, g)! =M(g) (n)[2n].
2. Si T est lisse sur k, connexe de codimension m, on note
ξ = g∗(NZX)/NTY
qui est un fibre´ vectoriel de rang e = n−m sur T .
Alors,
M(f, g)! =
(
M(g) ` ce(ξ)
)
(m)[2m].
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Remarque 8.4.8.– Le premier point de cette proposition est une ge´ne´ralisation d’une
remarque de V. Voevodsky (cf [FSV00b], preuve de la proposition 3.5.4), ou` elle e´tait
affirme´e dans le cas ou` le morphisme f est lisse.
Preuve : On utilise la fonctorialite´ de la de´formation au coˆne normal que l’on a construite
dans 5.4.3.
Il s’agit de calculer le morphisme
M(f, g) :M(Y, T )→M(X,Z) .
Tout d’abord, a` travers les isomorphismes de de´formation au coˆne normal, il est e´gal
au morphisme
MTh (Ngf) :MTh (NTY )→M(NZX)
ou` Ngf est de´finit comme la compose´e des morphismes du diagramme ci-dessous :
NTY i
//
((RR
RRR
RRR
RRR
R
Ngf
**
g∗NZX
g′
//
²²
NZX
²²
T
g // Z.
Le morphisme i est une immersion ferme´e.
1) Dans le cas ou` f est transverse a` Z, comme T est de meˆme codimension pure
dans Y que Z l’est dans X, on en de´duit que le monomorphisme de fibre´s vectoriels
i : NTY → g∗(NZX) est un isomorphisme.
De`s lors, le diagramme suivant est commutatif :
MTh (NTY )
MTh(Ngf)
--
MTh(i)
//
θ(NTY )
²²
(1)
MTh (g∗(NZX))
MTh(g′)
//
θ(g∗NZX)
²²
(2)
MTh (NZX)
θ(NZX)
²²
M(T ) (n)[2n] M(T ) (n)[2n]
M(g)(n)[2n]
//M(Z) (n)[2n].
En effet, pour le carre´ (1), on applique le corollaire 8.3.27, et pour le carre´ (2), on ap-
plique le premier point de 8.3.25. Ce dernier diagramme conclut donc la premie`re assertion.
2) Le carre´ (2) du cas pre´ce´dent est encore commutatif dans ce cas. Dans ce deuxie`me
cas, le morphisme i est une immersion ferme´e. De`s lors, par application de la proposition
8.3.26 au morphisme i, la portion (1′) du diagramme suivant est commutative :
MTh (NTY )
MTh(Ngf)
,,
MTh(i)
//
θ(NTY )
²²
(1′)
MTh (g∗(NZX))
MTh(g′)
//
θ(g∗NZX)
²²
MTh (NZX)
θ(NZX)
²²(2)
M(T ) (m)[2m]
(M(1T )`ce(ξ))(m)[2m]//M(T ) (n)[2n]
M(g)(n)[2n]
//M(Z) (n)[2n].
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Ce diagramme est donc commutatif, concluant ainsi le deuxie`me point. ¤
Remarque 8.4.9.– Ce the´ore`me est analogue a` la formule «excess intersection formula»
de [Ful98] (the´ore`me 6.3 de loc.cit. que l’on a d’ailleurs utilise´ dans la preuve qui pre´ce`de).
En effet, le morphisme M(f, g)! correspond, apre`s application de la transformation na-
turelle τ−1 donne´e par le lemme 8.3.4, au morphisme de Gysin raffine´ f ! de loc.cit. associe´
au carre´ carte´sien
T
²²
g // Z
²²
Y
f // X.
8.4.2.3 Ramification en codimension 1
Le the´ore`me pre´ce´dent re`gle donc le cas des morphismes carte´siens de paires ferme´es. On
peut de meˆme ge´ne´raliser ce the´ore`me dans le cas des morphismes quasi-carte´siens exacts
(cf de´finition 5.4.29) :
The´ore`me 8.4.10 Soit (f, g) : (Y, T ) → (X,Z) un morphisme quasi-carte´sien exact de
paires ferme´es dans PfLk telles que Z est lisse sur k, connexe de codimension 1 dans X
et T est lisse sur k, purement de codimension 1 dans Y .
Soit T ′ = Z ×X Y , et t le point ge´ne´rique de T ′. On pose r = lg(OT ′,y) + 1.
Alors, M(f, g)! = r.M(g) (1)[2].
Remarque 8.4.11.– Si T est irre´ductible, l’entier r est l’indice de ramification de l’ide´al
maximal de OY,T dans l’extension κ(T )/κ(Z) au sens de [Ser68], ou` l’anneau de valuation
discre`te OX,Z (resp. OY,T ) est l’anneau des entiers de κ(Z) (resp. κ(T )).
Preuve : On se rame`ne tout d’abord, graˆce au lemme 8.4.4, au cas ou` T est connexe.
Soit I l’ide´al de T dans Y . Par hypothe`se, on a T ′red = T et de plus l’immersion ferme´e
canonique ι : T → T ′ est un e´paississement exact d’ordre r sur Y (cf de´finition 5.4.27 et
remarque 5.4.28). Cela signifie que l’ide´al de T ′ dans Y est Ir.
Il en re´sulte, puisque l’immersion ferme´e T → Y est re´gulie`re de codimension 1, que
Ir+1 est localement engendre´ par un e´le´ment non nilpotent, ce qui entraˆıne que l’immersion
T ′ → Y est re´gulie`re.
Ayant fixe´ ces premiers re´sultats, on se re´fe`re a` 5.4.3 ou` l’on a associe´ au morphisme
quasi-carte´sien exact de paires ferme´es (f, g) : (Y, T ) → (X,Z) un morphisme quasi-
carte´sien Dgf : (DTY,A1T ) → (DZX,A1Z), dont la fibre au-dessus du point 1 de A1 est
e´gal au morphisme Ngf , de´finit par le diagramme suivant :
NTY µ
//
²²
Ngf
++
ι∗NT ′Y
²²
// NT ′Y
²²
ν // (g′)∗NZX p //
²²
NZX
²²
T T
ι // T ′ T ′
g′ // Z.
Il en re´sulte que le morphisme M(f, g) est isomorphe a` travers la de´formation au coˆne
normal au morphisme MTh (Ngf).
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Or, le morphisme ν est une immersion ferme´e entre fibre´s vectoriels de rang 1. C’est
donc un isomorphisme.
Par ailleurs,
ι∗(NT ′Y ) = SpecT
(⊕
n∈N
Irn/Irn+1
)
et le morphisme µ est induit par le morphisme de OT -modules cohe´rents⊕
n∈N
Irn/Irn+1 →
⊕
m∈N
Im/Im+1
qui est l’inclusion canonique.
On peut donc lui appliquer le lemme 8.3.29 ; on en de´duit que le diagramme suivant
est commutatif :
MTh (NTY )
MTh(µ) //
θ(NTY )
²²
MTh (ι∗NT ′Y )
θ(ι∗NT ′Y )²²
M(T ) (1)[2] r.Id //M(Z) (1)[2],
ce qui termine la de´monstration, puisque le morphisme MTh (ι∗NT ′Y ) → MTh (NZX)
est isomorphe a` travers l’isomorphisme de Thom a` M(g) (1)[2]. ¤
8.4.2.4 Transpose´e
On se place a` la suite de 8.2.7, et on e´tudie maintenant le morphisme M
(
t(f, g)
)
pour un
morphisme (f, g) : (Y, T )→ (X,Z) quasi-carte´sien fini e´quidimensionnel.
On peut alors e´noncer la proposition suivante :
Proposition 8.4.12 Soit (f, g) : (Y, T )→ (X,Z) un morphisme quasi-carte´sien de paires
ferme´es fini e´quidimensionnel. On se donne un entier d ≤ 0, et on suppose que Z et T
sont lisses sur k, de codimension pure e´gale a` d dans X et Y respectivement.
On suppose l’une des deux conditions suivantes ve´rifie´es :
1. Le morphisme (f, g) est carte´sien.
2. Le morphisme (f, g) est quasi-carte´sien exact, et d = 1.
De`s lors, le morphisme M
(
t(f, g)
)
correspond, a` travers l’isomorphisme de de´forma-
tion au coˆne normal (cf 8.2.16) et l’isomorphisme de Thom (cf 8.3.24), au morphisme
M
(
tg
)
(d)[2d].
Ainsi, le morphisme des triangles de Gysin induit par la transpose´e de (f, g) est e´gal
a` :
M(X − Z) M(j
′) //
M(th)
²²
M(X)
i(Y,T ) //
M(tf)
²²
M(Z) (d)[2d]
∂(Y,T )[1]//
M(tg)(d)[2d]
²²
M(X − Z) [1]
M(th)[1]
²²
M(Y − T )
M(j)
//M(Y )
i(X,Z)
//M(T ) (d)[2d]
∂(X,Z)[1]
//M(Y − T ) [1]
ou` g et h sont les morphismes induits par f .
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Preuve : Comme pour les autres propositions de ce type, il s’agit de calculer le
morphisme M
(
t(f, g)
)
.
1) On se place dans le cas de la premie`re hypothe`se. Tout d’abord, le morphisme Dgf
(resp. Ngf) est fini e´quidimensionnel. Par ailleurs, le diagramme (B.2) de de´formation au
coˆne normal et la proposition 8.2.8 entraˆınent que le morphisme M
(
t(f, g)
)
est isomorphe
par de´formation au coˆne normal au morphisme M
(
tNgf
)
.
Comme on l’a de´ja` vu, le morphisme canonique i : NTY → g∗NZX est un isomor-
phisme. Si on note p : g∗NZX → NZX le morphisme induit par g, on obtient le diagramme
suivant
MTh (NZX)
θ(NZX)
²²
MTh(tNgf)
,,
M(tp)
//
(1)
MTh (g∗(NZX))
MTh(ti)
//
θ(g∗NZX)
²²
(2)
MTh (NTY )
θ(NTY )
²²
M(Z) (d)[2d]
M(tg)(d)[2d]
//M(T ) (d)[2d] M(T ) (d)[2d]
qui est commutatif car la partie (1) est commutative d’apre`s le deuxie`me point du
lemme 8.3.25, et la partie (2) est commutative d’apre`s le corollaire 8.3.27, puisque
MTh
(
ti
)
= MTh (i)−1 (cf la remarque apre`s la proposition 8.1.1). Ceci conclut la
proposition dans le cas de la premie`re hypothe`se.
2) Plac¸ons nous dans le cas de la seconde hypothe`se. Tout d’abord, comme pre´ce´dem-
ment, le morphisme M
(
t(f, g)
)
est isomorphe par de´formation au coˆne normal au mor-
phisme MTh
(
tNgf
)
ou` le morphisme Ngf : NTY → NZX a e´te´ de´fini dans 5.4.3 (il
apparaˆıtra dans ce qui suit que ce dernier morphisme est effectivement fini e´quidimension-
nel).
Posons T ′ = Z ×Y X et notons (Tλ)λ=1,...,n (resp. (T ′λ)λ=1,...,n) les composantes irre´-
ductibles de T (resp. T ′), de telle manie`re que pour tout λ, (T ′λ)red = Tλ. Pour tout λ, on
note rλ l’ordre de l’e´paississement exact Tλ → T ′λ. On note enfin gλ : Tλ → Z la restriction
de g a` Tλ.
On peut alors factoriser le morphisme Ngf comme suit :
NTY ν
//
((QQ
QQQ
QQQ
QQQ
QQQ
QQ
Ngf
++
g∗NZX p //
²²
NZX
²²
T
g // Z
ou` le morphisme ν se de´compose a` son tour en la somme de morphisme νλ : NTλY →
g∗λNZX pour tout entier λ dans [1, n].
Pour tout λ, notons Iλ l’ide´al de Tλ dans Y . On pose
N
(rλ)
Tλ
Y = SpecTλ
(⊕
n∈N
Inrλλ /Inrλ+1λ
)
.
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Comme Tλ est re´gulie`rement immerge´ dans Y de codimension 1, N
(rλ)
Tλ
Y est un fibre´
vectoriel de rang 1 sur Tλ.
Revenant a` la construction de 5.4.3, on peut de´crire le morphisme νλ par la factorisation
suivante :
NTλY ιλ
//
νλ
**
N
(rλ)
Tλ iλ
// g∗λNZX.
dans laquelle le morphisme iλ est une immersion ferme´e et le morphisme ιλ est induit par
le morphisme de OTλ-modules⊕
n∈N
Inrλλ /Inrλ+1λ →
⊕
m∈N
Imλ /Im+1λ .
Nous sommes donc dans les conditions d’application du lemme 8.3.29 pour le mor-
phisme ιλ. Comme par ailleurs, le morphisme iλ est un isomorphisme de fibre´s vectoriels
(car les deux fibre´s sont de rang 1), on en de´duit que la partie (2) du diagramme suivant
est commutative :
MTh (NZX)
M(tp)
//
θ(NZX)
²²
(1)
⊕λMTh (g∗λNZX)
M(tνˆλ) //P
λ θ(g∗λNZX)
²²
⊕λMTh (NTλY )P
λ θ(NTλY )
²²
(2)
M(Z) (1)[2]
M(tg)
// ⊕λM(Tλ) (1)[2] ⊕λM(Tλ) (1)[2].
Comme la partie (1) est commutative d’apre`s le lemme 8.3.25, on peut conclure. ¤
8.4.3 Proprie´te´s supple´mentaires
8.4.3.1 Action des unite´s et re´sidu (spe´cialisation)
On a pris l’habitude de poser Z{1} = Z(1)[1] (cf 7.3.1). On explique pourquoi on adopte
cette notation dans 9.1.7. Pour l’instant, on se borne a` remarquer que ce sont effectivement
ces coefficients qui interviennent dans la proposition de cette sous-section.
On a construit dans le lemme 8.2.13 un isomorphisme canonique
φ : Z{1} →M(Gm/{1}) .
On en de´duit donc un triangle distingue´ canonique
M({1})→M(Gm) ρ−→ Z{1} +1−−→
Remarque 8.4.13.– Par de´finition, MTh
(
A1k
)
= Z(1)[2] ; par ailleurs, le morphisme
θ
(
A1k
)
:MTh
(
A1k
)→ Z(1)[2] est juste le morphisme identite´. Il re´sulte de`s lors du lemme
8.2.13 que le morphisme re´sidu ∂ : Z{1} →M(Gm) associe´ a` la paire ferme´e (A1k, {0}) est
une section du morphisme ρ de´fini ci-dessus.
Ainsi, Z{1} est un facteur direct de M(Gm). C’est plus pre´cise´ment le motif re´duit
du sche´ma pointe´ (Gm, 1).
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Si X est un sche´ma alge´brique lisse, on rappelle que l’isomorphisme
Hom
DMeff− (k)
(M(X) ,Z{1}) ' Gm(X) est donne´ par la compose´e suivante
Hom(X,Gm)→ HomDMeff− (k)(M(X) ,Z{1}) , x 7→M(x) ◦ ρ.
Pour x une unite´ de X, on note αx =M(x) ◦ ρ la classe de x dans le groupe H1(X;Z(1)).
De´finition 8.4.14 Soit X un sche´ma alge´brique lisse.
Pour toute unite´ x : X → Gm de X, on pose
γx = αx `X 1X :M(X)→M(X) {1}.
Cette de´finition nous sera particulie`rement utile dans le chapitre suivant. Pour
l’instant, on se borne a` e´noncer la proposition suivante :
Proposition 8.4.15 Soient X un sche´ma alge´brique lisse, et (X,Z) une paire ferme´e
telle que Z est lisse, connexe de codimension 1 dans X. On note i : Z → X l’immersion
ferme´e et j : X − Z → X l’immersion ouverte canonique.
Supposons qu’il existe une fonction re´gulie`re pi : X → A1k qui parame´trise globalement
Z. On en de´duit une unite´ de X−Z, encore note´e pi : X−Z → Gm. Alors, le diagramme
suivant est commutatif :
M(Z) {1} ∂X,Z //
M(i){1} ))SSS
SSSS
SS
M(X − Z) γpi //M(X − Z) {1}.
M(j){1}ttiiii
iiii
ii
M(X) {1}
Remarque 8.4.16.– Avec les notations de cette proposition, si le morphisme ∂X,Z corre-
spond a` un re´sidu, le morphisme γpi ◦ ∂X,Z correspond a` un morphisme de spe´cialisation.
Preuve : On doit de´montrer que le diagramme suivant est commutatif :
M(X,Z) [−1] //
²[−1]
∼
((QQ
QQQ
QQQ
Q
(1)
M(X − Z) γpi //M(X − Z) {1}
M(j){1}vvllll
lll
ll
M(Z) {1}
M(i){1}
//M(X) {1}
ou` ² est l’isomorphisme conside´re´ dans la de´finition 8.4.1
M(X,Z) d˜ZX−−−→M(DZX,A1Z) d˜′ZX←−−−MTh (NZX) θ(NZX)−−−−−→M(Z) (1)[2].
Or, puisque pi est une parame´trisation de Z, elle se rele`ve en une fonction re´gulie`re, encore
note´e pi : DZX → A1k, qui est inversible sur D˙ZX = DZX − A1Z .
De`s lors, le diagramme ci-dessus se de´forme a` travers le morphisme dZX : X → DZX
en
M
(
DZX,A1Z
)
[−1] //
²′[−1]
∼
((RR
RRR
RRR
RR
(2)
M
(
D˙ZX
)
γpi //M
(
D˙ZX
)
{1}
M(j){1}vvmmmm
mmm
mm
M
(
A1Z
) {1}
M(i){1}
//M(DZX) {1}
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ou` l’on a note´ encore i et j les immersions canoniques associe´es a` la paire ferme´e
(DZX,A1Z). L’isomorphisme ²′ est obtenu par la compose´e des isomorphismes
M
(
DZX,A1Z
) d˜′ZX←−−−MTh (NZX) θ(NZX)−−−−−→M(Z) (1)[2] M(s1)−−−→M(A1Z) (1)[2]
ou` s1 de´signe l’immersion ferme´e unite´ de A1Z .
Or le morphisme M(dZX) : M(X) → M(DZX) admet une section comme le montre
le diagramme ci-dessous
M(X)
M(s1)
//
M(s1)
++
M(dZX)
,,
M
(
A1X
)
M(DZX)
M(p)
oo
M(Gm ×k X)
OO
M(DZX|Gm) .∼oo
OO
ou` le morphisme p : DZX → A1Z est la projection canonique. En effet, par de´finition
de dZX, le contour du diagramme est commutatif. Or, le morphisme M(s1) est un iso-
morphisme, et la section de M(dZX) est donc donne´e par le morphisme de projection
canonique DZX → X.
Il en re´sulte que la commutativite´ du diagramme (1) est e´quivalente a` celle du dia-
gramme (2). Or le diagramme (2) est aussi la de´formation de
MTh (NZX) [−1] //
θ(NZX)[−1]
∼
))RRR
RRRR
RRR
(3)
M
(
N×ZX
) γpi //M(N×ZX) {1}
M(j){1}uullll
lll
ll
M(Z) {1}
M(i){1}
//M(NZX) {1}
ou` l’on a encore note´ i et j les immersion ouvertes canoniques associe´es a` la paire (NZX,Z),
et pi : NZX → A1k la fonction re´gulie`re induite par pi. Notons que l’on a utilise´ le fait que,
dans la cate´gorie DM eff− (k), M(s0) = M(s1) ou` s0 et s1 de´signent respectivement les
sections nulle et unite´ de A1Z .
Ainsi, du fait que le morphisme d˜′ZX est un isomorphisme, la commutativite´ du dia-
gramme (3) implique la commutativite´ du diagramme (2).
Soit p : NZX → Z le morphisme de projection canonique. Puisque pi est une parame´tri-
sation de Z, le morphisme pi ×k p : E → A1k ×k X est un isomorphisme. Celui-ci in-
duit un isomorphisme de paire ferme´e (NZX,Z) → (A1Z , Z). Par ailleurs, par de´finition,
l’isomorphisme pi×k p envoie la fonction re´gulie`re pi : NZX → A1k sur la fonction re´gulie`re
triviale de τ : A1Z → A1k. Il en re´sulte que la commutativite´ du diagramme (3) est finale-
ment e´quivalente a` la commutativite´ de
MTh
(
A1Z
)
[−1] //
θ(A1Z)[−1]
∼
((PP
PPP
PPP
P
(4)
M(GmZ)
γτ //M(GmZ) {1}
M(j){1}vvnnnn
nnn
nn
M(Z) {1}
M(i){1}
//M
(
A1Z
) {1}
ou` i de´signe maintenant la section nulle de A1Z , et j l’immersion ouverte comple´mentaire.
On a utilise´ le corollaire 8.3.27 pour la compatibilite´ des isomorphismes des espaces de
Thom.
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Or, θ
(
A1Z
)
= θ
(
A1k
)×k 1Z = 1, et d’apre`s la proposition 8.4.17,
∂(A1Z ,Z) = ∂(A1k,0) ⊗ 1Z .
D’apre`s la remarque 8.4.13, ∂(A1k,0) est une section de l’e´pimorphisme canonique ρ :
M(Gm)→ Z{1}. Donc la commutativite´ du diagramme (4) se re´duit a` la commutativite´
du diagramme
(5)
M(GmGmZ)
ρ⊗1GmZ //
M(1Gm×j)²²
M(GmZ) {1}
M(j){1}
yyttt
tt
tt
tt
tt
tt
tt
tt
M(GmZ)
M((τ××1GmZ)◦∆GmZ) 11
M(1Gm×i)
//
ρ⊗1Z ²²
M
(
GmA1Z
)
ρ⊗1A1
Z
**TTT
TTTT
TT
M(Z) {1}
M(i){1}
//M
(
A1Z
) {1}.
Le proble`me est donc re´duit a` la commutativite´ de la partie (5) de ce diagramme, qui est
e´vidente (et de´ja` vraie dans la cate´gorie des sche´mas). ¤
8.4.3.2 Structure mono¨ıdale et triangle de Gysin
On termine cette section par un calcul simple du morphisme re´sidu. Rappelons que pour
tout motif M dans DM eff− (k), et tout entier naturel n, on a pose´ :
M(n) = Z(n)⊗M
Cette convention n’est pas anodine puisque la permutation sur Z(1)[1]⊗ Z(1)[1] est e´gale
a` (−1).Id.
La proposition suivante est e´le´mentaire, mais me´rite d’eˆtre soigne´e puisqu’elle explique
le signe de la relation R3e vue dans la cate´gorie des motifs ge´ne´riques (cf 9.2.16).
Proposition 8.4.17 Soient X et Y des sche´mas alge´briques lisses et (X,Z) une paire
ferme´e telle que Z est lisse sur k, purement de codimension n dans X.
Alors, le diagramme suivant est commutatif
M(Y X)
iYX,Y Z //M(Y Z) (n)[2n]
∂YX,Y Z [1] //
² ∼∗
²²
M(Y (X − Z)) [1]
M(Y )⊗M(X) 1Y ⊗iX,Z //M(Y )⊗ (M(Z) (n)[2n]) 1Y ⊗∂X,Z [1] //M(Y )⊗M(X − Z) [1],
ayant note´ ² est l’isomorphisme de permutation
Z(n)[2n]⊗M(Y )⊗M(Z) 'M(Y )⊗ Z(n)[2n]⊗M(Z) .
Preuve : Remarquons tout d’abord que, puisque le foncteur L[Y ]⊗tr (.) est exact a` droite,
on obtient un isomorphisme canonique note´ σ dans le diagramme suivant de N trk , dont
les lignes sont des suites exactes courtes :
0 // L[Y X − Y Z] // L[Y X] // L[Y X/Y X − Y Z]
σ²²
// 0
0 // L[Y ]⊗tr L[X − Z] // L[Y ]⊗tr L[X] // L[Y ]⊗tr L[X/X − Z] // 0.
(8.3)
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Notons que par ailleurs, on a des isomorphismes canoniques (cf B.2.8) DY Z(Y X) '
Y (DZX) et NY Z(Y X) ' Y (NZX) qui sont compatibles aux morphismes de de´forma-
tion au coˆne normal. Ainsi, on obtient le diagramme commutatif suivant, dont tous les
morphismes sont des isomorphismes :
M(Y X/Y X − Y Z) σ //
d˜Y Z(Y X) ²²
M(Y )⊗M(X/X − Z)
1Y ⊗d˜ZX²²
M
(
Y (DZX)/Y (D˙ZX)
)
σ //M(Y )⊗M
(
(DZX)/Y (D˙ZX)
)
MTh (Y (NZX))
σ //
d˜′Y Z(Y X)
OO
M(Y )⊗MTh (NZX) .
1Y ⊗d˜′ZX
OO
On a note´ σ pour tous les isomorphismes obtenus comme indique´ en de´but de preuve (qui
sont tous compatibles). Compte tenu du diagramme (8.3), il nous suffit donc de montrer
que le morphisme σ de la dernie`re ligne est e´gal, a` travers les isomorphismes canoniques des
motifs de Thom, au morphisme ². D’apre`s la de´finition de ces isomorphismes (cf 8.3.24),
cela re´sulte du lemme :
Lemme 8.4.18 Soient Z et Y des sche´mas alge´briques lisse, et E un fibre´ vectoriel sur
Z. Alors, pour tout entier naturel r, le diagramme suivant est commutatif :
M(P(Y E))
lr(Y E) //M(Y Z) (n)[2n]
²²²
M(Y )⊗M(P(E)) 1Y ⊗lr(E) //M(Y )⊗ (M(Z) (n)[2n]).
Preuve : Soient f : P(Y E) → P(E) le morphisme de projection canonique et λ (resp.
λY ) le fibre´ en droite canonique de P(E) (resp. P(Y E)). D’apre`s le lemme 8.3.9,
cn(λY ) = cn(λ) ◦M(f) .
Si l’on note pZ (resp. pY Z) la projection de P(E) sur Z (resp. P(Y E) sur Y Z), la commu-
tativite´ du diagramme de l’e´nonce´ est re´duite a` la commutativite´ e´vidente du diagramme
suivant :
M(P(Y E))
∆P(Y E) ²²
M(Y )⊗M(P(E))
1Y ⊗∆PE
²²
M(P(Y E))⊗M(P(Y E))
f⊗1 ²²
M(P(E))⊗M(P(Y E)) ∼∗ //
cn(λ)⊗1 ²²
M(Y )⊗M(P(E))⊗M(P(E))
1⊗cn(λ)⊗1²²
Z(n)[2n]⊗M(P(Y E)) ∼∗ //
1⊗1⊗pY Z ²²
M(Y )⊗ Z(n)[2n]⊗M(P(E))
1⊗pZ²²
Z(n)[2n]⊗M(Y )⊗M(Z) ∼∗
² //M(Y )⊗ Z(n)[2n]⊗M(Z) .
On a identifie´ M(P(Y E)) et M(Y ) ⊗M(PE), et les fle`ches ∼∗ indiquent l’isomorphisme
canonique de permutation des facteurs, compte tenu de cette identification.
Ceci de´montre donc le lemme, et la proposition. ¤ ¤
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Chapter 9
Cate´gorie des motifs ge´ne´riques
Dans ce chapitre, les extensions de k sont toujours suppose´es eˆtre de type fini.
9.1 Ge´ne´ralite´s
9.1.1 De´finition
On rappelle que pour toute extension E/k, on a de´fini dans 2.1.37 un pro-objet de Lk
note´ (E). Par ailleurs, on a aussi pose´ Z{n} = Z(n)[n].
De´finition 9.1.1 Si E/k est une extension, on note Mgm(E) (resp. M(E)) le pro-objet
de DM effgm (k) obtenu par composition a` partir du foncteurMgm(.) : Lk → DM effgm (k) (resp.
M(.) : Lk → DM eff− (k)). On appelle ce pro-objet le motif ge´ne´rique ge´ome´trique (resp.
faisceautique) de´fini par E.
On note DM (0)gm(k) la sous-cate´gorie de pro−DMgm(k) forme´e des objets Mgm(E) {n}
ou` E/k est une extension de type fini, et n un entier relatif.
9.1.2.– Lorsque n est positif, on dira encore que Mgm(E) {n} est un motif ge´ne´rique
effectif. On notera encore DMeff,(0)gm (k) la sous-cate´gorie de DM
(0)
gm(k) forme´e des
motifs ge´ne´riques effectifs. Ces objets peuvent encore eˆtre vus comme des pro-objets de
DM effgm (k).
9.1.2 Proprie´te´ fondamentale
Les motifs ge´ne´riques ont la proprie´te´ remarquable suivante :
Proposition 9.1.3 Soient E/k une extension, et M un motif. Alors, le morphisme
canonique
Hom
pro−DMeff− (k)(M(E) ,M)→ Hompro−DMeff− (k)
(
M(E) ,H0(M))
est un isomorphisme.
Plus ge´ne´ralement, pour tout couple (n, p) ∈ Z×N, on a un isomorphisme canonique :
Hom
pro−DMeff− (k)(M(E) [n](p),M) ' H
p−n(M)−p(E).
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Remarque 9.1.4.– Comme le foncteur pro-repre´sente´ par (E) est exact sur la cate´gorie
abe´lienne des faisceaux homotopiques, il est exact sur la cate´gorie triangule´e des motifs
mixtes (ge´ome´triques ou faisceautiques). Les motifs ge´ne´riques sont donc des «points»
pour la cate´gorie des motifs mixtes, dans le sens ou` ils pro-repre´sentent des foncteurs
DM eff− (k) → A b qui envoient les triangles distingue´s sur des suites exactes longues
(et commutent aux sommes directes infinies). Par ailleurs, la famille des foncteurs
DM eff− (k) → A b pro-repre´sente´s par des pro-objets de la forme Mgm(E) [p] pour un
entier relatif p et une extension E/k est conservative.
Preuve : 1) Il s’agit de calculer :
lim−→
A∈Mlis(E/k)
(
Hom
DMeff− (k)
(M(Spec (A)) ,M) = H0(Spec (A) ;M)
)
ou` le dernier groupe est le groupe d’hypercohomologie du complexe M (concentre´ en
degre´s ne´gatifs) de la cate´gorie des faisceaux Nisnevich (sans transferts).
Conside´rons alors la limite inductive des suites spectrales d’hypercohomologie :
Ep,q1 = H
p((E);Hq(M′))⇒ Hp+q((E);M)
(Cette suite spectrale converge encore).
Or,Hq(M) e´tant un faisceau, la fibre en (E) de sa cohomologie en dimension supe´rieure
est nulle. Autrement dit :
Hp(E;Hq(M)) = 0 si p 6= 0.
Ainsi, la suite spectrale pre´ce´dente de´ge´ne`re et induit un isomorphisme (d’apre`s sa con-
vergence) :
H0(E;Hq(M)) ' Hq(E;M).
On obtient donc un isomorphisme canonique, pour q un entier :
Hq(M)(E) ' Hom(M(E) ,M[q]) .
2) Revenons au cas ge´ne´ral ; on calcule :
Hom(M(E) [n](p),M) = Hom(M(E) [n− p][p](p),M)
= Hom(M(E) [n− p],Hom (Z(p)[p],M))
= Hp−n(Hom (Z(p)[p],M))(E).
Or, si F est un faisceau homotopique, on calcule :
Hom
DMeff− (k)
(Z(1)[1], F ) .(E) = Hom
pro−DMeff− (k)(M(E) (1)[1], F ) .
Or, le foncteur Hom
DMeff− (k)
(., F ) est triangule´. Donc, en l’appliquant au pro-triangle
distingue´ :
M(Gm)⊗M(E)→M
(
A1
)⊗M(E)→M(E) (1)[2] +1−−→
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on obtient la suite exacte :
...→ Hom(M(E) (1)[2], F )→
Hom
(
M
(
A1
)⊗M(E) , F )→ Hom(M(Gm)⊗M(E) , F )
→ Hom(M(E) (1)[1], F )→ Hom(M(A1)⊗M(E) [−1], F ) .
Or, le dernier groupe est e´gal a`
H1(A1 × (E);F ) = H1(E;F ) = 0
et la suite se re´duit alors a` :
F (Gm × (E))→ F (A1 × (E))→ Hom(M(E) (1)[1], F )→ 0
d’ou` l’isomorphisme canonique Hom(M(E) (1)[1], F ) ' F−1(E).
Comme ceci est vrai pour tout E, on en conclut :
Hom
DMeff− (k)
(Z(1)[1], F ) ' F−1.
De`s lors, comme le foncteur .−1 est exact sur la cate´gorie HN trk , on en de´duit que le
foncteur Hom
DMeff− (k)
(Z(1)[1], .)est t-exact pour la t-structure canonique. On peut donc
conclure :
Hp−n(Hom (Z(p)[p],M))(E) = Hom (Z(p)[p],Hp−n(M)) (E)
= Hp−n(M)−p(E).
¤
9.1.3 Equivalences de cate´gories
On va en de´duire un lien entre la cate´gorie des motifs ge´ne´riques et celle des modules
homotopiques. Nous avons de´ja` introduit la cate´gorie HN tr,(0)k dans 5.1.4 ; on peut de
plus conside´rer la cate´gorie :
De´finition 9.1.5 Soient E/k une extension.
On note Ω∞(E) le pro-objet de HM trk obtenu par composition du pro-objet h0(E) avec
le foncteur canonique Ω∞Σ∞ : HN trk → HM trk .
On de´finit alors HM (0)k comme la sous-cate´gorie de HM
tr
k compose´e des objets de la
forme Ω∞(E) {n} ou` n est un entier relatif, et E/k une extension de type fini.
On rappelle qu’on a pose´ Z{1} = Z(1)[1]. De meˆme, pour tout entier naturel n, on
pose Z{n} = Z(n)[n]. On obtient alors le corollaire suivant de la proposition 9.1.3 qui
montre le lien entre l’approche de cette partie et celle de la premie`re partie :
Proposition 9.1.6 Soient E/k une extension de type fini, et n un entier relatif. Alors, le
pro-objet Ω∞(E) {n} de HM trk est naturel par rapport aux morphismes du motif ge´ne´rique
Mgm(E) (n)[n]. On en de´duit donc un foncteur canonique
DM
(0)
gm(k) → HM (0)k
Mgm(E) {n} 7→ Ω∞(E) {n}
qui est de plus une e´quivalence de cate´gorie.
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Remarque 9.1.7.– Ainsi, les notations choisies se rejoignent, comme on l’avait annonce´.
Preuve : Conside´rons E/k et L/k des extensions de type fini, et n, m des entiers relatifs.
Il s’agit donc de construire un isomorphisme compatible avec la composition
Hom
DM
(0)
gm(k)
(Mgm(E) (n)[n],Mgm(L) (m)[m])→ HomHM trk (Ω
∞(E) {n},Ω∞(L) {m}) .
Soit k ≥ max(−n,−m) un entier. On peut alors conside´rer la compose´e des isomor-
phismes suivants
Hom
DMeffgm (k)
(Mgm(E) (n+ k)[n],Mgm(L) (m+ k)[m])
−→ Hom
DMeffgm (k)
(Mgm(E) (n+ k)[n+ k],Mgm(L) (m+ k)[m+ k])
−→ Hom
DMeff− (k)
(M(E) (n+ k)[n+ k],M(L) (m+ k)[m+ k])
(1)−−→ HomHN trk
(
Sn+kt ⊗Htr h0(E) , Sm+kt ⊗Htr h0(L)
)
−→ HomHM trk (Ω
∞(E) {n+ k},Ω∞(L) {m+ k})
−→ HomHM trk (Ω
∞(E) {n},Ω∞(L) {m})
ou` l’isomorphisme (1) est obtenu particulie`rement graˆce au corollaire pre´ce´dent. Chacun
de ces morphismes est naturel par rapport a` la composition. On en de´duit donc, en
conside´rant la limite inductive sur k de ces isomorphismes, l’isomorphisme attendu. ¤
9.1.8.– On a de plus obtenu le carre´
DM
eff,(0)
gm (k)
²²
// DM
(0)
gm(k)
²²
HN tr,(0)k
// HM (0)k
ou` tous les morphismes sont mono¨ıdaux syme´triques, les morphismes verticaux sont des
e´quivalences, et les morphismes horizontaux sont pleinement fide`les.
Une conse´quence de cette proposition est donc le fait que la cate´gorie DM (0)gm(k) est
canoniquement une sous-cate´gorie pleine de la cate´gorie abe´lienne mono¨ıdale pro−HM trk .
Les motifs ge´ne´riques effectifs peuvent donc eˆtre vus comme des sous-objets de la
cate´gorie abe´lienne pro−HN trk
9.2 Morphismes et relations
9.2.1 Le foncteur canonique M (0)
On rappelle qu’on a de´fini la cate´gorie E˜k en 4.1.21. Dans cette partie, on donne une
description unifie´e des de´monstrations de la premie`re partie. Notamment, le fait que,
pour tout module homotopique F∗, Fˆ∗ est un pre´-module de cycles, se trouve re´sume´ dans
la proposition suivante :
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The´ore`me 9.2.1 Il existe un foncteur canonique
M (0) : (E˜k)op → DM (0)gm(k)
qui a` un objet (E,n) de E˜k associe le motif ge´ne´rique Mgm(E) (−n)[−n].
Le proble`me est bien suˆr de de´finir ce foncteur sur les morphismes et de ve´rifier les
relations qu’ils doivent satisfaire.
Remarque 9.2.2.– Le travail a de´ja` essentiellement e´te´ fait dans la de´monstration du
the´ore`me 6.1.1, mais l’utilisation de la cate´gorie triangule´es des motifs mixtes permet d’en
donner une description plus simple et plus naturelle (particulie`rement pour les re´sidus).
Remarquons que le foncteur qui a` un module homotopique F∗ associe le module de
cycles Fˆ∗ n’est rien d’autre que la composition du foncteur induit par F∗ sur pro−HM trk
avec le foncteur de la proposition pre´ce´dente, puisque DM (0)gm(k) ' HM (0)k .
Le foncteur que l’on vient de construire est donc en quelque sorte une re´alisation des
axiomes et relations des pre´-modules de cycles en termes ge´ome´triques dans la cate´gorie
de´rive´e des motifs mixtes. Comme nous l’avions annonce´, les donne´es d’un pre´-module de
cycles peuvent donc s’interpre´ter comme la re´alisation des morphismes de spe´cialisation
entre les motifs ge´ne´riques, que l’on interpre`te comme des «points» pour la cate´gorie
de´rive´e des motifs (i.e. ils pro-repre´sentent des foncteurs triangule´s exacts, qui commutent
aux sommes directes).
Preuve :
(donne´e D1) Tout d’abord, si ϕ : E → L est un k-morphisme entre des extensions de
type fini de k, on lui a associe´ en 2.1.37 un foncteur canonique (ϕ) : (L) → (E). On en
de´duit donc un morphisme canonique
ϕ] :Mgm(L)→Mgm(E)
en posant ϕ] =Mgm(ϕ), ce qui nous donne la donne´e D1.
La relation R1a est alors trivialement ve´rifie´e.
Pour la de´finition des autres donne´es et relations, on renvoie aux parties suivantes.
La table des matie`res de ce chapitre pre´cise l’endroit ou` chaque donne´e et chaque relation
est prouve´e. ¤
Remarque 9.2.3.– On ne perdra pas de vue que le foncteur a` construire dans la proposi-
tion pre´ce´dente est contravariant. C’est pour clarifier la situation, que l’on a choisi de noter
par un symbole ] en exposant ou en indice, les morphismes correspondant aux donne´es
D1 et D2.
9.2.2 Transferts (D2,R1b,R1c)
De´finition 9.2.4 (D2) Soient E/k et L/k des extensions de type fini, et ϕ : E → L un
morphisme fini.
On pose alors ϕ] =Mgm
(
t(ϕ)
)
:Mgm(E)→Mgm(L)
ou` t(ϕ) : [L]→ [E] est le morphisme de pro−Lcor,k de´fini en 5.3.17.
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On en de´duit imme´diatement la formule de projection suivante :
Proposition 9.2.5 Soient ϕ : K → E un morphisme fini et ψ : K → L un morphisme
quelconque ou` K/k, E/k et L/k sont des extensions de type fini.
On note E ⊗K L(0) les ide´aux maximaux de la k-alge`bre artinienne E ⊗K L. Si z est
un ide´al maximal de E ⊗K L, on note κ(z) l’extension de k quotient E ⊗K L/z qui est le
but des morphismes suivants
κ(z) E
ψzoo
L
ϕz
OO
K.
ϕ
OO
ψ
oo
Alors, dans DM (0)gm(k),
ϕ]ψ
] =
∑
z∈(E⊗KL)(0)
lg(E ⊗K L)z.(ψz)](ϕz)].
Preuve : C’est un corollaire de la proposition 8.1.1 en conside´rant un k-mode`le
f : Y → X du morphisme fini ϕ et un k-mode`le g : Z → X du morphisme ψ tels que
(Z ×X Y )red soit lisse sur k. ¤
On obtient une formule plus simple dans le cas particulier suivant :
Corollaire 9.2.6 Soient ϕ : K → E un morphisme fini et ψ : K → L un morphisme fini
et normal ou` K/k, E/k et L/k sont des extensions de type fini.
Alors,
ψ]ϕ
](ρ) = [E : K]i
∑
j∈HomK(E,L)
j](ρ)
ou` [E : K]i de´signe le degre´ d’inse´parabilite´ de E/K.
Ce corollaire se de´duit de la proposition pre´ce´dente, ou meˆme plus directement du qua-
trie`me point de 5.5.8.
9.2.3 Diagonale et cup-produit
Conside´rons une extension E/k. Le morphisme diagonal Spec (E)→ Spec (E)×k Spec (E)
induit un morphisme dans pro−DM effgm (k)
∆E :Mgm(E)→Mgm(E)⊗Mgm(E)
(puisqu’il correspond a` un morphisme sur les pro-objets).
Comme dans la de´finition 8.1.4, on en de´duit un cup-produit externe sur les morphismes
de source Mgm(E) (c’est encore la ge´ne´ralisation du cup-produit de la de´finition 2.2.21) :
De´finition 9.2.7 Soient E/k, L/k et K : k des extensions de type fini.
Soit α : Mgm(E)→ Mgm(K) {p} et β : Mgm(E)→ Mgm(L) {q} des morphismes dans
DM
(0)
gm(k).
On de´finit le cup-produit de α par β sur E comme le morphisme dans
Hompro−HN trk (Mgm(E) ,Mgm(K)⊗Mgm(L) {p+ q})
suivant : α `E β = (α⊗ β) ◦∆E.
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Remarque 9.2.8.– On rappelle qu’on a pose´ Z{p} = Z(p)[p].
Puisque la permutation des facteurs sur Z{1}⊗Z{1} est e´gale a` (−1).Id, on en de´duit
α `E β = −β `E α.
Avec cette notation, on obtient de plus la formule de projection suivante :
Proposition 9.2.9 Soit E/k et L/k des extensions, et ϕ : E → L un k-morphisme fini.
Alors,
(ϕ] `L 1L) ◦ ϕ] = 1E `E (ϕ])
comme e´le´ment de
Hom
pro−DMeffgm (k)(Mgm(E) ,Mgm(E)⊗Mgm(L)) .
Preuve : Cette proposition re´sulte de la proposition 8.1.8 en conside´rant un k-mode`le du
morphisme ϕ (cf 5.3.15). ¤
9.2.4 K-the´orie (D3,R2a,R2b,R2c)
On a de´ja` vu dans la sous-section 8.4.3.1 que l’on dispose d’un triangle distingue´ canonique
Z→Mgm(Gm) ρ−→ Z{1} +1−−→
Par de´finition du produit tensoriel de DM effgm (k), on en de´duit donc un triangle distin-
gue´ dans DM effgm (k)
n⊕
i=1
Mgm
(
Gn−1m
)→Mgm(Gnm) ρn−→ Z{n} +1−−→
ou` le premier morphisme est la somme des morphismes induits par les n immersions ferme´es
consistant a` fixer une des coordonne´es a` 1.
Conside´rons x = (x1, ..., xn) un e´le´ment de (E×)n, ou` n ∈ N. Il correspond a` un unique
morphisme Spec (E) → Gnm que l’on peut voir aussi comme un morphisme de pro-objets
(E)→ Gnm, encore note´ x.
On en de´duit le morphisme αx suivant dans pro−DM effgm (k)
Mgm(E)
Mgm(x)−−−−−→Mgm(Gnm) ρn−→ Z{n}.
On obtient ainsi une application
(E×)⊗,n → Hom
DM
(0)
gm(k)
(Mgm(E) ,Z{n}) , x 7→ αx
puisqu’on ve´rifie que αx de´pend multi-line´airement de x.
Par ailleurs, si x ∈ (E×)⊗,n et y ∈ (E×)⊗,m, par de´finition du cup-produit, on obtient
αx⊗y = αx `E αy.
On a donc de´finit un morphisme d’alge`bre
S(E×)→ Hom
DM
(0)
gm(k)
(Mgm(E) ,Z{∗}) .
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Proposition 9.2.10 Le morphisme d’alge`bre de´finit ci-dessus se factorise et induit un
isomorphisme
KM∗ (E)
α−→ Hom
DM
(0)
gm(k)
(Mgm(E) ,Z{∗}) .
Preuve : D’apre`s la proposition 9.1.3, on a un isomorphisme canonique
Hom
DM
(0)
gm(k)
(Mgm(E) ,Z{∗})→ S∗t (E)
induit par le morphisme canonique Z{∗} → H0(Z{∗}). Donc, la proposition n’est qu’une
reformulation du the´ore`me 5.5.10 (compte tenu du lemme 5.5.7 pour la forme pre´cise de
l’isomorphisme). ¤
De`s lors, la donne´e D3 s’en de´duit facilement :
De´finition 9.2.11 (D3) Soient E/k une extension de type fini, n un entier naturel et
x ∈ KMn (E). On conside`re αx : Mgm(E) → Z{n} le morphisme associe´ a` x par la
proposition suivante.
On pose alors :
γx = αx `E 1E .
On en de´duit la proposition suivante :
Lemme 9.2.12 Soient E/k, L/k des extensions de type fini, et ϕ : E → L un k-
morphisme. Alors, pour tout x ∈ KM∗ (E) et tout y ∈ KM∗ (L),
R2a: γx ◦ ϕ] = ϕ] ◦ γ(ϕ∗x)
R2b: Si ϕ est fini, γ(ϕ∗x) ◦ ϕ] = ϕ] ◦ γx
R2c: Si ϕ est fini, ϕ] ◦ γy ◦ ϕ] = γϕ∗y
Dans ces formules, ϕ∗x de´signe l’image directe de x dans KM∗ (L) et ϕ∗y la norme de y
dans KM∗ (E).
Preuve : Tout d’abord, notons que par de´finition, αϕ∗x = αx ◦ ϕ]. Par ailleurs, d’apre`s
le lemme 5.5.15, on a aussi αϕ∗y = αy ◦ ϕ].
De`s lors, la proprie´te´ (R2a) re´sulte de la deuxie`me proprie´te´ du lemme 8.1.7. Les deux
autres proprie´te´s re´sultent de la proposition 8.1.8. ¤
9.2.5 Re´sidu (D4,R3a,b,c,d,e)
Soient E/k une extension de type fini, et v une valuation sur E nulle sur k. Conside´rons
Ov l’anneau de valuation de v. Il est re´gulier (puisque c’est un anneau de valuation) et
essentiellement de type fini (puisque E/k est de type fini), donc c’est un anneau local
essentiellement lisse sur k.
D’apre`s la proposition 5.4.53, il admet donc un k-mode`le strict (X, s). Soit Z
l’adhe´rence re´duite de s dans X. On a donc d’une paire ferme´e (X,Z) telle que Z est lisse
sur k. On lui a associe´ un triangle de Gysin
Mgm(Z) {1} ∂X,Z−−−→Mgm(X − Z) Mgm(j)−−−−→Mgm(X) +1−−→
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Par ailleurs, d’apre`s le the´ore`me 8.4.7, ce triangle est naturel par rapport aux ouverts de
X. On en de´duit donc en conside´rant le syste`me cofiltrant des voisinages ouverts de s
dans X le pro-triangle distingue´
Mgm(Zs) {1} ∂Xs,Zs−−−−→Mgm(Xs − Zs) Mgm(js)−−−−−→Mgm(Xs) +1−−→
Puisque (X, s) est un mode`le de Ov, le morphisme s : Spec (Ov) → X induit un iso-
morphisme de pro-objet (s) : (Ov) → Xs ; on en de´duit donc un pro-triangle distingue´
isomorphe au pre´ce´dent
Mgm(κ(v)) {1}
∂′Xs,Zs−−−−→Mgm(E) i
]−→Mgm(Ov) +1−−→
ou` E (resp. κ(v)) est le corps des fractions (resp. re´siduel) de v, et i : Ov → E est le
morphisme d’inclusion canonique.
De`s lors, il re´sulte du the´ore`me 8.4.7, suivant la de´marche de 5.4.55, que le morphisme
∂′Xs,Zs ainsi de´fini ne de´pend pas du mode`le choisi. D’ou` la de´finition suivante :
De´finition 9.2.13 (D4) Soient E/k une extension de type fini, et v une valuation de E
nulle sur k.
On de´finit un morphisme re´sidu associe´ a` v, note´ ∂v, en conside´rant un k-mode`le
strict (X, s) de l’anneau de valuation de v et en posant avec les notations pre´ce´dentes
∂v = ∂′(Xs,Zs).
Remarque 9.2.14.– On dispose donc d’un pro-triangle distingue´
Mgm(κ(v)) {1} ∂v−→Mgm(E) i
]−→Mgm(Ov) +1−−→ (9.1)
On en de´duit tout d’abord les relations suivantes qui concernent le re´sidu et les donne´es
D1,D2 :
Lemme 9.2.15 Soient E/k une extension de type fini, et v une valuation sur E nulle sur
k.
R3a: Soit L/k une extension de type fini, et ϕ : L→ E un k-morphisme tel que v est nul
sur E. Alors,
ϕ] ◦ ∂v = 0.
R3b: Soient L/k une extension de type fini, et ϕ : L→ E un k-morphisme tel que v|L× =
e.w ou` w est une valuation sur L, et e > 0 un entier. Alors,
ϕ] ◦ ∂v = e.∂w{1} ◦ ϕ¯]
ou` ϕ¯ : κ(w)→ κ(v) est le morphisme induit.
R3c: Soient L/k une extension de type fini, et ϕ : E → L un k-morphisme fini. On
note (wi)i=1,...,n les valuations sur L qui prolongent v (avec un indice de ramification
e´ventuel), et ϕ¯i : κ(wi)→ κ(v) les morphismes induits sur les corps re´siduels. Alors,
ϕ] ◦ ∂v =
n∑
i=1
∂wi ◦ (1S1t ⊗
Htr (ϕ¯i)]).
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Preuve : Compte tenu du triangle (9.1) La premie`re relation est e´vidente puisque ϕ se
factorise par le morphisme i : Ov → E.
Pour la deuxie`me relation, on conside`re (X, s) et (Y, t) des mode`les respectifs de (L,w)
et (E, v) ; on note Z (resp. T ) l’adhe´rence re´duite de s dans X (resp. t dans Y ). Quitte a`
re´duire X et Y , le morphisme ϕ correspond a` un morphisme f : Y → X tel que f(t) = s
; il induit un morphisme quasi-carte´sien f : (Y, T ) → (X,Z). Quitte a` re´duire X et Y ,
ce morphisme est quasi-carte´sien est exact d’ordre e ; le the´ore`me 8.4.10 permet donc de
conclure.
Pour la dernie`re relation, on proce`de de meˆme en imposant de plus que f est fini
(graˆce au lemme 5.3.8). C’est alors la proposition 8.4.12 qui permet de conclure. ¤
Par ailleurs, on obtient finalement les deux dernie`res relations :
Lemme 9.2.16 Soient E/k une extension de type fini, et v une valuation sur E nulle sur
k.
R3d: Soient pi une uniformisante de v, L/k une extension de type fini, et ϕ : L → E
un k-morphisme tel que v est nul sur L. Alors, si ϕ¯ : L → κ(v) de´signe l’unique
morphisme induit par ϕ,
(ϕ]{1}) ◦ γ{−pi} ◦ ∂v = ϕ¯]{1}.
R3e: Pour tout u ∈ E tel que v(u) = 0, notant u¯ la classe de u dans le corps re´siduel de
v,
γ{u} ◦ ∂v = −(∂v ◦ γ{u}){1}
ou` ϕ¯ : κ(w)→ κ(v) est le morphisme induit.
Preuve : On fixe (X, s) un k-mode`le strict de (E, v), de point ge´ne´rique x, et on note Z
l’adhe´rence re´duite de s dans X.
Pour la premie`re relation, on conside`re un mode`le (Y, y) de L/k. Quitte a` re´duire X
au voisinage de s et Y , il existe un morphisme f : X → Y qui est un k-mode`le de ϕ.
Alors, le morphisme g = f |Z est un k-mode`le de ϕ¯. Quitte a` re´duire a` nouveau X au
voisinage de s, (−pi) correspond a` une fonction re´gulie`re pi : X → A1k et l’on peut supposer
qu’elle parame´trise Z dans X. De`s lors, il ne reste plus qu’a` appliquer la proposition
8.4.15 a` la paire ferme´e (X,Z) et a` la fonction pi ; en composant la relation que donne
cette proposition avec f a` gauche, et en conside´rant la pseudo-limite projective de ces
relations suivant les voisinages de s dans X, on obtient la relation attendue.
Pour la deuxie`me relation, on suppose cette fois que u se rele`ve en une fonction re´gulie`re
u : X → Gm. On peut alors conside´rer le diagramme commutatif suivant :
Z{1} ⊗M(Z) ∂X,Z //
²²
(1)
M(X − Z)
²²
Z{1} ⊗M(GmZ)
²
²²
(2)
(−1).1⊗ρ⊗1
&&
∂GmX,GmZ //M(Gm(X − Z))
²²
M(Gm)⊗ Z{1} ⊗M(Z)
ρ⊗1⊗1
²²
1Gm⊗∂X,Z //M(Gm)⊗M(X − Z)
ρ⊗1
²²
Z{1} ⊗ Z{1} ⊗M(Z) ∂X,Z{1} // Z{1} ⊗M(X − Z) .
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La partie (1) est commutative d’apre`s le the´ore`me 8.4.7. Pour la portion (2), on a note´
² l’isomorphisme de permutation des facteurs, et on a applique´ la proposition 8.4.17. Le
signe re´sulte du fait que la permutation des facteurs sur Z{1} ⊗ Z{1} est e´gale a` −1 (et
du fait que Z{1} est facteur direct de M(Gm). En conside´rant la pseudo-limite projective
par rapport aux voisinages ouverts de s dans X, on obtient la relation attendue. ¤
9.2.17.– Ceci conclut donc la de´monstration du the´ore`me 9.2.1. Signalons qu’on obtient
donc une preuve le´ge`rement diffe´rente du fait qu’un module homotopique induit de manie`re
canonique un pre´-module de cycles (compte tenu de l’e´quivalence de cate´gorieDM (0)gm(k)→
HM (0)k ).
9.3 Applications
9.3.1 Extensions transcendantes pures
9.3.1.1 De´composition canonique
Proposition 9.3.1 Soient E/k et L/k deux extensions de type fini, et ϕ : L → E un
morphisme tel que l’extension E/L soit transcendante pure.
Alors, le morphisme ϕ] :Mgm(E)→Mgm(L) admet une section dans DM (0)gm(k).
Preuve : D’apre`s 9.1.8, on se rame`ne a` montrer que le morphisme
h0(ϕ) : h0(E)→ h0(L)
est scinde´ (i.e. on se rame`ne a` la cate´gorie HN trk au lieu de DM
eff
gm (k) pour conside´rer
nos pro-objets).
On commence par le cas ou` E = k. Mais alors, c’est un corollaire de la proposition
3.2.2, puisque h0(ϕ) est l’image par le foncteur piLcor,k → HN trk du morphisme de pro-
objets [ϕ].
Le cas ge´ne´ral en re´sulte ; conside´rons i : k → E et j : k → L les morphismes
structuraux des extensions conside´re´es. D’apre`s le cas traite´ pre´ce´demment, le morphisme
h0(j) admet une section σ. Mais alors, σ ◦ h0(i) est une section de h0(ϕ). ¤
Proposition 9.3.2 Soit L/k une extension finie. On note ϕ : L → L(t) le morphisme
d’inclusion canonique.
1. Soit x un point ferme´ de A1k, et notons κ(x) son corps re´siduel. L’anneau artinien
κ(x)⊗k L est re´duit, et l’on a
h0(κ(x)⊗k L) =
⊕
z∈Spec(κ(x)⊗kL)
h0((κ(x)⊗k L)z) .
Par ailleurs, pour tout ide´al maximal z de κ(x)⊗kL, il existe une valuation canonique
sur L(t), nulle sur k, de corps re´siduel (κ(x)⊗k L)z que l’on note vx,z.
On en de´duit donc un morphisme canonique
∂x : S1t ⊗Htr h0(κ(x)⊗k L)→ h0(L(t))
avec ∂x =
∑
z∈Spec(κ(x)⊗kL)
∂vx,z .
290 CHAPTER 9. CATE´GORIE DES MOTIFS GE´NE´RIQUES
2. Le morphisme
∂L(t)/L =
∑
x∈(A1k)(0)
∂x :
⊕
x
S1t ⊗Htr h0(κ(x)⊗k L)→ h0(L(t))
s’inscrit dans la suite exacte courte scinde´e :
0→
⊕
x
S1t ⊗Htr h0(κ(x)⊗k L)
∂L(t)/L−−−−→ h0(L(t)) ϕ
]
−→ h0(L)→ 0.
Ainsi, on obtient un isomorphisme
h0(L(t)) ' h0(L)⊕
⊕
K/k
S1t ⊗Htr h0(K ⊗k L)
ou` la somme parcourt les extension finies de k dans une cloˆture alge´brique fixe´e.
Preuve : 1. Soit x un point ferme´ de A1k. Comme k est parfait, il s’ensuit que la k-alge`bre
κ(x)⊗k L est se´parable, donc re´duite. Ainsi,
κ(x)⊗k L =
∏
z
(κ(x)⊗k L)z
ou` z parcourt les ide´aux maximaux de κ(x) ⊗k L, et (κ(x) ⊗k L)z est un corps. Par
ailleurs, Spec ((κ(x)⊗k L)z) est un point ferme´ de codimension 1 dans A1L, et correspond
donc a` une valuation vx,z sur le corps des fonctions de A1L, soit L(t).
2. On fixe un k-mode`le X de L.
Soit V un ouvert non vide de X. Soient F un ferme´ de A1k, et U son ouvert comple´-
mentaire. On peut conside´rer le triangle de Gysin suivant
M
(
A1V , FV
)
[−1] ∂F,V−−−→M(U ×k V )→M
(
A1V
) +1−−→
Or, F = unionsqx∈FSpec (κ(x)) ; par additivite´, on a donc un isomorphisme canonique
M
(
A1V , FV
) ∼−→⊕
x∈F
M
(
A1V , κ(x)⊗k V
)
obtenu comme la somme des morphismes induits par les immersions ouvertes de paires
(A1V /A1V − FV )→ (A1V /A1V − κ(x)⊗k V ).
Si maintenant F ′ ⊂ F ⊂ A1k sont des ferme´s emboˆıte´s, de comple´mentaires respectifs U ′
et U , on peut conside´rer l’immersion ouverte U
j−→ U ′. De`s lors, on obtient un morphisme
de triangle distingue´
⊕
x∈F M
(
A1V , κ(x)⊗k V
)
[−1] ∂F,V //
pF
′
F ²²
M(U ×k V ) //
j×k1
²²
M
(
A1k ×k V
)+1 //
⊕
x′∈F ′M
(
A1V , κ(x′)⊗k V
)
[−1] ∂F ′,V//M(U ′ ×k V ) //M
(
A1k ×k V
)+1 //
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ou` le morphisme pF
′
F est simplement le morphisme de projection canonique compte tenu
de la forme pre´cise de l’isomorphisme ci-dessus.
Comme enfin κ(x)/k est e´tale, le the´ore`me de purete´ 8.2.16 et l’isomorphisme de 8.3.24
impliquent M
(
A1V , κ(x)⊗k V
) 'M(κ(x)⊗k V ) (1)[2] par un isomorphisme canonique.
On peut maintenant prendre la limite projective des triangles distingue´s ci-dessus par
rapport aux ferme´s de A1k selon les morphismes de transition explicite´s. On peut en meˆme
temps prendre la limite projective selon les ouverts V de A1k par fonctorialite´ (on peut
appliquer 8.4.7 puisque les morphismes de transition sont des immersions ouvertes). On
obtient donc un pro-triangle distingue´
∏˜
x∈(A1k)(0)
M(κ(x)⊗k (L)) (1)[1]
∂′
L(t)/L−−−−→M(L(t)) M(ϕ)−−−→M(L) +1−−→
On peut alors conside´rer la suite exacte longue de cohomologie associe´e a` ce pro-triangle
distingue´ de complexes. Comme H−1(M(L)) = 0, on obtient donc une suite exacte longue
dans pro−HN trk :
0→
∏˜
x∈(A1k)(0)
S1t ⊗Htr h0(κ(x)⊗k (L))
∂L(t)/L−−−−→ h0(L(t)) ϕ
]
−→ h0(L)
→ ...
On remarque tout d’abord que pour tout point ferme´ x de A1k, pour tout point z dans
Spec (κ(x)⊗k L), (A1X , z) est un k-mode`le pour la valuation vx,z. On en de´duit que le
morphisme ∂L(t)/L a bien la forme attendue.
Cela conclut, d’apre`s la proposition pre´ce´dente. ¤
9.3.3.– Pour L/k une extension de type fini, on note E(L) l’ensemble des couples (x, z)
ou` x est un point ferme´ de A1k, et z un point de Spec (κ(x)⊗k L) ; pour un tel couple,
on note κ(x, z) le corps re´siduel de z, et v(x,z) la valuation sur L(t) qui lui est attache´e
d’apre`s la proposition pre´ce´dente. On reformule alors cette proposition comme suit :
Corollaire 9.3.4 Soient L/k une extension de type fini, et ϕ : L → L(t) l’injection
canonique.
Avec les notations pre´ce´dentes, il existe alors un isomorphisme canonique dans
pro−DM effgm (k)
M(L(t)) 'M(L)⊕
⊕
(x,z)∈E(L)
M(κ(x, z)) {1}.
Pre´cisons que le morphisme de projection M(L(t)) → M(L) est le morphisme ϕ],
et pour tout couple (x, z), le morphisme d’injection M(κ(x, z)) {1} → M(L(t)) est le
morphisme re´sidu ∂v(x,z) .
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9.3.1.2 Re´duction de la conjecture de Beilinson-Soule´
On montre comment exploiter le corollaire de la sous-section pre´ce´dente pour de´duire
du the´ore`me de simplification de Voevodsky la re´duction suivante de la conjecture de
Beilinson-Soule´ (que l’on rappelle) :
Proposition 9.3.5 Les conditions suivantes sont e´quivalentes :
1. (conjecture de Beilinson-Soule´) Pour tout sche´ma alge´brique lisse X, pour tout
couple d’entiers naturels (n,m) tel que m > 0,
H−m(X;Z(n)) = Hom
DMeffgm (k)
(Mgm(X) ,Z(n)[−m]) = 0.
2. Pour toute extension de type fini E/k, pour tout couple d’entiers naturels (n,m) tel
que m > 0,
Hom
pro−DMeffgm (k)(Mgm(E) ,Z(n)[−m]) = 0.
3. Pour toute extension de type fini E/k, pour tout entier naturel n,
Hom
pro−DMeffgm (k)(Mgm(E) ,Z(n)[−1]) = 0.
Preuve : Le fait que 1⇒ 3 est e´vident.
2 ⇒ 1 : Pour calculer Hom
DMeffgm (k)
(Mgm(X) ,Z(n)[m]) = Hm(X;Z(n)), on utilise la
suite spectrale d’hypercohomologie
Ep,q2 = H
p
(
X;Hq(Z(n))
)⇒ Hp+q(X;Z(n)).
Le groupe Ep,q2 est nul si p < 0.
Soit p un entier naturel, et q un entier relatif. D’apre`s le the´ore`me 4.37 de [FSV00c],
le groupe Hp
(
X;Hq(Z(n))
)
est e´gal au p-ie`me groupe de cohomologie du complexe
...→
⊕
x∈X(p−1)
Hq(Z(n))−(p−1)(κ(x))→
⊕
y∈X(p)
Hq(Z(n))−p(κ(y))→ ...
ou` le groupe correspondant aux points dansX(p) est place´ en degre´ p (on peut aussi de´duire
cela de notre corollaire 6.2.3 en utilisant le the´ore`me de simplification de Voevodsky).
Or, d’apre`s le the´ore`me de simplification de Voevodsky,
Hq(Z(n))−p(κ(y)) ' Hompro−DMeffgm (k)(M(κ(y)) (p)[p],Z(n)[q])
' Hom
pro−DMeffgm (k)(Mgm(κ(y)) ,Z(n− p)[q − p]) .
Comme p est positif, l’hypothe`se 2 entraˆıne que ce groupe est nul de`s que q < 0. Il re´sulte
donc de l’hypothe`se 2 que Ep,q2 est nul si p < 0 ou q < 0. Cela entraˆıne donc, puisque
la suite spectrale converge, que tous les gradue´s de Hm(X;Z(n)) sont nuls si m < 0, et
donc Hm(X;Z(n)) est lui-meˆme nul.
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Dans ce raisonnement, il n’y a donc rien de nouveau. Par contre l’implication 3 ⇒ 2
re´sulte du corollaire pre´ce´dent : montrons en effet par re´currence sur l’entier m > 0 la
proprie´te´ suivante de m
P (m) :
{
∀E/k de type fini, ∀n ∈ N
Hom
pro−DMeffgm (k)(Mgm(E) ,Z(n)[−m]) = 0.
L’hypothe`se 3 correspond justement a` P (1). On montre P (m)⇒ P (m+ 1). Soit E/k
une extension quelconque. Alors, d’apre`s l’hypothe`se de re´currence, pour tout n ∈ Z,
Hompro−DMgm(k)(Mgm(E(t)) ,Z(n)[−m]) = 0.
Or, d’apre`s le corollaire pre´ce´dent, si l’on conside`re le point ferme´ 0 de A1k, le motif
ge´ne´rique Mgm(E) {1} est un facteur direct de Mgm(E(t)).
Il en re´sulte que pour tout n ∈ Z,
Hom
pro−DMeffgm (k)(Mgm(E) {1},Z(n)[−m]) = 0.
Or, a` nouveau graˆce au the´ore`me de simplification de Voevodsky,
Hom
pro−DMeffgm (k)(Mgm(E) {1},Z(n)[−m])
' Hom
pro−DMeffgm (k)(Mgm(E) ,Z(n− 1)[−m− 1]) .
Ceci permet de conclure que P (m+ 1) est vraie. Cela termine la de´monstration. ¤
Remarque 9.3.6.– De la meˆme manie`re, on montre que si
∀E/k de type fini, ∀n ∈ N
Hom
pro−DMeffgm (k)(Mgm(E) ,Z(n)) = 0,
alors, la condition 3 de l’e´nonce´ pre´ce´dent est ve´rifie´e. Cette condition (un peu plus forte
donc) nous semble plus naturelle que la pre´ce´dente, et l’on pose la question de savoir si
elle est vraie.
Remarque 9.3.7.– On voit plus ge´ne´ralement que les groupes
Hom
pro−DMeffgm (k)(Mgm(E) ,Z(n)[m]) = 0, pour E/k une extension de type fini vari-
able, s’organisent de la manie`re suivante :
294 CHAPTER 9. CATE´GORIE DES MOTIFS GE´NE´RIQUES
6
-• n
m
¡
¡
¡
¡
¡
¡
¡
¡
¡¡
¢
¢
¢
¢
¢
¢
¢
¢
¢
¢
¢
−1
KM∗
0
0
0
¡
¡
¡
¡
¡
¡
¡
¡
¡¡qr
M (r)
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
AA
Dans ce graphique les 0 indiquent les parties dont on sait qu’elles sont nulles.
Les e´le´ments situe´s sur la droite de´signe´e M (r) dans ce graphique s’organisent dans le
module de cycles qui a` une extension de type fini E/k associe⊕
l∈Z
Hompro−DMgm(k)(Mgm(E) ,Z(l + r)[l]) .
Il en re´sulte que M (0) est e´gal a` la K-the´orie de Milnor. Par ailleurs, pour tout couple
d’entiers (r, s), on dispose d’un accouplement (cf de´finition 4.2.41) canonique de modules
de cycles
M (r) ×M (s) →M (r+s).
La conjecture de Beilinson-Soule´ signifie donc que la partie hachure´e du dessin est
nulle.
On a obtenu dans la de´monstration de la proposition pre´ce´dente que si dans ce
graphique, il y a un 0 en coordonne´e (n,m), il y a des 0 partout sur la demi-droite
(n + l,m + l) pour l ≥ 0 (ce qui se reformule encore en disant que si un module de cycle
est nul en un certain degre´, il est nul pour tous les degre´s en dessous, re´duisant ainsi la
conjecture a` l’annulation des groupes situe´s sur la droite m = −1.
B. Kahn nous a signale´ que l’on conjecture meˆme l’annulation des groupes situe´s sur
la demi-droite m = 0 et n > 0. L’argument que nous avons de´gage´ montre que cette
annulation entraˆıne la conjecture de Beilinson-Soule´. Par ailleurs, les meˆmes me´thodes
montrent que cette conjecture est implique´e par la conjecture de «rigidite´» suivante que
nous avons apprise de B.Kahn :
Conjecture de rigidite´ : Pour tout corps E de corps des constantes E0, pour tout
entier n > 1, le morphisme canonique
H1(E0;Z(n))→ H1(E;Z(n))
est un isomorphisme.
9.3. APPLICATIONS 295
9.3.2 Le foncteur M (0) est-il plein ?
Dans ce chapitre nous avons essaye´ de montrer en quoi l’e´tude du foncteur construit dans
la de´monstration du the´ore`me 9.2.1 peut se re´ve´ler inte´ressante.
Plus exactement, on pose la question de savoir s’il est plein, la fide´lite´ nous semblant
encore plus de´licate. Nous n’obtenons que de maigres re´ponses, qui se pre´cisent un peu si
l’on ne´glige la partie de torsion.
9.3.2.1 Conse´quences
Cette sous-sous-section nous sert de motivation pour la question formule´e dans le titre de
la sous-section dans laquelle on se trouve. Commenc¸ons par la proposition suivante :
Proposition 9.3.8 Les conditions suivantes sont e´quivalentes :
1. Pour tout sche´ma alge´brique lisse X de dimension n, pour toute extension de type
fini L/k et pour tout p > n,
Hom
DMeffgm (k)
(Mgm(L) {p},Mgm(X)) = 0.
2. Pour toute extension de type fini E/k de degre´ de transcendance n, pour toute ex-
tension de type fini L/k et pour tout p > n,
Hom
DMeffgm (k)
(Mgm(L) {p},Mgm(E)) = 0.
3. Pour tout sche´ma alge´brique lisse X de dimension n,
h0(X)−(n+1) = 0.
Ces conditions sont encore implique´es par la condition suivante :
Le foncteur M (0) du the´ore`me 9.2.1 est plein.
Preuve : En effet, d’apre`s la proposition 9.1.3, on a un isomorphisme canonique
Hom
DMeffgm (k)
(Mgm(L) {p},Mgm(X)) ' h0(X)−p (L).
Donc le fait que 1 et 3 sont e´quivalentes re´sulte de la proposition 3.3.4.
Puisqu’il est e´vident que 1 implique 2, il nous reste a` montrer 2⇒ 3. Soit X un sche´ma
alge´brique lisse de dimension n que l’on peut supposer connexe. D’apre`s la condition 2,
Hompro−HN trk
(
Sn+1t ⊗Htr h0(L) , h0(κ(X))
)
= 0
ou` κ(X) est le corps re´siduel de X. Si x de´signe le point ge´ne´rique de X, cette condition
e´quivaut a`
Hompro−HN trk
(
Sn+1t ⊗Htr h0(L) , h0(Xx)
)
= 0.
Il nous suffit pour conclure d’appliquer le lemme suivant :
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Lemme 9.3.9 Soit X un sche´ma alge´brique lisse connexe, de point ge´ne´rique x. Alors,
pour tout entier naturel r, pour toute extension L/k de type fini, le morphisme suivant,
induit par la projection canonique Xx → X, est un e´pimorphisme
Hompro−HN trk
(
Srt ⊗Htr h0(L) , h0(Xx)
)→ Hompro−HN trk (Srt ⊗Htr h0(L) , h0(X)) .
Preuve : Il s’agit de de´montrer que le morphisme
lim←−
U⊂X
h0(U)−r (L)→ h0(X)−r (L)
ou` la limite projective parcourt l’ensemble cofiltrant des ouverts non vides de X, est un
e´pimorphisme.
Soient U et V des ouverts non vides de X tels que U ⊂ V . La proposition 3.3.3
applique´e a` l’immersion ouverte U ⊂ V signifie exactement que le morphisme
h0(U)→ h0(V )
est un e´pimorphisme dans la cate´gorie des faisceaux homotopiques.
Puisque le foncteur HomHN trk
(
Srt ⊗Htr h0(L) , .
)
est exact (cf 3.3.4 et 3.4.5), on en
de´duit que le morphisme
h0(U)−r (L)→ h0(V )−r (L)
est un e´pimorphisme.
Puisque X est de type fini, il admet une base de´nombrable d’ouverts. Il existe donc
une suite de´croissante d’ouverts non vides (Un)n∈N tels que Xx = lim←−
n∈N
Un. On peut
supposer U0 = X ; le lemme re´sulte alors du fait que tous les morphismes de transition
du syste`me projectif de´nombrable (h0(Un))n∈N sont des e´pimorphismes. ¤
On a donc montre´ l’e´quivalence des trois conditions. Alors, la dernie`re condition
implique que pour toutes extensions de type fini E/k, L/k et pour tout entier naturel
p, le morphisme canonique
HomE˜k((L, p), (E, 0))→ HomDMeff,(0)gm (k)(Mgm(L) {p},Mgm(E))
est surjectif.
Soit n le degre´ de transcendance sur k de E, et supposons que p > n. D’apre`s le lemme
4.1.24, tout e´le´ment non nul de HomE˜k((L, p), (E, 0)) s’e´crit sous la forme
ψ∗ ◦ γx ◦ ϕ∗ ◦ (∂vr ◦ ... ◦ ∂v1) ◦ γy
ou` x et y sont de degre´s respectifs n′ et m. On a de`s lors l’e´quation m+n′−r = −p, ce qui
implique que r > n. On a donc une suite de corps (E1, ..., Er) telle que Ei+1 est le corps
re´siduel d’une valuation sur Ei/k, et E1 = E. Il en re´sulte que le degre´ de transcendance
de Er sur k est n− r, ce qui est impossible.
Ainsi, HomE˜k((L, p), (E, 0)) est nul ; la dernie`re condition entraˆıne donc la condition
2 de l’e´nonce´. ¤
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Remarque 9.3.10.– On a montre´ dans le lemme cle´ de cette de´monstration que pour
tout sche´ma alge´brique lisse et connexe X de point ge´ne´rique x, le pro-objet h0(Xx) de
HN trk ve´rifie la condition de Mittag-Leﬄer.
9.3.11.– Pour le corollaire suivant, on introduit la de´finition
De´finition 9.3.12 Soit F∗ un module homotopique.
On dit que F∗ est de type fini si et seulement si il existe un e´pimorphisme de modules
homotopiques
n⊕
i=1
S∗t (Xi)→ F∗
pour Xi des sche´mas alge´briques lisses, ayant note´ S∗t (Xi) le module homotopique associe´
a` h0(Xi) (cf proposition 6.3.10).
Cette de´finition nous permet d’e´noncer le corollaire suivant :
Corollaire 9.3.13 Supposons que M (0) est plein.
Soit (F∗, ²) un module homotopique.
Alors, si F∗ est de type fini dans la cate´gorie abe´lienne HM trk , il existe un entier relatif
N tel que pour tout n < N , Fn est nul.
Remarque 9.3.14.– D’apre`s l’e´quivalence de cate´gories obtenue dans la premie`re partie
(cf 6.1.1), on en de´duit donc que si M (0) est plein, un module de cycles M de type fini
dans la cate´gorie des modules de cycles est ne´cessairement borne´ infe´rieurement.
9.3.2.2 Quelques re´sultats partiels
Le proble`me de savoir si le foncteur M (0) est plein se reformule en la question suivante :
Pour toutes extensions de type fini E/k, L/k, et pour tout couple d’entiers relatifs
(p, q), le morphisme construit dans la de´monstration du the´ore`me 9.2.1
HomE˜k((L, p), (E, q))→ HomDM(0)gm(k)(Mgm(L) {p},Mgm(E) {q})
est-il surjectif ?
Or, les foncteurs
E˜k → E˜k DM (0)gm(k) → DM (0)gm(k)
(E, p) 7→ (E, p+ 1) Mgm(E) {p} 7→ Mgm(E) {p+ 1}
sont pleinement fide`les. Pour le premier, c’est e´vident, et pour le deuxie`me, cela re´sulte
du the´ore`me 4.10 de [Voe02].
Ainsi, il suffit d’e´tudier le morphisme ci-dessus dans les deux cas suivants :
1. p = 0 et q ≥ 0.
2. q = 0 et p ≥ 0.
Comme annonce´, nous n’avons pu obtenir que des re´sultats partiels. Rappelons tout
d’abord que la proposition 3.4.8, a pour corollaire le lemme :
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Lemme 9.3.15 Soient E/k et L/k des extensions telles que E/k est alge´brique.
Alors, pour tout p > 0,
Hom
DM
(0)
gm(k)
(Mgm(L) {p},Mgm(E)) = 0.
Par ailleurs, pour p = 0, on a le re´sultat suivant :
Lemme 9.3.16 Soient E/k et L/k des extensions de type fini telles que E/k est finie.
La k-alge`bre L⊗k E est une L-alge`bre finie, et donc Spec (L⊗k E) est fini. Soit z un
e´le´ment de Spec (L⊗k E), dont on note κ(z) le corps re´siduel. On conside`re ϕz : L→ κ(z)
et ψz : E → κ(z) les morphismes induits. Le morphisme ϕz est fini.
Avec ces notations, le groupe Hom
DM
(0)
gm(k)
(Mgm(L) ,Mgm(E)) est de type fini, engendre´
par les morphismes
(ψz)](ϕz)]
pour z dans Spec (E ⊗k L) tel que κ(z)/E soit fini.
Preuve : Conside´rons tout d’abord l’isomorphisme canonique
Hom
DM
(0)
gm(k)
(Mgm(L) ,Mgm(E)) ' HomHN tr,(0)k (h0(L) , h0(E)) .
D’apre`s le lemme de Yoneda, on a de plus un isomorphisme canonique
Hom
HN
tr,(0)
k
(h0(L) , h0(E)) ' Hompro−piLcor,k([L], [E]) .
Si on conside`re un k-mode`le (X,x) de L, le groupe a` de´terminer est donc isomorphe
a` :
lim−→
U⊂X
pik(U,Spec (E)) .
D’apre`s la proposition 1.2.21, ce groupe est isomorphe a` pik(Spec (L) , Spec (E)), c’est-
a`-dire au groupe forme´ des classes de points ferme´s de Spec (L⊗k E) dont la projection
sur L est finie a` homotopie pre`s.
Ce groupe est donc engendre´ par les classes d’e´le´ments z dans Spec (L⊗k E), puisque
leur projection sur L est toujours finie. Revenant au k-mode`le X de L, z correspond a` un
unique point ge´ne´rique de XE , dont on note Zx l’adhe´rence. Quitte a` re´duire X, on peut
supposer que Zx est lisse sur k. Soient fz : Zx → X et pz : Zx → Spec (E) les projections
canoniques. De`s lors, d’apre`s le lemme 5.3.4, la classe de Z, en tant que correspondance
finie de X dans Spec (E), est e´gale a` pz ◦ tfZ . Ceci de´montre par de´finition que la classe
de z dans pik(Spec (L) , Spec (E)) est e´gale a` (ψz)](ϕz)]. ¤
Remarque 9.3.17.– Conside´rons de nouveau le cas ge´ne´ral ou` L/k et E/k sont de type
fini. Soit (X,x) un mode`le de L/k et (Y, y) un mode`le de E/k. Dans le cas ou` p = q = 0,
on a vu au cours de la de´monstration qui pre´ce`de
Hom
DM
(0)
gm(k)
(Mgm(L) ,Mgm(E)) ' lim←−
V⊂Y
lim−→
U⊂X
pik(U, V )
' lim←−
V⊂Y
pik(Spec (L) , V ) .
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9.3.2.3 Partie libre
Nous nous contentons de montrer ici que le lemme 9.3.15 se ge´ne´ralise lorsqu’on ne con-
side`re que la partie libre des groupes en jeu.
Proposition 9.3.18 Soit L/k et E/k des extensions de type fini, et d le degre´ de tran-
scendance sur k de E.
Alors, pour tout entier p > d,
Hom
DM
(0)
gm(k)
(Mgm(L) {p},Mgm(E))⊗Q = 0.
Preuve : Soit d le degre´ de transcendance sur k de E. Dans le cas ou` d = 0, nous avons
de´ja` obtenu ce re´sultat dans le lemme 9.3.15, et meˆme pour tout le groupe.
On peut donc lancer une re´currence sur d. On suppose le re´sultat pour un degre´ de
transcendance strictement infe´rieur a` d, et on conside`re que E/k est de degre´ de transcen-
dance d. Il existe alors une base de transcendance se´parante de E/k, (x1, ..., xd) tel que
E/k(x1, ..., xd) est alge´brique se´parable, donc monoge`ne. Fixons a un ge´ne´rateur.
On commence par montrer l’assertion pour l’extension E′ = k(x1, ..., xd). Posons
K = k(x1, ..., xd−1), de sorte que E′ = K(xd).
De`s lors, d’apre`s le corollaire 9.3.4,
Mgm
(
E′
) 'Mgm(K)⊕ ⊕
x∈(A1k)(0)
Mgm(κ(x)⊗k K) {1}.
On en de´duit donc
Hom
(
Mgm(L) {p},Mgm
(
E′
))⊗Q
' Hom(Mgm(L) {p},Mgm(K))⊗Q
⊕
⊕
x∈(A1k)(0)
Hom(Mgm(L) {p},Mgm(κ(x)⊗k K) {1})⊗Q.
Ainsi, d’apre`s l’hypothe`se de re´currence applique´e a` K, le premier facteur de cette
somme directe est nul. Par ailleurs, d’apre`s le the´ore`me de simplification de Voevodsky
(cf 6.3.5), pour tout point ferme´ x de A1k, on a
Hom(Mgm(L) {p},Mgm(κ(x)⊗k K) {1}) ' Hom(Mgm(L) {p− 1},Mgm(κ(x)⊗k K))
et la partie sans torsion de ce facteur est donc nulle d’apre`s l’hypothe`se de re´currence.
Il nous reste a` traiter le cas de E qui est une extension fini se´parable de E′. Soient
n = [E : E′], et ϕ : E′ → E le morphisme canonique. D’apre`s la formule de 9.2.5, on
obtient
ϕ]ϕ
] = n.1Mgm(E)
Ainsi, dans la cate´gorie DM (0)gm(k)⊗Q, le morphisme 1n .ϕ] est une re´traction de ϕ].
Ceci implique que le morphisme induit par ϕ]
Hom(Mgm(L){p},Mgm(E))⊗Q→ Hom
(
Mgm(L){p},Mgm
(
E′
))⊗Q
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est un monomorphisme, et nous permet de conclure. ¤
Remarque 9.3.19.– Dans cette de´monstration, on voit en fait que dans l’e´tape de re´cur-
rence on a obtenu le fait que pour tout ρ ∈ Hom(Mgm(L){p},Mgm(E)), n.ρ = 0, ou`
n = [E : E′].
Il nous suffirait donc pour conclure sans avoir besoin de tensoriser par Z du fait suivant :
pour toute extension de type fini E/k, et pour tout entier premier p, il existe une sous-
extension L/k de E/k, et un e´le´ment t de E qui est transcendant sur L, tel que E/L(t)
soit finie de degre´ une puissance de p.
Notons par ailleurs que la proposition est vraie sans tensoriser par Q lorsque E/k est
de degre´ de transcendance 1, a` cause du the´ore`me 3.4.2 de [FSV00b].
On de´duit tout au moins de cette proposition, comme dans 9.3.8, le corollaire suivant :
Corollaire 9.3.20 Soient X/k un sche´ma alge´brique lisse de dimension d, et L/k une
extension de type fini de k. Pour tout entier p > d, on obtient
Hom
DMeffgm (k)
(Mgm(L){p},M(X))⊗Q = 0.
Preuve : On peut se restreindre au cas ou` X est connexe. Le groupe dont on veut
montrer la nullite´ est isomorphe, d’apre`s la proposition 9.1.3, au groupe
HomHN trk
(
Spt ⊗Htr h0(L) , h0(X)
)⊗Q.
Soit κ(X) le corps des fonctions de X. D’apre`s le lemme 9.3.9, le morphisme canonique
HomHN trk
(
Spt ⊗Htr h0(L) , h0(κ(X))
)⊗Q→ HomHN trk (Spt ⊗Htr h0(L) , h0(X))⊗Q
est un e´pimorphisme, ce qui conclut d’apre`s la proposition pre´ce´dente. ¤
Part III
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Appendix A
Sche´mas localise´s
A.1 Finitude
On conside`re tout d’abord la condition de finitude suivante :
De´finition A.1.1 1. Soit ϕ : A → B un morphisme d’anneau. On dit que ϕ (resp.
B/A) est essentiellement de type fini si et seulement si il existe une sous-A-alge`bre
C de B telle que :
(a) C est de type fini sur A.
(b) Si S = C ∩B×, le morphisme canonique S−1C → B est un isomorphisme.
2. Soit f : X → Y un morphisme de sche´mas.
On dit que f est essentiellement de type fini si et seulement si pour tout x ∈ X, il
existe un ouvert affine U de X contenant x et un ouvert affine V de Y ve´rifiant la
proprie´te´ (P ) suivante :
(a) f(U) ⊂ V ,
(b) le morphisme A(V )→ A(U) induit par f est essentiellement de type fini.
Remarque A.1.2.– Dans le cas d’une A-alge`bre B ve´rifiant la premie`re condition de
cette de´finition, nous dirons encore que B est une A-alge`bre essentiellement de type fini.
Cette de´finition est tire´e de [EGA4], paragraphe 1.3.8.
Dans la deuxie`me partie, rigoureusement, on devrait dire que le morphisme de sche´mas
f de la deuxie`me partie de la de´finition est localement essentiellement de type fini. Ainsi,
avec notre de´finition, un morphisme localement de type fini est essentiellement de type fini.
Rappelons la proposition 1.3.9 de [EGA4] :
Proposition A.1.3 1. Si B est une A-alge`bre essentiellement de type fini, et C une
B-alge`bre essentiellement de type fini, alors C est une A-alge`bre essentiellement de
type fini.
2. Soient B une A-alge`bre essentiellement de type fini, et A′ une A-alge`bre ; alors
B ⊗A A′ est une A′-alge`bre essentiellement de type fini.
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Le lemme suivant re´sulte imme´diatement de cette proposition :
Lemme A.1.4 La proprie´te´ pour un morphisme de sche´mas d’eˆtre essentiellement de type
fini est stable par changement de base.
Preuve : Conside´rons un carre´ carte´sien
X ′
f ′ //
g′ ²²
Y ′
g²²
X
f // Y
tel que f est essentiellement de type fini. Soit x′ un point de X ′, et x = g′(x′). Puisque
f est essentiellement de type fini, il existe un ouvert affine U dans X contenant x, et un
ouvert V de Y contenant f(x) tels que A(U) est une A(V )-alge`bre essentiellement de
type fini. Soit V ′ un ouvert affine de Y contenant f ′(x′) tel que g(V ′) ⊂ V . On pose
U ′ = V ′ ×V U . C’est un ouvert affine de X ′ qui contient x′. Par ailleurs, l’anneau de V ′
est par de´finition e´gal a` A(U) ⊗A(V ) A(V ′). Il re´sulte donc de la proposition pre´ce´dente
que c’est une A(V ′)-alge`bre essentiellement de type fini. ¤
Le lemme suivant est l’analogue, pour les morphismes essentiellement de type fini, d’un
lemme bien connu pour les morphismes localement de type fini :
Lemme A.1.5 Soit f : X → Y un morphisme essentiellement de type fini. Alors, pour
tout ouvert affine V de Y , il existe un recouvrement ouvert affine (Ui)i∈I de f−1(V ) tel
que pour tout i, A(Ui)/A(V ) est essentiellement de type fini.
Preuve : Puisque les morphismes essentiellement de type fini sont stables par changement
de base, on peut se ramener au cas ou` Y est affine d’anneau A, et V = Y .
Soit x un point de X. On sait qu’il existe un ouvert affine U (resp. V ) de X (resp. Y )
tel que x ∈ U (resp. f(x) ∈ V ) et tel que le morphisme A(U)→ A(V ) est essentiellement
de type fini.
Or, il existe un ouvert principal D(a) de Y contenant f(x) et inclus dans V .
Conside´rons U ′ l’image re´ciproque de D(a) dans U . D’apre`s la premie`re proprie´te´ de la
proposition A.1.3, Aa est une A(U ′)-alge`bre essentiellement de type fini. Il re´sulte de la
deuxie`me proprie´te´ de cette proposition que A(U ′) est une A-alge`bre essentiellement de
type fini, ce qui permet de conclure puisque x ∈ U ′. ¤
On en de´duit (comme pour les morphismes localement de type fini) le corollaire suiv-
ant :
Corollaire A.1.6 La proprie´te´ pour un morphisme de sche´mas d’eˆtre essentiellement de
type fini est stable par composition.
Enfin, le lemme suivant montre qu’il n’y a pas de confusion possible entre les notions
de morphismes d’anneaux essentiellement de type fini et morphismes de sche´mas essen-
tiellement de type fini :
Lemme A.1.7 Soient X et Y des sche´mas affines, et f : X → Y un morphisme de
sche´mas. Les conditions suivantes sont e´quivalentes :
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1. f est essentiellement de type fini.
2. A(X) est une A(Y )-alge`bre essentiellement de type fini.
Remarque A.1.8.– Dans cette preuve, lorsque C est un sous-anneau de B, et S un
syste`me multiplicatif de C forme´ d’e´le´ments inversibles de B, on confondra S−1C avec
son image canonique dans B.
Preuve : Soient A l’anneau de Y et B celui de X.
L’implication 2 ⇒ 1 est e´vidente, et on s’occupe donc de la re´ciproque. D’apre`s le
lemme A.1.5, pour tout point x de X, il existe un ouvert affine U de X contenant x tel
que A(U)/A est essentiellement de type fini. Par ailleurs, il existe un ouvert principal U ′
inclus dans U et contenant x. Alors, le morphisme A(U)→ A(U ′) est de type fini, et donc
A(U ′)/A est encore essentiellement de type fini.
Puisque X est quasi-compact, on peut supposer qu’il existe un nombre fini d’e´le´ments
b1, ..., bn de B tels que les ouverts D(bi) recouvrent X et tels que Bbi/A est essentiellement
de type fini.
La condition que les ouverts D(bi) recouvrent X est e´quivalente a` l’existence d’un
n-uplet (λ1, ..., λn) dans Bn tel que
∑n
i=1 λibi = 1.
Pour tout entier i dans [1, n], il existe donc une sous-A-alge`bre Ci de Bbi telle que
Ci/A est de type fini et S−1i Ci = Bbi ou` Si = B
×
bi
∩Ci. Conside´rons (ci1, ...cir) un syste`me
d’e´le´ments de B tel que tout e´le´ment de Ci s’e´crit comme une puissance de bi multiplie´e
par un e´le´ment de A[ci1, ...cir].
Posons C = A[ci,j , bi, λi], vu comme sous-A-alge`bre de B. Alors, C est de type fini
sur A. Si l’on pose S = B× ∩ C, il nous reste a` montrer que le morphisme canonique
S−1C → B est un isomorphisme.
Puisqu’il est e´videmment injectif, on montre qu’il est surjectif. Conside´rons donc un
e´le´ment b de B.
Soit i un entier dans [1, n]. On peut voir b comme un e´le´ment Bbi . Il existe donc un
e´le´ment si de Si, et un e´le´ment di de Ci tel que b = disi , ie sib = di, puisque les e´le´ments
de Si ne sont pas diviseurs de 0 dans Ci. De`s lors, il existe un entier naturel ni tel que
bnii di = b
ni
i sib appartient a` C.
Or, si appartient a` Ci ∩ B×bi , donc il existe un entier naturel n′i tel que si = b
n′i
i .s
′
i ou`
s′i appartient a` Ci ∩B× ⊂ C ∩B×.
Ainsi, l’e´le´ment bni+n
′
i
i b appartient a` S
−1C.
Si l’on pose N = maxi(ni + n′i), on obtient donc le fait que pour tout entier i dans
[1, n], bNi b appartient a` S
−1C. Il s’ensuit que
n∑
i=1
λNi b
N
i b = b
appartient a` S−1C, ce qui conclut. ¤
On aura particulie`rement besoin des objets de la caracte´risation suivante :
Proposition A.1.9 Soit f : X → Y un morphisme de sche´mas tel que X est un sche´ma
local d’anneau O. Soit s l’image du point ferme´ de X dans Y . Les conditions suivantes
sont e´quivalentes :
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1. f est essentiellement de type fini.
2. Pour tout ouvert affine V de Y contenant s, l’extension induite O/A(V ) est essen-
tiellement de type fini.
3. Il existe un ouvert affine V de Y contenant s tel que l’extension induite O/A(V ) est
essentiellement de type fini.
4. L’alge`bre O/OY,s est essentiellement de type fini.
Preuve : Le fait que 1⇒ 2 re´sulte du lemme pre´ce´dent. L’implication 2⇒ 3 est triviale.
3 ⇒ 4 : On suppose donc que Y est affine d’anneau A, et que le morphisme A → O
qui correspond a` f est essentiellement de type fini. Soit C une sous-A-alge`bre de O telle
que C/A est de type fini, et O est un localise´ de C. Or, s correspond a` un ide´al de A,
avec lequel on le confond. Si l’on pose S = A − s, S−1C/S−1A est de type fini, et O est
encore un localise´ de S−1C, ce qui de´montre cette implication.
4 ⇒ 1 : Cela re´sulte du fait que le morphisme canonique Spec (OY,s) → Y est
essentiellement de type fini (puisqu’une immersion ouverte est essentiellement de type
fini). ¤
Remarque A.1.10.– On rappelle que si A est un anneau, et O une A-alge`bre locale,
d’apre`s [EGA4] 1.3.10, le fait queO/A est essentiellement de type fini e´quivaut a` l’existence
d’un entier naturel n, d’un ide´al premier q de A[t1, ..., tn] et d’un ide´al b de A[t1, ..., tn]q
tels que O est A-isomorphe a`
(A[t1, ..., tn]q)/b.
Remarque A.1.11.– Soit O est une k-alge`bre locale re´duite, de corps des fractions E.
Alors, si O/k est essentiellement de type fini, E/k est une extension de type fini. On fera
attention que si E/k est de type fini, O/k n’est pas ne´cessairement essentiellement de type
fini comme il nous a e´te´ signale´ par B.Kahn. En effet, il existe des extensions de type fini
de k munie de valuations de rang 2. L’anneau de valuation correspondant n’est donc pas
noethe´rien, et a fortiori pas essentiellement de type fini sur k.
Il nous a semble´ que par contre, que si l’on se donne O un anneau local re´gulier
noethe´rien qui contient k, de corps des fractions E, le fait d’eˆtre essentiellement de type
fini sur k e´quivaut au fait que E/k soit une extension de type fini, en s’appuyant sur le
fait que O est alors factoriel (cf the´ore`me 21.11.1 de [EGA4]). Mais nous n’avons pas pu
de´montrer cette assertion.
A.2 Lissite´
On arrive enfin a` la de´finition qui nous sera utile :
De´finition A.2.1 Soit X un S-sche´ma.
On dit que X est essentiellement lisse (resp. essentiellement e´tale) sur S si et seule-
ment si X est formellement lisse (resp. formellement e´tale) et essentiellement de type fini
sur S.
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Ainsi, un S-sche´ma lisse est essentiellement lisse sur S.
Cette notion est particulie`rement simple dans le cas d’un corps de base :
Proposition A.2.2 Soit k un corps parfait, et X un k-sche´ma irre´ductible.
Les conditions suivantes sont e´quivalentes :
1. X est essentiellement lisse sur k.
2. X est re´gulier et essentiellement de type fini sur k.
Preuve : En effet, les deux hypothe`ses entraˆınent que X est inte`gre et noethe´rien. Il
re´sulte alors de [EGA4], 19.6.4 que X est formellement lisse sur k si et seulement si il est
re´gulier. ¤
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Appendix B
De´formation au coˆne normal
B.1 Ge´ne´ralite´s sur les coˆnes
Fixons un sche´ma X.
De´finition B.1.1 Soit S une OX-alge`bre gradue´e quasi-cohe´rente telle que
(a) Le morphisme de OX-module canonique,
OX → S0
est un isomorphisme,
(b) S est engendre´e par le OX-module S1.
1. On de´finit le coˆne engendre´ par S, note´
SpecX (S)
comme le X-sche´ma affine obtenu en recollant les spectres de S au-dessus d’une base
d’ouverts affines de X.
2. On de´fini le coˆne projectif engendre´ par S comme le X-sche´ma projectif
ProjX (S)
obtenu en recollant les spectres homoge`nes de S au-dessus d’une base d’ouverts affines
de X.
D’apre`s [EGA2], §8.3, on dispose d’un couple d’immersions
SpecX (S) j−→ ProjX (S ⊕OX) i←− X
telles que i est ferme´e, j est ouverte dominante, et les images de i et j sont comple´mentaires.
Par ailleurs, d’apre`s le §3.2 de loc.cit., le sche´ma P = ProjX (S) est muni d’un fibre´
inversible canonique, relativement ample au-dessus de X, note´ OP (1).
On de´finit ainsi un foncteur SpecX (), de la cate´gorie des OX -alge`bres gradue´es
quasi-cohe´rentes (ve´rifiant les conditions 1.-2.) dans la cate´gorie des X-sche´mas.
Pour le coˆne projectif, on dispose de la proposition 2.9.2 de loc.cit. :
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Proposition B.1.2 Soit ϕ : S → S ′ un morphisme de OX-alge`bres gradue´es. Alors les
conditions suivantes sont e´quivalentes :
1. Pour n >> 0, ϕn : Sn → S ′n est un e´pimorphisme.
2. Le morphisme canonique rationnel ProjX (S)→ ProjX (S ′) est partout de´fini et c’est
une immersion ferme´e.
Exemple B.1.3.– On obtient les fibre´s respectivement projectif et affine de X de rang n
(triviaux) comme les sche´mas
PnX = ProjX (OX [t1, ..., tn, tn+1]) AnX = SpecX (OX [t1, ..., tn])
ou` OX [t1, ..., tn] de´signe l’OX -alge`bre quasi-cohe´rente librement engendre´e par les sections
t1, ..., tn de´finies sur X tout entier.
B.1.4.– Plus ge´ne´ralement, pour X un sche´ma, si E est un OX -module localement libre,
on note SOX (E) l’OX -alge`bre gradue´e syme´trique engendre´e par E .
On pose alors
VX(E) = SpecX (SOX (E)) .
C’est un fibre´ vectoriel sur X de faisceau des sections Eˇ (dual de E).
De meˆme, on de´finit le fibre´ projectif sur X (associe´ a` VX(E)) :
PX(E) = ProjX (SOX (E)) .
Exemple B.1.5.– On dispose d’immersions ferme´es canoniques :
X → SpecX (S) X → ProjX (S)
obtenues en conside´rant les morphismes de projections sur les e´le´ments de degre´s 0 dans S.
Soit f : Y → X un morphisme de sche´mas. Si S est une OX -alge`bre gradue´e quasi-
cohe´rente ve´rifiant les conditions 1. et 2., f∗S est une OY -alge`bre de meˆme nature. Par
ailleurs, les morphismes canoniques
SpecY (f
∗S)→ SpecX (S)×X Y
ProjY (f
∗S)→ ProjX (S)×X Y
sont des isomorphismes.
On notera encore f∗ (SpecX (S)) = SpecX (S) ×X Y , et on l’appellera le coˆne image
re´ciproque suivant f (idem pour les coˆnes projectifs).
Exemple B.1.6.– Supposons f : Y → X affine. Alors, Y est de´fini par une OX -alge`bre
quasi-cohe´rente note´e B. Soit S un coˆne sur X, de`s lors,
SpecY (f
∗S) = SpecY (S ⊗OX B) .
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B.2 Coˆne normal et e´clatement
On applique le formalisme des coˆnes dans la situation particulie`re suivante :
De´finition B.2.1 Soit X un sche´ma, et Z une partie ferme´e de X. Soit I l’ide´al de Z
dans OX . On associe au couple (X,Z) les sche´mas suivants :
1. L’e´clatement de X en Z :
BZX = ProjX
(⊕
n
In
)
.
2. Le coˆne normal de Z dans X :
CZX = SpecZ
(⊕
n
In/In+1
)
.
3. Le coˆne normal projectif de Z dans X :
P(CZX) = ProjZ
(⊕
n
In/In+1
)
.
1. D’apre`s la fin du paragraphe pre´ce´dent, on a un carre´ carte´sien canonique
P(CZX) //
²²
BZX
p
²²
Z // X
ou` les fle`ches horizontales sont des immersions ferme´es, et les fle`ches verticales des
morphismes projectifs.
En effet, Z = SpecX (OX/I). De`s lors,
BZX ×X Z = ProjZ
(⊕
n
In ⊗OX OX/I
)
.
2. Dans le carre´ carte´sien ci-dessous
BZX − P(CZX) //
p′
²²
BZX
p
²²
X − Z // X
la fle`che p′ est un isomorphisme.
Pour traiter de la fonctorialite´ des constructions que l’on vient de de´finir, on introduit
la terminologie commode suivante :
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De´finition B.2.2 On appelle paire ferme´e tout couple (X,Z) tel que X est un sche´ma,
et Z un sous-sche´ma ferme´ de X.
On de´finit de plus la cate´gorie des paires ferme´es, en prenant pour morphismes les
carre´s commutatifs
Z ′ //
g ²²
X ′
f²²
Z // X.
On dira que le morphisme pre´ce´dent est carte´sien lorsque le carre´ sous-jacent est
carte´sien.
B.2.3.– Soit donc (f, g) : (X ′, Z ′) → (X,Z) un morphisme de paires ferme´es. Notons I
(resp. I ′) l’ide´al de Z dans X (resp. Z ′ dans X’).
Le morphisme canonique f∗OX → OX′ induit alors un morphisme f∗I → I ′, qui
lui-meˆme donne un morphisme de OZ′-alge`bres gradue´es :
f∗
⊕
n∈N
In/In+1 →
⊕
n∈N
(I ′)n/(I ′)n+1
On obtient donc un Z ′-morphisme canonique
CZ′X
′ C′gf−−→ g∗CZX
qui s’inscrit dans le diagramme :
CZ′X
′
%%KK
KKK
KKK
KK
C′gf // g∗CZX //
²²
CZX
²²
Z ′
g // Z.
On notera Cgf : CZ′X ′ → CZX la compose´e des deux morphismes ci-dessus (sa
de´composition canonique a de l’importance). Ainsi, le coˆne normal est fonctoriel par
rapport aux morphismes de paires ferme´es, et la projection sur sa base est naturelle.
Lorsque le morphisme (f, g) est carte´sien, le morphisme f∗I → I ′ est surjectif. On en
de´duit d’abord que le morphisme C ′gf est une immersion ferme´e.
Par ailleurs, d’apre`s la proposition B.1.2, on obtient de plus des immersions ferme´es
canoniques (entie`res)
ProjX′
(⊕
n
I ′n
)
Bgf−−→ ProjX′
(
f∗
⊕
n
In
)
ProjX′
(⊕
n
I ′n/I ′n
)
PCgf−−−→ ProjX′
(
g∗
⊕
n
In/In+1
)
.
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On obtient donc le diagramme commutatif suivant :
PCZ′X ′ //
''PP
PPP
PPP
P
¾¾
g∗(PCZX) //
²²
PCZX
²²
££
Z ′
g //
²²
Z
²²
X ′
f // X
BZ′X
′ //
77ooooooooo
f∗(BZX) //
OO
BZX.
OO
(B.1)
Ainsi, les sche´mas PCZX et BZX sont fonctoriels par rapport aux morphismes
carte´siens de paires ferme´es, et l’immersion ferme´e canonique est naturelle.
Remarque B.2.4.– Compte tenu de cette fonctorialite´, il nous arrivera de remplacer
la notation habituelle CZX par la notation C(X,Z). On le fera uniquement lorsque cela
e´claircit la notation.
Exemple B.2.5.– Soient (X,Z) une paire ferme´e, U un ouvert de X et i : U → X
l’immersion ouverte correspondante. On en de´duit le diagramme suivant :
PCZ∩UU //
²²
PCZX
²²
BZ∩UU //
²²
BZX
²²
U
i // X
ou` les fle`ches verticales sont des immersions ouvertes (Z∩U peut e´ventuellement eˆtre vide).
On peut prendre la proposition suivante comme une de´finition :
Proposition B.2.6 Soient (X,Z) une paire ferme´e, i : Z → X l’immersion ferme´e as-
socie´e, et I l’ide´al de Z sur X. On a une e´quivalence entre les conditions suivantes :
1. i est une immersion re´gulie`re.
2. CZX est un fibre´ vectoriel sur Z, de faisceau des sections isomorphe a`
(I/I2)∨.
On trouvera une de´monstration de cette proposition dans [Ful98], A.6.1 (cf B.7.1 pour la
de´finition d’une immersion re´gulie`re).
De´finition B.2.7 Soit i : Z → X une immersion ferme´e re´gulie`re d’ide´al I. On de´finit
le fibre´ normal de Z dans X en posant
NZX = VZ
(I/I2) .
La proposition pre´ce´dente se reformule encore en disant que dans le cas d’une
immersion re´gulie`re, le morphisme canonique CZX → NZX est un isomorphisme.
Par ailleurs, citons encore la proposition suivante (cf [Ful98], B.7.4) :
314 APPENDIX B. DE´FORMATION AU COˆNE NORMAL
Proposition B.2.8 Soit
Z ′ //
g
²²
X ′
f²²
Z
i // X
un morphisme carte´sien de paires ferme´es tel que f est plat et i re´gulie`re. Alors, le
morphisme canonique de B.2.3, N ′gf : NZ′X ′ → g∗(NZX) est un isomorphisme.
B.3 De´formation au coˆne normal
On de´finit dans cette section l’espace (affine) de de´formation suivant [Ros96], §10 (voir
aussi [Ful98], chap.5 pour la version fibre´e au-dessus de P1) :
Soit Z i−→ X une immersion ferme´e.
Conside´rons A1X le fibre´ trivial de rang 1 sur X, et {0} ×Z
j−→ A1X l’immersion ferme´e
canonique induite par i. On pose alors
M = B{0}×Z
(
A1X
)
Le sche´ma M s’inse`re dans les carre´s carte´siens :
PCZ
(
A1X
)
//
²²
M
²²
M − PCZ
(
A1X
)
oo
∼
²²
{0} × Z // A1X A1X − {0} × Z.oo
Supposons que X est un k-sche´ma, et conside´rons la projection canonique pi :M → A1k.
D’apre`s le carre´ ci-dessus, le morphisme pi est plat au-dessus de Gm (puisque pi−1(Gm)
est isomorphe a` Gm ×k X), donc le morphisme pi est plat.
Remarque B.3.1.– On aurait la meˆme conclusion sans prendre un corps de base si X
e´tait plat sur Z.
Conside´rant le carre´ carte´sien
{0} × Z
²²
{0} × Z
²²
{0} ×X // A1X
on obtient (d’apre`s B.2.3) le diagramme
BZX
i //
$$JJ
JJJ
JJJ
JJ
M |0 //
²²
M
²²
{0} ×X // A1X
ou` i est une immersion ferme´e. De plus, l’image de BZX dans M est le sche´ma ferme´
d’e´quation t = 0 si t de´signe le parame`tre sur M induit par le parame`tre de A1X .
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On de´duit donc de ces descriptions :
M |0 = BZX ∪ PCZ(A1X)
BZX ∩ PCZ(A1X) = Z
(en identifiant les sche´mas avec leur image dans M).
De´finition B.3.2 Avec les notations ci-dessus, on de´finit l’espace affine de de´formation
en posant :
DZX =M −BZX.
Si X est un k-sche´ma, DZX est plat sur A1k. De plus, on obtient les identifications
suivantes :
1. Il existe un isomorphisme canonique Gm ×X → DZX|Gm .
2. Il existe un isomorphisme canonique CZX → DZX|0.
On obtient le deuxie`me isomorphisme car dansM , P(CZ(A1X))−BZX∩P (CZ(A1X)) =
CZX.
B.3.3.– Par ailleurs, puisque BZX est le sous-sche´ma ferme´ d’e´quation homoge`ne t = 0,
on obtient la description suivante de l’espace affine de de´formation :
DZX = SpecA1X
(⊕
n∈Z
In.t−n
)
ou` t est la fonction canonique de A1 (avec la convention In = OX pour n ne´gatif).
La construction est fonctorielle : pour (f, g) : (X,Z) → (X ′, Z ′) un morphisme
carte´sien de paires ferme´es, on obtient un diagramme
DZ′X
′ Dgf //
((PP
PPP
PPP
PPP
P
(1× f)∗(DZX) //
²²
DZX
²²
A1X′
1×f // A1X .
Les isomorphismes canoniques de l’espace de de´formation sont alors de plus naturels :
DZ′X
′|0 //
∼
²²
f∗(DZX|0) //
²²
DZX|0
∼
²²
DZ′X
′|Gm //
∼
²²
f∗(DZX|Gm) //
²²
DZX|Gm
∼
²²
CZ′X
′ // g∗(CZX) // CZX Gm ×X ′ Gm ×X ′
1×f // Gm ×X.
Appliquant cette fonctorialite´ au morphisme e´vident (Z,Z)→ (X,Z), on peut re´sumer
la situation dans le diagramme suivant :
Z
²²
// DZZ
²²
CZZ
²²
oo
X
dZX //
²²
DZX
²²
CZX
d′ZXoo
²²
{1} // A1k {0}oo
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dans lequel chacun des carre´s est carte´sien, et toutes les fle`ches excepte´es les morphismes de
projection sont des immersions ferme´es. On notera encore D˙ZX l’ouvert comple´mentaire
de l’image de DZZ dans DZX.
Par ailleurs, les fle`ches du haut se calculent comme suit :
Z
s1 !!D
DD
DD
D
// DZZ
∼
²²
CZZ
∼
²²
oo
A1Z Z
s0oo
ou` les fle`ches verticales sont les projections canoniques, et sont des isomorphismes, et s0
(resp. s1) est la section nulle (resp. unite´) de A1Z .
On obtient donc finalement le diagramme suivant qui re´sume la de´formation (affine)
au coˆne normal :
Z _
²²
s1 // A1Z _
²²
Z _
²²
s0oo
X
dZX //
²²
DZX
²²
CZX
d′ZXoo
²²
{1} // A1k {0}.oo
(B.2)
Ce diagramme montre comment on peut de´former suivant A1k a` l’inte´rieur de l’espaceDZX
l’immersion ferme´e Z → X en l’immersion ferme´e Z → CZX.
Un moyen compact de regarder cette de´formation au coˆne normal est de la voir comme
un couple de morphismes de paires ferme´es
(X,Z) dZX−−−→ (DZX,A1Z)
d′ZX←−−− (NZX,Z).
Ces morphismes sont de plus naturels par rapport aux morphismes carte´siens de paires
ferme´es (X,Z)→ (X ′, Z ′).
Remarque B.3.4.– L’information supple´mentaire du point de vue homotopique est que
cette ope´ration donne canoniquement une e´quivalence d’homotopie au niveau du ferme´ Z
a` cause de la ligne supe´rieure du diagramme (B.2).
Appendix C
Cate´gories
C.1 Terminologie ge´ne´rale
C.1.1 Existence de limites
De´finition C.1.1 Soit C une cate´gorie.
Nous dirons que C est comple`te (resp. cocomple`te) si et seulement si les petites limites
projectives (resp. inductives) existent dans C .
Remarque C.1.2.– Nous avons adopte´ la terminologie franc¸aise en ce qui concerne les
limites dans les cate´gories. Rappelons que
1. «limite projective» correspond en anglais a` «limit»,
2. «limite inductive» correspond en anglais a` «colimit».
Montrons rapidement le lemme e´le´mentaire suivant :
Lemme C.1.3 Soient C et D des cate´gories. Soient F : C → D et G : D → C des
foncteurs tels que F est adjoint a` gauche de G.
On suppose que F est exact et que g est pleinement fide`le.
Alors,
1. Si C est comple`te (resp. admet des limites projectives cofiltrantes, resp. finies), alors
D est comple`te (resp. admet des limites projectives cofiltrantes, resp. finies).
2. Si C est cocomple`te (resp. admet des limites inductives filtrantes, resp. finies), alors
D est comple`te (resp. admet des limites inductives filtrantes, resp. finies).
Preuve : Conside´rons la premie`re assertion. Soit (Xi)i∈I un syste`me projectif de D (i.e.
I est un ensemble cofiltrant, cf C.2.1). Alors, (G(Xi))i∈I est un syste`me cofiltrant de C .
Il admet donc une limite projective L dans C . Mais alors, puisque F est exact, F (L) est
une limite inductive de (FG(Xi))i∈I dans B, syste`me projectif qui est isomorphe a` (Xi)i
puisque G est pleinement fide`le.
Toutes les autres assertions de ce lemme se de´montrent de la meˆme fac¸on. ¤
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C.1.2 Cate´gories abe´liennes
Nous introduisons ici une terminologie pratique et re´pandue concernant les cate´gorie abe´li-
ennes. On adopte dans cette sous-section les notations de [Gro57] :
De´finition C.1.4 Soit A une cate´gorie abe´lienne. Nous dirons que A est de
Grothendieck si et seulement si A ve´rifie l’axiome AB5 (cf loc.cit., 1.5) et admet une
famille de ge´ne´rateurs (cf loc.cit., 1.9).
C.1.5.– L’utilite´ de cette de´finition re´side dans le the´ore`me 1.10.1 de loc.cit. D’apre`s ce
the´ore`me, toute cate´gorie abe´lienne de Grothendieck admet suffisamment d’injectifs.
Exemple C.1.6.– Soit C une cate´gorie essentiellement petite (ie les classes
d’isomorphismes d’objets de C forment un ensemble). La cate´gorie des foncteurs
C → A b (resp. foncteurs additifs) est abe´lienne de Grothendieck.
Notons qu’on dispose du lemme e´le´mentaire suivant pour obtenir des cate´gories de
Grothendieck :
Lemme C.1.7 Soient A et B deux cate´gories additives. Soient F : A → B et G : B →
A des foncteurs tels que F est adjoint a` gauche de G.
On suppose que F est exact a` gauche, et G est pleinement fide`le.
Alors, si A est abe´lienne (resp. abe´lienne et de Grothendieck), B est abe´lienne (resp.
abe´lienne de Grothendieck).
Preuve : Commenc¸ons par l’assertion sur les cate´gories abe´liennes. On suppose donc que
A est abe´lienne.
L’existence des noyaux et conoyaux dans la cate´gorie B re´sulte du lemme C.1.3 et du
fait analogue pour B.
D’apre`s ce lemme, pour calculer le noyau/conoyau d’un morphisme u dans la cate´gorie
B, on le conside`re d’abord ce noyau/conoyau dans A , et on rame`ne le re´sultat dans B
graˆce au foncteur exact F . Il re´sulte de cette recette que B ve´rifie l’axiome AB2.
Conside´rons la deuxie`me assertion. On suppose donc que A est abe´lienne de
Grothendieck. On sait de´ja` que B est abe´lienne. Fixons un e´le´ment ge´ne´rateur Z de
A . Soit B un e´le´ment de B. Alors, d’apre`s loc.cit, 1.9.1, G(B) est un quotient d’une
somme directe Z(I) ou` I est un ensemble. Il en re´sulte que FG(B) est un quotient de
(FZ)(I), car F est exact et commute aux limites inductives quelconques. Donc FZ est un
ge´ne´rateur de B.
Par ailleurs, le lemme C.1.3 montre que B admet des limites inductives filtrantes,
i.e. ve´rifie l’axiome AB3. Par ailleurs, compte tenu de la construction de ces limites
inductives, le fait que les limites inductives filtrantes de A soient exactes implique que
les limites inductives filtrantes de B sont exactes, ce qui est l’axiome AB5. ¤
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C.2 Pro-objets
C.2.1 De´finitions ge´ne´rales
L’essentiel de ces de´finitions est tire´ de [SGA4], expose´ I, §8, et de´veloppe la partie 8.10
concernant les pro-objets qui e´tait laisse´e au lecteur. On espe`re que cette annexe e´clairera
cette notion ; elle nous permet au moins de fixer nos conventions.
De´finition C.2.1 1. Soit I une cate´gorie. On dit que I est cofiltrante si et seulement
si elle satisfait aux conditions suivantes :
(a) On peut comple´ter tout couple de fle`ches i → j,i′ → j en un diagramme com-
mutatif
i
$$JJ
JJJ
J
k
99t
t
t
$$J
J
J j
i′
::uuuuuu
(b) Pour tout couple de fle`ches i⇒ j, il existe un objet k de I et une fle`che k → i
qui e´galise les deux pre´ce´dentes : k → i⇒ j.
(c) I est non vide est connexe.
2. Soit C une cate´gorie. On appelle pro-objet de C tout foncteur
X : I → C , i 7→ Xi
tel que I est une petite cate´gorie cofiltrante.
Dans cette sous-section, on utilisera souvent la notation abusive (Xi)i∈I pour de´signer
les tels pro-objets, ou encore X• lorsque la re´fe´rence a` I ne sera pas imme´diatement
ne´cessaire.
C.2.2.– On utilisera par ailleurs la notation pratique
˜lim←−
i∈I
Xi
pour de´signer ce meˆme pro-objet de manie`re pre´cise et suggestive.
Remarque C.2.3.– En anticipant sur la suite cette annexe, pre´cisons que si l’on
conside`re chaque objet Xi comme un pro-objet constant, le pro-objet (Xi)i∈I est
tautologiquement la limite projective des Xi prise dans la cate´gorie des pro-objets, ce qui
justifie la notation ci-dessus. Le tilde est donc la` pour pre´ciser que cette limite projec-
tive est conside´re´e dans la cate´gorie des pro-objets (et non dans la cate´gorie C par exemple).
Exemple C.2.4.– Soit ∗ la cate´gorie forme´e d’un seul objet et d’un seul morphisme.
Alors ∗ est cofiltrante et petite. Un pro-objet de C indexe´ par ∗ est e´quivalent a` la donne´e
d’un objet de C , disons X. Un tel pro-objet sera appele´ pro-objet constant de valeur X.
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Exemple C.2.5.– Si E est un ensemble ordonne´, on le confondra souvent avec la cate´gorie
discre`te dont les objets sont les e´le´ments de E, et les morphismes ve´rifient :
HomE(e, f) =
{ {∗} si e ≤ f
∅ sinon.
Autrement dit, on oriente les fle`ches de manie`re a` ce que l’objet le plus petit soit a` la
source.
Alors E est une cate´gorie cofiltrante si et seulement si tout e´le´ment de E admet
un minorant. Les pro-objets indexe´s par E sont alors les syste`mes projectifs cofiltrants
classiques. La plupart du temps, les pro-objets que nous manipulerons seront de cette
forme.
Commenc¸ons par introduire la notion de changement d’indice :
De´finition C.2.6 Soit C une cate´gorie et (Xi)i∈I un pro-objet de C indexe´ par la cate´-
gorie cofiltrante I .
Pour toute petite cate´gorie J cofiltrante, et pour tout foncteur F :J → I , on note
XF (•) le pro-objet
I → C , i 7→ XF (i)
obtenu par composition de X• et de F . On notera XF (•) ce pro-objet, et on l’appellera
pro-objet de´duit de X• par changement d’indice selon F .
C.2.2 Morphismes et pro-repre´sentation
De´finition C.2.7 Soit C une cate´gorie.
Si (Xi)i∈I et (Yj)j∈J sont des pro-objets de C , on de´finit les morphismes de X• vers
Y• comme l’ensemble :
Hompro−C (X•, Y•) = lim←−
j∈J
lim−→
i∈I op
HomC (Xi, Yj) .
Il nous reste a` de´finir la composition des morphismes pour obtenir une cate´gorie ; pour
cela, on passe par la notion suivante qui constitue le coˆte´ «dual» des pro-objets :
De´finition C.2.8 Soit C une cate´gorie.
1. On note Cˇ la cate´gorie des copre´faisceaux de C , autrement dit des foncteurs covari-
ants de C dans E ns.
On note
δ : C op → Cˇ , X 7→ HomC (X, .)
le foncteur canonique.
2. Soit (Xi)i∈I un pro-objet ; on lui associe le copre´faisceau suivant :
δ(X•) : C → E ns
Y 7→ lim−→
i∈I op
HomC (Xi, Y )
ou` la limite projective est prise dans E ns.
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3. Soit ∆ un copre´faisceau sur C . On dit que ∆ est pro-repre´sentable si et seulement
si il existe un pro-objet X• de C et un isomorphisme δ(X•)→ ∆ dans Cˇ .
Remarque C.2.9.– On fera attention que δ(X•) est dit pro-repre´sentable alors qu’il est
la limite inductive dans la cate´gorie Cˇ des copre´faisceaux δ(Xi).
C.2.10.– Soient (Xi)i∈I et (Yj)j∈J deux pro-objets de C . On peut alors construire
l’isomorphisme canonique suivant :
HomCˇ (δ(X•), δ(Y•)) ' lim←−
j∈J
HomCˇ (δ(X•), δ(Yj))
' lim←−
j∈J
δ(X•)(Yj)
= lim←−
j∈J
lim−→
i∈I op
HomC (Xi, Yj)
= Hompro−C (X•, Y•)
ou` le deuxie`me isomorphisme re´sulte du lemme de Yoneda.
De`s lors, puisque cet isomorphisme est canonique, la composition des morphismes de
Cˇ induit une composition sur les morphismes entre pro-objets de la de´finition du de´but
de cette section :
De´finition C.2.11 On note pro−C la cate´gorie des pro-objets de C munie des mor-
phismes de la de´finition C.2.7 et de la composition de´finie ci-dessus.
C.2.12.– On obtient dont un foncteur pleinement fide`le canonique :
pro−C → Cˇ
X• 7→ δ(X•).
Cette de´finition peut paraˆıtre formelle, mais elle permet au moins d’obtenir simplement
la caracte´risation suivante :
Lemme C.2.13 Soit φ : X• → Y• un morphisme de pro-objets.
Alors, les conditions suivantes sont e´quivalentes :
1. φ est un isomorphisme (resp. monomorphisme, e´pimorphisme).
2. Pour tout objet C de C , conside´rant C comme un pro-objet constant, le morphisme
d’ensemble induit par φ
Hompro−C (Y•, C)→ Hompro−C (X•, C)
est un isomorphisme (resp. e´pimorphisme, monomorphisme).
Preuve : C’est tautologique puisque par de´finition, si C est un pro-objet constant,
Hompro−C (X•, C) = δ(X•).C
et que δ est un foncteur contravariant pleinement fide`le. ¤
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C.2.3 Premie`re e´tude des morphismes
On va commencer a` expliciter la de´finition des morphismes de pro-objets. Ainsi, un
morphisme
φ : (Xi)i∈I → (Yj)j∈J
de pro-objets est en particulier une famille (φj)j∈J , ou` pour tout objet j de J , φj est la
classe d’une application dans ⊔
i∈I
HomC (Xi, Yj) .
On va voir maintenant comment repre´senter cette donne´e.
De´finition C.2.14 Soient C une cate´gorie et (Xi)i∈I , (Yj)j∈J des pro-objets de C .
On appellera repre´sentant de morphisme de X• vers Y• tout couple (F,ϕ) tel que
1. F :J → I est un foncteur.
2. ϕ : XF (•) → Y• est une transformation naturelle.
Autrement dit, pour toute fle`che j → j′ deJ , on se donne un diagramme commutatif :
XF (j)
²²
ϕj // Yj
²²
XF (j′)
ϕj′ // Yj′ .
On notera R(X•, Y•) l’ensemble (a` isomorphisme pre`s) forme´ des couples ci-dessus.
Remarque C.2.15.– Autrement dit, un tel repre´sentant est une application des fle`ches
de J dans les carre´s de I soumise aux conditions de la de´finition pre´ce´dente.
Le lemme suivant est alors une formalite´ :
Lemme C.2.16 Soient C une cate´gorie, (Xi)i∈I et (Yj)j∈J deux pro-objets de C .
On a une application canonique
R(X•, Y•)→ Hompro−C (X•, Y•) .
Sous l’axiome du choix, cette application est surjective.
(Remarque C.2.17.– L’assertion «pour toute cate´gorie C , tout morphisme entre
pro-objets de C est repre´sentable» est en fait e´quivalente a` l’axiome du choix.)
Preuve : On va construire l’application en question.
Soit (F,ϕ) un repre´sentant de morphisme de X• vers Y•. Alors, pour tout objet j de
J , on note φj la classe de ϕ(j) : XF (j) → Yj dans l’ensemble quotient⊔
i∈I
HomC (Xi, Yj) / ∼
ou` la relation d’e´quivalence ∼ est la relation de «compatibilite´ sur la source».
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On a ainsi de´fini une famille (φj)j∈J dans
∏
j∈J
(
lim−→
i∈I
HomC(Xi, Yj)
)
.
Le fait que ϕ soit naturelle implique maintenant que cette famille appartient au sous-
ensemble
lim←−
j∈J
lim−→
i∈I op
HomC(Xi, Yj) .
¤
Remarque C.2.18.– On peut donc repre´senter tout morphisme de pro-objet par la
donne´e de la de´finition pre´ce´dente. Par ailleurs, tous les morphismes de pro-objets que
nous conside´rerons seront explicitement repre´sente´s. Si l’on ne veut pas utiliser l’axiome
du choix, on pourra remplacer la de´finition des morphismes de pro-objets en prenant pour
morphisme les couples (φ, ϕ) ou` φ est un morphisme de pro-objet et ϕ un repre´sentant de φ.
C.2.4 Changement d’indice
Conside´rons F : J → I un foncteur de changement d’indice entre petite cate´gorie
cofiltrante. Pour tout pro-objet X• indexe´ par I , on a de´fini le pro-objet XF (•) de´duit
par changement d’indice. On peut alors de´finir un repre´sentant canonique de morphisme
de X• vers XF (•) en associant a` toute fle`che j → j′ de J le diagramme commutatif
(tautologique) :
XF (j)
Id //
²²
XF (j)
²²
XF (j′)
Id // XF (j′).
On a donc pris le couple (F, IdF ) ou` F est le foncteur donne´ et IdF la tranformation
naturelle identite´ de F .
Ce repre´sentant de´fini donc un morphisme canonique
X• → XF (•)
et on a donc de´fini notre premier morphisme de pro-objet, a` travers un repre´sentant.
Etudions maintenant ce morphisme canonique ; plus pre´cise´ment, a` quelle condition
est-ce un isomorphisme.
De´finition C.2.19 Soit F : J → I un foncteur entre deux cate´gories cofiltrantes. On
dit que F est final si et seulement si
1. Pour tout objet i de I , il existe un objet j de J , et une fle`che F (j)→ i dans I .
2. Pour tout objet j deJ , et pour tout couple de fle`ches F (j)⇒ i dans I , il existe une
fle`che h : k → j dansJ tel que F (h) e´galise les deux pre´dentes : F (k)→ F (j)⇒ i.
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La plupart du temps, le foncteur F sera pleinement fide`le. Dans ce cas, on a la
simplification suivante :
Lemme C.2.20 Soit F : J → I un foncteur pleinement fide`le ou` I et J sont des
cate´gories cofiltrantes. Alors, les conditions suivantes sont e´quivalentes :
1. F est final.
2. Pour tout objet i de I, il existe un objet j de J , et une fle`che F (j)→ i dans I .
Preuve : L’implication 1 ⇒ 2 est triviale. De´montrons l’autre sens. Soit F (j) ⇒ i
une double fle`che dans i. Il s’agit de trouver un morphisme e´galisateur de cette double
fle`che qui est dans «l’image» de F . Or, comme I est filtrante, on a un objet i0 au-dessus
de F (j) dans I qui e´galise ces deux fle`ches. Il suffit alors d’appliquer le 2 a` i0 pour
obtenir k dansJ tel que F (k) est au-dessus de i0. On a donc par composition une fle`che
F (k)→ i0 → F (j) qui e´galise les deux fle`ches donne´es. Il suffit maintenant d’appliquer le
fait que F est pleinement fide`le pour obtenir une fle`che h : k → j dans J tel que F (h)
e´galise la double fle`che donne´e. ¤
Lemme C.2.21 Soit F :J → I un foncteur final entre deux cate´gorie cofiltrantes.
Alors, pour tout pro-objet (Xi)i∈I de C indexe´ par I , le morphisme canonique de
pro-objets
X• → XF (•)
est un isomorphisme.
Preuve : On peut appliquer le lemme C.2.13 a` ce morphisme, et on est donc re´duit a`
montrer que pour tout objet C de C , le morphisme d’ensemble
lim−→
j∈J op
HomC
(
XF (j), C
)→ lim−→
i∈I op
HomC (Xi, C)
est un isomorphisme.
Or, le foncteur F op : I op → J op est cofinal. Dans ce cas, par de´finition des limites
inductives dans la cate´gories des ensembles, on est re´duit a` un calcul classique. ¤
Remarque C.2.22.– On e´nonce le re´sultat suivant qui montre que dans les pro-objets,
on peut toujours se re´duire au cas classique ou` l’ensemble d’indice n’est qu’un ensemble
ordonne´ cofiltrant :
Proposition C.2.23 (Deligne) Soit I une petite cate´gorie cofiltrante. Alors, sous
l’axiome du choix, il existe un ensemble ordonne´ E et un foncteur final F : E → I .
On renvoie a` [SGA4] 8.1.6 (qu’on peut appliquer a` la cate´gorie filtrante I op).
Par ailleurs, tant qu’a` conside´rer des pro-objets plus ge´ne´raux que les pro-objets in-
dexe´s par des ensembles ordonne´s, autant adopter la de´finition ge´ne´rale suivante :
De´finition C.2.24 1. Soit I une cate´gorie cofiltrante. On dit que I est essentielle-
ment petite si et seulement si il existe un ensemble ordonne´ cofiltrant et un foncteur
final F : E → I .
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2. On appelle pro-objet (ge´ne´ralise´) de C la donne´e d’un foncteur X• : I → C ou` I
est une petite cate´gorie cofiltrante essentiellement petite.
On fait la convention de de´signer encore pro−C la cate´gorie des pro-objets ge´ne´ral-
ise´s, ou` les morphismes sont calcule´s par rapport aux ensembles ordonne´s finaux dans
les cate´gories d’indices.
En effet, remarquons que si F : E → I et F ′ : E′ → I sont deux foncteurs finaux
depuis des ensembles ordonne´s cofiltrants dans une cate´gorie cofiltrante, alors il existe un
foncteur final E → E′. Ainsi, la de´finition des morphismes entre pro-objets ge´ne´ralise´s ne
de´pend pas de l’ensemble d’indice choisi.
On aura parfois besoin de conside´rer des pro-objets ge´ne´ralise´s, et plutoˆt que de
ramener a` chaque fois la situation a` un ensemble d’indice petit (ordonne´ cofiltrant), on
choisit cette de´finition pour plus de latitude.
C.2.5 Pre´sentation des morphismes par niveau
De´finition C.2.25 Soit C une cate´gorie, et φ : (Xi)i∈I → (Yj)j∈J un morphisme de
pro-objets. On appelle pre´sentation par niveau de φ les donne´es :
1. d’une cate´gorie cofiltrante essentiellement petite.
2. de foncteurs F : K → I et G : K →J finaux.
3. d’un e´le´ment de R(XF (•), YG(•)) de la forme (IdK , ϕ), c’est-a`-dire pour toute fle`che
k → k′ de K , d’un carre´ commutatif :
XF (k)
ϕk //
²²
YG(k)
²²
XF (k′)
ϕk′ // YG(k′)
tel que si l’on note φ′ le morphisme repre´sente´ par (IdK , ϕ), celui-ci s’inscrit dans le carre´
commutatif :
XF (•)
φ′ //
²²
YG(•)
²²
X•
φ // Y•
ou` les fle`ches verticales sont les isomorphismes canoniques.
Les pre´sentations par niveau d’un morphisme sont particulie`rement utiles pour manipuler
les pro-objets. Par ailleurs, on dispose de la construction suivante :
Proposition C.2.26 Soit C une cate´gorie. Tout morphisme φ : (Xi)i∈I → (Yj)j∈J de
pro-objets admet une pre´sentation par niveau canonique.
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Preuve : On a de´ja` vu que le morphisme φ est la donne´e d’un famille (φj)j∈J de classes
φj dans unionsqi∈IHomC (Xi, Xj) (pour la relation d’e´quivalence de compatibilite´ sur la source).
On note L(φ) l’ensemble des triplets (i, j, ρ) ou` i est un objet de I , j un objet de J
et ρ : Xi → Yj un morphisme de C tel que ρ repre´sente φj . On de´finit les morphismes de
(i0, j0, ρ0) dans (i1, j1, ρ1) comme les couples (f, g) ou` f : i0 → i1 est un morphisme de I ,
g : j0 → j1 un morphisme de J tel que le carre´ suivant est commutatif
Xi0
Xf ²²
ρ0 // Yi0
Yg²²
Xi1
ρ1 // Yi1 .
La cate´gorie ainsi de´finie est cofiltrante. De plus, on a des foncteurs (fide`les, non
ne´cessairement pleinement fide`les)
p : L(φ)→ I
q : L(φ)→J
qui sont finaux.
Par ailleurs, a` toute fle`che (i0, j0, ρ0) → (i1, j1, ρ1) de L(φ), on peut associer tau-
tologiquement le carre´ qui la de´finit
Xi0
²²
ρ0 // Yi0
²²
Xi1
ρ1 // Yi1 ,
autrement dit, on a de´fini le repre´sentant canonique d’un morphisme φ′ : Xp(•) → Yq(•). Il
est alors tautologique que le carre´
Xp(•)
φ′ //
∼ ²²
Yq(•)
∼²²
X•
φ // Y•
est commutatif. ¤
On va renforcer la proposition pre´ce´dente :
Proposition C.2.27 Soit C une cate´gorie, et D est un graphe fini oriente´.
Soit ∆ : D → pro−C un foncteur. Pour tout objet d de D , on note Id la cate´gorie
d’indice du pro-objet ∆(d).
Alors, il existe :
1. une cate´gorie cofiltrante K .
2. pour tout objet d de D , un foncteur Fd : K → Id final qui commute aux transfor-
mations naturelles du diagramme ∆.
3. pour tout morphisme d→ e de D , une pre´sentation par niveau du morphisme ∆d →
∆e.
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Preuve : On fait une re´currence sur la hauteur du graphe.
S’il est de hauteur nulle, on a donc une collection de pro-objets indexe´s par une famille
de cate´gorie Id cofiltrante. Soit K =
∏
d∈D Id. Alors, K est cofiltrante, et les foncteurs
canoniques K → Id sont finaux. La condition 3 e´tant vide, c’est fini.
Supposons donc la proprie´te´ vraie pour les graphes de hauteur infe´rieure a` h, et soit
D un graphe de hauteur h + 1. Conside´rons l’ensemble des areˆtes initiales du graphe, et
nume´rotons-le de fac¸on arbitraire. On peut alors construire la cate´gorie K par re´currence
a` partir de cette nume´rotation et de la proposition pre´ce´dente. ¤
Corollaire C.2.28 Supposons que dans C les produits finis (resp. limites projectives
finies, sommes finies, inductives finies) soient repre´sentables. Alors, il en est de meˆme
dans pro−C .
Par ailleurs, le foncteur
ct : C → pro−C
qui a` un objet de C associe le pro-objet constant qui lui correspond, commute alors a`
chacun des types respectifs de limites.
Preuve : Commenc¸ons par montrer que si C admet des produits finis, il en est de meˆme
dans pro−C .
Soient (Xi)i∈I et (Yj)j∈J des pro-objets. Posons K = I ×J . C’est une cate´gorie
cofiltrante essentiellement petite, munie de ces deux foncteurs de projection K → I et
K → J qui sont tous deux cofinaux. Autrement dit, on peut supposer que X• et Y•
sont indexe´s par la meˆme cate´gorie K . De`s lors, pour tout objet k de K , on de´finit
Pk = Xk × Yk, muni des morphismes de transition e´vident. P• est alors le produit de X•
et Y• dans pro−C .
Au vu de cette construction, il est alors imme´diat que le foncteur ct commute aux
produits.
Pour montrer que si C admet des limites projectives finies, pro−C admet des limites
projectives finies, il suffit de le montrer pour les produits fibre´s. Pour cela, si l’on conside`re
X• → A• et Y• → A• deux morphismes de pro-objets, d’apre`s la proposition pre´ce´dente,
ils admettent une pre´sentation par niveau commune, indexe´e par K . Si l’on pose Nk =
Xk×AkYk dans la cate´gorie C , le pro-objet N• ainsi de´fini est bien le produit fibre´ attendu.
On proce`de de meˆme pour les limites inductives. ¤
Remarque C.2.29.– On retiendra que pour calculer une limite finie, indexe´e par un
graphe, de pro-objets, on re´indexe tous les pro-objets pour qu’ils soient tous indexe´s par
une meˆme petite cate´gorie cofiltrante, et que les morphismes conside´re´s admettent tous
une pre´sentation par niveau. On peut alors prendre la limite a` chaque niveau, ce qui donne
un pro-objet qui est la limite attendue.
Corollaire C.2.30 Soit C une cate´gorie :
1. Si C est additive, alors pro−C est canoniquement munie d’une structure additive,
telle que le foncteur ct est additif.
2. Si de plus, C est abe´lienne, alors pro−C est abe´lienne, telle que le foncteur ct est
exact.
328 APPENDIX C. CATE´GORIES
3. Si C est mono¨ıdale, alors pro−C est canoniquement mono¨ıdale, telle que le foncteur
ct est mono¨ıdal.
Preuve : 1. Supposons C additive. Alors, si (Xi)i∈I et (Yj)j∈J sont deux pro-objets de
C , l’ensemble
Hompro−C (X•, Y•) = lim←−
j∈J
lim−→
i∈I op
HomC (Xi, Yj)
est canoniquement muni d’une structure de groupe abe´lien (car notamment la limite in-
ductive indexe´e par I op est filtrante).
Par ailleurs, C admet des produits, donc pro−C aussi d’apre`s le corollaire pre´ce´dent,
ce qui montre que pro−C est additive (cf [ML98], VIII.2, theorem 2). Par ailleurs, le
foncteur ct commute aux produits d’apre`s le corollaire pre´ce´dent, autrement dit il est
additif.
2. Compte tenu du 1., il suffit d’appliquer le corollaire pre´ce´dent pour voir que pro−C
admet des noyaux et des conoyaux, et pour voir du meˆme coup que ct y commute, donc
est exact.
3. Soient (Xi)i∈I et (Yj)j∈J des pro-objets de C . Alors, posant K = I ×J , cate´-
gorie cofiltrante, munie des foncteurs finaux de projection, on de´finit le produit tensoriel
de X• et Y• en posant, pour tout objet (i, j) de K , P(i,j) = Xi ⊗ Yj , et pour tout mor-
phisme (i, j)
(f,g)−−−→ (k, l), P(f,g) = Xf ⊗ Yg. Puisque ⊗ est un bifoncteur, les morphismes
ainsi de´finis sont bien compatibles et de´finissent donc un pro-objet P•. On pose bien suˆr
P• = X• ⊗ Y•.
Par ailleurs, si f : X• → X ′• est un morphisme, on peut encore conside´rer sa pre´sen-
tation par niveau canonique, dont on note F et F ′ les foncteurs finaux. Alors, on peut
de´finir un morphisme f˜ : XF (•) ⊗ Y• → X ′F ′(•) ⊗ Y• pour tout pro-objet Y•. On de´finit
donc le morphisme pointille´ dans le diagramme :
XF (•) ⊗ Y• f˜ //
²²
X ′F ′(•) ⊗ Y•
²²
X• ⊗ Y• f⊗1 //____ X ′• ⊗ Y•.
Cette construction est alors naturelle. comme on peut effectuer la meˆme construction
pour Y , on a bien de´fini ainsi un bifoncteur ⊗ sur pro−C . Il re´sulte de la construction
que le foncteur constant est mono¨ıdal. ¤
C.2.6 Notion de compacite´ pour un objet
La terminologie suivante n’est pas standardise´e, mais on adopte cette convention pour le
reste de la the`se :
De´finition C.2.31 Soit X un objet de C .
On dira que X ve´rifie la proprie´te´ (coPF) dans C si et seulement si le pre´faisceau
repre´sente´ par X commute aux limites projectives cofiltrantes qui existent dans C .
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Si P est une sous-cate´gorie pleine de pro−C forme´e d’objets ayant une limite projec-
tive dans la cate´gorie C , on dira que X ve´rifie la proprie´te´ (coPF) relativement a` P dans
C si et seulement si pour tout pro-objet (Yi)i∈I de P, le morphisme canonique
HomC
(
lim←−
i∈I
Yi, X
)
→ lim−→
i∈I op
HomC (Yi, X)
est un isomorphisme.
Remarque C.2.32.– Si A est un anneau, un A-module est de pre´sentation finie si et
seulement si il ve´rifie la proprie´te´ duale de (coPF) dans la cate´gorie des A-modules. Ainsi,
on peut conside´rer que dans une cate´gorie quelconque, (coPF) signifie «copre´sentation
finie».
On se gardera pourtant d’utiliser cette expression, car, si S est un sche´ma, et X un
S-sche´ma localement de pre´sentation finie, alors X ve´rifie la proprie´te´ (coPF) par rapport
aux pro-objets essentiellement affines de S-sche´mas (voir [EGA4], 8.13.4 pour la de´finition
de pro-objets essentiellement affine, et loc.cit. 8.13.1 pour l’assertion pre´ce´dente).
Pour cette raison, on a pre´fe´re´ garder le symbole (coPF) pour e´viter les confusions.
Le lemme suivant est alors imme´diat :
Lemme C.2.33 Soient C une cate´gorie, C ′ une sous-cate´gorie pleine de C et P une
sous-cate´gorie pleine de pro−C ′ telle que :
1. Tout objet de P admet une limite projective dans C .
2. Tout objet de C ′ ve´rifie la proprie´te´ (coPF) par rapport a` P.
Alors, le morphisme limite projective suivant
P → C
(Xi)i∈I 7→ lim←−
i∈I
Xi
est pleinement fide`le.
Remarque C.2.34.– Cette formulation complique´e est ne´cessaire puisqu’en ge´ne´ral, une
limite projective d’objets ve´rifiant la proprie´te´ (coPF) dans C ne ve´rifie par la proprie´te´
(coPF) dans C .
Preuve : En effet, soient (Xi)i∈I et (Yj)j∈J deux pro-objets de P. On calcule
HomC
(
lim←−
i∈I
Xi, lim←−
j∈J
Yj
)
' lim←−
j∈J
HomC
(
lim←−
i∈I
Xi, Yj
)
' lim←−
j∈J
lim−→
i∈I op
HomC (Xi, Yj)
ou` le deuxie`me isomorphisme est vrai puisque pour tout j ∈ J , Yj ve´rifie (coPF) par
rapport au pro-objet (Xi)i∈I . ¤
C.2.35.– On appliquera particulie`rement la proposition ci-dessus dans la situation suiv-
ante : on se donne un sche´ma noethe´rien S, et on conside`re les cate´gories suivantes :
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1. C la cate´gorie des S-sche´mas
2. C ′ la cate´gorie des S-sche´mas de type fini
3. P une sous-cate´gorie pleine de la cate´gorie des pro-objets de C ′ forme´e de pro-objets
essentiellement affines.
Alors, le lemme pre´ce´dent s’applique d’apre`s [EGA4], 8.13.1.
On peut par exemple prendre pourP la cate´gorie des pro-objets de S-sche´mas de type
fini et affines.
C.3 Foncteurs fibres et points
C.3.1 De´finition
Cette sous-section a pour but d’introduire les pro-objets, qui seront au centre du pre´sent
travail. Il s’agit d’un certain type de pro-objets relie´s a` la notion de point d’un topos.
On commence par la notion de foncteur fibre d’un topos (voir [SGA4] expose´ IV, 6.2) :
De´finition C.3.1 Soient S un site, et S˜ le topos associe´. On appelle foncteur fibre du
topos S˜ tout foncteur x∗ : S˜ → Ens qui commute aux limites quelconques et qui est exact
a` gauche ( i.e. commute aux colimites finies).
Remarque C.3.2.– Un foncteur fibre x∗ commute aux colimites finies, il induit donc en
particulier un foncteur
Ab(φ) : Ab(S˜)→ Ab
qui va des faisceaux en groupes sur S dans la cate´gorie des groupes abe´liens. Ce foncteur
est encore exact, et il commute aux limites inductives filtrantes.
Remarque C.3.3.– On met l’accent sur la de´finition pre´ce´dente parce que c’est cette
notion que l’on manipulera par la suite, mais rappelons tout de meˆme la de´finition suivante
(loc. cit. 6.1) :
De´finition C.3.4 Soit S un site. On appelle point du topos S˜ tout morphisme de topos
x : P → S˜, ou` P est le topos ponctuel. On note Pt
(
S˜
)
la cate´gorie des points du topos S˜
ou` les morphismes sont les transformations naturelles.
Ainsi, si x est un point de S˜, le foncteur image inverse associe´ x∗ est un foncteur fibre.
Si F un faisceau sur S, on notera Fx = x∗(F ), et de meˆme pour les morphismes.
Compte tenu de la de´finition d’un site, un foncteur fibre admet ne´cessairement un
adjoint a` droite (voir [SGA4] expose´ 4, 3.2.1). Par ailleurs, un morphisme de topos est
un couple de foncteurs adjoints, et on a une e´quivalence de cate´gorie entre la cate´gorie
des points de S˜ et la cate´gorie oppose´e des foncteurs fibres (munie des transformations
naturelles) (voir [SGA4] expose´ 4, 6.2.1).
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C.3.2 Pro-repre´sentation des foncteurs fibres
Soit C une cate´gorie. On rappelle que d’apre`s la de´finition C.2.8, on a un foncteur pleine-
ment fide`le
δ : pro−C → Cˇ
dont l’image essentielle est forme´e par de´finition des copre´faisceaux pro-repre´sentables
(voir aussi C.2.12).
Le lemme suivant permet decaracte´riser plus pre´cise´ment les copre´faisceaux pro-
repre´sentables :
Lemme C.3.5 Soit ∆ : C → E ns un copre´faisceau. On note C/∆ la cate´gorie forme´e
des couples (X,u) ou` X est un objet de C vu comme pro-objet constant, et u : X → ∆ un
morphisme de pro-objets.
Alors, les conditions suivantes sont e´quivalentes :
1. ∆ est exact a` gauche ( i.e. commute aux colimites finies), et la cate´gorie C/∆ est
essentiellement petite.
2. C/∆ est cofiltrante et essentiellement petite.
3. ∆ est pro-repre´sentable.
Preuve : 1⇔ 2 En effet, dire que ∆ est exact a` gauche e´quivaut a` dire que la cate´gorie
I est cofiltrante.
2⇒ 3 : De`s lors, si cette cate´gorie est essentiellement petite, on de´finit un pro-objet
X• : (C/∆)op → C, (X,u) 7→ X
et il est formel que ∆ = δ(X•), car tout copre´faisceau est limite inductive des copre´fais-
ceaux repre´sentables qui sont au-dessus de lui.
3 ⇒ 1 : Si ∆ est pro-repre´sentable, on note X• : J op → C le pro-objet qui le
pro-repre´sente. Par de´finition, ∆ ' δ(X•), et il en re´sulte que ∆ est exact a` gauche. Par
ailleurs, il existe un foncteur canonique final J op → C/∆. Or, comme par de´finition, J
est essentiellement petite, ceci e´quivaut a` dire que C/∆ est essentiellement petite. ¤
Ce lemme affirme que pour obtenir un pro-objet qui pro-repre´sente un copre´faisceau
exact a` gauche, il suffit de regarder une certaine cate´gorie. C’est ce que l’on fait maintenant
dans le cas d’un foncteur fibre :
De´finition C.3.6 Soient S un site, S˜ le topos associe´, et x un point de S˜ ; on note x∗ le
foncteur fibre associe´.
On de´finit la cate´gorie des voisinages de x (dans le site S), note´e Vx(S), comme la
cate´gorie S/x∗ des objets du site S qui sont au-dessus de x∗.
Autrement dit, un voisinage du point x est un couple (X,u) ou` X est un objet du site
S, et u un e´le´ment de la fibre x∗(X), ou` X est vu comme un faisceau.
Les morphismes de transition dans la cate´gorie Vx(S) sont les morphismes f : (X,u)→
(Y, v) ou` f : Y → X est un morphisme de S tel que fx(u) = v.
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Proposition C.3.7 Soient S un site, S˜ le topos associe´, et x un point de S˜.
Alors, la cate´gorie Vx(S) est cofiltrante, et essentiellement petite.
On se re´fe`re a` [SGA4], expose´ 4, 6.8 pour la de´monstration. Signalons simplement que
c’est le fait que S posse`de une famille (i.e. un ensemble) de morphismes topologiquement
ge´ne´ratrice qui garantit que la cate´gorie VSx est essentiellement petite.
Corollaire C.3.8 Soit S un site et x un point de S˜.
Le foncteur fibre x∗ : S˜ → E ns est pro-repre´sentable par un objet de pro−S. Plus
pre´cise´ment, pour tout faisceau F sur S, on a un isomorphisme :
Fx = lim−→
(X,u)∈Vx(S)
F (X).
Preuve : Il suffit d’appliquer le lemme C.3.5 et la proposition pre´ce´dente. On notera
toutefois une le´ge`re diffe´rence du fait que la cate´gorie conside´re´e n’est pas la cate´gorie
S˜/x∗ mais la cate´gorie S/x∗. On peut tout de meˆme conclure du fait que le foncteur
canonique S/x∗ → S˜/x∗ est cofinal. ¤
C.3.9.– Si F est un faisceau dans S˜, X : Iop → S un pro-objet de S, on pose
F (φ) = lim−→
i∈Iop
F (Xi).
Ainsi, lorsque φ pro-repre´sente un foncteur fibre de S˜, F (φ) est simplement la fibre de
F au point correspondant.
C.3.3 Pro-objets caracte´ristiques
On a vu que tout foncteur fibre est canoniquement pro-repre´sente´ (par la cate´gorie des
voisinages du point correspondant). Par ailleurs, on peut caracte´riser les pro-objets qui
pro-repre´sentent des foncteurs fibres et on a la proposition ge´ne´rale suivante :
Proposition C.3.10 Soit S un site. Le foncteur
Pt
(
S˜
)
→ pro−S
x 7→ (Vx(S)op → S)
est pleinement fide`le.
De plus, soit X• : Iop → S un pro-objet, les conditions suivantes sont e´quivalentes :
1. X• pro-repre´sente un foncteur fibre.
2. (C) Pour toute famille couvrante (Yr)r∈Λ → Y , et pour tout morphisme Xi → Y ou`
i ∈ I, il existe i→ j dans I et r ∈ Λ tels que le diagramme suivant est commutatif :
Xj //
²²
Yr
²²
Xi // Y
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Indication de preuve : Le premier point est e´vident compte tenu de ce qui pre´ce`de,
puisqu’on obtient un quasi-inverse du foncteur ci-dessus en associant a` tout pro-objet φ
de S le copre´faisceau sur S˜, qui a` un faisceau F associe F (φ).
Pour la re´ciproque, voir loc. cit. 6.8.7. On se re´duit a` montrer que la condition (C)
sur le pro-objet X e´quivaut a` dire que F 7→ F (X) transforme toute famille couvrante en
famille e´pimorphique (entre ensembles). On a besoin au passage du lemme suivant, au
demeurant fort utile :
Lemme C.3.11 Soient S un topos, et x un point de S. Soient F un pre´faisceau sur S,
et a le foncteur faisceau associe´ sur le site S, alors, le morphisme canonique
lim−→
(X,u)∈Vs(S)
F (X)→ lim−→
(X,u)∈Vs(S)
(aF )(X) = (aF )x
est un isomorphisme.
On a donc re´duit l’e´tude des points d’un topos a` celle des pro-objets du site ve´rifiant
la condition (C) (via la conside´ration des foncteurs fibres).
C.4 Cate´gories mono¨ıdales
C.4.1 De´finitions ge´ne´rales
De´finition C.4.1 Soit M une cate´gorie. Une structure mono¨ıdale sur M est la donne´e
1. d’un bifoncteur
M ×M → M
(M,N) 7→ M ⊗N.
2. d’un objet unite´ e dans M .
3. d’isomorphismes naturels :
αM,N,P :M ⊗ (N ⊗ P )→ (M ⊗N)⊗ P
βM : e⊗M →M
γM :M ⊗ e→M
qui ve´rifient la commutativite´ des diagrammes :
1.
M ⊗ (e⊗N)αM,e,P//
1⊗βN ²²
(M ⊗ e)⊗N
1⊗γM
²²
M ⊗N M ⊗N
2.
(M ⊗N)⊗ (P ⊗Q)
αM,N,P⊗Q
++WWWW
WWWWW
W
M ⊗ (N ⊗ (P ⊗Q))
αM⊗N,P,Q 33gggggggggg
1⊗αN,P,Q ²²
((M ⊗N)⊗ P )⊗Q
αM,N,P⊗1²²
M ⊗ ((N ⊗ P )⊗Q) αM,N⊗P,Q // (M ⊗ (N ⊗ P ))⊗Q.
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De`s lors, toutes les combinaisons des trois isomorphismes de de´finition d’une cate´gorie
mono¨ıdale ayant meˆme source et meˆme but, donnent le meˆme isomorphisme d’apre`s le
Theorem 1, de la section VII.2 de [ML98]. Pour alle´ger les diagrammes, on fait donc la
convention de de´signer ge´ne´riquement par le symbole ∼∗ un isomorphisme compose´ de
ces isomorphismes de de´finition (ou de leurs inverses), en oubliant de donner la se´quence
d’isomorphismes dont il est compose´.
Dans cette partie abstraite sur les cate´gories mono¨ıdales, on omettra souvent le
symbole ⊗, M ⊗N devenant simplement MN .
Remarque C.4.2.– Le fait que ⊗ soit un bifoncteur se traduit par la relation
(α′ ⊗ β′) ◦ (α⊗ β) = (α′ ◦ α)⊗ (β′ ◦ β)
ou`
α :M →M ′
α′ :M ′ →M ′′
β : N → N ′
β′ : N ′ → N ′′.
De´finition C.4.3 Soit M une cate´gorie mono¨ıdale. On dit que M est syme´trique
lorsqu’on s’est donne´ un isomorphisme naturel
δM,N :M ⊗N → N ⊗M
tel que les diagrammes suivants commutent
1.
NM
δNM
$$II
II
II
MN
δMN
::uuuuuu
MN
2.
(MN)P
δMN,P//
∼∗
²²
P (MN)
∼∗
²²
M(NP )
1⊗δN,P
²²
(PM)N
δP,M⊗1
²²
M(PN)
∼∗ // (MP )N.
Dans une cate´gorie mono¨ıdale syme´trique, on adopte la meˆme convention que
pre´ce´demment, rajoutant l’isomorphisme de commutativite´ dans la liste des isomorphismes
canoniques.
Il y a dans cette convention une ambigu¨ıte´, car pour un objet M de C, le morphisme
MM
∼∗−−→MM
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de´signe a` la fois le morphisme identite´ et le morphisme δMM . Pour lever cette ambigu¨ıte´,
on adopte la notation suivante pour de´signer δM,M :
M
1
M
2
∼∗−−→M
2
M
1
.
De´finition C.4.4 Soit M une cate´gorie. On dit que M est additive mono¨ıdale si et
seulement si M est une cate´gorie additive et mono¨ıdale telle que otimes est un foncteur
biadditif.
Remarque C.4.5.– Toutes les cate´gories mono¨ıdales que nous conside`rons sont additives
mono¨ıdales. En effet, si M est ferme´, le bifoncteur ⊗ est automatiquement biadditif.
De´finition C.4.6 SoitM une cate´gorie mono¨ıdale syme´trique. On dit queM est ferme´e
lorsque le bifoncteur ⊗ admet un adjoint a` droite
M op ×M → M
(M,N) 7→ HomM (M,N) .
Autrement dit, on dispose d’isomorphismes naturels :
HomM (M ⊗N,P ) ' HomM (N,HomM (M,P )) . (C.1)
Pour une telle cate´gorie, on notera :
evMN :M ⊗HomM (M,N)→ N
coevMN :M → HomM (M,M ⊗N)
les applications d’adjonction, encore appele´es respectivement evaluation et coe´valuation.
On a fait une convention dans le choix de l’adjonction conside´re´e, comme explicite´e dans
(C.1), puisqu’on aurait pu conside´rer (comme dans [ML98], VII.7.) l’adjontion oppose´e :
HomM (M ⊗N,P ) ' HomM
(
M,Hom′M (N,P )
)
.
Puisqu’on ne conside`re que les cate´gories mono¨ıdales syme´triques, l’un des choix implique
que l’autre est valide, mais il faut ne´anmoins choisir un des deux adjoints possibles. Fixer
correctement cette convention correspondra pour nous a` fixer des signes.
C.4.2 Mono¨ıdes et leurs actions
De´finition C.4.7 Soit M une cate´gorie mono¨ıdale d’unite´ e et M un objet de M . Une
structure de mono¨ıde sur M est la donne´e
1. d’un produit µ :M ⊗M →M
2. d’une unite´ η : e→M
qui satisfont la commutativite´ des diagrammes suivants :
336 APPENDIX C. CATE´GORIES
1.
M(MM)
∼∗ //
1⊗µ
²²
(MM)M
µ⊗1 //MM
µ
²²
MM
µ //M
2.
eM
η⊗1 //
∼∗ ##GG
GG
GG
GG
G MM
µ
²²
Me
1⊗ηoo
∼∗{{www
ww
ww
ww
M.
Lorsque la cate´gorieM est additive mono¨ıdale, on appelle encore alge`bre tout mono¨ıde
de M .
On ne rencontrera pas les objets de la de´finition suivante dans cette the`se, mais ils
sont particulie`rement classiques :
De´finition C.4.8 SoientM une cate´gorie mono¨ıdale syme´trique, et M un mono¨ıde dans
M . On dit que M est commutatif si et seulement si le diagramme suivant commute
M
1
M
2
∼∗ //
µ ""E
EE
EE
M
2
M
1
µ||yy
yy
y
M.
Enfin, on termine cette revue des cate´gories mono¨ıdales par la de´finition
De´finition C.4.9 Soit M une cate´gorie mono¨ıdale, et M un mono¨ıde dans M , de mul-
tiplication µ et d’unite´ η. Soit X un objet de M . Une action a` gauche de M sur X est la
donne´e
M ⊗X γ−→ X
telle que les diagrammes suivants commutent
M(MX)
∼∗ //
1⊗γ
²²
(MM)X
µ⊗1 //MX
γ
²²
MX
γ // X
e⊗X η⊗1 //
∼∗
²²
M ⊗X
γ
²²
X X.
Lorsque la cate´gorie M est additive mono¨ıdale, on dit encore que X est un module a`
gauche sur l’alge`bre M . On note alors M − mod la cate´gorie forme´e des M -modules a`
gauche dans M , munit des morphismes e´vidents.
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La notion d’action a` droite est duale de la notion d’action a` gauche. On note mod−M
la cate´gorie des M -modules a` droites dansM . LorsqueM est mono¨ıdale syme´trique, ces
deux notions co¨ıncident si M est commutatif.
On ajoute finalement la de´finition suivante :
De´finition C.4.10 Soit M une cate´gorie mono¨ıdale.
Soient M et N deux mono¨ıdes dans M , de multiplications respectives µ et γ.
Alors, si X est un objet de M , on dira que X est muni d’une (M,N)-action si et
seulement si il est muni d’une action a` gauche de M , et d’une action a` droite de N telle
que le diagramme suivant commute
M(XN)
∼∗
²²
1⊗γ //MX
µ
''OO
OOO
O
X.
(MX)N
µ⊗1 // XN
γ
77ooooooo
Lorsque la cate´gorie M est additive mono¨ıdale, on dit encore que X est un (M,N)-
bimodule.
C.5 Cate´gories gradue´es
C.5.1 De´finitions et notations ge´ne´rales
Conside´rons une cate´gorie additive A .
De´finition C.5.1 Un objet Z-gradue´ de A est une famille (Mn)n∈Z d’objets de A , que
l’on de´signe de manie`re abre´ge´e M∗.
Si M∗ et N∗ sont deux objets gradue´s de A , un morphisme gradue´ de M∗ dans N∗ de
degre´ r est une famillle (fn)n∈Z telle les morphismes fn soient des morphismes de A de
la forme
fn :Mn → Nn+r.
On note A Z la cate´gorie des objets Z-gradue´s de A , munie des morphismes gradue´s
de degre´ 0.
Remarque C.5.2.– Sans pre´cision, un morphisme gradue´ est toujours suppose´ de degre´ 0.
On adopte par ailleurs les notations suivantes : pour un objet gradue´ M∗ de A :
1. Si r est un entier relatif, on note M∗[r] l’objet gradue´ dont le n-ie`me gradue´ est
Mn+r.
2. On note ρ0 le foncteur de A Z dans A qui a` M∗ associe M0.
3. Ce foncteur est fide`le, et admet un adjoint a` gauche que l’on note G0 : A → A Z. Si
F est un objet de A , G0(F )n est nul si n est diffe´rent de 0, et e´gal a` F sinon.
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C.5.2 Structure mono¨ıdale
On conside`re maintenant une cate´gorie additive mono¨ıdale A .
On de´finit un produit tensoriel ⊗ˆ sur A Z comme suit ; soient M∗ et N∗ des objets
gradue´s de A , on de´finit
H∗ =M∗⊗ˆN∗ | Hn =
⊕
p+q=n
Mp ⊗Nq.
Soient f∗ :=M∗ → N∗ et f ′∗ :=M ′∗ → N ′∗ deux morphismes gradue´s. On pose alors
h∗ = f∗⊗ˆg∗ :M∗⊗ˆM ′∗ → N∗⊗ˆN ′∗
hn :
⊕
p+q=n
Mp ⊗M ′q →
⊕
p+q=n
Np+r ⊗N ′q+r′ | hn =
∑
p+q=n
fp+r ⊗ f ′q+r′ .
Ainsi, ⊗ˆ est un bifoncteur.
Lemme C.5.3 Adoptant les notations qui pre´ce`dent, la cate´gorie A Z, munie du produit
⊗ˆ, et de l’e´le´ment neutre G0(e) est canoniquement mono¨ıdale.
Preuve : Soient α, β et γ les isomorphismes de de´finition de A . On construit les
isomorphismes qui de´finissent la structure mono¨ıdale canonique sur A Z. Soient M∗, N∗
et P∗ des objets gradue´s de A . On pose pour tout entier relatif r
(αˆM∗,N∗,P∗)r =
∑
m+n+p=r
δMm,Nn,Pp
(βˆM∗)r = δMr
(γˆM∗)r = γMr .
Les relations de de´finition sont alors e´videntes. On notera que la transformation naturelle
αˆ est bien de´finie car par hypothe`se, le bifoncteur ⊗ est biadditif. ¤
Lorsque A est syme´trique, on en de´duit de meˆme pour tous objets gradue´s M∗ et N∗
un isomorphisme de commutativite´ δˆM∗,N∗ dont la composante de degre´ n est e´gale a`⊕
p+q=n
Mp ⊗Nq
P
p+q δMp,Nq−−−−−−−−→
⊕
p+q=n
Nq ⊗Mp.
Cet isomorphisme munit de`s lors la cate´gorie A Z d’une structure mono¨ıdale syme´trique
canonique.
C.5.3 Mono¨ıdes anti-commutatifs
Soit A une cate´gorie additive mono¨ıdale et syme´trique.
Dore´navant, pour alle´ger les notations, on de´signe simplement parM un module gradue´
M∗.
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Si M et N sont deux objets gradue´s de A , on note ²M,N : M⊗ˆN → M⊗ˆN
l’endomorphisme gradue´ dont la composante de degre´ n est∑
p+q=n
(−1)pq.IdMp⊗Nq .
Ainsi, ² est une transformation naturelle involutive du foncteur identite´ de A Z.
De´finition C.5.4 Soit S une alge`bre gradue´e de A ( i.e. un mono¨ıde dans A Z, cf de´fi-
nition C.4.7).
On dit que S est anti-commutative si et seulement si le diagramme suivant est com-
mutatif
S
1
S
2
∼∗ //
µ
&&MM
MMM
MMM
MM
S
2
S
1
²S,S // S
2
S
1
.
µ
xxqqq
qqq
qqq
q
S
Remarque C.5.5.– On trouvera aussi la terminologie «alge´bre gradue´e commutative»
dans la litte´rature.
Si S est une alge`bre gradue´e, et M un objet de A , l’objet gradue´ M⊗ˆA (ou` A est
conside´re´ comme un objet gradue´ concentre´ en degre´ 0) est canoniquement muni d’une
structure de S-module a` gauche :
S⊗ˆ(S⊗ˆA) ∼∗−−→ (S⊗ˆS)⊗ˆA µ⊗ˆ1−−→ S⊗ˆA.
On en de´duit le lemme e´vident :
Lemme C.5.6 Soit S une alge`bre gradue´e de A .
Le foncteur, de´fini ci-dessus,
A → S −mod,A 7→ S⊗ˆA
est adjoint a` gauche du foncteur ρ0 : S −mod→ A .
Par ailleurs, on peut de´duire pour ces alge`bres anti-commutatives une the´orie analogue
a` celle des alge`bres gradue´es anti-commutatives classiques.
Soit S une alge`bre gradue´e anti-commutative dans A . SiM est un S-module a` gauche
de multiplication γ, on en de´duit une structure de S-module a` droite sur M , note´ M ²,
dont le morphisme structural, note´ γ², est le compose´
MS
∼∗−−→ SM ²S,M−−−→ SM γ−→M.
Lemme C.5.7 Avec les notations qui pre´ce`dent, le module M muni de sa structure de
S-module a` gauche naturelle et de sa structure de S-module a` droite est un (S, S)-bimodule.
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Preuve : Revenant a` la de´finition, on montre que le diagramme ci-dessous est commutatif
S
1
(MS
2
)
∼∗
²²
1⊗ˆγ² // S
1
M
γ
((QQ
QQQ
Q
M.
(S
1
M)S
2
γ⊗ˆ1 //MS
2
γ²
66mmmmmm
Pour cela, on revient a` la de´finition, et on de´compose le diagramme en plusieurs parties
commutatives
S
1
(MS
2
)
∼∗
²²
∼∗ //
(∗)
S
1
(S
2
M) 1⊗ˆ²S,M // S
1
(S
2
M)
1⊗ˆγ
((QQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ∼∗ ²²
(S
1
S
2
)M
µ⊗ˆ1 ,,XXXXXX
XXXXXX
XXXXXX
XXXXXX
∼∗ ²²
(S
2
S
1
)M
²S,S⊗ˆ1 ))R
RRRR
RRRR
SM
γ
''NN
NNN
NNN
N
(S
2
S
1
)M
µ⊗ˆ1
66mmmmmmmmm
M.
S
2
(S
1
M)
1⊗ˆγ ))RRR
RRR
RRR
R
²S,SM // S
2
(S
1
M)
1⊗ˆγ
))RR
RRR
RRR
RR
∼∗ 55lllllllll
(S
1
M)S
2
γ⊗ˆ1 ))RRR
RRR
RRR
R
∼∗ 55lllllllll
S
2
M
²S,M
// S
2
M
γ
77nnnnnnnnnnnnnnnnnnnnnnnnn
MS
2
∼∗
55llllllllllll
Or la partie (∗) est commutative d’apre`s le the´ore`me de cohe´rence (cf [ML98], theorem 1,
VII.2) et le calcul de signe habituel concernant les alge`bres gradue´es anti-commutatives.
Les autres parties du diagramme sont commutatives d’apre`s les axiomes de l’alge`bre S,
son anti-commutativite´ et les axiomes de l’action a` gauche de S sur M . ¤
Ce lemme nous sert pour la proposition suivante :
Proposition C.5.8 Supposons que A admette des conoyaux.
Soit S une alge`bre gradue´e anti-commutative de A telle que le foncteur S ⊗ . pre´serve
les conoyaux.
Alors, la cate´gorie des S-modules a` gauche dans A Z est canoniquement munie d’une
structure mono¨ıdale syme´trique telle que S, munie de sa structure triviale, en soit l’e´le´ment
neutre.
Preuve : Soient M et N deux S-modules de multiplications respectives µ et ν. On note
M⊗ˆSN le conoyau des deux morphismes
(MS)N
µ²⊗ˆ1 //
∼∗ ++WWW
WWWW MN.
M(SN) 1⊗ˆν
44hhhhhhh
C.5. CATE´GORIES GRADUE´ES 341
Or, M est un (S, S)-bimodule d’apre`s le lemme pre´ce´dent. Donc, ce diagramme est un
diagramme de S-modules a` gauche. Comme S⊗ . pre´serve les conoyaux, la multiplication
a` gauche induite de S sur M⊗ˆSN en fait un S-module a` gauche.
Les isomorphismes d’associativite´ et de commutativite´ du bifoncteur ⊗ˆS est induit
par les isomorphisme correspondants du produit ⊗ˆ. Les isomorphismes canoniques de
S-modules S⊗ˆSN ' N et M⊗ˆSS 'M font de S l’unite´ du produit ⊗ˆS . ¤
Ce produit dispose encore de la proprie´te´ suivante :
si A et B sont des objets de A , (S⊗ˆA)⊗ˆS(S⊗ˆB) ' S⊗ˆ(A⊗B).
Signalons finalement la proprie´te´ supple´mentaire suivante :
Proposition C.5.9 Supposons que A soit une cate´gorie mono¨ıdale syme´trique ferme´e,
et abe´lienne.
Soit S une alge`bre gradue´e anti-commutative.
Alors, le bifoncteur ⊗ˆS admet un adjoint a` droite note´ HomS (., .).
La cate´gorie mono¨ıdale syme´trique S −mod est ferme´e. De plus, elle est abe´lienne et
le foncteur d’oubli S −mod→ A Z est exact.
Preuve : En effet, commenc¸ons par remarquer que, puisque la cate´gorie A admet des
noyaux, il en est de meˆme de la cate´gorie S −mod, le foncteur O e´tant exact a` gauche
(on a montre´ qu’il admet un adjoint a` droite). Par hypothe`se, le foncteur S ⊗ . est exact
a` gauche. Il en re´sulte que la cate´gorie S −mod admet des conoyaux, et que le foncteur
O est exact a` droite. Comme la cate´gorie A Z est abe´lienne, il re´sulte de l’exactitude du
foncteur O que S −mod est abe´lienne.
Soient M et N deux S-modules a` gauche de multiplications respectives µ et ν. On
note HomS (M,N) le noyau des deux morphismes
HomA (M,N)
µ∗ //
S⊗ˆ.
,,YYYYYY
Y HomA
(
S⊗ˆM,N) .
HomA
(
S⊗ˆM,S⊗ˆN) ν∗ 22ddddddd
Puisque N est un (S, S)-bimodule d’apre`s le lemme C.5.7 pre´ce´dent, la source et le but
de ces morphismes sont canoniquement munis d’une structure de S-modules a` droite. De`s
lors, ces structures induisent une structure de S-module a` droite sur HomS (M,N), et on
en de´duit une structure de S-module a` gauche sur HomS (M,N) telle que la structure a`
droite de HomS (M,N)
² co¨ıncide avec celle de la construction.
Les isomorphismes d’associativite´ et de commutativite´ du bifoncteur ⊗ˆS sont induits
par les isomorphismes correspondants du produit ⊗ˆ. Les isomorphismes canoniques de
S-modules S⊗ˆSN ' N et M⊗ˆSS 'M font de S l’unite´ du produit ⊗ˆS .
D’apre`s la construction de ⊗ˆS et l’adjonction de ⊗ et HomC , il en re´sulte que ⊗ˆS et
HomS sont adjoints. ¤
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Glossaire-index des notations
I - Cate´gories.
Ge´ne´ralite´s Soit C une cate´gorie.
E ns ensembles
A b groupes abe´liens
Z− C objets Z-gradue´s de C C.5.1, p. 337
pro−C pro-objets de C C.2.1, p. 319
Sche´mas Soit S un k-sche´ma re´gulier noethe´rien.
S chS S-sche´mas se´pare´s de type fini
S chlocS S-sche´mas se´pare´s essentiellement de type fini A.1.1, p. 303
LS S-sche´mas se´pare´s lisses de type fini
L locS S-sche´mas se´pare´s essentiellement lisses A.2.1, p. 306
Lcor,S S-sche´mas se´pare´s lisses munis des correspondances finies 1.2.7, p. 13
piLcor,S S-sche´mas se´pare´s lisses munis des correspondances finies a`
homotopie pre`s
1.3.2, p. 21
AS S-alge`bres locales essentiellement lisses 2.1.20, p. 41
A hS S-alge`bres locales formellement lisses obtenues par hense´li-
sation d’une S-alge`bre essentiellement de type fini
2.1.28, p. 42
Soit S une cate´gorie de sche´mas.
Po(S ) paires ouvertes (X/U) telles que X appartient a` S 5.4.1, p. 142
Pf (S ) paires ferme´es (X,Z) telles que X appartient a` S , munies
des morphismes quasi-carte´siens
5.4.4, p. 143
Faisceaux Soit S un k-sche´ma re´gulier noethe´rien.
PS pre´faisceaux de groupes abe´liens sur LS
ZS faisceaux de groupes abe´liens sur LS pour la topologie de
Zariski
2.1.2, p. 35
NS faisceaux de groupes abe´liens sur LS pour la topologie de
Nisnevich
2.1.2, p. 35
PtrS pre´faisceaux avec transferts sur S 2.2.1, p. 49
N trS faisceaux avec transferts sur S 2.2.5, p. 51
HPtrS pre´faisceaux homotopiques sur S 3.1.2, p. 61
HN trS faisceaux homotopiques sur S 3.1.2, p. 61
HM trS modules homotopiques sur S 3.4.23, p. 89
MCyclS modules de cycles sur S 4.1.7, p. 96
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Motifs Le corps k est parfait.
DMeffgm (k) motifs ge´ome´triques effectifs 7.2.2, p. 233
DMgm(k) motifs ge´ome´triques 7.2.6, p. 234
DMeff− (k) motifs <faisceautiques> effectifs 7.1.1, p. 229
Cate´gories de points ge´ne´riques Le corps k est parfait, et S un k-sche´ma re´gulier noethe´rien.
ES points de S 4.1.1, p. 93
E sS points se´parables de S 2.1.3.4, p. 46
E˜S cate´gorie enrichie des points de S 4.1.21, p. 101
HN tr,(0)k faisceaux homotopiques <ge´ne´riques> 5.1.4, p. 129
HM (0)k modules homotopiques <ge´ne´riques> 9.1.5, p. 281
DM
eff,(0)
gm (k) motifs ge´ne´riques effectifs 9.1.2, p. 279
DM
(0)
gm(k) motifs ge´ne´riques 9.1.1, p. 279
II - Objets.
Sche´mas Soit (X,Z) une paire ferme´e.
DZX espace de de´formation fibre´ sur A1 associe´ a` l’immersion fer-
me´e Z → X
B.3.2, p. 315
D˙ZX = DZX − A1Z
NZX fibre´ normal de l’immersion ferme´e Z → X.
N×ZX = NZX − Z
Faisceaux Soit S un k-sche´ma re´gulier noethe´rien.
ZS (X) faisceau de groupes abe´liens libres sur S repre´sente´ par un
S-sche´ma X
LS [X] faisceau avec transferts sur S repre´sente´ par un S-sche´ma X 2.2.2, p. 49
h0F faisceau homotopique associe´ a` un faisceau avec transferts F 3.1.7, p. 63
h0(X) faisceau homotopique repre´sente´ par un k-sche´ma X 3.1.8, p. 63
S1t faisceau homotopique appele´ <sphe`re de Tate> 3.4.10, p. 84
Modules homotopiques
Fˆ∗ transforme´e ge´ne´rique d’un module homotopique F∗ 5.1.2, p. 129
Σ∞F S∗t -module gradue´ libre engendre´ par un faisceau homo-
topique F
3.4.17, p. 88
Ω∞(F∗) module homotopique associe´ a` un S∗t -module gradue´ F∗ 3.4.31, p. 90
Motifs Le corps k est parfait, et X est un sche´ma alge´brique lisse sur k.
Mgm(X) motif de X vu dans la cate´gorie DM
eff
gm (k)k 7.2.2, p. 233
M(X) motif de X vu dans la cate´gorie DMeff− (k)k 7.1.9, p. 232
MZ (X) motif relatif de la paire ferme´e (X,Z) 8.2.1, p. 240
=M(X,Z)
MTh (E) motif de Thom du fibre´ vectoriel E/X 8.2.9, p. 244
Z(1) twist a` la Tate 7.2.4, p. 234
Z{1} motif e´gal a` Z(1)[1] 7.3.1, p. 235
III - Divers.
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Cycles et correspondances Soit S un k-sche´ma re´gulier noethe´rien.
Z∗(X) groupe des cycles du sche´ma X gradue´ par la codimension
CH∗(X) groupe de Chow du sche´ma X, i.e. des cycles de X a` e´quiv-
alence rationnelle pre`s, gradue´ par la codimension
cequi(X/S, 0) groupe des cycles du S-sche´ma X dont le support est fini
e´quidimensionnel sur S
1.1.13, p. 6
Pic (X,Z) groupe des faisceaux inversibles sur le sche´ma X munis d’une
trivialisation sur Z, a` isomorphisme pre`s
1.3.15, p. 26
cS (X,Y ) groupe des S-correspondances finies de X vers Y 1.2.1, p. 9
piS (X,Y ) groupe des classes d’homotopie de S-correspondances finies
de X vers Y
1.3.1, p. 21
Produits tensoriels Soit S un k-sche´ma re´gulier noethe´rien.
⊗trS produit tensoriel sur la cate´gorie Lcor,S 1.2.11, p. 14
⊗trS produit tensoriel des faisceaux avec transferts sur S 2.2.16, p. 58
⊗tr,L produit tensoriel des complexes de faisceaux avec transferts
sur k
6.3.22, p. 222
⊗Htr produit tensoriel des faisceaux homotopiques 3.1.11, p. 65
Ensembles d’indices Soit S un k-sche´ma re´gulier noethe´rien.
Mlis (O/S) ensemble des sous-S-alge`bres de la S-alge`bre locale O qui
sont lisses de type fini sur S
2.1.34, p. 44
Vx (X) ensemble des ouverts du sche´ma X contenant x, ordonne´ par
inclusion
2.1.13, p. 39
Vhx (X) cate´gorie des voisinages Nisnevich de x dans le sche´ma X,
munie des morphismes e´vidents
2.1.13, p. 39
˜lim←− de´signe la limite projective formelle, lorsqu’elle est prise tau-
tologiquement dans la cate´gorie des pro-objets
C.2.2, p. 319
IV - Notations particule`res de certains chapitres.
Chapitre 4 Soit M un module de cycles sur S.
X•−→ Y de´signe de manie`re conventionnelle morphisme du complexe
C∗(X;M) dans le complexe C∗(Y ;M) conside´re´ a` e´quiva-
lence d’homotopie pre`s
4.2.1, p. 103
Chapitre 5 Soit F un faisceau homotopique.
F 1(X,Z) groupe abe´lien associe´ a` une paire ferme´e (X,Z)
5.4.18, p. 149
LV [X,Z] pro-objet de la cate´gorie des faisceaux avec transferts de´pen-
dant d’une paire ferme´e (X,Z) et d’un sche´ma V e´tale sur
Z ; il entre dans la de´finition de F 1(X,Z)
5.4.14, p. 147
Chapitre 6 Soit F un faisceau homotopique.
S∗t F module homotopique e´gal en degre´ n ≥ 0 a` Snt ⊗Htr F et en
degre´ n 6= 0 a` Fn 6.3.10, p. 217
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Chapitre 8 Soit X un sche´ma alge´brique lisse, et E un fibre´ vectoriel sur X.
Eˆ = E ×X A1X vu comme fibre´ vectoriel sur X
cn(E) morphisme de la cate´gorie DMeffgm (k) correspondant a` la n-
ie`me classe de Chern de E/X
8.3.7, p. 252
l∗ (E) isomorphisme canonique du motif de P(E)
8.3.10, p. 254
t(E) classe de Thom de E/X vue dans le groupe de Chow de
P(E ⊕ 1) 8.3.19, p. 260
θ (E) isomorphisme de Thom associe´ au fibre´ E/X
8.3.24, p. 262
M(f, g)! morphisme induit par un morphisme de paires ferme´es (f, g)
vu a` travers l’isomorphisme de de´formation au coˆne normal
et l’isomorphisme de Thom
8.4.5, p. 267
Chapitre 9
M (0) foncteur de la cate´gorie E˜k dans la cate´gorie DM
(0)
gm(k)
9.2.1, p. 283
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Re´sume´ :
Dans ce me´moire, nous relions la the´orie de M. Rost des modules de cycles a` la the´orie
de V. Voevodsky de la cate´gorie de´rive´e des motifs mixtes. Nous construisons une e´qui-
valence de cate´gorie explicite entre la premie`re cate´gorie et une cate´gorie de modules sur
les faisceaux invariants par homotopie avec transferts de V. Voevodsky. Ceci nous permet
d’enrichir les deux the´ories en question.
Par ailleurs, nous montrons dans un deuxie`me temps comment les axiomes de M. Rost
s’incarnent dans une cate´gorie de pro-motifs associe´s a` des extensions de type fini du corps
de base, que nous appelons motifs ge´ne´riques et qui nous servent a` re´duire la conjecture de
Beilinson-Soule´. Pour cela, nous sommes conduits a` e´lucider partiellement la fonctorialite´
du triangle de Gysin dans la cate´gorie de´rive´e des motifs mixtes.
Enfin ,la cate´gorie des motifs ge´ne´riques permet d’interpre´ter les modules de cycles a`
la manie`re foncteurs de Mackey de la topologie alge´brique e´quivariante.
Mots cle´ : motifs, cohomologie motivique, cycles.
Abstract :
In this thesis, the theory of cycle modules M. Rost is linked to the derived category of
mixed motives as defined by V. Voevodsky. More precisely, one sets an explicit equivalence
of categories between the first category and a category of modules in the category of
homotopy invariant sheaves with transfers. This allows to complement mutually each of
the theories.
In a second part, we show how the axioms of M. Rost can be interpreted in a category
of pro-motives associated to finite type extensions of the base field, which we call generic
motives and which help to reduce slightly the Beilinson-Soule´ conjecture. This leads us
to an analyzis of the functoriality of the Gysin triangle in the derived category of mixed
motives.
Moreover, the category of generic motives allows to describe cycle modules as an analog
of the Mackey functors in equivariant algebraic topology.
Keywords : motives, motivic cohomology, cycles.
