( 1) f e-**f(x)dx = g(s).
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The transform (1) contains as a special case a finite Fourier transform, first used by Stokes in 1850 for the solution of certain boundary value problems in mathematical physics. The finite Fourier transform has been recently revived by Doetsch 4 and Kniess. 6 It cannot be applied as widely as (1), since it assumes, a priori, that the boundary value problem naturally has a Fourier series as an expansion. On the other hand (1) slips quite neatly into an expansion which is natural to the boundary value problem.
By applying a transformation of the type (1) to a linear differential equation (ordinary or partial) with constant coefficients under given boundary conditions, boundary functions which are superfluous are introduced. Picone and others have demonstrated that by solving the reduced equation and noting the fact that g(s) is an entire function of the parameter s, these superfluous boundary elements may be eliminated. This procedure may become exceedingly difficult to carry through. The method we employ here makes use of a regularity condition which is introduced by rendering the boundary conditions symmetric.
We propose to treat here a mixed boundary value problem in potential theory with the aid of (1). This problem was first investigated by A. Weinstein in 1927 and later by Cooper, 6 Bochner and Poritsky. The author wishes to thank Dr. Alexandre Weinstein for having brought this problem to his attention and for having discussed it with him.
We are concerned here with the following problem. Find the conditions under which the solution of the harmonic equation
under the mixed boundary conditions
may be bounded or of finite exponential order for -<*> <x< oo. We modify this problem by considering the solution of (2) which is odd and continuous in y and which satisfies the mixed boundary conditions U(X, 1) = kl4,y{X, 1), ~ U(X, -1) = kUy(x, -1).
We write (4) has a real root at 5 = 0 and an infinite sequence of conjugate imaginary roots. If k <1, (4) has three real roots and an infinite sequence of conjugate imaginary roots. As a matter of notation let Sj'=i<Xj (i = ( -1) 1/2 ). If u(x, y) is to be bounded for all x, Sjis real and hence all A (si) and B(si) are zero save for the coefficients A and B corresponding to the real Sj. If u(x, y) is to be of finite exponential order, say 0(e x *), then \SJ\ <X and all A(s } ) and B(si) are zero for any \SJ\ greater than |X|. Thus without going to the expense of solving a nonhomogeneous differential equation and evaluating complex integrals as Cooper did, we can get the same results he did by elementary methods.
We can of course obtain Cooper's expansion by noting that the set of functions {sin a^y} (isj = ai) ' ls a complete set of orthogonal functions over -1 ^3/^1. If we then assume that u(x, y) is of bounded variation with respect to 3> in -1 ^3> ^ 1 (or any other such condition which will insure an adequate representation) we have 00 /» 1
where the C/s are the normalizing factors of the set {sin a } -y}. Then if u(x } y) is bounded with respect to x, (5) appears as a sum of two terms (that is, the case k > 1). If u(x t y) is of finite exponential order with respect to x, (5) appears as a finite sum. It is to be noted that since no conditions other than order conditions were put on x, for large x, the ^4's and B's remain undetermined. The technic we have employed can be applied to the solution of Laplace's equation in two or three variables, when the boundary of the domain over which we solve this equation is a rectangle. The same technic may be applied to the solution of characteristic value problems associated with the differential equation
