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Abstract. We define and study local and global trace formulae for discrete-time uniformly hyperbolic
weighted dynamics. We explain first why dynamical determinants are particularly convenient tools to
tackle this question. Then we construct counter-examples that highlight that the situation is much less
well-behaved for smooth dynamics than for real-analytic ones. This suggests to study this question
for Gevrey dynamics. We do so by constructing an anisotropic space of ultradistributions on which a
transfer operator acts as a trace class operator. From this construction, we deduce trace formulae for
Gevrey dynamics, as well as bounds on the growth of their dynamical determinants and the asymptotics
of their Ruelle resonances.
Introduction
The aim of this paper is to discuss trace formulae for discrete-time uniformly hyperbolic weighted
dynamics. This work is thought as a first step toward the following conjecture of Dyatlov and Zworski.
Conjecture (Dyatlov-Zworski [13]). Let M be a compact manifold and ϕt : M →M a C∞ Anosov flow.
Then the trace formula
(1)
∑
µ∈ Res(P )
e−iµt =
∑
γ
T#γ δ (t− Tγ)
|det (I − Pγ)| , t > 0
holds in the sense of distributions on R∗+. The sum on the left-hand side ranges over resonances of the
operator P = −iV where V is the generator of the flow ϕt, the sum of the right-hand side ranges over
periodic orbits γ of ϕt. If γ is a periodic orbit, Tγ denotes its period, T
#
γ its primitive period and Pγ the
associated linearized Poincaré map. See [13] for definitions.
This conjecture is known to be true when ϕt is the geodesic flow on the unit tangent bundle of
a compact Riemannian surface with constant negative curvature, as a consequence of Guillemin trace
formula and Selberg trace formula. A local version of (1) has been proven by Jin and Zworski in [22].
The formula (1) is called a trace formula because it intuitively expresses that the trace of a transfer
operator is the sum of its eigenvalues. A common way to prove the validity of (1) is to establish the
finiteness of the order of the dynamical determinant (see Definition 2.2 for the definition of the order of
an entire function)
(2) dϕt (λ) = exp
(∑
γ
T#γ e
iλt
Tγ |det (I − Pγ)|
)
,
which is known to be entire when the stable and unstable bundles of ϕt are orientable (see [13]). The
formula (1) then follows from results of pure complex analysis (see [29, Theorem 17] and [30, Theorem
8.1]). Consequently, classical results of Ruelle, Rugh and Fried [35, 37, 37, 14, 15] imply that the
conjecture of Dyatlov and Zworski is true under some assumptions of analyticity of ϕt.
Our point here is to study an analogue of the conjecture of Dyatlov and Zworski for discrete-time
uniformly hyperbolic weighted dynamics that are C∞ but a priori non-analytic. Our results suggest that
(1) may not hold for all C∞ uniformly hyperbolic flows. However, we introduce tools in §5 and §6 that
could presumably be improved to prove (1) for flows that are Gevrey (Gevrey differentiability is a class
of regularity intermediate between C∞ and real-analyticity, the needed definitions are recalled in §4).
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The main tool to formulate an analogue of the conjecture of Dyatlov and Zworski in our discrete time
context is the following transfer operator (T : M →M is the dynamics and g : M → C a weight)
(3) L : u→ g. (u ◦ T ) .
The operator L can for instance be defined on C∞ and then be extended to an operator L on some
carefully designed anisotropic Banach spaces. Associated to this operator are the Ruelle resonances of
the system (T, g), which are in a sense the relevant eigenvalues of L (see Definition 1.5) and describe
statistical properties of the dynamics. If g > 0, the Ruelle resonances allow to describe accurately the
asymptotics of the correlations for the Gibbs measure µg associated to the observable log g − Ju where
Ju is the unstable jacobian of T . That is, for all ϕ, ψ : M → C smooth, we can give an asymptotic
development for
(4)
∫
ϕ.ψ ◦ T ndµg,
when n tends to +∞, with a geometric error term of arbitrarily small ratio. A natural candidate for the
trace of the transfer operator is the "flat" trace which is defined for n > 1 by
(5) tr♭
(Lng ) = ∑
Tnx=x
∏n−1
k=0 g
(
T kx
)
|det (I −DxT n)| .
This is actually the trace of the transfer operator in certain (real-analytic) contexts in which the transfer
operator can be made nuclear (or trace class, see [6] for instance). See [4, Remark 3.1] for a heuristic
justifying the definition of the flat trace. Consequently, a natural analogue of (1) in our context is
(6) tr♭
(Lng ) = ∑
λ resonance
λn.
Notice that we can then ask for which values of n the equality holds, as well as the sense in which the
right-hand side is defined (in particular, whether the convergence is absolute or not). The analogue of
(2) in our discret-time context is the following dynamical determinant
(7) dT,g (z) = exp
(
−
+∞∑
n=1
1
n
∑
Tnx=x
∏n−1
k=0 g
(
T kx
)
|det (I −DxT n)|z
n
)
which has been widely studied, see for instance [5, 4, 27, 28]. Our first task will be to establish the link
between trace formulae and the dynamical determinant (7), which happens to be quite strong : trace
formulae can be rephrased merely as properties of the dynamical determinant that imply its order (see
Theorems 1.8 and 2.4 and Remark 2.5).
The second class of results of the paper consists in counter-examples in the C∞ case: constructing
systems (T, g) with explicit dynamical determinants, we see that the situation is much more intricate for
smooth systems than for real-analytic ones, in particular trace formulae need not hold (see Proposition
1.9 and 1.10, Corollaries 3.4, 3.5, 3.6,3.7 and 3.8, and remarks below them).
These important differences between smooth and real-analytic systems suggest to study the behaviour
of an intermediate class of regularity. This is the third focus of our paper. A natural candidate is the class
of Gevrey functions, that have been introduced by Maurice Gevrey in [16] (see §4 for basic definitions).
This class shares many features with the class of smooth function (in particular, there are Gevrey bump
functions) but also has some properties that recalls those of real-analytic functions, in particular the
Fourier transform of a Gevrey function decreases faster than a stretched exponential (see Lemma 4.6).
To study Gevrey systems we introduce a new family of anisotropic Hilbert spaces, whose elements are
ultradistributions (that is continuous linear forms on Gevrey functions). The main feature of this new
spaces is that the transfer operator act on them as a trace class operator, which will in particular imply
that trace formula (6) holds (for every n). We also get bounds on the asymptotic of the number of Ruelle
resonances and on the growth of the dynamical determinant (7). All these results are summed up in
Theorem 1.12 (see also Remark 1.14). Apart from these new Hilbert spaces, the main new tools that we
introduce are a Paley–Littlewood-like decomposition on thinner bands than usual that are adapted to our
spaces of ultradistributions (see §5) and a notion of generalized cone-hyperbolicity (see Definition 6.1)
without which we should require that our systems have enough hyperbolicity in Theorem 1.12. Notice
that, as far as we know, there was no known constructions of anisotropic Banach spaces on which the
transfer operator acts compactly for non-analytic dynamics.
The paper is structured as follows.
In §1 we give precise definitions for the objects we are going to study and state our main results.
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In §2, we highlight the relations between trace formulae and dynamical determinants (this is the
content of Theorem 2.4 and Remark 2.5). We also construct entire functions with particular properties
in prevision of §3.
In §3, we construct systems with explicit dynamical determinants. We first construct symbolic systems
(as in [2] or [32, Example 1 p.165]) with explicit zeta functions (defined by (31)) in §3.1. We then
conjugate these symbolic systems to smooth ones in §3.2, using Whitney’s extension theorem [38] as in
[9]. This construction is summed up in Proposition 3.3, from which we deduce, using results from §2,
some corollaries that illustrate some behaviours of smooth dynamics that are impossible for real-analytic
ones.
Finally, §4, §5, §6 and §7 are dedicated to the proof of our main result, Theorem 1.12, by constructing
anisotropic Hilbert spaces of ultradistributions adapted to uniformly hyperbolic dynamics. We begin by
recalling some elementary facts about Gevrey functions and ultradistributions in §4. Then we construct
"local" anisotropic spaces in §5, and we study the action of a "local" transfer operator on these spaces
in §6. Then, we glue our local spaces together to construct a global one and prove Theorem 1.12 in §7.
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1. Settings and statement of results
LetM be a smooth d-dimensional manifold (smooth means C∞ throughout the paper), let T : M →M
be a smooth diffeomorphism and recall the following definition.
Definition 1.1 (Hyperbolic basic set). A T -invariant compact subset K of M is said to be a hyperbolic
basic set for T if the following properties are fulfilled :
• K is hyperbolic, i.e. there is a Riemannian metric on a neighbourhood of K and for all x ∈ K
a decomposition TxM = Eux ⊕ Esx such that DxT
(
Eix
)
= EiTx for i ∈ {u, s}, and there exist
λ > 1 and c > 0 such that, for all n ∈ N and x ∈ K, we have
∥∥∥DxT n|Esx∥∥∥ 6 cλ−n and∥∥∥DxT−n|Esx∥∥∥ 6 cλ−n;
• K is isolated, i.e. there is a neighbourhood V of K in M such that K = ⋂n∈Z T n (V );
• T |K is transitive.
Let us fix a hyperbolic basic set K for T and a smooth weight g : M → C. Below, we will need g to
be supported in small enough isolating neighbourhood of K. We are interested in the transfer operator
associated to the system (T, g) which is defined by
(8) L : u 7→ g. (u ◦ T ) .
In particular, we shall investigate the Ruelle resonances of the system (T, g) which are in a sense the
relevant eigenvalues of L. To define these resonances, we first recall the notion of the essential spectral
radius of an operator.
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Definition 1.2 (Essential spectral radius). Let B be a Banach space1 and let L : B → B be a bounded
operator. The essential spectral radius of L is the smallest non-negative real number ρ such that the
intersection of the spectrum of L with {z ∈ C : |z| > ρ} consists of isolated eigenvalues of finite multi-
plicity.
Since T and g are smooth, [5, Theorem 1.1],[19] or [4] yield the following.
Theorem 1.3. For every small enough compact isolating neighbourhood V for K and for each ε > 0
there is a Banach space B such that
• B is contained in the space D′ (V ) of distributions on M whose support is contained in V and
the inclusion is continuous;
• C∞ (V ), the space of smooth functions on M that are supported in V , is contained in B and the
inclusion is continuous with dense image;
• if g is supported in V then the operator L defined on C∞ (V ) by (8) extends to a bounded operator
L : B → B whose essential spectral radius is smaller than ε.
Remark 1.4. Using an abstract functional analytic lemma, for instance [5, Lemma A.1], we can see
that if B and B˜ are two Banach spaces that satisfy the conclusion of Theorem 1.3, then the intersection
of {z ∈ C : |z| > ε} with the spectrum of L is the same when L acts on B or on B˜. For the Banach
spaces that are constructed in [5], the discrete part of the spectrum of L can be described in terms of
a dynamical determinant, in particular it does not depend on V . In fact, the formulae (9) and (10)
below makes clear that this spectrum only depend of the values of g on K. However, we need to g to be
supported in a small enough isolating neighbourhood of K in order to make sense of this spectrum.
Consequently, we can give the following definition of the Ruelle resonances.
Definition 1.5 (Ruelle resonances and resonant states). Let λ ∈ C and m ∈ N∗. We say that λ is a
Ruelle resonance of multiplicity m for (T, g) if there are ε > 0, a compact isolating neighbourhood V
for K and a Banach space B satisfying the conclusion of Theorem 1.3 such that |λ| > ε and λ is an
eigenvalue of algebraic multiplicity m of L acting on B.
Equivalently, λ is a Ruelle resonance of multiplicity m for (T, g) if for every 0 < ε < |λ|, every small
enough compact isolating neighbourhood V for K and every Banach space B satisfying the conclusion
of Theorem 1.3, the complex number λ is an eigenvalue of algebraic multiplicity m of L acting on B.
To study Ruelle resonances, a convenient tool is the dynamical determinant (7), which can also be
expressed as the following formal power series :
(9) dT,g (z) = exp
(
−
+∞∑
n=1
1
n
tr♭ (Ln) zn
)
,
where the "flat trace" of the transfer operator is defined for n > 1 by
(10) tr♭ (Ln) =
∑
x∈K
Tnx=x
g(n) (x)
|det (I −DxT n)| ,
where, for all n ∈ N and x ∈ M , we set g(n) (x) = ∏n−1k=0 g (T kx). While we take (10) as a definition
of the flat trace, we could give another definition which would make the flat trace an actual function of
the transfer operator L, see for instance [4]. In this smooth setting, [5, Theorem 1.5] expresses the link
between dynamical determinant and Ruelle resonances in the following way.
Theorem 1.6. T, g and M being smooth, the formal power series (9) converges to an entire function
dT,g and the Ruelle resonances for (T, g) are exactly the inverses of the zeros of dT,g (multiplicity taken
into account).
Consequently, a control on the growth of the dynamical determinant dT,g implies through Jensen’s
formula a control on the number of Ruelle resonances outside of a small disc centered at zero (see for
instance the proof of (17) in Lemma 1.13 below). We are particularly interested in trace formulae and we
will see in §2 that the dynamical determinant is a particularly convenient tool to study those formulae.
We shall say that the global trace formula for (T, g) holds at step n > 1 if
(11) tr♭ (Ln) =
∑
λ resonances
λn,
1All the vector spaces that we consider are vector spaces over C.
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where the series in the right hand side converges absolutely. As in [22], we also define a local counterpart
to this notion. We say that (T, g) satisfies local trace formula if for all r > 0 such that (T, g) has no
resonances of modulus r we have
(12) tr♭ (Ln) =
n→+∞
∑
λ resonances
|λ|>r
λn + o (rn) .
Remark 1.7. The formula (11) always holds for every n > 1 when L is replaced by a trace class operator
A acting on a Hilbert space and the Ruelle resonances by its eigenvalues thanks to Lidskii trace theorem
[17, Theorem 6.1 p.63]. If A is only supposed to be a nuclear operator acting on a Banach space, (11)
holds for n > 2 but not necessarily for n = 1 (see [17, Theorem 4.1 p.106] and the remark preceding it,
see also [20, Corollary 2 p.17, second part of the book] and the proof of Theorem 2.4). Thus, it seems
natural not to consider (11) only for n = 1 but to wonder for which n this formula holds.
1.1. General results for smooth systems. We will see in §2 that local and global trace formulae
can be expressed merely as properties of the dynamical determinant dT,g. Then, a result of elementary
complex analysis, Theorem 2.4, yields the following theorem (see also Remark 2.5, see Definiton 2.2 or
[7, Definitions 2.1.1 and 2.7.3] for the definitions of the order and the genus of an entire function).
Theorem 1.8. T, g andM being smooth, the local trace formula always holds. Furthermore, the following
properties are equivalent:
(i) there is an integer n0 > 1 such that the global trace formula (11) holds at step n for all n > n0+1;
(ii) the dynamical determinant dT,g has finite order.
In addition, when this holds, the optimal n0 is the genus of dT,g.
Using results from [35, 36, 37, 14, 15], Theorem 1.8 implies that if T, g and M are real analytic then
the global trace formula always holds at all steps. However, we shall see in §3 that if T and g are only
C∞ the situation is very different. Indeed, we construct in Proposition 3.3 systems (T, g) with explicit
dynamical determinants. With the results from §2, we deduce a bunch of consequences that suggests
that the smooth category is not the best context to study trace formulae. Here are two examples, the
first one is about trace formulae and the second about asymptotics of Ruelle resonances.
Proposition 1.9. Let E be a subset of N∗. Then there exists a system (T, g) such that for all n ∈ N∗
the global trace formula holds at step n if and only if n ∈ E. Moreover, g may be chosen positive on K.
Proposition 1.10. Let N0 : R
∗
+ → R+ be a locally bounded function. Then there is a system (T, g)
such that if N (r) is the number of Ruelle resonances for (T, g) outside of the closed disc of center 0 and
radius r (counted with multiplicity) we have
N0 (r) =
r→0
o (N (r)) .
Moreover, g may be chosen positive on K.
Proposition 1.10 shows that that the asymptotics of the Ruelle resonances for smooth systems may be
arbitrarily bad, recall that that for real-analytic systems we have N (r) =
r→0
O
(
|log r|1+d
)
where d is the
dimension of M . In Propositions 1.9 and 1.10, the fact that the weights g may be chosen to be positive
on K implies that they are associated to physically meaningful Gibbs measures whose asymptotics of
correlations are described by the Ruelle resonances for (T, g), see [18].
Notice that Proposition 3.3 also encompasses some counter-examples in finite differentiability that
allows for instance to discuss sharpness of [5, Theorem 1.5] (see Remark 3.11, in particular, for any
r ∈ N∗, there is a Cr system (T, g) for which the dynamical determinant dT,g does not extend to the
whole complex plane).
1.2. Results for Gevrey systems. Since we observe very different behaviors for real-analytic and C∞
systems, it seems natural to investigate the case of Gevrey systems, and that is the object of §5, 6
and 7. We develop there an approach based on the construction of a new Hilbert space on which L
acts as a trace class operator (in particular L is nuclear). This approach is legitimate thanks to the
following short lemma that implies that we can investigate Ruelle resonances by working with spaces of
ultradistributions2. The required definitions and properties of Gevrey functions and ultradistributions
are given in §4. A proof is given in Appendix A.
2In fact, the main point is that we can work with a space that does not contain C∞ (V ).
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Lemma 1.11. Let σ > 1 and assume that M , g, and T are σ-Gevrey (see Definition 4.11). Let V be
a compact isolating neighbourhood for K, let ε > 0, and let B be a Banach space such that (Uσ (V ) and
Gσ (V ) are defined in Definition 4.11)
• B is a subspace of Uσ (V ) and the injection is continuous;
• Gσ (V ) is contained in B and the injection is continuous with dense image;
• L extends to a bounded operator L : B → B whose essential spectral radius is less than ε.
Then the intersection of {z ∈ C : |z| > ε} with the spectrum of L on B coincides with the intersection of
{z ∈ C : |z| > ε} with the set of Ruelle resonances of (T, g) (multiplicity taken into account) and the cor-
responding eigenvectors are the resonant states (in particular, the eigenvectors are in fact distributions).
We can then state our main theorem, whose proof is given in §7, using tools from §5 and §6
Theorem 1.12. Let σ > 1 and assume that M , T and g are σ-Gevrey. Then there exist a compact
isolating neighbourhood V for K and a separable Hilbert space H such that the following holds (Gσ (V )
and Uσ (V ) are defined in Definition 4.11 ):
(i) the Hilbert space H is contained in Uσ (V ) and the inclusion is continuous;
(ii) the Hilbert space H contains Gσ (V ) and the inclusion is continuous with dense image;
(iii) if g is supported in V , the transfer operator L defined by (8) extends to a trace class operator
L : H → H;
(iv) for all n ∈ N∗ we have tr (Ln) = tr♭ (Ln), in particular the dynamical determinant dT,g is the
Fredholm determinant of L (i.e. dT,g (z) = det (I − zL)), and the global trace formula (11) holds
at all steps for (T, g);
(v) for all β > 2 + (σ + 1) d we have
log+ |dT,g (z)| =
|z|→+∞
O
(
(log |z|)1+β
)
,
in particular dT,g has order zero;
(vi) if N (r) is the number of Ruelle resonances for (T, g) outside of the closed disc of center 0 and
radius r (counted with multiplicity) we have for all β > 2 + (σ + 1) d
N (r) =
r→0
O
(
|log r|1+β
)
.
Consequently, Gevrey dynamics are much more well-behaved than smooth ones. The proof of points
(v) and (vi) in Theorem 1.12 is based on a particular representation of the transfer operator (obtained via
Paley–Littlewood-like decomposition). This representation allows to use the following abstract functional
analytic lemma, whose proof, given in Appendix B, is almost totally taken out from [14]. If l ∈ B′ and
e ∈ A, for some Banach spaces A and B, we write e⊗ l for the rank 1 operator u 7→ l (u) .e.
Lemma 1.13. Let B be a Banach space. Let L : B → B be a nuclear operator that may be written as
(13) L =
∑
m∈N
λmlm ⊗ em
where lm ∈ B′ and em ∈ B have unit norm, and such that, for all m > 0 and some constants C < 0,
β > 0, and 0 < θ < 1,
(14) |λm| 6 Cθm
1
β
.
Write3
(15) det (I − zL) =
+∞∑
n=0
anz
n,
then there are constants M,D > 0 such that for all n ∈ N we have
|an| 6M exp
(
−Dn1+ 1β
)
.
Furthermore, we have
(16) log+ |det (I − zL)| =
|z|→+∞
O
(
(log |z|)1+β
)
,
3Since L is nuclear of order 0, its Fredholm determinant is well-defined, see [20, Corollary 4 p.18 of the second part].
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and
(17) N (r) =
r→0
O
(
|log r|1+β
)
,
where N (r) is the number of eigenvalues of L of modulus greater than r (counted with multiplicity).
Remark 1.14. It will appear in the proof of Theorem 1.12 that the transfer operator L admits a
representation of the type (13) with the estimate (14). This implies in particular that the transfer
operator L is nuclear of order 0 in the sense of Grothendieck and, for instance, the use of the Lidskii
trace theorem below will never be essential (see [20]). Another consequence of this representation is
that the use of dynamical determinants for numerical experiments would be very efficient in the Gevrey
category, as it has been shown in the real-analytic category (see for instance [34] or [21]).
Remark 1.15. Proposition 1.9 makes clear that some assumption has to be made in addition to the
smoothness of M,T and g in order to get trace formulae. Asking for M,T and g to be Gevrey is enough,
according to Theorem 1.12. However, one could imagine requirements of different natures, for instance
that T is Anosov (i.e. K = M) or that g is a natural weight (e.g. the inverse of the jacobian of T ).
Indeed, our counter-examples do not satisfy such assumptions.
Remark 1.16. The Gevrey assumption is used in the proof of Theorem 1.12 to get Lemmas 6.5 and 6.7.
Consequently, the crucial property of Gevrey functions to get Theorem 1.12 is Lemma 4.6: the Fourier
transform of a rapidly decreasing Gevrey function decreases faster than a stretched exponential. Thus,
we could presumably replace in Theorem 1.12 Gevrey functions by a larger Denjoy–Carleman class (see
[26] for a definition of the Denjoy–Carleman classes, one could maybe also define classes of functions by
imposing a rate of decay of their Fourier transforms), but this would deteriorate the estimates in (v)
and (vi). Provided that the transfer operator remains nuclear, global trace formulae would still hold. In
this sense, Theorem 1.12 is not optimal if we are merely interested in trace formulae for discrete-time
dynamics. However, the spectral picture for discrete-time and continuous-time dynamics differ by an
exponential and thus the estimates in (v) and (vi) are the kind of properties that we expect in the
perspective of the conjecture of Dyatlov and Zworski (see for instance [15, 14] in which such estimates
imply finiteness of the order of the dynamical zeta function for a continuous-time dynamics).
Remark 1.17. The limit case σ = 1 in the hierarchy of Gevrey functions corresponds to real-analytic
functions. Consequently, it is tempting to replace σ by 1 in Theorem 1.12, in particular in (v) and (vi).
This suggests that our result may not be optimal, indeed it is known that in the real-analytic case we
can take β = d (see [35, 36, 37, 14, 15]), why replacing σ by 1 in our result gives β > 2 + (d+ 1).
Remark 1.18. As pointed out by the anonymous referee, our construction should allow to generalize
some results known in the real-analytic setting to Gevrey hyperbolic diffeomorphisms. It is very likely
for instance that one can implement the method of Adam [1] to prove that near a linear Anosov diffeo-
morphism of the torus there is a generic set, in some Gevrey topology, of Gevrey diffeomorphisms which
have non-trivial resonances (since the method of Adam relies mostly on trace formulae). One could also
use similar spaces to study linear response (see [3]): indeed, it wouldn’t be surprising if the dependence
of the operator L on the dynamics T could be made smooth (when T varies in a space of Gevrey maps).
2. Trace formulae and order of the dynamical determinant
We shall now explain the link between trace formulae and finite order of the dynamical determinant.
We will need the following definition.
Definition 2.1. If f is an entire function, we say that (zm)m>0 is an ordering of the zeroes of f
if z0, z1, . . . , zm, . . . are the zeroes of f counted with multiplicity and the sequence (|zm|)m>0 is non-
decreasing.
We shall always order the zeroes of an entire function in this way. Recall the following definitions.
Definition 2.2. Let f be an entire function. The order of f may be defined as
lim sup
r→+∞
log+ log+
(
sup|z|6r |f (z)|
)
log r
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where log+ x = logmax (1, x). If f is non-zero and has finite order, let p be the smallest natural integer
such that
(18)
∑
m>0
1
|zm|p+1
< +∞
where (zm)m>0 is an ordering of the zeroes of f (the integer p is well-defined thanks to Jensen’s formula).
By Hadamard’s Factorization Theorem [7, 2.7.1] there is a polynomial Q such that for all z ∈ C
(19) f (z) = eQ(z)
∏
m>0
E
(
z
zm
, p
)
where the function E is the Weierstrass primary factor defined by
(20) E (u, p) = (1− u) exp
(
p∑
k=1
1
k
uk
)
= exp
− +∞∑
k=p+1
1
k
uk
 .
The genus of f is then defined as max (degQ, p). We shall say that the genus of an entire function of
infinite order is infinite.
Remark 2.3. It may be deduced from Hadamard’s Factorization theorem that if o and γ denote re-
spectively the order and the genus of some entire function then γ 6 o 6 γ + 1 (see [7] for details).
As explained in Remark 2.5, the following theorem is an abstract way to express the link between the
order of the dynamical determinant and trace formulae.
Theorem 2.4. Let f be an entire function such that f (0) = 1. Let G be a holomorphic function defined
on a neighbourhood of 0 such that G (0) = 0 and f (z) = eG(z) for z in a neighbourhood of zero. Write
(21) G (z) = −
+∞∑
n=1
1
n
anz
n
and denote by (zm)m>0 an ordering of the zeroes of f . Then for all r > 0 such that f has no zero of
modulus r, we have
(22) an =
n→+∞
∑
|zm|<r
1
znm
+ o
(
1
rn
)
.
Furthermore, the following properties are equivalent :
(i) the order of f is finite;
(ii) there is a natural integer n0 such that for all integers n > n0 + 1 the series
(23)
∑
m>0
1
znm
converges absolutely and its sum is an.
If (i) or (ii) holds then the minimal value of n0 so that (ii) holds is the genus of f .
Remark 2.5. Taking f = dT,g, we have an = tr♭
(Lng ) and it appears that global trace formula (11)
holds with absolute convergence of the left hand side if n > n0 + 1, where n0 denotes the genus of dT,g ,
and local trace formula always holds according to (22) (hence Theorem 1.8). In §3, we shall construct
dynamical determinants with arbitrary (finite or infinite) genus, so that all the behaviours described in
Theorem 2.4 may be realised by dynamical determinants.
Remark 2.6. As we shall see in Proposition 2.7 below, the absoluteness of the convergence in (ii) is
essential to get an equivalence. This is quite unfortunate especially as we shall realise the counter-
examples of Proposition 2.7 as dynamical determinants in section §3. On the other hand, it is very easy
to construct an example for which the series (23) converges to a sum different from an (for any chosen
values of n): just multiply f by the exponential of an entire function.
Proof of Theorem 2.4. • To prove (22), one only needs to notice that the holomorphic function
z 7→ f (z)∏
i∈N
|zi|<r
(
1− z
zi
) = exp
− +∞∑
n=1
1
n
an − ∑
|zm|<r
1
znm
 zn

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does not vanish on a disc of center 0 and radius a little bigger than r, and so admits a holomorphic
logarithm there.
• Suppose (i). Recall p from Definition 2.2 and notice that the series (23) converges absolutely for
n > p+ 1. Let r be a positive real number such that r 6 |zm| for all m. Then define for |z| 6 r2
and m > 0
(24) fm (z) = −
+∞∑
k=p+1
1
k
(
z
zm
)k
,
and notice that |fm (z)| 6 rp+12p 1|zm|p+1 . Then, recalling (18), the series
∑
m>0 fm converges on
the disc of center 0 and radius r2 to a holomorphic function F and, recalling (19), we have for z
close enough to 0
eG(z) = f (z) = eQ(z)+F (z).
Thus we may identify the coefficients of order greater than degQ in the expansions in power
series of F and G, which ends the proof of (ii) recalling (21) and (24).
• Suppose (ii). Using the hypothesis for n = n0, the infinite product
P (z) =
∏
m>0
E
(
z
zm
, n0
)
,
converges on C to a holomorphic function of finite order smaller than n0 (see [7, Theorem 2.6.5]).
But since an =
∑
m>0
1
znm
for n > n0, we have, recalling the definition (20) of E, for z close enough
to 0,
P (z) = exp
(
−
+∞∑
n=n0+1
1
n
anz
n
)
and consequently
f (z) = exp
(
−
n0∑
n=1
1
n
anz
n
)
P (z) .
Thus, f has finite order smaller than n0 (and genus smaller than n0 too, thanks to Remark 2.3).

We now give two counter-examples that highlight the necessity to ask for absolute convergence in (ii).
Proposition 2.7. (a) There exists an entire function f with f (0) = 1 such that if (zm)m>0 is an
ordering of the zeroes of f (as defined in Definition 2.1) then for all n > 1 the series
∑
m>0
1
znm
converges with sum an (defined in (21)) but the convergence is not absolute.
(b) There exists an entire function f with f (0) = 1, an ordering (zm)m>0 of the zeroes of f and a
permutation σ of N such that
(
zσ(n)
)
n∈N
is an ordering of the zeroes of f and, for all n > 1, the
series
∑
m>0
1
znm
converges with sum an, but
∑
m>0
1
zn
σ(m)
does not converge.
Remark 2.8. Theorem 2.4 implies that the functions constructed by Proposition 2.7 have infinite order,
while global trace formulae hold in some weak sense.
To prove Proposition 2.7, we shall need the following lemma, whose proof is straightforward using an
Abel transform.
Proposition 2.9. Let (bm)m>0 be a sequence of complex numbers such that there is a constant M such
that for all ℓ ∈ N we have
∣∣∣∑ℓm=0 bm∣∣∣ 6 M . Let (cm)m>0 be a decreasing sequence of positive real
numbers with null limit. Then the series Σm>0bmcm converges, and we have the estimates∣∣∣∣∣
+∞∑
m=0
bmcm
∣∣∣∣∣ 6 2Mc0.
Proof of Proposition 2.7. (a) Choose an irrational real number θ for which there is a constant c such
that for all n ∈ N∗ we have ∣∣1− e2iπnθ∣∣ > c
n2
for some constant C > 0 (almost any real number
may be chosen thanks to Borel–Cantelli’s lemma). For every integer n, set
an =
+∞∑
m=2
(
e2iπmθ
ln (m)
)n
,
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which is well-defined thanks to Lemma 2.9, but the convergence is clearly not absolute. Further-
more for all integers m0 > 2 we have
(25)
∣∣∣∣∣an −
m0−1∑
m=2
(
e2iπmθ
ln (m)
)n∣∣∣∣∣ 6 4c n2ln (m0)n
(take bm = e2iπn(m+m0) and cm = (ln (m+m0))
−n in Lemma 2.9). Now (25) with
exp
(
−
+∞∑
n=1
1
n
(
m0−1∑
m=2
(
e2iπmθ
ln (m)
)n)
zn
)
=
m0−1∏
m=2
(
1− e
2iπmθ
ln (m)
z
)
implies that the function f defined by f (z) = exp
(
−∑+∞n=1 1nanzn), for z in a neighbourhood
of zero, extends to an entire function whose zeroes are exactly the
(
e2iπmθ
ln(m)
)−1
. Since there is
only one way to order the zeroes of f with increasing moduli, point (a) is proven.
(b) Choose θ as in (a) and denote by (nk)k>0 the sequence of integers defined by n0 = 0 and nk = k!
for k > 1. Define I0 = {0} and Ik = [[nk + 1, nk+1]] for k > 1. For all n ∈ N, denote by k (n) the
unique integer such that n ∈ Ik(n). Then set for all integers n > 1
an =
+∞∑
m=0
(
e2iπmθ
ln (k (m) + 2)
)n
.
Then, as in (a), we may use Lemma 2.9 to show that f (z) = exp
(
−∑+∞n=1 1nanzn) extends to
an entire function whose zeroes are exactly the zm =
(
e2iπmθ
ln(k(m)+2)
)−1
for m ∈ N. We shall see
that there is another way to order the zeroes of f , which breaks the convergence of the series
(23) for all n > 1, but preserves the monotonicity of the sequence of moduli.
Choose 0 < ε < 1 such that for all x ∈ [0, ε] we have ℜ (e2iπx) > 12 . Then for all k ∈ N and
n > 1, denote by N (n)k the number of those m ∈ Ik such that mnθ ∈ [0, ε] (mod) 1, and choose a
permutation σ(n)k of Ik which puts these elements first. Equidistribution of the mnθ, for n fixed
and m > 0, implies that ∑k
ℓ=0N
(n)
ℓ
nk
→
k→+∞
ε,
but
∑k−1
ℓ=0 N
(n)
ℓ 6 nk−1 + 1 =
k→+∞
o (nk), and thus
N
(n)
k
ln (k + 2)
→
k→+∞
+∞.
Now choose ϕ : N→ N∗ such that for all n > 1 the reciprocal image ϕ−1 ({n}) is infinite (for
instance 1, 1, 2, 1, 2, 3, . . . ) and set
σ =
+∞⋃
k=0
σ
(ϕ(k))
k .
Now, if n > 1 the series
∑
m>0
1
zn
σ(m)
does not converge. Indeed, for all k such that ϕ (k) = n,
we have
ℜ
(
S˜
nk−1+N
(n)
k
)
> ℜ (Snk−1)+ 12 N
(n)
k
ln (k + 2)
,
where (Sm)m>0 is the sequence of partial sums of the series
∑
m>0
1
znm
, and
(
S˜m
)
m>0
is the
sequence of partial sums of the series
∑
m>0
1
zn
σ(m)
. We let k tend to +∞ with ϕ (k) = n, which
is possible thanks to our choice of ϕ. By the first paragraph of part (b), the first term of the
right hand side converges but the second one tends to +∞, and thus the left hand side does not
converge.

In order to realise the counter-examples of Proposition 2.7 as dynamical determinants in §3, we shall
need the two following, merely technical, lemmas.
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Lemma 2.10. For all ε > 0 and ρ > 0, the counter-examples of Proposition 2.7 may be realised as
entire functions f of the form f : z → 1 − 2z − z (1− z)h (z), where h is an entire function such that
for all z ∈ C we have h (z) =∑+∞ℓ=0 αℓzℓ, with αℓ ∈ [− ερℓ , ερℓ ] for all integers ℓ.
Proof. For all k > 2 and n > 1 set either
a(k)n =
+∞∑
m=k
(
e2iπmθ
ln (m)
)n
or
a(k)n =
+∞∑
m=k−2
(
e2iπmθ
ln (k (m) + 2)
)n
,
depending on whether you want to get a counter-example of type (a) or (b). Then set for all k > 1
f˜k (z) = exp
(
−
+∞∑
n=1
1
n
(
a(k)n + a
(k)
n
)
zn
)
.
Estimate (25) (and its analogue for the case (b) of Proposition 2.7) implies that f˜k converges to 1
uniformly on all compact subsets of C as k goes to +∞. Then set fk : z →
(
1− zλk
)
f˜k (z), where
λk =
f˜k(1)
1+f˜k(1)
. Thus we have fk (0) = 1, fk (1) = −1, and it is easy to check that fk is a counter-example
of type (a) or (b), according to the way the a(k)n have been defined. We shall see that that for large
enough k the function fk satisfies the conditions of Lemma 2.10. Let hk be the entire function defined
by hk (z) = − fk(z)−1+2zz(1−z) . We shall also need the auxiliary function Hk (z) = f˜k(z)−1z −
(
f˜ (1)− 1
)
which
vanishes at z = 1 and tends to 0 uniformly on all compact subsets of C when k tend to +∞. Then notice
that
−hk (z) = Hk (z)
1− z
(
1− z
λk
)
+
f˜k (1)
2 − 1
f˜k (1)
and write
Hk (z)
1− z =
+∞∑
ℓ=0
βℓz
ℓ
then we have
α0 = −
(
β0 +
f˜k (1)
2 − 1
f˜k (1)
)
and αℓ+1 = −
(
βℓ+1 +
βℓ
λk
)
if ℓ > 0.
But the sequence
(
1
λk
)
k>0
converges to 12 and (we may suppose ρ > 2)
|βℓ| = 1
2π
∣∣∣∣∣
∫
D(0,ρ)
Hk (z)
(1− z) zℓ+1dz
∣∣∣∣∣ 6 2ρℓ sup|z|6r
∣∣∣f˜k (z)− 1∣∣∣ ,
which ends the proof, recalling that f˜k converges to 1 uniformly on all compact subsets of C as k goes
to +∞. 
Lemma 2.11. Let f be an entire function such that f (0) = 1 and (ck)k>0 be a sequence of positive real
numbers such that
∑
k>0 ck < +∞. Then the infinite product
(26)
∏
k>0
(z 7→ f (ckz))
converges uniformly on all compact subsets of C to an entire function d that has same genus4 than f .
Furthermore, if f is one of the counter-examples of type (a) or (b) constructed in Lemma 2.10, then d
also satisfies point (a) or (b) respectively of Proposition 2.7.
4If f has non integral order δ and
∑
cδ
k
< +∞, then one may show using [7, 2.9.1] that d has also same order than f .
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Proof. If K is a compact subset of C then, since f (0) = 1, there is a constant C > 0 such that for all
z ∈ K we have |f (z)− 1| 6 C |z|. Thus for all z ∈ K and k > 0, we have |f (ckz)− 1| 6 C |ck| |z|. Thus
the infinite product (26) does converge uniformly on all compact subset of C to an entire function d.
That d has same order and same genus than f is straightforward from the Definition 2.2 and Hadamard’s
factorization Theorem (we use the positivity of the ck’s to ensure that no unwanted cancellation happens).
Let us point out that if f (z) = exp
(
−∑+∞n=1 1nanzn) then d (z) = exp(−∑+∞n=1 1nan (∑+∞k=0 cnk) zn).
Suppose now that f is the counter-example of type (a) constructed in Lemma 2.10 and denote by
(zm)m>0 an ordering of its zeroes. Let (wm)m>0 be an ordering of the zeroes of d , then there is a
bijection (ϕ, ψ) : N → N2 such that for all m ∈ N we have wm = zϕ(m)cψ(m) , and for all k ∈ N the sequence(
zϕ(m)
)
m∈ψ−1({k})
is an ordering of the zeroes of f . Let n > 1. It is clear from our construction that f
has no more than two zeroes of a given modulus5, and so there is a constant M such that for all k ∈ N
and m0 ∈ N we have
(27)
∣∣∣∣∣∣∣∣
∑
m6m0
ψ(m)=k
1
znϕ(m)
∣∣∣∣∣∣∣∣ 6M.
Now, for all k ∈ N, let uk be the sequence
(∑
m6m0
ψ(m)=k
1
wnm
)
m0>0
whose limit is cnkan by construction of
f . From (27), the sup norm of uk is smaller than cnkM , and thus the series
∑
k>0 uk converges in the
space of converging sequence equipped with the sup norm. But its sum is clearly the sequence of partial
sums of
∑
m>0
1
wnm
. Thus this series converges, and its sum is an
∑+∞
k=0 c
n
k , as wanted.
We suppose that f is a counter-example of type (b). There are two natural partitions of the zeroes
of d : the partition Z0, Z1, . . . , Zk, . . . by modulus (Z0 contains the element of minimal modulus, the
following are in Z1 etc) and the partition Z ′1, Z
′
2, . . . defined by
Z ′k =
{
z
ck
: z is a zero of f
}
.
Both partitions are endowed with the natural notion of multiplicity. Now, we get an ordering for which
the trace formulae hold in the following way : we put first the element of Z0∩Z ′0 in the order which gave
trace formulae for f , then we put the element of Z0∩Z ′1 (according to the same order) ,then Z0∩Z ′2, etc,
when we are done with Z0 (which happens in a finite number of steps), we do the same with Z1, then
Z2, etc. The proof that trace formulae hold in this case is similar as in case (a) (in fact a bit easier). To
get an ordering for which there is divergence of the inverse of the zeroes of d at any power, we do exactly
the same, except that at each step we put the elements of Z ′0 in the order which gave the divergence for
f . 
We end this section with the two following lemmas, that shall be used to prove Corollaries 3.6 and
3.7.
Lemma 2.12. Let E be a subset of N∗. Then there is an entire function Q such that Q (0) = Q (1) = 0
and if Q : z 7→∑+∞n=1 βnzn then βn = 0 if and only if n ∈ E, and βn ∈ R+ for all n ∈ N∗. Moreover, for
all ε > 0 and ρ > 0, if α > 0 is sufficiently small, then there is an entire function h : z 7→ ∑+∞n=0 αnzn
such that (1− 2z) eαQ(z) = 1− 2z − z (1− z)h (z), for all z ∈ C, and αn ∈
[
− ερn , ερn
]
for all n ∈ N.
Proof. We shall construct Q of the form Q : z 7→ z (1− z)∑+∞n=0 bnzn. Then we have β1 = b0 and
βn+1 = bn − bn−1, for all n > 1. If E contains a final segment of N∗ then it is easy to see that there is a
polynomial Q with real coefficients that satisfies the first part of Lemma 2.12. If E does not contain a
final segment of N∗ then the sequence (bn)n∈N may be recursively defined by
b0 = 1 if 1 ∈ E, 0 otherwise;
bn = bn−1 if n > 1 and n+ 1 ∈ E;
bn =
1
min {ℓ > n, ℓ+ 2 /∈ E}! if n > 1 and n+ 1 /∈ E.
The second part of Lemma 2.12 may be proven in a similar way than Lemma 2.10. 
5That’s where we use that f is precisely the counter-example constructed above. We shall not need it for the case (b)
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Lemma 2.13. Let N0 : R
∗
+ → R be a locally bounded function. Then for all ε > 0 and ρ > 0 there
is an entire function h : z → ∑+∞k=0 αkzk such that for all k ∈ N we have αk ∈ [− ερk , ερk ], and if
f : z → 1− 2z − z (1− z)h (z) and (zm)m∈N is an ordering of the zeroes of z then
(28) N0 (r) =
r→0
o
(
#
{
m ∈ N : |zm| < 1
16r
})
.
Proof. Choose a sequence (zm)m∈N of non-zero positive real numbers such that zm →m→+∞ +∞ and
(29) N0 (r) =
r→0
o
(
#
{
m ∈ N : zm 6 1
16r
})
.
Such a sequence exists since N0 is locally bounded.
Notice that if |z| 6 12 and p ∈ N then
|E (z, p)− 1| 6 1
2
sup
|w|6 12
|E′ (w, p)| 6 1
2p
where E is the Weierstrass primary factor from (20). Consequently, we can choose an increasing sequence
of integer (pm)m∈N such that pm →m→+∞ +∞ and the infinite product
∏
m>0E
(
z
zm
, pm
)
converges
uniformly on all compact subset of C. For all m0 large enough define an entire function fm0 by
fm0 (z) = (1− 2z)
∏
m>m0
E
(
z
zm
, pm
)
∏
m>m0
E
(
1
zm
, pm
) = 1− 2z − z (1− z)hm0 (z)
where
hm0 (z) =
1− 2z
z (1− z)
1− ∏m>m0 E
(
z
zm
, pm
)
∏
m>m0
E
(
1
zm
, pm
)
 .
Using Cauchy’s formula, it is easy to see that hm0 converges to 1 uniformly on all compact subsets of C
when m0 → +∞. Thus h = hm0 satisfy the first condition when m0 is large enough. Moreover, we have
for all r > 0
(30) #
{
m ∈ N : 1
zm
6
1
16r
}
= #
{
m > m0 :
1
zm
6
1
16r
}
+m0,
and thus
#
{
m > m0 :
1
zm
6
1
16r
}
=
r→0
o (N (r))
with (29), and since the right-hand side of (30) tends to +∞ when r tends to 0. Notice that (zm)m>m0
is an ordering of the zeroes of f . 
3. Hyperbolic dynamics with explicit dynamical determinants and corollaries
In this section, we realise a wide class of entire functions as dynamical determinants. In particular,
we shall materialise all the possibilities considered in Theorem 2.4 as well as the counter-examples of
Proposition 2.7. We shall also construct dynamical determinants, associated with finitely differentiable
weights, which cannot be holomorphically continued to the whole complex plane. Our construction will
be based on a well-known example of zeta functions for hyperbolic flows which cannot be continued
meromorphically to the whole complex plane (see [2] and [32, Example 1 p.165]). The strategy is the
following: we first construct a subshift of finite type and a weight for which the zeta function is explicit,
then we use Whitney’s extension theorem [38] as in [9] to get a hyperbolic dynamics on a manifold
with the same dynamical zeta function, and finally we show that in this particular case the dynamical
determinant may be obtained from the dynamical zeta function.
13
3.1. Symbolic dynamics with explicit weighted zeta functions. Denote by (Σ, σ) the full (two-
sided) shift on two symbols that is
Σ = {0, 1}Z and σ : (xi)i∈Z 7→ (xi+1)i∈Z .
For all θ ∈ ]0, 1[ define a distance on Σ by dθ (x, y) = θk where k = inf i ∈ N : xi 6= yi or x−i 6= y−i
(with the convention θ∞ = 0).
Recall that if G : Σ → C is a function, the weighted zeta function associated to (σ,G) is the formal
power series defined by
(31) ζσ,G (z) = exp
(
+∞∑
n=1
1
n
( ∑
σnx=x
n−1∏
k=0
G
(
σkx
))
zn
)
.
Notice that ζσ,1 is the well-known Artin-Mazur zeta function, and that the radius of convergence of ζσ,G
is non-zero as soon as G is bounded. We are going to construct weights G for which ζσ,G is given by
(32), adapting a construction from [2] and [32, Example 1 p.165].
Proposition 3.1. Let h be a holomorphic function defined on a neighbourhood of 0 and whose expansions
in power series at zero is h (z) =
∑+∞
k=0 αkz
k. Denote by ρ its convergence radius, and assume that for
all k ∈ N we have αk 6= −1. Then there is a function G : Σ→ C such that
(32) ζσ,G (z)
−1
= 1− 2z − z (1− z)h (z) .
Moreover for all θ ∈
]
1
ρ , 1
[
, the function G is Lipschitz for the distance dθ and if αk ∈ ]−1,+∞[ for all
k ∈ N then G is strictly positive.
Proof. Set βm = 1+αm1+αm−1 if m > 1 and β0 = 1 + α0 and define G : Σ→ C by
G (x) =
{
βm if x0 = · · · = xm−1 = 0 and xm = 1
1 if x0 = · · · = xi = · · · = 0,
where x = (xi)i∈Z. An easy computation shows that G is Lipschitz for the distance dθ provided that
θ ∈
]
1
ρ , 1
[
. For all N > 0 define a N + 1×N + 1 matrix PN by
(PN )0,i = βi if 0 6 i 6 N − 1
(PN )0,N = 1
(PN )i+1,i = βi if 0 6 i 6 N − 1
(PN )N,N = 1
the other entries are zero,
that is,
PN =

β0 β1 β2 . . . βN−1 1
β0 0 . . . 0
0 β1 0 . . . . . .
. . . 0 β2 . . .
. . . 0
. . . 0 βN−1 1
 .
Then an elementary graph-theoretic argument provides that, for all integers k > 1 and all N > k, we
have
(33)
∑
x∈Σ
σkx=x
k−1∏
i=0
G
(
σix
)
= tr
(
P kN
)
.
Using an argument of dominated convergence (it is easy to show that
∣∣tr (P kN)∣∣ 6 2k ‖G‖k∞ by reducing
to the positive case), one may then show that, for positive small enough z
ζσ,G (z)
−1
= lim
N→+∞
det (I − zPN ) .
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A computation provides
det (I − zPN) = (1− z)
(
1−
N−1∑
k=0
(
k∏
i=0
βi
)
zk+1
)
− zN+1
N−1∏
i=0
βi
= (1− z)
(
1−
N−1∑
k=0
(1 + αk) z
k+1
)
− zN+1 (1 + αN−1)
and thus
ζσ,G (z)
−1
= (1− z)
(
1−
+∞∑
k=0
(1 + αk) z
k+1
)
= 1− 2z − z (1− z)h (z) .

Remark 3.2. We could get a more general expression for (32), for instance by allowing more than two
symbols. However, we shall not need this here.
3.2. Smooth hyperbolic dynamics with explicit dynamical determinants. We want now to
conjugate our symbolic example to a smooth one. To do so, we use a method of Bowen [9] to conjugate
a subshift of finite type to a piecewise affine horseshoe.
Proposition 3.3. There is a smooth diffeomorphism T of the sphere S4 and a hyperbolic basic set K for
T such that if h is as in Proposition 3.1 with in addition that ρ > 1, then there is a function g : S4 → C
such that
(34) ζT,g (z)
−1
= 1− 2z − z (1− z)h (z)
and6
(35) dT,g (z) =
+∞∏
k=0
(
ζT,g
( z
4k+2
)−1) (k+1)(k+2)(k+3)6
.
Moreover g is Cr for all integers r strictly smaller than ln ρln 4 , and, if αk ∈ ]−1,+∞[ for all integers k,
then g is strictly positive on K.
Proof. Let G : Σ → C be the function given by Proposition 3.1. We next recall a construction due to
Bowen [9], in order to check that it has some extra properties that suit us.
Let (ei)06i63 be the standard basis in R
4. Set R (k) = 0 if k > 0 and R (k) = 1 if k < 0. Then, for
x = (xi)i∈Z ∈ Σ, define
I (x) =
∑
k∈Z
4−|k|e2xk+R(k).
Then one easily checks that for x, y ∈ Σ we have
(36)
5
6
d 1
4
(x, y) 6 d (I (x) , I (y)) 6
8
3
d 1
4
(x, y) ,
where d is the euclidean distance on R4. Thus I induces a homeomorphism on its image K, which
is a compact subset of R4. Define Vi =
{
(x0, x1, x2, x3) ∈ R4 : 1 6 x2i 6 32 , 0 6 xk 6 12 for k 6= 2i
}
and
Fi = I ({x ∈ Σ : x0 = i}) for i = 0, 1. It is easy to check that Fi is contained in Vi.
Define
L =

4 0 0 0
0 14 0 0
0 0 4 0
0 0 0 14
 .
For x ∈ Vi set Gix = Lx− 4e2i + 14e2i+1 (for i = 0, 1). Then define G on V0 ∪ V1 by G|Vi = Gi. One
easily checks that G ◦ I = I ◦σ. Viewing R4 as embedded in S4, one may extends G to a diffeomorphism
T of S4, that coincides with Gi on a neighbourhood Ui of Vi (see for instance [31]). Setting U = U1 ∪U2
one has
⋂
k∈Z T
k (U) = K. Thus K is a hyperbolic basic set for T with isolating neighbourhood U .
6The infinite product converges for the same reason as in Lemma 2.11.
15
Now define g˜ on K by g˜ = G◦I−1. Let r be an integer strictly smaller than ln ρln 4 . Choose θ ∈
]
1
ρ
, 4−r
[
.
Next, recalling (36) and that G is Lipschitz for the distance dθ, there exists a constant C such that for
all x, y ∈ K we have
|g˜ (x)− g˜ (y)|
d (x, y)
r 6 C
dθ
(
I−1 (x) , I−1 (y)
)
d 1
4
(I−1 (x) , I−1 (y))
r = C (4
rθ)
m(x,y)
wherem (x, y) is the smallest integer such that I−1 (x) and I−1 (y) do not coincide at the positionm (x, y)
or −m (x, y). Using (36) again, one gets
m (x, y) = −
ln
(
d 1
4
(
I−1 (x) , I−1 (y)
))
ln 4
> − ln
(
5
6d (x, y)
)
ln 4
,
and thus
|g˜ (x)− g˜ (y)|
d (x, y)
r 6 C˜d (x, y)
−
ln(4rθ)
ln 4 .
Consequently, Whitney extension’s theorem [38] ensures that g˜ may be extended to a Cr function g on
S4. If ρ = +∞, then g may be chosen C∞. Moreover, up to multiplying g by a bump function, one may
assume that g is supported in U and, if G is non negative, that g is non negative.
Since I conjugates (σ,G) and (T |K , g), one has
ζT,g (z)
−1
= ζσ,G (z)
−1
= 1− 2z − z (1− z)h (z) .
Notice that for all n ∈ N∗ we have
1
|det (I − Ln)| =
1
16n
+∞∑
k=0
(−1)k
( −4
k
)
1
4nk
,
and recall that (−1)k
( −4
k
)
= (k+1)(k+2)(k+3)6 is an integer. Fubini’s theorem gives
dT,g (z) = exp
− +∞∑
n=1
1
n
∑
x∈K
Tnx=x
g(n) (x)
|det (I −DxT n)|z
n

= exp
− +∞∑
n=1
1
n
1
det (I − Ln)
∑
x∈K
Tnx=x
g(n) (x) zn

= exp
− +∞∑
n=1
+∞∑
k=0
(−1)k
( −4
k
)
n
∑
x∈K
Tnx=x
g(n) (x)
( z
4k+2
)n
=
+∞∏
k=0
(
ζT,g
( z
4k+2
)−1) (k+1)(k+2)(k+3)6
.

As an immediate consequence of Proposition 3.3 and Lemmas 2.10, 2.11 , 2.12 and 2.13, we get the
four following corollaries.
Corollary 3.4. The counter-examples of Proposition 2.7 may be produced as dynamical determinants.
Namely :
a) There are a smooth diffeomorphism T of S4, a hyperbolic basic set K for T , and a smooth function
g : S4 → R, strictly positive on K, such that for any ordering (λm)m>0 of the resonances of (T, g)
(see Definition 2.1) we have for all n > 1 the trace formula
(37) tr♭
(Lng ) = ∑
Tnx=x
x∈K
g(n) (x)
|det (I −DxT n)| =
∑
m>0
λnm
but the convergence of the right hand side is never absolute.
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b) There are a smooth diffeomorphism T of S4, a hyperbolic basic set K for T , a smooth function
g : S4 → R strictly positive on K, an ordering (λm)m>0 of the resonances of (T, g), and a
permutation σ of N such that
(
λσ(m)
)
m>0
is an ordering of the resonances of (T, g) and, for all
n > 1, the trace formula (37) holds but the series
∑
m>0 λ
n
σ(m) does not converge.
Notice that for the examples of Corollary 3.4 global trace formulae never hold in the sense defined in
§1 (we required absolute convergence of the right-hand side of (11)).
Corollary 3.5. The dynamical determinant of a smooth diffeomorphism with smooth weight on a hy-
perbolic basic set may be of any (finite or infinite) genus7.
Recall that Theorem 2.4 gives a characterization of the genus of the dynamical determinant in terms
of global trace formulae. Moreover from Corollary 3.5 and [20, Corollary 1 p.17, second part of the
book], we deduce that there are dynamical determinants that are not Fredholm determinants of any
nuclear operators (and so there is no "good" Banach space on which the associated transfer operators
are nuclear).
Corollary 3.6. Let E be a subset of N∗. Then there are a smooth diffeomorphism T of S4, a hyperbolic
basic set K for T , and a smooth function g : S4 → R, strictly positive on K, such that, for any ordering
(λm)m>0 of the resonances of (T, g), and for all n ∈ N∗, the series∑
m>0
λnm
converges absolutely and its sum is tr♭
(Lng ) if and only if n ∈ E.
Roughly speaking, Corollary 3.6 asserts that global trace formula (6) may hold on any fixed subset
of N∗, this is a more precise statement than Proposition 1.9. We can also give a more precise version of
Proposition 1.10.
Corollary 3.7. Let N0 : R
∗
+ → N be a locally bounded function. Then there are a smooth diffeomorphism
T of S4, a hyperbolic basic set K for T , and a smooth function g : S4 → R, strictly positive on K, such
that if N (r) is the number of Ruelle resonances for (T, g) outside of the closed disc of center 0 and radius
r (counted with multiplicity) we have
N0 (r) =
r→0
o (N (r)) .
Finally, we notice that Proposition 3.3 can also be used to construct systems without any resonances.
Corollary 3.8. There are a smooth diffeomorphism T of S4, a hyperbolic basic set K for T , and a
smooth function g : S4 → C, such that the system (T, g) has no resonances.
In Corollary 3.8, it is fundamental that g takes value in C: if g was positive then ePtop(T,log g−Ju)
would be a resonance, where Ptop (T, log g − Ju) is the topological pressure of log g− Ju (where Ju is the
unstable jacobian) with respect to the dynamics T (see Remark 3.11).
Proof. The function h : z 7→ eiπz−1+2zz(z−1) continues holomorphically to C and may be written as h (z) =∑+∞
k=0 αkz
k with αk = −
∑k+1
l=1
(iπ)l
l! − 2. Thus αk 6= −1 for every n ∈ N (this is a consequence of the
transcendality of π). Thus applying Proposition 3.3, we find (T, g) such that
dT,g (z) =
+∞∏
k=0
(
e
iπz
4k+2
) (k+1)(k+2)(k+3)
6
does not vanish. Thus (T, g) has no resonances. 
Remark 3.9. The weight g produced by Corollaries 3.4, 3.5 or 3.6 being strictly positive on K, it is
associated to some physically meaningful Gibbs measure µg (the one appearing in (4), see [4, Chapter
7] for details). For example if g = 1 or g = |det (DT |Eu)| ( = 16 in our case ), µg is respectively the
physical measure or the measure of maximal entropy for T |K (for the T we constructed these measures
coincide). It may be noticed that the weights produced by Corollaries 3.4, 3.5 and 3.6 may be chosen
arbitrary close to 1 in the C∞ topology on a neighbourhood of K. The proof of this relies on the fact
that, according to Lemmas 2.10 and 2.12, h may be taken arbitrarily close to 0 in the topology of the
uniform convergence on all compact subsets of C (but, to actually prove it, an investigation of a proof
of Whitney’s extension theorem is needed).
7And even of any non-integral order according to footnote 4.
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Remark 3.10. Proposition 3.3 realises a lot of entire functions as inverses of dynamical zeta functions,
thus we could have stated many variations on Corollaries 3.4, 3.5 and 3.6. For instance, one may construct
a weight g for which the trace formula (37) always holds but the convergence is absolute only when n is
bigger than some fixed integer (replace 1(lnm)n in the expression of an in the proof of Proposition 2.7 by
1
mαn for some α > 0 and then state analogues of Lemma 2.10 and Lemma 2.11).
Remark 3.11. If in Proposition 3.3 we take h (z) = ha,ρ (z) = a ln
(
1 + z
ρ
)
, where ρ > 1 and
a > 0 is small, then we get weights g = ga,ρ, strictly positive on K. From formulae (34) and (35),
we know that the radius of convergence of dT,ga,ρ is exactly
8 ρeff = 16ρ. Let r > 2 be an inte-
ger, and choose ρ such that r < ln ρln 4 , then [5, 1.5] predicted a radius of convergence greater than
ρpred = exp (−Ptop (log ga,ρ − log 16)) 4r−1 for dT,ga,ρ . However since g is strictly positive, [4, Theorem
6.2] and [4, Theorem 7.5] imply that exp (−Ptop (log ga,ρ − log 16)) is the smallest zero of dT,ga,ρ , which
can be made arbitrary close to 132 by taking a close enough to 0. On the other hand, we may chose ρ
arbitrary close to 4r. Thus, for all ε > 0, there is a choice of a and ρ such that
ρeff
ρpred
6 2048 + ε.
This means that [5, Theorem 1.5] described accurately the way the radius of convergence of the dynamical
determinant grows when the regularity of the weight grows (up to a bounded multiplicative constant that
could be made smaller than 2048 by playing on the parameter of the construction of Proposition 3.3).
Remark 3.12. The Ruelle resonances of the systems constructed in Proposition 3.3 comes as infinite
families. In particular, Proposition 3.3 does not allow to construct a system with a finite non-zero number
of resonances. As far as we know, the only known examples of systems with finitely many resonances
have either one or zero resonance.
4. Gevrey functions and ultradistributions
The remaining of the paper is dedicated to the study of Gevrey hyperbolic dynamics and the proof
of Theorem 1.12. We start by recalling some basic facts from the theory of Gevrey functions and
ultradistributions.
Gevrey functions have been introduced by Gevrey in his seminal paper [16]. Ultradistributions are
classically defined as the continuous linear functionals on Gevrey functions. We will only need very
few facts from this classical theory, the interested reader can for instance refer to the work of Komatsu
[23, 24, 25]. We start with definitions on Rd.
Definition 4.1 (Gevrey functions). Let d be a positive integer and U be an open subset of Rd. Let
σ > 1. If f : U → R is C∞ and K is a compact subset of U , we say that f is σ-Gevrey on K if there are
constants C,R > 0 such that for all α ∈ Nd we have
(38) sup
x∈K
|∂αf (x)| 6 CR|α| |α|σ|α| .
We shall say that f is σ-Gevrey on U if it is σ-Gevrey on all compact subsets of U .
Notice that if we take σ = 1 in this defintion, the class of functions that we obtain is the class of
real-analytic function on U (this is a consequence of Taylor’s formula). Since we want to use the Fourier
transform, it is convenient to introduce a definition of rapidly decreasing Gevrey functions.
For all R > 1, σ > 1, and f ∈ C∞ (Rd) define
(39) ‖f‖R,σ = sup
x∈Rd
α∈Nd
m∈N
(1 + |x|)m |∂αf (x)|
R|α|+m (|α|+m)σ(|α|+m)
.
Then define
AR,σ =
{
f ∈ C∞ : ‖f‖R,σ < +∞
}
,
which is a Banach space when endowed with the norm ‖·‖R,σ. We can now set
(40) Gσ =
⋃
R>1
AR,σ,
8The dynamical determinant dT,ga,ρ cannot even be continued meromorphically outside the disc of center 0 and radius
16ρ.
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and we endow Gσ with the final topology of the inclusions of the AR,σ (this makes of Gσ a topological
vector space which is presumably not locally convex).
Remark 4.2. Notice that if a function f : Rd → R is σ-Gevrey and compactly supported then f ∈ Gσ.
We list now some basic properties of the space Gσ of rapidly decreasing Gevrey functions.
Proposition 4.3. Let σ > 1.
(i) The multiplication from Gσ × Gσ to Gσ is continuous;
(ii) the Fourier transform from Gσ to itself is a continuous isomorphism.
Proof. The first point is an exercice that the cautious reader would easily solve. We focus on the second
one which is more crucial for our purpose.
We only need to prove that the Fourier transform sends Gσ continuously into itself, the result then
follows by the Fourier inversion formula since Gσ is contained in S
(
Rd
)
. Let f ∈ AR,σ. We shall use the
following convention for the Fourier transform
F (f) (ξ) = fˆ (ξ) =
∫
Rd
e−ixξf (x) dx.
Recall that
ξα∂β fˆ (ξ) = i|α|−|β|
∫
Rd
e−ixξxβ∂αf (x) dx
and thus
(41)
∣∣∣ξα∂β fˆ (ξ)∣∣∣ 6 C (d) ‖f‖R,σ Rd+1+|β|+|α| (d+ 1+ |β|+ |α|)σ(d+1+|β|+|α|) .
From this it easily follows that the Fourier transform is continuous from AR,σ to AR′,σ for some R′ > R
depending on R and d, which implies (ii). 
Definition 4.4 (Tempered ultradistributions). We define Uσ as the space of continuous linear forms on
Gσ, endowed with the weak-star topology, this will be our space of tempered ultradistributions.
Beware that Uσ does not coincide with the space of tempered distributions defined in [33, 10], since
we defined Gσ as a union instead of an intersection in (40). This is of no harm since ultradistributions
are used here merely as a tool to get information on Ruelle resonances in a very pedestrian way. We
can define multiplication Uσ × Gσ → Uσ and the Fourier transform Uσ → Uσ in the usual way, as well
as the support of an ultradistribution. We shall say that a measurable function f : Rd → C is an
ultradistribution and write f ∈ Uσ if for all g ∈ Gσ the function fg is integrable and the linear form
g 7→ ∫
Rd
fgdx is continuous on Gσ (we then identify f with this functional).
We can now give a definition of Fourier multiplier in our ultradistributional context. Notice that
we shall always apply it to ultradistributions whose Fourier transform is locally square integrable and
multipliers that are compactly supported, and we could consequently have given an ad hoc definition
that bypasses the notion of ultradistribution. However, it is costless to give now the definition in the
following way.
Definition 4.5 (Fourier multiplier). If ψ : Rd → C is in Gσ we define ψ (D) : Uσ → Uσ by
ψ (D)u = F−1 (ψ.Fu)
where F : Uσ → Uσ denotes the Fourier transform.
The following lemma is classical, but crucial for the construction of our local space in §5, and so we
provide the elementary proof. Moreover, the idea of the proof will be reused in the proof of Lemma 6.7,
which is where the Gevrey assumption is needed in our proof of Theorem 1.12.
Lemma 4.6. Let R > 1 and σ > 1. Recall that AR,σ is defined by (4). There exists a constant C > 0
such that :
(1) for all f ∈ AR,σ and ξ ∈ Rd we have∣∣∣fˆ (ξ)∣∣∣ 6 C ‖f‖R,σ e−C|ξ| 1σ ;
(2) for all f ∈ AR,σ and x ∈ Rd we have
|f (x)| 6 C ‖f‖R,σ e−C|x|
1
σ .
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Proof. We have seen in the proof of Proposition 4.3 that the Fourier transform sends AR,σ continu-
ously into AR′,σ for some R′ > R. Thus, using an inverse Fourier transform, the second point follows
immediately from the first, that we shall prove now.
Using the fact that
|ξ|m 6
(
d∑
i=1
|ξi|
)m
=
∑
α∈Nd
|α|=m
cα |ξα| with
∑
α∈Nd
|α|=m
cα = d
m
and recalling (41) we get
(42) |ξ|m
∣∣∣fˆ (ξ)∣∣∣ 6 C (d,R) ‖f‖R,σKmmσm
for some constants K,C (d,R) > 1 and all m ∈ N. Now taking m = max
(⌊
1
e
|ξ|
1
σ
K
1
σ
⌋
, 0
)
we get the
result. 
If U is an open subset of Rd and f : U → RN is a function, for some integer N , we say that f is
σ-Gevrey if its components are σ-Gevrey. With this definition the class of σ-Gevrey is closed under
composition (a proof was already present in Gevrey’s original paper [16]) and inversion. Moreover, there
are σ-Gevrey partitions of unity (see for instance [26] where this topic is dealt within the context of
non-quasianalytic Denjoy–Carleman classes). There is even a version of Whitney’s extension theorem
for Gevrey functions [8], which could be a way to prove for instance that points (v) and (vi) in Theorem
70 are sharp using a method similar to the one of §3.
Remark 4.7. If θ is a σ-Gevrey function compactly supported in Rd and κ : Rd → Rd is a σ-Gevrey
diffeomorphism, then it comes from the proof of the closure of the class of σ-Gevrey functions in [16]
that the map f → θ.f ◦ κ is continuous from Gσ to itself. Thus, if u ∈ Uσ we may define θ.u ◦ κ by the
formula
〈θ.u ◦ κ, f〉 = 〈u, θ ◦ κ−1f ◦ κ−1 ∣∣detDκ−1∣∣〉.
Furthermore, the map u 7→ θ.u ◦ κ is continuous from Uσ to Uσ. This result extends to the case of a
local diffeomorphism κ : U → Rd such that κ−1 (supp θ) is a compact subset of U . Indeed, we can
locally extend κ to a global diffeomorphism (see (71) for instance) and then use a partition of unity.
Consequently, this result will also extend to the case of ultradistributions on manifolds as soon as we
have a proper definition.
We end this section with the definitions of Gevrey functions and and ultradistributions on manifolds.
Definition 4.8 (Gevrey manifold). Let σ > 1. We shall call σ-Gevrey manifold a C∞ manifold M
endowed with a maximal atlas A of charts such that the changes of charts are σ-Gevrey.
Example 4.9. A real-analytic manifold has a natural structure of σ-Gevrey manifold for all σ > 1.
If σ 6 σ′, any σ-Gevrey manifold has a natural structure of σ′-Gevrey manifold. If M is a σ-Gevrey
manifold then all the usual bundles over M have a natural structure of σ-Gevrey manifold (which make
projections and trivialisations σ-Gevrey).
Definition 4.10 (Gevrey maps). Let M and N be σ-Gevrey manifolds. Denote by A and A′ their
respective σ-Gevrey maximal atlases. A C∞ map f : M → N is said to be σ-Gevrey if for all (ψ,U) ∈ A
and (ϕ, V ) ∈ A′ the map
ϕ ◦ f ◦ ψ−1 : ψ (f−1 (V ))→ Rd
is σ-Gevrey. We say that f is Gevrey if it is σ-Gevrey for some σ > 1.
It is clear that with these definitions, the closure of the class of Gevrey maps under composition,
inversion and multiplication (for maps valued in R or C) can be extended from the case of open subsets
of Rd to the case of Gevrey manifolds. For the same reason, there are Gevrey partitions of unity on
Gevrey manifolds. Anyway, we shall always use charts and the main purpose of Definitions 4.8 and 4.10
is to be able to state Theorem 1.12 in a compact and natural way.
Definition 4.11 (Gevrey functions and ultradistributions on manifolds). Let σ > 1. If M is a σ-Gevrey
manifold, we denote by Gσ (M) the space of Gevrey functions from M to C. If V ⊆ M we denote by
Gσ (V ) the space of Gevrey functions on M supported in V . If in addition V has compact closure, we
endow Gσ (V ) with a topology as in the euclidean case by covering it with a finite number of domain of
σ-Gevrey charts.
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A σ-Gevrey density on M is a measure absolutely continuous with respect to Lebesgue on M whose
density in σ-Gevrey charts is σ-Gevrey we can endow this space with a topology in the same way than
Gσ (M) (provided M is compact, in fact the choice of a σ-Gevrey volume identifies these two spaces).
IfM is compact, we denote by Uσ (M) the space of linear functionals on the σ-Gevrey densities onM ,
and we endow it with the weak-star topology. If V is a subset of M then Uσ (V ) denotes the elements of
Uσ (M) supported in V (the definition of the support is the same as for distributions, ifM is non-compact
but the closure of V may be covered by a finite numbers of domain of σ-Gevrey charts, we can still define
Uσ (V )). Notice that when V is closed in M then Uσ (V ) is closed in Uσ (M).
5. Local space of anisotropic ultradistributions
This subsection is dedicated to the definition of the local space HΘ,α,t and the introduction of Paley–
Littlewood tools. It is possible to give a simpler definition of the local spaces HΘ,α,t, using the notion
of polarization from [5] instead of the notion of generalized polarization stated below. However, this
simpler construction imposes to add in Theorem 1.12 the requirement that λ from Definition 1.1 may be
chosen stricly greater than
√
2. If C and C′ are closed cones in an euclidean space we write C ⋐ C′ for
C ⊂
◦
C′ ∪{0}.
Definition 5.1 (Generalized polarization). Let r > 2 be an integer. A generalized polarization with r
cones is a family Θ = (Ci, ϕi)06i6r where
(i) C0 = Rd and C1, . . . , Cr are closed du-dimensional cones in Rd (for some fixed du > 0);
(ii) if i ∈ {0, . . . , r − 1} then Ci+1 ⋐ Ci;
(iii) for all i ∈ {0, . . . , r} the function ϕi : Sd−1 → [0, 1] is σ-Gevrey, supported in the interior of
Ci ∩ Sd−1 and, if in addition i 6 r − 2, then ϕi vanishes on a neighborhood of Ci+2 ∩ Sd−1;
(iv) for all x ∈ Sd−1 we have ∑ri=1 ϕi (x) = 1.
The notion of polarization is borrowed and adapted from [4, 5]. Notice that with this definition we may
have ϕr = 0, but this wouldn’t make the proofs much easier. Choose a Gevrey function χ : R → [0, 1]
such that χ (x) = 1 if x 6 12 and χ (x) = 0 if x > 1. Fix α > 1 (that will have to be chosen large
enough, we need α > σ in Proposition 5.3 and α > σ+1 in §6) and then define for all n > 1 and ξ ∈ Rd,
χn (ξ) = χ (|ξ| − nα), set also χn = 0 if n 6 0. Then set for n ∈ N, ψn (ξ) = χn+1 (ξ) − χn (ξ). Thus we
have
(43) supp ψn ⊆
{
ξ ∈ Rd : nα 6 |ξ| 6 (n+ 1)α + 1} for n > 1
and supp ψ0 ⊆
{
ξ ∈ Rd : |ξ| 6 2}. Moreover, we have∑n>0 ψn = 1. Set
Γ = N× {0, . . . , r} .
Define then for (n, i) ∈ Γ the function ψΘ,n,i by
ψΘ,n,i (ξ) =
{
ψn (ξ)ϕi
(
ξ
|ξ|
)
if n > 1
ψ0(ξ)
r+1 if n = 0,
so that we have
(44)
∑
(n,i)∈Γ
ψΘ,n,i = 1.
The space that we shall construct is of Sobolev type as for instance in chapter 4 of [4]. Choose
t = (t0, . . . , tr) ∈ Rr+1 and define w = wΘ,α,t on Rd by
w (ξ) = wΘ,α,t (ξ) = ψ0 (ξ) + (1− ψ0 (ξ))
r∑
i=0
ϕi
(
ξ
|ξ|
)
eti|ξ|
1
α .
Definition 5.2 (Local space HΘ,α,t). Let τ be any real number strictly between 1 and α (we will see in
Proposition 5.3 that the choice is inessential). Set (recalling Definition 4.4)
(45) HΘ,α,t =
{
u ∈ Uτ : uˆ ∈ L2loc and
∫
Rd
|uˆ (ξ)|2 wΘ,α,t (ξ)2 dξ < +∞
}
,
endowed with the hermitian product
〈u, v〉Θ,α,t =
∫
Rd
uˆ (ξ)vˆ (ξ)wΘ,α,t (ξ)
2
dξ.
21
Proposition 5.3. HΘ,α,t is a separable Hilbert space that does not depend on the choice of τ . For
all 1 < σ < α, the space Gσ is continuously contained and dense in HΘ,α,t, and HΘ,α,t is continuously
contained in Uσ.
Proof. The continuous inclusion of Gσ in HΘ,α,t for 1 < σ < α immediately follows from Lemma 4.6. If
f ∈ AR,σ with σ < τ and R > 1 and u ∈ HΘ,α,t we have
∣∣〈u, f〉∣∣ = ∣∣∣∣∫
Rd
uˆ (ξ) fˆ (ξ) dξ
∣∣∣∣ 6 ∫
Rd
∣∣uˆ (ξ)wΘ,α,t (ξ)∣∣
∣∣∣∣∣ fˆ (ξ)wΘ,α,t (ξ)
∣∣∣∣∣dξ
6 ‖u‖Θ,α
∥∥∥∥∥ fˆwΘ,α,t
∥∥∥∥∥
2
6 C ‖u‖HΘ,α,t ‖f‖R,σ(46)
where the last line follows from Lemma 4.6 and σ < r < α. Thus HΘ,α,t is continuously included in Uσ.
We shall now prove that Gσ is dense in HΘ,α,t. Let u ∈ HΘ,α,t be in the orthogonal space to Gσ .
Choose ϕ ∈ Gσ compactly supported. We have then for all f ∈ Gσ∫
Rd
uˆ (x)ϕ (x)wΘ,α,t (x)
2
f (x) dx = 0.
In particular, the convolution of ϕuˆw2
Θ,α,t
with any element of Gσ is null. Noticing that ϕuˆw2Θ,α,t is in
L1, it vanishes almost everywhere, and thus uˆ = 0 and then u = 0.
Let (un)n∈N be a Cauchy sequence in HΘ,α,t. Then
(
uˆn.wΘ,α,t
)
n∈N
is a Cauchy sequence in L2
(
Rd
)
and thus has a limit v.wΘ,α,t. Reasoning in the same way as for (46), we see that for all R > 1 there is
a constant C such that for all f ∈ AR,r we have
|〈v, f〉| 6 C ∥∥v.wΘ,α,t∥∥2 ‖f‖R,r .
Thus v ∈ Uτ , we may consequently define u = F−1u ∈ Ur, and u belongs to HΘ,α,t since its Fourier
transform is v and v.wΘ,α,t ∈ L2
(
Rd
)
. Finally, the convergence of
(
uˆn.wΘ,α,t
)
n∈N
to uˆ.wΘ,α,t in L
2
(
Rd
)
readily implies the convergence of (un)n∈N to u in HΘ,α,t.
To prove that HΘ,α,t does not depend on τ , notice that if 1 < τ˜ < τ then the definition (45) replacing
τ by τ˜ yields a bigger space H˜Θ,α,t. But HΘ,α,t is dense in H˜Θ,α,t (it contains Gσ for 1 < σ < τ˜) and
it is closed as well since it is a Hilbert space (the inclusion is obviously isometric). Thus HΘ,α,t does
not depend on τ (in particular (46) holds for all 1 < σ < α). Finally, HΘ,α,t is separable since it is
isomorphic to L2
(
Rd
)
. 
Remark 5.4. Notice that the proof of Lemma 5.3 in fact proves that the set of elements of Gσ whose
Fourier transform is compactly supported is dense in HΘ,α,t.
Remark 5.5. The parameter t will have to be chosen wisely with respect to the dynamical system.
Indeed, we wantHΘ,α,t to be a Hilbert space of anistropic ultradistributions regular in the stable direction
(outside of C1) and dual of regular in the unstable direction (inside Cr). It seems then natural to require
t0 > 0 and tr < 0. Furthermore, we want that the linearized dynamics sends areas of high regularity
into areas of lower regularity, which reads t0 > t1 > · · · > tr with the definition of generalized cone-
hyperbolicity 6.1 given in §6. However, some technical issues (mostly due to the ultradistributional
context) will be dealt with by requiring somme additional properties of t in §6 (namely (55)).
We shall now give a Paley–Littlewood type description of our local space HΘ,α,t, which will turn out
to be very handy to study of the transfer operator in §6. The use of Paley–Littlewood decompositions
to study transfer operators is not new, see [5, 4]. They have also been used in the context of Gevrey
regularity, see for instance [11]. However, we are not aware of any references in which the decomposition
in thinner bands than usual proposed in (43) is used. The main idea is that we want the weight wΘ,α,t to
be roughly constant on the portion of annulus that correspond to our decomposition, and since it grows
very fast we cannot use the usual dyadic decomposition. Notice that this imposes to work on spaces
of square integrable functions (as opposed to general Lp spaces), indeed we have a uniform bound on
the operator norm of the Fourier multipliers ψΘ,n,i (D) when acting on L2. Moreover, it is convenient
to work with Hilbert spaces, since it allows us to use the Lidskii trace theorem (however, this is not
necessary, as explained in Remark 1.14).
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Proposition 5.6. Let 1 < σ < α. Then u ∈ Uσ belongs to HΘ,α,t if and only if
(47)
∑
(n,i)∈Γ
(
etin ‖ψΘ,n,i (D)u‖2
)2
< +∞.
Moreover, the square root of this quantity defines an equivalent (Hilbertian) norm on HΘ,α,t.
Proof. First of all, an elementary asymptotical development shows that there is a constant C such that
for all (n, i) ∈ Γ and all ξ ∈ supp ψn we have
(48)
1
C
etin 6 eti|ξ|
1
α
6 Cetin.
Then write
wΘ,α,t (ξ) = ψ0 (ξ)
(
1 + (1− ψ0 (ξ))
(
r∑
i=0
eti|ξ|
1
α
))
+ (1− ψ0 (ξ))
∑
(n,i)∈Γ
n6=0
ψΘ,n,i (ξ) e
ti|ξ|
1
α ,
and use (48) and the fact that the intersection number of the support of the ψΘ,n,i is finite to show that
there is another constant C such that for all ξ ∈ Rd we have
(49)
1
C
wΘ,α,t (ξ)
2
6
∑
(n,i)∈Γ
eti2nψΘ,n,i (ξ)
2
6 CwΘ,α,t (ξ)
2 .
Now, if u ∈ Uσ is such that (47) holds then uˆ ∈ L2loc (using Plancherel’s formula and recalling that
the intersection number of the support of the ψΘ,n,i is finite) and using (49) and Plancherel’s formula
we get that u ∈ HΘ,α,t with the required estimates. The other implication is easier. 
We shall now define an auxiliary separable Hilbert space which will be useful in the investigation of
the transfer operator. Set
(50) B =
(un,i)(n,i)∈Γ ∈ ∏
(n,i)∈Γ
L2
(
R
d
)
:
∑
(n,i)∈Γ
(
enti ‖un,i‖2
)2
< +∞

endowed with the natural Hilbertian structure. Define the map
QΘ : HΘ,α,t → B
u 7→ (ψΘ,n,i (D)u)(n,i)∈Γ
.
Proposition 5.6 implies that QΘ is bounded and that its image is a closed subspace of B isomorphic to
HΘ,α,t. For all (n, i) ∈ Γ define also the natural projection and inclusion
πn,i : B → L2
(
Rd
)
(uℓ,j)ℓ,j∈Γ 7→ un,i
and
ιn,i : L
2
(
Rd
) → B
u 7→ (δ(n,i)=(ℓ,j)u)(ℓ,j)∈Γ .
6. Local transfer operator
In this subsection, we shall investigate the properties of "local" transfer operators acting on spaces
of the type HΘ,α from section §5. This analysis is inspired from [5] with some major modifications
to take advantage of the Gevrey regularity. Choose a second generalized polarization with r cones
Θ′ = (C′i, ϕ
′
i)06i6r and a σ-Gevrey diffeomorphism T : Rd → Rd (with 1 < σ < α − 1) and we assume
that T is generalized cone-hyperbolic from Θ′ to Θ, that is the following conditions are fulfilled :
Definition 6.1 (Generalized cone-hyperbolicity).
(i) for all x ∈ Rd and i ∈ {1, . . . , r} we have
(51) tDxT (Ci) ⊆ C′min(i+2,r);
(ii) there is Λ > 1 such that for all x ∈ Rd and ξ ∈ Cr−1 we have
(52)
∣∣tDxT (ξ)∣∣ > Λ |ξ| ;
(iii) for the same Λ > 1, for all x ∈ Rd and ξ ∈ Rd such that tDxT (ξ) /∈ C′2 we have
(53)
∣∣tDxT (ξ)∣∣ 6 Λ−1 |ξ| .
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C1
C2
C3
C4
Stable direction
Unstable direction
Figure 1. Generalized cone-hyperbolicity.
Remark 6.2. This definition is adapted from the definition of cone-hyperbolicity given in [5]. Notice
that in this definition the unstable dimensions du and d′u, from Definition 5.1, of the cones Θ and Θ
′
respectively must satisfy d′u > du. There is no reason a priori for the equality to hold. However, in §7, we
will construct a family of generalized polarizations with the same unstable dimension (it will naturally
be the dimension of Eux from Definition 1.1, which does not depend on x ∈ K, since we require the
transitivity of T |K). Nevertheless, since it looks like we do not need d′u = du here, we could probably
work with cones of different dimensions in §7 and thus remove the assumption of transitivity on T |K .
However, since we need g to be supported on a neighbourhood ofK in Theorem 1.12, we do not get global
information on the dynamics in the absence of transitivity. For instance, if T is a north-south dynamics,
an orbit going from a neighbourhood of the north to a neighbourhood of the south will have to enter a
region where g vanishes and thus the information cannot propagate between different hyperbolic basic
pieces. Although, it may be interesting to know that the transitivity hypothesis is not necessary in the
Anosov case (that is when K = M). A study of the transfer operator for Morse-Smale (non-transitive)
gradient flows may be found in the work of Dang and Rivière (see [12]).
The figure above illustrates the notion of generalized cone-hyperbolicity in dimension 2. We have here
Θ = Θ′ and r = 4. The cones C1, C2, C3 and C4 are delimited by dashed lines. The interiors of the
cones contain the solid line marked "unstable direction" which would be in the application the image of
the unstable direction (for some point in K) by the differential of a chart. Similarly, the other solid line
would be the image of the stable direction for the same point. The black arrows depict schematically
the action of tDxT for some x ∈ Rd.
Let G : Rd → C be a compactly supported σ-Gevrey function. The "local" transfer operator that we
are going to study is
L : u 7→ G. (u ◦ T ) ,
which is well-defined as an operator from Gσ to itself. Fix 1 < ν < Λ 1α and a > 0 such that for all
x ∈ supp G
(54) a <
∥∥tDxT −1∥∥− 1α .
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We choose t = (t0, . . . , tr) ∈ Rr+1 as in §5, with the additional assumptions
(55) t0 > 0 > t1 > · · · > tr, tr > νtr−1 and ti+1 < 2
a
ti if i 6 r − 2.
The aim of this section is to establish the two following propositions.
Proposition 6.3. The transfer operator L extends to a bounded operator L : HΘ,α,t → HΘ′,α,t. More-
over, L is nuclear. More precisely, it may be written as
(56) L =
+∞∑
m=0
λmem ⊗ lm
where the em and lm have unit norm respectively in the Hilbert spaces HΘ′,α,t and H′Θ,α,t and the λm ∈ C
satisfy
(57) |λm| 6 Cθm
1
β
for all m ∈ N, β = 2 + αd and some constants C > 0 and 0 < θ < 1.
Proposition 6.4. If Θ = Θ′ then
(58) tr (L) =
∑
x∈Rd:T x=x
G (x)
|det (I −DxT )|
To carry out the proofs of Propositions 6.3 and 6.4, we will need σ-Gevrey functions ϕ˜0, . . . , ϕ˜r such
that
• for all i ∈ {0, . . . , r} the function ϕ˜i is supported in the interior of Ci ∩ Sd−1 and, if in addition
i 6 r − 2, it vanishes on a neighborhood of Ci+2 ∩ Sd−1;
• for all i ∈ {0, . . . , r} and x ∈ Sd−1, if ϕi (x) 6= 0 then ϕ˜i (x) = 1.
Define then ψ˜n = χn+2 − χn−1 for n > 0, and if (n, i) ∈ Γ set
ψ˜Θ,n,i (ξ) =
{
ψ˜n (ξ) ϕ˜i (ξ) if n > 1
ψ˜0 (ξ) if n = 0.
In this way ψΘ,n,i (ξ) 6= 0 implies ψ˜Θ,n,i (ξ) = 1.
Now if (n, i) , (ℓ, j) ∈ Γ define an operator Sℓ,jn,i : L2
(
Rd
)→ L2 (Rd) by
(59) Sℓ,jn,i = ψΘ′,n,i (D) ◦ L ◦ ψ˜Θ,ℓ,j (D) .
We shall see in Lemma 6.11 below that the sum
(60)
∑
(n,i),(ℓ,j)∈Γ
ιn,i ◦ Sℓ,jn,i ◦ πℓ,j
converges in trace class operator topology to an auxiliary operator M : B → B closely related to L,
where B was defined in (50).
For this, we will prove a sequence of lemmas (6.5,6.7,6.9, 6.10, and 6.11) and we need more notation.
Without loss of generality, one may suppose9 that G is supported in ]−π, π[d. Then choose a σ-Gevrey
function ρ : Rd → [0, 1] supported in ]−π, π[d and such that ρ (x) = 1 if x ∈ supp G. A L2 function u
supported in ]−π, π[d may be identified with a 2πZd-periodic function, and then for all k ∈ Zd we can
define its kth Fourier coefficient
ck (u) =
1
(2π)
d
∫
]−π,π[d
e−ikxu (x) dx.
For all k ∈ Zd also define ρk : x 7→ ρ (x) eikx. Then if (n, i) , (ℓ, j) ∈ Γ we can write
(61) Sℓ,jn,i =
∑
k∈Zd
(ψΘ′,n,i (D) ρk)⊗
(
ck ◦ L ◦ ψ˜Θ,ℓ,j (D)
)
.
This identity is merely formal right now, but we shall see that this sum actually converges in the nuclear
operator topology and give explicit bound on its terms.
9This hypothesis may be removed by adding suitable renormalization constants in the Fourier coefficients below. How-
ever, notice that it is clear from the proof of Lemma 7.1 that we need no such generality to perform the proof of Theorem
1.12.
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Lemma 6.5. There is a constant C > 0 such that for all k ∈ Zd and (n, i) ∈ Γ we have
(62) ‖ψΘ′,n,i (D) ρk‖2 6 C (n+ 1)
αd
2 exp
(
−C−1d (k, supp ψΘ′,n,i)
1
σ
)
.
Proof. The Fourier transform of ψΘ′,n,i (D) ρk is ψΘ′,n,i.ρˆ (.− k). Thus the result follows from Lemma
4.6. 
Remark 6.6. Up to enlarging C, the estimate (62) may be improved to
‖ψΘ′,n,i (D) ρk‖2 6 C (n+ 1)
αd
2 exp
(
−C−1d (k, supp ψΘ′,n,s)
1
σ
)
exp
(−C−1 |k|σ)
provided that |k| > Cnα.
For all k ∈ Zd and (ℓ, j) ∈ Γ define
δ (k, ℓ, j) = inf
x∈supp G
d
(
k, tDxT
(
supp ψ˜Θ,ℓ,j
))
.
Lemma 6.7. For every ε > 0 there is a constant C > 0 such that, for all k ∈ Zd and (ℓ, j) ∈ Γ, the
linear form ck ◦ L ◦ ψΘ,ℓ,j (D) belongs to the dual of L2
(
Rd
)
with norm bounded by
C (ℓ+ 1)
αd
2 exp
(
−C−1δ (k, ℓ, j) 1σ+1
)
if δ (k, ℓ, j) > εℓα
and C (ℓ+ 1)
αd
2 otherwise.
Proof. For all u ∈ L2 (Rd) one may write
ck ◦ L ◦ ψΘ,ℓ,j (D) (u) = 1
(2π)
d
∫
]−π,π[d×Rd
ei(T (x)η−kx)G (x) ψ˜Θ,ℓ,j (η) uˆ (η) dxdη.
For all p > 0 this may be rewritten as
ck ◦ L ◦ ψΘ,ℓ,j (D) (u) = 1
(2π)
d
∫
]−π,π[d×Rd
ei(T (x)η−kx)Fp (x, k, η) ψ˜Θ,ℓ,j (η) uˆ (η) dxdη
where Fp is the sum of at most (5d)
p
p! terms of the form
(63) (x, k, η) 7→ ± ∂
aG (x)
(Φ (x) (k, η))
p+m ∂
b1 lj1 (x) (k, η) . . . ∂
bp ljp (x) (k, η) ∂
γ1Φ (x) (k, η) . . . ∂γmΦ (x) (k, η)
where m 6 p and |a| + |b1| + · · · + |bp| + |γ1| + · · · + |γm| = p, and lj (x) (k, η) = i (∂jT (x) η − kj) and
Φ (x) (k, η) = |tDxT (η)− k|2. This may be proved by induction on p : set F0 (x, k, η) = G (x) and then
Fp+1 (x, ., .) =
d∑
j=1
∂j
(
lj (x)Fp (x, ., .)
Φ (x)
)
,
using the formula ∫
Rd
eif(y)g (y) dy = i
∫
Rd
eif(y)
d∑
j=1
∂j
(
∂jf (y) g (y)
|∇f (y)|2
)
dy.
Thus, each term of generation p gives rise to at most 5p (p+ 1) terms of generation p+ 1.
Now, if d
(
k, tDxT
(
supp ψ˜Θ,ℓ,j
))
> εℓα then |k| 6 C (ℓ+ 1)α for some constant C that only depends
on ε, and thus for every quadratic form Ψ : Rd×Rd → R and every linear form l : Rd×Rd → C we have∣∣∣∣ Ψ(k, η)Φ (x) (k, η)
∣∣∣∣ 6 C ‖Ψ‖ and ∣∣∣∣ l (k, η)Φ (x) (k, η)
∣∣∣∣ 6 C ‖l‖ d(k, tDxT (supp ψ˜Θ,ℓ,j))−1
for any x ∈ Rd and η ∈ supp ψ˜Θ,ℓ,j, any choice of norms on the spaces of linear forms and quadratic
forms on Rd ×Rd and where C only depends on ε and this choice of norms. Thus we see that each term
of the form (63) may be bounded by
C2p ‖∂aG‖∞
∥∥∂b1 lj1∥∥∞ . . . ∥∥∂bp ljp∥∥∞ ∥∥∂γ1Φ∥∥∞ . . . ‖∂γmΦ‖∞ δ (k, ℓ, j)−p .
However, the map Φ and l1, . . . , ld are σ-Gevrey. Consequently, Fp is bounded by
CMpp(σ+1)pδ (k, l, j)
−p
for the relevant values of k and η. This implies that∣∣∣ck ◦ L ◦ ψ˜Θ,ℓ,j (D) (u)∣∣∣ 6 CMpp(σ+1)p |supp G| δ (k, ℓ, j)−p (ℓ+ 1)αd2 ‖u‖2 .
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Then take p = max
(
0,
⌊
δ(k,ℓ,j)
1
σ+1
eM
1
σ+1
⌋)
to get the first estimate, the second one is easy. 
Notice that Lemmas 6.5 and 6.7 (see also Remark 6.6) imply that the right-hand side of (61) converges
in nuclear operator topology. The equality holds as we can see by testing it on C∞ compactly supported
functions. However, Lemmas 6.5 and 6.7 alone are not enough to prove Proposition 6.3, we also need to
use the generalized cone-hyperbolicity of T .
Recall that ν has been chosen such that 1 < ν < Λ
1
α , where Λ is from (52). Define then a relation →֒
on Γ in the following way :
• if i = j = 0, then (ℓ, j) →֒ (n, i) if and only if l > νn;
• if i, j ∈ {r − 1, r}, then (ℓ, j) →֒ (n, i) if and only if n > νl;
• if i > j + 1 and j 6 r − 2, then (ℓ, j) →֒ (n, i) if and only if n > a2 l where a is from (54).
This relation indexes terms in (60) which correspond to high differentiability transitioning to low differ-
entiability. Let us recall an elementary fact before stating and proving Lemma 6.9 which is the main
tool to use generalized cone-hyperbolicity of T in order to deal with zones of low regularity leaking into
zones of high regularity.
Lemma 6.8. Let C+ and C− be two transverse cones in R
d (that is we have C+ ∩C− = {0}) and write
µ = min
(
d
(
C+ ∩ Sd−1, C−
)
, d
(
C− ∩ Sd−1, C+
))
> 0.
Then if ξ ∈ C+ and η ∈ C− we have d (ξ, η) > µmax (|ξ| , |η|).
Proof. If ξ = η = 0 the result is trivial. Consequently, we may suppose without loss of generality that
|ξ| = max (|ξ| , |η|) > 0. Then d
(
ξ
|ξ| ,
η
|ξ|
)
> µ, which gives the announced estimates, multiplying by
|ξ|. 
Lemma 6.9. There are a constant c > 0 and an integer N such that for all (n, i) , (ℓ, j) ∈ Γ we have :
(ℓ, j) →֒ (n, i) or max (n, ℓ) 6 N or
(64) d
(
supp ψΘ′,n,i, tDxT
(
supp ψ˜Θ,ℓ,j
))
> cmax (n, ℓ)
α
for all x ∈ supp G.
Proof. The proof is based on an investigation of figure 1. Let us distinguish the different values of i and
j.
We deal first with the case i, j ∈ {r − 1, r}. If (ℓ, j) 6 →֒ (n, i) and max (n, ℓ) > N then we have n < νℓ.
If ξ ∈ supp ψΘ′,n,i and η ∈ supp ψ˜Θ,ℓ,j then η ∈ Cr−1 and ℓ 6= 0 (otherwise max (n, ℓ) = 0 6 N) and
thus, for all x ∈ supp G, we have |tDxT (η)| > Λ |η| > Λℓα. Consequently, the distance between ξ and
tDxT (η) is larger than
Λ (ℓ− 1)α − ((n+ 1)α + 1) > Λ (ℓ− 1)α − ((νℓ + 1)α + 1) ∼
ℓ→+∞
(Λ− να) ℓα.
Notice that max (n, l) 6 νℓ an recall that ν has been chosen so that Λ − να > 0 to conclude this first
case.
Let us now deal with the case (i, j) = (0, 0) and assume that max (n, ℓ) > N and (ℓ, j) 6 →֒ (n, i), that
is we have ℓ < νn. If ξ ∈ supp ψΘ′,n,i and η ∈ supp ψ˜Θ,ℓ,j then there are two possibilities. The first
one is that tDxT (η) belongs to C′2 and may be dealt using Lemma 6.8. Indeed, since ϕ′0 vanishes on a
neighbourhood of C′2 ∩ Sd−1, the set supp ψΘ′,n,0 is contained in a closed cone transverse to C′2 (and
independant of n > 1). The second possibility is that tDxT (η) does not belong to C′2. Then (53) implies
that ∣∣tDxT (η)∣∣ 6 1
Λ
|η| 6 (ℓ+ 3)
α
+ 1
Λ
6
(νn+ 3)
α
+ 1
Λ
and consequently the distance between ξ and tDxT (η) is larger than
nα − (νn+ 3)
α
+ 1
Λ
∼
n→+∞
(
1− ν
α
Λ
)
nα.
Then, since ν
α
Λ < 1, we get the announced minoration, provided N is large enough (recall that ℓ < νn
and thus we only need to consider the case of large n, since ℓ is small when n is small).
We deal now with the case i > j+1. If j > r−1, then we have i, j ∈ {r − 1, r} and this case has already
been dealt with. Thus we assume that j 6 r − 2, max (n, ℓ) > N and (ℓ, j) 6 →֒ (n, i). Consequently we
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have n < a2 ℓ. Now, if ξ ∈ supp ψΘ′,n,i and η ∈ supp ψ˜Θ,ℓ,j the definition of a implies that the distance
between ξ and tDxT (η) is greater than∣∣tDxT (η)∣∣− |ξ| > aα |η| − (n+ 1)α − 1 > aαℓα − (a
2
ℓ+ 1
)α
− 1 ∼
ℓ→+∞
aα
(
1− 1
2α
)
ℓα.
We are left with the case i < j + 1. If i 6 r − 1 then we must have i, j ∈ {r − 1, r} and this case
has already been dealt with. Thus, let us assume that i < r − 1 and max (n, ℓ) > N (we cannot have
(ℓ, j) →֒ (n, i) in this case). Consequently, for all x ∈ supp G, the set tDxT
(
supp ψ˜Θ,ℓ,j
)
is contained
in Cj+2 by (51). However, since i 6 r − 2, the function ϕ′i vanishes on a neighborhood of Cj+2 ⊆ Ci+2
and consequently supp ψΘ′,n,i is contained in a closed cone transverse to Cj+2 that does not depend of
n > 1 (the case n = 0 is easily dealt with separately by taking N large enough). Applying Lemma 6.8,
this ends the proof of the lemma. 
We need a last lemma to construct our auxiliary operator M : B → B, where B was defined in (50).
Lemma 6.10. Let (am)m∈N be a decreasing sequence of positive real numbers such that for some constant
M > 0,β > 0 and all ε > 0 sufficiently small we have
(65) # {m : am > ε} 6M ln
(
1
ε
)β
.
Then there are constants C > 0 and 0 < θ < 1 such that for all m ∈ N we have
am 6 Cθ
m
1
β
.
Proof. Up to enlarging C and θ at the end, we may remove a finite number of terms in (am)m∈N and
thus assume that (65) holds for all ε < 1 and that am < 12 for all m ∈ N. Then set C = 1 and
θ = exp
(
− 1
M
1
β
)
and notice that if am > θm
1
β then
m+ 1 6 #
{
k : ak > θ
m
1
β
}
6 m,
which is absurd. 
We next exploit the facts we have gathered to constructM and to prove the key Lemma 6.11 needed
to show Propositions 6.3 and 6.4.
Lemma 6.11. The sum∑
(n,s),(ℓ,t)∈Γ
in,s ◦ Sℓ,tn,s ◦ πℓ,t =
∑
(n,s),(ℓ,t)∈Γ
k∈Zd
(in,s (ψΘ′,n,s (D) ρk))⊗
(
ck ◦ L ◦ ψ˜Θ,ℓ,t (D) ◦ πℓ,t
)
converges in nuclear operator topology to a trace class operator M that may be written as
M =
∑
m∈N
λmem ⊗ lm,
where the lm and em have unit norm respectively in B′ and B, and λm ∈ C, with |λm| 6 Cθm
1
β
, where
β = 2 + αd and for some constants C > 0 and 0 < θ < 1.
Proof. We shall see that there is a constantM > 0 such that for all ε > 0 small enough #Aε 6M ln
(
1
ε
)β
where
Aε =
{
(k, (ℓ, j) , (n, i)) ∈ N× Γ× Γ :
∥∥∥ck ◦ L ◦ ψ˜Θ,ℓ,j (D) ◦ πℓ,j∥∥∥
B′
‖ιn,i (ψΘ′,n,i (D) ρk)‖B > ε
}
and then use Lemma 6.10. To do so we will cover this set with three smaller sets: we deal separately
with the (k, (ℓ, j) , (n, i)) with (ℓ, j) →֒ (n, i) or max (n, ℓ) 6 N or (ℓ, j) 6 →֒ (n, i) and max (n, ℓ) > N .
• First case: (ℓ, j) →֒ (n, i). As in the proof of Lemma 6.9, we distinguish subcases that corresponds
to different values of i and j. We deal first with the case i, j ∈ {r − 1, r}. Using Lemmas 6.5 and
6.7, we have
(66)
∥∥∥ck ◦ L ◦ ψ˜Θ,ℓ,j (D) ◦ πℓ,j∥∥∥
B′
‖ιn,i (ψΘ′,n,i (D) ρk)‖B 6 Cetin (n+ 1)
αd
2 e−tjℓ (ℓ+ 1)
αd
2
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for some constant C > 0 and if in addition |k| > Cnα then (66) can be improved to (see Remark
6.6)
(67)∥∥∥ck ◦ L ◦ ψ˜Θ,ℓ,j (D) ◦ πℓ,j∥∥∥
B′
‖ιn,i (ψΘ′,n,i (D) ρk)‖B 6 Cetin (n+ 1)
αd
2 e−tjℓ (ℓ+ 1)
αd
2 exp
(
−C−1 |k| 1σ
)
.
Choose t˜i > ti and t˜j < tj such that10 t˜i − t˜jν < 0 (where ν > 1 is from the definition of →֒).
This is possible since ν > 1, and tr−1 > tr > νtr−1 by assumption. Up to enlarging C, we can
replace etin (n+ 1)
αd
2 by et˜in and e−tjℓ (ℓ+ 1)
αd
2 by e−t˜jℓ in (66) and (67). Consequently, if
(k, (n, s) , (l, t)) belongs to Aε we have
lnC + n
(
t˜i − t˜j
ν
)
> lnC + nt˜i − ℓt˜j > ln ε
and thus
n 6
(
t˜j
ν
− t˜i
)−1(
ln
(
1
ε
)
+ lnC
)
.
If |k| > Cmax (n, l)α we must in addition have
lnC − C−1 |k| 1σ > ln ε
and thus
(68) |k| 6 C
(
ln
(
1
ε
)
+ lnC
)σ
.
Consequently, recalling that n > νl, there are at most M ln
(
1
ε
)2+αd
elements of Aε such that
(ℓ, j) →֒ (n, i) and i, j ∈ {r − 1, r}, for some constant M and ε small enough (notice that d > 2).
The case i = j = 0 is similar, interverting n and ℓ.
We are left with the case i > j + 1 and j 6 r − 2. In this case (ℓ, j) →֒ (n, i) implies that
n > a2 ℓ. Choose t˜i > ti and t˜j < tj such that t˜i− 2a t˜j < 0 (this is possible since ti 6 tj+1 < 2a tj by
assumption). Then, up to enlarging C we may replace etin (n+ 1)
αd
2 by et˜in and e−tjℓ (ℓ+ 1)
αd
2
by e−t˜jℓ in (66) and (67). And then, if (k, (n, s) , (l, t)) belongs to Aε we have as before
n 6
(
ln
(
1
ε
)
+ lnC
)
τ
where τ = 2
a
t˜j − t˜i if j 6= 0 and τ = −t˜i if j = 0. Furthermore, (68) remains true and thus we
get the announced estimate as in the previous cases.
• Second case: max (n, ℓ) 6 N . There is a finite number of possible values for n and ℓ in this case,
and consequently we are only interested in k. Working as in the previous cases, we then see that
there are at most M ln
(
1
ε
)σd
elements in Aε such that max (n, ℓ) 6 N in this case.
• Third case: (ℓ, i) 6 →֒ (n, i) and max (n, ℓ) > N . In this case, where c is from Lemma 6.9, for all
x ∈ supp G we have
d (k, supp ψΘ′,n,s) + d
(
k, tDxT
(
supp ψ˜Θ,ℓ,t
))
> d
(
supp ψΘ′,n,s, tDxT
(
supp ψ˜Θ,ℓ,t
))
> cmax (n, l)α
and thus we have
d (k, supp ψΘ′,n,s) >
c
2
max (n, ℓ)
α
or
δ (k, ℓ, j) >
c
2
max (n, ℓ)α .
This implies using Lemmas 6.5 and 6.7 that (for some new constant C and a large enough) we
have
(69)
∥∥∥ck ◦ L ◦ ψ˜Θ,ℓ,j (D) ◦ πℓ,j∥∥∥
B′
‖ιn,i (ψΘ′,n,i (D) ρk)‖B 6 Can+ℓ exp
(
−C−1max (n, ℓ) ασ+1
)
,
which can be improved when |k| > Cnα in
(70)
∥∥∥ck ◦ L ◦ ψ˜Θ,ℓ,j (D) ◦ πℓ,j∥∥∥
B′
‖ιn,i (ψΘ′,l,t (D) ρk)‖B 6 Can+ℓ exp
(
−C−1
(
max (n, ℓ)
α
σ+1 + |k| 1σ
))
.
Provided that max (n, l) is large enough, which can be performed by making N larger, (69)
implies that max (n, ℓ) is smaller than M ln
(
1
ε
)σ+1
α for some constants M and provided that ε is
10The notation is a bit misleading since we can have i = j but in this case we will never have t˜i = t˜j .
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small enough (we need α > σ+1 to get this estimate). And then (70) ensures that |k| 6 Cnα or
|k| 6M ln ( 1
ε
)σ
. At the end, there are at most M ln
(
1
ε
)2σ+1
α
+(σ+1)d
elements in Aε in this third
case (and 2σ+1
α
+ (σ + 1)d < β).

We have now all the information we need to prove Propositions 6.3 and 6.4.
Proof of Proposition 6.3. Take (uℓ,t)(ℓ,t)∈Γ ∈ B with finite support and such that uℓ,t ∈ Gσ, for all
(ℓ, t) ∈ Γ. Write u =∑(ℓ,t)∈Γ ψ˜Θ,ℓ,t (D)uℓ,t ∈ Gσ and notice that Lu ∈ Gσ ⊆ HΘ′,α and that QΘ′Lu =
M (uℓ,t)(ℓ,t)∈Γ, where M is defined in Lemma 6.11. But the set of such sequences is easily seen to be
dense in B and thus M sends B into QΘ′ (HΘ′,α).
We can then set L = Q−1Θ′ ◦ p ◦M ◦QΘ, where p is the orthogonal projection on QΘ′ (HΘ′,α) (which
is a closed subspace of B by Proposition 5.6). That L extends L is a consequence of the calculation
above (since the elements of Gσ whose Fourier transform is compactly supported are dense in HΘ,α,
recall Remark 5.4). The representation (56) is then an immediate consequence of Lemma 6.11, replacing
the vector em by Q−1Θ′ ◦ p (em), and the linear form lm by lm ◦ QΘ, and normalizing. 
Proof of Proposition 6.4. From the construction of L in the proof of Proposition 6.3, we can deduce that
M on B and L on HΘ,α,t have the same non-zero spectrum and thus, by the Lidskii trace theorem, the
same trace. Now, M may be written as
M =
∑
(n,i)∈Γ
∑
(ℓ,j)∈Γ
∑
k∈Zd
(ιn,i (ψΘ,n,i (D) ρk))⊗
(
ck ◦ L ◦ ψ˜Θ,ℓ,j (D) ◦ πℓ,j
)
where the sum converges in nuclear operator topology (see Lemma 6.11). Thus we have
tr (M) =
∑
(n,i)∈Γ
∑
(ℓ,j)∈Γ
∑
k∈Zd
ck ◦ L ◦ ψ˜Θ,ℓ,j (D) ◦ πℓ,j ◦ ιn,i ◦ ψΘ,n,i (D) (ρk)
=
∑
(n,i)∈Γ
∑
k∈Zd
ck ◦ L ◦ ψΘ,n,i (D) (ρk) ,
where we used that ιn,i ◦ πℓ,j = 0 if (n, i) 6= (ℓ, j) and that ψ˜Θ,n,i (D) ◦ ψΘ,n,i (D) = ψΘ,n,i (D). Notice
that
ck ◦ L ◦ ψΘ,n,i (D) (ρk) = 1
(2π)
2d
∫
Rd×Rd
ei(T (x)η−kx)G (x)ψΘ,n,i (η) ρˆ (η − k) dxdη.
Using dominated convergence (ρˆ is rapidly decaying), we can sum over (n, i) ∈ Γ and get
tr (M) =
∑
k∈Zd
1
(2π)
2d
∫
Rd×Rd
ei(T (x)η−kx)G (x) ρˆ (η − k) dxdη.
Dominated convergence also provides
1
(2π)2d
∫
Rd×Rd
ei(T (x)η−kx)g (x)ρˆ (η − k) dxdη
=
1
(2π)2d
∫
(Rd)3
ei(T (x)η−kx+ky)G (x) ρ (y) dxdydη
= lim
ε→0
1
(2π)2d
∫
(Rd)3
ei(T (x)η−kx+ky)G (x) ρ (y) e−ε|η|
2
dxdydη
= lim
ε→0
1
(2π)
d
1
(2
√
πε)
d
∫
(Rd)2
eik(y−x)G (x) ρ (y) e−
(T (x)−y)2
4ε dxdy
=
1
(2π)d
∫
Rd
e−ik(x−T (x))ρ (T (x))G (x) dx.
Generalized cone-hyperbolicity of T implies that 1 is never an eigenvalue forDxT , and thus x 7→ T (x)−x
is a local diffeomorphism. Consequently, one can cover the support of G by a finite number of open sets
(Os)s∈Σ such that for all s ∈ Σ the restriction of x 7→ T (x)−x to Oj can be extended to a diffeomorphism
Hs from Rd to itself (a similar construction will be carried out with more details in the proof of Lemma 7.1,
see formula (71)). Choose then a finite family (θs)s∈Σ such that for all s ∈ Σ the function θs : Rd → [0, 1]
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is C∞ and supported in Os and for all x ∈ supp G we have
∑
s∈Σ θs (x) = 1. Then we have, performing
the change of variables "u = Hs (x)",
1
(2π)
d
∫
Rd
e−ik(x−T (x))ρ (T (x))G (x) dx =
∑
s∈Σ
1
(2π)
d
∫
Rd
e−ikuAs (u) du =
1
(2π)
d
∑
s∈Σ
Âs (k)
where
As (u) = ρ ◦ T ◦H−1s (u) θj ◦H−1s (u)G ◦H−1s (u)
∣∣detDuH−1s ∣∣ .
Notice that As is smooth and compactly supported, thus the Poisson summation formula provides
1
(2π)
d
∑
k∈Zd
Âs (k) =
∑
k∈Zd
As (2πk) .
However, if k 6= 0 then H−1s (2πk) and T ◦H−1s (2πk) = H−1s (2πk) − 2πk cannot be both in ]−π, π, [d
and thus As (2πk) = 0 (since ρ and G are supported in ]−π, π[d). Consequently, we have
tr (M) =
∑
s∈Σ
As (0) .
Furthermore, if T has a fixed point x∗ in Os, it has only one and it is H−1s (0), thus we can write
As (0) =
θj(x
∗)G(x∗)
|det(I−Dx∗T )|
. Otherwise, H−1s (0) does not belong to the support of θs and consequently
As (0) = 0. We have then ∑
s∈Σ
As (0) =
∑
T x=x
G (x)
|det (I −DxT )|
where we used that for all x ∈ supp G we have∑s∈Σ θs (x) = 1. 
Remark 6.12. Nuclearity of the local transfer operator L and formula (58) for its trace may also be
proven by giving an integral representation of the operators Sℓ,jn,i. This is maybe a more natural way to
work than the one exposed here. However, our method gives the representation (56) with the estimate
(57), which makes the Theorem 1.12 much stronger thanks to Lemma 1.13.
7. Global space and proof of Theorem 1.12
Let us now prove Theorem 1.12. Recall that T and g are σ-Gevrey for some σ > 1 which is now fixed.
In order to define the global space H, we shall glue together the local spaces HΘ,α,t from §5. To do so,
we begin by proving the following lemma.
Lemma 7.1. There are a compact isolating neighbourhood V for K, a finite set Ω and an integer r > 2
such that the following holds. For every ω ∈ Ω there are a σ-Gevrey chart κω : Uω → Vω and a generalized
polarization with r cones Θω = (Ci,ω, ϕi,ω)06i6r such that V ⊆
⋃
ω∈Ω Uω and for every ω, ω
′ ∈ Ω, if
T (Uω) ∩ Uω′ 6= ∅, then the map
κω′ ◦ T ◦ κ−1ω : κω
(
Uω ∩ T−1 (Uω′)
)→ Vω′
admits an extension Tω,ω′ : Rd → Rd which is a σ-Gevrey generalized cone-hyperbolic diffeomorphism
from Θω to Θ
′
ω.
Proof. Choose λ˜ < λ such that λ˜ > 1. We may define a Mather metric |·|x on a neighborhood of K.
For this metric, the spaces Eux and E
s
x from Definition 1.1 are orthogonal and the restriction of DxT to
these spaces is respectively a dilatation or a contraction by a factor λ˜, respectively λ˜−1. If x ∈ K and
v ∈ TxM , we write v = vu + vs for the decomposition of v with respect to TxM = Eux ⊕ Esx. Choose
γ2 > 0 large enough so that λ˜ >
√
1 + 1
γ22
and define for all i > 1 the number γi = λ˜1−
i
2 γ1. Fix r > 2
large enough so that λ˜ >
√
1 + γ2r−1.
Then for all x ∈ K define closed cones (Ci (x))i>1 depending Hölder continuously on x by
Ci (x) = {v ∈ TxM : |vs|x 6 γi |vu|x} ,
for i ∈ {1, . . . , r + 1} and set C0 (x) = TxM .
Let us prove that if x ∈ K and i ∈ {1, . . . , r + 1} then tDxT (Ci (Tx)) ⊆ Ci+4 (x). Indeed, with
respect to the orthogonal decomposition TxM = Eux ⊕ Esx, the matrix of DxT has the form
DxT =
[
Ax 0
0 Bx
]
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with Ax and Bx respectively a dilatation of factor λ˜ and a contraction of factor λ˜−1. Now, if v = vu+vs ∈
Ci (Tx) then we have tDxT (v) = tAx (vu) + tBx (vs) and∣∣tBx (vs)∣∣x 6 1λ˜ |vs|Tx 6 γiλ˜ |vu|Tx 6 γiλ˜2 ∣∣tAxvu∣∣x ,
but γi+4 =
γi
λ˜2
by definition of the γi.
We shall now prove that if x ∈ K then
Λ := min
 inf
|ξ|=1
ξ∈Cr−1(Tx)
∣∣tDxT (ξ)∣∣x ,
 sup
|ξ|=1
tDxT (ξ)∈TxM\C2(x)
∣∣tDxT (ξ)∣∣x

−1 > 1.
Let ξ = ξu + ξs ∈ Cr−1 (Tx) then ∣∣tDxT (ξ)∣∣x > ∣∣tAxξu∣∣x > λ˜ |ξu|Tx ,
but |ξs|Tx 6 γr−1 |ξu|Tx and thus |ξ|Tx 6
√
1 + γ2r−1 |ξu|Tx, and consequently we get∣∣tDxT (ξ)∣∣x > λ˜√
1 + γ2r−1
|ξ|Tx
and r has be chosen so that λ˜√
1+γ2r−1
> 1. The converse inequality is similar.
Now, for all x ∈ K choose a σ-Gevrey chart κx : Ux → Vx such that x ∈ Ux, Ux ⊆ W and
Dxκx : TxM → Rd is an isometry. Then choose a polarization Θx = (Ci,x, ϕi,x)06i6r such that
Dxκx (Ci+1 (x)) ⋐ Ci,x ⋐ Dxκx (Ci (x)) for i ∈ {1, . . . , r}. Since the Ci (y) depend continuously on
y, we can find an open ball Bx centered at x such that Bx ⊆ Ux, and for all y ∈ Bx we have for
i ∈ {1, . . . , r} (
tDyκx
)−1
Ci+1 (y) ⋐ Ci,x ⋐
(
tDyκx
)−1
Ci (y)
and
‖Dyκx‖ 6 1 + ε and
∥∥∥(Dyκx)−1∥∥∥−1 > 1− ε,
where ε > 0 is small enough so that
1− ε
1 + ε
Λ > 1.
Since K is compact, we can find a finite number of point x1, . . . , xm in K such that K ⊆
⋃m
k=1 κ
−1
xk
(Bxk).
Choose z ∈ ⋃mk=1 κ−1xk (Bxk), and let j, k ∈ {1, . . . ,m} be such that z ∈ κ−1xj (Bxj) and Tz ∈ κ−1xj (Bxj).
We consider the map
Tz,j,k = κxk ◦ T ◦ κ−1xj : Vxj ∩ κ−1xj
(
T−1Uxk
)→ Rd.
Write zj = κxj (z) and notice that for i ∈ {1, . . . , r} we have
tDzjTz,j,k (Ci,xk) ⋐
(
tDzjκxj
)−1 ◦ tDzT (Ci (Tz)) ⊆ (tDzjκxj)−1 (Ci+4 (z)) ⊆ Cmin(i+2,r),xj
and
min
 inf|ξ|=1
ξ∈Cr−1,xk
∣∣tDzjTz,j,k (ξ)∣∣ ,
 sup
|ξ|=1
tDzjTz,j,k(ξ)∈R
d\C1,xj
∣∣tDzjTz,j,k (ξ)∣∣

−1 > 1− ε1 + εΛ > 1.
This is due to the construction of Bxj and Bxk . Choose ρ : R
d → [0, 1] a σ-Gevrey function such that
ρ (y) = 1 if |y| 6 12 , and ρ (y) = 0 if |y| > 1. For ε = ε (z, j, k) > 0 that we shall take small enough (in
particular so that (71) makes sense), define
(71) Tz,j,k : y 7→ ρ
(
y − zj
ε
)
Tz,j,k (y) +
(
1− ρ
(
y − zj
ε
))(
Tz,j,k (zj) +DzjTz,j,k (y − zj)
)
.
By taking ε small enough Tz,j,k, can be made arbitrarily close in the C1 topology to the affine map
y 7→ Tz,j,k (zj) + DzjTz,j,k (y − zj). In particular, it is a diffeomorphism from Rd to itself (use for
instance Hadamard–Levy’s theorem), generalized cone-hyperbolic from Θxj to Θxk . Furthermore, there
is a neighbourhood Wz,j,k ⊆ Uxj of z such that Tz,j,k and Tz,j,k coincide on κxj (Wz,j,k). If j and k are
such that z /∈ κ−1xj
(
Bxj
)
or Tz /∈ κ−1xk
(
Bxk
)
, just set Wz,j,k = M .
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Set now Wz =
⋂m
j,k=1Wz,j,k for all z ∈ K, and choose a neighbourhood Ez ⊆ Wz of z in M small
enough so that if T (Ez)∩ κxj
(
Bxj
) 6= ∅ for some j ∈ {1, . . . ,m} then Tz ∈ κxj (Bxj). By compacity of
K, one can find a finite number of points z1, . . . , zn such that K ⊆
⋃n
k=1 Ezk . Finally, we define
Ω =
{
ω = (j, k) : j ∈ {1, . . . ,m} , k ∈ {1, . . . , n} and Uω := Ezk ∩ κxj
(
Bxj
) 6= ∅} .
If ω = (j, k) ∈ Ω the associated chart is κω = κxj
∣∣
Uω
: Uω → κxj (Uω) and the generalized polarization
is Θω = Θxj . If ω
′ = (j′, k′) is such that T (Uω) ∩ Uω′ 6= ∅ then the map κω′ ◦ T ◦ κ−1ω may be extended
by Tω,ω′ = Tzk,j,j′ . Finally, let V be any compact isolating neighbourhood of K that is contained in⋃
ω∈Ω Uω. 
We next define the space H announced in Theorem 1.12. We need more notation.
Choose a σ-Gevrey partition of unity (θω)ω∈Ω on V subordinated to (Uω)ω∈Ω, that is, for every ω ∈ Ω
the function θω : M → [0, 1] is σ-Gevrey and supported in Uω, and, in addition, for all x ∈ V , we have∑
ω∈Ω θω (x) = 1. Up to reducing V , we may suppose that
⋃
ω∈Ω Uω is isolating for K. Notice that
if ω ∈ Ω and u ∈ Uσ (V ) then (θωu) ◦ κ−1ω is a well-defined compactly supported element of Uσ (see
Remark 4.7). Consequently, we can define a map
(72)
Φ : Uσ (V ) → ⊕ω∈ΩUσ
u 7→ ((θωu) ◦ κ−1ω )ω∈Ω
as well as
(73)
S : ⊕ω∈ΩUσ → Uσ (M)
(uω)ω∈Ω 7→
∑
ω∈Ω (hωuω) ◦ κω
where for all ω ∈ Ω the function hω is σ-Gevrey and compactly supported in Vω, and hω (x) = 1 for all
x ∈ κω (supp θω). Notice that S ◦ Φ is the inclusion of Uσ (V ) into Uσ (M).
Fix α > σ + 1 and notice that for all ω, ω′ ∈ Ω the map Tω,ω′ , if defined, is cone hyperbolic from Θω
to Θω′ and thus provides a Λω,ω′ (from Definition 6.1). We choose t = (t0, . . . , tr) ∈ Rr+1 such that
(55) holds with ν > 1 strictly smaller than the Λω,ω′ and a that satisfies (54) with T replaced by Tω,ω′
(when defined) for all x ∈ Rd (this is possible since the differential of Tω,ω′ is constant outside from a
compact subset of Rd). Then define a Hilbert space HΩ,α,t = ⊕ω∈ΩHΘω,α,t, where the HΘω ,α,t are the
Hilbert spaces defined in §5. Define the auxiliary space H˜ = {u ∈ Uσ (V ) : Φu ∈ HΩ,α,t} that we endow
with the Hermitian norm ‖u‖H˜ = ‖Φu‖HΩ,α,t .
Lemma 7.2. H˜ is a separable Hilbert space (or equivalently Φ
(
H˜
)
is a closed subspace of HΩ,α,t). The
inclusion of H˜ in Uσ (V ) is continuous, and Gσ is contained in H˜ the inclusion being continuous.
Proof. The proof of the second assertion is easy and left to the reader (use Φ and S from (72) and (73),
and the analogous statement for the HΘω ,α,t). The definition of H˜ readily implies that
Φ
(
H˜
)
= Φ(Uσ (V )) ∩HΩ,α,t.
However, from Proposition 5.3, we know that the injection of HΩ,α,t in ⊕ω∈ΩUσ is continuous. Thus we
only need to prove that Φ (Uσ (V )) is closed in ⊕ω∈ΩUσ. However, one can see that
Φ (Uσ (V )) = {u ∈ ⊕ω∈ΩUσ : ΦSu = u and Su is supported in V }
and consequently Φ (Uσ (V )) is closed in ⊕ω∈ΩUσ (see Remark 4.7). 
We can now define the space H announced in Theorem 1.12 : H is the closure of Gσ (V ) in H˜.
Proof of Theorem 1.12. Notice that with the definition of H and Lemma 7.2, the first two points of
Theorem 1.12 are satisfied. Recall that the transfer operator that we want to extend is defined on Gσ (V )
by
Lu (x) = g (x)u ◦ T (x) .
If ω, ω′ are such that T (Uω) ∩ Uω′ 6= ∅, define the auxiliary operator Lω,ω′ on Gσ by
Lω,ω′u (x) = Gω,ω′ (x) u ◦ Tω,ω′ (x)
where
Gω,ω′ (x) = θω ◦ κ−1ω (x) g ◦ κ−1ω (x)hω′ ◦ Tω,ω′ (x)
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properly extended by zero. If T (Uω) ∩ Uω′ = ∅ just set Lω,ω′ = 0. We can then define an operator L˜
that acts on ⊕ω∈ΩGσ as the matrix (Lω,ω′)ω,ω′∈Ω, that is
(74) L˜ (uω)ω∈Ω =
(∑
ω′∈Ω
Lω,ω′uω′
)
ω∈Ω
.
For every ω, ω′ ∈ Ω, Proposition 6.3 provides a trace class operator Lω,ω′ : HΘω′ ,α,t → HΘω ,α,t that
extends Lω,ω′ , and thus we have with (74) a trace class operator L˜ : HΩ,α,t → HΩ,α,t that extends L˜.
But notice that L˜ sends ⊕ω∈ΩGσ into Φ (Gσ (V )) (the operator L˜ is defined by the formula L˜ = Φ◦L ◦S,
and g is supported in V ). Thus L˜ sends HΩ,α,t into Φ (H). Since Φ induces an isometry Ψ between H
and Φ (H), we may define L as L = Ψ−1 ◦ L˜ ◦Ψ. With this definition, L extends L (since L˜ = Φ ◦L ◦ S)
and is trace class since it is conjugated with the operator induced by L˜ on Φ (H). Moreover, L and L˜
have the same non-zero spectrum and consequently we have tr (L) = tr
(
L˜
)
. Using the Lidskii trace
theorem, it is then easy to see that
tr (L) =
∑
ω∈Ω
tr (Lω,ω)
which gives by Proposition 6.4
tr (L) =
∑
ω∈Ω
∑
Tω,ωx=x
Gω (x)
|det (I −DxTω,ω)| =
∑
ω∈Ω
∑
Tω,ωx=x
θω ◦ κ−1ω (x) g ◦ κ−1ω (x)
|det (I −DxTω,ω)|
=
∑
ω∈Ω
∑
y∈M
Ty=y
θω (y) g (y)
|det (I −DyT )| =
∑
y∈K
Ty=y
g (y)
|det (I −DyT )| = tr
♭ (L) ,
where we used that any fixed point of T in U =
⋃
ω∈Ω Uω is in fact in K, since U is an isolating neigh-
bourhood for K. We could prove that tr (Lm) = tr♭ (Lm) for m > 2 by giving a similar decomposition
of L˜m but there is a faster way to show this. From Lemma 1.11 and the Lidskii trace theorem, we know
that tr (L), and thus tr♭ (L), is the sum of the Ruelle resonances for (T, g). But then, we can apply this
result to the system
(
Tm, g(m)
)
and it appears that tr♭ (Lm) is equal to the sum of the mth powers of
Ruelle resonances for (T, g), which also are the non-zero eigenvalues of Lm using Lemma 1.11 again, and
finally the Lidskii trace theorem implies that tr♭ (Lm) = tr (Lm).
To prove points (v) and (vi), we need to establish a representation of the type (13) with the estimate
(14) for L, which will allow us to use Lemma 1.13. However, from Proposition 6.3, we know that the
Lω,ω′ admit such a representation, thus L˜ does too, and L as well (it is conjugated with the operator
induced by L˜ on a closed subspace of HΩ,α,t). This proves points (v) and (vi) for β = 2+ αd. Recalling
that α may be chosen to be any real number strictly greater than σ + 1, the proof of Theorem 1.12 is
complete. 
Appendix
Appendix A. Proof of Lemma 1.11
We shall apply [5, Lemma A.1]. To do so, let B˜ be a Banach space given by Theorem 1.3. Notice that
we have
Gσ (V ) ⊆ C∞ (V ) ⊆ B˜ ⊆ D′ (V ) ⊆ Uσ (V )
with all inclusions continuous. But Gσ (V ) is dense in C∞ (V ) and thus is dense in B˜. Thus, [5, Lemma
A.1] ensures that outside of the closed disc of radius ε, the spectrum of L acting on B and B′ is the
same. 
Appendix B. Proof of Lemma 1.13
We will need two preparatory technical lemmas.
Lemma B.1. For all β > 0 there is a constant C > 0 such that for all r > 2 we have
(75) r
∫ +∞
log r
e−uuβdu 6 C (log r)β
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Proof. The logarithm of the left-hand side of (75) is convex as a function of β and thus we only need to
prove (75) when β is an integer. But then performing β integrations by parts, we see that the left-hand
side of (75) is a polynomial of degree β in log r. 
Lemma B.2. Let β > 0 and 0 < θ < 1 then there are constants M,D > 0 such that for all n > 1 we
have ∑
m1<···<mn
θ
∑n
j=1m
1
β
j 6M exp
(
−Dn1+ 1β
)
.
Proof. Notice that the series
∑
m>1 θ
m
1
β converges and thus the infinite product
∏
m>1
(
1 + θm
1
β
z
)
converges uniformly on all compact of C to a holomorphic function f that we may write f : z 7→∑
n>0 anzn with an =
∑
m1<···<mn
θ
∑n
j=1m
1
β
j when n > 1. Notice that f has genus zero and the number
n (r) of zeroes of f of modulus smaller than r is bounded by C
(
log+ r
)β
for some C > 0. Thus [7, 3.5.1]
implies that for r large enough (with the change of variable "u = log t" and Lemma B.1)
sup
|z|6r
log |f (z)| 6 C
∫ r
0
(
log+ t
)β
dt+ r
∫ +∞
r
(
log+ t
)β
t2
dt 6 C˜ (log r)β+1 .
Now, using Cauchy’s formula, we get for all r large enough and n ∈ N
an 6
eC˜(log r)
β+1
rn
and the result follows by taking r = exp
((
n
C˜(β+1)
) 1
β
)
(which is large when n is large). 
Proof of Lemma 1.13. We have (see page 17 of the second part of [20], the an are defined by (15))
an = (−1)n
∑
06m1<···<mn
 n∏
j=1
λmj
 det((lmi (emj))16i,j6n)
then using Hadamard’s theorem, (14) and Lemma B.2 we get
|an| 6 CnM exp
(
−Dn1+ 1β
)
n
n
2
and we can remove the factor Cnn
n
2 by making M larger and D smaller.
Write θ = exp (−D). Let z ∈ C be large enough and choose n0 ∈ N then we have
|det (I + zL)| 6Mn0 |z|n0 +M
+∞∑
n=n0
(
θn
1
β
0 |z|
)n
6 n0 |z|n0 +M |z|n0 θ
n
1+ 1
β
0
1− |z| θn
1
β
0
and we get (16) by taking n0 =
⌊(
− ln 2−ln|z|
ln θ
)β⌋
.
Finally notice that (N is decreasing)
N (r) 6
1
ln 2
∫ 2
r
1
r
N
(
1
t
)
t
dt 6
2
ln 2
sup
|z|62r
log |det (I + zL)|
where we used Jensen’s formula (see [7, 1.2.1 p.2] for instance). The estimate (17) follows. 
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