(1899; cited in Rose 1999) suggestion that local signs can be averaged proved useful in the study of Vernier acuity (Weymouth et al 1923; Westheimer and McKee 1977) , only more recently have the ideas of Lotze (1885) and others been brought to the fore in relation to the encoding of spatial position (Koenderink 1984; White et al 1992) .
19th century discoveries of the association between cortical location and function enabled Brodmann (1909) to categorize many areas in the human cortex, but the modern conception of cortical mapping was formed in the middle of the 20th century, with the sensory and motor homunculus (Penfield and Rasmussen 1950) . This familiar, distorted image of the representation of body parts along the central (Rolandic) fissure provides an icon of the orderly representation of surfaces that we now tend to assume is an inherent part of cortical organization. Hebb (1949) published his principle of learning:``When an axon of cell A is near enough to excite a cell B and repeatedly or persistently takes part in firing it, some growth process or metabolic change takes place in one or both cells such that A's efficiency, as one of the cells firing B, is increased''. This statement formalizes Steinbuch's earlier conjectures about how related motor signals from random movements might become associated in the brain of the developing fetus. It was not long before the principle of ordered cortical mapping on a cell-by-cell basis was confirmed in the striate cortex of the cat, with the added organization into cells specialized for different feature orientations and eye-of-origin Wiesel 1959, 1962) . Subsequent work showed that topographical mapping existed also in the striate and extrastriate visual areas of humans and macaque monkeys (for review see Zeki 1993) .
Despite the materialist metaphysics of modern neuroscience, with its freedom from Cartesian shackles, many of the issues raised by 19th century physiologists remain unresolved. The retinotopic map in visual cortex, as well as the organization into ocular dominance columns, is present at birth in macaques (Horton and Hocking 1996a) , and orientation mapping emerges soon after birth (Blasdel et al 1995) . In the cat, the ocular dominance map might not emerge until 2^3 weeks later; however, there is no evidence that topographic organization for spatial location is absent (LeVay et al 1978; Crair et al 1998) , although dark-reared kittens fail to develop the normal patterns of orientation specialization (Blakemore and Van Sluyters 1975) . The emergence of topography, orientation, and ocular dominance organization can be modeled by principles related to Hebbian learning, such as the elastic net, by assuming correlations between neighboring inputs in visual and orientation space, and within each eye (Goodhill and Cimponeriu 2000) . However, the precise spacing of ocular dominance columns seems to be largely genetically determined (Kaschube et al 2003) . There are those who argue a role for willed or motor activity in the development of visual awareness (O'Regan and Noe 2001) . It is still not clear whether the topographic organization of visual cortex is genetically predetermined or learned and, if the latter, whether this learning is in any way associated with motor activity.
Although cortical topology seems to provide labeled lines for location, from retina to visual cortex rather than the motor association first proposed by Lotze (1852) , visual space is vastly oversampled by the brain, at least in foveal vision. While this enables better than retinal cone resolution in spatial decisions (eg Klein and Levi 1985) , it also complicates the proposition of equating labeled lines with topology. Instead of continuous coding of location by individual neurons, location must be coded statistically by a population of neurons. Note that it is unnecessary for another cell to`look at' the population code and turn it into a label or continuous code. Instead, sensory populations could map directly onto motor populations. In this view, cortical topology provides probabilistic local signs.
Another issue debated in the 19th century, and still relevant today, is whether and how neurons can carry both location signs and other image attributes, such as brightness, color, and orientation. Treisman (1982; Treisman and Gelade 1980) showed that visual search for single features is much faster than the search for conjunctions of features, and suggested that serial attentive feature integration is required in the latter case, binding features in different maps to their locations in a master map. Ungerleider and Mishkin (1982) proposed two relatively separate visual pathways, in the brains of macaque monkeys and by inference also humans, which they named the`what' and the`where' pathways, the latter equivalent to a motion pathway, including areas MT and MST that signal object and observer movements. Many studies show that attention is not, in fact, required to localize single`pop-out' features (Sagi and Julesz 1985; Atkinson and Braddick 1989; Green 1992) . Either (i) localization takes place within the feature map, or (ii) pop-out takes place within the location map, or (iii) pop-out features bind pre-attentively to their location in this map.
Visual mislocalization
The`binding problem ' (eg Treisman 1996) is the problem of associating features in different maps to a single object. Location might be considered a feature, or a property of features in the different maps that can be used to solve this binding problem. One way to examine the issue whether location is a feature, or a kind of cement that binds features together, is to look at the errors in visual localization. Several studies have implied that such errors are limited by the spacing of items in a display, although this is often much larger than the resolution of either visual acuity or motor responses, as observers tend to make error responses toward neighbors of the target even when the target is easily detected (Findlay 1997; Gilchrist et al 1999; Solomon and Morgan 2001) . We confirmed this implication by comparing the errors made with different stimulus array densities. Pop-out targets are easier to detect within a limited band of texture spacing, and even within this range there is a sharp peak at a raster width of between 1 and 2 deg (Sagi 1990; Nothdurft 2000) . Nevertheless, we were able to show that errors, although infrequent for most observers at 1.5 deg spacing, were almost always directed towards target neighbors. Distractors 3 deg away drew frequent errors only when the spacing was increased to 3 deg (Popple and Petrov 2002) . These neighbor errors are important in understanding how location is coded in the brain. Such errors can only arise after the locations of the distractors, as well as the target, are known. Either an early process, such as contextual modulation in V1, leaves some residual uncertainty about precisely which stimulus is the target; or a late process, such as a motor map containing details of the stimulus locations, includes uncertainty about which location is the one to be targeted. It seems that there is a problem with binding pop-out targets to their precise location, although their neighborhood region is easily detected.
Interestingly, we also found inhomogeneities in responses across the visual field, which were consistent within individuals, regardless of array density. These individual differences suggest that the local structure shaping these neighborhood regions can be subject to hereditary or developmental variation. This variation, if found to exist between the two eyes in the same individual, might help explain the adaptations that give rise to distorted vision in strabismic amblyopia. To examine this question, we repeated the pop-out localization experiment, monocularly, in a strabismic amblyope and several control observers. Control subjects were four na|« ve observers with normal visual acuity and binocular vision (N1^N3), and a non-amblyopic anisometrope (A1) with good binocular vision, aged 20^36 years, and a non-binocular non-amblyopic strabismic aged 51 years (S1).
Stimuli
Stimuli were 565 or 969 arrays of 6 cycles deg À1 Gabor patches spaced respectively at 2 deg, or 1 deg (see figure 1) . The spatial constant of the Gabors' Gaussian envelope was 5 min of arc, and patches were presented at 50% contrast. The stimulus array, shown for 50 ms, was preceded and followed by an equal-sized mask array of binary noise patches. The array was composed of identical noise patches, randomized on every trial. The noise patches consisted of 1 min of arc binary (black or white) squares modulated in contrast by a Gaussian of the same dimensions as the stimulus patch envelope, but with an amplitude of 100% contrast. A red mouse pointer was shown over the black-and-white mask array. Within each stimulus array, there was a single target patch at a random location. Target patches were vertical from horizontals, or horizontal from verticals. In each block, the target was either vertical or horizontal throughout the block, and the observer viewed the stimuli monocularly, with one eye occluded. An auditory beep was sounded for error feedback.
Stimuli were generated with a CRS VSG 2.3 card and software, on a Komputer 586 PC, and presented on a gamma-corrected Mitsubishi Diamond Pro II monitor. Mean background luminance was 40 cd m À2 . Stimuli were viewed at a distance of 2 m in ambient light from overhead neon strip bulbs.
Design
The dependent variable was response location. The independent variables were the target location, the array size, the viewing eye (dominant or non-dominant), and the target orientation (vertical from horizontals, or horizontal from verticals). In each block, there were about 600 trials, the exact number determined so as to ensure an equal number of trials at every possible target location (600 for 565; 648 for 969). Subjects completed a total of four blocks for each of the two target orientations, two viewing with the dominant eye, and two with the non-dominant eye.
Procedure
The observer initiated each trial by clicking with the mouse pointer on the central noise patch in the mask array. The mouse pointer disappeared, and after 500 ms the stimulus was flashed for 83 ms, followed immediately by the mask array, with the pointer. The task was to click the mouse pointer on the location where the target had been. The stimulus computer recorded the response location, coded by the nearest array position. Errors were signaled by a loud beep. There was no feedback for correct responses.
Before starting the experiment, the observers practiced the task monocularly with stimulus durations from 166 to 332 ms or longer if necessary, until an adequate (450%, or no more improvement) level of performance was reached for 83 ms durations. Since there is some debate whether pop-out learning transfers interocularly and between orientations (Karni and Sagi 1991; Ahissar and Hochstein 1996; Schoups and Orban 1996) , all patients and normal observers were given extra training with longer durations before starting the first experimental block of a new kind, eg a different eye, orientation, or array size. Eye dominance was determined by asking observers which eye they used for monocular tasks, such as looking in a camera viewfinder, or, if unsure, by sighting a distant target.
Results

Performance level
Overall performance, measured as the frequency of on-target (hit) responses, was no worse for the amblyopic eye than for many normal eyes (figure 2). The amblyope (E1) performed somewhat better with her dominant eye, but so did many observers, including igure 2. Performance accuracy plotted against array size for dominant eyes ( * ) and non-dominant eyes (), compared with chance (^).
several of those with normal vision. Performance for the higher-density array was poor in the amblyopic eye, compared with other conditions in the same observer; however, the strabismic (S1) also had difficulty in this condition. The control observers, with the exception of S1, did best in the 969 array.
There were no big differences in performance depending on the target orientation, or its interaction with other variables.
Performance distribution
Correct responses were distributed inhomogeneously over the visual fields, with similar biases to those reported elsewhere (Efron and Yund 1996; Carrasco et al 2001) . Figure 3 shows the frequency of correct responses (brightness) distributed over the available array locations, for dominant and non-dominant eyes of all observers. Good performance (light squares) stretched out further along the horizontal than the vertical meridian, with the single exception of the amblyopic eye. All observers did better in the lower visual field, and some showed an additional asymmetry between left and right fields. Although performance, for many observers, was worse in the non-dominant eye, this difference was only reflected in a marked difference in the correct response distribution of the amblyope (E1). E1 was almost unable to pinpoint left-hemifield and central targets with the amblyopic eye. Others, such as N2 and N3, lost performance everywhere, making them less sensitive in the periphery of the non-dominant eye.
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N3 5 e1 N3 5 e2 N3 9 e1 N3 9 e2 Figure 3 . Distribution of correct responses across the visual field for all observers, in dominant (e1) and non-dominant (e2) eyes, for 565 and 969 arrays. Performance from 0 (black) to 1 (white).
These results should be treated with caution, however, as many observers had an uneven distribution of responses (both correct and incorrect) over the visual field, generally preferring to respond in the same locations where their performance appears to be best (figure 4). When performance is measured as the proportion of responses at a given location that were elicited when the stimulus was actually there, performance is generally more evenly distributed, with the notable exception of the amblyopic eye (figure 5). These figures also suggest that all the observers except E1 had a bias for responding in the central location, instead of trying to guess where the target was.
Results have been averaged over target orientation, since this made very little difference to response or performance distributions for any of the eyes tested. Figure 6 shows responses in the target neighborhood, weighted by the probability of there being a stimulus at each neighborhood location (for example, although every location can have a response at its center, locations in the rightmost column have no stimulus, and hence no responses, to their right; similarly, locations in the leftmost column have no stimulus to their left). The bright central patch indicates that many more responses were correctly directed to the target location than to any other single location. The results show that several subjects made more frequent responses to target neighbors than to more distant locations, especially in the 969 array. There were also many errors half the screen distant from the target, for example by observer N3.
Mislocalization
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E1 5 e2 E1 9 e1 E1 9 e2 A1 5 e1 A1 5 e2 A1 9 e1 A1 9 e2 S1 5 e1 S1 5 e2 S1 9 e1 S1 9 e2 N1 5 e1 N1 5 e2 N1 9 e1 N1 9 e2 N2 5 e1 N2 5 e2 N2 9 e1 N2 9 e2 N3 5 e1 N3 5 e2 N3 9 e1 N3 9 e2 This result is consistent with his response bias toward the center (figure 4) occurring most frequently when the target is located at the edges of the display. Mislocalization in the amblyopic eye was notably different from all other eyes, with frequent responses one or more positions to the right of the target, up to 3 deg away. The difference between E1's amblyopic and dominant eyes was statistically significant to p 2610 À16 in a 3-way w 2 test of the independence between eye and the following variables: error direction (left versus right, up versus down) and orientation (left or right versus up or down), and their interaction. By comparison, for non-amblyopic observers, responses from the two eyes were fairly similar (see figure 6 for details). Although errors were significantly dependent on eye for A1, at least with the 565 array, and N2, the dependence is considerably weaker than in E1, and the differences between the eyes far less striking. Target orientation, as opposed to error orientation, made little or no difference to the responses for any of the observers.
The unusual mislocalizations made by E1 when viewing with her amblyopic eye may have been due to a general bias in the distribution of errors, or to systematic errors at particular locations in the amblyopic visual field. To further explore this, figure 7 shows response distributions plotted separately for each target location, in the amblyopic eye. Chance probabilities of the neighbor-error distribution being independent of eye were computed with the w 2 test, based on the Poisson distribution at the appropriate number of degrees of freedom, which varies depending on the target location, as targets in the corners have only two neighbors, whereas targets in the center have four.
E1 5 e2 E1 9 e1 E1 9 e2 A1 5 e1 A1 5 e2 A1 9 e1 A1 9 e2 S1 5 e1 S1 5 e2 S1 9 e1 S1 9 e2 N1 5 e1 N1 5 e2 N1 9 e1 N1 9 e2 N2 5 e1 N2 5 e2 N2 9 e1 N2 9 e2 N3 5 e1 N3 5 e2 N3 9 e1 N3 9 e2 Errors were summed over two adjacent positions, and even so this test could not be computed for the 969 array, and one position in the 565 array (indicated by an asterisk), as insufficient errors were made when viewing with the dominant eye. Systematic errors one to three positions right of the target were common for targets in the left visual field and along the lower vertical meridian. Responses to targets in the right visual field were relatively accurate, consistent with the absence of significant differences between the two eyes in the rightmost column, with just a few neighbor errors, also biased to the right of the target in the next column. In the second row from the top of the 969 array (figure 7b), certain locations seem to be switched; thus a target on the left-hand edge of the array gave the most responses two positions further to the right, but a target at that error location gave the most responses one position to its left. Although significance could not be calculated in the 969 array, the leftward bias at the same location in the 565 array was significantly different from the distribution of errors in the dominant eye. There were few correct responses or systematic errors for targets on the leftmost edge of the display, consistent with the lack of significant differences in error distribution between the eyes in this column. In summary, the unusual profile of amblyopic mislocalization seems largely due to a systematic rightward shift by 1 to 3 deg in responses to targets in the left visual field, and some rightward bias at other locations.
E1 5 e2 E1 9 e1 E1 9 e2 A1 5 e1 A1 5 e2 A1 9 e1 A1 9 e2 S1 5 e1 S1 5 e2 S1 9 e1 S1 9 e2 N1 5 e1 N1 5 e2 N1 9 e1 N1 9 e2 N2 5 e1 N2 5 e2 N2 9 e1 N2 9 e2 N3 5 e1 N3 5 e2 N3 9 e1 N3 9 e2 Figure 6 . Responses in the target neighborhood, weighted by the probability of each position, averaged across target locations. Correct responses at the target location are shown in the center. Values of p indicate the chance probability, from w 2 , that neighbor-error direction and orientation, and their interaction, are independent of eye. 
4 Discussion 4.1 Theories of strabismic amblyopia There are three main theories of strabismic amblyopia. The simplest theory is that the cortical representation of the amblyopic eye is sparse, or undersampled, compared with the dominant eye. Another theory is that vision in amblyopia is scrambled, or topographically jittered, as a result of topological jitter in the retinotopic map in area V1. Yet a third theory is that such topological disarray is not random, reflecting instead a cortical shift towards dichoptic alignment between the two eyes, at least in central vision.
The cortical undersampling theory easily accounts for impaired acuity in amblyopia, by assuming population coding for precise localization, and hence increased positional uncertainty in amblyopia (Levi and Klein 1986) . While this explanation suffices for anisometropic (and deprivation) amblyopia, it does not predict the spatial distortions seen mainly in strabismic amblyopia. However, without much modification, these distortions can be encompassed by the same theory. There are two ways of accounting for distortions under undersampling. Either the undersampling may be inhomogeneous across different locations, resulting in aliasing-like percepts (Sharma et al 1999) , or it might be inhomogeneous across orientations, causing a bimodal orientation distribution in the amblyopic image (Barrett et al 2003) . Thus, strabismic and anisometropic amblyopes with the same degree of impaired acuity may experience differing levels of distortion because, although they have the same amount of undersampling, this is less evenly distributed in the strabismic, resulting in biases towards the more densely sampled areas or orientations. The main difficulty for the Barrett et al theory is that, although the shrinkage of ocular dominance columns from the amblyopic eye has been documented in cases of experimentally induced deprivation amblyopia in a variety of species, there is little or no evidence for such shrinkage in the few studies of human amblyopia, or in anisometropic and strabismic amblyopia in other species (Horton and Stryker 1993; Horton and Hocking 1996b; Horton et al 1997) . There is, however, evidence of abnormality in binocular regions at the borders between ocular dominance columns, and this may lead to abnormal activation patterns even with the full complement of cells (Fenstemaker et al 2001) . Hess (1982) coined the term tarachopia to describe the spatial distortions in strabismic amblyopia, which he proposed were caused by topological jitter or disarray in the underlying cortical map. This more complex theory of amblyopia relies on the assumption that, although an approximate topographical map is present at birth, the precise one-to-one correspondence between retinal and cortical locations develops at a later age. There is evidence that human retinal development, and in particular cone migration at the fovea, continues until months or even years postnatally (for review see Provis et al 1998) . This development presumably correlates with changes in the wiring from retina to visual cortex that might be disrupted by the presence of strabismus, leading to the hypothesized topological jitter. According to Hess's theory, the underlying jitter and spatial uncertainty is hence the result of a lack of development from an initial random state, or random pairing of a one-to-many mapping, in the amblyopic eye's retinal projection to V1. For such disarray to be perceptible, it must be coupled with correct wiring between the binocular cortical image, based largely on the dominant eye, and other mappings in the brain, for example in motor and higher visual areas. Evidence for this theory of topological disarray comes mainly from psychophysical experiments where amblyopic performance and perceptions have been Only the systematic swapping of nearby features would provide conclusive evidence for topological jitter, rather than undersampling, because undersampling can give rise to a bias towards more densely sampled regions, but not opposite biases in nearby locations. Conversely, insensitivity at particular locations in the visual field or at particular orientations would support undersampling in favor of disarray.
A third theory of strabismic amblyopia is that the observed spatial distortions are at least in part the result of anomalous retinal correspondence, or systematic shifts in perceived location, towards a position of improved dichoptic alignment, despite the loss of monocular alignment central vision Fronius 1989, 1990 ). This theory differs from the previous one by the assumption that experience can shape the disordered or one-to-many retinotopic mapping of the immature cortex in such a way as to maximize binocular correspondence, at the expense of creating distortions in one eye's image. Direct evidence for such systematic distortions comes from the work of Sireteanu and others (eg Lagreze and Sireteanu 1991; Fronius and Sireteanu 1994; Fronius et al 2000) . These results cannot be explained by the first two theories, whereas the patchy, systematic distortions described by Sireteanu are broadly consistent with the results of others.
Recently, attention has been drawn away from the precise characterization of the amblyopic deficit, and towards deficits in higher-order visual processing in amblyopia, for example in the detection and discrimination of contrast, orientation, and motiondefined textures, the counting of visual features, and face identification (eg Sharma et al 2000; Wong et al 2001; Lerner et al 2003; Simmers et al 2003; Simmers and Bex 2004) . Performance with the non-amblyopic eye often differs from that of normal controls in these tasks; however, owing to the small number of observers it is hard to gauge the reliability of these differences. Such tasks are thought to utilize extrastriate visual areas, that in humans do not contain cells specialized for eye-of-origin. Nevertheless, it seems reasonable to speculate that the absence or severe impairment of binocular processing in amblyopia may correlate with abnormalities in extrastriate development, possibly affecting non-stereoscopic texture-discrimination tasks. However, distortions in central vision might on their own make it hard for amblyopes to perform more complex tasks with the amblyopic eye, despite normal activation in striate cortex, for example recognizing faces and expressions learnt during binocular viewing, dominated by the undistorted non-amblyopic eye.
The development of the amblyopic deficit almost certainly requires some binocular processing, at least to the extent of competition between the two eyes. Although the architecture of the visual system is somewhat hierarchical, it contains at least as many back projections as forward ones (Burkhalter and Bernardo 1989) . These back projections are thought to serve a modulatory function, making them an ideal substrate for the implementation of interocular suppression. This might weaken the links between the amblyopic eye and higher-order visual areas. However, the link between such speculation and the experimental findings is tenuous. Since there is so much uncertainty about the correct model of low-level deficits in amblyopia, it is difficult to estimate the extent to which such deficits could account for differences between the two eyes of amblyopes in higher-order tasks.
In summary, the three main theories of strabismic amblyopia could be selectively supported if there were clear evidence of local blindspots in position or orientation, swapped locations, or systematic errors, in amblyopic visual space. The nature of the amblyopic deficit must be fully characterized in order to interpret findings concerning amblyopic impairments in higher-order tasks, and ultimately to understand how amblyopia might develop.
One case: three theories?
The mislocalizations and errors made by E1 can be characterized by local blindspots, swapped locations, and systematic errors (see figure 7 ). There is a blindspot near the center of the leftmost column, where responses are characterized mainly by the underlying biases in the response distribution. There are swapped locations near the left of the second row in the 969 array (this particular row was not sampled by the 565 array). Systematic rightward errors of 1^3 deg occurred over most of the left visual field, and at certain other locations. These results provide support for all three theories of the deficit in strabismic amblyopia. Therefore, it may be more productive to view these`theories' as potential adaptations of location coding in visual space that might develop as a result of unmatched visual inputs from the two eyes, sometimes even within the same individual, in different parts of the visual field.
The present experiment has several advantages over previous methods of characterizing amblyopic vision. Both bias and precision were sampled simultaneously in different parts of the visual field, without making distributional assumptions. The comparison between different array densities allowed some distinction between fielddependent and stimulus-dependent response properties. Central fixation was assured, as much as possible, by requiring that the observer click on the central target to initiate each trial, and by presenting the stimuli for only 80 ms, followed by a mask. The target was presented at a high contrast, but nevertheless close to threshold because of the added difficulty of the pop-out task. The task was chosen to elicit localization errors, even in normal observers. Nevertheless, under the distortions of strabismic amblyopia, a number of confounds and anomalies remain.
If the same bias were present throughout the visual field, and regardless of stimulus duration, the perceived location of the mouse pointer would also be shifted, making it impossible to detect this bias. In the present case, the strabismic amblyope (E1) frequently complained of difficulty initiating the trials, when viewing with her amblyopic eye, and casual observation suggests that she made systematic errors toward the position right of center before clicking on the correct position, consistent with the response bias toward that position clearly seen in figure 7a. This may have been because of a bias or error in perceived ego-center location; however, it would have been possible to correct such an error by centering the response on the presented array. Instead, E1 overestimated the horizontal number of positions in the array. She had a similar bias in estimating numerosity with single rows of Gabor patches. Additionally, she complained of occasional monocular diplopia of both the mouse pointer and the target. Monocular diplopia often co-occurs with anomalous retinal correspondence (ARCöeg Ramachandran et al 1994) . E1 noticed this diplopia only with regard to psychophysical stimuli, and not objects in the surrounding room or flashed afterimages. Her data suggest that she had a strong bias toward one or other image of the target and mouse pointer, since the distributions of responses in figure 7 appear to be unimodal, and not bimodal or trimodal as you would expect if she were seeing double. However, it is important to note that this visual ghost, although discriminable from single stimuli, suggests that there may be no straightforward one-to-one mapping of retina to cortex in this observer. Instead, a target at a single location can give rise to percepts at more than one location, and similarly a percept or response at one location can result from a number of possible target locations.
It is not surprising that E1's overall performance did not differ much from other observers, consistent with previous results showing normal orientation-based texture segmentation in strabismic amblyopia (Mussap and Levi 1999) . However, for normal observers and E1's non-amblyopic eye, performance was best for the dense 969 array, consistent with the reported density tuning of pop-out detection (Sagi 1990; Nothdurft 2000) . There was evidence of crowding both for E1's amblyopic eye, and both eyes of the strabismic with unimpaired vision, S1. This may have been a function of age, since these were the only two older observers; however, more likely because for E1 it only occurred in the amblyopic eye, this finding is related to her amblyopia, ARC, monocular diplopia, or their combination.
The unusual characterization of the visual field in E1 given by the present experiment corresponded closely to her performance on a Snellen acuity chart. She initially presented with an acuity of 20/80 for the rightmost letters in the chart, but only 20/125 for letters on the left-hand side. This is consistent with her good localization performance in the rightmost column of the pop-out array, and the undersampling and distortions observed in the left visual field. Although under the conditions of an eye test, she should have been able to foveate the target letter and overcome some of the problems associated with peripheral vision, her performance with the mouse pointer suggests that foveating the target with the amblyopic eye may be a problem, and indeed in tests she had rightward eccentric fixation of 0.5^1 deg in the amblyopic eye.
We do not mean to imply that E1 is representative of all strabismic amblyopes. As noted by McKee et al (2003) , one must be cautious in drawing wide-ranging conclusions from data sets that can only incompletely represent the range and breadth of visual deficits seen in amblyopia. However, detailed studies on individuals with abnormal early visual experience can provide important insights into the nature and extent of the adaptations that the visual system is capable of (eg Fine et al 2002 Fine et al , 2003 . The present detailed study uses a novel method to examine topological mapping errors in detail, and provides new insights into the range of possible adaptations.
One of the strangest findings in the present experiment is the difference between the two eyes of normal observers, in the accuracy if not the pattern of responses to pop-out targets. This is particularly surprising, as learning experiments generally show complete interocular transfer of pop-out detection and identification (Ahissar and Hochstein 1996; Schoups and Orban 1996) . A possible explanation is that the localization task is more closely linked with the oculomotor system, where differences between the two eyes have been reported, under monocular testing conditions, both in the latency and the accuracy of saccades (Moiseeva et al 2003, cited on PubMed; Findlay, personal communication) . More work is needed to establish the role of eye movements in our task in normal observers and in amblyopia. It is also surprising that, after the initial practice, there was no further learning during the experiment, for any of the observers, despite the constant auditory feedback. We speculate this may be because of the attention required by the trial initiation procedure.
To summarize, the link between retinal location and perceived location appears to be somewhat fluid, with many different kinds of adaptation possible for the image of one eye in different parts of the visual field under conditions of abnormal visual development, such as a mismatch between the inputs to the two eyes due to strabismus. This result conflicts with the dominant view of perceived location as function of the inherently ordered retinotopic map in striate cortex. Either this map is considerably less ordered than we think, or perceived location is coded by an entirely different mechanism.
4.3 Speculation on amblyopic development and visual location Visual space is best described as the space that results from the coupling of retinal space and oculomotor space, which in combination give rise to a reasonably uniform sampling of the environment that matches our phenomenal percept (Lewis et al 2003) . It is not clear where this space exists, if at all, in the brain because V1, the only area capable of the high resolution we attribute to our phenomenal perception of visual space, is mapped in retinotopic coordinates (Lee et al 1998) . Therefore, it seems reasonable to infer that this perceived space results from interactions between different location maps in the brain. Such interactions might utilize feedforward and feedback loops between visual areas (Lee and Mumford 2003) . Extrastriate areas V2 and V3 have been shown to exhibit successively more remapping of retinotopic space by the angle of gaze direction, or at least gaze-contingent responses (Nakamura and Colby 2002) . However, the mapping in these areas themselves is not sufficiently precise to account for visual localization. Instead, visual location must be thought of as distributed between different cortical areas.
Although the effects described in this paper are strictly monocular, involving as they do a considerable asymmetry between the two eyes, this fact does not necessitate that they should be manifested exclusively in V1, the only visual area to show differences in ocular preference. The upcoming visual stream includes direct pathways from the retinas to the superior colliculus, and thence the frontal eye fields. The role of these pathways in humans is somewhat mysterious, but in macaques the superior colliculus alone is sufficient to produce visually guided saccades in destriate individuals (Mohler and Wurtz 1977) . Additionally, in macaques the connection from frontal eye fields to V4 targets cortical layers characteristic of a forward projection (Barone et al 2000) . Another way the amblyopic distortions of visual space might involve areas beyond V1 is in the ocularity and topographical organization of forward and back projections from and to V1.
Crude organization within the sensory and motor maps can result from Hebbian learning through the random firing of neurons before birth, as originally suggested by Steinbuch (1811; cited in Rose 1999) . However, for the visual system, at least a few eye movements in a reasonably stable, nonuniform visual environment would be required to calibrate the two maps. The retinotopic map must retain some degree of plasticity to allow for continuing, independent foveal development in the two eyes. Visual acuity (eg Vernier acuity) continues to develop up to the age of about 10 years, and is considerably finer than resolution acuity, thought to be limited by foveal cone density (Wilson 1988; Levi and Carkeet 1993) .
In strabismic amblyopia, optotype (Snellen) acuity is on average more impaired than either Vernier or grating acuity, and peak contrast sensitivity is frequently normal (McKee et al 2003) . Because optotype acuity does not distinguish between precision and accuracy, this means that distortions could account for some part of the deficit in strabismic amblyopia. Vernier acuity responds well to practice, even in adults (Levi et al 1997) . These results suggest that learning fine localization is relatively independent of the plasticity required for the recalibration of retinotopic projections during foveal development. It is possible that fine localization depends on learning to sample and process the retinotopic map in V1 with greater statistical efficiency. However, any distortions may remain unaffected by such learning. In children undergoing occlusion therapy, changes in Vernier alignment bias have been reported (Fronius et al 2000) . These changes were not always initially in the direction of better alignment, a finding consistent with a stochastic sensory-oculomotor calibration procedure. It remains to be seen whether changes in bias can occur later in life.
Amblyopia cannot be induced after about the age of 4 years, either by monocular deprivation or monocular prism (Ciuffreda et al 1991) , and it is often stated that treatment is ineffective in older children or adults. However, there is now considerable evidence that treatment of amblyopia can be effective in adults (for a review see Birnbaum et al 1977) . For example, Kupfer (1957) reported marked improvement in acuity in seven adult strabismic amblyopes. All seven showed improvements ranging from 71% (20/70 to 20/20) to a very dramatic improvement from hand movements only to 20/25 after 4 weeks. A case report by Simmers and Gray (1999) showed that occlusion therapy improved visual acuity and hyperacuity in an adult strabismic amblyope. There are also reports suggesting that some adult amblyopes recover vision in their amblyopic eye following loss of vision in their fellow (non-amblyopic) eye (Vereecken and Brabant 1984; Rahi et al 2002) , and optotype acuity improves without visual training in older amblyopes with macular degeneration of the non-amblyopic eye (El Mallah et al 2000) . Recent work (Fine et al 2002 (Fine et al , 2003 also suggests that there is substantial recovery of visual perception following long-term deprivation, although there is little or no direct evidence of cortical adaptation in these cases. It is also unclear whether any of these documented improvements involve changes in perceived distortions. An extended study of orthoptic therapy in an adult strabismic amblyope showed that improvements in line acuity following occlusion of the dominant eye were not associated with a change in eccentric fixation, although subsequent partial occlusion of the amblyopic eye resulted in a bimodal fixation pattern that the amblyope learned to control by`clearing up' the visual image despite perceived monocular distortions (Selenow and Ciuffreda 1986) .
In the present experiment, E1 was given error feedback throughout, and yet her performance remained unchanged. However, she had previously undergone considerable practice with Vernier alignment in a learning experiment, improving her single-letter acuity to 20/20 in the amblyopic eye, with some improvement also in Snellen line acuity. It is possible that, had she been tested before the visual training, she may have exhibited even larger biases and distortions than in the present experiment.
The idea of the brain as a highly ordered map of sensorimotor locations is misleading. Instead, a recent review shows that, although there is some degree of gross organization, within each body-part the sensory^motor homunculus is actually considerably jumbled (Schieber 2001) . The point we are making here is that there may be no imperative link between the fine spatial precision and accuracy of visual discrimination, and the precision and accuracy of retinotopic maps in V1. The perception of spatial order quite probably utilizes interactions between different areas in the brain. Experiments on sensorimotor learning show that the coding of motor location is largely statistical. Pointing responses can match the statistical spread of visual target locations, and even a bimodal distribution of probable locations (Kording and Wolpert 2004) . Although the motor system can adapt unconsciously to such fine changes in visual feedback, it remains possible that the visual system itself retains at least a gross location code learnt in childhood, containing local adaptations to the inputs of the two eyes.
