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The Jacobi–Stirling numbers of the ﬁrst and second kinds were ﬁrst
introduced in Everitt et al. (2007) [8] and they are a generalization
of the Legendre–Stirling numbers. Quite remarkably, they share
many similar properties with the classical Stirling numbers. In this
paper we study total positivity properties of these numbers.
In particular, we prove that the matrix whose entries are the
Jacobi–Stirling numbers is totally positive and that each row and
each column is a Pólya frequency sequence, except for the columns
with (unsigned) numbers of the ﬁrst kind.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The Jacobi–Stirling numbers were introduced in [8] as the coeﬃcients of the integral composite
powers of the Jacobi differential operator
lα,β [y](t) = 1
(1− t)α(1+ t)β
(−(1− t)α+1(1+ t)β+1 y′(t))′, (1)
with ﬁxed real parameters α,β > −1. It is known that the Jacobi–Stirling numbers JS( j)n (z) of the
second kind depend on the only parameter z = α+β +1 and satisfy the following recurrence relation
JS( j)n (z) = JS( j−1)n−1 (z) + j( j + z)JS( j)n−1(z) (n, j  1) (2)
✩ This paper is part of the author’s PhD thesis written under the direction of Prof. F. Brenti at the Università degli Studi
“La Sapienza” of Rome, Italy.
E-mail address: mongelli@mat.uniroma1.it.0196-8858/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.aam.2011.06.008
P. Mongelli / Advances in Applied Mathematics 48 (2012) 354–364 355with the initial conditions
JS(0)n (z) = JS( j)0 (z) = 0, JS(0)0 (z) = 1. (3)
Similarly, the Jacobi–Stirling numbers Jc( j)n (z) of the ﬁrst kind satisfy the following recurrence relation
Jc( j)n (z) = Jc( j−1)n−1 (z) + (n − 1)(n − 1+ z)Jc( j)n−1(z) (n, j  1) (4)
with the initial conditions
Jc(0)n (z) = Jc( j)0 (z) = 0, Jc(0)0 (z) = 1. (5)
These numbers are a generalization of the Legendre–Stirling numbers: it suﬃces to choose z = 1
(see [2,3,6,7] for details about Legendre–Stirling numbers). The Jacobi–Stirling numbers share many
properties with the classical Stirling numbers: in fact, the above recurrence relations and the gener-
ating functions of the Jacobi–Stirling numbers of the ﬁrst and second kind given in [8] are strikingly
similar to the well-known formulas for the Stirling numbers of both kinds. Moreover, in [9] Gelin-
eau and Zeng ﬁnd some combinatorial interpretations of these numbers based on permutations and
partitions, the same combinatorial objects used for the combinatorial interpretations of the Stirling
numbers.
In this paper we study total positivity and Pólya frequency properties of Jacobi–Stirling numbers,
and as a consequence we obtain the same properties for the Legendre–Stirling numbers. Moreover we
show that the Jacobi–Stirling numbers of the second kind can be interpreted as the weights of paths
in a weighted planar digraph. We use this interpretation to give a combinatorial proof of the total
positivity of (JS( j)n (z))n, j0. The combinatorial interpretation is also valid for the Legendre–Stirling
numbers.
The organization of the paper is as follows. In Section 2 we recall properties of the Jacobi–Stirling
numbers and deﬁnitions and useful results about total positivity and PF sequences. In Section 3 we
show that if z > −1 then all the three sequences {JS( j)n (z)} j0, {JS( j)n (z)}n0, {Jc( j)n (z)} j0, are PF for
ﬁxed n or j; in particular, in the case of the Legendre–Stirling numbers we recover [3, Theorem 5.7].
In Section 4 we show that (JS( j)n (z))n, j0 and (Jc
( j)
n (z))n, j0 are both totally positive. Also we give
factorizations of (JS( j)n (z))
k
n, j=0 and (Jc
( j)
n (z))
k
n, j=0 into bidiagonal totally positive matrices for any non-
negative integer k. These results are also new for the Legendre–Stirling numbers. Finally, in Section 5
we study linear transformations involving the polynomial whose coeﬃcients are the Jacobi–Stirling
numbers.
2. Notation and preliminaries
In this section we collect some deﬁnitions, notations and results that will be used in the rest of
the paper. We let P := {1,2,3, . . .}, N := P ∪ {0}, Q be the set of rational numbers and R be the set
of real numbers.
The Jacobi–Stirling numbers of the second kind JS( j)n (z) are deﬁned for all n, j ∈ N by Everitt et al.
via the following expansion of the n-th composite power of lα,β (see [8, Theorem 4.2]):
(1− t)α(1+ t)β lnα,β [y](t) =
n∑
j=0
(−1) j(JS( j)n (α + β + 1)(1− t)α+ j(1+ t)β+ j y( j)(t))(k),
where lα,β is the Jacobi differential operator deﬁned by (1). Here, we set z = α + β + 1 > −1.
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xn =
n∑
j=0
JS( j)n (z)〈x〉 j(z) (n ∈ N) (6)
where 〈x〉k(z) is a generalized falling factorial deﬁned by
〈x〉 j(z) :=
j−1∏
i=0
(
x− i(i + z)) (7)
for all j  1 and 〈x〉0(z) := 1 (see [8, Section 4]). The (unsigned) Jacobi–Stirling numbers of the ﬁrst
kind Jc( j)n (z) are deﬁned via
〈x〉n(z) =
n∑
j=0
(−1)n+ j Jc( j)n (z)x j (n ∈ N). (8)
These numbers satisfy the recurrence relation (4). For z = 1 we obtain the (unsigned) Legendre–
Stirling numbers of the ﬁrst and second kind, introduced and studied in [2] and [7].
In the next sections, we omit the parameter z and we write simply JS( j)n and Jc
( j)
n instead of JS
( j)
n (z)
and Jc( j)n (z).
We now recall some deﬁnitions about total positivity (see, e.g., Karlin [10] or Ando [1]). A real
(ﬁnite or inﬁnite) matrix M = (Mn,k)n,k∈I⊆N (where Mn,k is the entry in the n-th row and k-th column
of M) is said to be totally positive (or TP for short) if every minor of M has nonnegative determinant.
A real (ﬁnite or inﬁnite) sequence {ai}i∈I⊆N is said to be a Pólya frequency sequence of order r ∈ N (or
a PFr-sequence for short) if the (inﬁnite) matrix A := (an−k)n,k∈N (where ai = 0 if ai is not deﬁned)
has all its minors of order at most r nonnegative (when r = 2 the condition is equivalent to the well-
known deﬁnition of log-concavity of a sequence without internal zeros); it is said to be a PF sequence
if A is totally positive. A polynomial (respectively a formal power series)
∑
n anx
n is said to be a PF
polynomial (respectively a PF formal power series) if the sequence {an} is PF .
Some useful results are the following. We refer the reader to [4, Theorem 2.2.2] for a proof.
Theorem 1. Let B(x) and C(x) be two PF polynomials or formal power series and let A(x) := B(x)C(x). Then
A(x) is also PF.
Proposition 1. Let A be an n×m totally positive matrix and B an m× r totally positive matrix, then AB is an
n × r totally positive matrix.
For a proof see e.g. [11, Proposition 1.4].
Lemma 1. The (inﬁnite) sequence {bk}k0 is PF for all b 0.
For a proof, use [4, Theorem 4.5.3].
The following theorem gives an importart relation between PF polynomials and polynomials with
only real zeros and nonnegative coeﬃcients. We refer the reader to [4, Theorems 2.2.4 and 4.5.3] for
a proof.
Theorem 2. Let A(x) be a polynomial with nonnegative coeﬃcients. Then A(x) is PF if and only if A(x) has
only real zeros.
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now recall (see e.g. [5]) the following deﬁnitions. Let D = (V , A) be a directed graph (or digraph for
short). We will assume that D has no loops or multiple edges, so that we can identify the elements
of A with ordered pairs (u, v), with u, v ∈ V ,u = v . A path in D is a sequence π = u1u2 · · ·un of
elements of V such that (ui,ui+1) ∈ A for all i ∈ {1, . . . ,n − 1}; we say that π goes from u1 to un .
We say that D is locally ﬁnite if, for every u, v ∈ V there are only a ﬁnite number of paths from u
to v . We say that D is weighted if there is a function w : A → R , where R is some commutative
Q-algebra. If R = R, we call D a nonnegative digraph if and only if w((u, v))  0 for all (u, v) ∈ A.
If D = (V , A,w) is a locally ﬁnite, weighted digraph, for a path π = u1u2 · · ·un in D we let
w(π) :=
k−1∏
i=1
w(ui,ui+1),
and for u, v ∈ V , we let
PD(u, v) :=
∑
{π from u to v}
w(π),
with PD(u,u) := 1 for all u ∈ V . Given u := (u1, . . . ,ur),v := (v1, . . . , vr) ∈ V r , we say that u,v are
compatible if, for every nontrivial permutation σ ∈ Sr \ {id}, there are no r-tuples of paths from
(u1, . . . ,ur) to (vσ(1), . . . , vσ(r)) that are non-intersecting. We say that u,v are fully compatible if
(ui1 , . . . ,uis ) and (v j1 , . . . , v js ) are compatible for all i1 < · · · < is , j1 < · · · < js in {1, . . . ,n}.
With graph theory, it is possible to prove the following result (see [5, Theorem 3.1]).
Theorem 3. Let U be an n × n real matrix. Then U is TP if and only if there exist a planar, ﬁnite, nonnegative
weighted digraph D = (V , A,w) and u = (u1, . . . ,ur),v = (v1, . . . , vr) ∈ V r fully compatible, such that
U = (PD(ui, v j))1i, jn.
3. PF properties
In this section we study the rows and columns of the matrices JS = (JS( j)n ) j,n∈N and Jc = (Jc( j)n ) j,n∈N .
More precisely, we show that each row and each column of JS is a PF sequence and that all rows of
Jc are PF .
For this purpose we need ﬁrst the following lemma.
Lemma 2. Let f (x) be a polynomial of degree d > 1 with only real, nonnegative and simple zeros, without
constant term. Fix a real number z > −1. Then g(x) := − f (x)+ D(x1−zD(xz f (x))) is a polynomial with only
real, positive and simple zeros (where D denotes the derivative operator).
Proof. Fix z > −1. Let x1 = 0 < x2 < · · · < xd be the zeros of f (x).
By Rolle’s Theorem the derivative of xz f (x) has value 0 in at least one point between xi−1 and xi
for all i ∈ {2, . . . ,d}. We call these points y2, . . . , yd . Therefore, x1−zD(xz f (x)) = zf (x) + xD( f (x))
is a polynomial of degree d with zeros y1 = 0, y2, . . . , yd and no other zeros. We set h(x) :=
D(x1−zD(xz f (x))). We claim that the sign of − f (x) and h(x) is the same if these polynomials are
evaluated at y2, . . . , yd . By Rolle’s Theorem the derivative of x1−zD(xz f (x)) is 0 in one point between
yi and yi+1 for all i ∈ {1, . . . ,d − 1}. We call these points t1, . . . , td−1. Now let we suppose that the
sign of the leading term of f (x) is positive (the same arguments we apply when it is negative). Then
the leading term of D(x1−zD(xz f (x))) is also positive (here we use condition z > −1). By simplic-
ity of the zeros, we have that the signs change in f (x) in all points x1, . . . , xd and in h(x) in all
t1, . . . , td−1. Therefore, for ﬁxed index i ∈ {2, . . . ,d}, since xi−1 < yi < xi , we have (−1)d−i f (yi) < 0.
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− f (yi)h(yi) > 0 for all 2 i  d, as desired. So, the sign of g(x) = − f (x) + h(x) is the same of h(x)
or − f (x) if the polynomials are evaluated in y2, . . . , yd (moreover in yi and yi+1 are always different
for i = 1, . . . ,d − 1). Therefore we ﬁnd a zero of g(x) between yi and yi+1 for i = 2, . . . ,d − 1. More-
over, (−1)d g(0) = (−1)dh(0) < 0, then there is a zero of g(x) between the points 0 and y1. Finally,
limx→∞ g(x) = limx→∞ − f (x) < 0 and g(yd) > 0, so we ﬁnd the last zero on the right of yd . In con-
clusion, we have exactly d distinct zeros of g(x) and we know that g(x) is a polynomial of degree d.
Thus the proof is completed. 
The statement of the previous lemma is useful for our purposes. However it is possible to delete
some hypotheses, changing suitably the thesis, obtaining the following more general result.
Lemma 3. Let f (x) be a polynomial of degree d > 1with only real, nonnegative zeros. Fix a real number z 0.
Then g(x) := − f (x)+ D(x1−zD(xz f (x))) is a polynomial with only real, nonnegative zeros. If f (x) is without
constant term, then we can choose z−1.
The proof is essentially the same: when we have multiple zeros we have to observe that these
lose exactly one multiplicity when applying the derivative operator. This remark is essential to eval-
uate the sign in a neighborhood of multiple zeros (the signs of g(x) and h(x) will be the same in a
neighborhood of the yi ’s). So we can ﬁnd again an alternation of the signs and conclude the proof in
the same way.
If f (x) has constant term different from 0, then we can use the same proof and ﬁnd y1 between
0 and x1 (if z = 0 then y1 = 0). The same arguments we can use when f (x) is without constant term
and z = −1.
Note that the assumption of having nonnegative zeros is essential. A counterexample (when z = 1)
is the following: let f (x) = x2 + 11x+ 30 = (x+ 5)(x+ 6); then − f (x)+ D2(xf (x)) = −x2 − 5x− 8 has
no real zeros.
Also the assumption z  −1 is essential. For example, if f (x) = ax2 + bx then g(x) = −ax2 +
(2a(2+ z)−b)x+ (1+ z)b and for ﬁxed z, −3 < z < −1, it is possible to ﬁnd real values a,b such that
g(x) has no real zeros.
Using Lemma 2 we can prove that each row of the matrix JS is a PF-sequence.
Theorem 4. For all n ∈ N the polynomial fn :=∑ j0 JS( j)n x j has nonnegative coeﬃcients and has only real
simple nonpositive zeros. In particular, all columns of JS are PF sequences.
Proof. Since JS( j)n = 0 whenever j > n, fn is a polynomial of degree n. By virtue of (2) we can easily
show by induction that the coeﬃcients of fn are all nonnegative, for all n ∈ N. We now prove the
other part of the statement. For n = 0 and n = 1 the assertion is trivial. Fix n > 1. To prove that fn(x)
has only real simple nonpositive zeros is equivalent to showing that fn(−x) has only real simple
nonnegative zeros. By (2) we have
fn(−x) =
∑
j1
(
JS( j−1)n−1 + JS( j)n−1 j( j + z)
)
(−1) j x j (if j = 0 then JS(0)n = 0)
= −xfn−1(−x) + xD
(
x1−zD
(
xz fn−1(−x)
))
= x(− fn−1(−x) + D(x1−zD(xz fn−1(−x)))).
By induction, since JS(0)n−1 = 0 (if n > 1), the polynomial fn−1(−x) satisﬁes all the assumptions of
Lemma 2, then − fn−1(−x) + D(x1−zD(xz fn−1(−x))) has only real positive simple zeros. Then the
theorem follows. 
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We next study the columns of JS.
Proposition 2. All columns of JS are PF.
Proof. We set g j :=∑∞n=0 JS( j)n xn for all j  0. In [9, Section 4.2] the following identity is proved for
all j  0,
g j =
j∏
i=1
x
1− i(i + z)x .
Therefore, by Lemma 1, g j is product of PF formal power series and by Theorem 1 the result fol-
lows. 
We now study the rows and columns of the matrix Jc(z).
Proposition 3. All columns of Jc are PF.
Proof. By (8) we have
n∑
j=0
Jc( j)n (z)x
j =
n−1∏
i=0
(
x+ i(i + z)).
The result follows from Theorem 2. 
We do not have the same result for the rows of Jc: there are indices n ∈ N such that they are not
even PF2 (or equivalently they are not log-concave). For example, we have (Jc
(1)
2 )
2 − Jc(1)1 Jc(1)3 < 0 since
(1 + z)2 − (1 + z)2(2 + z) < 0 for all z > −1. Moreover (Jc(3)4 )2 − Jc(3)3 Jc(3)5 = z2 − 32z − 77 therefore
the rows are not log-convex (we recall that a sequence {an}n∈N is log-concave if a2n  an−1an+1 for all
n  1 and it is log-convex if a2n  an−1an+1 for all n  1; the sequence is unimodal if there exists an
index i¯ such that an  an+1 if n i¯ and an  an+1 otherwise).
It is clear that a PF sequence is also a PF2 sequence and therefore a log-concave and unimodal
sequence (see e.g. [4, Proposition 2.5.1]). Therefore we obtain the following corollary.
Corollary 1. All rows and columns of JS and all columns of Jc are log-concave and unimodal.
4. Total positivity properties
In this section we show that the matrices JS and Jc are totally positive.
Theorem 5. The matrices JS = (JS( j)n )n, j0 and Jc = (Jc( j)n )n, j0 are TP.
Proof. It is well known that the inverse of a totally positive matrix, up to deletion of signs in all
entries, is also totally positive (see e.g. [11, Proposition 1.5]). Therefore, it suﬃces to prove that JS is
totally positive, since by deﬁnition its inverse is Jc, up to deletion of signs. We prove that for all k 1
the matrix JSk = (JS( j)n )0n, jk is TP. For this purpose, we consider the weighted, planar digraph D
depicted in Fig. 1.
The weights are given as follows: the horizontal edges have all weight 1; diagonal edges, instead,
have weights wl = l(l + z) for all l = 0, . . .k− 1, where wl is the weight of the edge from vertex (i, j)
to vertex (i + 1, j + 1) for all i, j such that l = j − i.
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•(0,k−1)
wk−1
•(1,k−1)
wk−2
•(2,k−2)
wk−3
•(k−1,k−1)
w0
•(k,k−1)
•(0,2)
w2
•(1,2)
w1
•(2,2)
w0
•(k−1,2) •(k,2)
•(0,1)
w1
•(1,1)
w0
•(2,1) •(k−1,1) •(k,1)
•(0,0)
w0
•(1,0) •(2,0) •(k−1,0) •(k,0)
Fig. 1. The weighted, planar digraph D .
Now we ﬁx u= ((0,0), . . . , (0,k)) and v = ((k,0), . . . , (k,k)). Obviously u, v are totally compatible,
by deﬁnition of D . We now show by induction on k that PD(ui, v j) = JS(i−1)j−1 . If k = 0 there is nothing
to prove. Let k 1. If 1 = i  j  k+1 then PD(u1, v j) = PD((0,0), (k, j−1)) = δ j,1 because the vertex
(0,0) is connected with the digraph D only with horizontal edges or with one diagonal edge whose
weight is w0 = 0. Indeed, JS(0)j−1 = δ j,1 by (3). If i > j, since D has no downward edges, PD(ui, v j) =
0 = JS(i−1)j−1 . So we have to consider the case 1 < i  j  k + 1: in this case
PD(ui, v j) = PD
(
(0, i − 1), (k, j − 1))
= wi−1PD
(
(1, i), (k, j − 1))+ PD((1, i − 1), (k, j − 1))
= (i − 1)(i − 1+ z)PD
(
(0, i − 1), (k − 1, j − 2))
+ PD
(
(0, i − 2), (k − 1, j − 2)).
The last equality is true because the graph is the same if we delete the ﬁrst row from below and the
ﬁrst column on the left (see Fig. 1). By induction, we have
PD(ui, v j) = (i − 1)(i − 1+ z)JS(i−1)j−2 + JS(i−2)j−2 = JS(i−1)j−1 .
Therefore the matrix JSk is equal to the matrix (PD(ui, v j))1i, jk+1 and from Theorem 3 it follows
that JSk is totally positive. 
The original proof of Theorem 3 in [5], suggests us how to factorize the matrix JS.
For all n ∈ P let Bn := (bij)1i, jn where bii = 1, bi,i+1 = i(i + z) and bij = 0 if j − i = 0;1. For
example, if n = 4 we have
B4 =
⎛
⎜⎜⎝
1 z + 1 0 0
0 1 4+ 2z 0
0 0 1 9+ 3z
0 0 0 1
⎞
⎟⎟⎠ .
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Mk,n :=
(
Ik 0
0 Bn
)
where Ik is the identity matrix of dimension k. Of course, M0,n = Bn . Let JSn := (JS(i)j )1i, jn , JSn :=
(JS(i−1)j−1 )1i, jn+1.
For all n,k ∈ P let Ck,n := (δi, j + k(z + k)δi, j−1)1i, jn . For example, if n = 4 we have
Ck,4 =
⎛
⎜⎜⎝
1 k(z + k) 0 0
0 1 k(z + k) 0
0 0 1 k(z + k)
0 0 0 1
⎞
⎟⎟⎠ .
For all k,n ∈ P, with k n, let’s deﬁne the matrices (in block matrix notation)
Nk,n :=
(
Ik−1 0
0 Ck,n−k+1
)
.
Of course, N1,n = C1,n and Nn,n = In . Moreover, if k < n,
Nk,n :=
(
Nk,n−1 vk,n−1
0 1
)
(9)
where vk,n−1 is a column vector with all entries equal to zero except the last which is k(z + k). In
particular, for all h n we have
h∏
k=1
Nk,n :=
(∏h
k=1 Nk,n−1 ∗
0 1
)
. (10)
Proposition 4. Let z > −1, n ∈ P. Then with previous notation we have
JSn = M0,nM1,n−1 · · ·Mn−1,1, (11)
Jcn = N1,nN2,n · · ·Nn−1,n. (12)
Proof. We ﬁrst prove (11). We argue by induction on n.
If n = 1 the claim is trivially true. Let n 1. By induction,
JSn :=
(
I1 0
0 JSn−1
)
= M1,n−1 · · ·Mn−1,1.
We now compute the entry i, j in M0nJSn = BnJSn ,
(BnJSn)i, j =
n∑
k=1
(Bn)i,k(JSn)k, j = (Bn)i,i(JSn)i, j + (Bn)i,i+1(JSn)i+1, j
= JS(i−1)j−1 + i(i + z)JS(i)j−1 = JS(i)j = (JSn)i, j.
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of (12) is Jc( j−r+1)n−r+1 , i.e.
(
n−r∏
k=1
Nk,n
)
j,n
= Jc( j−r+1)n−r+1 , (13)
where the product degenerates to In if we have no factors.
We prove (13) by induction on 2n − r. If 2n − r = 1, i.e. r = n = 1, (13) is equal to (I1)1,1 = Jc11,
which is true. If 2n − r = 2, i.e. r = n = 2, (13) is equivalent to Jc(0)1 = 0 and Jc(1)1 = 1.
Now suppose 2n − r  3 and the claim true for smaller values. Then if j < n we have
(
n−r∏
k=1
Nk,n
)
j,n
=
(
n−r−1∏
k=1
Nk,n
)
j,n−1
(Nn−r,n)n−1,n +
(
n−r−1∏
k=1
Nk,n
)
j,n
(Nn−r,n)n,n
=
(
(n−1)−r∏
k=1
Nk,n−1
)
j,n−1
(n − r)(n − r + z) +
( n−(r+1)∏
k=1
Nk,n
)
j,n
= Jc( j−r+1)n−r (n − r)(n − r + z) + Jc j−rn−r
= Jc( j−r+1)n−r+1
(
by (4)
)
where in the second equality we use (10). If j = n, instead, we have
(
n−r∏
k=1
Nk,n
)
j,n
= 1 = Jcn−r+1n−r+1
(easy to check by (4) and (5)). Therefore (13) is proved.
We now prove (12) by induction on n. If n = 1 there is nothing to prove. Now, suppose that n 2.
Then, by (10) and by induction, the entry i, j of N1,nN2,n · · ·Nn−1,n , with i, j = n, is
(
n−1∏
k=1
Nk,n
)
i, j
=
(
n−1∏
k=1
Nk,n−1
)
i, j
= Jc(i)j .
If i = n and j < n then (∏n−rk=1 Nk,n)n, j = 0 = Jc(n)j . Finally, if j = n, we use (13) with r = 1. Therefore
(12) is proved for all entries. 
All matrices Mk,n and Nk,n are totally positive since they are bidiagonal with nonnegative coeﬃ-
cients. By Proposition 1, we ﬁnd again that JSn and Jcn are totally positive.
5. Final remarks
In this section we compare the polynomial ring basis fn (see Theorem 4 for the deﬁnition) with
the so called “six fundamental bases” of the polynomial ring (see [12, Section 4.3] and [4, Section 2.3],
for more details). Let Vd be the vector space of all polynomials with real coeﬃcients and degree  d.
Let {pi(x)}i=0,...,d be an ordered basis of Vd . Following [4] we denote by PF[pi(x)] the subset of Vd
consisting of all polynomials A(x) =∑di=0 ai pi(x) such that the sequence {a0, . . . ,ad} is PF .
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Theorem 6.
PF
[((
x
i
))]
⊂ PF[〈x〉i]⊂ PF[xi]⊂ PF[(x)i], (14)
PF
[(
x+ d − i
d
)]
⊂ PF
[(
x
i
)]
⊂ PF[(x)i], (15)
where (x)i := i!
(x
i
)
, 〈x〉i := (−1)i(−x)i and (
(x
i
)
) := 〈x〉ii! .
We now show that there are no inclusions between the set PF[ fn] and the sets in Theorem 6.
We give counterexamples in the case of the Legendre–Stirling numbers, i.e. when z = 1.
We have PF[ fn]  PF[(x)i]. Consider the polynomial
(x+ 51)3 = x3 + 153x2 + 7803x+ 132651
and let
P = f3 + 153 f2 + 7803 f1 + 132651 f0.
Then
P = x3 + 161x2 + 8113x+ 132651
= (x)3 + 164(x)2 + 8275(x)1 + 132651(x)0
and one can verify that the polynomial x3 + 164x2 + 8275x+ 132651 has only one real zero.
Moreover, PF[((xi))]  PF[ fn], since
((
x
2
))
= x(x+ 1)
2
= f2 − f1
2
.
Finally, PF[(x+d−id )]  PF[ fn], because for example in the case of d = 2,
(
x+ 2− 1
2
)
= x(x+ 1)
2
= f2 − f1
2
.
Therefore there are no relations between the previous sets.
The same results we have for the polynomials hn :=∑nj=0 Jc( j)n x j . We have PF[hn]  PF[(x)i]. Use
the polynomial (x + 25)3 for a counterexample. Moreover PF[((xi))]  PF[hn] and PF[(x+d−id )]  PF[hn]
by using x(x+1)2 as above. We have no relations between PF[ fn] and PF[hn], too. In fact, we have
f3 = h3 − (3 + z)(1 + z)h1, h3 = f3 + (3 + z)(1 + z)h1 and the polynomials x3 ± (3 + z)(1 + z)x are
not PF .
We can extend the deﬁnition to formal power series when the expressions have yet sense. In this
case, we cannot deﬁne the sets for all the six bases of Theorem 6. We compare only the sets PF[gn]
and PF[ln] with PF[xi], where ln :=∑∞n=0 Jc( j)n xn .
364 P. Mongelli / Advances in Applied Mathematics 48 (2012) 354–364We have PF[gn]  PF[xi] and PF[ln]  PF[xi]. It is simple to note that g0 + g1 = 1+∑∞i=1 2i−1xi and
l0 + l1 are not PF: the corresponding matrices have both the following submatrix whose determinant
is negative
(
1 2
1 1
)
.
One can easily check that the opposite inclusion is false, too: it suﬃces to compute the coeﬃcients of
the polynomial x in the basis {gn}n∈N and {ln}n∈N .
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