Introduction
Suppose that m null hypotheses, Ho01,..., Hom, are to be tested against alternatives, H1,... , Him. Let X1,... , Xm be the test statistics and pl, ..., Pm their p-values. Throughout we assume that the Xi's and hence the pi's are mutually independent. Suppose that some unknown number mo of the hypotheses are true and m l= m-mo are false. We wish to estimate mo or equivalently the proportion 7ro = mo/m of the true hypotheses based on the Xi's or equivalently the pi's. The estimate miio is useful for devising more powerful adaptive multiple comparison procedures (MCPs) to control an appropriate type I error rate, e.g., the familywise error rate (FWE) (Hochberg and Tamhane [11] To get a handle on type II errors, so that both the null and non-null p-values can be utilized to estimate or0, the mixture model approach has been proposed by several authors. The mixture model differs from the setup given in the first paragraph in that the number of true hypotheses is a random variable (r.v.) and mo is its expected value. Specifically, let Zi be a Bernoulli r.v. which equals 1 with probability rr0 if Hoi is true and 0 with probability ri = 1 -io if Hoi is false. Assume that the Zi where HCK assumed that S is known. We refer to this model as the normal model, which was also used by Black [3] to study the bias of Storey's [21] estimator. An expression for the expected number of Xi's that are greater than any specified threshold can be derived using this setup. By plotting the corresponding observed number of Xi's against the threshold, mo could be estimated as the slope of the straight line through the origin using least squares (LS) regression.
The normal model is the topic of Section 2. We first extend the HCK estimation method to the unknown 6 case, which is a nonlinear least squares (NLS) regression problem. Next we note that the HCK method makes use of only the number of Xi's that are greater than a specified threshold; it does not make use of the magnitudes of the Xi's. Therefore we propose two alternative methods of estimation which utilize the magnitudes of the Xi's in an attempt to obtain a better estimate of 6 and thereby a better estimate of mo. The first of these alternative methods is similar to the LS method of HCK, but uses the sample mean (instead of the number) of the Xi's that are greater than a specified threshold. We refer to it as the test statistics (TS) method. The second method is the EM method of Dempster, Laird and Rubin [4] which finds the maximum likelihood estimators (MLEs) of the mixture distribution of the Xi's. This normal mixture model approach in conjunction with the EM algorithm was proposed by Guan, Wu and Zhao [8] and most recently by Iyer and Sarkar [14] . So, although the use of the EM algorithm for estimation in the context of the present problem is not new, we perform a comprehensive comparison of it with the other two new methods, and find that it performs best when the assumed model is correct, but is not robust to model violations.
In the second approach discussed in Section 3, the non-null p-values are modeled by a beta distribution with unknown parameters a and b (denoted by Beta(a, b)). We refer to this model as the beta model. Here we restrict to estimation methods based on p-values since the Xi's can have different null distributions. All three estimators (HCK, TS and EM) are also derived for the beta model.
We stress that both the normal and beta models are simply '"working" models intended to get a handle on type II errors. We do not pretend that these models are strictly true. Therefore robustness of the estimators to the model assumptions is an important issue. In the simulation comparisons for the normal model, robustness of the fixed 6 assumption is tested by generating different (5's for the false hypotheses from a normal distribution. Robustness of the normal model assumption is tested by generating pi's for the false hypotheses using the beta model and transforming them to the Xi's using the inverse normal transformation. Similarly, the robustness of the beta model is tested by generating Xi's using the normal model and transforming them to pi's.
Adaptive control of FDR using different estimators of mo is the topic of Section 4. The ST, HCK, TS and EM estimators are compared in a large simulation study in Section 5. The performance measures used in the simulation study are the biases and mean square errors of the estimators of ro and FDR. An example illustrating application of the proposed methods is given in Section 6. Conclusions are summarized in Section 7. Proofs of some technical results are given in the Appendix.
Normal Model
The normal mixture model can be expressed as 
HCK Algorithm
Step 0: Compute initial estimates mio and 6 by solving (2.7). Let ro = -io/m. Step 1: Set 6 = 6 and compute (xi, y), i = 1, 2,..., m, using (2.4) and (2.5).
Step 2: Compute mio using (2.6) and ro = iio/m.
Step 3: Find 6 to minimize Ei=l(yi -moxi)2
Step 4: Return to Step 1 until convergence.
Remark. One could use weighted least squares to take into account the heteroscedasticity of the yi's. We tried this, but the resulting NLS problem was computationally much more intensive without a collateral gain in the efficiency of the estimators.
Test Statistics (TS) Method
As noted in Section 1, we hope to improve upon the HCK estimator by utilizing 
Proof. Given in the Appendix. El
To develop an estimation method analogous to the HCK method note that from (2.3) and (2.11) we get 
j=m-i+l
Then from (2.12) we see that a regression line of yi versus xi can be fitted through the origin with slope mo by minimizing ~-=(yi -moxi)2 w.r.t. mo and 6. The algorithm to solve this NLS regression problem is exactly analogous to the HCK algorithm.
EM Method
Whereas the HCK and TS methods compute the LS estimators of or0 and 6 (for two different regression models), the EM method computes their MLEs. For these MLEs to exist, it is necessary that r0o be bounded away from 0 and 1. The steps in the EM algorithm are as follows.
EM Algorithm
Step Step 3: Return to Step 1 until convergence.
Beta Model
In 
Test Statistics (TS) Method
Here the TS estimator is based on the average of the "accepted" or "rejected" p-values defined as -mIA(a, b)dir(a, b, A) = mo[Ador(A) -IA(a, b)dir (a, b, A) ]. 
EM Method
The steps in the EM algorithm, which gives the MLEs of 70 and (a, b), are as follows. As in the case of the normal model, for these MLEs to exist, it is necessary that 0ro be bounded away from 0 and 1.
Step 
Simulation Results for Normal Model
Simulations were conducted in three parts. In the first part, the true model for the non-null hypotheses was set to be the same as the assumed model by generating the Xi's for the false hypotheses from a N(6, a2) distribution with a fixed 6 = 2 and a = 1. In the other two parts of simulations, robustness of the assumed model was tested by generating the Xi's for the false hypotheses from different distributions than the assumed one. In the second part, the Xi's for the false hypotheses were generated from N(6i, a2) distributions where the 6i's were themselves drawn from a N(Jo, ao2) distribution with 60o = 2 and ao = 0.25 corresponding to an approximate range of [1, 3] for the 6i. In the third part, the pi's for the false hypotheses were generated from a Beta(a, b) distribution with a = 0.5 and b = 2, and the Xi's were computed using the inverse normal transformation Xi = -1(1 -pi) .
Results for Fixed 6
The bias and the square root of the mean square error ( It is interesting to note that the EM estimator is no longer uniformly best for estimating rro. In fact, the HCK estimator has a lower bias and MSE for 0.2 <7ro 0 0.7. The lack of robustness of the EM estimator is likely due to the strong dependence of the likelihood methods on distributional assumptions. On the other hand, for the least squares methods, the dependence on the assumed distribution is only through its first moment and hence is less strong. As far as control of FDR is concerned, there are not large differences between the proposed estimators. However, when 7ro = 0.9 the proposed estimators exceed the nominal FDR by as much as 0.05, while the ST estimator still controls FDR conservatively. In conclusion, the HCK estimator performs best for the middle range of r0o values. We applied the three methods of estimation considered in this paper to these data under both the normal and beta models. The estimates ro and the associated J or (', b) values are given in Table 1 . We see that for both models, the HCK and EM methods give smaller estimates of r0o than does the TS method. The '-values obtained by solving the equation FDR(-y) = a for a = 0.05 are inversely ordered. The p-values < -are declared significant. From Table 2 
