Words are sequences of letters over a finite alphabet. We study two intimately related topics for this object: quasi-randomness and limit theory. With respect to the first topic we investigate the notion of uniform distribution of letters over intervals, and in the spirit of the famous Chung-Graham-Wilson theorem for graphs we provide a list of word properties which are equivalent to uniformity. In particular, we show that uniformity is equivalent to counting 3-letter subsequences.
Introduction
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Seminal work on quasi-randomness concerned graphs [12, 31, 34] . Subsequently, other combinatorial objects were considered, which include subsets of Z n [11, 17] , hypergraphs [1, 10, 18, 35] , finite groups [19] , and permutations [14] . Curiously, in the rich history of quasi-randomness, words, i.e., sequences of letters from a finite alphabet, one of the most basic combinatorial object with many applications, do not seem to have been explicitly investigated. We overcome this apparent neglect, put forth a notion of quasi-random words and show it is equivalent to several other properties.
In contrast to the classical topic of quasi-randomness, the research of limits for discrete structures was launched rather recently by Chayes, Lovász, Sós, Szegedy and Vesztergombi [9, 26] , and has become a very active topic of research since. Central to the area is the notion of convergent graph sequences (G n ) n→∞ , i.e., sequences of graphs which, roughly speaking, become more and more "similar" as |V (G n )| grows. For convergent graph sequences, Lovász and Szegedy [26] show the existence of natural limit objects, called graphons, they endow the space of these structures with a metric and establish the equivalence of their notion of convergence and convergence on such a metric. Among many other consequences, it follows that quasi-random graph sequences, with edge density p + o(1), converge to the constant p graphon.
In this paper, we continue the lines of previously mentioned investigations and study quasirandomness for words and limits of convergent word sequences. Surprisingly, not only in the literature of quasi-randomness but also the one concerning limits of discrete structures, explicit investigation of this fundamental object has been overlooked so far.
Main contributions
A word w of length n is an ordered sequence w = (w 1 , w 2 , . . . , w n ) of letters w i ∈ Σ from a fixed size alphabet Σ. For the sake of presentation, unless explicitly said otherwise, we restrict our consideration to the two letter alphabet Σ = {0, 1}, but most of our results and their proofs have straightforward generalizations to finite size alphabets.
2.1. Quasi-random words. Concerning quasi-randomness for words, our central notion is that of uniform distribution of letters over intervals. Specifically, a word w = (w 1 . . . w n ) ∈ {0, 1} n is called (d, ε)-uniform if for every interval I ⊆ [n] we have 1 i∈I w i = |{i ∈ I : w i = 1}| = d|I| ± εn.
(1)
We say that w is ε-uniform if w is (d, ε)-uniform for some d. Thus, uniformity states that up to an error term of εn the number of 1-entries of w in each interval I is roughly d|I|, a property which binomial random words with parameter d satisfy with high probability. In a different context, the notion of uniformity has been studied previously by Cooper [14] who gave a list of equivalent properties. A word (w 1 , . . . , w n ) ∈ {0, 1} n can also be seen as the set W = {i : w i = 1} ⊆ Z n and from this point of view our notion should be compared to the classical notion of quasi-randomness of subsets of Z n , studied by Chung and Graham in [11] and extended to the notion of U k -uniformity by Gowers in [17] . With respect to this line of research we note that our notion of uniformity is weaker than all of the ones studied in [11, 17] , Indeed, the weakest of them concerns U 2 -uniformity and may be rephrased as follows: W ⊆ Z n has U 2 -norm at most ε > 0 if for all A ⊆ Z n and all but εn elements x ∈ Z we have |W ∩ (A + x)| = |W | |A| n ± εn where A + x = {a + x : a ∈ A}. Thus, e.g., the word 0101 . . . 01 is uniform in our sense but its corresponding set does not have small U 2 -norm.
Analogous to the graph case there is a counting property related to uniformity. Given a word w = (w 1 . . . w n ) and a set of indices I = {i 1 , . . . , i ℓ } ⊆ [n], where i 1 < i 2 < · · · < i ℓ , let sub(I, w) be the length ℓ subsequence u = (u 1 . . . u ℓ ) of w such that u j = w i j . We show that uniformity implies adequate subsequence count, i.e., for any fixed u the number of subsequences equal to u in a large uniform word w, denoted by w u , is roughly as expected from a random word with same density of 1-entries as w. It is then natural to ask whether the converse also holds and our main result concerning quasi-random words states that uniformity is indeed already enforced by counting of subsequences of length three. Let w 1 = i∈[n] w i denote the number of 1-entries in w, then our result reads as follows.
Theorem 1. For every ε > 0, d ∈ [0, 1], and ℓ ∈ N, there is an n 0 such that for all n > n 0 the following holds.
• If w ∈ {0, 1} n is (d, ε)-uniform, then for each u ∈ {0, 1} ℓ
Note that in the second part of the theorem the density of 1-entries is implicitly given. This is because w (111) = w 1
3
, and therefore the condition w (111) ≈ d 3 n 3 implies that w 1 ≈ dn. We also note that length three subsequences in the theorem cannot be replaced by length two subsequences and in this sense the result is best possible. Indeed, the word (0 . . . 01 . . . 10 . . . 0) consisting of (1 − d) n 2 zeroes followed by dn ones followed by (1 − d) n 2 zeroes contains the "right" number of every length two subsequences without being uniform.
From Theorem 1 and a result from Cooper [14, Theorem 2.3] we obtain a list of properties equivalent to uniformity (see Theorem 2 below). To state the result let w[j] denote the j-th letter of the word w. Furthermore, by the Cayley digraph Γ = Γ(w) of a word w = (w 1 , . . . , w n ) we mean the graph on the vertex set Z n in which i and j form an edge if and only if w i−j (mod n) = 1. Given a word u ∈ {0, 1} ℓ+1 , a sequence of vertices (v 1 , . . . , v ℓ+1 ) is an increasing u-path in Γ = Γ(w) if the numbers i 1 , . . . , i ℓ ∈ [n] defined by v k+1 = v k + i k (mod n) satisfy i 1 < · · · < i ℓ and for each k ∈ [ℓ] the pair v k v k+1 is an edge in Γ if u k = w i k = 1 and a non-edge if u k = w i k = 0.
Theorem 2. For a sequence (w n ) n→∞ of words w n ∈ {0, 1} n such that w n 1 = dn + o(n) for some d ∈ [0, 1], the following are equivalent:
. • (Exponential sums) For any fixed α > 0 and for all non-zero k ∈ Z n we have
. We will say that a word sequence is quasi-random if it satisfies one of (hence all) the properties of Theorem 2.
2.2.
Convergent word sequences and word limits. Over the last two decades it has been recognized that quasi-randomness and limits of discrete structures are intimately related subjects. Being interesting on their own right, limit theories have also unveiled many connections between various branches of mathematics and theoretical computer science. Thus, as a natural continuation of the investigation on quasi-randomness, we study convergent word sequences and their limits, a topic which, to the best of our knowledge, has only been briefly mentioned by Szegedy [32] .
The notion of convergence we consider is specified in terms of convergence of subsequence densities. Given w ∈ {0, 1} n and u ∈ {0, 1} ℓ , let t(u, w) = w u n ℓ −1 be the density of occurrences in w of the subsequence u. Alternatively, if we let sub(ℓ, w), with ℓ ≤ n, denote the length ℓ subsequence of w corresponding to sub(I, w), for I uniformly chosen among all subsets of [n] of size ℓ, then t(u, w) = P(sub(ℓ, w)) = u).
A sequence of words (w n ) n→∞ is called convergent if for every finite word u the sequence t(u, w n ) n→∞ converges. In what follows, we will only consider sequences of words such that the length of the words tend to infinity. This, however, is not much of a restriction since convergent word sequences with bounded lengths must be constant eventually and limits considerations for these sequences are simple. 2 We show that convergent word sequences have natural limit objects, which turn out to be Lebesgue measurable functions of the form f :
We say that (w n ) n→∞ converges to f and that f is the limit of (w n ) n→∞ , if for every word u we have lim n→∞ t(u, w n ) = t(u, f ).
In particular, (w n ) n→∞ is convergent in this case. Furthermore, let W be the set of all Lebesgue measurable functions of the form f : [0, 1] → [0, 1] in which, moreover, functions are identified when they are equal almost everywhere. We show that each convergent word sequence converges to a unique f ∈ W and that, conversely, for each f ∈ W there is a word sequence which converges to f .
Theorem 3 (Limits of convergent word sequences).
• For each convergent word sequence (w n ) n→∞ there is an f ∈ W such that (w n ) n→∞ converges to f . Moreover, if (w n ) n→∞ converges to g then f and g are equal almost everywhere. • Conversely, for every f ∈ W there is a word sequence (w n ) n→∞ which converges to f . Theorem 3 can be phrased in topological terms as follows. Given a word u, one can think of t(u, ·) as a function from W to [0, 1]. Then, endow W with the initial topology with respect to the family of maps t(u, ·), with u ∈ {0, 1} ℓ and ℓ ∈ N, that is, the smallest topology that makes all these maps continuous. We show that this topology is actually metrizable and, moreover, compact (thereby proving Theorem 3).
The overall approach we follow is in line with what has been done for graphons [26] and permutons [20] . Nevertheless, there are important technical differences, specially concerning the (in our case, more direct) proofs of the equivalence between distinct notions of convergence which avoid compactness arguments. Instead, we rely on properties of Bernstein polynomials and arguments used to prove the Stone-Weirestrass approximation theorem (the former where introduced precisely in order to give a constructive proof of the latter).
In contrast with other technically more involved limit theories, say the ones concerning graph sequences [26] and permutation sequences [20] , the simplicity of the underlying combinatorial objects we consider (words) yields concise arguments, elegant proofs, simple limit objects, and requires the introduction of far fewer concepts. Yet despite the technically comparatively simpler theory, many interesting aspects common to other structures and some specific to words appear in our investigation. As an illustration, we work out the implications for testing of the class of so-called hereditary word properties and address the question concerning finite forcibility for words, i.e., which word limits are completely determined by a finite number of prescribed subsequence densities.
2.3.
Testing hereditary word properties. The concept of self-testing/correcting programs was introduced by Blum et al. [7, 8] and greatly expanded by the concept of graph property testing proposed by Goldreich, Goldwasser and Ron [16] (for an in depth coverage of the property testing paradigm, the reader is referred to the book by Goldreich [15] ). An insightful connection between testable graph properties and regularity was established by Alon and Shapira [3] and further refined in [2, 4] . It was then observed that similar and related results can be obtained via limit theories (for the case of testing graph properties, the reader is referred to [27] , and for the case of (weakly) testing permutation properties, to [21] ). Thus, it is not surprising that analogue results can be established for word properties. On the other hand, it is noteworthy that such consequences can be obtained very concisely and elegantly.
We next state our main result concerning testing word properties. Formally, for u, w ∈ {0, 1} n let d 1 (w, u) = 1 n i∈[n] |w i − u i |. A word property is simply a collection of words. A word property P is said to be testable if there is another word property P ′ (called test property for P) satisfying the following conditions:
(Completeness) For every w ∈ P of length n and every ℓ ∈ [n], P(sub(ℓ, w) ∈ P ′ ) ≥ 2 3 . (Soundness) For every ǫ > 0 there is an ℓ(ǫ) ≥ 1 such that if w ∈ {0, 1} n with d 1 (w, P) = min u∈P∩{0,1} n d 1 (w, u) ≥ ǫ, then P(sub(ℓ, w) ∈ P ′ ) ≤ 1 3 for all ℓ(ǫ) ≤ ℓ ≤ n. Variants of the notion of testability can be considered. However, the one stated is sort of the most restrictive. On the other hand, the notion can be strengthened by replacing the 2/3 in the completeness part by 1 − ǫ and 1/3 in the soundness part by ǫ. The notion can be weakened letting the test property P ′ depend on ǫ. These variants do not change the concept of testability.
A word property P is called hereditary if for each w ∈ P, every subsequence u of w also belongs to P. Since our notion of testability is very restrictive (it consists in sampling uniformly a constant number of characters from the word being tested) it straightforwardly yields efficient (polynomial time) testing procedures.
Examples of hereditary properties are: (1) the collection P F of words that do not contain as subsequence any word in F where F is a family of words (F might even be infinite), and (2) for given P 1 , ..., P k hereditary word properties, the collection P col of words that can be k-colored (i.e., each of its letters assigned a color in [k]) so that for all c ∈ [k] the induced c colored sub-word is in P c . [25] while studying a generalization of quasi-random graphs. For an in depth investigation of finitely forcible graphons we refer to the work of Lovász and Szegedy [28] . We say that f ∈ W is finitely forcible if there is a finite list of words u 1 , . . . u m such that any function h : [0, 1] → [0, 1] which satisfies t(u i , h) = t(u i , f ) for all i ∈ [m] must agree with f almost everywhere. A direct consequence of Theorem 1 concerning quasi-random words is that the constant functions are finitely forcible (by words of length three). We can generalize this result as follows:
Finite forcibility. Finite forcibility was introduced by Lovász and Sós
Theorem 5. Piecewise polynomial functions are finitely forcible. Specifically, if there is an interval partition {I 1 , ..., I k } of [0, 1], polynomials P 1 (x), ..., P k (x) of degrees d 1 , ..., d k , respectively, and f ∈ W is such that f (x) = P i (x) for all i ∈ [k] and x ∈ I i , then there is a list of words u 1 , . . . , u m ,
must agree with f almost everywhere.
2.5. Extensions. We have considered quasi-randomness for words and limits of convergent word sequences. Our results are formulated for words over the alphabet {0, 1}. However, our results (except for the ones concerning testing word properties) can be easily extended to any alphabet of finite size. Also, note that a word of length n can be viewed as a 1-dimensional {0, 1} array A : [n] → {0, 1}, which labels each element of [n] with 0 or 1. Thus, a natural generalization of the 1dimensional binary word object is a d-dimensional {0, 1}-array, d-array for short, A : [n] d → {0, 1}. Our approach can also be generalized to handle d-arrays. Indeed, the natural extension to d-arrays of the notion of convergence of 1-arrays yields a notion of convergent d-array sequence (A n ) n→∞ , where A n : [n] d → {0, 1} for all n ∈ N, whose limit is a Lebesgue measurable functions mapping [0, 1] d to [0, 1] and where each such mapping is the limit of a convergent d-array sequence.
2.6. Permutons from words limits. Given n ∈ N, we denote by S n the set of permutations of order n and S = n≥1 S n the set of all finite permutations. Also, for σ ∈ S n and τ ∈ S k we let Λ(τ, σ) be the number of copies of τ in σ, that is, the number of k-
The density of copies of τ in σ, denoted by t(τ, σ), is the probability that σ restricted to a randomly chosen k-tuple of [n] yields a copy of τ . A sequence (σ n ) n→∞ of permutations, with σ n ∈ S n for each n ∈ N, is said to be convergent if lim n→∞ t(τ, σ n ) exists for every permutation τ ∈ S. Hoppen et al. [20] proved that every convergent sequence of permutations converges to a suitable analytic object called permuton, which are probability measures on the Borel σ-algebra on [0, 1] × [0, 1] with uniform marginals, the collection of which they denote by Z, and also extend the map t(τ, ·) to the whole of Z. Then, they define a metric d on Z so that for all τ ∈ S the maps t(τ, ·) are continuous with respect to d . They also show that (Z, d ) is compact and, as a consequence, establish that t-convergence and convergence in d are equivalent. In particular, they prove that for every convergent sequence of permutations (σ n ) n→∞ there is a permuton µ ∈ Z such that t(τ, σ n ) → t(τ, µ) for all τ ∈ S. We give new proofs of these two results by using a more direct approach based on Theorem 3 and the Stone-Weirestrass theorem.
2.7.
Organization. We discuss quasi-randomness in Section 3. There, we prove the equivalence of several of its characterizations, i.e., we establish Theorem 2. Then, we derive the second part of Theorem 1, i.e., that uniformity entails that any given subsequence u appears the "right" proportion of times in a large uniform word w. The first part of Theorem 1, which claims that uniformity implies the subsequence frequencies expected from a random word with the same density, follows from the slightly more general Lemma 11 from Section 4. Then, in Section 4, we develop the limit theory of convergent word sequences. Besides proving Theorem 3, thus establishing the existence of word limits, among others, we also prove the uniqueness of such limit and that the initial topology of W is metrizable and complete. Section 5 is dedicated to the study of testable word properties and proving Theorem 4. Finite forcibility is addressed in Section 6 where we prove Theorem 5 and also derive, in Remark 25, an alternative proof of the second part of Theorem 1 which is moreover formulated in the language of word limits. In Section 7, we present alternative derivations of two key results of Hoppen et al. [20] about permutons. In Section 8, we discuss generalizations of our results to words over non-binary alphabets and extensions to higher dimensional objects, specifically multi-dimensional arrays. We conclude in Section 9 with a brief discussion of potential future research directions.
Quasi-randomness
We start by establishing the second part of Theorem 1. The proof presented here makes use of an inverse form of the Cauchy-Schwarz inequality. An alternative demonstration can be extracted from the proof of Theorem 5 (see Remark 25) .
Proof. Let z be the projection of g onto the plane orthogonal to h, i.e., z = g − g,h h,h h. As z and h are orthogonal, applying Pythagoras to g = g,h h,h h + z yields
The assumption then yields
Thus, the conclusion of the lemma must hold, otherwise
Proof (of the second part of Theorem 1). Given ε > 0 let n > n 0 be sufficiently large. By a word containing * we mean the family of words obtained by replacing * by 0 or 1, e.g., u = ( * u 2 u 3 ) denotes the family {(0u 2 u 3 ), (1u 2 u 3 )}. For a word u containing * , let w u = u ′ w u ′ where the sum ranges over the family mentioned above. Given a word w = (w 1 . . . w n ) ∈ {0, 1} n which satisfies the assumption of the theorem we have
We may also assume that d ≥ ε, otherwise the first condition yields w 1 ≤ 3ε 1/3 n due to w 1 3 = w 111 and the result follows trivially. Let g = (g 1 , . . . , g n ) where g ℓ = i∈[ℓ] w i and let h = (1, 2, . . . , n). Since g n = w 1 , it is easily seen that w is 18ε 1/3 -uniform if
To show (5) note first that
Hence, up to an additive error of 2(ℓ − 1) + 1 the quantity g 2 ℓ is twice the number of subsequences of w equal to (11w ℓ ). Summing over all ℓ ∈ [n] we obtain from (4)
Consider next, for an ℓ ∈ [n], the family S ℓ of subsequences of w equal to (w i w j w ℓ ) or (w j w i w ℓ ), where i, j ∈ [ℓ − 1], i = j, and w i = 1, w ℓ ∈ {0, 1}. Then, we have |S ℓ | ≤ g ℓ · ℓ, since there are at most g ℓ choices for i and each such choice of i gives rise to (i − 1) + (ℓ − i − 1) ≤ ℓ choices for j. On the other hand, ℓ∈[n] |S ℓ | counts all subsequences of w of the form ( * 1 * ) and (1 * * ). Hence, (4) together with h = (1, 2, . . . , n) yields
As
By Lemma 6 all but at most (22ε
which shows (5) and the second part of Theorem 1 follows.
Remark 7. From the proof one can see that instead of requiring the count of all subsequences of length three it is sufficient to have (4), i.e., the correct upper bound for the count of (11 * ) and the correct lower bound for the sum of the count of ( * 1 * ) and (1 * * ).
We now turn our attention to Theorem 2 and recall here some facts from Fourier analysis on the circle. For k ∈ Z, the Fourier transform f (k) of a function f : R/Z → C is defined by
where dx corresponds to the Lebesgue measure on the circle. Given N ∈ N, the Fejér approximation of order N of f is defined by
Lemma 8 (Proposition 1.2.12 from [30] ). There is a constant C > 0 such that for any Lipschitz function f : R/Z → C and for every M ≥ 2 one has
Lemma 9 (Theorem 1.5.3 from [30] ). There is a constant c > 0 such that for any Lipschitz function f : R/Z → C and for every m = 0 one has
We are now in the position to prove Theorem 2.
Proof (of Theorem 2). The equivalence between the Uniformity, Counting, Minimizer and Cayley graph properties follow from Theorem 1, noting that there is a one-to-n correspondence between subsequences in w n equal to u and increasing u-paths in Γ(w n ). The equivalence between the properties Uniformity and Exponential sums was shown in [14, Theorem 2.3] . We next show that the properties Exponential sums and Equidistribution are equivalent. It is clear that the latter implies the former for α = 1 since f (x) = exp (2πikx) integrates to 0 and has Lipschitz norm at most 2|k|. To show the converse let f : R/Z → C be given. We will show that for any ε > 0 and for large n, the following holds for d = w 1 /n:
Let C and c be the absolute constants from Lemma 8 and Lemma 9, respectively. Choose M large enough so that M/ log M ≥ 2C/ε and n large enough so that for all |m| ≤ M we have
Applying this bound we obtain
As f (0) = R/Z f , we obtain from Lemma 9 that
By Lemma 8, triangle inequality and the choice of M we conclude
This finishes the proof.
Limits of word sequences
In this section we give the proof of Theorem 3 concerning word limits. Although the overall approach is in line with what has been done for graphons [26] and permutons [20] , there are important technical differences which we will stress below. Along the way we introduce the central concepts and auxiliary results involved in the proof. In particular, apart from the notion of convergent word sequences we define two further notions of convergence for word sequences. The first is based on the interval distance between functions and is closely related to the notion of uniformity from the investigation of quasi-random words. The second notion of convergence is based on sampling of f -random letters for a given f ∈ W. The main technical results, Proposition 15 and Lemma 17, show that all three notions of convergence are equivalent. 4.1. Uniqueness and t-convergence. Given the nature of the limit it is convenient to first reformulate the notion of convergence in analytic terms. For a given word w n = (w 1 , . . . , w n ) define the function associated to w n to be the n-step 0-1-function f wn ∈ W given by f wn (x) = w ⌈nx⌉ . It is then easy to see that t(u, f wn ), as defined in (2), satisfies 3
for every word u.
Thus the following, applied to f n = f wn , yields a reformulation of convergence of (w n ) n→∞ . Given a sequence (f n ) n→∞ in W and f ∈ W, we say that
The next lemma implies that the limit, if it exists, is guaranteed to be unique. The idea of the proof goes back to a remark of Král and Pikhurko concerning permutons (see [24, Remark 6] ).
Thus, for each polynomial P (x) ∈ R[x] we get 
4.2.
Interval-metric and the metric space (W, d ). In view of the equivalence of uniformity and subsequence counts shown in Theorem 1, it is natural to consider the following notion of convergence. Given h :
where the supremum is taken over all intervals
The following result states that the interval-norm controls subsequence counts, in particular, f n → f implies f n t → f . As a byproduct of the lemma, we obtain the first part of Theorem 1 concerning counting subsequences in uniform words. 3 To see (7) , split [0, 1] into n intervals of equal lengths. Let A denote the event that ℓ independent uniform random points of [0, 1] land in different intervals and let B be the event that, after reordering these points, say x1 < · · · < x ℓ , we have fw n (x1), . . . , fw n (x ℓ ) = u. Then, t(u, fw n ) = P(B|A)P(A) + P(B|A)P(A) and we further have P(B|A) = t(u, wn) and
In particular, if w ∈ {0, 1} n is ε-uniform and n = n(ε, ℓ) is sufficiently large, then for some
We first show that the second part follows from the first. Given an ε-uniform word w ∈ {0, 1} n . Let f : [0, 1] → [0, 1] be the function associated to w and let d = f (t) dt ∈ [0, 1]. Define g : [0, 1] → [0, 1] constant equal to d and recall that g 1 = g and g 0 = 1 − g. Then d (f, g) ≤ 2ε due to uniformity of w and we have for
Thus, for large n, the second part of the lemma follows from the first part and (7) as
Making use of a telescoping sum we write
Hence,
and the first part of the lemma follows.
Remark 12. We note that the same argument extends without change to larger size alphabets in the following sense. Given an alphabet Σ = {a 1 , . . . , a k } and tuples f
Define for a word u ∈ Σ ℓ the density of u in f in similar manner as in (2), namely
Then, the proof from above yields
.
Our goal now is to show that the converse also holds. Let (f n ) n→∞ be a sequence such that f n t → f . Following the proof of Lemma 10, we will use that for any polynomial
, thence by a linear combination of subsequence densities, implying our claim. In order to prove this approximation result, we need to introduce the class of Bernstein
is the probability mass function (pmf) of a binomial random variable we have that:
Even though here we only need to approximate functions on [0, 1], we will consider the general case of functions on [0, 1] k since it will later be useful in our study of higher dimensional combinatorial structures. For
We can now formally state the approximation of indicator functions we use. Proof. Let B = B r,J . By Fact 13 we have
By Fact 13, since b r,i j (x) ≤ 1, for every x ∈ [0, 1],
The same bound holds for every L ℓ , ℓ ∈ [k − 1]. Therefore, the RHS of (8) is at most kr −1/2 , as required.
Next, we show that t-convergence implies box convergence.
Proof. Given ε > 0, let r = ⌈(20/ε) 4 ⌉. For δ = ε/2 3r+2 , let n 0 be sufficiently large so that for all n, m ≥ n 0 we have
Recall from the proof of Lemma 10, that for each k ∈ N we have
Let J a = 1 [0,a] and j a be the largest index such that ja r ≤ a. Then,
Thus, by Lemma 14,
The desired conclusion follows by our choice of t and δ observing that
The second part follows by replacing f m by f in (9), taking h = f n − f , and repeating the above argument.
The compactness of the metric space (W, d ) can be easily established via the Banach-Alaoglu theorem in L ∞ ([0, 1]). Instead, we follow a different strategy which we lay out in the following section, where we introduce a probabilistic point of view for the convergence in d (equivalently t-convergence, by the preceding discussion) which is based on a new model of random words that naturally arises from this theory, which is interesting on its own. On the other hand, we note that one can also establish the compactness of (W, d ) by using the regularity lemma for words [5] . This approach has the advantage of being more constructive and for the sake of completeness we include it in Appendix A.
4.3.
Random letters from limits and compactness of (W, d ). Consider the standard metric on [0, 1] and the discrete metric on {0, 1}. Let Ω = [0, 1] × {0, 1} be equipped with the L ∞distance, which thus assigns to a pair of points in Ω the standard distance of their first coordinates if the second coordinates agree and one otherwise. Let B denote the Borel σ-algebra of Ω, let f : [0, 1] → [0, 1] be a Borel measurable function and recall that f 1 = f and f 0 = 1 − f . We define the f -random letter to be a pair (X, Y ) ∈ Ω of mixed 4 random variables where X ∼ U([0, 1]) is uniform over [0, 1] and, conditioned on X, the variable Y ∼ B(f (X)) is Bernoulli with parameter f (X), i.e., Y is distributed according to the conditional pmf
Then, (X, Y ) has the mixed joint cumulative probability distribution
and thus the mixed joint pmf f X,
One may therefore equivalently sample (X, Y ) by first choosing Y ∼ B(p) to be Bernoulli with parameter p = 1 0 f (t) dt and then choose X (conditional on Y ) according to the conditional pmf f X|Y satisfying (11) . By means of this sampling procedure a sequence (f n ) n→∞ gives rise to a sequence (X n , Y n ) n→∞ , where each (X n , Y n ) is the f n -random letter, and the corresponding sequence of probability distributions (P n ) n→∞ as defined in (10) . As usual for general metric spaces (see, e.g., [6, Chapter 5]), we say that (X n , Y n ) n→∞ converges to (X, Y ) in distribution if (P n ) n→∞ weakly converges to P, i.e., if for all bounded continuous functions h : Ω → R we have lim n→∞ Ω h dP n = Ω h dP.
From this definition we immediately have the following.
Fact 16. If (X n , Y n ) n→∞ converges to (X, Y ) in distribution, then (X n ) n→∞ (resp., (Y n ) n→∞ ) converges to X (resp. Y ) in distribution.
We now write
The next lemma shows the equivalences of convergence in d and convergence in distribution. Proof. Let (X n , Y n ) be an f n -random letter (resp., (X, Y ) be a f -random letter) with the associated probability measure P n and cumulative distribution F n (resp., P and F ). Let 
Indeed, it is clear that lim n→∞ F n − F ∞ = 0 implies (13) . For the converse note that for each ε ∈ {0, 1} we have |f ε | ≤ 1, thus for every x, y ∈ [0, 1]
Given an integer k > 0, by (13) , there is an n k such that max i∈
Then, by triangle inequality and (14), for any x ∈ [0, 1]
which thus establishes that (13) implies lim n→∞ F n − F ∞ = 0.
To prove the lemma we now show that (13) holds if and only if (X 1 , Y 1 ), (X 2 , Y 2 ), . . . converges to (X, Y ) in distribution, i.e., P 1 , P 2 , . . . weakly converges to P as defined in (12) . For an h : Ω → R and an ε ∈ {0, 1} define the projection h ε : [0, 1] → R via h ε (x) = h(x, ε). Thus, F ε (x) = F (x, ε), F n,ε (x) = F n (x, ε) and we also define P ε via P ε (A) = P(A × {ε}) for any A ∈ B([0, 1]) and in the same manner define P n,ε .
Let C(X) denote the set of continuous functions h : In other words, P 1 , P 2 , . . . converges weakly to P if and only if P 1,ε , P 2,ε , . . . converges weakly to P ε for all ε ∈ {0, 1}. As the underlying space is [0, 1] it is well known that weak convergence of P 1,ε , P 2,ε , . . . to P ε is equivalent to the fact that lim n→∞ F n,ε (x) = F ε (x) holds for all x where F ε (x) is continuous. As seen from (14), F ε is continuous on the entirety of [0, 1]. This thus shows that weak convergence of P 1 , P 2 , . . . to P is equivalent to (13) and the lemma follows.
The compactness of (W, d ) now follows from Lemma 17 and classical results from measure theory, namely Prokhorov's theorem concerning the existence of weak convergent subsequences for a given sequence of measures over compact measurable spaces and Radon-Nikodym theorem concerning the existence of derivatives of measures which are absolutely continuous with respect to the Lebesgue measure. Proof. Given a sequence (f n ) n→∞ of functions f n ∈ W. Consider the sequence of f n -random letters (X n , Y n ) n→∞ with the corresponding sequence of probabilities (P n ) n→∞ on (Ω, B) defined by (10) .
As Ω is compact we conclude from Prokhorov's theorem (see Chapter 1, Section 5 of [6] ) that there is a pair of random variables (X, Y ) with joint probability measure P such that (P n ) n→∞ contains a subsequence (P n i ) i→∞ which weakly converges to P. By Fact 16 we know that X ∼ U[0, 1] while Y is Bernoulli. Denoting by λ the Lebesgue measure, the restriction of P to Y = 1 yields a measure µ which satisfies µ(A) = P(X ∈ A, Y = 1) ≤ λ(A) for every measurable set A. In particular, µ is absolutely continuous with respect to the Lebesgue measure λ (i.e., µ(A) = 0 whenever λ(A) = 0) and the Radon-Nikodym theorem guarantees the existence of a function f such that
In other words, f X,Y (x, ε) = f ε (x) is the pmf of (X, Y ) and we thus have f n i d → f . Lemma 17 guarantees that f n i → f as well. Lastly, it is easily seen that f (x) ∈ [0, 1] almost everywhere and we may therefore assume that f ∈ W.
The last theorem thus establishes the existence of the limit object claimed in the first part of Theorem 3.
4.4.
Random words from limits. To establish the second part of Theorem 3 we consider, for any f ∈ W, a suitable sequence of random words arising from f and show that it converges to f almost surely. For f ∈ W and x = (x 1 , ..., x ℓ ) ∈ [0, 1] ℓ such that x 1 < x 2 < ... < x ℓ let w = sub(x, f ) be the word obtained by choosing w i = 1 with probability f (x i ) and w i = 0 with probability 1 − f (x i ) (making independent decisions for different x i 's). Consider now n independent f -random letters (X 1 , Y 1 ), . . . , (X n , Y n ). After reordering the first coordinate, i.e., taking a permutation σ : [n] → [n] so that X σ(1) < · · · < X σ(n) , the f -random word sub(n, f ) is given by sub(n, f ) = (Y σ(1) , . . . , Y σ(n) ).
Lemma 19. Let f ∈ W and let f n be the function associated to the f -random word sub(n, f ). For all n ∈ N and a ≥ 1 n we have
Therefore, we only need to bound P(
For i ∈ [n], we next bound the probability that |W n ( i n )−W ( i n )| is at least 3a. Consider the sequence (X 1 , Y 1 ), . . . , (X n , Y n ) of f -random letters that define sub(n, f ), and suppose that X σ(1) < · · · < X σ(n) for some permutation σ : [n] → [n]. Since f n is the function associated to sub(n, f ) we have
On the other hand, for every j ∈ [n] we have that
so E(S i ) = W ( i n ). Using Chernoff's bound (see Theorem 2.8 and Remark 2.5 from [22] ) we get P( Z i − i n ≥ a) ≤ 2e −2a 2 n and P( S i − W ( i n ) ≥ a) ≤ 2e −2a 2 n , which together with (15) and the fact that a ≥ 1 n , implies that
Putting everything together we conclude that
As an immediate consequence we obtain the following.
Corollary 20. For all f ∈ W, the sequence of f -random words (sub(n, f )) n→∞ converges to f a.s.
Proof. For n ∈ N let f n = sub(n, f ). Taking a = n − 1 4 in Lemma 19 and using the Borel-Cantelli lemma, it follows that f n → f almost surely. Then, by Lemma 11 we conclude that f n t → f almost surely, and therefore, by (7) , (sub(n, f )) n→∞ converges to f almost surely.
Equipped with the results from above we now establish the second main result of this section.
Proof (of Theorem 3). The uniqueness of the limit, if it exists, follows from Lemma 10. The second part of the theorem concerning the existence of word sequences converging to any given f ∈ W follows from Corollary 20.
It is thus left to establish the existence of a limit. Consider a convergent sequence (w n ) n→∞ of words and let (f n ) n→∞ be the sequence of associated functions f n = f wn ∈ W. Because of (7) the sequence (f n ) n→∞ is t-convergent and thus, by Proposition 15, (f n ) n→∞ is a Cauchy sequence with respect to d . The compactness of (W, d ), as guaranteed by Theorem 18, implies that there exists f ∈ W such that d (f n , f ) → 0. Finally, because of Lemma 11 we have that f n t → f and therefore (w n ) n→∞ converges to f .
Testing hereditary word properties
We now turn our focus to algorithmic considerations. Specifically, to the study of testable word properties and how it relates to word limits (recall that a word property P is simply a collection of words). The presentation below is heavily influenced by the derivation of analogous results for graphons by Lovász and Szegedy [27] (for related results concerning testability of permutation properties and limit objects see [21, 23] ).
First, we define the closure of a word property P, denoted P, as the set of all functions f ∈ W for which there exists a sequence of words (w n ) n→∞ in P (i.e., w n ∈ P for every n) that converges to f . We shall see that there is a close connection between testability of word properties and attributes of their closures. We start by characterizing the closure of hereditary word properties (recall that word property P is hereditary if sub(I, w) ∈ P for every w ∈ P of length n and every I ⊆ [n]) Moreover, if there is a word that does not belong to P, then every f ∈ P is 0-1 valued except maybe on a set of null measure.
Proof. The second equality holds since for each integer ℓ ≥ 1 we have
To show the first equality recall from Corollary 20 that sub(ℓ, f ) ℓ→∞ converges to f a.s. Hence, if moreover P(sub(ℓ, f ) ∈ P) = 1 holds for every ℓ, then there is a sequence of words from P which converges to f , showing that f ∈ P.
To show the converse, let (w n ) n→∞ be a sequence of words in P that converges to f ∈ P, i.e., lim n→∞ t(u, w n ) = t(u, f ) for every word u. In particular, if u ∈ P then t(u, w n ) = 0 by heredity of P and thus t(u, f ) = 0. By (16) we then obtain P(sub(ℓ, f ) ∈ P) = 0.
Finally, suppose that f ∈ P and that there is a u ∈ {0, 1} ℓ \ P for some ℓ. Let X = (X 1 , ..., X ℓ ) be uniformly chosen in [0, 1] ℓ , then the characterization of P and symmetry yields
Next, we establish two technical results that will allow us to relate testability of hereditary word properties and characteristics of their closure. In what follows, for f, g ∈ W we write d 1 (f, g) = f − g 1 for the usual distance in L 1 ([0, 1] ).
Proposition 22.
If P is an hereditary word property and w is a word, then d 1 (w, P) ≤ d 1 (f w , P).
Proof. We may assume that there is a word not contained in P, since the conclusion is trivial otherwise. Let δ > 0, then by Proposition 21 there is a 0-1 valued g ∈ P such that d 1 (f w , g) ≤ d 1 (f w , P)+δ. By Proposition 21 we know that P(sub(n, g) ∈ P) = 1, hence, if w ′ = sub(X, g) where X = (X 1 , ..., X n ) is such that X i is uniformly chosen in the interval [ i−1 n , i n ], then P(w ′ ∈ P) = 1 as well. Since the probability that index i contributes to d 1 (w, w ′ ) is g(X i ) if w i = 0 and 1 − g(X i ) if w i = 1 we have
In particular, there exists w ∈ P for which d 1 (f w , P) + δ ≥ d 1 (w, w) ≥ d 1 (w, P) holds. Since δ is arbitrary, the desired conclusion follows.
Lemma 23. If P is an hereditary word property and (f n ) n→∞ is a sequence of functions in W such that d (f n , P) → 0, then d 1 (f n , P) → 0.
Proof. If every word is in P, then P = W and the result is obvious. Assuming otherwise, suppose that d 1 (f n , P ) → 0. Then, there exist ε > 0, a sequence (ε n ) n→∞ that converges to 0, and a sequence (g n ) n→∞ in P such that for all n ∈ N we have d 1 (f n , g n ) ≥ ε and d (f n , g n ) ≤ d (f n , P) + ε n .
Since W is compact (passing to a subsequence) we may assume that g n → f for some f ∈ P, and deduce that f n → f . Moreover, by Proposition 21 we get that f is 0-1 valued. Consider the
In case Ω 0 , Ω 1 are intervals we conclude from lim n→∞ d (f n , f ) = 0 that
By standard limiting arguments this extends to finite unions of intervals and finally to all Lebesgue measurable sets, and the lemma follows.
Finally, we are ready to derive the main result of this section.
Proof (of Theorem 4). Let P be a hereditary word property and let ε > 0. By Lemma 23 there is a δ = δ(ε) > 0 such that if d (f, P) < δ, then d 1 (f, P) < ε. We first observe that, by definition of P and Lemma 19, there is an n(ε) ≥ 1 such that for every word w of length n ≥ n(ε) the following holds:
Let P ′ be the collection of words v such that d (f v , P) ≤ δ/2 (this depends on ǫ, but this is acceptable as discussed after introducing the notion of testability). We claim that P ′ is a test property for P (for the given ε).
Let w be a word which we assume to be of length n ≥ n(ε). 5 Let u = sub(ℓ, w) where ℓ ∈ [n]. In order to establish completeness, suppose that w ∈ P. By definition of P ′ and triangle inequality
Hence, from (i) we get P(u ∈ P ′ ) ≥ P(d (f u , f w ) < δ 4 ). By (ii) it follows that u ∈ P ′ with probability at least 2/3.
To prove soundness, assume ℓ ≥ n(ε) and that u ∈ P ′ (i.e., d (f u , P) ≤ δ/2) with probability strictly larger than 1/3. Together with (ii), this implies that there is at least one subsequence u of w such that d (f u , f w ) < δ/4 and d (f u , P) ≤ δ/2. By triangle inequality d (f w , P) < δ, so by our choice of δ, we have d 1 (f w , P) ≤ ε. Thus, Proposition 22, implies that d 1 (w, P) ≤ d 1 (f w , P) < ε as desired.
Finite forcibility
First, we establish that, among other, moments of cumulative distributions can be characterized by a finite number of subsequence densities of the distribution's mass density function. x 0 f (t) dt, then for each i, j ∈ N we have
t(u, f ). 5 Adding to P ′ every word of length smaller than n(ǫ) preserves its hereditary property and immediately implies that both completeness and soundness are satisfied for w's of length smaller than n(ǫ).
Proof.
Observe that
we get 
c ij x j y i for some coefficients c ij . Note that 1 0 P x, F (x) dx = 0. Moreover, Lemma 24 guarantees that there is a list of words of length at most 2d + 1, say, u 1 , . . . , u m with m ≤ 2 2d+1 , such that the fact P (x, y) we conclude that for each x ∈ [0, 1] there is an ℓ = ℓ(x) ∈ [k] such that H(x) = Q ℓ (x). Suppose that ℓ(x) = j for some x and ℓ(x ′ ) = j ′ = j for some x ′ > x. As H is continuous this can only happen if Q j intersects Q j ′ in the interval [x, x ′ ]. On the other hand, two polynomials Q i and Q j have at most max{deg(Q i ), deg(Q j )} intersection points, thus there are at most t = k 2 (1 + max i∈[k] d i ) intersection points of Q 1 , . . . , Q k in total. Let these points be ordered by the first coordinate. Then, each H from above can be associated to a subsequence of intersection points, thus there are at most 2 t functions H such that P x, H(x) = 0 everywhere, implying at most that many functions h :
To finish the proof note that by uniqueness of word limits, see Theorem 3, we can find for each h, which differs from f by a non-zero measure set, a word u h such that t(u h , f ) = t(u h , h). Thus, f is uniquely determined by the densities of at most m
Remark 25. The same proof for k = 1 and P 1 (x) = a being constant yields an alternative proof of the second part of Theorem 1. In this case
and by Lemma 24, the fact 1 0 P x, F (x) dx = 0 is determined by densities of words of length three.
Permutons from words limits
In this section we re-derive two key results proven by Hoppen et al. [20] concerning permutation sequences and show they can be obtained as consequences of our results concerning convergent word sequences.
First, recall that for n ∈ N, we write S n for the set of permutations of order n and S for the set of all finite permutations. Also, for σ ∈ S n and τ ∈ S k we write Λ(τ, σ) for the number of copies of τ in σ, that is, the number of k-tuples 1 ≤ x 1 < · · · < x k ≤ n such that for every i, j ∈ [k]
The density of copies of τ in σ, denoted by t(τ, σ), was defined as the probability that σ restricted to a randomly chosen k-tuple of [n] yields a copy of τ , that is
Following [20, Definition 1.2], a sequence (σ n ) n→∞ of permutations, with σ n ∈ S n for each n ∈ N, is said to be convergent if lim n→∞ t(τ, σ n ) exists for every permutation τ ∈ S. A permuton is a probability measure µ on the Borel σ-algebra on [0, 1] × [0, 1] that has uniform marginals, that is, for every measurable set A ⊆ [0, 1] one has
The collection of permutons is denoted by Z. It turns out that every permutation may be identified with a permuton which preserves the sub-permutation densities. Indeed, given a permutation σ ∈ S n we define the permuton µ σ associated to σ in the following way. First, for i, j ∈ [n] define
and note that λ (2) (B i,j ) = 1/n 2 for every i, j ∈ [n]. For every measurable set E ⊆ [0, 1] 2 we let
It is easy to see that µ σ ∈ Z. We next argue that the densities of sub-permutations is preserved by µ σ . First, let us explain what we mean by sub-permutation densities for a permuton. Given µ ∈ Z and k ∈ N, we sample k points (X 1 , Y 1 ), . . . , (X k , Y k ), where each (X i , Y i ) is sampled independently accordingly to µ. Then, if σ, π ∈ S k are two permutations such that X π(1) ≤ · · · ≤ X π(k) and Y σ(1) ≤ · · · ≤ Y σ(k) , we define the random sub-permutation sub(k, µ) ∈ S k by sub(k, µ) = σπ −1 . Given a permutation τ ∈ S k , the density of τ in µ, denoted by t(τ, µ), is defined as the probability that sub(k, µ) is isomorphic to π, that is
where µ (k) = µ ⊗ · · · ⊗ µ is the k-fold product measure on ([0, 1] × [0, 1]) k . It was proved in [20, Lemma 3.5] that given any permutations σ ∈ S n and τ ∈ S k we have
In particular, (17) implies that a sequence of permutations (σ n ) n→∞ converges if and only if (t(τ, µ σn )) n→∞ is convergent for every permutation τ ∈ S, and thus we may talk about permutations and permutons as the same object. We say that a sequence of permutons (µ n ) n→∞ is t-convergent if (t(τ, µ n )) n→∞) converges for every τ ∈ S.
It turns out that one can define a metric d on Z so that for all τ ∈ S the maps t(τ, ·) are Lipschitz continuous with respect to d . Indeed, given two permutons µ, ν ∈ Z define
where the supremum is taken over all intervals in [0, 1]. In order to prove that t(τ, ·) is Lipschitz continuous with respect to d we need the following result. 
Proof. Define
Then, we have t(τ, µ) = k!µ (k) (E τ ) and t(τ, ν) = k!ν (k) (E τ ). For j ∈ [k], let Q j = µ (j) ⊗ ν (k−j) − µ (j−1) ⊗ ν (k−j+1) and note that
for all ( x, y) and then, we have that
Finally, summing for each j ∈ [k] we obtain the bound.
In Hoppen et al. [20] , the compactness of (Z, d ) is established and, as a consequence, also the equivalence between t-convergence and convergence in d . In particular, they prove that for every convergent sequence of permutations (σ n ) n→∞ there is a permuton µ ∈ Z such that t(τ, σ n ) → t(τ, µ) for all τ ∈ S. The goal of this section is to give a new proof of these two results by using a more direct approach based on Theorem 3 and the Stone-Weirestrass theorem. To do so, we first need to establish a permuton analogue of Lemma 10.
Lemma 27. Let µ ∈ Z be a permuton and let i, j ∈ N. There exist a set S i,j of permutations of order i + j + 1 and positive numbers (C τ ) τ ∈S i,j such that
Proof. We proceed as in the proof of Lemma 10. First, since µ has uniform marginals we have that
and similarly
Whence, together with the Fubini-Tonelli theorem, we have
Finally, by reordering the position of the coordinates below and above x, respectively, we have
t(σ, µ).
As was pointed out in [24] , Lemma 27 can be used to prove the uniqueness of the limit of a sequence of permutations as we did for limits of words by using Lemma 10. On the other hand, it can also be used to establish that t-convergence and convergence with respect to d are equivalent.
Proposition 28. If (µ n ) n→∞ is a sequence in Z which is t-convergent, then it is a Cauchy sequence with respect to d . Moreover, if µ n Proof. Let ε > 0 be fixed and let r = ⌈(80/ε) 4 ⌉. Let C = max{C τ : τ ∈ S i,j , i, j ≤ r}, where S i,j ⊆ S i+j+1 and C τ are given by Lemma 27 , and let δ = ε C(2r + 1)!2 4r+3 .
Let n 0 be sufficiently large so that for all n, m ≥ n 0 we have
For i, j ≤ r and ν = µ n − µ m , by Lemma 27 we have For the second part just replace µ m by µ in (19) and choose ν = µ n − µ. Then, repeat the above argument.
We can now give the alternative proof of the following result. Proof. Let (σ n ) n→∞ be given and let (µ n ) n→∞ be the sequence of corresponding permutons. Given x ∈ [0, 1] and n ∈ N, we define It is easy to see that (i).-f n,x (·) ≤ f n,x ′ (·) a.e. for all x ≤ x ′ , (ii).-f n,0 (·) = 0 a.e. for all n ∈ N, and (iii).-f n,1 (·) = 1 a.e. for all n ∈ N.
We claim that (f n,x ) n→∞ converges for all x ∈ [0, 1]. Indeed, by Proposition 28, (µ n ) n→∞ is a Cauchy sequence with respect to d , and for every interval I ⊆ [0, 1]
Thus (f n,x ) n→∞ is a Cauchy sequence in (W, d ) and therefore it has a limit f x ∈ W. Furthermore, note that for all x ∈ [0, 1] we have 
and, because of (i), for all a, x, y ∈ [0, 1],
Given s ∈ [0, 1] and given an interval I ⊆ [0, 1], we set
Because of (i), (ii) and (iii),μ is well defined and so by standard limiting arguments we can extend µ to a unique probability measure µ on [0, 1] × [0, 1]. Observe that because of (iii) we have that f 1 (·) = 1 almost everywhere. This together with (20) imply that µ has uniform marginals and therefore µ ∈ Z. To conclude that σ n t → µ, by Lemma 26, it is enough to show that d (σ n , µ) → 0. If not, then there are ε > 0 and sequences (x n ) n→∞ and (a n ) n→∞ such that (passing to a subsequence) for all n sufficiently large we have an 0 f n,xn (t) dt ≥ µ([0, x n ] × [0, a n ]) + ε = Moreover, because of (21) and by compactness of [0, 1] we can find a, x ∈ [0, 1] such that (again passing to a subsequence) for all n sufficiently large we have
contradicting the fact that (f n,x ) n→∞ converges to f x .
Extensions
Next, we consider two generalizations of our limit theory for binary words. First, to non-binary words, and then to higher dimensional array structures. 8.1. Non-binary words. Let Σ be a finite alphabet. For a word w ∈ Σ n and an interval I ⊆ [n] let N a (w, I) denote the number of occurrences of a ∈ Σ in sub(I, w) and let N a (w) = N a (w, [n]). Moreover, as for the binary alphabet case, denote by w u the number of subsequences of w which coincide with u. A sequence (w n ) n→∞ of words w n ∈ Σ n is called o(1)-uniform if for each a ∈ Σ there is a density d a such that N a (w n , I) = d a |I| + o(1)n holds for each interval I ⊆ [n]. We obtain the following analogue (generalization) of Theorem 3 for finite size alphabets. The first part of the corollary can be shown along the lines of Lemma 11, see Remark 12. The second part follows even more directly from the second part of Theorem 1 by fixing any a ∈ Σ and replacing every other letter in w n by, say, b. This yields a sequence of words over the alphabet {a, b} and from the counting property and Theorem 1 we deduce that a is uniformly distributed.
Similarly, one can obtain an analog of Theorem 3 concerning limits of convergent word sequences for larger alphabets. A sequence (w n ) n→∞ of words w n ∈ Σ n over the alphabet Σ = {a 1 , . . . , a k } is convergent if for all ℓ ∈ N and u ∈ Σ ℓ the subsequence density wn u / n ℓ n→∞ converges and we say that (w n ) n→∞ converges to f = (f a 1 , . . . , f a k ) if wn u / n ℓ n→∞ converges to
For the case of non-binary alphabets, we obtain the following limit theorem.
Corollary 31 (Limits of convergent k-letter word sequences). Let Σ = {a 1 , . . . , a k }.
• Each convergent sequence (w n ) n→∞ of words, w n ∈ Σ n , converges to some vector f = (f a 1 , . . . , f a k ) with f a i ∈ W and f a 1 (x)+· · ·+f a k (x) = 1 for almost all x ∈ [0, 1]. Moreover, if (w n ) n→∞ converges to g = (g a 1 , . . . , g a k ), then f a i and g a i , i ∈ [k], are equal almost everywhere. • Conversely, for every vector f = (f a 1 , . . . , f a k ) of functions f a i ∈ W which satisfies f a 1 (x)+ · · · + f a k (x) = 1 for almost all x ∈ [0, 1] there is a sequence (w n ) n→∞ of words w n ∈ Σ n which converges to f .
The corollary follows by reducing to the size two alphabet case, successively fixing letters a i ∈ Σ, replacing a i by 1 and the remaining letters by 0. For each a i ∈ Σ we obtain a convergent word sequence (w a i n ) n→∞ over the binary alphabet and Theorem 3 implies that it converges to a (unique) f a i ∈ W. In particular, the sequence (f a i n ) n→∞ of functions associated to (w a i n ) n→∞ satisfies f a i n t → f a i and Proposition 15 implies that f a i n → f a i as well. The argument shown in Lemma 11 (see Remark 12) then yields that (w n ) n→∞ converges to f = (f a 1 , . . . , f a k ) and it is not hard to see that f a 1 (x) + · · · + f a k (x) = 1 for almost all x ∈ [0, 1].
To obtain a sequence of words which converges to a given f = (f a 1 , . . . , f a k ) consider the frandom letter (X, Y ) ∈ [0, 1] × Σ obtained by choosing X uniformly in [0, 1] and, conditioned on X = x, choosing Y to be a i ∈ Σ with probability f a i (x). The f -random word of length n is then obtained by choosing n f -random letters and ordering their first coordinate. By fixing a letter a i ∈ Σ and reducing the f -random words to size two alphabets as above we obtain a sequence of f a i -random words, whose associated functions converge in the interval-norm to f a i a.s. due to Corollary 20. Then, Lemma 11 and Remark 12 imply that the f -random word sequence converges to f .
8.2.
Multidimensional arrays. For n, d ≥ 1, a d-dimensional {0, 1}-array, d-array for short, of size n is a function A : [n] d → {0, 1} which labels each element of [n] d with a 0 or 1. Note that for d = 1 a 1-array of size n is just an n-letter word, and for d = 2 a 2-dimensional array is just a n-by-n zero-one matrix. In general, given d ≥ 1 and m = (m 1 , . . . , m d ) ∈ N d a d-array of index m is a labeling B : [m 1 ] × · · · × [m d ] → {0, 1}. As in the other cases considered so far, we need to say what will be the notion of sub-array. First, consider the d = 2 case, that is, the case of matrices. We say that a matrix A contains a copy of a matrix B if by deleting rows and columns from A one ends with the matrix B. In other words, we say that B ∈ {0, 1} k×m is a sub-array of A ∈ {0, 1} n×n if there are indices 1 ≤ i 1 < · · · < i k ≤ n and 1 ≤ j 1 < · · · < j m ≤ n such that A ir,js = B r,s for all r ∈ [k] and s ∈ [m]. For higher dimensional arrays the idea is similar. We say that a d-array A of size n contains a copy of a d-array B of index m ∈ [n] d if there exists a set of indices
, such that A| L = B. We denote by A B the number of copies of B in A and write t(B, A) for the density of B in A, i.e.,
As we did for words, we can define a notion of convergence for d-arrays in terms of sub-array densities. We say that a sequence (A n ) n→∞ of d-arrays, with A n ∈ {0, 1} [n] d for each n ∈ N, is t-convergent if for every d-array B the sequence (t(B, A n ))) n→∞ converges. Along the same lines of the proof of Theorem 3, one can show that t-convergence is "equivalent" to a higher order boxdistance and thus one can prove that every t-convergent sequence of d-arrays (A n ) n→∞ converges to a Lebesgue measurable function f : [0, 1] d → [0, 1]. Moreover, for every Lebesgue measurable function f : [0, 1] d → [0, 1] there exists a sequence of d-arrays, which arise from a random sampling from f , that converges to f a.s.
Concluding remarks
To conclude, we discuss some potential future research directions. A variety of applications use data structures and algorithms on strings/words. In many settings, it is reasonable to assume that strings are generated by a random source of known characteristics. Several basic (generic) probabilistic models have been proposed and are often encountered in the analysis of problems on words, among others; memoryless Markov, mixing and ergodic sources (for a detailed discussion see [33] ). Our investigations suggest that a new probabilistic model for generating strings under which to analyze the behavior of algorithms on words is the random words from limits model of Section 4.4 (i.e., for f ∈ W, the sequence of distributions on words (sub(n, f )) n∈N ). For instance, one may consider variants of classical long-standing open problems on words such as the Longest Common Subsequence (LCS) problem, for which (in the mid 70's) it was shown [13] that two random words uniformly chosen in {0, 1} n have a LCS of size proportional to n plus low order terms. The exact value of the proportionality constant remains unknown, although good upper and lower bounds have been established [29] . Generalizing this model, one may consider two random strings sub(n, f 1 ) and sub(n, f 2 ) and ask for conditions on f 1 , f 2 ∈ W so that the expected length of the longest common subsequence is of size o(n).
A measurable partition P of [0, 1] is a partition in which each atom is a measurable set of positive measure. Moreover, we say that P is an interval partition if every atom in P is a non-degenerate interval. In what follows, we will only consider measurable partitions with a finite number of atoms, and given a partition P we denote by |P| its number of atoms. Given two partitions P and Q we say that Q refines P, which we denote by Q P , if for every P ∈ P there are atoms Q 1 , . . . , Q k ∈ Q such that P = Q 1 ∪ · · · ∪ Q k . The common refinement of P and Q is the partition P ∧ Q = {A ∩ B : A ∈ P, B ∈ Q such that A ∩ B = ∅}. Moreover, given a measurable set A we define the refinement of P by A as the common refinement of P and the partition {A, A c }.
Let f : [0, 1] → R be a measurable function and let P be a partition. The conditional expectation of f with respect to P is the function E(f |P) defined as
for all x ∈ [0, 1]. The energy of P with respect to f is defined by
Note that E f (P) ≤ f 2 ∞ . The following is a well known (easily derived) result about conditional expectations.
Lemma 32. Let P and Q be two partitions such that Q P. Given any measurable function f : [0, 1] → R, we have Our next result shows that every measurable function can be approximated by a step function, which is supported on a partition of "bounded complexity". Proof. Set P 1 = P and suppose that f −E(f |P 1 ) > ε, as otherwise the result is trivial. For k ≥ 1, assume we have defined a sequence of interval partitions P k · · · P 1 such that f − E(f |P k ) > ε. This implies that there is an interval I k+1 ∈ P k such that
Define P k+1 as the smallest interval partition that contains the refinement of P k by I k+1 . Since either I k+1 can split two distinct intervals of P k into two subintervals each, or split a single interval of P k into three subintervals, we have that |P k+1 | ≤ |P k |+2. From (22) and by the Cauchy-Schwartz inequality, we deduce that
where the last equality follows from Lemma 32. Thus we have
) ≥ E f (P k ) + ε 2 , and so, after at most ε −2 iterations, one finds some ℓ ≤ ε −2 + 1 which satisfies f − E(f |P ℓ ) ≤ ε. Since |P k | ≤ |P k+1 | + 2 for every k ∈ [ℓ], we get the claimed upper bound for |P ℓ |.
Lemma 34 (Theorem 35.5 from [6] ). Let f : [0, 1] → R be an integrable function, and let (P i ) i∈N be a sequence of partitions such that P i+1 P i for all i ∈ N. Then the sequence (E(f |P i )) i∈N converges a.e. to E(f |P ∞ ), where P ∞ is the smallest σ-algebra containing each atom in (P i ) i∈N . Now we are ready to provide an alternative proof of Theorem 18.
Proof (of Theorem 18) . Let (f n ) n∈N be any sequence in W. By the Banach-Alaoglu theorem we may assume that (f n ) n∈N converges weakly to some f ∈ W. We claim that there are a collection of subsequences (f n,k ) n∈N , for k ∈ N, satisfying the following properties.
(i).-(f n,k ) n∈N is a subsequence of (f n,k−1 ) n∈N , with f n,0 = f n for all n ∈ N.
(ii).-For k ≥ 2, there is an interval partition P k P k−1 such that |P k | ≤ m k and f n,k − E(f n,k |P k ) ≤ 1 k for every n ∈ N. (iii).-For all k ∈ N, the sequence (E(f n,k |P k )) n∈N converges a.e. to f * k = E(f |P k ). Assume we have constructed the sequence up to step k. We apply Theorem 33, with ε k = 1 k+1 and initial partition P k , to the sequence (f n,k ) n∈N so that for every n ∈ N we get an interval partition P n,k P k , with |P n,k | ≤ m k+1 for some positive integer m k+1 independent of n, and such that f n,k − E(f n,k |P n,k ) ≤ 1 k+1 . For n ∈ N, let J n,k = {a n,1 = 0 < · · · < a n,ℓn = 1} be the set of points that define the intervals of P n,k . Note that ℓ n ≤ m k+1 . By the pigeonhole principle there is an integer ℓ ≤ m k+1 and a subsequence (f n,k+1 ) n∈N such that ℓ n = ℓ for all n ∈ N. Moreover, since [0, 1] is compact we may even assume that a n,i → a i for each i ∈ [ℓ], where a 1 = 0 ≤ · · · ≤ a ℓ = 1. Let P k+1 P k be the partition defined by J k = {a 1 < · · · < a ℓ }. Note that (i) and (ii) hold because of the definition of (f n,k+1 ) n∈N . Furthermore, because P k+1 is finite and since (f n,k+1 ) n∈N converges weakly to f we conclude that (iii) also holds. On the other hand, by Lemma 34 we deduce that the sequence (f * k ) k∈N converges a.e. to f ∞ = E(f |P ∞ ). We claim that lim k→∞ d (f k,k , f ∞ ) → 0. Indeed, Given ε > 0 by (ii), (iii) and the dominated convergence theorem, for large k we have
