Abstract Vision systems that provide a 360-degree view are becoming increasingly common in today's vehicles. These systems are generally composed of several cameras pointing in different directions and rigidly connected to each other. The purpose of these systems is to provide driver assistance in the form of a display, for example by building a Bird's eye view around the vehicle for parking assistance. In this context, and for reasons of cost and ease of integration, such cameras are generally not synchronized. If non-synchronization is not a problem when it comes to display only, it poses significant issues for more complex computer vision applications (3D reconstruction, motion estimation, etc.). In this article, we propose to use a network of asynchronous cameras to estimate the motion of the vehicle and to find the 3D structure of the scene around it (for example for obstacle detection). Our method relies on the use of at least three images from two adjacent cameras. The poses of the cameras are independently estimated by conventional visual odometry algorithms. Then we show that it is possible to find the absolute scale factor by hypothesizing that the motion of the vehicle is smooth. The results are then refined through a local bundle adjustment on the scale factor and 3D points only. We evaluated our method under real conditions on the KITTI database, and we showed that our method can be generalized to a larger network of cameras thanks to a system developed in our lab.
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Introduction
In recent years, advanced driver assistance systems (ADAS) that were originally reserved for luxury vehicles have become available on models intended for the general public. These vehicles are now standard-equipped with many driver assistance features such as lane departure warning [24] , blind spot monitoring [8] , traffic sign recognition [39] [23] , automatic parking or autonomous driving in traffic jams [22] . In this context of development of ADAS, the camera has become one of the most commonly used sensors because in addition to its low cost compared to other sensors such as lidars, the camera is a multi-function sensor that allows to develop new features on an already existing architecture. In the future, ADAS will offer more and more automated assistance and the development of fully autonomous vehicles will involve a complete and robust perception of the environment around the vehicle, while maintaining affordable costs for the automotive sector.
Monitoring the environment of a vehicle can be done with a very small number of cameras. An omnidirectional observation of the scene is indeed possible with the use of a catadioptric sensor, that is to say by combining a camera with a convex mirror [2] . Such systems have been widely studied in the robotic community [34] and many tests have also been made in the field of autonomous vehicles [36] . However, the use of these sensors to monitor the environment of a vehicle is not optimal since they must be placed on the roof of the vehicle to have a 360 degree view around it, and the roof can hide a part of the image corresponding to the environment close to the sensor. To mitigate this phenomenon, they must be sufficiently elevated, which makes their use in the automotive field not credible for both practical and aesthetic reasons.
Another possibility to obtain an omnidirectional vision is to use camera networks. There are several multi-camera systems in the literature and on the market, the best known being without undoubtedly the Ladybug R 1 . These systems, very compact, have several drawbacks. The first one is similar to catadioptric sensors, that is to say it must be placed on the roof and at a certain height to have an omnidirectional view. Secondly, their baseline is very weak and can be considered almost as a single view point, which does not allow to obtain 3D points by triangulation. Finally, these systems require a precise synchronization to obtain images of the scene simultaneously.
Automakers are integrating more and more cameras into their vehicles, especially to develop driver assistance systems (ADAS) such as the Nissan Around View R Monitor 2 . These systems are generally composed of four low-cost cameras that do not have a synchronization system. We are interested here in this type of configuration to propose a Structure from Motion (SfM) system using a network of non-synchronized cameras. The advantages of such a network are numerous. First of all, it is an inexpensive system that does not require additional wiring or synchronization hardware. It is also possible to associate cameras with different characteristics, and in this case the system no longer depends on the slowest camera. Unlike synchronized systems, non-synchronous networks are not susceptible to image loss that occurs quite frequently. In addition, the images being acquired continuously, the bandwidth problems are reduced to a certain extent. This allows to have a localization at a higher frequency, that is to say whenever a new image is acquired. Finally, it is possible to add or remove one of the cameras in the system without affecting its proper functioning.
The originality and interest of our method is to study a non-synchronized multi-camera system to estimate the absolute scale factor for trajectory estimation or 3D reconstruction. This subject is not addressed in the literature as shown in the next section. Our main contribution is a new motion estimation algorithm, including the scale factor, that we have called triangle-based method. This method is based on the use of a triplet of images from two cameras with overlapping to estimate the relative poses between the images with conventional visual odometry algorithms. The absolute scale factors are then estimated by integrating a virtual pose of one of the cameras in the shape of the triangle formed by the image triplet. An optimization method was then proposed to improve the accuracy of the initial estimate. This optimization is based on a bundle adjustment (BA) on scale factors and 3D structure only applied on a sliding window.
Related work
3D reconstruction at scale from an embedded camera network requires the ability to establish epipolar geometry and can be performed according to several approaches based on prior knowledge about this system. If one considers the network to be calibrated, both intrinsically and extrinsically, as well as synchronized, with overlapping areas, then the classical techniques proposed in [16] can be applied to each set of images. It is also possible in this case to integrate consecutive images of the moving network in a multifocal tensor for a more accurate estimation [6] .
For omnidirectional systems, [37] offers a SLAM (Simultaneous Localization and Mapping) based approach. In this work, the five cameras around the vehicle are synchronized and the interest points must be visible in the field of view of two cameras simultaneously in order to obtain the scale factor. In [1] and [43] , a visualization system of the environment around a vehicle is also presented. These works concern more particularly the optimization at the hardware level with the use of SoC (System-on-Chip). The cameras in this system are synchronized by an external trigger, and the extrinsic calibration is rudimentary since the (hopefully miniature) vehicle is placed in the center of a pattern containing four squares of known positions and dimensions.
In the specific case of the vehicle, [32] presents a network of embedded cameras associated with a calibration method for a use dedicated to the risk analysis in an ADAS. Recently, a method dedicated to the Around View R Monitor system has also been proposed in [7] to perform the reconstruction of the environment. However, the synchronization of cameras, being of utmost importance to ensure the geometrical correctness, has been performed by hardware triggering.
If one or more of the three initial conditions (calibration, synchronization, overlapping) are released then dedicated methods are needed. Thus, in the calibrated and synchronized case but without overlapping between the cameras, it is possible to define a constraint on the rigid motion of the cameras to assemble the two separate views. An example of this type for a synchronous fisheye stereoscopic system is presented in [30] . To overcome the constraint of overlapping fields of view, a visual odometry algorithm is applied separately on each camera up to a scale factor. A linear solution is defined in order to merge the scale factors from the two estimates by imposing the known rigid transformation between the two sensors to finally find the absolute metric scale. More recently, [41] tackled the same problem by proposing a procedure for initializing the scale with interesting results. All of these methods can more generally be related to the notion of generalized camera [29] [5] [18] .
In the case where the extrinsic calibration is also missing, the methods generally propose to carry out both the reconstruction of the scene and the estimation of the calibration parameters. Thus, a vehicle-mounted multi-camera system was developed as part of the V-Charge project (Autonomous Valet Parking and Charging for e-Mobility) [11] . The extrinsic calibration is presented in [17] and [15] . The proposed approach is based on the use of vehicle odometry data in addition to visual data. A VO (Visual Odometry) algorithm followed by a bundle adjustment is used for each camera. The VO data thus obtained consequently have different scales for each camera. The interest points used for the VO are then triangulated using a first approximation of the camera-odometry transformation and the odometry data provided by the vehicle. A second bundle adjustment is then applied by fixing the camera poses and by optimizing the 3D points and the odometry-camera transformation. The accuracy is not yet sufficient since the reprojection errors remain high. To overcome this problem, the interest points are matched in the images of several cameras and loop closures are also performed when detected. A final bundle adjustment is then applied in order to optimize all the parameters. The disadvantage of this method is that it requires the use of additional data in addition to visual data.
In [27] , the same problem is tackled by integrating temporal offsets due to the effect of rolling shutters. However, in these works, they use very restrictive assumptions. They assume identical cameras (operating at the same frequency), uniformly spatially distributed and placed close enough to approximate a single viewpoint. The approach is essentially based on a bundle adjustment optimizing all the parameters of the network and the 3D scene using the method initially proposed in [26] [19] . They seek to estimate the time shift only one time using the first images of a video sequence. This allows to synchronize cameras up to an image. A bundle adjustment is then performed since the images are this time considered as synchronized. To obtain the offset due to the rolling shutter, a second bundle adjustment is achieved by adding this additional parameter. Our method differs for several reasons: we do not have any assumption on the cameras, they can work with different frame-rates (and even not constant), moreover in this article they make a bundle adjustment a posteriori on the whole sequence, while we are doing an online bundle adjustment. Finally, the system studied in these works is considered to have a unique viewpoint, which means getting into the configuration of a monocular system.
In the case of unsynchronized cameras, the main focus has been on estimating the time offset between the different streams of video data [31] [42] [4] . Indeed, in a video stream with moving objects, objects move in the same way in all views and can be used to calculate the time offset. For an entire sequence of a dynamic scene observed by unsynchronized cameras, matching of primitives and synchronization can be post-processed and estimated. However, these approaches are not suitable in the case of the vehicle since the processing must be done online.
In [38] , the approach is to simulate the missing image of an asynchronous system to compute the 3D structure using the odometry of the robot. The 2D points of the missing image are obtained by interpolation of the 2D points detected in the captured images. The approach is based on the linearity of the motion between two consecutive images of the same camera.
In all the works cited above, the absolute scale reconstruction implies necessarily either to add additional sensors, or to have synchronized cameras and points visible by at least two cameras.
3 Triangle-based method
Introduction
This section presents the method that we proposed to recover the motion of our asynchronous camera system. This method is based on three main hypotheses:
-Cameras must be mounted on a rigid system and have common fields of view. As the cameras are rigidly fixed, the transformation between each pair of camera can be known by extrinsic calibration. Common fields of view between two consecutive cameras allow to match interest points. -Cameras must be calibrated off-line in order to know their intrinsic and extrinsic parameters. Extrinsic calibration will be used to find absolute scale factors and the intrinsic calibration will be used in the process of pose estimation and triangulation. -The motion between two consecutive views is assumed to be linear and smooth, and is consequently approximated by a line segment. With this approximation we consider that translation vectors between three positions of the same camera are collinear. Indeed, since the acquisition frequencies of today's cameras are becoming higher and higher (20, 30, 40 frames per second and even more), the time interval between 3 images (i.e. positions) is not very large. For example, for a vehicle equipped with a 30 fps camera driven at 50 km/h (around 13m/s), the covered distance between 3 images is 1m30 (approximately one picture every 45 centimeters).
We separate the method into two parts: relative pose computation and absolute scale factor estimation. Relative poses of the cameras are estimated via SfM [28] . Then, the absolute scale factors are computed using the extrinsic calibration and the linearity assumption.
To simplify the explanation of our method and without loss of generality, we consider a system with only two cameras that acquire images at three different times. The first and second cameras, C i and C j , acquire images I i and I j respectively. The time notation is set as subscript attached to the camera's name. For example, the position of the camera C i at time t 0 is designated by C i0 . The Euclidean transformation from the camera C i0 to the camera C j1 is given by T j1 i0 . In the same way, the rotation matrix and the unit vector of the translation from the camera C i0 to the camera C j1 are denoted by R j1 i0 and t j1 i0 .
Pose estimation
The Euclidean transformation between two relative poses of a camera can be described by a unitary translation vector t, a rotation matrix R and a scale factor λ . The transformation between the two positions can be expressed as follows:
As our system is calibrated, we can estimate the rotation matrix R and the translation vector t between two camera poses through the matching of interest points and by exploiting the epipolar geometry between the two views [16] .
The triangle-based method relies on the estimation of three essential matrices between the images acquired at three different times: two images captured by the same camera (C i for example) and one image by the other camera (C j in this case). The triangle can be modeled as shown in Figure 1 which presents all the possible transformations between the three images forming the triangle. The transformations T i0 i2 , T i0 j1 and T i2 j1 between the three images are determined by the 5-point algorithm [28] . The rigid transformation T j1 i1 is obtained from the offline extrinsic calibration process.
The first step of our algorithm is the extraction and the matching of interest points detected in the three images of the triangle. In our implementation, we use the FAST detector [33] and the BRIEF descriptor [3] . These steps are applied between the images I i0 , I i2 and I j1 .
The camera C i passes through an intermediate position where it does not acquire an image due to the non-synchronization. This is the C i1 pose that can be estimated using the T j1 i1 transformation. To sum up, we use four transformations: three computed via SfM (T i0 i2 , T i0 j1 and T i2 j1 ) and one rigid transformation (T j1 i1 ) resulting from the extrinsic calibration.
Scale factors estimation
Until then, the absolute scale factors are unknown between the poses of the cameras. With assumptions we made, it is possible to expressed the poses by four main transformations, as shown in the Figure 2 . The three images (I i0 , I i2 and I j1 ) form the so-called 'main triangle' between the poses of C i0 , C i2 and C j1 . The virtual pose of the camera C i1 can be considered as an intermediate position in this triangle. This position gives us two sub-triangles: the first one is formed by C i0 , C i1 and C j1 and the second is formed by C i1 , C i2 and C j1 . As illustrated in Figure 2 , in the first sub-triangle, the transformation T i0 i1 from the camera C i1 to the camera C i0 is equal to the transformation T i0 j1 from C j1 to C i0 multiplied by the transformation T j1 i1 :
Euclidean transformations are expressed in homogeneous coordinates, as shown in Equation (1). The rigid transformation T j1 i1 obtained by the extrinsic calibration is a scaled transformation, i.e. the scale factor of this transformation is known. Re-injecting Equation (1) in Equation (2), and introducing the two unknown scale factors λ 1 and α leads to: Fig. 2 The first sub-triangle between the cameras (C i0 , C i1 and C j1 ) and the second sub-triangle between the cameras (C i1 , C i2 and C j1 ).
where λ 1 is the scale factor associated to the T i0 i1 transform and α is the scale factor associated to the T i0 j1 transformation. From (3), we can obtain the two following equations:
and
Moreover, Equation (5) can be written:
As shown in Figure 2 , in the second sub-triangle, the transformation T i2 i1 from C i1 to C i2 , is equal to the transformation T i2 j1 from camera C j1 to camera C i2 multiplied by the rigid transform T j1 i1 from camera C i1 to camera C j1 :
In the same way as in the first sub-triangle, Equation (7) is developed to obtain:
λ 2 represents the scale factor associated with the transformation T i2 i1 . β represents the scale factor associated with the transformation T j1 i2 . Let us separate in Equation (8) the rotation and translation terms, we then obtain:
In the main triangle formed by the triplet C i0 , C i2 and C j1 , the Euclidean transformations between the poses can be expressed as in Equation (11) . The transformation T i0 i2 from C i2 to C i0 is equal to the transformation T i0 j1 from C j1 to C i0 multiplied by the transformation T j1 i2
from C i2 to C j1 :
As for sub-triangles, and using the linearity assumption, Equation (11) becomes:
After the development of Equation (12), we separate rotation and translation terms. The translation leads to Equation (13):
Consequently, translation-based equations for the three triangles can be expressed by the following system:
To solve these equations and obtain scale factors, we can write this system as follows:
Absolute scale factors can be estimated by solving Equation (15) in the least squares sense since this equation can be written as a linear system of the form:
where X is the vector composed of scale factors λ 1 , λ 2 , α and β . It is consequently possible to estimate all the relative poses, including the scale factors with our method.
Bundle adjustment optimization
The initial estimate of scale factors is not sufficiently accurate because of the assumptions underlying the triangle-based method, in particular for trajectories with high curvatures and/or high velocities. For this reason, the initial estimate can not be used directly in navigation applications, obstacle detection, etc.
In this section, we propose to perform a local BA, i.e. a BA applied to a limited number of views. In our case, the cameras are supposed to be calibrated, so we consider that intrinsic parameters do not have to be refined. Parameters to be optimized by our algorithm are thus poses of the system and 3D points coordinates.
Bundle adjustment consists in simultaneously refining 3D coordinates describing the scene geometry and camera parameters (poses, eventually intrinsic parameters). The criterion usually minimized in a BA algorithm is the reprojection error, i.e. the error measured between the points observed in the image and the estimated projection of their corresponding 3D points (which depends on parameters to be estimated). In the case of a standard pinhole camera, the projection x of a 3D point X whose coordinates are expressed in homogeneous coordinates in a world frame is given by:
where K is the matrix of intrinsic parameters and T cam world is the transformation matrix from the world frame to the camera frame. The resulting matrix P is the projection matrix of the camera.
In the general case, the BA can optimize intrinsic parameters (the calibration matrix K), extrinsic parameters (the rotation and the translation of the camera with respect to the world frame) and 3D points. The problem must therefore be solved by minimizing the reprojection error as a nonlinear least squares optimization problem, for example using the LevenbergMarquardt algorithm [21] (see Algorithm 1).
Problem formulation
Let X i be the estimated coordinates of the i th point and n the number of points. Let P j be the estimated projection matrix of the j th camera and m the number of cameras. x j i is the extracted image point corresponding to the i th point in the image of the j th camera. The cost function to be minimized can thus be written:
where d() is the Euclidean distance. The minimization of the cost function is performed by the Levenberg-Marquardt algorithm. This algorithm consists essentially in calculating the Jacobian matrix and optimizing the system of equations iteratively. The key step of this algorithm is the resolution of the augmented normal equation:
where J is the jacobian matrix of the projection function, λ is a scalar varying from iteration to iteration, ∆ is the increment vector of the estimates, e is the vector of reprojection errors, and I is the identity matrix.
Bundle Adjustment related work
BA has reached a certain maturation in the litterature [9] [40] . BA has been widely studied for visual odometry and SfM applications, but there is, to the best of our knowledge, no work that has been done on asynchronous systems.
Algorithm 1 Pseudo-code of the Levenberg-Marquardt algorithm
Evaluation of e(P 0 ) while i < MAX ITERATIONS and e(P i ) > threshold do
Resolution of the augmented normal equation:
In the method presented by Engels et al. [9] , a windowed bundle adjustment has been introduced to locally optimize camera poses. This method was presented for a sequence of an object on a turntable and consists of optimizing all parameters. On a larger scale, Mouragnon et al. [25] have also presented a local BA adapted for real-time applications and for long sequences obtained from calibrated cameras.
In the case of calibrated cameras, intrinsic parameters are known and are not to be optimized. The difference between our method and classical BA algorithms applied to calibrated cameras lies in the number of parameters to be optimized. On the one hand, a classical BA algorithm aims at optimizing 6 parameters per camera (3 parameters for the rotation using the Rodrigues parameterization and 3 parameters for the translation), and 3 parameters per 3D point. On the other hand, our algorithm aims at optimizing only scale factors and 3D points and thus 1 parameter per camera and 3 parameters per 3D point.
In the method presented by Fraundorfer et al. [10] , a constrained BA was presented for a visual odometry problem from a single camera mounted on a vehicle. The main difference between this method and conventional BA methods is the separation of the relative motion estimation, presented in [35] , and the scale estimation. Indeed, authors emphasize the coherent estimation of the scale by optimizing only distances between the neighboring cameras (the relative scale factors). Rotations and directions of translations initially estimated by the 1-point RANSAC (Random Sample Consensus) method are considered set and 3D points are calculated at each iteration of the optimization process. This is a global BA that optimizes all scales of a trajectory. Differences between this method and our method are:
-the camera configuration: the method of Fraundorfer et al. [10] is applied to a monocular system and our method is applied to an asynchronous camera network, -authors propose an algorithm based on the hypothesis of circular motion whereas ours is based on a hypothesis of rectilinear motion, -we optimize scale factors and 3D points simultaneously whereas the method proposed by Fraundorfer et al. [10] only optimizes scale factors. They compute 3D points for every iteration with the new scale factors.
Optimization of scale factors and 3D structure with our local Bundle Adjustment
As we suppose R and t being known, and we are only optimizing the scale factor s and the 3D coordinates of a point X, the projection described in Equation (17) can be written as a function F depending on s and X:
In our method, the Jacobian matrix J is computed by differentiating the projection function F with respect to the scale factor s and the 3D point X only. Let J X be the Jacobian matrix (2 × 3 matrix) of F with respect to the point X, and J S be the Jacobian matrix (2 × 1 matrix) of F with respect to the scale factor s, then:
For each 3D point and camera pose, the J X and J S matrices are computed for the considered sliding window. The resulting Jacobian J has a sparse structure as shown in Figure  3 . If we consider m cameras and n 3D points, the Jacobian is a (2 · n · m) × (m + 3 · n) matrix. Once the Jacobian matrix has been calculated, the Leven-berg-Marquardt algorithm is implemented as described in Algorithm 1.
Results and Discussion

Evaluation of the triangle-based method
In order to validate the triangles method, we check the validity of our hypotheses for a real world sequence on the KITTI database [12] [13] . We compare the results of our method for a sequence from two cameras perfectly synchronized with the ground truth obtained by the measurements of a GPS/INS. The KITTI dataset is a public database that has been acquired from an instrumented vehicle. We use stereo sequences by taking a single image at each time step to simulate the desynchronization. In other words, we use the even images for the left camera, and the odd images for the right camera, which allows us to have non-synchronized images. Relative poses and scale factors are computed for each set of three images forming a main triangle.
For each serie of three images (three moments), interest points are extracted using the FAST detector and described with the BRIEF descriptor. Then, the robust 5-point algorithm allows to simultaneously estimate the essential matrix as well the inlier pair of points. Rotations and relative translations are obtained from the decomposition of estimated essential matrices. Interest points considered as inliers are then triangulated in order to estimate 3D points coordinates. The system of equations (15) is solved to compute the absolute scale factors λ 1 , λ 2 , α and β .
To evaluate our method, we compare the results of our estimation with the ground truth obtained by the GPS/INS system. In this article, we do not compare our results with other methods of the state of the art since the global conditions are drastically different and more challenging in our case. Indeed, our approach is based on unsynchronized images. We therefore have less information than the synchronous stereoscopic case. We also do not compare our method to monocular methods because we are not in the same configuration. In the monocular case, the motion of a camera between two consecutive time steps generally presents small changes of field of view even at high speed. However, the images from several unsynchronized cameras undergo larger field of view changes.
For linear trajectories, the results are very close to the ground truth as shown in Figure  4 (a). Figure 4(b) illustrates the estimated trajectory in a turn. Even in this configuration (a rotation of about 90 degrees), the triangle-based method gives satisfactory results. Indeed, a vehicle usually does not move fast in turns. In addition, recent cameras have a sufficiently high frame rate. Taking into account these two points, the approximation of the motion between two images of the same camera as a line segment remains valid. The trajectory in a turn can therefore be decomposed as a piecewise linear trajectory between two images of a camera. The worst case would be a pure rotation, which can be ruled out since the car is a nonholonomic vehicle that can not perform this kind of movement. Moreover, even in case of pure rotation around one of the cameras, the other cameras of the system would undergo a displacement because of the lever arms between the different cameras. For all these reasons, the assumption of linearity remains valid, which is demonstrated by all the experiments that we have conducted. Figure 7 shows the mean results on the eleven sequences of the KITTI dataset in terms of translation and rotation errors. We obtained rotational errors between 0.041 and 0.015 degrees per meter for sub-sequences between 100 and 800 meters (see Figure 7(a) ) and between 0.14 and 0.02 degrees per meter for speeds up to 90 kilometers per hour. For translation, the average errors are between 7 and 9% for sub-sequences from 100 to 800 meters and between 5 and 22% for speeds upto 90 km/h. We notice that rotational errors are higher for short sub-sequences and for slow speeds. Translation errors grow by about 2% for the longest sub-sequences. However, the other methods that perform optimization, such as bundle adjustment, get decreasing translation errors as a function of the lengths of the sub-sequences. The two extra percent is certainly due to the accumulation of errors. We explain these errors by the computation of scale fac- tors. Small errors due to the approximation of a linear trajectory accumulate for the longest sub-sequences.
Sequence 0 is a sequence of 4540 images in urban scenes. The scenes are mainly composed of buildings, trees and cars. The distance traveled in this sequence is 2.232 kilometers, the mean distance between two images is 0.49 meters and the frame rate is 10 frames per second. The mean translation error is 5.1% with the triangle-based method. As shown in Figure 5 (a), despite the length of the sequence and the fact that it contains several turns, our method gives good results. The trajectory shows nevertheless a drift towards the end. Sequence 3 (see Figure 5(b) ) is a sequence of 800 images acquired over a distance of approximately 200 meters. This sequence presents scenes mainly composed of vegetation and few buildings. The resulting trajectory is close to the ground truth with average errors around 5% for translation and 0.006 degrees per meter for rotation.
Our method provides the best results on Sequence 4 as shown in Figure 6 (a). This sequence is composed of 270 images acquired over a distance of approximately 400 meters. This sequence represents a 4 lanes road that contains ground markings as well as traffic lights and intersections. Despite the abundance of vegetation, buildings, and cars moving in the opposite direction, this scene is strongly structured due to markings. The trajectory obtained is very close to the ground truth with a mean error around 1.2% for translation and 0.006 degrees per meter for rotation.
Sequence 5 contains scenes very similar to Sequence 0: buildings, cars, etc. The scenes of this trajectory are very diversified. This is a sequence of 2760 images acquired over a distance of approximately 1050 meters. The estimated trajectory is close to the ground truth with a mean error around 4% for translation and 0.01 degrees per meter for rotation.
Evaluation of the BA optimization
Interest and evaluation of an optimal BA
In this section, we present the results of the scale factor optimization method described in the section 4. The algorithm is also applied on a sequence of real images of the KITTI database. We simulate the asynchronous aspect in the same way as for the experiments described previously. The sliding window BA is applied on two consecutive triangles, i.e. five images.
The 3D points and the absolute camera poses are initially estimated by the triangles method. To apply the BA, we express poses and 3D points in the first camera frame of the sliding window. Then, we apply the Levenberg-Marquardt algorithm.
The results obtained are presented for a part of the sequence 0 of the KITTI dataset, where there is both a rectilinear and a turning trajectory. First, we validate the method on a perfect estimate: 3D points are triangulated using the ground truth from the GPS/INS system which is synchronized with the images. Then, we apply the BA algorithm on this data. We name this test "Optimal Bundle Adjustment" since it will serve as a reference to which we will then compare the BA applied on the triangle-based method.
For the evaluation of the optimal BA, we calculate the ratio of the scale factors before and after applying the BA to the ground truth data as described in the equations (22) and (23) . Scale factors are the norms of translation vectors. The obtained ratios are very close to 1, which means that the whole process and data are very close to reality. The low errors are probably due to low inaccuracy in the calibration and/or the synchronization of the sensors, the extraction of interest points, as well as the triangulation process.
Ratio before BA = Scale factor estimated before BA Scale factor from the ground truth (22) Ratio after BA = Scale factor estimated after BA Scale factor after optimal BA (23) To evaluate the performance of the approach, we add a Gaussian noise (σ = 0.01) to the ground truth (before BA). Noise is directly added to the scale factor values (before BA) because we are trying to optimize these parameters. 3D points are then calculated from the noisy poses before the optimization of all parameters. The scale factors evaluated before BA are therefore different from the scale factors of the ground truth.
The obtained results are satisfactory since the trajectory obtained after BA is almost the same than the one obtained by GPS. The scale factors ratios before and after BA are presented in Table 1 . Scale 1 is the scale factor of the second camera pose in the sliding window in the frame of the first camera, Scale 2 is the scale factor of the third camera pose in the sliding window. It is the same for scales 3 and 4. The calculated ratios are close to 1, which means that our algorithm gives very accurate results. Table 1 Ratios before and after BA applied to the ground truth with a gaussian noise (σ = 0.01). In summary, the errors obtained are very small and due to several reasons: the inaccuracy of the interest points detectors, the matching errors, the triangulation process, and the reprojection in images. By introducing noise in the scale factors, BA minimizes reprojection errors to improve the estimated scale factors and 3D points. When the poses are perfect (i.e. from the ground truth), some errors still remain. These errors are probably due to low inaccuracy in the calibration and/or the synchronization of the sensors, or even to inaccuracy in the GPS/INS system. That is why we compare the results obtained by the triangle-based method to an optimal BA.
Quantitative evaluation of the BA applied to the triangle-based method
In this section, we present the results of the BA applied to the triangle-based method data. Figure 8 shows the distribution of mean reprojection errors before and after BA for a sequence of 200 images. Reprojection errors dropped significantly after BA. Figure 9 illustrates the reprojection errors of the 3D points in five cameras of a sliding window. Reprojection errors are represented in different colors for each camera.
We calculate the ratios in the same way as in equations (22) and (23) with the scale factors estimated by the triangle method before and after BA. Our results are summarized in Table 2 . The trajectories obtained are presented in Figure ( 10). This figure shows that the trajectory optimized by the proposed method is closer to the ground truth than the trajectory initially estimated by the triangles method (before the BA). Table 2 Ratios before and after BA applied to the triangle-based method. Fig. 9 Example of reprojection errors of the 3D points before and after BA, each color refers to the reprojection errors in a camera of the sliding window (5 images).
Qualitative evaluation of our method on a more complex system
To show that our method can be generalized to a system with more cameras, we have developed a system consisting of 5 cameras rigidly mounted on the roof of a vehicle.
The cameras we use to carry out our experiments are Basler Ace 1600 (GigE, CCD 1/1.8", 1624x1234) cameras. These cameras are equipped with 6mm lenses, which leads to a 60 • field of view. The system covers a field of view of 180 • in front of the vehicle since each camera pair has a half-frame overlapping area (see Figure 11 ). This experiment also allowed us to test our algorithms with a narrow overlapping area between two images (50%) compared to the KITTI dataset where it is 100% since the images are rectified and resized. We think that 50% is a good value that we should not go below as, if so, the number of matched points may be not enough, especially during fast motions (fast rotations for example). The experimental platform was mounted on a vehicle and the dataset was collected during the driving of the car over a distance of about 350 meters around our campus. In this experiment, cameras have no synchronization system (e.g. hardware trigger) and the images are grabbed on the fly, leading to random times between the images of different cameras. Figure 12 shows some images captured during our experiments. For each new image, we start by checking for possible transformations. The primitives were extracted by FAST and described by BRIEF and the relative transformations were estimated using the 5-point algorithm. A relative transformation is valid when the number of matches obtained is greater than a threshold of 50 points. Then, for each pose, the possible triangles are checked.
The triangle-based method followed by our BA is applied in each triangle to calculate the absolute scale factors λ 1 , λ 2 , α and β and the 3D structure of the scene. The estimated trajectory plotted in Figure 13 shows qualitatively interesting results since it matches the road, as well in the straight lines as in the turns, and with the correct scale. 11 Overlapping area between two images of our system. Each camera has a half-frame overlapping area. Fig. 12 Samples of images from the non-synchronized camera network. Fig. 13 The estimated trajectory in the real experiment.
Comparison with a stereoscopic system
As we will discuss in the next section, it is not fair to compare our system to a conventional stereoscopic system because we have an additional difficulty introduced by nonsynchronization. We still did this comparison to show the importance of our system.
For the first experiment, we have compared the results of our method with the results of a stereovision-based scaling method in both the synchronized and non-synchronized cases. The results are shown in Figure 14 . The green curve is the ground truth trajectory. The red curve is the result of our method. The black curve is the result using a synchronized stereoscopic system. To obtain these results, we estimate the motion of the left camera using the 5-point algorithm and we introduce the scale factor obtained by stereovision. To do so, points are triangulated at times t and t+1 to obtain several 3D points. The EPnP algorithm [20] is then used to recover the full motion (including the scale factor) and this scale factor is reinjected in the result of the 5-pt algorithm. As we can see in this figure, the stereoscopic case gives better results than ours. This is normal since in our case, we deal with an additional difficulty as we process non-synchronized images and with a smaller number of images (we only use one image out of two). We have also evaluated what would happen if we use stereovision algorithms on images that are not synchronized. For that, we have estimated the trajectory between the even images of the left camera with the 5-point algorithm and we have found the scale factor with the same method as previously (EPnP) by triangulating the points of the even images of the left camera with the odd images of the right camera. The result is shown in blue in Figure 14 . As we can observe, the trajectory obtained becomes totally false because of this non-synchronization. This demonstrates the benefit of using our approach in the case of a non-synchronized multi-camera system.
For the second experiment, we have used a very well-known state of the art method, the LIBVISO2 algorithm [14] . We have proceeded in the same way as before, that is to say by using the synchronized pairs and then introducing an offset of one image between the left and right camera to introduce a non-synchronization. Results are shown in Figure 15 . The green curve is the ground truth trajectory. The red curve is the result of our method. The black curve is the result using a synchronized stereoscopic system. The blue curve is the result for the non-synchronized case. As we can once again observe, the trajectory 
Discussion about the experiments
In Section 5, we have presented the quantitative and qualitative results of our method, and a comparison with stereoscopic algorithms. One might wonder why we did not do more comparisons with existing state-of-the-art methods. As we pointed out in the introduction and in section 2, there is, to the best of our knowledge, no work that has been done on asynchronous systems. Our method can not be compared to other methods for several reasons. First, it is not possible to compare our algorithm with a monocular method, since in this case the scale factor can not be estimated using only images. It is the main interest of our method, to find the scale factor without having a synchronization between the cameras. We could obtain it from the ground truth, but in this case it is obvious that our method would be less accurate since we then compare our results to this same ground truth.
Second, it is not fair to compare our algorithm to a synchronized stereoscopic system because in our method, we add a difficulty introduced by the non-synchronization. To solve this problem, we have to make assumptions and our results are logically inferior to these methods. We have nevertheless made this comparison in section 5.4. to show the interest of our method when the stereoscopic system is no longer perfectly synchronized.
Finally, we are aware that the results we are getting are not as good as the best state-ofthe-art methods, but this is because we are not dealing with the same problem as mentioned above. Indeed, all methods classified in the "odometry" category of the KITTI dataset are either lidar-based methods or synchronized stereovision-based methods.
Conclusion
In this paper, we have proposed a new algorithm for estimating the 3D structure and the motion from a network of asynchronous cameras. As this kind of sensor is increasingly integrated into vehicles for simple tasks such as parking assistance, our goal was to demonstrate its potential use for future higher level applications such as 3D reconstruction around the vehicle. By stating simple hypothesis, such as the linearity of the motion between consecutive views of the same camera and overlapping between adjacent views, our method allows a simple and fast estimation of the relative pose of the cameras including the absolute scale. A bundle adjustment dedicated to the 3D points and scale optimization has also been proposed to improve the results of the initial estimate on a sliding window. All the experiments carried out on the KITTI dataset as well as using our own system have demonstrated qualitatively and quantitatively the validity of our approach. Our future work concerns the dense reconstruction of the vehicle's surrounding environment and obstacle detection. Pascal Vasseur received the MS degree in system control from the Université de Technologie de Compiègne, France, in 1995 and the PhD degree in automatic control from the Université de Picardie Jules Verne, France, in 1998. He was an associate professor at the Université de Picardie Jules Verne in Amiens between 1999 and 2010. He is now full professor at the Normandie Université -Université de Rouen and is a member of the LITIS laboratory. His research interests are computer vision and its applications to intelligent transportation, mobile and aerial robots.
