Abstract. A canonical system of differential equations, or Hamiltonian system, is a system of order two of the form Jy (x) = −zH(x)y(x), x ∈ R + . We characterize the property that the selfadjoint operators associated to a canonical system have resolvents of Hilbert-Schmidt type in terms of the Hamiltonian H as well as in terms of the associated Titchmarsh-Weyl coefficient.
Introduction
for all x ∈ R + . The function H(x) is called the Hamiltonian corresponding to the canonical differential equation (1.1). We always assume that moreover tr(H(x)) = 1, x ∈ R + . Canonical differential equations are usually studied with operator theoretic methods. A very good and detailed account on the operator model associated with the equation (1.1) can be found in [5] . Let us recall the basic notions: Denote by L 2 (H, R + ) the Hilbert space of all measurable C 2 -valued functions f (x) on R + such that
One considers the closed subspace L 
and thereby we have A(ν 1 ) = A(ν 2 ) if and only if ν 1 − ν 2 ∈ πZ. For a detailed discussion of linear relations in Hilbert spaces see [2] . A fundamental notion in the theory of canonical systems is the TitchmarshWeyl coefficient associated with the equation
and define
This limit exists for z ∈ C \ R and does not depend on τ ∈ R. The function q H is called the Titchmarsh-Weyl coefficient of (1.1). It belongs to the Nevanlinna class N 0 , i.e. is holomorphic, satisfies q H (z) = q H (z), z ∈ C \ R, and has the property that the kernel
The inverse spectral theorem, a deep result due to L.de Branges (see [1] ), shows that (1.5) sets up a bijective correspondence between the set of all trace normed Hamiltonians and the Nevanlinna class N 0 .
In a generalization to the indefinite setting one allows the Titchmarsh-Weyl coefficient q to belong to the generalized Nevanlinna class N <∞ , i.e. allows the kernel L q to have a finite number of negative squares, and asks for an equation of similar type as ( It is the aim of this note to characterize this property explicitly in terms of the Hamiltonian as well as in terms of the spectral measure of the associated Titchmarsh-Weyl coefficient. In §2 we prove our main result Theorem 2.4 which gives a necessary and sufficient integrability condition on H in order that selfadjoint extensions have resolvents of Hilbert-Schmidt type. To this end we reduce the problem to a specific boundary condition and apply classical criteria for integral operators which can be found e.g. in [3] . It is the subject of §3 to reformulate these conditions in terms of the spectral measure of the Titchmarsh-Weyl coefficient q H , see Theorem 3.1. Thereby we use the theory of integral representations and operator models for Nevanlinna functions as developed e.g. in [4] . In general our exposition relies on the material presented in [5] and the classical theory of integral operators, otherwise is fairly elementary.
Integral Operators of Hilbert-Schmidt Type
In the subsequent lemma we are going to use a well known criterion on whether an integral operator is of Hilbert-Schmidt type. Concerning this lemma note that the square root of H(t) exists because H(t) is assumed to be positive semidefinite.
2 of all C 2 -valued functions on R + which are square integrable with respect to the Lebesgue-measure, and consider the kernel
Then C is a continuous, everywhere defined operator which belongs to the HilbertSchmidt class if and only if
In this case the Hilbert-Schmidt norm of C coincides with this number.
Proof. Its well known (see for example [3] ) that C is a continuous, everywhere defined operator which belongs to the Hilbert-Schmidt class if and only if
In this case C 2 2 coincides with the value of integral. We calculate
, and note that k 12 = k 21 . We then rewrite (2.5) as
As k
and by Fubini's theorem 
It is straightforward to show that φ is an isometry. Let K(x, y) be as in (2.2) and the operator C defined as in (2.3). By Lemma 2.1 the operator C is a continuous, everywhere defined operator which belongs to the Hilbert-Schmidt class if and only if (2.4) holds true. We have Cφ = φB. In fact, φB ⊆ Cφ is obvious from the definitions of the respective kernels. For the other inclusion let f ∈ dom(Cφ). From (2.2) we see
s (H, R + ). So let (a, b) be an indivisible interval of type ϕ ∈ R and calculate for x ∈ (a, b)
s (H, R + ), and we proved that Cφ = φB.
The second integral vanishes because
If x is contained in an indivisible interval (a, b) of type ϕ ∈ R, we assume that (a, b) is maximal, i.e. (a, b) is not contained in a larger indivisible interval. For a < y < x we have
Since the columns of the matrix function χ {y≤a} H(y)
Thus C is a HilbertSchmidt operator if and only if B is.
The previous lemma is of importance if we consider the operator theoretical background of canonical differential equations. Using the notation from the introduction we obtain the subsequent result.
Corollary 2.3. Let H(t) = (h ij (t)) i,j=1,2 be a trace normed Hamiltonian on R + such that (2.1) holds true. Then the selfadjoint extensions
A(ν), ν ∈ (− π 2 , π 2 ] of T min,s have a resolvent (A(ν) − z) −1 , z ∈ ρ(A(ν))
which is of Hilbert-Schmidt type if and only if (2.4) holds.
Proof. is a Hilbert-Schmidt operator for some z ∈ ρ(A( π 2 )). Note that by our assumption (2.1) 
−1 is an everywhere defined, bounded operator belonging to the Hilbert-Schmidt class. If z = 0, we are done. Otherwise, besides zero the spectrum of (2.6) consists of eigenvalues. Since ker A( π 2 ) = {0}, the number −z −1 cannot be an eigenvalue of (2.6). Because of
is an everywhere defined, bounded operator belonging to the HilbertSchmidt class.
If
It follows from Lemma 7.8, [5] and from (2.7) that f (x) tends to zero in the lower component for x → +∞. Moreover, f (0+) is zero in the upper component. Thus Bg exists and coincides with f = A(
−1 g, and we proved that B = A(
The above assertions yield a criterion for a canonical differential equation to have a compact resolvent of Hilbert-Schmidt type. Put
Theorem 2.4. Let H(t) = (h ij (t)) i,j=1,2 be a trace normed Hamiltonian on R + . Then the selfadjoint extensions
A(ν), ν ∈ (− π 2 , π 2 ] of T min,s have a resolvent (A(ν) − z) −1 , z ∈ ρ(A(ν)),
which is of Hilbert-Schmidt type if and only if there exists a real ϕ such that
+∞ 0 ξ T ϕ H(t)ξ ϕ dt < +∞, (2.9) and +∞ 0 ξ T ϕ+ π 2 M (t)ξ ϕ+ π 2 ξ T ϕ H(t)ξ ϕ dt < +∞. (2.10) Here M (x) is defined by M (x) = (m ij (x)) i,j=1,2 = x 0 H(t)dt.
Proof. First we consider a transformation of the Hamiltonian H(t). For µ ∈ R set
and H µ (t) = N * µ H(t)N µ (see [5] ). It is straightforward to verify that ψ : 
is a selfadjoint extension of (T min,s ) −1 . Its inverse would then be a selfadjoint extension of T min,s , and would, therefore, coincide with A(ν) for some ν. But this contradicts the fact that D −1 has a non-trivial kernel.
Titchmarsh-Weyl Coefficients and the Hilbert-Schmidt property
Recall that a Nevanlinna function has a unique integral representation
where a, b ∈ R, b ≥ 0 and σ is a non-negative Borel measure on R such that R 1 t 2 + 1 dσ(t) < +∞. 
