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ABSTRACT
A sample of 908 C iv absorber components clumped in 188 systems outside the
Lyman forest in the redshift range 1.6 . z . 4.4 have been identified in Keck HIRES
spectra of nine QSOs. These and corresponding lines of Si iv, C ii, Si ii and N v have
been fitted with Voigt profiles to obtain column densities and C iv Doppler parameters.
The properties of the C iv absorbers are almost constant although their system velocity
spreads tend to increase with decreasing redshift. We find a mild increase in C iv
comoving mass density with decreasing redshift with a mean 〈ΩC iv〉 = (3.8±0.7)×10
−8
(1σ uncertainty limits; spatially flat ΛCDM cosmology with ΩΛ = 0.7, ΩM = 0.3 and
h = 0.71), in broad agreement with earlier work. Corresponding values of C/H in
1The data presented herein were obtained at the W.M. Keck Observatory, which is operated as a scientific part-
nership among the California Institute of Technology, the University of California and the National Aeronautics and
Space Administration. The Observatory was made possible by the generous financial support of the W.M. Keck
Foundation.
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the Lyman forest based on Ωb from the CMB and ionization fractions from our data
are [C/H]〈z〉=4.0 ≥ −3.11
+0.14
−0.19 and [C/H]〈z〉=2.1 ≥ −2.64
+0.15
−0.22, suggesting a rise by a
factor ∼ 3. Relating the hydrogen mass density more directly to regions containing
the C iv absorbers our values for [C/H] become & −2.2 at 〈z〉 = 4.0 and & −2.0 at
〈z〉 = 2.1. C iv absorber components exhibit strong clustering out to ∆v . 300 km
s−1 but there is no clustering on any scale between systems. We argue that for our
sample the C iv clustering is entirely due to the peculiar velocities of gas present in
the outer extensions of galaxies. We find no change in the median column density ratio
Si iv/C iv with redshift, particularly no large change near z = 3, contrary to previous
observations; other ionic ratios vary continuously with redshift. We show that these are
only partial indicators of ionization state and remedy this by use of specific pairs of ionic
ratios. We demonstrate that the majority of absorbers are photoionized and find that at
z . 2.65 QSOs dominate the ionization of the absorption systems whereas at z & 3.4 an
additional, dominant contribution from galaxies with specific spectral characteristics
and high radiative escape fraction in the energy range 1–4 Ryd is required. These
results also indicate that [Si/C] = 0.0–0.4 fits the data well. Between z = 2.65 and
z = 3.4 there is evident transition in the ionization properties of the absorbers, with
large scatter. The UV spectral properties required for the galaxies are not reproduced
by standard stellar population synthesis models. We conclude that the heavy element
absorbers at z & 3.4 are located close to galaxies and irradiated dominantly by them,
consistent with our independent conclusion from clustering properties.
Subject headings: intergalactic medium — cosmology: observations — galaxies: forma-
tion — quasars: absorption lines — quasars: individual
1. INTRODUCTION
The spectra of exceptional quality delivered by the Keck I High Resolution Spectrograph
(HIRES; Vogt et al. 1994) have revealed individual metal absorption features related to the high
redshift Lyman forest for a large fraction of the stronger lines (Cowie et al. 1995; Tytler et al.
1995; Songaila & Cowie 1996; Womble, Sargent, & Lyons 1996). By redshift z ∼ 3 such absorbers
are found to have a median carbon abundance approximately 10−2 of solar (with substantial scat-
ter) and Si/C similar to Galactic halo stars, although these values are based on rather uncertain
ionization corrections (Songaila & Cowie 1996; Rauch, Haehnelt, & Steinmetz 1997a). There is
evidence for some metal enrichment also at considerably lower H i column densities (Ellison et al.
2000; Schaye et al. 2000a). While it is still unclear how the pollution of the forest material has
come about, the observed metal absorbers provide a powerful probe of early stages in the growth
of structure and the formation of galaxies and give an observational approach to determining the
spectral character of the cosmological ionizing background at those times.
– 3 –
In recent years, detailed hydrodynamical simulations of cosmological structure formation in
the presence of a photoionizing background which yield direct quantities for comparison with obser-
vations have been performed by several groups (Cen et al. 1994; Zhang, Anninos, & Norman 1995;
Hernquist et al. 1996; Dave´ & Tripp 2001; Viel et al. 2002). In these simulations it is straightforward
to compute the neutral hydrogen absorption that would be produced in the light of a background
QSO along an arbitrary line of sight through the simulation volume. It is impressive that such
results can reproduce the evolving spectral appearance and statistical properties of cosmologically
distributed H i absorbers in considerable detail, spanning the range from the weakest detected to
those showing damped Lyman α profiles.
An important insight gained from the simulations is that galaxies and H i absorbers develop
naturally together in the hierarchical formation of structure. High column density lines (N(H i)
& 1017 cm−2) arise from radiatively cooled gas associated with forming galaxies in collapsed, high
density, compact regions. Lower column density absorption (N(H i) . 1015 cm−2) occurs in the
shallower dark matter potential wells, containing gas in various stages of gravitational infall and
collapse; typically these are in the form of flattened or filamentary structures of moderate over-
density with Doppler parameters that are often set by peculiar motions or Hubble flow in addition
to thermal broadening. Gravitational, pressure and ram-pressure confinement all play significant
roles. Such a scenario in which metal absorption arises in gas assumed to be homogeneously en-
riched has been discussed by Rauch et al. (1997a). In their simulation the large velocity widths
of some metal absorbers arise from interactions between associated protogalactic clumps or from
alignments of groups of such objects along chance filaments in the line of sight. This simple model
does not include stellar “feedback” of energy and momentum from galaxies which could strongly
modify the local gas distribution and kinematic state by producing outflows opposing the general
infalling motion as well as contributing to the enrichment of the gas and fundamentally influencing
the local ionizing conditions. However, increasing attention is now being given to accounting for
stellar processes in galaxy formation simulations (Marri & White 2002; Theuns et al. 2002; Croft at
al. 2002; Springel & Hernquist 2002; Nagamine, Springel, & Hernquist 2003). Evidence for stellar
feedback in the intergalactic medium has recently been reported, for example, by Rauch, Sargent,
& Barlow (1999; 2001), Bond et al. (2001), and Adelberger et al. (2003).
The strength and spectrum of the metagalactic ionizing radiation background at high redshift
and the nature of the sources which ionized the intergalactic medium are outstanding issues in
cosmology. Although QSOs have long been accepted as the main contributors to the metagalactic
ionizing radiation, there has been speculation on whether they dominate at the highest redshifts
(Bechtold et al. 1987; Donahue & Shull 1987; Shapiro & Giroux 1987; Bajtlik, Duncan, & Ostriker
1988; Meiksin & Madau 1993; Haardt & Madau 1996). Most of recent studies suggest that QSOs
fall short of producing enough flux to satisfy measurements of the “proximity effect” at redshifts
significantly beyond z ∼ 3 where the space density of bright QSOs is sharply decreasing (Cooke,
Espey, & Carswell 1997; Rauch et al. 1997b; Madau, Haardt, & Rees 1999; Scott et al. 2000;
Bianchi, Cristiani, & Kim 2001). The presence of a strong population of high redshift Lyman-
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break galaxies (Steidel et al. 1996, 1999) and the detection of significant flux beyond the Lyman
limit escaping from such galaxies (Steidel, Pettini, & Adelberger 2001) lend support to the idea that
star-forming regions dominated the ionizing background at early times (Haehnelt et al. 2001). The
spectral shape of the ultraviolet background radiation should be reflected in the ionization pattern
of QSO metal system absorbers (Chaffee et al. 1986; Bergeron & Stasin´ska 1986; Steidel & Sargent
1989; Vogel & Reimers 1993; Giroux & Shull 1997; Boksenberg, Sargent, & Rauch 2001) and this
can be used to identify the character of the ionizing sources if the spectral modifications due to
propagation of the radiation through the intergalactic material are properly accounted for (Haardt
& Madau 1996). In turn, this can lead to robust determinations of heavy element abundances in
galaxy halos and in denser regions of the intergalactic medium.
In this paper we study the ionization state and kinematic properties of a large sample of metal
absorbers and trace their evolution in redshift, greatly extending our earlier work (Boksenberg
1997; Boksenberg et al. 2001). In §2 we describe the observations and initial data reduction and in
§3 outline our analysis of the absorbers, represented as multi-phase-ionization systems containing
individual single-phase component regions. In §4 we give full tables of results with supporting
information, comments and displays. In §5 we define the samples which we use in §6 to derive
statistical properties and the redshift evolution of absorber quantities, in §7 for clustering studies
from which we deduce the nature of the absorbers, and in §8 for redshift distributions of ionic
ratios and redshift-selected samples of ionic ratio combinations. In §8 we also verify that collisional
ionization is not an important ionizing mechanism for the observed species and show the influence
of changes in column density and metallicity. In §9 we study the properties of absorbers near the
observed background QSOs. In §10, from comparison of the characteristics of the observed ionic
ratio combinations with results of photoionization modelling using the Cloudy code (Ferland 1996),
we draw specific conclusions about the sources contributing to the ionizing radiation environment
and how the effective balance of these changes with redshift. We summarize our results in §11. In
a further paper (in preparation) we determine in greater detail the parameters of the best observed
absorbers.
2. OBSERVATIONS AND DATA REDUCTION
The work presented in this paper is based on our HIRES observations of a set of nine QSOs
with redshifts 2.32 < zem < 4.56, listed with associated information in Table 1. Most of the spectra
were obtained using a slitwidth of 0.′′86 yielding a resolution ∼ 6.6 km s−1 FWHM covered by
roughly three pixels. The exception is for the gravitationally-lensed object Q1422+2309 (Patnaik
et al. 1992) of which we take the data from image component C using a narrower slitwidth, 0.′′574,
yielding ∼ 4.4 km s−1 FWHM, and obtained in excellent seeing (. 0.′′6) with position angle set to
minimize contamination from the closely-spaced neighbouring components A and B (Rauch et al.
1999).
Two partially overlapping configurations for each wavelength region were used to give complete
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coverage of the free spectral range for the HIRES echelle format. The data were reduced as described
in Barlow & Sargent (1996), with the individual exposures for each QSO wavelength-shifted to
heliocentric, vacuum values and added together with weights according to their signal-to-noise ratio
(S/N). Continuum levels were delineated by means of polynomial fits to regions apparently free of
absorption features and these were used to produce continuum-normalized spectra in preparation
for the analysis of the absorption systems.
Due to the spectral variations in instrument efficiency and the sharply uneven exposures over
the range resulting from the overlapped setups, in combination with the intrinsic spectral variation
of signal intensity from the QSOs themselves, the spectra show complex and quite large variations
in S/N along their lengths. To account for these individual patterns of S/N, matching statistical 1σ
error arrays are built up during the reduction stages and associated with each completed spectrum
file. A rough indication of minimum signal quality is given in Table 1 by S/N values sampled at a
few rest-wavelength positions (avoiding emission lines) in common to each spectrum.
3. DETERMINATION OF ABSORPTION-LINE PARAMETERS
3.1. Selection Strategy
The metal absorbers typically appear as well-defined clumps with velocity structure ranging up
to a few hundred km s−1 in width. In general there are wide expanses of apparently clear redshift
space between such clumps. We classify these absorbing entities as systems and identify them by
the presence of C iv. Within each system we define a population of physical “clouds”, termed
components, each having a Gaussian velocity distribution of arbitrary width which collectively
produce the velocity structure in detail.
Because of blending with H i absorption for metal lines in the Lyman forest, which becomes
increasingly severe to higher redshifts, our data sample is built primarily on measurements made
outside the forest; only in some exceptionally favourable cases (indicated in the tables) are metal
lines in the forest included. Outside the forest C iv absorption is prevalent and is the only ion
detected in the weakest systems. Stronger systems also contain lines of some, or occasionally most,
of the species Si iv, C ii, Si ii, N v, O i, Al ii, Al iii, Fe ii or Ni ii, if available in the observed
spectral range.
For the work presented in this paper we concentrate on the lines C iv λλ1548.195,1550.770,
Si iv λλ1393.755,1402.770, C ii λ1334.5323, Si ii λ1260.4221 and N v λλ1238.821,1242.804.2 If
a line is not detected at the wavelength expected from the presence of other species in the same
system, an upper limit is determined, except for lines falling in the Lyman forest. In systems
2All rest-frame vacuum wavelengths and related atomic data used here are from Morton (1991) except for those
which have revised f-values as given in the compilation of Tripp, Lu, & Savage (1995).
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with Si ii λ1260 in the forest, we substitute λ1526.7066 and include λ1304.3702 if available, but
these lines are relatively much weaker than λ1260 and detected only when Si ii is strong; when not
detected, upper limits obtained from these alternative lines are generally too high to be useful.
3.2. Profile-Fitting Analysis
For the analysis of our spectra we applied the Voigt profile-fitting package VPFIT developed
by R. F. Carswell and collaborators (Carswell et al. 1987, 2002) and kindly made available to us.
VPFIT is a χ2-minimization program capable of making detailed fits to the absorption profiles
of several different transitions simultaneously. It estimates redshift, z, Doppler parameter, b and
column density, N , with their associated errors, for the individual components of the systems in
the defined fitting regions. For the instrumental resolution included in this procedure we took
binstr = 2.83 km s
−1 for Q1422+239C and binstr = 3.96 km s
−1 for the rest. Since the χ2-
minimization technique operates on the reduced spectra there is a degree of correlation between
neighbouring pixels arising from the rebinning of the data in the reduction process. To compensate
for this smoothing we derived an error-correction file for each spectrum obtained by comparison of
values at many wavelengths in the accumulated error array with directly measured values of the
root-mean-square fluctuation in the final continuum. The error-correction factor is relatively small,
typically in the range 1.1–1.3, and is applied automatically within VPFIT.
While the lower ionization species often are dominated by narrower components and the higher
ionization ones by broader, we found, consistent with the S/N, that a range of component widths
invariably are present in both sets. We conclude that the different ionic species in a system trace the
same physical cloud regions; depending on the ionization states of these regions, each species shows
its individual balance of component absorption strengths. We infer that the individual components
identified in the metal systems represent single-phase-ionization absorbing regions co-existing in
multi-phase system complexes. We demonstrate with a simple example case that the absorbing
regions indeed conform quite closely with this idealized model.
Using a system at z = 2.285 in Q1626+6433, we show in Figure 1 how the derived components
distribute themselves among the low to high ionic species. While different components dominate
in C ii and N v, both sets of components co-exist as blended, strong constituents of the C iv
overall profile well-separable in our analysis. Thus the components of this system straightforwardly
represent individual regions having quite different degrees of ionization unambiguously traceable
through the species. We deal with this point more quantitatively later in the paper. A considerably
more complex example similarly demonstrating such separation into physically simple component
entities is discussed in §4.
The unifying assumptions we therefore adopted in our analysis are (a) that the component
redshift structure seen in one ion corresponds exactly to that in any other ion of the same system,
while allowing that in general the relative strengths of the components be different, and (b) that the
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Doppler parameters of corresponding components in different ionic species (in general containing
thermal broadening and turbulent motion terms) are physically related.
For each QSO the first step in our procedure was to identify all C iv absorption doublets
evident outside the forest. In VPFIT, doublet or other members of the same ion automatically are
fitted with the same parameters when the wavelength regions where they occur are specified. We
began our analysis by deriving the parameters of all necessary components that could be identified
in the fitting of the profiles of the C iv doublets. In the relatively few cases where components
of one doublet member were excessively confused by blending with interloping species at other
redshifts, or were otherwise severely contaminated, we used the remaining member.
Next, all other members of our defined set of ionic species potentially present in the available
wavelength range, whether apparent or not, were assigned the same initial set of component redshifts
and linked to track together with C iv in the subsequent fitting stages. The component b-values
for all ionic species of the same atom (C iv with C ii and Si iv with Si ii) also were linked to
track together. To enable VPFIT to derive mutually consistent b-values among atoms (i.e. each
containing appropriate contributions of individual thermal broadening and common turbulence
broadening for each cloud region) it was necessary both to assign realistic component temperatures
(see below) and to relate the b-values of all species present. (Because of the relative atomic weights,
changes in temperature have only a slight effect on the relative b-values for C and N but can produce
quite marked changes in those for Si.) VPFIT then was allowed to attempt simultaneous fits to
the line profiles in a first complete pass. Potential components not detected “dropped out” of the
analysis and subsequently were assigned upper limits in the manner described below.3
Generally our procedure resulted in a set of profiles which corresponded well to the data for all
of the components detected in each species. We found it beneficial to iterate the process by making
two or three VPFIT runs while refining the nominal component temperatures between the runs.
In the few cases when a component in C iv was weak while C ii was strong, C ii was substituted
as the prime species in the analysis. For some strong, well-separated, components, reliable b-values
sometimes could be obtained independently for Si as well as C, although these cases were relatively
rare.
To obtain nominal component temperatures we used results given by Rauch et al. (1996) from
a formal decomposition into thermal and Gaussian non-thermal motions in a sample of related C iv
and Si iv absorption components, shown in their Figure 3 as a plot of C iv thermal against total
b-values. They derive a mean temperature of 3.8× 104 K but note that their analysis is dominated
by narrower components which have smaller measurement errors than the more uncertain broader
features. They also suggest that a tail in the b-value distribution towards large values apparently
indicating temperatures beyond 105 K and increased non-thermal contributions may well represent
3In some instances a minor velocity shift relative to C iv, typically a small fraction of 1 km s−1, was made to
one or other of the profiles of widely separated species in the same system to correct for slight departures from the
nominal global fit to the wavelength scale (Barlow & Sargent 1996).
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blends of components. Our analysis supports this view. Since C iv is more common and generally
stronger than the other species, a blend of components representing a typical mix of relatively high
ionization regions tends to appear significantly broader in C iv than Si iv. If interpretated as a
single feature this indeed is likely to indicate an erroneously high temperature. We also show in §8
that collisional ionization at temperatures near 105 K cannot be significant for the absorbing regions
we observe. Consequently we use the plot given by Rauch et al. as an aid to set temperatures only
for the numerous narrower components in our sample (b . 10 km s−1).
For the more rarely-occurring broader components we found our fits to the observed profiles
to be consistent with there being relatively little difference in the b-values among the species,
consequently leading to large turbulent contributions. We set the temperature of these nominally
at the mean 3.8 × 104 K given by Rauch et al. To explore the validity of this approximation
we made VPFIT trials using a complex system at z = 2.291 in Q1626+6433 (described in §4.2)
to indicate the effect on the achieved column density values resulting from successive changes in
assigned component temperatures. This system contains several broad components which overlap
with numerous narrow ones. It is an appropriate example because in the profile-fitting process
components are not treated in isolation but adjusted relative to one another to achieve the fit to
the data; the degree to which a given component is influenced by others in this process then depends
on their relative strength over its range of overlap. We compared the column density results for
all components in the complex for two widely-spaced trial temperatures, 1× 104 K and 1× 105 K,
assigned to the three broadest components, numbered 2, 4 and 14 in Figure 5 (where we have used
the nominal temperature 3.8 × 104 K). These temperatures exceed the range expected for clouds
of low metallicity and density photoionized by the intergalactic ultraviolet background radiation
and so is a stringent test. The initial temperature assignments of the remainder of the components
were treated equally in the two cases, following the procedure already described. In Figure 2 we
show the resultant column densities for C iv, Si iv, C ii and Si ii obtained for the two cases. The
two sets of values are not significantly different, nor from our results using the adopted nominal
temperature. It is apparent that the derived column densities for the individual components do not
depend strongly on the thermal properties of the broad components in an absorption complex and
gives us confidence that our necessarily approximate approach is a sound procedure for obtaining
reliable column densities.
On the same basis, the more constrained temperature bounds set by the widths of the narrower
components make the derived column densities for these less sensitive still to changes in assigned
temperature. The relative insensitivity to profile width applies equally for the instrumental profile,
which varies by ∼ ±3.8% in velocity width over the spectral range (Barlow & Sargent 1996), and
allowed us to use a single, averaged, figure for each spectrum, given above.
Most system members are well isolated from lines at other redshifts and the analysis using the
described procedure is generally straightforward. When blending does occur, if some lines belong
to doublets whose other members are uncontaminated, or if they are linked with accessible lines
of related transitions, we found reliable values usually could be obtained for blended lines by a
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simultaneous analysis of all the systems present. Component parameter values judged to be too
uncertain due to blending were excluded from the subsequent scientific analysis.
Component parameter errors as given by VPFIT are nominally 1σ values, but confusion be-
tween too-closely overlapping components with comparable parameters can give very large apparent
errors.4 Consequently, in making our profile fits we avoided “overfitting” and adopted the general
rule to end with the minimum number of components that gave a reasonable fit after achieving a
reduced χ2 close to 1 per degree of freedom globally for the set of spectral regions linked in the
analysis.
At the conclusion of the fitting process for each system we obtained the associated errors on
the component column densities alone by fixing the corresponding values of z and b in a final
iteration. In this operation we also derived upper limits for all potential components within the
different species which had been too weak to survive the first pass of the analysis. We did this
by re-introducing them with the appropriate fixed values for z and b and a small assigned column
density well below the threshold of significance. The associated error values which are obtained
become the adopted 1σ upper limits.
The ability of the Voigt profile-fitting technique to separate different absorbing regions, even
though it is sometimes arbitrary, gives it significant advantage over the apparently more direct
technique of computing optical depths throughout an absorption complex (Savage & Sembach 1991;
Songaila 1998) because the latter cannot account for overlapping blends of adjacent components,
interlopers from other systems or differential temperature broadening between species of the same
physical component. It is also clear that the wide range of ionization conditions generally found
within a system means that reliable determinations of ionic ratios cannot be obtained simply from
ratios of total system quantities as used by Songaila & Cowie (1996) and Songaila (1998); to be
physically meaningful they must be determined individually from the components of the multi-phase
systems as we do later in this paper.
4. PRESENTATION OF RESULTS
4.1. The Data
Following the prescription outlined in the previous section, for each system we obtained excel-
lent simultaneous fits over all species with a single pattern of component redshifts and appropriately
linked b-values. As a full example of this we show in Figure 3 our VPFIT results superimposed on
the observations for all the detected systems in Q1626+6433 having more than just C iv accessible.
In Tables 2–10 we list the derived values for all available components of our target transitions in
4Nevertheless, the combined column densities in such cases remains accurate and VPFIT has a procedure which
can be used to give the correct error for the total column density of a set of adjacent components in a complex.
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the spectra of the nine QSOs. Column 1 gives the absorption redshift z; column 2 gives b-values
for C and column 3, imposed b-values for Si as described in §3.2 shown bracketted and independent
values when left as a free parameter, unbracketted5 (b-values used for N are not given but are close
to those of C when representing the same physical component); columns 4 to 8 give column densi-
ties; and column 9 identifies components by number within a system. Each system is headed in the
tables with the mean redshift of its constituent components. Where there is severe contamination,
strong saturation or too much confusion from blending by lines at other redshifts to give useful
quantities, no entry is given as explained in a footnote. In the few marginal cases of weak lines when
VPFIT yielded a column density lower than the associated error (instead of making a rejection)
these two quantities are added in quadrature and included in the table as an upper limit. Redshifts
are vacuum, heliocentric values and are based on the C iv components, but apply consistently to
all species, as described in §3. The listed b-values for C almost always are the result of fits to C iv
which usually dominates in strength over C ii. In rare cases, when component regions have low
ionization and C iv is very weak, independent b-values are derived solely from C ii (and Si ii when
left as a free parameter). For the well separated, stronger components the formal 1σ error in z is
typically . 0.000005 and in b (for C, and Si when independently derived), . 0.5 km s−1.
Very few indeed of the absorption features in our spectra remain unidentified and of these
most are very weak and some may be spurious. No dense forest of weak metal lines is seen even in
the spectra having the highest S/N in our sample. To allow ready comparison among the QSOs,
in Figure 4 we show “spike diagrams” displaying the column densities of all detected components
identified in Tables 2–10; note that the vertical scales for Si iv, Si ii and N v are lower by 1 dex
than the others. The missing indeterminate values indicated in the tables are relatively few and
have only a minor effect on the appearance of the spike diagrams. The coverage in redshift outside
the forest for the main species of our sample occurs between the two dotted vertical lines shown in
each frame. For Si ii this applies for λ1260 only but we also show values where usefully obtained
from strong λ1527 and these, of course, appear at redshifts which would be in the forest for λ1260;
such cases are clarified in the footnotes to Tables 2–10. For all species except C iv the relatively
few values reliably obtained from metal lines in the Lyman forest also are shown in the diagrams.
4.2. Broad Absorption Features
A substantial number of systems contain one or more broad (up to a few ×10 km s−1), generally
high ionization, components self-consistently present in both members of the C iv doublet, that
overlap in velocity space with many of the more numerous narrower components. Often a broad
feature protrudes (in velocity) at the edge of a system boundary and can be seen directly as having
a structureless appearance. In some cases the presence of a significant broad feature immersed
among the body of narrow components in a system is required to “depress” the profile of one or
5We show only the more reliable values for these; values with large uncertainties are left bracketted.
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more of the observed species to account for differences in the characteristics of the corresponding
profiles. While we could contrive to construct the broad features from a solid blend of numerous
narrow components we do not believe that this recourse is justified by the data, and good fits
using single broad components were obtained in general. Nevertheless, it must be remembered that
the implicit model envisaged in the VPFIT profile constructions characterizes each assumed cloud
in a system only by temperature and Gaussian turbulence broadening, while significant velocity
gradients could also feature in the true overall absorption profile. The broad, high ionization
components thus might represent spatially associated but physically distinct regions of low volume
density dominated by bulk motions (Rauch et al. 1996). Limitations to the detection of broad
components are discussed in §6.2.
A simple example with partially exposed high ionization broad components is the z = 2.056
system in Q1626+6433, for which the constituents of the C iv λ1548 profile are shown in the upper
panels of Figure 5. Here, component 1, with b ∼ 21 km s−1, is well enough separated from the
others for its smooth outline to be clearly seen and component 4, with b ∼ 55 km s−1, although
more immersed (and partially overlapping with component 1) reveals an extended shallow wing.
The two panels on the right separately show combinations of the broad and narrow components.
In the lower panels of the same figure details of the z = 2.291 system in Q1626+6433 are
shown as a more complex as well as more comprehensive example, with broad features which are
more immersed in the system. We go first to the panels on the left. The narrower components,
b(C iv) . 10 km s−1 (see Table 2), here mostly have quite low ionization, with C ii relatively
strong; components 11 and 17 are the exceptions. Of the broader components, 2 and 4 unusually
also have significant strength in C ii, while the remainder have relatively high ionization with C iv
strong and C ii very weak or undetected.
The associated three sets of panels on the right of Figure 5 highlight different subsets of these
components. While the contributions of the combined high ionization components dominate the
overall profile of C iv (middle set), it is particularly striking that the embedded combined subset of
narrow, lower ionization components (top set) closely resembles the Si iv overall profile and indeed
the C ii profile. As before, this emphasises the successful segregation of differently ionized regions.
The broadest high ionization component (14, with b ∼ 32 km s−1) is the strongest by far in C iv
and is the only significant component identified in the weak N v profile shown in Figure 3.
5. DEFINITION OF SAMPLES
From the data in Tables 2–10 we define two samples sa and sb. We use sample sa for the
statistical and clustering investigations in §6 and §7 and sb for the ionization balance presentations
in §8. Sample sa is statistically complete. Sample sb is used to probe the ionization state of the
gas from individual ionic ratios which, as will become clear in later sections, does not require a
statistically homogeneous population of absorbers.
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To avoid significant proximity ionization effects both samples are selected to have system
velocities & 3000 km s−1 from the nominal redshifts of the background QSOs (Pascarelle et al.
2001). We find no significant differences in our results or conclusions based on these samples if we
extend the limit to 5000 km s−1.
It would be useful to determine individual H i column densities for each of the components
we detect in C iv in order to set thresholds for N(H i) in our samples. Although this is possible
in some cases it cannot be done reliably in general. The large thermal broadening experienced by
H i relative to the metal species studied here causes severe confusion among adjacent components
in a great many of the systems; this is compounded by the strongly saturated nature of most of
the Lyman α system profiles, as can be seen from the examples in Figure 3. Higher members
of the Lyman series are not uniformly available in the redshift range of our data. Consequently
we did not attempt to set formal N(H i) thresholds, except in the particular cases of components
showing discernible Lyman α damping wings as described in the sample definitions below. However,
we found from many VPFIT trials using selected higher redshift systems having several available
Lyman series members (for which we assume the H i profiles contain the component population
identified in the metals) that the absorbers in our chosen samples generally are optically thin in
the Lyman continuum. Later we show through Cloudy modelling how the optical thickness, as well
as increasing metallicity, influences the derived quantities.
The samples are further defined as follows:
sample sa—contains all C iv, Si iv, C ii, Si ii and N v lines which fall outside the Lyman forest,
while limiting Si ii only to the strong transition λ1260; includes the apparent partial Lyman limit
system at z = 3.381 in Q1422+2309C;6 excludes all components in a system showing significant
Lyman α damping wings for any of its components; 7
sample sb—includes all components in sample sa with the exception of the few having ionic
members which are saturated (shown in square brackets in the tables); adds lines of Si ii λλ1304,1527
if outside the forest (but upper limits are obtained only from λ1260 when it is accessible outside
the forest); adds strong, unambiguous lines in relatively clear regions of the forest for any species
except C iv; includes some components from systems showing relatively mild damping wings in
Lyman α (z = 2.761 in Q1107+4847, z = 2.904 in Q0636+6801 and z = 2.770 in Q1425+6039:
see the footnotes to the tables) but, in order to limit self-shielding effects, uses only components
well-separated in velocity from those having high N(H i).
Sample sa contains 867 C iv components in 185 systems and sample sb, 908 C iv components
in 188 systems. When using these samples, in most cases we also set appropriate column density
6For this relatively simple system there is no evidence in the line ratios for the presence of a low ionization region
(see footnote to Table 7).
7The high H i column density may have been a reason for obtaining the spectra for these systems, which then do
not represent a statistically homogeneous contribution to our data set.
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thresholds on C iv and sometimes additionally on other species (specified in §§6–8) to avoid bias
due to variations in S/N across the redshift range.
6. EVOLVING STATISTICAL PROPERTIES
6.1. Redshift Sampling of C IV, Si IV, C II, Si II and N V
The distribution in redshift of the C iv component column densities, N(C iv), for sample sa
is shown in the top panel of Figure 6. For each system the values appear as vertical distributions
of data points. To avoid confusion in the crowded figures, errors, listed in Tables 2–10, are not
indicated in this and subsequent similar figures; mostly these are relatively small. The histogram
at the bottom of each panel shows the number of sightlines covered at each bin in redshift from the
nine sightlines of this sample. The second and third panels compare component subsets from the
simpler and the more complex systems contained in the C iv sample, arbitrarily taken as systems
respectively having number n 6 6 and n > 7 identified components. The column densities summed
over each system are displayed in the bottom panel.
The panels in Figure 7 give displays for the Si iv, C ii, Si ii (λ1260) and N v component
column densities, in this case corresponding to the top panel of Figure 6 only (note the vertical
scale shifts for Si iv, Si ii and N v relative to C iv). The coverage in redshift outside the Lyman
forest as indicated in the histograms is different for each ion (see Figure 4). Within the permitted
redshift ranges all system components detected in C iv are represented in the other species either
as determined values or upper limits; in both cases Si iv and N v are accepted even if only one
member of a doublet is outside the Lyman forest. Only Si iv and C ii adequately cover the complete
redshift range, while Si ii and N v are rather poorly sampled. By comparing with C iv in Figure
6 it is evident that proportionally fewer of the simpler systems contain detected Si iv components,
and fewer still C ii. Si ii mimics C ii quite closely within the redshift intervals in common. Despite
the meagre coverage, it is interesting to note that at the lower redshifts N v is detected in most of
the few narrow windows available, suggesting that in this range the ion is quite prevalent.
6.2. C IV Component Doppler Parameter–Column Density Relationship
The top panel in Figure 8 shows values presented in the b–logN plane for all C iv components
in sample sa, extending over the range 1.6 < z < 4.4. The large majority of components are well
resolved. The lower bound in b-value seen in the diagram for these data comes both at about
the minimum value resolvable and near the level of thermal broadening for gas at ∼ 104 K. In
the lower two panels the plot is given separately for z < 3.1 and z > 3.1 where the data divide
into roughly equal numbers of components (and, it so happens, systems). We see that there is no
marked difference between the lower and higher redshift plots except perhaps for a mild extension
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to higher column densities at the lower redshifts.
We note that observational biases are present or potentially present in these data (Rauch et al.
1992). Foremost, the unfilled triangular zone tending to the top left of the diagrams arises because
at lower column densities the broader, and therefore shallower, components become relatively more
difficult to detect above the noise. Thus, the broadest components are detected only at the higher
column densities. In addition, there is a tendency for weak, broad components to be masked by more
numerous, narrower components which, in general, overlap with them. Broad, shallow systems can
also be confused with small residual undulations in the continuum level. Indeed, trial simulations
indicated the magnitude of these effects is greater than expected simply from the limitation of S/N
in the data.
A second possible bias is for the intrinsic narrowness of some lines to be hidden when ap-
proaching line saturation. This would affect the b-values for the narrower, higher column density
components at the bottom right of the diagrams. However, trials showed this is not a significant
effect within the range of column densities in our data set.
A potential third effect can be expected from unseparated blends of closely overlapping com-
ponents which would then appear as single components with larger b-values and higher column
densities. While recognising that defining components as entities is an approximate process, and
that we have aimed to introduce the minimum number of components to fit the spectral profiles, we
believe that beyond our resolution limit such blending occurs relatively rarely in our high quality
data.
There is some evidence for a small rise in the b-values at the lower boundary of the plots with
increasing N(C iv), amounting to ∼ 1 km s−1 over a factor of more than 100 in column density,
possibly reflecting the latter two bias effects at some level. This is somewhat less than the effect
noted by Rauch et al. (1996) using a smaller data set.
In following sections we keep in mind particularly the first of these bias effects.
6.3. C IV Component Column Density and Doppler Parameter Distributions
Figure 9 shows the distributions of N(C iv) and b(C iv) for all components of sample sa.
Again we compare values for the ranges 1.6 < z < 3.1 and 3.1 < z < 4.4 (having means 〈z〉 = 2.51
and 3.58) and also separately show plots for the simple and complex systems as defined in §6.1.
For N(C iv) there is a mildly significant difference between the component distributions of
the simple and complex systems, with the latter peaking at a value about three times higher than
the former. In contrast, the distributions of b-values are quite similar. It is clear, however, that
the apparent shapes of these distributions are strongly influenced by the incomplete sampling in
the “exclusion” zone explained in the last section, which severely distorts the true shapes of the
distributions. This effect is manifested inN(C iv) by the sharp fall towards smaller column densities
– 15 –
beyond the peak at log N(C iv) ∼ 12.5. In b(C iv) the presence of a peak and the fall to small
values beyond it are probably real, while the sampling deficiency brings about a too-rapid fall in
the tail of the distribution extending to larger b-values.
Confining attention to the well sampled regions, here we see more quantitatively than in
Figure 8 that there is little significant bulk change for either b(C iv) or N(C iv) from higher to
lower redshifts. In particular, there is no discernible change in the behaviour of the components of
simpler and more complex systems with redshift.
6.4. C IV System Column Density and Velocity Spread Distributions
In Figure 10 we give histograms similar to those in Figure 9 but now for the total system
C iv column density, Nsyst(C iv), and the total spread in velocity between system components,
∆vsyst(C iv). Because of the way they are defined both parameters show a marked difference
between the distributions for simple and complex systems.
The effect of incomplete sampling of low column density components is more complicated in
these cases than for the component distributions just described. For systems the sampling deficiency
is diluted because the weak components are not in general concentrated near low Nsyst(C iv) but
are spread among the systems, most of which contain several stronger components. Only the single-
component systems directly mirror the sampling effect; the presence or absence of weak components
embedded in systems with relatively high aggregate column densities cannot significantly influence
the detection of these systems. It is possible that a proportion of the fall to small values of
total column density is real. Similarly, for ∆vsyst(C iv) there would be only a mild effect due to
incomplete sampling, dependent on how the broad and narrow components are distributed within
a multi-component system.
There is no large change with redshift in the distributions for Nsyst(C iv) but there is a hint
that in the higher redshift data set there is a bias towards relatively smaller values. For ∆vsyst(C iv)
there is a clearer change, with systems at the higher redshifts covering a smaller velocity range.
6.5. Relations between C IV System Column Density, Velocity Spread and Number
of Components
Some significant relationships between Nsyst(C iv), ∆vsyst(C iv), and the number of com-
ponents detected in a system, nsyst(C iv), are shown in Figure 11, again comparing values for
1.6 < z < 3.1 and 3.1 < z < 4.4. Nsyst(C iv) is strongly dependent both on nsyst(C iv) and
∆vsyst(C iv) and, in turn, there is a strong proportionality between the latter two. Note that in
these logarithmic plots, systems with only one detected component (i.e. nominally of zero veloc-
ity extent) are excluded. Petitjean & Bergeron (1994) found similar relationships involving total
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equivalent width rather than column density. We find no marked systematic changes with redshift
in any of the relationships.
6.6. C IV Component and System Differential Column Density Distributions
Figure 12 gives the C iv differential column density distribution function f(N,X) for both
the individual components of sample sa and for these summed as systems, each in the same two
redshift subsets as before. The data are summed over the bin size 100.3N as shown and the vertical
error bars are ±1σ values derived from the number of absorbers in each bin. The function f(N,X)
is defined as the number of absorbers per unit column density per unit absorption pathlength,
d2N/dNdX (this accounts for the multiple redshift coverage from the different sightlines), where
for a given redshift interval dz, the ΛCDM cosmology-corrected absorption pathlength interval dX
is given by
dX =
(1 + z)√
ΩM(1 + z) + ΩΛ/(1 + z)2
dz (Ω = 1) (1)
where Ω = ΩM +ΩΛ and we use ΩM = 0.3, ΩΛ = 0.7.
First, for the components, there is remarkably little difference between the two redshift subsets.
The incompleteness at low column densities seen in Figure 8 causes the turnover below N ∼ 1012.5
but, otherwise, the observed distribution can be approximated as a power-law f(N,X) ∝ N−β up
to N ∼ 1013.5 when the observations again fall away because very few components have higher
column density. There is a hint that this fall-off is greater at high redshift. The power law slope
is closely similar for both redshift subsets; we obtain β = 1.84 for these combined and show this
in the figure. For a lower resolution sample with 〈z〉 = 2.65 Petitjean & Bergeron (1994) obtain
β = 1.64.
For the systems, there is similarly little difference between the two redshift subsets. The drop
below N ∼ 1012.5, evidently proportionally greater than for the components, again contains the
incomplete sampling effect explained in §6.4. A power-law fit over the range N = 1013.0–1014.3
with β = 1.6, as shown, is a good representation. With sparser data Ellison et al. (2000) obtained
β = 1.44 for systems near z = 3.2 while Songaila (2001) from more extensive data found β = 1.8
for her sample over the range 1.5 . z . 4.5. We notice Songaila’s results extend to somewhat
higher column densities than we find in our system data set. Including the seven complex systems
with mildly damped Lyman α profiles (and separated from the emission redshift by & 3000 km
s−1) makes very little difference to our results, either in the system or component cases.
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6.7. Redshift Evolution of System Ionic Number Densities and Population Total
Column Densities
In Figure 13 we display redshift evolution plots for all the observed species in the systems of
sample sa. As a baseline we select systems having total column density Nsyst(C iv) > 1×10
12 cm−2,
yielding 179 systems, and additionally apply the individual thresholds indicated in the figure for
Si iv, C ii, Si ii and N v. Imposing these thresholds gives close to homogeneous sampling for each
ion over the observed redshift range.
Looking first at C iv, the six panels give the total number of systems per unit redshift interval
dNsyst/dz and the aggregated column density per unit redshift interval dNtot/dz as a function of
redshift for the sets of all, simple and complex systems in sample sa as defined previously. The data
are corrected for multiple redshift coverage and summed over the arbitrarily adopted bins indicated
by the horizontal bars. The indicated ±1σ uncertainties for dNtot/dz are based on the number of
systems present in each bin weighted by system total column density, and are dominated by the
few systems with highest column densities. For dNsyst/dz the number alone of systems detected
above the column density threshold defines the indicated uncertainties. The resultant distributions
in redshift are remarkably constant, although some mild trends are apparent.
To examine the evolution of the number density of systems with redshift, N (z) (≡ dNsyst/dz),
in the comoving volume we use (Misawa et al. 2002)
N (z) = N0
(1 + z)2+ǫ√
ΩM(1 + z)3 +ΩΛ
(Ω = 1), (2)
where N0 is the local value of N (z) and we take ΩM = 0.3, ΩΛ = 0.7 as before. If the absorbers
have constant comoving volume density and constant proper size then ǫ = 0. The same form can
be used for the comoving total column density of the absorber population by substituting N(z)
(≡ dNtot/dz) and N0, and we put κ in place of ǫ to identify the evolution in this case.
In the left panels (dNsyst/dz) we show in dotted lines fits to the three data sets for unevolving
populations. In dashed lines we give actual fits to the data, with ǫ = 0.35 (all), ǫ = 0.5 (simple) and
ǫ = −0.25 (complex). The latter fits give only a small improvement over the unevolving cases and
within the uncertainties the data are consistent with no evolution in number density. Misawa et
al. (2002) using their combined sample EM15 including data from Sargent, Boksenberg, & Steidel
(1988a) and Steidel (1990) obtain ǫ = −1.18, quite strongly evolving in the sense of increasing
number density with cosmic time as the two earlier studies had found (largely with the same data).
However the two samples are very different. Ours is a very sensitive survey of relatively few QSOs
and contains a large number of weak systems; the other surveys have much lower resolution and
yield only strong systems, with rest-frame equivalent width W0 > 0.15 A˚ (implying Nsyst(C iv)
& 5× 1013 cm−2), from nearly an order of magnitude more QSOs yet with fewer (136) redshifts in
the combined sample. Systems in our sample with column density greater than this high threshold
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show, within rather large errors, C iv evolutionary behaviour consistent with the earlier studies,
although we agree with Misawa et al. that the number density is about twice that found by Steidel
(1990).
In the right panels (dNtot/dz) we show dotted line fits to unevolving populations as before.
This describes the simple subset well but there appears to be a departure for complex systems which
show an excess below z = 3, reflected also in the full sample. The dashed line actual fits to the
data have κ = −1.2 (all), κ = −0.56 (simple) and κ = −1.4 (complex).
For the complex systems the derived positive evolution in total C iv column density with cosmic
time yet with constant number density indicates an increasing mean column density per system.
In contrast, the simple systems (these make up the bulk of the systems for C iv) are consistent
with being a fully unevolving population. A difference in evolution between weaker and stronger
systems was noticed by Steidel (1990) in his high column density sample.
We note that changes in the threshold column density produce little, if any, significant effect
on the total column density values because the stronger systems dominate in the totals. For the
subset of complex systems changes in the threshold also have little effect on number density because
they are detected well above the threshold imposed for the full sample. For the simple subset the
column densities range down to low values so the number density here is sensitive to the adopted
threshold; nevertheless, doubling the threshold to Nsyst(C iv) > 2×10
12 cm−2, for example, makes
relatively little change to the total number of systems detected in the full sample (164 from 179)
and does not change our conclusions.
Like C iv, Si iv shows little evidence for evolution in number density (dotted line) for the full
sample. There is a hint that this is the result of countervailing trends in the simple and complex
subsets (for all species these are defined by the parent number of C iv components) but the data
are also consistent with unevolving contributions from these subsets. In total column density Si iv
appears to evolve in similar fashion to C iv. However, in the complex subset the unusually strong
(for Si iv) system at z = 1.927 in Q1626+6433 (Figure 3) has a large effect on the observed trend.
To illustrate this the lowest redshift bin is plotted in two forms, one containing the z = 1.927 system
and one beginning at z = 2.0 which excludes it. The resulting, unevolving, trend in the latter case
may be more typical of the redshift evolution of Si iv total column density. This alternative binning
is also shown in the full data set, with the same conclusion. (In C iv, however, we find the observed
rise at low redshift is not significantly influenced by the z = 1.927 system.)
Changes with redshift appear greater in C ii, although here the data are rather limited and
the errors are large. Complex systems now strongly dominate the population (note the large scale
change in dNtot/dz for the subset of simple systems); consequently, these and the full sample follow
closely similar behaviour. They indicate strong positive evolution with cosmic time both in number
density and total column density, although not with high significance. (In C ii the strong z = 1.927
system is in the Lyman forest, so not included.)
The data are even more limited for Si ii and accidental sampling of strong systems (see Figure 7)
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enhances the lower bin in z. It is interesting that N v, sampled even more poorly in redshift,
indicates a steep rise in total column density per mean system with cosmic time. This trend
implies increasing levels of ionization and seems to conflict with C ii which indicates the reverse.
The lack of evolution in C iv total column density in terms of the simple systems and the
mild evolution of the complex systems is surprising because it depends not only on the evolution
of overall abundance of carbon, but also on the shape and normalization of the ionizing radiation
background and the density of the absorbing regions. Over the extensive redshift range observed,
large changes would be expected a priori in response to the evolving baryon density and character
of the ionizing sources and the development of structure, even for constant metallicity. Si iv, insofar
as the data allow, presents a broadly similar picture to the behaviour of C iv. Nevertheless, C ii
and N v do indicate evolutionary changes, although these appear to be contradictory. However,
we need to be cautious in interpreting all the observations in Figure 13 in this way because we are
not here identifying the detailed ionization balance in isolated absorbing regions but taking a more
global view of the individual properties of the ionic species. We return to this issue in our analysis
of ionization conditions in the system components in §8.
6.8. Evolution of C IV Mass Density
The comoving C iv mass density is given by
ΩC iv(z) =
H0 mC iv
c ρcrit
∑
Ntot(C iv, z)
∆X(z)
, (3)
where ρcrit = 1.89×10
−29h2 g cm−3 is the cosmological closure density, mC iv is the mass of the ion
and H0 = 100h km s
−1 Mpc−1. We calculate ∆X(z) from equation (1) and
∑
Ntot(C iv, z) from
the data in Figure 13. The four bins we show for C iv in the figure have mean redshifts 〈z〉 = 2.1,
2.7, 3.2, 4.0. For the full sample (top panel) and using h = 0.71 (Spergel et al. 2003) we obtain
respective values ΩC iv = (5.7± 2.3, 3.6± 1.3, 3.2± 0.8, 2.9± 1.0)× 10
−8 (1σ uncertainties). These
values are formally consistent with being invariant over the range 1.6 < z < 4.4 but also suggest a
mild evolutionary increase in ΩC iv with decreasing redshift, in contrast to system number density.
Songaila (2001, 2002) also found a more or less constant trend in the same redshift range; she
assumed a q0 = 0.5, Λ = 0 cosmology and when this is adjusted to the cosmology used above our
values of ΩC iv agree with Songaila’s within the errors.
The mean of our values over the redshift range is 〈ΩC iv〉 = (3.8 ± 0.7)× 10
−8 at 〈z〉 = 3.1. If
we compare the lowest redshift bin with the mean of the other three (over which the values are very
similar) we get formally ΩC iv = (5.7± 2.3)× 10
−8 at 〈z〉 = 2.1 and 〈ΩC iv〉 = (3.2± 0.6)× 10
−8 at
〈z〉 = 3.3.
The subset of simple systems, showing no evidence for evolution over the full redshift range,
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yields 〈ΩC ivspl〉 = (1.5 ± 0.4) × 10
−8 at 〈z〉 = 3.1. For the complex systems over the same redshift
range 〈ΩC ivcplx〉 = (2.5±0.6)×10
−8; however, given the positive evolution in C iv mass density, we
again compare the lowest redshift bin with the mean of the other three and get formally ΩC ivcplx =
(4.1 ± 2.2)× 10−8 at 〈z〉 = 2.1, and 〈ΩC ivcplx〉 = (1.8 ± 0.5) × 10
−8 at 〈z〉 = 3.3.
To estimate the total carbon mass density, ΩC, we need to know the C iv ionization fraction
fC iv = nC iv/nC. In §10 we find that the metagalactic ionizing radiation field at z . 2.7 is
dominated by QSOs, from which we determine that fC iv peaks at 0.25 for optically thin, low
metallicity absorbers (Songaila (2001) takes 0.5 for the ionization fraction). Using our value as
an upper limit gives ΩC ≥ (2.3 ± 0.9) × 10
−7 for the full sample in the 〈z〉 = 2.1 bin. At higher
redshifts we deduce in §10 that the absorbing clouds are ionized by a galaxy-dominated radiation
field and in this case find fC iv peaks at 0.38, giving ΩC ≥ (7.7± 2.7)× 10
−8 for the full sample in
the 〈z〉 = 4.0 bin.
We now estimate the average metallicity of the gas in all C iv systems, making the assumption
that our C iv absorbers represent the cool phase of intergalactic matter which also produces strong
H i absorption (as distinct from the “warm-hot” phase, characterized by the strong presence of
O vi). We take the baryon density in the Lyman forest, ΩLy, relative to the total baryon density
obtained from measurements of the cosmic microwave background, Ωb = 0.0224h
−2 with h = 0.71
(Spergel et al. 2003), as ΩLy/Ωb ≥ 0.9 (Rauch et al. 1997b; Weinberg et al. 1997) and obtain (using
the He mass fraction Y = 0.238 (Olive, Steigman, & Walker 2000)) ΩC/ΩH ≥ (7.5 ± 3.0) × 10
−6
at 〈z〉 = 2.1 and ≥ (2.6 ± 0.9) × 10−6 at 〈z〉 = 4.0. Taking the solar value (C/H)⊙ = 2.72 × 10
−4
by number from Holweger (2001) and Allende Prieto, Lambert, & Asplund (2002), we obtain8
[C/H]〈z〉=2.1 ≥ −2.64
+0.15
−0.22 and [C/H]〈z〉=4.0 ≥ −3.11
+0.14
−0.19.
Thus our data suggest a distinct, although not highly significant, rise by a factor ∼ 3 in the
average metallicity of carbon with cosmic time over our observed redshift range z = 4.4–1.6. As
we show in the next section, most if not all of the metal systems we detect are closely associated
with galaxies so we do not in general probe the metal content of the more widespread intergalactic
medium. Consequently, our values derived by comparison with the total intergalactic hydrogen
mass density are underestimates of the metal/hydrogen ratios of the average absorber in our C iv
sample.
Pursuing this, most of our C iv systems relate to Lyman α absorbers with relatively high
column density, as can be inferred from Figure 3. Cen & Simcoe (1997) find from hydrodynamical
simulations that the fraction of mass in Lyman α clouds with N(HI) ≥ 3 × 1014 cm−2 is approxi-
mately 0.25 at z = 2 and 0.13 at z = 4. Using these estimates our values for [C/H] become & −2.0
at 〈z〉 = 2.1 and & −2.2 at 〈z〉 = 4.0, now suggesting a constant metallicity of carbon. The com-
parison with simulations is quite uncertain, however, because the physical state of the Lyman α
8In the usual fashion we express the logarithmic abundance of element X relative to element Y compared with the
solar values as [X/Y] = log(X/Y) − log(X/Y)⊙.
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clouds in the vicinity of galaxies is not typical of the general intergalactic medium (Adelberger et
al. 2003). Nevertheless, these results are not very different from the value [C/H] ∼ −2.5 at z ∼ 3
(with scatter of about 1 dex) obtained from more direct estimates (Songaila & Cowie 1996; Rauch
et al. 1997a).
7. C IV COMPONENT AND SYSTEM CLUSTERING
Previous studies of the two-point correlation function have shown that C iv components cluster
strongly on velocity scales . 200 km s−1, with significant clustering out to a few 100 km s−1 more,
and in some cases extending to larger scales of order 1000–10000 km s−1 (Sargent et al. 1980;
Young, Sargent, & Boksenberg 1982; Sargent et al. 1988a; Steidel 1990; Petitjean & Bergeron
1994; Rauch et al. 1996; Womble at al. 1996). The extension to larger velocities is not a general
property and can be traced to a few unusually complex groups of systems (Sargent & Steidel
1987; Heisler, Hogan, & White 1989; Dinshaw & Impey 1996; Quashnock, Vanden Berk, & York
1996). Clustering similar to that observed in C iv has been measured in Mg ii (Sargent, Steidel, &
Boksenberg 1988b; Petitjean & Bergeron 1990; Steidel & Sargent 1992; Churchill, Vogt, & Charlton
2003). It has been suggested that the clustering signal reflects galaxy clustering, clustering of clouds
within the same galactic halo, or a combination of the two. The issue is complicated by the wide
disparity in velocity resolution, data quality, and sample size among the different observations. The
clustering seen in metals seems to contrast with that observed in H i which in general shows no
significant clustering signal (Sargent et al. 1980), or comparatively weak clustering (McDonald et
al. 2000) at larger column densities (Cristiani et al. 1997). However, in H i much of the small-scale
structure is obscured by unresolved blending of overlapping velocity components due to the greater
thermal broadening (Ferna´ndez-Soto et al. 1996) and the often saturated absorption profiles (see
Figure 3; the H i profiles shown there are selected by detection of associated C iv absorption and
generally are stronger than the majority of the forest lines). We shall return to this point in the
discussion below.
7.1. Two-Point Velocity Correlation Function
In Figure 14 we give velocity two-point correlation functions (TPCF) for the C iv absorbers.
In the standard manner these are normalized to the expected number of pairs per bin computed
for a set of random distributions in redshift space matching the individual wavelength ranges and
number of C iv absorbers observed for each of the nine QSOs in the sample. The simulated
randomly distributed absorbers were collated by pairwise velocity separation in 1000 realizations
and compared with the distribution of velocity separations in the data to derive the correlation
ξ(∆v) = {Ndata(∆v)/Nrandom(∆v)}−1, where ∆v is the velocity in km s
−1 of one cloud as measured
by an observer in the rest frame of the other.
– 22 –
In the top panel of the figure we show the result for the 867 individual components of sample
sa (without a column density threshold limit) spanning the total range 1.6 < z < 4.4 with velocity
resolution 15 km s−1 for ∆v ≤ 370 km s−1 and 20 km s−1 for ∆v ≥ 370. The data points indicate
the middle of the bins, with the first bin excluded because its width is comparable to the width of
the C iv components. The ±1σ errors in the simulated random distribution are smaller than the
data points shown. The mean redshift is 〈z〉 = 3.04. Following the usual pattern, the clustering
signal in our data is strong at small velocity separations while declining steeply with increasing
separation. The velocity correlation length, defined as the pair separation for which ξ(∆v0) = 1, is
v0 = 230 km s
−1, with significant signal extending only to ∼ 300 km s−1.
The second panel includes the same data and also adds individual results for the two subsets
with z < 3.1 and z > 3.1 and respective means 〈z〉 = 2.51 and 3.58. There is a clear difference
between these subsets, with stronger correlation at the lower redshifts. We need to treat this result
with some caution because the data sets belonging to the individual QSOs show substantial variance
in the overall shape of the TPCF. However, on recomputing the TPCF after removing the data
from one or more of the QSOs in several different trial combinations we found that a substantial
redshift variation in the sense shown is always present.
The third panel gives the result when all components of the systems exhibiting significant
Lyman α absorption damping wings (see the footnotes to Tables 2–10 for approximate H i column
densities) are added to sample sa, which we then call sample ds+sa. As before, we include only
systems separated from the emission redshift by & 3000 km s−1. This larger sample of 1020
components may be statistically less homogeneous than the original (see below). The profile is
somewhat lumpier than for sample sa, now with v0 = 330 km s
−1 and significant signal extending
to ∼ 400 km s−1. The increase in ∆v relative to sample sa is consistent with the generally large
velocity widths and richness of the added highly complex systems (see Tables 2–10).
Structure similar to that for sample ds+sa has been found for C iv mixed samples at inter-
mediate and high redshifts in earlier studies (Petitjean & Bergeron 1994; Songaila & Cowie 1996;
Womble at al. 1996; Rauch et al. 1996). Petitjean & Bergeron fitted the shape of the TPCF
by using two Gaussians, obtaining a best fit with velocity dispersions σ = 109 and 525 km s−1
for their full sample and σ = 95 and 450 km s−1 for a selected subset. With a higher resolution
sample Rauch et al. found need for a three-component Gaussian fit with σ = 22, 136 and 300 km
s−1. Following the same procedure for our samples sa and ds+sa, we parameterized the TPCF as
a multi-component Gaussian
ξ(∆v) = A1 exp
(
−
∆v2
2σ21
)
+A2 exp
(
−
∆v2
2σ22
)
. . . , (4)
where An is the amplitude of the n
th component; the results are shown in Figure 14. First, for
sa, we achieve a very good two-component fit with σ1 = 47.5 km s
−1, A1 = 8.2, σ2 = 112 km
s−1, A2 = 10.2. A one-component fit is ruled out and more than two components is unnecessary.
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For the separate contributions in the two redshift ranges z < 3.1 and z > 3.1 we obtain fits each
with a narrow component identical to that in the full sample and one broader one with σ2 = 100
km s−1, A2 = 14.5 and σ2 = 124 km s
−1, A2 = 6.7, respectively. For ds+sa we obtain a good
two-component fit with σ1 = 47.5 km s
−1, A1 = 10.3, σ2 = 150 km s
−1, A2 = 10.5; here the narrow
component has the same width as before but a slightly larger amplitude. A three-component fit,
shown in the figure, does slightly better overall, with a narrow component again identical to that
in sa and others with σ2 = 85 km s
−1, A2 = 5.0, σ3 = 170 km s
−1, A3 = 7.5, although there is a
slight excess in the tail of the function which is better matched by the two-component fit.
The bottom set of panels in the figure gives results for the data treated as systems; here the
±1σ errors in the random distributions (significantly larger than for the components because of the
smaller numbers) are shown by bounding thin lines. In the first panel, the result obtained using
the 192 system redshifts for sample ds+sa with velocity resolution 500 km s−1 and extending to
∆v = 12000 km s−1 is shown on an expanded vertical scale. The TPCF is notably flat over the
whole range of separations, demonstrating clearly that the systems of C iv absorption lines are
randomly distributed. Using the purer sample sa gives an almost identical result because the seven
complex, mildly damped systems in sample ds+sa contribute to the total with equal weight to the
rest of the systems (we have given the ds+sa case to demonstrate that this result is not specific to
sample sa). We find the same pattern for velocity resolutions below 500 km s−1 as well as up to
several 1000 km s−1 and ∆v beyond 50000 km s−1; a large-scale example is in the second panel of
the set.
Typically a system spans a few 100 km s−1. Almost all the systems extend over less than 300
km s−1 and most extend less than 150 km s−1 (see Figure 10). Searching more finely on the smaller
scale, in the third panel of the bottom set we show the TPCF for a subset of the sample in which we
include only the 146 systems having velocity spread ∆vsyst(C iv) < 150 km s
−1, and use velocity
resolution 150 km s−1. Here again the result is indistinguishable from a random distribution.
Summarising the above results, for components, we observe, as others have already noted, that
the detailed shape of the TPCF depends on the specific contents of the samples used, although
broadly the results are similar. Our larger sample both gives better statistical definition than before
and excludes QSO spectra containing known, highly untypical, complex groups of strong systems,
such as for PKS 0237−233, which can dominate the correlation signal particularly at larger ∆v
(Heisler et al. 1989). Furthermore, by also excluding the few unusual systems containing significant
Lyman α damping wings, we regard our sample sa as representing the “normal” great majority
of C iv absorption systems. With this sample of components we obtain a more compact TPCF
than in most other work and find no evidence of clustering at large ∆v. Specifically, the shape of
our observed TPCF does not require Gaussian components as broad as those found by Petitjean
& Bergeron (1994) or Rauch et al. (1996). Churchill et al. (2003) came to a similar conclusion
for Mg ii absorbing clouds. Most importantly, we do not see evidence of system clustering in our
sample on any scale from ∆v as small as 150 km s−1, where the general components clustering
signal is still strong, out to very large separation values. We now use these results to investigate
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the origin of the correlation signal.
7.2. Comparison with Galaxy Clustering
It seems that for all our component samples in the top three panels of Figure 14 the TPCF has
a common narrow core component, with broader components whose characteristics depend on the
precise definition of the sample. While this gives a clue to the dynamical makeup of the absorber
population we should bear in mind that this is a contrived description of the TPCF (we found an
exponential fit is almost as good in all cases).
For galaxies, the TPCF is a simple, fundamental statistic of the galaxy distribution. Estima-
tions of real-space galaxy clustering yield a TPCF very close to power-law form over a broad range
of scales (Loveday et al. 1995; Zehavi et al. 2002; Hawkins et al. 2003), although on detailed exam-
ination this is seen to be largely fortuitous (Zehavi et al. 2003). The parameters of the power-law
depend on the characteristics of the sample galaxies, dominantly on their luminosity (Norberg et
al. 2002). Galaxy clustering in redshift-space, on the other hand, is strongly affected by gravita-
tionally induced distortions. On small scales, random peculiar velocities will cause clustering to
be underestimated, while on large scales coherent infalling bulk flows will lead to an overestimate
of the clustering amplitude (Kaiser 1987). Consequently, the form of the redshift-space TPCF
departs considerably from a simple power-law (Zehavi et al. 2002; Hawkins et al. 2003). Large scale
ΛCDM simulations show good correspondence with the observed galaxy clustering (Benson et al.
2001; Weinberg et al. 2003). In particular, these simulations predict remarkably little comoving
clustering evolution from high redshifts to the present epoch (although the underlying dark matter
clustering evolves strongly), agreeing well with a recent estimation of the spatial TPCF from a
sample of Lyman-break galaxies at z ∼ 3 (Adelberger et al. 2003).
Figure 15 reproduces the sample sa component TPCF in logarithmic form; we include the
two-component form of Gaussian fit as in Figure 14. The stepped horizontal lines give the system
TPCF +1σ bin errors from the bottom set of panels of Figure 14 taken as upper limits, in to 500
km s−1 from the first panel then to 150 km s−1 from the third. We convert the velocity scale for
our sample at 〈z〉 = 3.04 to h−1 comoving Mpc using ΩΛ = 0.7, ΩM = 0.3 and Hubble constant
h in units of 100 km s−1 Mpc−1 and show this at the top of the figure for comparison with the
galaxy estimations. The two differently-scaled short-long-dashed lines are results from the large
2dF Galaxy Redshift Survey (Hawkins et al. 2003) for the galaxy real-space TPCF as fitted by
the power-law (r/r0)
−γr with r0 = 5.05h
−1 Mpc, γr = 1.67 and the corresponding redshift-space
TPCF as fitted peacemeal by the power-law (s/s0)
−γs with s0 = 13h
−1 Mpc, γs = 0.75 at small
scales, and s0 = 6.82h
−1 Mpc, γs = 1.57 around s0. The dotted line is the spatial TPCF for
Lyman-break galaxies from Adelberger et al. (2003); in redshift-space this should show distortion
of similar character to the nearby samples.
Figure 15 shows clearly that above ∆v ∼ 150 km s−1 the (one-dimensional) TPCF for the C iv
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components dips significantly below the TPCF found for galaxy clustering. This effect is more
pronounced for the galaxy redshift-space TPCF which is the more appropriate for comparison. In
addition, the lack of significant absorber system clustering observed above ∆v = 150 km s−1 gives a
very substantial deficit in clustering amplitude relative to galaxies out to at least ∆v ∼ 1000 km s−1.
7.3. Absorbers and Galaxies
To complete the picture we now consider observations associating absorbers with galaxies.
Attempts to establish directly how metal absorption systems and galaxies are connected have
focussed on searches for galaxies near the line of sight to QSOs with the same redshifts as the
absorbers (Boksenberg & Sargent 1978; Bergeron & Boisse´ 1991; Steidel, Dickinson, & Persson 1994;
Le Brun et al. 1997; Steidel et al. 2002). Most work of this kind has been done at z . 1 for relatively
strong systems selected by the presence of Mg ii and associated with gas having N(H i) & 1017
cm−2 (i.e. Lyman limit systems). Steidel et al. (2002) investigated the kinematical properties of
several such cases with projected impact parameter 20 . d . 100 kpc. The identified galaxies
appear to be relatively normal spirals, with circular velocities 100 ≤ vc ≤ 260 km s
−1. While the
absorber characteristics are consistent with rotation being dominant also for the absorbing gas,
the total range of velocities, typically 200–300 km s−1, and their placing to one side of the galaxy
systemic redshift, is not consistent with simple disc rotation viewed along a single sightline. (The
expectation that a sightline through a galaxy at large radius would show only a small differential
rotational velocity, contrary to the observed velocity spread of the absorption systems, earlier had
counted against the idea that the velocity structure in the systems is due to motions associated
with single galaxies (Sargent et al. 1988a).) Steidel et al. suggest that models to explain their
observations require either extremely thick rotating gas layers, rotation velocities that vary with
height above the extrapolated galactic plane, or a combination of both, with rotational motion
dominating over radial infall or outflow even for gas well out of the galactic plane. At higher
redshifts, the velocity structure of some of the strongest Mg ii absorbers is suggestive of superwinds
arising in actively star-forming galaxies (Bond et al. 2001) and more generally there is mounting
evidence for the importance of large-scale galactic winds (Pettini et al. 2001; Adelberger et al.
2003). C iv absorption is kinematically strongly correlated with Mg ii and usually extends more
widely in velocity (Churchill et al. 2001; Churchill & Steidel 2002).9 More substantially, from a
large observational sample Adelberger et al. (2003) demonstrate a close association between C iv
absorption systems and Lyman-break galaxies.
9The kinematics of the absorbing gas observed in strongly-damped Lyman α systems (rare, metal systems for
which N(H i) ≥ 2× 1020 cm−2) similarly appears consistent with rotating thick disc geometries (Prochaska & Wolfe
1998), although not uniquely (Haehnelt, Steinmetz, & Rauch 1998; McDonald & Miralda-Escude´ 1999), but there is
difficulty reconciling the high ionization species with the low in the same model (Wolfe & Prochaska 2000).
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7.4. Conclusions on the Identity of Metal Absorbers
In the light of observations linking Mg ii and C iv absorption systems with specific galaxies close
to the line of sight to the background QSO, and the fact that these galaxies have extended kinematic
structure of a few 100 km−1 similar to the C iv systems in our samples, it seems inescapable that
our velocity correlation results for the absorption components in sample sa, contrasting with the
lack of system clustering, are entirely due to the peculiar velocities of the gas present in the outer
extensions of galaxies, not to general galaxy-galaxy clustering. This conclusion is not changed when
we substitute the component sample ds+sa with its bias to highly complex systems. The different
broader components we find in the Gaussian fits to the shape of the TPCF in the various cases
we described earlier may reflect the distribution of the more disturbed cases of outflow into the
extended regions probed, while the ubiquitous narrow component may indicate underlying, more
quiescent, disc-like motion.
The lack of clustering for the C iv systems means there is no obvious observational distinction
between the metal systems and strong H i systems. Because any complex component structure in H i
is largely hidden, the H i absorption lines effectively are counted as systems like the C iv systems.
However, the H i lines are detected in far greater number and probe to much lower densities in the
intergalactic medium, so in general do not represent the same population as the observed metal
systems which are more directly associated with galaxies.
The explanation for the lack of system clustering in our C iv sample, while the systems are
known to be correlated with galaxies, must simply be geometrical: the single sightline available
to each background QSO, although highly extended in redshift, samples the smaller-scale galaxy
population so sparsely that it is a rare occurrence for the gaseous extent of more than one galaxy
to be probed in a given cluster or group. The situation for measurements of galaxy redshifts in
clustering studies is quite different: here, all galaxies in the plane of the sky are included, with
defined sample specifications, and the spatial variance is completely sampled three-dimensionally
on all scales.
It is intriguing that in the range ∆v ∼ 30–150 km s−1 the C iv absorption component cor-
relation function closely coincides with the galaxy redshift-space correlation function where this
is heavily distorted by peculiar velocities (Figure 15). On our interpretation this correspondence
must be fortuitous. Indeed, we find no clustering between systems at ∆v = 150 km s−1 in the same
sample.
We do not, of course, rule out the possibility of more extended correlated structures appearing
when a sightline fortuitously passes along a large-scale filamentary or sheetlike structure of galaxies
in a supercluster, bringing about a rich complex of absorber systems well extended in redshift, but
the incidence of such occurrences must be low (Sargent & Steidel 1987; Dinshaw & Impey 1996;
Qhashnock et al. 1996). Rauch et al. (1996) considered a less extreme version of such a model to
explain the tail of the TPCF found in their smaller C iv sample by Hubble flow velocity extension.
On the other hand, Simcoe, Sargent, & Rauch (2002) find that for the components of a limited
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sample (12) of O vi-selected systems tracing the warm-hot intergalactic medium the velocity TPCF
is similar to the spatial power-law form seen for galaxies, with a comoving correlation length ∼ 7h−1
Mpc. They conclude that for this population the signal is dominated by large-scale structure. C iv
is also present in most of the sample of O vi absorption systems. We stress again, however, that in
the present work we seek to characterize the “normal” situation obtaining for the large bulk of weak
metal absorption systems in the cooler phase identified by C iv. In this respect our work is very
different from large-scale studies using sparse samples of strong C iv systems. Quashnock et al.
(1996) used 373 QSO sightlines having a total of 360 strong C iv absorption systems covering the
redshift range 1.2–4.5 (in contrast, our sample has an average of about 20 systems per sightline).
With a velocity resolution of about 600 km s−1 they found weak clustering, ξ ∼ 0.4, on scales of
superclusters, with significant signal contributed by groups of absorbers in only 7 of the sightlines.
Quashnock & Vanden Berk (1998) extended this study to smaller scales using velocity resolution
180 km s−1 and a restricted sample of 260 strong C iv systems drawn from 202 sightlines, finding
significant clustering of power-law form on scales of clusters and superclusters. Our sample of
numerous relatively weak C iv systems in few sightlines clearly does not probe such large-scale
structure. Nor, as we have seen, do our systems strongly sample galaxies within clusters. Our high
velocity resolution data perform a complimentary role of finely probing the environment in the
vicinity of single galaxies, through the properties of the components of the systems. The smooth
distribution in the TPCF (Figure 15) shown by the components of the full population of systems
ranging from the weakest (very simple) to the strongest (very complex), and the lack of distinction
in clustering between such systems, suggest that spatially all systems are similar objects.
Finally, we consider the apparent evolution in redshift shown in the second panel in Figure
14. Although, as we have found, the comoving number density of C iv systems does not change
with redshift, we shall demonstrate later in this paper that the radiation environment to which
the absorbers are exposed changes markedly with redshift and is very different for the two redshift
subsets used. At the lower redshifts the ionizing radiation from the background QSOs dominates,
while at higher redshifts galaxies close to the absorbing clouds dominate the ionizing flux. The more
diffuse metagalactic illumination of the absorbers on the one hand and the more locally confined
exposure on the other, could influence the observable geometrical spread of the systems. We see
in Figure 10, for example, that the distribution in system velocity spread changes with redshift.
Although velocities do not simply translate to spatial distribution, the apparent evolutionary change
in component clustering presumably reflects such differences.
8. EVOLVING IONIZATION BALANCE
8.1. Redshift Evolution of Ionic Ratios
In Figure 16 we show the distribution in redshift of the column density ratio Si iv/C iv for
absorbers in which Si iv is accessible. As before, the obvious vertical associations are members of
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the same system. In all cases we take N(C iv) > 1× 1012 cm−2 as an acceptance threshold.
The top left panel displays the component values for the full sample sb. The related panel
on the right gives median values obtained over the redshift spans defined by the horizontal bars;
the indicated uncertainties are 1σ bootstrap values. Unlike the single-species redshift distributions
presented in §6, here we do not need to correct for multiple redshift coverage because each ionic
ratio value represents an independent measure of absorber ionization balance (although incomplete,
as we explain later). The upper limits shown in the left panel are included in the median values;
the occasional high upper limit coming above the derived median does not significantly influence
the accuracy of the results. It is striking that within the small uncertainties the median value of
Si iv/C iv is consistent with being constant over the whole observed range 1.9 < z < 4.4.
In the second and third sets of panels we show the component data for the subsets of simple
and complex systems defined as before. For the simple subset there is a significant continuous fall in
the median with cosmic time, by about 0.4 dex over the observed range, while the complex subset,
again, is consistent with being constant over the range.
In the bottom panels we use sample sb to show total system ionic ratios, obtained after first
separately summing the individual Si iv and C iv component values. Once again, there is no
detectable change in the median over 1.9 < z < 4.4. Although we have earlier explained the
shortcomings of using total system values for ionic ratio determinations we give these in the figure
for comparison with earlier work by Songaila & Cowie (1996) and Songaila (1998). These authors
have argued that their observed evolution of Si iv/C iv, which shows a jump at z ∼ 3 by at least
0.5 dex in the median, requires a sudden hardening of the ionizing background that is consistent
with an abrupt reduction at that redshift in the opacity of the evolving intergalactic medium to
He ii ionizing photons as He ii completely ionizes to He iii. We have earlier reported that we have
not found such a jump (Boksenberg 1997; Boksenberg et al. 2001), a result also found by Kim,
Cristiani, & D’Odorico (2002), and we confirm this with the more extensive investigations here.
The reason for the difference between our findings and the previous work is not clear.
Nevertheless, use simply of the ratio Si iv/C iv to measure the influence of He ii ionizing
radiation on the absorbers has significant limitations and we do not make any claims concerning
the evolution of the ambient ionizing spectrum based on Figure 16. While the components in
a given system might be expected to receive the same exposure to the metagalactic radiation,
their extensive vertical distributions within systems show directly that Si iv/C iv cannot be a
unique indicator of the ionizing flux. Most likely this is because of differences in density among the
individual absorbers within a system. We also note that the totalled values plotted in the bottom
panel have a scatter of more than an order of magnitude.
Several workers have found support more directly for high He ii opacity in the intergalactic
medium at z & 3 (Reimers et al. 1997; Heap et al. 2000; Kriss et al. 2001; Smette et al. 2002).
Schaye et al. (2000b) and Theuns et al. (2002) showed that He ii reionization at z ∼ 3.5 results
in an increase by a factor 2 in the temperature of the intergalactic medium at the mean density
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and found evidence for such a jump from observations of Lyman α forest lines. Bernardi et al.
(2003) have claimed a sudden depression in the Lyman forest effective optical depth at z ∼ 3.2 by
∼ 10% which is consistent with He ii reionization. However, analyses by McDonald et al. (2001)
and Zaldarriaga, Hui, & Tegmark (2001) do not show a significant temperature change at these
redshifts, although the temperatures they found are higher than expected for photoionized gas in
ionization equilibrium with a cosmic background, as can be explained by gradual additional heating
due to ongoing He ii reionization.
Displays corresponding to the top panels in Figure 16 are given in Figure 17 for the column
density ratios C ii/C iv, Si ii/Si iv, Si ii/C ii and N v/C iv, although for all but the first there
is more uncertainty arising from upper limits. The median C ii/C iv values show rather more
variation with redshift than Si iv/C iv, with a progressive rise by ∼ 0.4 dex over z ∼ 3.7–1.9.
Si ii/Si iv values show a yet steeper trend, rising by ∼ 0.7 dex over this range, while the trend of
Si ii/C ii appears quite flat, although in both cases the data are sparse. N v/C iv values indicate
a rising trend from z ∼ 3.5 to lower redshifts but there are too few data within the few narrow
windows for which N v can be studied to indicate the behaviour at the higher redshifts.
Although some collective inferences might be made about the radiation environment from
the data in Figures 16 and 17, the fact remains that individual ionic ratios give only partial
evidence of ionization state. In following sections we use combinations of these ratios as more
complete indicators with which to derive information on the evolution of the ionizing spectral
energy distribution and the physical properties of the absorbers.
8.2. Redshift Evolution of Ionic Ratio Combinations
In Figure 18 we give two-dimensional column density ratio displays of Si iv/C iv : C ii/C iv
derived for the individual components in sample sb for which we can either measure or obtain an
upper limit for Si iv and C ii, again taking N(C iv) > 1× 1012 cm−2 as an acceptance threshold.
In the left panels we compare our full data set for these ratios in three redshift ranges with model
predictions of the Cloudy code (Ferland 1996; version 90.04) computed for one-sided illumination
of a plane-parallel slab of low metallicity gas (Z = 0.003 × solar) optically thin in the H i Lyman
continuum (N(H i) = 1015 cm−2).10 We use a recent version of the Haardt & Madau (1996)
photoionizing background kindly provided to us (Haardt 1998; see §10.1) to represent the evolving
contribution of QSOs alone at redshifts zHM = 2.3, 3.0, 3.9, appropriate for the redshift ranges of
the data, and give the mean intensity at the H i Lyman limit, Jν0 , for these cases in the caption to
the figure. We introduce the cosmic microwave background at these redshifts to include Compton
10We use these as nominal values convenient for illustration and do not imply that they are specifically demanded
by the observations. The effects of varying the properties of the absorbers are considered in §8.4.
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cooling of the absorbers.11 In this modelling we include solar relative metal abundances as listed in
Cloudy (Grevesse & Anders 1989; Grevesse & Noels 1993), but for Si additionally use a higher value
to conform with observations relating to early, low-metallicity environments. Galactic metal-poor
stars show [Si/Fe] extending to ∼ 0.3–0.4 fairly uniformly over the range −3.5 . [Fe/H] . −1, in a
common pattern with other α-elements (McWilliam et al. 1995; Ryan, Norris, & Beers 1996) and is
thought to reflect the yield from Type II supernovae. Depending on the interpretation of corrections
for the presence of dust there is a similar excess in damped Lyman α absorption systems (Lu et
al. 1996; Vladilo 1998; Pettini et al. 2000). On the other hand, C/Fe measurements in metal-poor
stars generally give approximately solar values although with considerable scatter (McWilliam et
al. 1995; McWilliam 1997; Israelian, Garc´ıa Lo´pez, & Rebolo 2000). Based on these data we take
[Si/C] = 0.4 as a representative upper level. The recent revisions of photospheric abundance values
by Holweger (2001) and Allende Prieto et al. (2002) combine to increase the Si/C solar value by
0.19 dex while uncertainties in dielectronic recombination rate coefficients for Si iv and C iv (Savin
2000; Schippers et al. 2003) could translate to a significant systematic lowering or raising of the
inferred ratio as derived with Cloudy for the conditions in our photoionized absorbers. In view of
the existing uncertainties we retain the nominal values in the version of the Cloudy code we have
used.
Unlike the presentation in Figure 16, it is particularly striking that the data now take on a
coherent appearance. Values from components in a given system now string out along a track
with relatively little scatter, accomodating the different ionization states present. For the lowest
range of redshifts (z = 1.9–2.65) the model achieves a good match to the data within the adopted
Si/C bounds (interestingly, in view of the uncertainties mentioned in the previous paragraph),
while towards higher redshifts there is first an upward scatter in the data (z = 2.65–3.4) then a
substantial overall rise, by a factor ∼ 3 (z = 3.4–4.4). We note that at the highest redshifts there
are relatively more components having strong C iv (N(C iv) > 1× 1013 cm−2) and detected Si iv
but only upper limits in C ii (the open symbols with left-pointing arrows out to the low C ii/C iv,
or higher ionization, part of the diagram12), as is already indicated from the data in Figures 16
and 17. Most of the components having both Si iv and C ii with only upper limits have N(C iv)
< 5× 1012 cm−2. We illustrate separately the corresponding behaviour of the simple and complex
subsets of the sample. These figures demonstrate that the components in the simple systems tend
to populate the higher ionization regions of the diagrams while the complex systems have a wider
range of ionization. Both subsets follow the same paths in the diagrams and the same general
evolutionary behaviour with redshift, again suggesting they represent similar objects.
11Compton cooling becomes significant at low densities and high redshifts but the effect is relatively small in the
range of our data (see §10); the cooling timescale may be longer than the age of the Universe at the redshift of
interest (Meiksin 1994). The cosmic microwave background is not included in the Haardt & Madau radiative transfer
computations, which assume a fixed temperature in the ionization modelling (Haardt & Madau 1996).
12The significance of C ii/C iv as an indicator of the ionization state (or in a more restricted sense, the density) of
the absorbers in the context of our observations is explained in §8.4.
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For the undifferentiated sample sb we show in Figure 19 corresponding displays of two other
combinations of the ionic ratios. For Si ii/Si iv : C ii/C iv a single model fit is applicable because
there is no relative abundance dependence. Indeed, the data points tend to cluster more closely
together in the lowest and highest redshift panels than they do in Figure 18. At the lowest redshifts
the model fits the data well. In the highest redshift interval the data generally fall below the model,
while in the middle range there is increased scatter with a trend in the same sense. Again there is
distinct progressive evolution in redshift in the displayed quantities. For Si ii/C ii : C ii/C iv the
model prediction gives good fits to the data points, with no obvious evolution in redshift.
Finally, in Figure 20 we show displays of N v/C iv : C ii/C iv. For the model curves we again
use both the solar relative abundance of N/C (upper curve) and an upper bounding value appro-
priate for low metallicity absorbers, reflecting the early production of nitrogen. Henry, Edmunds,
& Ko¨ppen (2000) give data for C/O and N/O in H ii regions and stars from which we obtain
[N/C] ∼ −0.2 at low metallicities, used as the second value in the figure. However, it should be
borne in mind that for both values there is considerable uncertainty in such data. Around the solar
value (where metal-sensitive secondary production of N contributes significantly) there is scatter
of several tenths dex in the observations, while at low metallicity (where primary N production
dominates over secondary) additional departure to considerably lower values of N/C is expected as
a consequence of the relatively long time delay for the release of primary N because of its origin in
lower mass stars. Indications of the latter, with downward dispersion of N relative abundance by
up to 1 dex, are seen in damped Lyman α absorption systems (Pettini, Lipman, & Hunstead 1995;
Lu Sargent & Barlow 1998; Centurio´n et al. 1998; Pilyugin 1999; Pettini et al. 2002; Centurio´n et
al. 2003). We represent this downward dispersion by the shaded region in the figure. At the lowest
redshifts, the match between the data and the QSO ionization model is not as good as in Figures
18 and 19. Nevertheless, while our data for N v are more limited than for the other species and the
relationship between the data and the model is not as clear, an evolutionary trend is again evident
over the the whole observed redshift range. At the highest redshifts N v/C iv extends down to
relatively low values indicated by upper limits only, as we have shown earlier.
It is clear from Figures 18–20 that two-dimensional analyses like those presented are necessary
to make useful interpretations of the ionization properties of the absorbers. We deal with this in
more detail in §10 and explore the effect of varying the spectrum of the photoionizing radiation on
the various ionic ratios we have measured.
8.3. Photoionization Equilibrium or Collisional Ionization?
From the data in Figures 18–20 we see that our assumption that the absorbers are photoionized
is well borne out by the general concordance of the observations with the shapes of the model curves,
albeit with the additional evolutionary effects. It is particularly important to note that there is
no significant distinction between the broader and narrower components in the sample, which fit
equally well. This result confirms that the broader components represent highly turbulent or bulk
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velocity-extended structures rather than regions at high temperature and dominantly thermally
broadened.
We demonstrate this by modelling the additional effect of significant collisional heating on
the ionization equilibrium. We use the lowest redshift case, zHM = 2.3, for which the pure QSO
form of metagalactic ionizing radiation background is dominant. In photoionization equilibrium,
Cloudy modelling at this redshift gives mean temperatures . 5 × 104 K in the C ii/C iv range
of our data; some specific examples are given later in Figure 23. In pure collisional ionization
equilibrium the C iv ionization fraction strongly peaks at 105 K (Sutherland & Dopita 1993) and
there is a peak at the same temperature in a more complicated case of a nonequilibrium radiatively
cooling gas (Shapiro & Moore 1976) as discussed by Tripp et al. (2002). Such a temperature
corresponds to b ≃ 10 km s−1 and is already ruled out for our narrower components (see the b-
value distribution given in Figure 9). In the same circumstances Si iv peaks at a slightly lower
temperature: 0.8× 105 K.
To identify the observable effects of collisional ionization, in Figure 21 we show in plots of
Si iv/C iv : C ii/C iv and Si ii/Si iv : C ii/C iv (corresponding to the top panels in Figures 18 and
19 but with extended axes) idealized models run in Cloudy at three fixed temperatures 0.8, 1.0 and
1.2 × 105 K in the presence of the same metagalactic ionizing radiation background at zHM = 2.3
and for the same absorber parameters as defined in Figure 18. The pure photoionization equilibrium
model as shown before is included for comparison. The assumed Si/C relative abundance values
are adopted as in the previous figures. The collisional ionization curves terminate in the diagrams
where the ionic ratios become independent of total hydrogen volume density in the model (near
n(H) = 3 × 10−2 cm−3). In the absence of ionizing radiation the fixed temperature collisional
models at all densities give single values at these termination points.
At temperatures where collisional ionization would be dominant these models bear no overall
resemblance to our observations. We can conclude that the majority of the absorbers in our samples
are in photoionization equilibrium.
8.4. Effects of Changes in Absorber Parameters
In Figure 22, again using Si iv/C iv : C ii/C iv and Si ii/Si iv : C ii/C iv, we demonstrate
with our zHM = 2.3 photoionization equilibrium model as applied in the top panels of Figures 18
and 19, how these ratios are affected by changes in metallicity, [Z], and H i column density, N(H i).
For clarity we restrict the displays here to the single value of solar Si/C relative abundance. The
nominal case with Z = 0.003 × solar (i.e. [Z] = −2.5) and N(H i) = 1015 cm−2 is shown in thin
continuous lines.
For Si iv/C iv : C ii/C iv (upper panels), changes in metallicity and H i column density have
little effect for log N(C ii)/N(C iv) & −1: significant departures from the nominal case occur only
at lower C ii/C iv values. Comparison with the data in the top panel of Figure 18 suggests that
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most of the components in our sample have [Z] . −1.5 and N(H i) . 1016.5 cm−2. In contrast,
Si ii/Si iv : C ii/C iv (lower panels of Figure 22) is almost invariant to changes in metallicity and
H i column density.
Figure 23 shows corresponding changes in total hydrogen volume density, n(H), and mean
temperature within the gaseous column, 〈Te〉, over the observed C ii/C iv range of our data plots
at zHM = 2.3. Increasing the metallicity leads to a reduction in temperature due to increased
cooling; increasing the column density to about N(H i) = 1016.5 raises the temperature, while
above that column density 〈Te〉 decreases. At the same time there is comparatively little change in
the near-linear relationship between n(H) and C ii/C iv. For a given radiation field C ii/C iv is
thus a good indicator of the gas density (or ionization parameter). Using this, we see from the top
panel in Figure 18 that the absorbers vary in density over the range n(H) = 10−3.5–10−1.7 cm−3.
For the components with Si and C b-values listed independently in Tables 2–10 (i.e. with
b(Si) shown unbracketted: see §§3 and 4) we obtain (following Rauch et al. (1996)) an average
absorber temperature of (2.0± 0.2)× 104 K, broadly consistent with Figure 23 for intermediate to
low C ii/C iv over which Si iv or Si ii are (necessarily) relatively strong. At z < 3.1 and z > 3.1 the
values are (1.9±0.3)×104 K and (2.1±0.4)×104 K respectively, showing no significant change with
redshift. These values are lower than Rauch et al.’s mean of 3.8× 104 K, but as we have explained
in §3, on the one hand we strictly include only the narrower components (b . 10 km s−1), and on
the other, in Rauch et al’s analysis differential blending effects in broader components may give a
tendency to estimate apparently higher temperatures. We explore the temperature properties and
other physical parameters of the absorbers more fully in a further paper (in preparation).
An important conclusion from the results in Figure 22 is that the systematic evolutionary effects
exhibited in the ionic ratios are not caused by changes in absorber properties. For example, the
observed trends in the ionic ratios are the opposite of those to be expected if the mean metallicity
and H i column density of the absorbers increase with cosmic time. We must therefore look to
evolution in the ionizing radiation environment to explain the observations.
9. ABSORBERS CLOSE IN REDSHIFT TO THE QSOS
For comparison with the results given in §§6 and 7, all of which use data selected to avoid
the local influence of the observed background QSOs, we show in Figure 24, in similar displays,
the properties of those absorbers in our sample which are in the near-vicinity of the QSOs. The
data consistently conform with expectations for gas in photoionization equilibrium illuminated by
a hard radiation source: C iv is substantially stronger than Si iv; C ii and Si ii are relatively
weak or undetected; and N v is strong and observed over the full available redshift range. For the
comparisons with model ionic ratio combinations shown in the bottom set of panels, we replace
the metagalactic ionizing flux with a simple power-law spectral energy distribution of the form
fν ∝ ν
−1.8 (Zheng et al. 1997; Laor et al. 1997; Telfer et al. 2002) with 10 times the mean background
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intensity at zHM = 2.3 to represent the dominating radiation of a local QSO, not modified by
transfer processes in the intergalactic medium. Very slight differences between the two redshift
intervals, barely apparent even at low C ii/C iv (i.e. at low density), is the consequence of different
Compton cooling by the microwave background.
10. EVOLVING SPECTRAL CHARACTERISTICS OF THE IONIZING
RADIATION ENVIRONMENT FROM IONIC RATIO COMBINATIONS
In §8.2 we compared our observations with predictions of photoionization models of low metal-
licity absorbers optically thin in the H i Lyman continuum exposed to an evolving metagalactic
ionizing radiation background obtained from radiative transfer computations. There we used a
simple fiducial case including only QSOs as the source of the ionizing background, as in Haardt &
Madau (1996) but updated (Haardt 1998). While we concluded in §8.3 that there is clear indication
from these comparisons that our observations are consistent with expectations of photoionization
equilibrium, there is evidently also a strong evolutionary effect not reproduced by the assumed
ionizing radiation model. Below, we explore the implications of our observations for the spectral
characteristics of the ionizing radiation and move to a more general form of metagalactic radiation
field containing contributions from both QSOs and galaxies, each with their own evolutionary be-
haviour. In addition to using a standard galaxy synthesis model we also investigate the effects of
a contrived galaxy spectral energy distribution.13
We stress that in computing the mean intensity of the metagalactic radiation all cosmically
distributed sources must be included from the outset. The results for different sources cannot be
added since the background radiation intensity determines the ionization balance of the clumpy
intergalactic medium which in turn determines the background radiation intensity. In specific
examples we also include the effects of stars in the local environments of the absorbers. To first
order such contributions can be added incrementally if the flux in aggregate is insufficient to modify
the ionization state of the general intergalactic medium significantly. However, in our application
we do not imply any addition of sources: in effect we are simply defining the location of the absorbers
relative to existing distributed galaxies. Thus, an isolated absorber will be exposed only to the
general metagalactic radiation while an absorber located close to a galaxy will also experience a
direct, possibly dominant, “proximity effect”.
13We acknowledge the generosity of Haardt & Madau in setting up and processing several specific cosmological
radiative transfer models for us (Haardt 1998).
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10.1. New Haardt & Madau Models for the Cosmic Ionizing Radiation Background
Including Template Galaxies
A brief account of their revised radiative transfer computations is given in Haardt & Madau
(2001). We include here a short description of the assumed QSO and galaxy source contributions.
Haardt & Madau now adopt a spatially flat ΛCDM cosmology with ΩΛ = 0.7, ΩM = 0.3 and use
H0 = 65 km s
−1 Mpc−1.
The QSO contribution to the radiation background is based on Boyle et al.’s (2000) two-power-
law blue luminosity function, with the redshift evolution of the break luminosity L⋆B following the
analytical fit described in Madau et al. (1999). The assumed optical–ultraviolet spectral energy
distribution is similar to that given in Haardt & Madau (1996) except in the region shortward of
1050 A˚ where the form becomes fν ∝ ν
−1.8, steeper than the original exponent. The extension into
the X-ray region has also been revised, consistent with the X-ray data from recent spacebourne
missions.
The galaxy contribution is based on the rest-frame luminosity at 1500 A˚, and is assumed to
arise from a young stellar population described by a star-forming galaxy template spectral energy
distribution computed from Bruzual & Charlot’s (1993) isochrone synthesis evolutionary code li-
braries with metallicity 0.2 × solar, Salpeter IMF with M⋆/M⊙ < 125, constant star formation
rate and age 0.5 Gyrs. Evolution of the star formation rate as computed in Madau et al. (1996)
but with the addition of recent high redshift observations (e.g. Steidel et al. 1999) is used to
normalize the 1500 A˚ rest-frame flux of stellar radiation. The emergent ionizing flux at 912 A˚ is
estimated from the 1500 A˚ flux through the escape fraction, fesc, for Lyman limit photons, defined
as the fraction of emitted 912 A˚ photons that escapes the galaxy without absorption by interstellar
material divided by the fraction of 1500 A˚ photons that escapes (Steidel et al. 2001).
In Figure 25 we compare the rest spectral energy distributions of the new models for fesc = 0.05
and 0.5 at the two redshifts zHM = 2.3 and 3.9 with the simple case of QSOs alone as used in
Figures 18–20. We identify these models by QG0.05, QG0.5 and Q, respectively.
10.2. Predictions of Ionic Ratio Combinations using the New Haardt & Madau
Models
We now test the revised model radiation fields against the observed evolution in our ionic ratio
combinations. As before, in our Cloudy modelling we include the cosmic microwave background.14
In Figure 26 we show our Cloudy-generated results for Si iv/C iv : C ii/C iv at redshifts
zHM = 2.3 and 3.9 with our low and high redshift data sets respectively covering 1.9 < z < 2.65
14However, the change in ionization balance due to Compton cooling losses from scattering off the cosmic microwave
background, which increases to higher redshifts, turns out not to be significant in the range of our data.
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and 3.4 < z < 4.4, given in Figure 18. For comparison, at each redshift we plot the results
computed with both radiation models, QG0.05 and QG0.5. The small value of fesc in the former
case may be typical at our lower redshifts as indicated by observations of local and intermediate
redshift star-forming galaxies (Leitherer, Ferguson, & Heckman et al. 1995; Hurwitz, Jelinski, &
Dixon 1997; Deharving et al. 2001; Heckman et al. 2001) and we take the latter as representative
at higher redshifts following the large value of fesc obtained for Lyman-break galaxies at z ∼ 3.4
(Steidel et al 2001). In the corresponding right panels we show the forms of these metagalactic
background spectra in the frequency range effective for photoionization of the absorbers relevant
to our species of interest, and identify the positions of significant ionization thresholds. Compared
with model Q, the intensities are raised at energies below the He ii ionization edge, over which the
relatively soft galactic radiation makes its contribution, and have depressions at higher energies
due to increased He ii continuum opacity from resultant changes in the ionization balance of the
intergalactic medium. At the higher redshifts the magnitude of these effects is proportionally
greater because galaxies make up a much larger fraction of the model ionizing source population.
For our low redshift case in Figure 26 we note that for model QG0.05 the curve traced is quite
close to that for model Q and still fits the data well, but for model QG0.5 there is a substantial
rise in the curve as it progresses into the higher ionization (lower C ii/C iv) region resulting in a
somewhat poorer fit to the data. Thus, our data are broadly consistent with a low value for fesc
and a dominant QSO population. Conversely, for our high redshift data set we see that a high value
for fesc gives a better fit in the higher ionization region of Figure 26. Nevertheless, the overall fit
remains extremely poor because the model is unable to match the data in the intermediate-to-low
ionization part of the diagram.
In Figure 27 we show our corresponding model QG0.05 and QG0.5 results at zHM = 3.9 for
the three combinations Si ii/Si iv : C ii/C iv, Si ii/C ii : C ii/C iv and N v/C iv : C ii/C iv
with the high redshift data sets given in Figures 19 and 20. The Si ii/Si iv case shows very little
change from model Q for either value of fesc and again the data are poorly matched by the models.
For Si ii/C ii both models give broadly consistent fits although, unlike the other ratios, the fit
for QG0.05 remains closer to the data, similar to model Q. The data in the N v/C iv case, being
all upper limits, can be marginally accomodated by varying N/C within the permitted range for
both models QG0.05 and QG0.5. However, QG0.5 is favoured due to the greater reduction of the
He ii continuum, wherein lie the ionization edges of N iv, N v and C iv, with resultant greater
suppression of N v and reduced loss of C iv.
In summary, we have found that we cannot achieve good fits to the observed ionic ratios as a
function of redshift with “standard” metagalactic spectral energy distributions. It is necessary to
modify these. In following sections we investigate specific spectral variations in the ionizing flux.
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10.3. Effect of a Large Reduction in the He II Continuum
First, we ask whether substantial suppression of the metagalactic radiation intensity in the
He ii continuum as proposed by Songaila & Cowie (1996) and Songaila (1998) can improve the fit
to our high redshift data for Si iv/C iv : C ii/C iv (the relevant ionization potentials of the Si and
C species related to the appearance and loss of Si iv and C iv straddle the He ii ionization edge).
As we have already shown in §8.1 this is not indicated by the behaviour of Si iv/C iv median values
as a function of redshift. We now test this hypothesis by arbitrarily modifying the metagalactic
radiation output spectrum, and in the left panel of Figure 28 show two shapes, a horizontal cut
and a deep depression, both beginning with a drop of 4 dex at the He ii edge. Although these are
not self-consistently modelled constructions they serve to give a gross indication of any resultant
effects. We discuss model Q but models QG0.05 or QG0.5 give similar results.
The outcomes in the right panel of Figure 28 for the two shapes differ little and show a large
rise in Si iv/C iv in the high ionization region similar in form to that found in Figure 26 but more
extreme, and evidently go no closer to achieving a fit in the intermediate-low ionization range of
the data. It is clear that this two-dimensional display of ionic ratios has only limited value as an
indicator of He ii continuum opacity. Moreover, from the disposition of the data and upper limits
in Figure 28 it can be seen why simply using the Si iv/C iv ratio, as in Figure 16, is not a useful
tool for this purpose.
In Figure 29 we show corresponding results for the other high redshift ionic ratio combinations
as before. Si ii/Si iv : C ii/C iv shows very little change from the unmodified model Q for either
of the cases and clearly is not sensitive to He ii continuum suppression. Si ii/C ii : C ii/C iv does
change markedly relative to the model Q result and also to those for the QG models in Figure
27, rising higher to give an almost horizontal curve, inconsistent with the trend of the data. For
N v/C iv : C ii/C iv, because of the great reduction of the He ii continuum, the model results in
Figure 29 are significantly lowered and consequently are consistent with the data upper limits.
The results, particularly for Si iv/C iv : C ii/C iv and Si ii/Si iv : C ii/C iv, show that
modifications in the He ii opacity alone do not explain our high redshift data, although the rise
in Si iv/C iv in the higher ionization region of the diagram is helpful in accounting for the points
with C ii upper limits, noted in §8.2. As we have shown in §8.4, increasing the absorber metallicity
or H i column density can have a similar effect.
10.4. Template Galaxies Local to the Absorbers
Next, in view of our conclusion in §7 that the absorbers in our sample are regions located in
the outer extensions of galaxies, we attempted to account for our high redshift observations by
augmenting the metagalactic background radiation with radiation from local stellar sources. As
we have explained, in effect this is a redefinition of the location of the absorber, not addition of
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more sources; thus, a large flux at the absorbers from such localized sources will not violate limits
on the metagalactic radiation intensity defined by the H i proximity effect (Scott et al. 2000). For
a local component we applied the intrinsic galaxy template spectral energy distribution used for
the dispersed galaxies in the new Haardt & Madau QG models, but now not modified by passage
through the intergalactic medium. For ease of reference we use the mean intensity at the Lyman
limit for model Q at zHM = 3.9 (Jν0 = 1.6× 10
−22 erg s−1 cm−2 Hz−1 sr−1) as the “unit” of mean
intensity at the H i ionization edge and scale by factor floc in defining the relative contribution
at the absorber of the radiation that has escaped from the assumed local galaxy. For the actual
metagalactic contribution we used the model Q and QG cases in different trials with floc = 1q–
100q (we add “q” to indicate that this is a multiplier of the pure QSO background case). For
Si iv/C iv : C ii/C iv we again obtained no better than different degrees of progressive rise into
the higher ionization region similar in form to those shown in Figure 26.
In passing, we note that simply changing the intensity of the ionizing spectral energy dis-
tribution at the boundary of an optically thin absorber in photoionization equilibrium makes no
substantial difference to the character of our ionic ratio combination diagrams: it requires suitable
alterations in spectral shape, by means of a contribution that spectrally overwhelms the QSO con-
tribution to the background over 1–4 Ryd, to bring about the relative changes in the ratios of the
form that we are seeking.
We conclude that in both the cosmologically distributed and the locally confined situations,
the assumed form of the synthesized galaxy spectrum adopted in the new models is not able to
account for the observed behaviour of our metal line ratios at high redshifts.
10.5. Contrived Stellar Sources Local to the Absorbers
The general lack of concordance of the models with much of our data at high redshift is not
surprising. The synthesized galaxy model that is assumed in the above discussion must be a gross
approximation in its description of the emergent ionizing flux below 912 A˚, our region of interest.
There are indeed large uncertainties in modelling the properties of the hot star population, both
in the definition of evolutionary tracks and in treating the atmospheres (Stasin´ska & Schaerer
1997; Crowther 2000; Kewley et al. 2001; Pauldrach, Hoffmann, & Lennon 2001; Smith, Norris,
& Crowther 2002). The Bruzual & Charlot libraries use the Kurucz atmospheres given in the
compilation of Lejeune, Cuisinier, & Buser (1997) (to Teff = 50, 000 K) which ignore non-LTE
effects such as metallicity-dependent wind outflows or departures from plane-parallel geometry.
While other synthesis models are available which give somewhat more emphasis to the treatment of
the hot star population (Fioc & Rocca-Volmerange 1997; Leitherer et al. 1999; Smith et al. 2002)
the scarcity of corroborating observations at short wavelengths and in metal-poor hot, massive
stars compounds the uncertainty. The escape fraction, itself an uncertain quantity, gives an overly-
simplistic representation of the form of self-absorption (grey, in a region where it is likely to be
strongly dependent on wavelength). Moreover, the star formation rate is likely to be varying
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(Bruzual & Charlot 1993; Leitherer et al. 1999; Kolatt et al. 1999). Because of the short lives of
massive stars such variation is greatly amplified in the far ultraviolet and, to maintain a high average
luminosity, the duty cycle must be high; accordingly, while a constant star formation rate may be
a good approximation at longer wavelengths this may be too simplistic at the short wavelengths of
interest here.
To investigate what combination of stellar spectral features can achieve a closer match to the
observations we sought examples from available hot stellar atmosphere calculations which could
serve as local sources. Good fits to the data were obtained with selected models from the range of
Kurucz (1979) line-blanketed, LTE, plane-parallel, static atmospheres of solar metallicity readily
available within the Cloudy code. In Figure 30 we show for Si iv/C iv : C ii/C iv the predictions of
a model star of effective temperature 45,000 K and log g = 4.5 (we identify this contrived “galaxy”
by the letter A) taken in combination with the model Q background (and the cosmic microwave
background), for which we achieve a good match to the observed data points with floc = 25q. This
combination model is identified by Q[A25], with the local component indicated bracketted and the
metagalactic, unbracketted. As can be seen in the figure, relative to the model Q background, the
locally-enhanced spectrum has a hump just beyond the Si iii ionization edge15 and a substantial
dip at the C iii edge, which together serve to increase the Si iv/C iv ratio.16
Figure 31 contains corresponding results for the other ionic ratio cases. For Si ii/Si iv : C ii/C iv
use of the model Q[A25] radiation environment now begins to approach a match to the data. On
the other hand, for Si ii/C ii : C ii/C iv there is a slight departure relative to the well-fitting
model Q but the result remains consistent with most of the data. The upper limit values for
N v/C iv : C ii/C iv again can be formally accomodated within the wide permissable range in
N/C.
Corresponding stellar models of 40,000 K and 50,000 K are less effective. We do not claim that
the specific 45,000 K stellar model is physically correct or uniquely valid, as our remarks above
imply, but merely that the character of its ionizing spectrum has features of the required form. A
variety of models from other libraries, including stars of lower metallicity, also approach a match to
the data. While we cannot precisely define stellar populations, it is evident that at high redshifts
the observed rise in Si iv/C iv in the range of intermediate-low ionization and the lowering of
Si ii/Si iv can be explained by a radiative contribution with stellar characteristics which dominate
in the ionizing range between the H i and He ii ionization edges.
15Levshakov et al. (2003) arbitrarily enhanced the intergalactic He ii λ304 recombination emission feature present
in the Haardt & Madau (1996) metagalactic background spectrum by a factor ∼ 4 as a device to fit their observed
ionic column densities in an absorption system near z = 3. To explain such enhancement they suggest the existence
of strong intrinsic λ304 line emission in the distributed QSOs. This universal component would be incompatible with
our data at z = 1.9–3.4.
16Quantitatively this is not as straightforward as it appears because the photoionization cross sections are effective
over quite extensive energy ranges (Verner et al. 1996). The spectral changes also influence the C ii/C iv ratio.
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Although it is usefully indicative, Q[A25] strictly is not a self-consistent model because the
totality of “local galaxies” should equate to distributed galaxies as sources contributing to the
metagalactic radiation background, which is not the case in this approximation. At the least, there
should be a depression in the He ii continuum relative to model Q similar to those shown by the
QG models used in Figure 26. We improve on this in the next section.
10.6. Contrived Galaxy Model for Metagalactic Sources
We now investigate a model in which the distributed population of Bruzual & Charlot template
galaxies contributing to the metagalactic ionizing radiation background contained in the Haardt
& Madau QG models shown in Figure 25 is replaced by a population of “galaxies” contrived from
the single Kurucz 45,000 K stellar model that was used in the previous section, with a source
flux scaling at the H i ionization edge relative to the QSOs by factor fmet where as before this
quantifies the total ionizing radiation that has escaped from the galaxies (Haardt 1998). A model
with fmet = 10Q (“Q” indicates this is a multiplier of the QSO source flux), QA10, which provides
a reasonable match to the data in the case of Si iv/C iv : C ii/C iv is shown in the top panels
of Figure 32. However, for this model Jν0 = 1.8 × 10
−21 erg s−1 cm−2 Hz−1 sr−1 which probably
exceeds the mean intensity of the metagalactic background averaged over the range 3.4 < z < 4.4
of our data (Scott et al. 2000).
Accordingly, in the middle panels we show a match for an arbitrary parallel case with fmet =
3Q, having Jν0 = 6.6 × 10
−22 erg s−1 cm−2 Hz−1 sr−1, consistent with H i proximity effect mea-
surements (Scott et al. 2000) (the spectral energy distribution for this metagalactic component
is shown by the faint line in the figure), now augmented by local radiation again represented by
the same hot star “galaxy” model, with floc = 15q. We call this model QA3[A15]. The combined
mean intensity at the absorbers is Jν0 = 3.0 × 10
−21 erg s−1 cm−2 Hz−1 sr−1. This model gives a
somewhat better fit to the observed data points than does QA10 but tends not to accomodate the
points with upper limits in C ii quite so well because, as we have seen before, the lower suppression
of the metagalactic radiation in the He ii continuum produces less rise in the theoretical curve.
However, it is expected that there would be significant variation in the local ionizing environ-
ments from absorber to absorber which in aggregate will broaden the range of model parameters and
generally lead to better overall fits to the data. In recognition of this likely cosmic variance, in the
bottom panels we extend this model by showing bounds for the range of local source contributions
of mean intensity floc = 3q–25q, identified as models QA3[A3] and QA3[A25], while respectively
using [Si/C] = 0 and 0.4 for the absorbers, which better encompass the data. We recall that the
relatively high ultraviolet opacity of the intergalactic medium at high redshifts means that the
metagalactic background becomes more dominated by the closer sources of the distributed popula-
tion (Haardt & Madau 1996) and this gives further cause for variance in the radiation environment
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of the absorbers.17
Figure 33 shows results for the other ionic ratios corresponding to the bottom panel of Figure
32. Si ii/Si iv : C ii/C iv follows a similar trend to that noted for model Q[A25] in Figure 31;
further improvement still is needed. Si ii/C ii : C ii/C iv is marginally consistent with the data.
We note as before that the depression in the He ii continuum tends to reduce N v/C iv.
10.7. Addition of a Stellar He I Ionization Edge
Here we aim to improve the fits for Si ii/Si iv : C ii/C iv and Si ii/C ii : C ii/C iv by
appropriately modifying the spectral shape of the radiation incident on the absorbers to enhance
the ionization of Si ii relative to C ii, C iv and Si iv, thus preferentially reducing Si ii/Si iv
and Si ii/C ii. We note that the ionization potentials of C ii and He i, 24.376 eV and 24.581
eV respectively, nearly coincide. Main sequence stars cooler than ∼ 35, 000 K show an intrinsic
large He i edge and rapidly falling energy to shorter wavelengths relative to hotter stars; these are
appropriate characteristics with which to produce the desired ionization effects. In the upper panels
of Figure 34 we use as a baseline the same model containing distributed and local contrived hot star
galaxies with fmet = 3Q, floc = 15q as shown in the lower two panels of Figure 32 and add a cooler
local stellar component, B, in the form of a synthetic galaxy spectrum obtained with the Starburst99
facility (Leitherer et al. 1999) using a Salpeter IMF, metallicity 0.2 × solar, M⋆/M⊙ < 20, and
constant star formation rate, with scaling floc = 50q. We identify this model by QA3[A15B50]. The
local (bracketted) A and B components together represent the combined spectral characteristics of
a single synthetic galaxy. The total mean intensity at the absorbers is Jν0 = 1.1 × 10
−20 erg s−1
cm−2 Hz−1 sr−1. Comparison with Figure 32 shows that the addition of component B leaves the
Si iv/C iv : C ii/C iv fit almost unaffected. In the lower panels of Figure 34 is the same case,
but as before representing bounds in cosmic variance, with the two local stellar source components
A and B scaled respectively by floc = 5q, 20q and floc = 25q, 200q, giving models QA3[A5B20]
and QA3[A25B200]. The respective total mean intensities at the absorbers are Jν0 = 5.3 × 10
−21
and 3.5 × 10−20 erg s−1 cm−2 Hz−1 sr−1. Again, for the absorbers in these bounding cases we
have separately used [Si/C] = 0.0 with QA3[A5B20] and [Si/C] = 0.4 with QA3[A25B200]. The
points with C ii upper limits are better accomodated here than in the equivalent case shown in
Figure 32. The results using this case for the other ionic ratios are given in Figure 35. The fits
for Si ii/Si iv : C ii/C iv and Si ii/C ii : C ii/C iv show considerable improvement over those in
Figure 33 and N v/C iv : C ii/C iv remains a good fit to the data.
The heavy dotted line in the lower right panel of Figure 34 is the result of using model
QA3[A25B200] with absorbers of metallicity [Z] = −1.5 coupled with the solar value [Si/C] = 0.0.
17This horizon effect can be seen in Figure 21 from the width of the redshift-smeared intergalactic He ii λ304
emission spike which becomes narrower with increasing redshift.
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This does not increase the ionic model boundaries for Si iv/C iv : C ii/C iv but indicates consid-
erable further improvement for Si ii/Si iv : C ii/C iv and Si ii/C ii : C ii/C iv, as shown in Figure
35, which now give excellent fits to the data for this radiative model.
Once again, we do not claim that the combination radiative model used in Figures 34 and
35 is physically correct, only that the ionizing spectra can give a good collective fit to all our
ionic ratio diagrams. Similar synthesis results producing a significant He i edge can be obtained
for episodic starburst galaxies with more conventional upper M⋆/M⊙. Like model Q[A25] (Figure
30), the model used here is not fully self-consistent because of the incomplete match between the
metagalactic and local radiative contributions. However, the approximation is far closer here and
the local contribution, with the key spectral characteristics, is more dominant.
An important conclusion can be drawn from the broad similarity between the model QA3
metagalactic background spectrum with He ii continuum depression, as shown in Figures 32 and
34, and the corresponding model QG0.5 in Figure 26. This indicates that the contrived metagalactic
background we consider in our models requires a high escape fraction for the ionizing radiation from
the “galaxies” which is comparable with the value fesc = 0.5 used for the template galaxies. This
is true because the specific spectral details required to explain the observed ionic ratios we aim to
match are not significant for deducing the gross ionization state of the intergalactic medium.
We go no further in attempting to model the radiative environment or absorber properties.
We can conclude that the observed high redshift ionic ratios collectively can be well explained by a
metagalactic ionizing radiation background from distributed QSOs and galaxies of specific ionizing
spectral energy distribution, with the absorbers placed in the close vicinity of these galaxies such
that the local galactic radiation received strongly dominates over the metagalactic radiation.
Finally, in Figure 36 we demonstrate that our low redshift data cannot be fitted with the
dominant stellar contributions deduced at high redshift. In this figure we substitute the QSO
source flux at zHM = 2.3 but otherwise use the same stellar source quantities as in the lower panel
of Figure 34. While galactic objects must be present at low redshift, the indication is that the
radiative escape fraction in the Lyman continuum is small, less than a tenth of that we demand at
high redshift, and possibly that star formation is considerably less active.
Our demonstration of the need for a significant efflux of ionizing radiation from galaxies at high
redshifts supports the detection of emergent Lyman continuum radiation in Lyman-break galaxies
at z ∼ 3.4 reported by Steidel et al. (2001).18 Clarke & Oey (2002) and Fujita et al. (2002) discuss
specific effects of repeated supernova explosions giving enhanced escape of ionizing radiation from
galaxies, effective at high redshifts. This may well be the case for the galaxies related to the high
redshift C iv absorbers. Adelberger et al. (2003) stress the role of supernovae-driven superwinds
18Giallongo et al. (2002) using a much smaller data set and Ferna´ndez-Soto, Lanzetta, & Chen (2003) employing a
method based on imaging photometry of galaxies find average limits several times lower than Steidel et al.’s detection
(although the large uncertainty at z > 2.85 in Ferna´ndez-Soto et al’s estimate permits a large escape fraction).
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in their extensive study of the local gaseous environment of Lyman-break galaxies.
10.8. Distance of the Absorbers from the Galaxies
We now enquire whether the required mean intensities give realistic separations of the absorbers
from plausible local sources. We do this by assuming an L⋆ galaxy with fesc = 0.5 and move it to
proper distances d from an absorber such that it radiatively matches the Jν0 values deduced for
the local component of the ionizing radiation field. These local values range from Jν0 = 4.7×10
−21
to 3.4 × 10−20 erg s−1 cm−2 Hz−1 sr−1 in the model shown in the lower panels of Figure 34. We
take 0.5 × 1029 erg s−1 Hz−1 at the H i Lyman limit as a working value for the flux of escaped
galactic radiation (Steidel et al. 1999) and find d = 31–85 kpc as the implied distance range for
the absorbers. It is encouraging that the result is consistent with the observed separations of such
absorbers and nearby galaxies (Churchill et al. 2001; Steidel et al. 2002; Churchill & Steidel 2002;
Adelberger et al. 2003) and with our conclusions in §7. For galaxies fainter than L⋆ these distances
accordingly reduce. In consequence, there is little room also to reduce significantly the adopted
escape fraction.
11. SUMMARY
From high resolution spectral observations of nine QSOs we have compiled a large sample
of metal-line systems identified as C iv absorbers outside the Lyman forest in the redshift range
1.6 . z . 4.4 and include Si iv, C ii, Si ii and N v in these where available. By Voigt profile-
fitting procedures we find we can closely represent these multi-phase systems as complexes of co-
existing “single-phase-ionization” component regions. We obtain column densities or upper limits
for individual components of each species, with Doppler parameters for C. With these we study
number distributions, number densities, total ion column densities, kinematic properties and the
ionization state of the absorbers and trace their evolution in redshift. We arrive at the following
principal conclusions:
1. With decreasing redshift, C iv component column density and Doppler parameter number
distributions, system column density number distribution, and differential column density distri-
butions of components and systems, remain almost constant while system velocity spreads tend to
increase.
2. The C iv system number density shows no cosmological evolution but there is mild evolution
in the total population column density (which, however, obtains only in the more complex systems),
indicating increasing column density per average system with cosmic time. We find a mean C iv
comoving mass density 〈ΩC iv〉 = (3.8 ± 0.7) × 10
−8 (1σ uncertainty limits; spatially flat ΛCDM
cosmology with ΩΛ = 0.7, ΩM = 0.3 and h = 0.71), in broad agreement with Songaila (2001; 2002).
Si iv presents a somewhat similar picture, while the other ions change more substantially with
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redshift, heralding changes in ionization state.
3. Estimations at high and low redshift of the carbon cosmological mass density using ionization
fractions from our data, relative to the hydrogen mass density in the Lyman forest based on Ωb
from the CMB, yield [C/H]〈z〉=4.0 ≥ −3.11
+0.14
−0.19 and [C/H]〈z〉=2.1 ≥ −2.64
+0.15
−0.22, suggesting a rise
by a factor ∼ 3. Relating the hydrogen mass density more directly to regions containing the C iv
absorbers our values for [C/H] become & −2.2 at 〈z〉 = 4.0 and & −2.0 at 〈z〉 = 2.1, now suggesting
a constant metallicity of carbon.
4. The C iv components exhibit strong clustering out to velocity separations . 300 km s−1
for our prime statistical sample but there is no clustering signal for systems on any scale from 150
km s−1 out to 50000 km s−1. Neither of these (one-dimensional) distributions shows similarities
with (three-dimensional) galaxy clustering. Contrary to some previous claims we argue that the
results are entirely due to the peculiar velocities of gas present in the outer extensions of galaxies
for which we adduce other evidence.
5. We find no change in the component or system median column density ratio Si iv/C iv
with redshift and particularly no large change near z = 3, contrary to previous observations coupled
with claims that this can indicate the onset of complete reionization of He ii. Other ionic ratios do
vary (continuously) with redshift but we show that these all are only partial indicators of ionization
state.
6. Using combinations of ionic ratios we demonstrate that the vast majority of absorbers are
in photoionization equilibrium, not collisionally ionized.
7. Our data support the presence in the absorbers of a range in relative abundance [Si/C] ∼
0.0–0.4, consistent with α-element enhancement in galactic metal-poor stars.
8. We observe substantial evolution in redshift in specific combinations of ionic ratios, as
follows:
9. At z . 2.65 we find that QSOs dominate the metagalactic ionizing radiation background
and that contributions from galaxies have minimal effect. This requires a low escape fraction for
ionizing radiation from galaxies, fesc . 0.05, consistent with other observations.
10. At z & 3.4 we find that neither QSOs as dominant contributors to the metagalactic
background, nor a high opacity in the He ii continuum, can explain the observed ionic ratios.
Between z = 2.65 and z = 3.4 there is evident transition in the ionization properties of the
absorbers, with large scatter.
11. In the presence of the QSO population, we can match our highest redshift observations
well by the addition of a dominant contribution from galaxies with specific spectral characteristics
in the energy range 1–4 Ryd, although not by standard stellar population synthesis models.
12. With the specific spectral features required to explain the observations the mean intensity
at the absorbers substantially exceeds the limit imposed by the proximity effect (Scott et al. 2000)
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if all the flux were contributed by distributed galaxies and QSOs. Accordingly, we conclude that
the absorbers must be in the locality of the galaxies such that the local galactic radiation received
strongly dominates over the metagalactic radiation, consistent with our independent conclusion
from clustering properties.
13. At these high redshifts such sources require a much higher escape fraction than at our lowest
redshift interval, supporting the detection of emergent Lyman continuum radiation in Lyman-break
galaxies at z ∼ 3.4 reported by Steidel at al. (2001).
14. Although the ionic ratio combinations basically are sensitive only to the shape of the
spectral energy distribution we find from comparison with the adopted QSO contribution to the
ionizing background that the resultant mean intensity of the radiation received from the dominant
local galaxy contribution is consistent with observed separations from galaxies if fesc & 0.5.
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Table 1. Log of Observations
Object zema V(R) Datesb λ-Rangec Exposured FWHMe S/Nf
mag A˚ s km s−1
Q1626+6433 2.320 15.8 1995 May 19 — 1996 Jul 22 3580 — 6179g 24063 6.6 88 — 128 — 137
Q1442+2931 2.661 16.2 1994 Jun 12 — 1995 Jun 21 3624 — 6150g 22500 6.6 113 — 107 — 121
Q1107+4847 2.966 16.7 1994 Dec 26 — 1995 Feb 22 3643 — 6663 26000 6.6 90 — 94 — 81
Q0636+6801 3.175 16.5 1993 Nov 13 — 1995 Feb 22 3643 — 6663 36200 6.6 112 — 107 — 100
Q1425+6039 3.199 16.5 1995 May 18 — 1995 May 19 3736 — 6540 37200 6.6 168 — 140 — 113
Q1422+2309C 3.628 17.3 1998 Feb 01 — 1999 Apr 14 3569 — 7347 51200 4.4 92 — 90 — 61
Q1645+5520 4.059 (18.1) 1997 May 09 — 1997 May 30 4557 — 8123 72200 6.6 102 — 119 — 81
Q1055+4611 4.131 (17.7) 1995 Apr 07 — 1996 May 24 4587 — 8009 27037 6.6 71 — 47 — 31
Q2237−0607 4.559 (18.3) 1994 Oct 10 — 1995 Aug 21 4933 — 8800 54000 6.6 62 — 42 — 28
aRedshift determined from the peak of the Lyman α emission line in the HIRES spectrum.
bTotal period over which observations were made.
cTotal available wavelength range, extending from within the Lyman forest to beyond the C IV emission line.
dTotal time spent on the separate exposures.
eThese are approximate values. Along the echelle orders the velocity resolution differs from the mean by ∼ ±3.8%.
fS/N over three pixels (roughly equal to a resolution element for all but Q1422+2309C) outside the Lyman forest sampled
near the three wavelengths λλλ1270,1380,1500 in the rest frame of the QSO: by avoiding the main emission lines these tend to
conservative estimates.
gIn subsequent observations coverage of the Lyman forest is extended to ∼ 3200 A˚.
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Table 2. Heavy Element Absorption Lines: Q1626+6433 zem = 2.320
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
1.779
1.778627 11.5 · · · 1.91 ± 0.18 · · · · · · · · · · · · 1
1.778827 4.4 · · · 0.55 ± 0.13 · · · · · · · · · · · · 2
1.779004 9.9 · · · 3.33 ± 0.20 · · · · · · · · · · · · 3
1.779140 7.0 · · · 7.40 ± 0.20 · · · · · · · · · · · · 4
1.779332 10.8 · · · 17.8 ± 0.3 · · · · · · · · · · · · 5
1.779552 10.5 · · · 4.99 ± 0.20 · · · · · · · · · · · · 6
1.779787 4.7 · · · 0.42 ± 0.13 · · · · · · · · · · · · 7
1.780057 6.5 · · · 0.68 ± 0.14 · · · · · · · · · · · · 8
1.780347 9.3 · · · 7.07 ± 0.19 · · · · · · · · · · · · 9
1.817
1.816507 16.2 · · · 13.4 ± 0.5 · · · · · · · · · · · · 1
1.816544 7.0 · · · 23.7 ± 0.5 · · · · · · · · · · · · 2
1.816732 6.2 · · · 10.7 ± 0.2 · · · · · · · · · · · · 3
1.816840 7.5 · · · 23.9 ± 0.3 · · · · · · · · · · · · 4
1.816994 11.2 · · · 1.34 ± 0.20 · · · · · · · · · · · · 5
1.843
1.842852 11.6 · · · 2.52 ± 0.23 · · · · · · · · · · · · 1
1.842988 20.4 · · · 2.44 ± 0.29 · · · · · · · · · · · · 2
1.847
1.846898 12.4 · · · 0.72 ± 0.18 · · · · · · · · · · · · 1
1.847057 4.3 · · · 1.39 ± 0.13 · · · · · · · · · · · · 2
1.847176 8.9 · · · 1.97 ± 0.16 · · · · · · · · · · · · 3
1.880a
1.879931 5.6 · · · 1.39 ± 0.16 · · · · · · · · · · · · 1
1.880008 4.5 · · · 2.70 ± 0.16 · · · · · · · · · · · · 2
1.880148 5.4 · · · 1.58 ± 0.14 · · · · · · · · · · · · 3
1.880304 7.4 · · · 1.22 ± 0.17 · · · · · · · · · · · · 4
1.927b
1.925748 13.9 (12.8) 13.3 ± 0.5 35.8 ± 3.6 3.10 ± 1.77 · · · · · · 1
1.925760 4.7 (4.1) 7.28 ± 0.35 31.8 ± 2.3 4.39 ± 1.14 · · · · · · 2
1.925891 7.4 (5.9) 13.1 ± 0.3 51.9 ± 1.7 8.53 ± 0.89 · · · · · · 3
1.926023 9.8 (6.9) 17.9 ± 0.3 31.5 ± 1.4 · · · · · · · · · 4
1.926202 8.7 (7.1) 18.5 ± 0.3 53.2 ± 1.5 · · · · · · · · · 5
1.926366 9.2 (6.6) 38.7 ± 0.9 52.0 ± 1.8 · · · 3.79 ± 2.88 · · · 6
1.926495 10.6 (9.1) 16.0 ± 0.6 58.4 ± 2.1 · · · 17.2 ± 5.2 · · · 7
1.926649 6.2 (4.8) 4.13 ± 0.61 24.6 ± 2.9 · · · 162 ± 9 · · · 8
1.926720 21.2 (20.5) 28.2 ± 1.9 175 ± 8 · · · 73.8 ± 23.3 · · · 9
1.926750 6.4 (5.1) 12.7 ± 0.6 41.4 ± 2.7 · · · 43.3 ± 6.6 · · · 10
1.926808 6.3 (4.9) 2.85 ± 0.62 7.03 ± 2.63 145 ± 67 212 ± 9 · · · 11
1.927033 10.9 (9.5) 28.2 ± 0.5 153 ± 2 188 ± 21 470 ± 36 · · · 12
1.927220 9.1 (6.7) 52.6 ± 1.6 163 ± 3 91.9 ± 10.3 101 ± 4 · · · 13
1.927316 7.5 (5.8) 34.8 ± 1.8 167 ± 4 43.6 ± 5.1 71.4 ± 3.9 · · · 14
1.927515 17.0 (16.1) 74.7 ± 1.7 248 ± 5 20.8 ± 7.1 61.1 ± 8.4 · · · 15
1.927569 7.2 (6.0) 2.30 ± 0.78 76.8 ± 4.3 [264 ± 40] 329 ± 8 · · · 16
1.927676 8.6 (7.6) 2.22 ± 0.34 13.2 ± 1.6 21.6 ± 2.0 43.8 ± 3.8 · · · 17
1.927869 14.5 (13.4) 23.6 ± 0.4 39.0 ± 1.2 8.16 ± 1.16 · · · · · · 18
1.928121 18.1 (17.3) 8.92 ± 0.24 13.0 ± 1.3 · · · · · · · · · 19
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Table 2—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
2.048
2.047888 13.4 (12.2) 10.7 ± 0.2 < 0.90 < 0.43 · · · · · · 1
2.048114 6.9 (5.8) 2.36 ± 0.16 < 0.68 < 0.33 · · · · · · 2
2.048295 3.1 (2.1) 0.60 ± 0.12 < 0.57 < 0.26 · · · · · · 3
2.056c
2.054822 20.6 (19.8) 8.29 ± 0.25 < 2.08 · · · · · · · · · 1
2.055124 8.2 7.4 17.1 ± 0.3 19.8 ± 1.1 2.10 ± 0.42 · · · · · · 2
2.055374 10.0 8.8 57.5 ± 0.6 51.1 ± 1.4 4.15 ± 1.22 · · · · · · 3
2.055457 54.6 (54.3) 19.3 ± 0.5 9.00 ± 1.16 · · · · · · · · · 4
2.055510 9.4 (7.6) 11.9 ± 0.8 < 4.43 · · · · · · · · · 5
2.056254 4.1 (2.9) 0.45 ± 0.11 < 0.89 · · · · · · · · · 6
2.069
2.069290 11.4 (10.0) 1.86 ± 0.13 1.71 ± 0.83 < 0.42 · · · · · · 1
2.099d
2.097649 8.3 (6.7) 2.38 ± 0.15 < 0.74 < 0.37 · · · · · · 1
2.097893 5.9 (5.2) 10.7 ± 0.2 5.01 ± 1.15 0.64 ± 0.36 · · · · · · 2
2.097995 3.7 (2.4) 1.14 ± 0.17 3.02 ± 0.93 < 0.35 · · · · · · 3
2.098061 21.9 (21.2) 15.4 ± 0.3 3.30 ± 2.44 < 0.78 · · · · · · 4
2.098451 3.7 (2.4) 0.42 ± 0.11 < 0.46 < 0.27 · · · · · · 5
2.098758 7.6 (6.5) 2.33 ± 0.14 4.02 ± 0.70 < 0.35 · · · · · · 6
2.098963 4.3 (3.6) 9.93 ± 0.20 3.16 ± 0.54 < 0.34 · · · · · · 7
2.099068 9.2 (7.3) 13.6 ± 0.2 1.81 ± 0.67 < 0.42 · · · · · · 8
2.099335 3.7 (2.4) 1.03 ± 0.14 < 1.07 < 0.36 · · · · · · 9
2.099424 19.0 (18.1) 7.65 ± 0.27 < 1.13 < 0.66 · · · · · · 10
2.099921 17.2 (16.4) 0.54 ± 0.19 < 0.92 < 0.61 · · · · · · 11
2.110e
2.108121 17.3 (16.3) 0.55 ± 0.16 < 0.89 · · · · · · · · · 1
2.109167 5.6 4.4 17.4 ± 0.3 81.5 ± 1.6 21.1 ± 1.0 19.1 ± 3.1 · · · 2
2.109186 26.4 (25.4) 3.89 ± 0.35 < 1.86 · · · · · · · · · 3
2.109396 4.7 4.4 3.59 ± 0.13 16.9 ± 0.7 · · · · · · · · · 4
2.109512 5.1 3.4 1.37 ± 0.12 9.28 ± 0.60 7.84 ± 0.46 15.9 ± 2.2 · · · 5
2.109622 9.1 (4.5) 1.95 ± 0.15 4.29 ± 0.57 2.61 ± 0.48 · · · · · · 6
2.109767 6.8 (5.4) 1.34 ± 0.13 7.31 ± 0.64 2.58 ± 0.38 5.31 ± 2.39 · · · 7
2.109956 18.2 (17.4) 3.67 ± 0.21 2.89 ± 1.06 < 0.64 · · · · · · 8
2.110138 5.8 (4.2) 5.43 ± 0.15 20.9 ± 0.8 22.5 ± 0.8 22.6 ± 1.4 · · · 9
2.110231 4.6 (2.9) 4.63 ± 0.16 15.8 ± 0.7 98.2 ± 6.5 328 ± 8 · · · 10
2.110307 3.6 (2.8) 2.45 ± 0.13 7.22 ± 0.58 2.39 ± 0.64 2.78 ± 1.02 · · · 11
2.110416 6.1 (4.5) 4.23 ± 0.14 9.20 ± 0.60 3.80 ± 0.39 · · · · · · 12
2.110524 6.1 (4.2) 0.97 ± 0.12 < 0.78 4.34 ± 0.36 9.11 ± 1.01 · · · 13
2.110706 6.7 (5.1) 1.12 ± 0.18 3.58 ± 0.67 6.16 ± 0.56 6.71 ± 1.01 · · · 14
2.110752 3.1 (2.0) 0.75 ± 0.15 7.07 ± 0.76 < 0.45 · · · · · · 15
2.110902 · · · 2.5 < 0.18 < 0.89 < 0.56 2.47 ± 1.14 · · · 16
2.110925 11.1 (9.7) 2.15 ± 0.26 < 2.08 < 1.04 · · · · · · 17
2.111460 7.4 (5.8) 1.20 ± 0.11 < 0.63 < 0.34 · · · · · · 18
2.208
2.208279 9.1 (7.3) 0.62 ± 0.12 < 0.68 < 0.41 · · · · · · 1
2.208481 8.6 (6.7) 4.84 ± 0.13 < 0.67 < 0.40 · · · · · · 2
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Table 2—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
2.244f
2.242572 4.0 3.0 5.76 ± 0.12 5.74 ± 0.46 2.99 ± 0.29 2.18 ± 0.40 · · · 1
2.242732 13.7 (12.6) 15.6 ± 0.2 2.57 ± 0.69 0.60 ± 0.42 < 0.69 1.28 ± 0.38 2
2.243104 5.3 (4.0) 0.60 ± 0.17 2.24 ± 0.74 1.20 ± 0.45 0.87 ± 0.64 · · · 3
2.243116 15.8 (14.8) 8.30 ± 0.26 < 1.21 < 0.73 < 1.04 1.12 ± 0.64 4
2.243618 15.7 (14.7) 0.93 ± 0.14 < 1.52 < 0.42 < 1.53 · · · 5
2.243853 5.0 (3.9) 0.95 ± 0.09 < 0.73 · · · < 0.45 · · · 6
2.244120 7.8 7.5 13.5 ± 0.2 7.76 ± 0.58 2.36 ± 0.33 1.85 ± 0.53 1.07 ± 0.42 7
2.244502 8.4 (6.5) 27.6 ± 0.4 3.46 ± 0.97 < 0.61 · · · 6.57 ± 0.75 8
2.244628 32.7 (32.2) 14.8 ± 0.9 < 3.66 < 1.76 · · · 24.3 ± 2.4 9
2.244701 7.9 (5.7) 96.2 ± 1.2 21.6 ± 1.0 0.69 ± 0.56 · · · 8.71 ± 0.80 10
2.244805 · · · 3.3 < 2.18 5.76 ± 0.62 < 0.38 · · · 2.16 ± 0.38 11
2.244962 15.0 (14.0) [282 ± 7] 40.5 ± 1.3 0.81 ± 0.66 · · · 24.0 ± 0.8 12
2.245070 3.3 (2.7) 14.1 ± 2.9 6.52 ± 0.62 2.54 ± 0.34 < 0.59 · · · 13
2.245192 · · · 1.8 < 0.63 10.30 ± 0.66 < 0.39 < 0.39 · · · 14
2.245272 8.3 5.1 70.4 ± 0.6 11.40 ± 0.76 < 1.87 < 0.61 9.16 ± 0.45 15
2.245432 19.9 (19.5) 0.89 ± 0.20 < 1.01 < 6.24 · · · · · · 16
2.285g
2.284676 11.2 (9.8) 0.62 ± 0.14 < 0.51 < 0.34 < 0.51 0.58 ± 0.32 1
2.285099 4.5 3.2 17.8 ± 0.7 36.4 ± 1.3 5.62 ± 0.70 3.11 ± 0.82 < 0.62 2
2.285106 9.9 (8.7) 20.5 ± 0.5 12.9 ± 1.2 < 0.87 < 1.11 4.80 ± 0.83 3
2.285366 6.1 (5.0) 14.7 ± 0.2 1.08 ± 0.46 0.39 ± 0.32 < 0.42 3.82 ± 0.31 4
2.285459 5.3 2.9 11.2 ± 0.2 7.54 ± 0.47 3.22 ± 0.33 2.13 ± 0.39 < 0.27 5
2.285611 7.8 (6.4) 1.39 ± 0.12 < 0.48 < 0.31 < 0.43 1.64 ± 0.29 6
2.291h
2.289859 3.9 (3.3) < 0.10 1.34 ± 0.46 10.8 ± 0.4 14.7 ± 0.7 < 0.31 1
2.290042 21.4 (20.7) 6.94 ± 0.24 29.9 ± 1.1 25.8 ± 0.8 23.3 ± 1.1 < 0.69 2
2.290200 5.1 (5.2) 2.11 ± 0.16 12.1 ± 0.8 12.9 ± 0.6 16.7 ± 0.8 < 0.40 3
2.290275 16.8 (15.9) 7.73 ± 0.28 23.7 ± 1.3 6.03 ± 0.82 < 1.48 < 0.81 4
2.290527 11.6 (10.3) 3.17 ± 0.28 < 1.01 < 0.66 < 0.85 < 0.83 5
2.290602 6.8 (5.9) 1.80 ± 0.21 7.69 ± 0.77 2.05 ± 0.49 0.93 ± 0.65 < 0.52 6
2.290765 3.1 (2.0) 0.15 ± 0.14 1.16 ± 0.54 3.86 ± 0.40 3.81 ± 0.56 · · · 7
2.290885 15.3 (14.3) 2.69 ± 0.46 < 1.53 < 1.11 < 1.37 · · · 8
2.290946 6.3 5.4 0.46 ± 0.27 4.99 ± 0.93 16.7 ± 0.7 20.8 ± 1.0 · · · 9
2.291440 3.6 2.3 5.80 ± 0.13 13.0 ± 0.5 4.60 ± 0.28 6.45 ± 0.47 · · · 10
2.291592 10.0 (8.4) 19.4 ± 0.3 5.32 ± 0.69 0.68 ± 0.43 < 0.71 < 0.92 11
2.291743 5.5 (4.9) 22.3 ± 0.4 43.2 ± 0.9 12.9 ± 0.5 9.26 ± 0.75 < 0.61 12
2.291855 3.5 (3.1) 15.2 ± 0.5 31.2 ± 0.9 27.3 ± 0.9 29.8 ± 1.4 < 0.54 13
2.291885 32.1 (31.6) 68.8 ± 0.9 17.4 ± 2.7 < 1.99 · · · 13.6 ± 2.3 14
2.291925 7.4 (6.4) 16.7 ± 0.5 23.7 ± 1.2 10.1 ± 0.7 7.79 ± 1.36 < 0.91 15
2.292226 5.0 3.4 1.67 ± 0.14 5.75 ± 0.50 9.38 ± 0.36 12.5 ± 1.4 < 0.47 16
2.292389 6.8 (5.6) 1.46 ± 0.12 < 0.46 < 0.27 · · · < 0.60 17
2.321i
2.320332 5.8 (5.1) 4.78 ± 0.14 8.39 ± 0.50 < 0.34 < 0.51 0.45 ± 0.26 1
2.320418 6.2 (5.4) 5.37 ± 0.16 3.01 ± 0.51 < 0.36 < 0.46 < 0.26 2
2.320611 16.8 (15.9) 10.2 ± 0.2 1.73 ± 0.67 · · · < 0.61 < 0.37 3
2.321037 19.4 (18.7) 1.18 ± 0.16 < 0.70 · · · < 0.62 < 0.72 4
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Table 2—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
2.323j
2.322463 15.0 (14.0) 5.12 ± 0.15 0.99 ± 0.59 · · · < 0.62 0.86 ± 0.31 1
2.322685 7.9 (6.5) 4.43 ± 0.12 < 0.63 · · · < 0.44 < 0.23 2
2.322916 6.9 (6.3) 0.55 ± 0.10 < 0.42 · · · < 0.59 < 0.22 3
2.323258 19.0 (18.2) 6.49 ± 0.21 < 1.93 · · · < 0.76 < 0.40 4
2.323364 5.4 (4.7) 3.34 ± 0.14 1.92 ± 0.39 < 0.50 < 0.43 < 0.30 5
2.323631 18.2 (17.4) 8.13 ± 0.17 1.12 ± 0.64 < 0.86 < 0.66 0.67 ± 0.34 6
2.324049 9.9 (8.2) 2.78 ± 0.12 < 0.46 < 0.31 < 0.50 < 0.32 7
aComponent 4 of C iv λ1551 coincides with Si ii λ1527 at z = 1.927 and is not used.
bSi iv λ1394 contains weak N v λ1239 at z = 2.291 and C ii at z = 2.056. Although C ii is in the forest,
useful values are obtained for all components except 4–10, for which comparison with Si ii λλλ1260,1304,1527
suggests have some underlying H i (see Figure 3), and component 19 which is weak and additionally may be
contaminated. Component 16 is mildly saturated in C ii (value in square brackets) and weak in C iv: the
Lyman α profile indicates log N(H i) . 18.7. Si ii values come predominantly from λ1527, although mild
contamination of component 12 is identified and determined from use of λ1304 which is in a clear region of the
forest; λ1260 also seems uncontaminated over most of its profile and the same parameters give a consistent fit
to the data for this line. An anomalous, weak, narrow feature appearing at z = 1.927969 in C ii and another
at z = 1.926123 in Si ii, not detected in the other species, are indicated in Figure 3 but not included here.
cSi iv λ1394 is blended with very weak Ni ii λ1455 at z = 1.927. C ii is largely blended with Si iv λ1394
at z = 1.927 and N v λ1239 at z = 2.291 but components 2 and 3 have good values; component 6, which
seems to separate out in the VPFIT analysis (see Figure 3), is too uncertain to use.
dSi iv λ1394 is blended with strong Al iii λ1855 at z = 1.328 and values come mostly from λ1403.
eSi iv λ1394 is partially blended with Al iii λ1863 at z = 1.328; C iv λ1548 in the z = 1.817 system
encroaches slightly on λ1403. C ii contains Si ii λ1260 at z = 2.291 but, in the main, separation of these is
straightforward (see Figure 3). Component 10 is very strong in C ii and relatively weak in C iv: mild damping
wings centred on this position appear to be present in the Lyman α profile and indicate log N(H i) ∼ 18.3.
Si ii λ1260 is in the forest where it is partially clear (although here blended with very weak Si ii λ1193 at
z = 2.285) and λ1527 is quite strong; together they yield self-consistent values for the stronger components;
in component 16 the narrow Si ii feature is not detected in the other listed species but seems to be present
in Si iii λ1207.
fC iv λ1548 contains weak Si ii λ1527 at z = 2.291; components 10 and 12 are saturated in λ1548 and 10
(value in square brackets) is close to this in λ1551, and the values listed should be regarded as approximate.
In component 13 C ii shows a strongly significant feature but Si ii λ1260 is not detected; Si ii is generally
weak and partially mixed with N v λ1243 at z = 2.291, making some component values too uncertain to use.
N v is in the forest but useful values are obtained using both members of the doublet.
gC iv λ1551 is blended with weaker C iv λ1548 at z = 2.291. N v is outside the forest.
hC iv λ1548 includes very weak Ni ii λ1742 at z = 1.927 and strong C iv λ1551 at z = 2.285. Si ii λ1260
is overlapped by C ii at z = 2.110, making upper limits for components 14 and 17 indeterminate; component
6 seems contaminated and should be treated as uncertain. Although component 1 is strong in C ii and Si ii,
while undetected in C iv, the Lyman α profile gives log N(H i) . 15.8. Component 13 is the strongest in
C ii and Si ii; although C iv is also quite strong, mild Lyman α damping wings centred on this component
indicate log N(H i) ∼ 17.7. N v λ1239 is blended with C ii at z = 2.056 and strong Si iv λ1394 at z = 1.927,
and λ1243 is somewhat contaminated with weak Si ii λ1260 at z = 2.244: only the more certain values are
listed. Many of the smaller values for b(C) are from C ii.
iThis may be associated with the z = 2.323 system. In components 3 and 4 C ii seems contaminated,
possibly with weak absorption related to nearby Al iii λ1855 at z = 1.390, and these are not used.
jThis is close to zem. C ii is heavily blended with Mg ii λ2796 at z = 0.586, masking components 1–4.
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Table 3. Heavy Element Absorption Lines: Q1442+2931 zem = 2.67
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
1.910
1.910424 7.9 · · · 2.12 ± 0.12 · · · · · · · · · · · · 1
1.910599 3.6 · · · 0.53 ± 0.09 · · · · · · · · · · · · 2
1.974
1.973317 17.2 · · · 1.81 ± 0.27 · · · · · · · · · · · · 1
1.973565 17.6 · · · 2.53 ± 0.28 · · · · · · · · · · · · 2
1.974424 28.6 · · · 1.82 ± 0.29 · · · · · · · · · · · · 3
1.974861 11.5 · · · 10.9 ± 0.2 · · · · · · · · · · · · 4
1.975146 11.0 · · · 3.11 ± 0.17 · · · · · · · · · · · · 5
2.090a
2.089580 15.4 · · · 2.90 ± 0.28 · · · · · · · · · · · · 1
2.089774 4.7 · · · 0.88 ± 0.18 · · · · · · · · · · · · 2
2.090303 5.4 · · · 0.63 ± 0.18 · · · · · · · · · · · · 3
2.090874 7.6 · · · 1.26 ± 0.21 · · · · · · · · · · · · 4
2.091066 8.6 · · · 11.0 ± 0.3 · · · · · · · · · · · · 5
2.157
2.156836 11.4 · · · 5.43 ± 0.23 · · · · · · · · · · · · 1
2.156930 7.3 · · · 2.44 ± 0.18 · · · · · · · · · · · · 2
2.330
2.328990 39.3 (39.0) 5.42 ± 0.42 5.68 ± 1.76 · · · · · · · · · 1
2.329069 9.2 (7.6) 1.60 ± 0.21 < 0.82 · · · · · · · · · 2
2.329410 3.8 (3.0) 0.69 ± 0.12 0.71 ± 0.50 · · · · · · · · · 3
2.329688 15.4 (14.4) 1.15 ± 0.20 3.46 ± 0.84 · · · · · · · · · 4
2.329961 10.0 (8.3) 13.4 ± 0.2 4.47 ± 0.72 · · · · · · · · · 5
2.330120 8.9 (7.2) 11.4 ± 0.3 3.13 ± 0.68 · · · · · · · · · 6
2.330268 7.3 5.7 10.1 ± 0.3 13.5 ± 0.8 · · · · · · · · · 7
2.330440 25.8 (25.2) 24.5 ± 0.6 9.78 ± 1.83 · · · · · · · · · 8
2.330553 6.6 5.2 14.3 ± 0.3 4.14 ± 0.81 · · · · · · · · · 9
2.410b
2.409461 9.7 (8.0) 5.37 ± 0.26 < 0.67 < 0.23 · · · · · · 1
2.410576 27.7 (27.2) 4.99 ± 0.39 < 1.38 < 0.45 · · · · · · 2
2.411017 11.1 (9.6) 3.21 ± 0.26 < 1.04 < 0.31 · · · · · · 3
2.438c
2.436427 · · · 10.0 < 0.45 4.97 ± 1.96 < 1.14 4.71 ± 1.68 · · · 1
2.436507 10.0 (8.3) < 0.69 4.72 ± 2.30 33.1 ± 1.9 64.0 ± 3.3 · · · 2
2.436590 5.8 (4.7) < 0.29 5.53 ± 1.31 50.2 ± 2.1 114 ± 4 · · · 3
2.436698 6.4 (5.2) 0.31 ± 0.19 3.75 ± 0.94 21.7 ± 0.9 51.7 ± 2.0 · · · 4
2.436878 14.0 (12.9) 0.62 ± 0.26 6.47 ± 1.34 6.78 ± 0.57 14.0 ± 2.1 · · · 5
2.437046 7.5 (6.1) < 0.28 < 1.30 20.3 ± 0.6 37.4 ± 1.5 · · · 6
2.437198 14.3 (13.2) 0.55 ± 0.28 < 1.91 3.25 ± 0.57 · · · · · · 7
2.437377 5.7 (4.5) 0.34 ± 0.17 1.23 ± 0.75 10.5 ± 0.4 18.6 ± 1.2 · · · 8
2.437608 7.4 (6.4) 1.52 ± 0.24 12.8 ± 1.2 13.5 ± 0.5 21.2 ± 1.5 · · · 9
2.437736 9.9 (8.3) 16.9 ± 0.4 94.6 ± 2.8 16.0 ± 0.6 15.4 ± 2.1 · · · 10
2.437942 10.7 (9.2) 38.6 ± 0.5 136 ± 4 27.4 ± 0.7 22.3 ± 2.7 · · · 11
2.438079 5.2 (4.1) 3.45 ± 0.50 40.7 ± 2.7 12.2 ± 1.2 · · · · · · 12
2.438130 5.1 (4.1) 8.94 ± 0.47 31.2 ± 2.0 30.2 ± 1.7 71.9 ± 3.7 · · · 13
2.438241 4.6 (3.6) 5.51 ± 0.28 48.0 ± 1.8 67.4 ± 3.0 137 ± 4 · · · 14
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Table 3—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
2.438393 11.7 (10.4) 20.5 ± 0.5 36.9 ± 1.4 12.9 ± 0.6 15.9 ± 3.2 · · · 15
2.438555 4.8 (3.9) 4.03 ± 0.64 61.9 ± 2.8 6.26 ± 0.62 11.9 ± 1.2 · · · 16
2.438695 19.8 (19.1) 84.9 ± 2.8 64.0 ± 3.6 18.1 ± 1.6 20.3 ± 2.7 · · · 17
2.438748 3.3 (2.2) 1.16 ± 0.85 5.68 ± 1.38 6.03 ± 0.68 11.5 ± 1.3 · · · 18
2.438853 4.6 (3.6) · · · 151 ± 14 25.5 ± 1.0 50.7 ± 2.3 · · · 19
2.438926 7.2 (5.6) · · · 100 ± 7 7.43 ± 1.05 9.08 ± 1.29 · · · 20
2.439099 13.6 (12.5) · · · 215 ± 8 2.25 ± 1.45 · · · · · · 21
2.439118 3.3 (2.2) · · · < 3.24 5.09 ± 0.69 9.88 ± 1.24 · · · 22
2.439193 4.3 (3.2) · · · 29.4 ± 2.9 2.68 ± 0.48 · · · · · · 23
2.439303 4.3 (3.2) 74.3 ± 19.5 134 ± 13 10.0 ± 1.5 26.5 ± 2.6 · · · 24
2.439392 11.3 (9.9) < 18.00 < 23.90 12.5 ± 5.6 12.3 ± 6.1 · · · 25
2.439440 9.7 (8.0) 92.1 ± 14.2 201 ± 16 14.5 ± 4.9 14.0 ± 7.2 · · · 26
2.439502 16.5 (15.6) 49.3 ± 3.6 16.0 ± 5.7 17.4 ± 2.5 18.7 ± 9.4 · · · 27
2.439570 5.0 (4.0) 8.64 ± 1.36 17.3 ± 2.4 17.3 ± 1.1 44.2 ± 3.6 · · · 28
2.439843 9.7 (8.1) 37.8 ± 0.8 32.9 ± 1.3 < 0.29 · · · · · · 29
2.440018 12.8 (11.5) 44.0 ± 1.0 13.5 ± 1.6 1.09 ± 0.47 · · · · · · 30
2.440106 5.2 (4.1) 10.5 ± 0.6 15.4 ± 1.2 < 0.34 · · · · · · 31
2.440272 14.1 (13.0) 4.91 ± 0.39 < 1.47 < 0.40 · · · · · · 32
2.468d
2.465539 9.8 (8.2) 0.82 ± 0.21 < 0.94 < 0.30 · · · · · · 1
2.466100 13.7 (12.5) 2.64 ± 0.27 1.58 ± 0.87 < 0.34 · · · · · · 2
2.467054 8.1 (6.8) 3.27 ± 0.28 11.8 ± 0.8 · · · · · · · · · 3
2.467202 10.4 (8.9) 3.78 ± 0.37 6.30 ± 0.85 · · · · · · · · · 4
2.467431 13.1 (10.4) 12.8 ± 0.4 36.8 ± 1.0 5.37 ± 0.36 · · · · · · 5
2.467787 14.4 (13.4) 7.59 ± 0.40 6.55 ± 0.92 0.78 ± 0.36 · · · · · · 6
2.468138 16.2 (15.3) 3.37 ± 0.40 < 1.84 < 0.37 · · · · · · 7
2.468781 10.0 (8.4) 1.03 ± 0.31 1.64 ± 0.74 0.47 ± 0.30 · · · · · · 8
2.469790 13.8 (12.7) 0.59 ± 0.27 < 1.14 < 0.45 · · · · · · 9
2.474e
2.473053 6.3 (5.1) 0.85 ± 0.18 2.35 ± 0.55 < 0.28 · · · · · · 1
2.473672 11.6 (8.4) 39.6 ± 0.5 15.5 ± 0.7 1.06 ± 0.38 · · · 5.39 ± 0.39 2
2.473854 8.6 (8.0) 23.2 ± 0.4 15.6 ± 0.7 0.88 ± 0.35 · · · 0.86 ± 0.32 3
2.474214 5.3 3.8 36.6 ± 0.6 59.0 ± 1.1 11.7 ± 0.3 7.92 ± 2.09 1.17 ± 0.26 4
2.474581 6.3 (5.1) 4.30 ± 0.30 1.32 ± 0.84 < 0.48 · · · · · · 5
2.474618 20.0 (19.2) 11.8 ± 0.4 8.59 ± 1.46 < 1.17 · · · · · · 6
2.484f
2.483662 5.3 (4.8) 5.58 ± 0.16 2.18 ± 1.07 < 0.26 · · · · · · 1
2.502g
2.501596 3.8 (3.0) 0.58 ± 0.14 < 0.74 · · · · · · · · · 1
2.501706 59.3 (59.1) 4.15 ± 0.46 < 1.92 · · · · · · · · · 2
2.502287 10.7 (9.2) 8.62 ± 0.22 < 0.69 · · · · · · · · · 3
2.502480 4.4 (3.7) 0.74 ± 0.14 < 0.49 < 0.30 · · · · · · 4
2.555h
2.554845 8.9 (7.1) 2.24 ± 0.14 < 2.53 · · · · · · · · · 1
2.555491 24.8 (24.2) 4.31 ± 0.22 < 1.60 · · · · · · · · · 2
2.616i
2.614827 5.7 (4.8) 1.30 ± 0.12 < 0.49 · · · < 0.30 < 0.37 1
2.615327 6.8 4.8 16.4 ± 0.3 15.0 ± 0.6 · · · < 0.30 < 0.42 2
2.615620 10.4 (10.1) 1.12 ± 0.15 < 0.66 · · · < 0.39 < 0.34 3
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Table 3—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
2.615880 10.1 (8.5) 3.16 ± 0.16 < 0.69 · · · < 0.37 0.47 ± 0.18 4
2.616086 6.9 (5.8) 7.44 ± 0.18 < 0.71 · · · < 0.38 < 0.24 5
2.616313 9.9 (8.3) 4.23 ± 0.16 < 0.63 · · · < 0.39 < 0.20 6
2.616537 8.4 (6.9) 2.74 ± 0.15 1.35 ± 0.57 < 0.49 < 0.37 < 0.18 7
2.616833 3.7 (2.4) 0.42 ± 0.10 < 0.43 < 0.25 < 0.34 < 0.13 8
2.617074 8.8 (7.3) 9.57 ± 0.20 < 0.58 < 0.70 < 0.34 0.87 ± 0.17 9
2.617366 7.5 (6.5) 0.45 ± 0.13 < 0.59 < 0.86 < 0.33 < 0.21 10
2.617593 4.9 (4.1) 5.28 ± 0.18 < 0.50 < 0.28 < 0.29 1.08 ± 0.19 11
2.617723 4.2 (3.2) 1.43 ± 0.20 < 0.57 < 0.32 < 0.33 0.76 ± 0.22 12
2.617824 19.0 (18.2) 23.0 ± 0.4 · · · < 0.62 < 0.70 1.85 ± 0.41 13
2.618157 4.2 3.1 7.83 ± 0.20 7.96 ± 0.53 0.80 ± 0.26 0.95 ± 0.27 < 0.41 14
2.623j
2.622695 3.7 (2.4) 0.57 ± 0.12 < 0.47 · · · < 0.52 < 0.17 1
2.623229 11.9 (10.6) 4.99 ± 0.20 < 0.79 < 0.51 < 0.39 < 0.35 2
2.623507 11.5 (10.1) 4.15 ± 0.21 3.23 ± 0.78 0.91 ± 0.38 0.86 ± 0.38 0.39 ± 0.22 3
aC iv λ1551 is immersed in Si iv λ1393 at z = 2.438 and is not used.
bIn component 1 C iv λ1551 is contaminated and is not used. Si iv λ1403 is masked by C iv λ1548 at z = 2.090.
cThis is a damped Lyman α system with components 3 and 14 particularly strong in C ii, Si ii and O i, and
weak in C iv: respective values log N(H i) ∼ 19.7 and ∼ 19.5 give a good fit to the damping wings. In components
19–23 C iv λλ1548,1551 is too saturated to be useful; here C ii provides the values for b(C). Si iv λ1393 contains
C iv λ1551 at z = 2.090. Si ii λ1260, in the forest but only mildly contaminated, is used to supplement strong
λλ1304,1527 and all are collectively self-consistent; errors are from λλ1304,1527 alone.
dApparent contamination of components 3 and 4 in C ii makes the values too uncertain to include.
eThe Si ii value is from λ1527. N v is in the forest but for components 2–4 useful values come from λ1239, in
a relatively clear region, which show corresponding velocity structure to the components in C iv.
fSi iv λ1394 is contaminated and is not used.
gIn components 1–3 C ii is masked by Mg ii λ2804 at z = 0.667.
hC ii is very weak and too noisy to give useful upper limits. Si ii λ1260 is outside the forest but masked by
N v λ1239 at z = 2.616.
iC iv λ1551 is blended with weaker C iv λ1548 at z = 2.623. In components 1–6 C ii is masked by Si iv λ1403
at z = 2.438. N v is outside the forest; in components 1–3 λ1239 is blended with O i λ1302 at z = 2.438, and in
component 14 with Si ii λ1304 in the same system, and these are not used.
jC iv λ1548 is blended with C iv λ1551 at z = 2.616. The close proximity to Si iv λ1393 at z = 2.468 makes
component 1 of C ii too uncertain to use.
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Table 4. Heavy Element Absorption Lines: Q1107+4847 zem = 2.966
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
2.117
2.117266 17.1 · · · 2.24 ± 0.11 · · · · · · · · · · · · 1
2.142
2.141509 6.4 · · · 0.54 ± 0.10 · · · · · · · · · · · · 1
2.143
2.143112 4.6 · · · 2.23 ± 0.12 · · · · · · · · · · · · 1
2.143203 6.3 · · · 14.2 ± 0.2 · · · · · · · · · · · · 2
2.143354 7.8 · · · 2.33 ± 0.12 · · · · · · · · · · · · 3
2.153
2.153354 4.5 · · · 0.80 ± 0.08 · · · · · · · · · · · · 1
2.153512 9.5 · · · 2.78 ± 0.11 · · · · · · · · · · · · 2
2.662a
2.661857 9.2 (7.4) 3.36 ± 0.15 1.04 ± 0.72 < 0.23 · · · · · · 1
2.662490 7.4 (5.9) 1.43 ± 0.17 < 0.62 < 0.17 · · · · · · 2
2.685
2.684145 3.7 (2.4) 0.53 ± 0.19 1.46 ± 0.71 < 0.22 · · · · · · 1
2.684571 5.5 (4.5) 2.78 ± 0.80 9.10 ± 1.54 < 0.35 · · · · · · 2
2.684737 10.9 (9.4) 1.42 ± 0.87 < 2.32 < 0.63 · · · · · · 3
2.696
2.695978 43.6 (43.2) 5.04 ± 0.57 < 2.00 < 0.71 · · · · · · 1
2.696339 23.6 (23.0) 2.71 ± 0.43 < 1.52 < 0.54 · · · · · · 2
2.696666 7.8 (6.3) 5.02 ± 0.20 1.95 ± 0.67 < 0.76 · · · · · · 3
2.696923 4.9 (4.2) 0.92 ± 0.14 1.26 ± 0.58 < 0.21 · · · · · · 4
2.724b
2.722208 6.0 (4.9) 9.77 ± 0.19 1.53 ± 0.64 < 0.24 · · · · · · 1
2.723588 9.8 (8.2) 0.88 ± 0.17 0.91 ± 0.70 · · · · · · · · · 2
2.723883 8.2 (6.8) 4.15 ± 0.17 11.3 ± 0.7 0.44 ± 0.27 · · · · · · 3
2.724112 5.2 (4.3) 3.06 ± 0.27 29.4 ± 1.5 1.01 ± 0.37 0.85 ± 0.47 · · · 4
2.724211 14.9 (13.9) 14.2 ± 0.5 55.2 ± 2.2 4.30 ± 0.68 4.80 ± 0.83 · · · 5
2.724488 16.6 (15.6) 9.61 ± 0.54 11.2 ± 2.3 < 0.87 · · · · · · 6
2.724564 6.1 (5.0) 4.34 ± 0.33 8.01 ± 1.34 < 0.58 · · · · · · 7
2.724874 13.2 (12.0) 1.33 ± 0.21 7.72 ± 1.04 1.76 ± 0.36 · · · · · · 8
2.725077 6.0 (4.9) 0.50 ± 0.15 6.75 ± 0.77 1.01 ± 0.26 · · · · · · 9
2.761c
2.758824 12.2 (10.9) 1.05 ± 0.22 < 0.89 < 0.52 · · · · · · 1
2.759098 7.3 (6.0) 52.9 ± 1.2 23.2 ± 1.0 0.88 ± 0.27 · · · 4.64 ± 0.44 2
2.759319 9.8 (8.1) 425 ± 32 193 ± 4 10.7 ± 0.4 6.90 ± 2.66 11.9 ± 0.6 3
2.759466 3.6 (2.7) 7.36 ± 3.53 83.1 ± 4.6 7.55 ± 0.34 12.3 ± 2.1 · · · 4
2.759609 19.6 (18.8) 6.30 ± 0.39 < 1.38 < 0.39 · · · · · · 5
2.759996 4.8 (4.0) 3.95 ± 0.18 < 0.63 < 0.22 · · · · · · 6
2.760219 10.4 (8.9) 3.87 ± 0.29 < 1.48 < 0.39 · · · · · · 7
2.760309 4.4 (3.7) 14.4 ± 0.4 < 0.78 < 0.29 · · · 5.54 ± 0.51 8
2.760514 10.3 (8.8) 7.97 ± 0.26 < 1.18 < 0.48 · · · · · · 9
2.760665 4.5 (3.9) 7.41 ± 0.27 9.75 ± 0.77 < 0.23 · · · · · · 10
2.760807 7.9 (6.3) 20.1 ± 0.3 13.2 ± 0.8 0.93 ± 0.28 · · · · · · 11
2.761007 6.8 (5.7) 18.5 ± 0.5 13.0 ± 0.8 0.57 ± 0.27 · · · · · · 12
2.761161 8.4 (6.6) 64.2 ± 1.2 27.5 ± 1.0 2.29 ± 0.33 · · · · · · 13
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z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
2.761329 7.8 (6.6) 10.1 ± 0.6 16.2 ± 1.1 0.82 ± 0.36 · · · · · · 14
2.761452 7.2 5.4 43.6 ± 0.9 69.5 ± 1.7 9.65 ± 0.39 10.8 ± 2.4 · · · 15
2.761613 10.6 (9.0) 7.66 ± 0.29 14.3 ± 1.0 < 0.37 · · · · · · 16
2.761853 7.5 (6.2) 3.68 ± 0.20 17.8 ± 0.9 7.40 ± 0.31 7.91 ± 2.30 · · · 17
2.762018 7.0 (5.7) 5.53 ± 0.23 20.7 ± 0.9 4.51 ± 0.32 3.82 ± 2.23 · · · 18
2.762164 6.7 (5.4) 5.66 ± 0.31 14.1 ± 0.9 5.57 ± 0.44 11.3 ± 2.7 · · · 19
2.762337 9.7 (8.1) 20.8 ± 1.0 46.0 ± 2.1 70.4 ± 1.4 122 ± 5 · · · 20
2.762414 4.9 (4.1) 224 ± 17 234 ± 15 < 1.17 < 4.32 < 1.39 21
2.762538 3.3 (2.5) 6.97 ± 0.45 9.51 ± 1.03 7.57 ± 0.39 · · · · · · 22
2.762646 15.0 (14.0) 7.58 ± 0.33 17.8 ± 1.3 7.92 ± 0.49 · · · · · · 23
2.762923 4.8 (4.4) 3.56 ± 0.24 18.9 ± 1.2 2.69 ± 0.32 5.33 ± 3.24 · · · 24
2.763017 4.6 (3.8) 3.26 ± 0.28 20.6 ± 1.3 12.6 ± 0.5 33.1 ± 3.7 · · · 25
2.763098 4.8 (4.0) 9.34 ± 0.31 21.3 ± 1.1 < 0.35 · · · · · · 26
2.763268 11.4 (10.0) 3.67 ± 0.31 7.32 ± 1.20 3.72 ± 0.48 · · · · · · 27
2.763356 3.3 (2.4) 1.04 ± 0.20 8.65 ± 0.91 8.02 ± 0.39 21.9 ± 3.3 · · · 28
2.763500 6.5 (5.2) 1.91 ± 0.18 6.64 ± 0.74 9.11 ± 0.32 10.6 ± 2.9 · · · 29
2.763681 10.6 (10.4) 0.70 ± 0.20 3.22 ± 0.90 3.97 ± 0.33 · · · · · · 30
2.763998 8.2 (6.7) < 0.27 1.80 ± 0.72 9.51 ± 0.31 17.2 ± 2.8 · · · 31
2.870d
2.869980 11.3 (9.9) 3.37 ± 0.26 < 2.25 · · · < 0.56 · · · 1
2.870310 10.9 (9.4) 12.4 ± 0.3 31.7 ± 2.3 < 0.38 < 0.71 · · · 2
2.870585 13.2 (12.0) 5.29 ± 0.31 < 2.54 < 0.41 < 0.33 · · · 3
2.909e
2.908791 10.1 · · · 2.17 ± 0.16 · · · · · · · · · < 0.18 1
2.956f
2.956177 11.4 (10.0) 1.14 ± 0.15 < 0.72 · · · < 0.62 < 0.28 1
aIn component 1 Si iv λ1403 is contaminated and is not used.
bIn components 1–4 Si iv λ1403 is blended with Mg ii λ2804 at z = 0.863. In component 2 C ii is too noisy
to be useful. Si ii λ1260 is in the forest but is used to supplement weak λ1527: convincing values are obtained
for components 4 and 5, consistent with λ1527.
cThis is a mildly-damped Lyman α system with the low ionization region centred on component 20 as indicated
by strong C ii, Si ii and O i and relatively weak C iv: for this, log N(H i) ∼ 19.1 gives a good fit to the outer
parts of the damping wings. Despite its close proximity in velocity to the optically thick region, component
21 is very strong in C iv and undetectable in the low ionization species. Si ii λ1260 is in the forest but this
and λ1193 are used to supplement λ1527 and available portions of λ1304: the values obtained for the stronger
components are listed with errors from λλ1304,1527 alone. N v is in the forest but good values for components
2, 3 and 8 come from both members of the doublet and component 21 has a useful upper limit from λ1243.
dSi iv λ1394 is not used because it is too strong relative to λ1403.
eSi iv λ1393 coincides with Al iii λ1855 at z = 1.938 and λ1403 is too noisy to give a reliable value. C ii and
Si ii both are too contaminated to be useful. N v is outside the forest.
fC ii is masked by Si iv λ1403 at z = 2.761.
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Table 5. Heavy Element Absorption Lines: Q0636+6801 zem = 3.175
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
2.311
2.310164 9.4 · · · 2.65 ± 0.16 · · · · · · · · · · · · 1
2.310456 8.4 · · · 3.10 ± 0.16 · · · · · · · · · · · · 2
2.310679 8.3 · · · 3.24 ± 0.16 · · · · · · · · · · · · 3
2.311054 16.4 · · · 20.1 ± 0.3 · · · · · · · · · · · · 4
2.311286 12.1 · · · 15.3 ± 0.2 · · · · · · · · · · · · 5
2.311721 22.4 · · · 9.06 ± 0.27 · · · · · · · · · · · · 6
2.312144 9.6 · · · 0.83 ± 0.16 · · · · · · · · · · · · 7
2.312500 25.7 · · · 3.94 ± 0.29 · · · · · · · · · · · · 8
2.325
2.324395 4.4 · · · 0.25 ± 0.08 · · · · · · · · · · · · 1
2.324753 9.3 · · · 2.13 ± 0.12 · · · · · · · · · · · · 2
2.324890 7.1 · · · 4.49 ± 0.12 · · · · · · · · · · · · 3
2.325103 11.0 · · · 3.37 ± 0.13 · · · · · · · · · · · · 4
2.325270 6.8 · · · 0.26 ± 0.10 · · · · · · · · · · · · 5
2.436
2.435508 3.2 · · · 0.69 ± 0.09 · · · · · · · · · · · · 1
2.474a
2.472749 4.8 · · · 11.1 ± 0.3 · · · · · · · · · · · · 1
2.472778 13.4 · · · 5.75 ± 0.38 · · · · · · · · · · · · 2
2.473178 8.0 · · · 5.84 ± 0.17 · · · · · · · · · · · · 3
2.473427 5.8 · · · 3.64 ± 0.15 · · · · · · · · · · · · 4
2.473591 9.8 · · · 5.79 ± 0.18 · · · · · · · · · · · · 5
2.473870 19.4 · · · 5.74 ± 0.25 · · · · · · · · · · · · 6
2.474504 7.0 · · · 13.0 ± 0.2 · · · · · · · · · · · · 7
2.474628 10.7 · · · 8.13 ± 0.22 · · · · · · · · · · · · 8
2.474966 15.2 · · · 11.0 ± 0.2 · · · · · · · · · · · · 9
2.475250 6.8 (5.7) 53.4 ± 0.7 77.6 ± 4.4 2.69 ± 0.47 3.52 ± 0.90 · · · 10
2.475374 5.6 3.8 56.1 ± 1.1 113 ± 7 11.0 ± 0.6 12.4 ± 1.0 · · · 11
2.475483 9.1 · · · 17.2 ± 0.3 · · · · · · · · · · · · 12
2.475874 28.9 · · · 5.96 ± 0.40 · · · · · · · · · · · · 13
2.475973 7.0 · · · 3.29 ± 0.18 · · · · · · · · · · · · 14
2.595
2.594509 8.2 · · · 1.86 ± 0.12 · · · · · · · · · · · · 1
2.594744 4.6 · · · 0.79 ± 0.11 · · · · · · · · · · · · 2
2.594834 5.8 · · · 1.46 ± 0.12 · · · · · · · · · · · · 3
2.621
2.621012 12.6 · · · 1.69 ± 0.23 · · · · · · · · · · · · 1
2.621429 17.2 · · · 4.90 ± 0.27 · · · · · · · · · · · · 2
2.681b
2.680228 8.7 (6.9) 1.49 ± 0.19 < 0.94 · · · · · · · · · 1
2.681582 16.8 (15.9) 0.94 ± 0.31 < 1.62 · · · · · · · · · 2
2.681729 8.0 (6.3) 0.49 ± 0.22 1.43 ± 1.11 · · · · · · · · · 3
2.682134 16.9 (15.9) 6.59 ± 0.26 < 1.33 · · · · · · · · · 4
2.690
2.690484 7.6 (6.3) 1.67 ± 0.21 1.38 ± 0.44 · · · · · · · · · 1
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Table 5—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
2.868c
2.867186 9.3 (7.5) 0.35 ± 0.20 < 1.14 < 0.32 · · · · · · 1
2.867448 6.5 (5.3) 0.97 ± 0.18 < 1.02 < 0.19 · · · · · · 2
2.867921 9.4 (7.6) 3.48 ± 0.22 < 0.86 < 0.26 · · · · · · 3
2.868426 8.6 (6.8) 0.83 ± 0.18 < 0.57 < 0.21 · · · · · · 4
2.868799 9.1 (7.3) 5.30 ± 0.21 3.08 ± 0.55 < 0.21 · · · · · · 5
2.892
2.890422 6.4 (5.2) 0.81 ± 0.12 1.05 ± 0.46 < 0.24 · · · · · · 1
2.890751 14.6 (13.5) 1.18 ± 0.19 < 1.00 < 0.35 · · · · · · 2
2.890979 3.7 (2.4) 0.43 ± 0.11 < 0.49 < 0.33 · · · · · · 3
2.891193 3.7 (2.4) 0.79 ± 0.11 < 0.38 < 0.20 · · · · · · 4
2.891348 7.3 (6.0) 3.44 ± 0.14 < 0.52 < 0.26 · · · · · · 5
2.891574 11.1 (9.6) 1.18 ± 0.16 2.05 ± 0.61 0.71 ± 0.30 · · · · · · 6
2.891873 6.5 (5.7) 7.40 ± 0.21 1.29 ± 0.61 < 0.50 · · · · · · 7
2.891972 22.7 (22.0) 11.0 ± 0.4 < 1.22 < 0.62 · · · · · · 8
2.893152 11.2 (9.8) 2.38 ± 0.16 < 0.67 < 0.40 · · · · · · 9
2.893931 3.7 (2.4) 0.44 ± 0.10 < 0.43 < 0.32 · · · · · · 10
2.904d
2.902448 20.3 · · · 7.52 ± 0.31 · · · · · · · · · · · · 1
2.902615 8.2 (6.8) 4.42 ± 0.28 16.7 ± 1.0 < 0.58 · · · · · · 2
2.902811 16.0 (15.1) 21.8 ± 0.7 61.2 ± 2.3 < 0.90 · · · · · · 3
2.902970 25.5 (24.9) 28.5 ± 0.9 20.2 ± 2.9 4.14 ± 1.21 · · · · · · 4
2.903256 4.3 (3.3) 1.46 ± 0.24 7.27 ± 0.84 < 0.43 · · · · · · 5
2.903348 20.2 (19.5) 28.7 ± 0.5 52.0 ± 1.8 2.20 ± 0.77 · · · · · · 6
2.903645 7.1 (5.8) 1.91 ± 0.18 < 0.67 < 0.56 · · · · · · 7
2.903904 7.3 (6.3) 2.05 ± 0.41 28.1 ± 1.4 1.81 ± 1.20 · · · · · · 8
2.903992 15.8 (14.8) 18.8 ± 0.7 12.3 ± 2.1 < 2.37 · · · · · · 9
2.904141 3.8 (2.9) 5.56 ± 0.32 34.9 ± 1.5 [486 ± 57] 481 ± 11 · · · 10
2.904277 7.0 (5.8) 31.5 ± 0.6 330 ± 8 79.1 ± 13.5 153 ± 4 · · · 11
2.904403 7.7 (6.3) 4.38 ± 1.30 160 ± 8 [213 ± 31] 452 ± 7 · · · 12
2.904569 18.4 (17.5) 94.6 ± 3.5 432 ± 14 35.2 ± 17.6 16.0 ± 6.8 · · · 13
2.904679 9.2 (7.4) 24.4 ± 3.5 182 ± 17 < 16.10 34.2 ± 6.6 · · · 14
2.904727 5.6 (4.6) < 1.79 40.5 ± 8.9 117 ± 8 167 ± 5 · · · 15
2.904947 5.7 (4.7) 3.31 ± 0.55 7.83 ± 1.90 2.35 ± 1.13 4.72 ± 1.16 · · · 16
2.904951 25.6 (25.0) 16.3 ± 1.6 65.2 ± 5.8 < 3.54 · · · · · · 17
2.905153 6.4 4.6 9.26 ± 0.44 75.9 ± 2.0 12.8 ± 1.0 14.4 ± 1.0 · · · 18
2.905313 9.3 (7.6) 3.27 ± 0.25 20.8 ± 1.1 4.14 ± 0.55 7.87 ± 0.78 · · · 19
2.905486 4.7 2.7 < 0.26 1.77 ± 0.77 5.71 ± 0.47 12.7 ± 0.9 · · · 20
2.905509 19.3 (18.5) 3.27 ± 0.40 16.1 ± 1.8 2.03 ± 0.92 · · · · · · 21
3.009e
3.007413 8.7 (6.8) 1.02 ± 0.25 < 0.57 < 0.39 · · · · · · 1
3.010096 13.3 (12.1) 4.65 ± 0.31 < 0.67 < 0.49 · · · · · · 2
3.013
3.012890 17.5 (16.6) 0.83 ± 0.34 < 0.77 < 0.49 · · · · · · 1
3.013251 18.5 (17.6) 2.33 ± 0.43 < 0.91 < 0.61 · · · · · · 2
3.013468 12.7 (11.5) 9.83 ± 0.38 5.91 ± 0.73 < 0.53 · · · · · · 3
3.013730 3.2 (2.5) 0.82 ± 0.17 < 0.36 < 0.26 · · · · · · 4
3.013933 9.3 (7.5) 1.95 ± 0.24 < 0.49 < 0.34 · · · · · · 5
– 65 –
Table 5—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
3.018
3.017230 6.2 (5.4) 22.1 ± 0.4 5.71 ± 0.58 0.40 ± 0.31 · · · · · · 1
3.017391 6.4 (5.2) 18.0 ± 0.4 2.96 ± 0.57 < 0.37 · · · · · · 2
3.017537 7.5 (5.1) 3.51 ± 0.26 < 0.62 < 0.34 · · · · · · 3
3.017875 2.6 (1.7) 0.79 ± 0.23 < 0.44 < 0.24 · · · · · · 4
3.111f
3.111315 10.3 (8.7) 2.34 ± 0.15 < 0.52 < 0.76 < 0.26 < 0.54 1
aOnly C iv is outside the forest but the strong, narrow components 10 and 11 are clearly distinguished in
Si iv λ1394 and C ii, where they are relatively free of contamination. In these components Si ii λ1260 is also
well-measured in the forest and is used to supplement λ1527.
bSi iv λ1394 is blended with C iv λ1548 at z = 2.311 and overall rather noisy, and is not used.
cIn components 1 and 2 Si iv λ1394 is blended with stronger C iv λ1551 at z = 2.474 and the values come
from λ1403 alone.
dThis is a complex system with strong C ii, Si ii and O i and relatively weak C iv; although H i is not
obviously damped, from the extent of Lyman α wings associated with components 10 and 12, the strongest in
the low-ionization species, the combined limit is log N(H i) . 18.7. In the broad component 1 Si iv and C ii
are weak and too uncertain to include. In components 10 and 12 C ii is saturated and the values (in square
brackets) are indicative only. Si ii λ1260 is in the forest but onward from component 10 is relatively clear of
contamination and is used to supplement λ1304, which is outside and relatively strong although components
1–9 are undetected; λ1527 seems somewhat contaminated and is not used. For component 20 b(C) comes
from C ii.
eSi iv λ1394 is contaminated and is not used.
fN v is outside the forest; λ1239 is blended with strong Si ii λ1304 at z = 2.904 and the upper limit is
from λ1243 alone.
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Table 6. Heavy Element Absorption Lines: Q1425+6039 zem = 3.199
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
2.343
2.342658 9.9 · · · 4.83 ± 0.07 · · · · · · · · · · · · 1
2.342825 10.1 · · · 5.57 ± 0.07 · · · · · · · · · · · · 2
2.343112 8.3 · · · 2.50 ± 0.06 · · · · · · · · · · · · 3
2.476
2.475446 13.2 · · · 2.16 ± 0.12 · · · · · · · · · · · · 1
2.475735 12.9 · · · 4.87 ± 0.13 · · · · · · · · · · · · 2
2.476010 7.4 · · · 8.01 ± 0.12 · · · · · · · · · · · · 3
2.476190 3.9 · · · 0.38 ± 0.08 · · · · · · · · · · · · 4
2.476558 2.1 · · · 0.24 ± 0.07 · · · · · · · · · · · · 5
2.486
2.485350 11.7 · · · 2.04 ± 0.10 · · · · · · · · · · · · 1
2.485641 10.4 · · · 4.17 ± 0.10 · · · · · · · · · · · · 2
2.486022 8.1 · · · 2.27 ± 0.09 · · · · · · · · · · · · 3
2.486233 9.9 · · · 7.76 ± 0.11 · · · · · · · · · · · · 4
2.486466 10.6 · · · 10.5 ± 0.1 · · · · · · · · · · · · 5
2.486635 7.8 · · · 9.60 ± 0.12 · · · · · · · · · · · · 6
2.486847 10.4 · · · 18.8 ± 0.2 · · · · · · · · · · · · 7
2.487046 12.9 · · · 12.6 ± 0.2 · · · · · · · · · · · · 8
2.487377 29.2 · · · 0.99 ± 0.17 · · · · · · · · · · · · 9
2.513
2.513450 8.3 · · · 1.29 ± 0.11 · · · · · · · · · · · · 1
2.606
2.605744 7.4 · · · 1.13 ± 0.08 · · · · · · · · · · · · 1
2.624
2.624447 16.3 · · · 1.77 ± 0.16 · · · · · · · · · · · · 1
2.646a
2.645671 12.5 (11.2) 1.13 ± 0.11 < 0.58 · · · · · · · · · 1
2.646265 23.5 (22.8) 1.03 ± 0.16 < 1.52 · · · · · · · · · 2
2.646557 11.8 (10.4) 4.08 ± 0.12 < 0.61 · · · · · · · · · 3
2.702b
2.702178 20.9 (20.1) 0.99 ± 0.14 < 0.51 · · · · · · · · · 1
2.702463 8.0 (6.6) 0.69 ± 0.09 0.75 ± 0.24 · · · · · · · · · 2
2.726b
2.726083 24.1 (23.5) 2.98 ± 0.17 < 0.75 · · · · · · · · · 1
2.726279 11.1 (9.7) 3.07 ± 0.12 3.71 ± 0.37 · · · · · · · · · 2
2.770c
2.768786 14.6 (13.6) 0.70 ± 0.12 1.82 ± 0.40 · · · · · · · · · 1
2.769114 8.4 (6.9) 2.44 ± 0.10 0.89 ± 0.29 · · · · · · · · · 2
2.769332 7.3 (6.1) 0.66 ± 0.09 5.28 ± 0.30 · · · 3.16 ± 1.39 · · · 3
2.769603 16.9 (15.9) 4.45 ± 0.16 2.24 ± 0.50 · · · 11.6 ± 2.5 · · · 4
2.769767 5.6 (4.7) 2.13 ± 0.11 42.4 ± 0.5 · · · 697 ± 11 · · · 5
2.769870 3.3 (2.2) 0.57 ± 0.13 8.31 ± 0.43 · · · 628 ± 61 · · · 6
2.769947 7.2 (6.0) 1.67 ± 0.19 16.8 ± 0.6 · · · 526 ± 11 · · · 7
2.770029 3.7 (2.7) 0.39 ± 0.13 8.87 ± 0.43 · · · 315 ± 14 · · · 8
2.770122 6.0 (4.9) 0.94 ± 0.12 8.21 ± 0.38 · · · 220 ± 3 · · · 9
2.770252 30.1 (29.6) 1.62 ± 0.22 < 0.74 · · · · · · · · · 10
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Table 6—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
2.771054 6.9 (5.6) 0.91 ± 0.08 7.66 ± 0.30 · · · 3.68 ± 1.29 · · · 11
2.773d
2.772536 11.5 (10.1) 3.31 ± 0.25 < 0.31 · · · · · · · · · 1
2.772726 6.8 (3.9) [494 ± 9] 5.72 ± 0.27 0.88 ± 0.14 · · · 121 ± 2 2
2.772863 4.0 (2.7) 56.8 ± 1.6 3.53 ± 0.47 0.57 ± 0.15 · · · 11.1 ± 0.8 3
2.772893 9.6 (7.9) 2.72 ± 0.47 < 0.68 · · · · · · · · · 4
2.773427 24.0 (23.3) 2.86 ± 0.24 < 0.45 · · · · · · · · · 5
2.774082 15.6 (14.6) 1.14 ± 0.19 < 0.36 · · · · · · · · · 6
2.796
2.795972 5.6 (4.7) 2.22 ± 0.12 < 0.39 · · · · · · · · · 1
2.796182 10.2 (8.6) 1.72 ± 0.14 < 0.44 · · · · · · · · · 2
2.827e
2.825084 9.0 (7.1) 1.00 ± 0.12 1.29 ± 0.45 2.15 ± 0.14 2.34 ± 1.36 · · · 1
2.825332 7.6 (6.1) 2.12 ± 0.14 < 0.45 9.82 ± 0.20 14.8 ± 2.4 · · · 2
2.825449 4.2 (3.2) 25.2 ± 0.4 4.32 ± 0.59 20.1 ± 0.4 38.8 ± 5.1 · · · 3
2.825534 3.6 (2.5) 27.7 ± 0.7 16.5 ± 0.9 27.8 ± 0.8 10.0 ± 2.8 · · · 4
2.825621 5.5 (4.4) 18.5 ± 0.3 15.0 ± 0.8 82.5 ± 2.1 629 ± 79 · · · 5
2.825763 7.0 (5.7) 6.88 ± 0.72 7.23 ± 1.11 104 ± 5 194 ± 16 · · · 6
2.825831 · · · 9.5 < 1.94 25.0 ± 1.6 < 7.48 < 16.2 · · · 7
2.825917 5.8 (4.9) 2.44 ± 0.61 < 1.59 51.4 ± 3.5 114 ± 9 · · · 8
2.826024 13.8 (12.6) 26.4 ± 0.6 78.5 ± 1.6 46.5 ± 3.2 26.5 ± 2.8 · · · 9
2.826134 5.7 (5.7) < 0.37 < 1.98 18.0 ± 7.1 60.8 ± 3.6 · · · 10
2.826240 9.6 (7.8) 5.74 ± 0.55 9.33 ± 1.63 99.6 ± 29.4 48.2 ± 7.2 · · · 11
2.826324 9.7 (8.0) 9.87 ± 0.49 26.8 ± 1.4 · · · 273 ± 10 · · · 12
2.826467 5.2 (3.8) 3.16 ± 0.29 5.30 ± 0.77 · · · 399 ± 34 · · · 13
2.826567 7.7 (6.1) 7.23 ± 0.62 19.1 ± 1.9 · · · · · · · · · 14
2.826644 · · · 9.5 < 1.90 9.40 ± 5.82 · · · · · · · · · 15
2.826731 15.5 (14.5) 8.70 ± 1.98 32.7 ± 8.4 · · · · · · · · · 16
2.826817 22.1 (21.4) 40.0 ± 3.0 67.3 ± 9.5 · · · · · · · · · 17
2.826867 · · · 12.0 < 2.12 41.4 ± 6.2 · · · · · · · · · 18
2.827209 4.6 (3.7) 0.65 ± 0.35 < 1.03 183 ± 40 342 ± 13 · · · 19
2.827274 16.9 (16.0) 23.6 ± 1.1 41.3 ± 3.3 < 26.8 43.0 ± 16.8 · · · 20
2.827395 7.3 (6.0) 3.49 ± 0.48 12.8 ± 1.4 125 ± 8 230 ± 7 · · · 21
2.827571 14.2 (13.1) 3.26 ± 0.46 < 1.83 4.31 ± 2.94 27.4 ± 6.8 · · · 22
2.827646 8.1 (6.5) < 0.38 3.94 ± 1.02 99.5 ± 1.8 204 ± 5 · · · 23
2.827820 9.3 (7.6) 1.71 ± 0.19 < 0.64 31.6 ± 0.5 62.5 ± 3.3 · · · 24
2.827976 12.9 (11.7) 5.12 ± 0.36 11.8 ± 1.3 0.78 ± 0.48 · · · · · · 25
2.828086 16.4 (15.5) 2.67 ± 0.34 < 1.32 1.17 ± 0.40 · · · · · · 26
2.830f
2.828551 13.7 (12.6) 2.44 ± 0.14 2.93 ± 0.49 0.29 ± 0.14 · · · · · · 1
2.828831 11.0 (9.5) 2.45 ± 0.16 3.02 ± 0.55 1.99 ± 0.14 · · · · · · 2
2.829053 3.3 (2.2) < 0.13 0.57 ± 0.40 0.92 ± 0.11 · · · · · · 3
2.829371 15.2 (14.2) 4.94 ± 1.14 32.8 ± 2.8 18.3 ± 0.8 30.9 ± 5.6 · · · 4
2.829382 3.3 (2.2) 1.42 ± 0.17 7.41 ± 0.64 5.28 ± 0.19 8.83 ± 1.79 · · · 5
2.829527 37.2 (36.8) 35.8 ± 2.4 < 5.73 < 1.62 · · · · · · 6
2.829571 5.9 (4.8) 25.9 ± 0.6 51.8 ± 1.6 0.39 ± 0.20 · · · · · · 7
2.829671 7.2 (5.8) 75.9 ± 3.8 168 ± 3 20.4 ± 0.4 26.0 ± 2.3 · · · 8
2.829772 5.2 (4.2) 12.7 ± 1.4 93.7 ± 3.6 18.0 ± 0.4 32.0 ± 2.4 · · · 9
2.829830 8.1 (6.7) 44.7 ± 1.1 66.9 ± 2.3 3.24 ± 0.47 · · · · · · 10
2.829921 14.3 (13.2) 1.34 ± 0.61 11.9 ± 1.5 4.76 ± 0.45 14.4 ± 3.8 · · · 11
2.830156 10.2 (8.7) 5.02 ± 0.44 14.3 ± 1.0 6.05 ± 0.37 9.00 ± 2.75 · · · 12
2.830335 31.3 (30.8) 55.6 ± 1.1 27.6 ± 2.6 4.61 ± 0.98 · · · · · · 13
2.830421 4.1 (3.3) 21.5 ± 0.8 60.8 ± 1.9 44.8 ± 1.0 84.8 ± 2.2 · · · 14
– 68 –
Table 6—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
2.830583 4.7 (3.5) 19.0 ± 1.7 82.1 ± 6.1 43.4 ± 2.5 321 ± 8 · · · 15
2.830610 12.6 (11.3) 41.8 ± 2.6 185 ± 7 20.6 ± 6.0 · · · · · · 16
2.830678 4.5 (3.5) 1.60 ± 0.49 11.1 ± 1.6 26.3 ± 1.1 42.1 ± 3.5 · · · 17
2.830733 5.9 (5.0) 3.29 ± 0.62 3.95 ± 1.46 1.64 ± 1.12 · · · · · · 18
2.830857 14.9 (13.8) 2.10 ± 0.23 11.0 ± 0.8 4.61 ± 0.30 19.0 ± 3.2 · · · 19
2.950
2.947838 11.9 (10.6) 4.35 ± 0.16 < 0.43 < 0.20 · · · · · · 1
2.948156 13.6 (12.4) 4.56 ± 0.17 0.78 ± 0.46 < 0.21 · · · · · · 2
2.949959 10.8 (9.3) 2.18 ± 0.12 < 0.58 < 0.23 · · · · · · 3
2.950342 14.5 (13.4) 7.64 ± 0.21 1.92 ± 0.70 < 0.48 · · · · · · 4
2.950455 6.8 5.0 4.94 ± 0.17 5.36 ± 0.61 < 0.27 · · · · · · 5
2.950678 11.1 (9.6) 16.2 ± 0.2 5.53 ± 0.42 < 0.24 · · · · · · 6
2.951200 19.1 (18.3) 0.74 ± 0.14 < 0.59 < 0.28 · · · · · · 7
2.964g
2.963297 14.4 (13.3) 2.66 ± 0.15 < 0.75 < 0.25 · · · · · · 1
2.963438 8.9 (7.1) 1.98 ± 0.12 0.88 ± 0.53 < 0.21 · · · · · · 2
2.963631 7.6 (6.1) 1.14 ± 0.09 < 0.39 < 0.15 · · · · · · 3
2.963969 13.0 (11.8) 3.89 ± 0.15 1.68 ± 0.65 · · · · · · · · · 4
2.964099 8.8 (7.0) 7.26 ± 0.14 7.89 ± 0.54 0.36 ± 0.21 · · · · · · 5
3.025h
3.024624 7.2 (6.0) 0.66 ± 0.13 < 0.54 · · · · · · · · · 1
3.024790 4.1 (2.7) 0.62 ± 0.11 < 0.35 · · · · · · · · · 2
3.056i
3.055479 23.9 (23.2) 1.87 ± 0.23 < 0.56 < 0.31 · · · · · · 1
3.055883 16.4 (15.4) 1.79 ± 0.20 < 0.51 · · · · · · · · · 2
3.056135 6.0 · · · 0.74 ± 0.12 · · · < 0.20 · · · · · · 3
3.067j
3.066627 10.5 (8.9) 0.97 ± 0.20 < 0.34 < 0.19 < 0.18 · · · 1
3.066970 10.4 (8.9) 6.69 ± 0.26 8.61 ± 0.39 < 0.23 < 0.24 · · · 2
3.067122 6.0 4.9 3.33 ± 0.22 15.1 ± 0.4 < 0.31 < 0.24 · · · 3
3.074j
3.073988 7.1 (5.8) 2.60 ± 0.17 < 0.55 < 0.24 < 0.27 · · · 1
3.096k
3.095190 10.9 (9.5) 2.33 ± 0.14 < 0.39 < 0.17 < 0.13 0.57 ± 0.17 1
3.095418 6.3 (3.7) 7.53 ± 0.13 10.3 ± 0.4 < 0.15 < 0.10 0.43 ± 0.14 2
3.095753 10.6 (9.1) 1.31 ± 0.13 0.60 ± 0.42 < 0.35 < 0.14 0.28 ± 0.17 3
3.095938 5.3 (4.4) 1.46 ± 0.11 0.87 ± 0.32 < 0.14 < 0.11 < 0.22 4
3.135l
3.133470 4.8 (3.8) 3.18 ± 0.34 4.58 ± 0.26 < 0.23 < 0.27 0.26 ± 0.09 1
3.133645 9.9 (8.2) 9.22 ± 0.49 11.7 ± 0.4 < 0.48 0.55 ± 0.20 < 0.13 2
3.133929 19.4 (18.6) 6.50 ± 0.62 4.93 ± 0.50 < 0.42 < 0.31 < 0.36 3
3.134197 4.1 (3.0) 1.08 ± 0.31 < 0.25 < 0.27 < 0.14 < 0.09 4
3.134458 20.1 (19.4) 3.35 ± 0.29 < 0.48 < 0.38 < 0.29 < 0.18 5
3.135247 8.2 (6.7) 0.89 ± 0.16 0.75 ± 0.29 < 0.25 < 0.31 < 0.09 6
3.135512 7.8 (7.1) 2.06 ± 0.18 7.12 ± 0.33 < 0.37 < 0.21 < 0.10 7
3.135682 8.4 (6.9) 3.96 ± 0.22 3.26 ± 0.36 < 0.29 < 0.26 < 0.22 8
3.135841 5.7 (4.5) 0.85 ± 0.26 5.88 ± 0.44 < 0.35 < 0.30 < 0.15 9
3.135884 16.2 (15.3) 7.18 ± 0.41 < 0.74 < 0.57 < 0.54 < 0.23 10
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Table 6—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
3.155m
3.152981 14.6 (13.5) 3.37 ± 0.22 < 0.86 < 0.29 < 0.23 < 0.15 1
3.153348 11.7 (10.3) 2.45 ± 0.19 < 0.47 < 0.25 < 0.20 0.25 ± 0.09 2
3.153683 4.1 (3.1) 0.58 ± 0.13 < 0.29 < 0.15 < 0.14 < 0.06 3
3.154125 14.9 (13.8) 4.14 ± 0.21 0.85 ± 0.49 < 0.27 < 0.23 < 0.10 4
3.154566 12.2 (10.9) 1.11 ± 0.19 0.74 ± 0.44 < 0.23 < 0.20 < 0.09 5
3.155016 13.6 (12.4) 0.63 ± 0.19 < 0.46 < 0.25 0.44 ± 0.22 < 0.09 6
3.156047 27.4 (26.8) 2.63 ± 0.31 < 0.97 < 0.32 < 0.31 0.39 ± 0.15 7
3.174n
3.172790 7.0 (5.6) 0.34 ± 0.09 < 0.40 < 0.13 < 0.14 < 0.07 1
3.173329 7.0 (5.7) 0.59 ± 0.09 < 0.43 < 0.18 < 0.14 < 0.07 2
3.174383 7.5 (6.1) 0.40 ± 0.10 < 0.28 < 0.13 < 0.15 < 0.07 3
3.174750 7.9 (6.3) 1.18 ± 0.10 0.78 ± 0.28 < 0.14 < 0.15 < 0.12 4
3.175030 8.8 6.1 3.17 ± 0.11 3.05 ± 0.49 0.49 ± 0.15 < 0.15 < 0.09 5
3.175362 14.1 (13.0) 14.3 ± 0.3 10.7 ± 0.7 < 0.33 < 0.34 0.57 ± 0.17 6
3.175432 6.5 5.3 11.9 ± 0.2 29.1 ± 0.5 1.08 ± 0.23 0.90 ± 0.24 < 0.12 7
3.175603 7.6 6.6 6.02 ± 0.13 14.9 ± 0.3 0.62 ± 0.15 0.49 ± 0.16 < 0.08 8
3.175806 3.7 (2.4) 0.49 ± 0.08 0.68 ± 0.23 < 0.12 < 0.12 < 0.06 9
aSi iv values are from λ1403 only, as λ1394 is in the forest.
bSi iv λ1403 is blended with Si iv λ1394 at z = 2.726.
cThis is a mildly-damped Lyman α system with very strong Si ii λ1527 spanning components 5–9; for these
collectively a good fit to the damping wings is given by log N(H i) ∼ 19.4. C iv λ1551 is blended with strong
Si ii λ1527 at z = 2.830 and is not used. Si ii values are from λ1527.
dC iv λ1548 is blended with strong Si ii λ1527 at z = 2.827; in component 2 both members of the doublet
are saturated and the value (in square brackets) is highly approximate. C ii is in the forest; the values for
components 2 and 3 are extracted from a complex blend with Si iii λ1207 at z = 3.174 and H i, and are
indicative only. N v is in the forest but gives good values for the two strong components; these appear to be
slightly broader than is consistent with C iv although the partial saturation makes this uncertain.
eThis is a damped Lyman α system with very strong C ii and Si ii centred on components 5 and 13–18; for
these collectively a reasonable fit to the damping wings is given by log N(H i) ∼ 20.3. Si ii is obtained from
appropriate sections of λ1527, which is partially blended with C iv λ1548 at z = 2.773, and of λ1260 and λ1190,
which are in the forest but useful in parts. C ii is heavily saturated in components 12–18, and Si ii λ1527 in
14–18: these regions are not included.
fC ii requires a strong, narrow component apparently with N(C ii) = (1.28±0.09)×1013 at z = 2.830513, but
this is inconsistent with the pattern in the other species so probably the feature is spurious and is not included.
Si ii is from λ1527; blending with C iv λ1551 at z = 2.770 masks the first few components.
gIn component 4 C ii is obscured by the outlying component 11 of Si ii λ1527 in the z = 2.770 system.
hSi iv λ1403 is masked by C iv λ1548 at z = 2.646. C ii is contaminated by Si iv λ1403 between the systems
at z = 2.827 and z = 2.830 and is too uncertain to use.
iIn component 3 C iv λ1551 at z = 2.646 encroaches on Si iv λ1394 and λ1403 is too noisy to be useful. In
component 2 C ii seems contaminated and is not included.
jC iv λ1551 contains C iv λ1548 at z = 3.074.
kN v values are from λ1243, which is outside the forest.
lIn components 1–5 C iv λ1548 is blended with strong Al ii λ1671 at z = 2.830 and is not used. N v is out
of the forest; in components 1–5 λ1243 is contaminated with Mg ii λ2796 at z = 0.837 and is not used.
mComponent 7 of C iv λ1551 is blended with Ni ii λ1710 at z = 2.770. N v λ1243 is obscured by Ni ii λ1370
at z = 2.770.
nThis is close to zem. In component 5 Si iv λ1394 contains an unknown interloper and is not used.
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Table 7. Heavy Element Absorption Lines: Q1422+2309C zem = 3.628
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
2.666
2.664781 12.2 · · · 0.51 ± 0.08 · · · · · · · · · · · · 1
2.665222 11.0 · · · 2.32 ± 0.08 · · · · · · · · · · · · 2
2.665472 11.0 · · · 1.95 ± 0.10 · · · · · · · · · · · · 3
2.665677 19.0 · · · 0.99 ± 0.12 · · · · · · · · · · · · 4
2.666934 23.8 · · · 1.75 ± 0.11 · · · · · · · · · · · · 5
2.683
2.682774 12.3 · · · 5.55 ± 0.45 · · · · · · · · · · · · 1
2.682926 5.9 · · · 0.98 ± 0.20 · · · · · · · · · · · · 2
2.683053 5.5 · · · 1.18 ± 0.17 · · · · · · · · · · · · 3
2.698
2.696877 4.4 · · · 0.39 ± 0.09 · · · · · · · · · · · · 1
2.697222 16.3 · · · 3.73 ± 0.17 · · · · · · · · · · · · 2
2.697658 11.6 · · · 9.58 ± 0.16 · · · · · · · · · · · · 3
2.698099 9.1 · · · 1.11 ± 0.12 · · · · · · · · · · · · 4
2.698400 9.6 · · · 9.62 ± 0.17 · · · · · · · · · · · · 5
2.698586 15.3 · · · 7.62 ± 0.19 · · · · · · · · · · · · 6
2.698882 13.9 · · · 5.46 ± 0.15 · · · · · · · · · · · · 7
2.720
2.719820 12.1 · · · 1.26 ± 0.13 · · · · · · · · · · · · 1
2.720073 7.9 · · · 1.74 ± 0.12 · · · · · · · · · · · · 2
2.720227 6.9 · · · 4.84 ± 0.14 · · · · · · · · · · · · 3
2.720556 6.4 · · · 0.29 ± 0.10 · · · · · · · · · · · · 4
2.720706 3.8 · · · 0.29 ± 0.08 · · · · · · · · · · · · 5
2.720877 6.5 · · · 0.40 ± 0.10 · · · · · · · · · · · · 6
2.749a
2.748395 7.4 · · · 0.78 ± 0.20 · · · · · · · · · · · · 1
2.748609 6.0 · · · 0.92 ± 0.18 · · · · · · · · · · · · 2
2.748772 6.6 · · · 1.64 ± 0.20 · · · · · · · · · · · · 3
2.748898 5.1 (3.6) 11.8 ± 0.3 76.8 ± 3.3 · · · · · · · · · 4
2.748988 7.9 (6.5) 9.43 ± 0.32 27.5 ± 1.7 · · · · · · · · · 5
2.749192 6.5 · · · 8.29 ± 0.22 · · · · · · · · · · · · 6
2.749424 8.4 · · · 1.65 ± 0.26 · · · · · · · · · · · · 7
2.749682 29.1 · · · 5.23 ± 0.89 · · · · · · · · · · · · 8
2.749869 6.6 · · · 3.36 ± 0.27 · · · · · · · · · · · · 9
2.772
2.771677 8.2 · · · 1.36 ± 0.10 · · · · · · · · · · · · 1
2.797
2.796547 3.9 · · · 0.61 ± 0.16 · · · · · · · · · · · · 1
2.796770 15.6 · · · 2.29 ± 0.33 · · · · · · · · · · · · 2
2.810
2.809782 8.4 · · · 1.82 ± 0.19 · · · · · · · · · · · · 1
2.895
2.895100 16.6 · · · 2.04 ± 0.19 · · · · · · · · · · · · 1
2.895453 13.4 · · · 7.51 ± 0.27 · · · · · · · · · · · · 2
2.895619 24.7 · · · 5.03 ± 0.34 · · · · · · · · · · · · 3
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Table 7—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
2.908
2.907689 7.1 · · · 0.35 ± 0.10 · · · · · · · · · · · · 1
2.908058 15.6 · · · 0.62 ± 0.15 · · · · · · · · · · · · 2
2.910
2.909696 11.1 · · · 2.54 ± 0.23 · · · · · · · · · · · · 1
2.946b
2.945154 4.1 · · · 0.67 ± 0.21 · · · · · · · · · · · · 1
2.945482 11.7 · · · 1.41 ± 0.37 · · · · · · · · · · · · 2
2.947520 8.3 · · · 3.11 ± 0.26 · · · · · · · · · · · · 3
2.962
2.960740 21.5 · · · 2.15 ± 0.26 · · · · · · · · · · · · 1
2.961036 11.0 · · · 2.22 ± 0.19 · · · · · · · · · · · · 2
2.961527 8.3 · · · 3.03 ± 0.16 · · · · · · · · · · · · 3
2.961866 10.2 · · · 14.7 ± 0.2 · · · · · · · · · · · · 4
2.962084 7.4 · · · 6.12 ± 0.18 · · · · · · · · · · · · 5
2.962367 10.1 · · · 6.82 ± 0.19 · · · · · · · · · · · · 6
2.971c
2.971006 17.0 · · · 0.58 ± 0.50 · · · · · · · · · · · · 1
2.971447 14.3 · · · 2.05 ± 0.46 · · · · · · · · · · · · 2
2.971637 3.5 · · · 0.43 ± 0.12 · · · · · · · · · · · · 3
2.976
2.975823 23.4 · · · 2.55 ± 0.24 · · · · · · · · · · · · 1
2.976224 10.6 · · · 6.54 ± 0.18 · · · · · · · · · · · · 2
2.999
2.999214 9.4 · · · 1.19 ± 0.40 · · · · · · · · · · · · 1
2.999228 25.1 · · · 5.03 ± 0.63 · · · · · · · · · · · · 2
3.036
3.035061 4.7 · · · 0.95 ± 0.13 · · · · · · · · · · · · 1
3.036510 12.7 · · · 1.40 ± 0.20 · · · · · · · · · · · · 2
3.064d
3.063229 6.6 (5.4) 1.52 ± 0.26 < 0.20 · · · · · · · · · 1
3.063442 5.8 (4.8) 2.57 ± 0.38 < 0.27 · · · · · · · · · 2
3.063491 17.5 (16.6) 3.98 ± 0.63 < 0.48 · · · · · · · · · 3
3.063997 18.8 (18.0) 2.49 ± 0.43 < 0.32 · · · · · · · · · 4
3.064458 9.2 (7.4) 1.71 ± 0.49 < 0.22 · · · · · · · · · 5
3.071
3.071100 7.2 (5.7) 4.40 ± 0.25 < 0.36 · · · · · · · · · 1
3.086e
3.086064 5.6 (4.4) 1.06 ± 0.28 < 0.39 · · · · · · · · · 1
3.086338 2.7 (2.2) 0.52 ± 0.15 < 0.28 · · · · · · · · · 2
3.086675 7.1 (5.9) 5.97 ± 0.31 < 0.39 · · · · · · · · · 3
3.086839 8.6 (6.8) 2.10 ± 0.31 < 0.45 · · · · · · · · · 4
3.090f
3.089900 13.0 (11.8) 10.0 ± 0.4 2.27 ± 0.99 · · · · · · · · · 1
3.089958 4.7 (3.6) 0.47 ± 0.28 2.65 ± 0.63 · · · · · · · · · 2
3.090280 14.1 (13.0) 14.1 ± 0.3 12.3 ± 0.7 · · · · · · · · · 3
3.090533 6.9 (5.5) 4.22 ± 0.23 4.00 ± 0.45 · · · · · · · · · 4
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Table 7—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
3.090793 7.0 (5.6) 2.94 ± 0.23 3.12 ± 0.80 · · · · · · · · · 5
3.091068 8.7 (6.9) 10.6 ± 0.2 9.16 ± 0.84 · · · · · · · · · 6
3.095
3.094889 34.0 (33.6) 2.07 ± 0.79 < 4.90 · · · · · · · · · 1
3.135g
3.132520 25.5 (24.9) 2.79 ± 0.36 < 1.16 · · · · · · · · · 1
3.133873 23.5 (22.9) 7.95 ± 0.40 8.95 ± 0.79 · · · · · · · · · 2
3.134141 4.1 (2.7) 0.92 ± 0.18 0.77 ± 0.33 · · · · · · · · · 3
3.134477 13.9 (12.8) 8.83 ± 0.30 5.13 ± 0.81 · · · · · · · · · 4
3.136905 8.2 (6.8) 1.17 ± 0.24 5.17 ± 0.50 · · · · · · · · · 5
3.137113 7.2 (5.3) 0.84 ± 0.37 4.79 ± 0.66 · · · · · · · · · 6
3.137169 18.0 (17.1) 5.35 ± 0.59 6.26 ± 1.17 · · · · · · · · · 7
3.191
3.191375 3.2 (2.2) 0.44 ± 0.12 0.91 ± 0.47 · · · · · · · · · 1
3.191465 8.9 (7.1) 1.09 ± 0.20 < 0.74 · · · · · · · · · 2
3.240
3.240194 19.6 (18.9) 2.02 ± 0.31 < 1.12 < 0.17 · · · · · · 1
3.240683 6.0 (3.9) 0.80 ± 0.17 < 0.57 < 0.21 · · · · · · 2
3.257
3.256900 3.7 (2.4) 0.33 ± 0.13 < 0.41 < 0.15 · · · · · · 1
3.257301 11.1 (9.6) 0.64 ± 0.21 < 1.79 < 1.06 · · · · · · 2
3.265
3.264800 24.1 (23.5) 0.74 ± 0.34 3.89 ± 1.30 < 0.70 · · · · · · 1
3.265423 3.7 (2.4) 0.69 ± 0.14 1.85 ± 0.43 < 0.18 · · · · · · 2
3.265766 14.8 (13.7) 3.75 ± 0.26 < 0.91 < 0.30 · · · · · · 3
3.381h
3.380070 22.5 (21.9) 6.52 ± 0.61 < 1.64 < 0.54 · · · · · · 1
3.380491 7.0 (5.7) 0.30 ± 0.28 · · · < 0.30 · · · · · · 2
3.380702 13.1 (11.9) 2.53 ± 0.42 < 1.01 < 0.31 · · · · · · 3
3.381418 10.9 (9.4) 4.10 ± 0.38 < 0.87 < 0.28 · · · · · · 4
3.381678 9.4 (7.6) 14.0 ± 0.4 < 0.76 < 0.27 · · · · · · 5
3.382043 11.5 (10.1) 6.79 ± 0.40 < 0.89 < 0.29 · · · · · · 6
3.382311 10.0 (8.4) 8.68 ± 0.37 2.81 ± 1.06 < 0.28 · · · · · · 7
3.382702 8.2 (6.3) 3.27 ± 0.38 < 1.19 < 0.31 · · · · · · 8
3.382897 34.1 (33.7) 4.73 ± 0.91 < 2.29 < 0.65 · · · · · · 9
3.411i
3.411015 23.7 (23.0) 1.85 ± 0.35 < 2.55 < 0.52 · · · · · · 1
3.411549 18.1 (17.2) 7.21 ± 0.33 5.11 ± 2.17 · · · · · · · · · 2
3.449j
3.446226 14.8 (13.7) 2.95 ± 0.43 < 1.13 < 0.48 · · · · · · 1
3.446600 12.6 (11.4) 1.51 ± 0.39 4.72 ± 0.89 < 0.35 · · · · · · 2
3.446920 6.4 5.6 8.18 ± 0.34 28.2 ± 0.8 < 0.32 · · · · · · 3
3.447182 9.4 (7.8) 7.56 ± 0.41 16.8 ± 0.8 < 0.32 · · · · · · 4
3.447436 10.9 (9.5) 19.1 ± 0.6 36.9 ± 1.0 < 0.44 · · · · · · 5
3.448237 12.4 (11.1) 1.15 ± 0.36 1.94 ± 0.85 < 0.84 · · · · · · 6
3.448651 13.9 (12.7) 3.44 ± 0.46 17.7 ± 1.0 2.38 ± 0.36 · · · · · · 7
3.449293 15.6 (14.6) 2.48 ± 0.59 6.39 ± 1.00 < 0.37 · · · · · · 8
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Table 7—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
3.450572 7.4 (6.0) 0.89 ± 0.31 < 0.96 < 0.59 · · · · · · 9
3.451366 16.0 (15.0) 10.5 ± 0.7 5.83 ± 1.02 < 0.36 · · · · · · 10
3.452104 7.9 (6.3) 0.82 ± 0.29 3.51 ± 0.70 < 0.33 · · · · · · 11
3.480k
3.479506 15.3 (14.2) 1.75 ± 0.45 < 1.10 < 0.70 < 0.54 · · · 1
3.479808 3.7 (2.4) 0.95 ± 0.25 < 0.48 < 0.32 < 0.11 · · · 2
3.480393 8.4 (6.5) 0.88 ± 0.33 < 0.68 < 0.44 < 0.25 · · · 3
3.494l
3.493317 14.6 (13.5) 2.02 ± 0.37 < 1.00 < 0.78 < 0.28 · · · 1
3.494874 6.6 (5.8) 2.08 ± 0.25 < 0.90 < 0.38 < 0.16 · · · 2
3.515m
3.514535 11.3 (9.9) 0.71 ± 0.27 2.73 ± 1.60 < 0.30 < 0.44 · · · 1
3.514666 6.2 (5.0) 5.79 ± 0.28 5.69 ± 1.28 < 0.52 < 0.38 · · · 2
3.514808 11.8 (10.5) 0.85 ± 0.33 < 3.74 < 0.52 < 0.50 · · · 3
3.515015 10.4 (8.9) 1.65 ± 0.25 < 1.21 < 0.31 < 0.39 · · · 4
3.538n
3.534600 22.7 (22.0) 5.12 ± 0.41 < 1.26 < 0.30 < 0.70 < 0.39 1
3.534900 3.3 (2.2) 1.55 ± 0.20 < 0.51 < 0.21 < 0.29 < 0.28 2
3.535083 7.4 (5.1) 4.60 ± 0.26 < 0.63 · · · < 0.35 < 0.19 3
3.535589 19.5 (18.7) 9.82 ± 0.44 < 1.82 · · · < 0.67 < 0.31 4
3.535966 12.8 (11.6) 27.2 ± 0.6 38.2 ± 1.3 < 0.41 < 0.61 < 0.33 5
3.536159 5.5 (3.7) 4.67 ± 0.42 21.7 ± 0.9 1.27 ± 0.20 < 0.37 < 0.28 6
3.536394 35.7 (35.3) 32.1 ± 1.0 37.0 ± 2.7 1.27 ± 0.63 · · · · · · 7
3.536661 9.5 (8.9) < 0.45 6.48 ± 1.18 2.75 ± 0.27 2.48 ± 0.60 < 0.40 8
3.537267 6.6 (5.5) 5.93 ± 0.61 56.4 ± 1.9 2.60 ± 0.41 3.55 ± 0.74 < 0.30 9
3.537330 19.1 (18.3) 7.76 ± 1.21 32.5 ± 3.0 5.87 ± 0.82 2.65 ± 1.46 < 0.72 10
3.537502 7.1 4.8 4.70 ± 0.49 12.0 ± 1.1 < 0.37 0.85 ± 0.53 < 0.29 11
3.538037 20.6 (19.8) 4.50 ± 0.41 7.58 ± 1.23 < 0.28 < 0.66 < 0.34 12
3.538625 22.2 (21.5) 38.6 ± 0.8 69.3 ± 2.0 1.16 ± 0.42 · · · < 0.46 13
3.538729 6.1 4.5 24.8 ± 1.0 74.3 ± 2.0 1.20 ± 0.26 0.76 ± 0.47 < 0.28 14
3.538821 5.2 (3.8) 2.64 ± 0.53 13.4 ± 1.5 0.98 ± 0.21 1.36 ± 0.38 < 0.31 15
3.539320 9.1 (7.5) 22.2 ± 0.6 21.6 ± 1.3 < 0.32 < 0.62 < 0.43 16
3.539530 6.8 (5.2) 8.83 ± 0.50 8.23 ± 1.31 < 0.32 < 0.51 < 0.32 17
3.539539 29.2 (28.7) 7.72 ± 1.19 < 3.71 < 0.84 < 1.50 < 0.66 18
3.539921 8.7 (6.8) < 0.52 < 1.14 1.21 ± 0.32 1.38 ± 0.49 < 0.39 19
3.540053 5.7 (4.6) 0.54 ± 0.27 5.44 ± 0.73 1.08 ± 0.22 1.12 ± 0.34 · · · 20
3.540232 6.8 (5.9) 0.97 ± 0.32 2.27 ± 0.88 2.55 ± 0.27 3.64 ± 0.44 < 0.27 21
3.540307 32.9 (32.4) 5.22 ± 0.74 < 7.86 < 1.67 · · · · · · 22
3.541473 8.5 (6.9) 2.60 ± 0.26 < 0.84 < 0.22 < 4.86 < 0.51 23
3.588o
3.586854 15.6 (14.6) 9.40 ± 0.23 16.1 ± 1.1 < 0.48 · · · < 0.41 1
3.587173 16.0 (15.0) 7.07 ± 0.21 4.72 ± 1.09 < 0.58 · · · < 0.48 2
3.588893 18.7 (17.9) 2.53 ± 0.19 < 1.09 < 0.49 < 0.65 < 0.86 3
3.589238 9.8 (8.1) 2.97 ± 0.15 < 1.19 < 0.36 < 0.47 < 0.48 4
3.589597 15.0 (14.0) 0.48 ± 0.17 < 2.13 < 0.49 < 0.94 < 0.44 5
3.624p
3.623388 7.2 (4.7) 3.02 ± 0.18 < 0.95 < 0.32 < 0.27 0.85 ± 0.20 1
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Table 7—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
3.623546 5.7 (4.5) 12.9 ± 0.3 < 0.58 < 0.36 < 0.29 4.84 ± 0.35 2
3.623668 5.9 (4.7) 9.83 ± 0.24 < 0.57 < 0.34 < 0.29 8.21 ± 0.28 3
3.623857 7.8 (6.6) 7.45 ± 0.19 < 0.62 < 0.48 < 0.31 2.11 ± 0.23 4
3.624206 10.6 (9.1) 13.1 ± 0.3 < 0.76 < 0.58 < 0.37 5.41 ± 0.27 5
3.624360 4.4 (3.0) 5.21 ± 0.33 2.45 ± 0.62 < 0.49 < 0.51 2.09 ± 0.23 6
3.624433 5.7 (4.7) 18.3 ± 0.4 2.72 ± 0.69 < 0.42 < 0.34 1.76 ± 0.30 7
3.624659 9.8 (8.1) 3.99 ± 0.20 < 0.67 < 0.65 < 0.35 0.71 ± 0.22 8
3.624913 8.6 (6.7) 1.95 ± 0.17 < 0.61 < 0.40 < 0.30 0.52 ± 0.19 9
3.625269 12.9 (11.6) 3.48 ± 0.21 < 0.84 < 0.41 < 0.38 0.67 ± 0.27 10
aComponents 1 and 2 of C iv λ1548 are blended with Si iv λ1403 at z = 3.135 and are not used. Although
Si iv is in the forest, for λ1394 the strong components 4 and 5 are in a relatively clear region and give reliable
values.
bComponents 1 and 2 of C iv λ1548 are blended with Si iv λ1394 at z = 3.381.
cC iv λ1548 is blended with Si iv λ1394 at z = 3.411 and Si iv λ1403 at z = 3.381.
dIn component 5 C iv λ1548 is blended with Si iv λ1394 at z = 3.515; λ1551 includes strong C iv λ1551 at
z = 3.071. Si iv λ1403 mostly is masked by Si iv λ1394 at z = 3.090 and C iv λ1548 at z = 2.683.
eC iv λ1548 is blended with Si iv λ1394 at z = 3.538.
fC iv λ1548 contains Si iv λ1403 at z = 3.515. Si iv λ1394 is in a blend with C iv λ1548 at z = 2.685,
very weak Si iv λ1403 at z = 3.064 and an unidentified interloper observed at λ5701.65, while λ1403 is partly
contaminated, but from the available complementary regions good values for Si iv are obtained.
gComponent 1 of Si iv λ1394 is masked by C iv λ1548 at z = 2.720; components 5–7 of λ1403 are blended
with C iv λ1548 at z = 2.749.
hThis is nominally a partial Lyman limit system with total log N(H i) ∼ 17.2 but the metal low ionization
components are relatively very weak. Si iv λ1394 in component 2 coincides with an unidentified feature, and
in components 7 and 8 is blended with C iv λ1548 at z = 2.946, while λ1403 in components 1 and 2 is blended
with C iv λ1551 at z = 2.962, in components 8 and 9 with C iv λ1548 at z = 2.971, and in component 8
also with very weak Si iv λ1394 at z = 3.411; nevertheless, acceptable Si iv values are obtained for all but
component 2. In components 8 and 9 C ii is blended with weak C iv λ1551 at z = 2.772 but the upper limits
obtained are reliable.
iSi iv λ1394 is blended with C iv λ1548 at z = 2.971 and Si iv λ1403 at z = 3.381. Component 2 of C ii is
masked by C iv λ1551 at z = 2.797.
jC iv is contaminated by numerous, very sharp absorption features in the atmospheric B band, but, by
including these in the fitting process for both lines, acceptable values for C iv are obtained in all components.
kSi iv λ1403 is heavily contaminated and the upper limits are from λ1394 alone.
lSi iv λ1403 contains C iv λ1548 at z = 3.071 and C iv λ1551 at z = 3.064 and is not used.
mSi iv λ1394 is blended with C iv λ1548 at z = 3.064; λ1403 is blended with strong C iv λ1548 at z = 3.090.
nComponents 14–17 of Si iv λ1394 are blended with C iv λ1548 at z = 3.086. In components 3 and 4 C ii
is too uncertain due to blending with C iv λ1548 at z = 2.910. N v λ1243 is outside the forest.
oComponent 2 of C ii is blended with C iv λ1551 at z = 2.946 but a useful upper limit is obtained from
the C iv doublet. In components 1 and 2 Si ii seems too strong relative to C ii and probably contains an
unidentified interloper. N v is outside the forest; in components 1 and 2 λ1243 is masked by Si iv λ1394 at
z = 3.090.
pThis is close to zem.
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Table 8. Heavy Element Absorption Lines: Q1645+5520 zem = 4.059
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
3.015a
3.015050 7.6 · · · 0.33 ± 0.14 · · · · · · · · · · · · 1
3.077
3.076981 9.4 · · · 1.87 ± 0.17 · · · · · · · · · · · · 1
3.077221 7.5 · · · 7.76 ± 0.20 · · · · · · · · · · · · 2
3.129
3.128710 9.6 · · · 5.63 ± 0.18 · · · · · · · · · · · · 1
3.128965 8.8 · · · 3.32 ± 0.17 · · · · · · · · · · · · 2
3.129373 12.3 · · · 0.58 ± 0.17 · · · · · · · · · · · · 3
3.129718 3.9 · · · 0.39 ± 0.12 · · · · · · · · · · · · 4
3.162
3.161225 10.7 · · · 1.53 ± 0.18 · · · · · · · · · · · · 1
3.161492 11.1 · · · 2.19 ± 0.19 · · · · · · · · · · · · 2
3.161902 6.9 · · · 0.86 ± 0.15 · · · · · · · · · · · · 3
3.162173 8.2 · · · 3.78 ± 0.18 · · · · · · · · · · · · 4
3.162467 17.0 · · · 4.51 ± 0.23 · · · · · · · · · · · · 5
3.163007 20.4 · · · 2.00 ± 0.23 · · · · · · · · · · · · 6
3.163694 14.8 · · · 1.42 ± 0.20 · · · · · · · · · · · · 7
3.193
3.191963 12.3 · · · 1.57 ± 0.16 · · · · · · · · · · · · 1
3.192446 6.7 · · · 2.94 ± 0.15 · · · · · · · · · · · · 2
3.192939 54.9 · · · 11.8 ± 0.6 · · · · · · · · · · · · 3
3.193282 15.8 · · · 22.1 ± 0.6 · · · · · · · · · · · · 4
3.193326 26.4 · · · 10.5 ± 0.8 · · · · · · · · · · · · 5
3.197
3.197463 21.8 · · · 2.38 ± 0.17 · · · · · · · · · · · · 1
3.217
3.216356 9.5 · · · 2.34 ± 0.17 · · · · · · · · · · · · 1
3.216813 24.6 · · · 3.71 ± 0.26 · · · · · · · · · · · · 2
3.262
3.261994 7.3 · · · 1.58 ± 0.25 · · · · · · · · · · · · 1
3.262161 12.3 · · · 0.69 ± 0.19 · · · · · · · · · · · · 2
3.289
3.287711 27.0 · · · 3.72 ± 0.28 · · · · · · · · · · · · 1
3.287996 4.8 · · · 0.96 ± 0.15 · · · · · · · · · · · · 2
3.288217 13.6 · · · 10.5 ± 0.2 · · · · · · · · · · · · 3
3.288687 16.6 · · · 14.1 ± 0.3 · · · · · · · · · · · · 4
3.288982 6.2 · · · 3.93 ± 0.29 · · · · · · · · · · · · 5
3.289042 18.0 · · · 10.3 ± 0.4 · · · · · · · · · · · · 6
3.290097 21.9 · · · 4.97 ± 0.28 · · · · · · · · · · · · 7
3.322b
3.321753 21.4 · · · 1.74 ± 0.22 · · · · · · · · · · · · 1
3.322353 10.0 · · · 2.34 ± 0.18 · · · · · · · · · · · · 2
3.322653 11.5 · · · 3.72 ± 0.19 · · · · · · · · · · · · 3
3.323056 19.4 · · · 2.38 ± 0.25 · · · · · · · · · · · · 4
3.341c
3.340614 10.5 · · · 1.06 ± 0.18 · · · · · · · · · · · · 1
3.340873 7.7 · · · 1.08 ± 0.19 · · · · · · · · · · · · 2
3.341186 9.0 · · · 1.35 ± 0.23 · · · · · · · · · · · · 3
3.341488 19.6 · · · 1.43 ± 0.35 · · · · · · · · · · · · 4
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Table 8—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
3.341989 6.0 · · · 0.60 ± 0.26 · · · · · · · · · · · · 5
3.348
3.347710 11.7 · · · 0.29 ± 0.16 · · · · · · · · · · · · 1
3.348360 3.0 · · · 0.20 ± 0.11 · · · · · · · · · · · · 2
3.348956 4.2 · · · 0.15 ± 0.10 · · · · · · · · · · · · 3
3.349254 3.3 · · · 0.17 ± 0.13 · · · · · · · · · · · · 4
3.355
3.354910 38.2 · · · 2.04 ± 0.30 · · · · · · · · · · · · 1
3.355446 4.2 · · · 0.57 ± 0.13 · · · · · · · · · · · · 2
3.355875 13.3 · · · 1.75 ± 0.19 · · · · · · · · · · · · 3
3.421d
3.420535 6.9 (5.7) 4.12 ± 0.24 7.72 ± 0.37 · · · · · · · · · 1
3.420683 5.5 (4.4) 2.20 ± 0.13 15.8 ± 0.4 · · · · · · · · · 2
3.420864 7.8 (6.3) 2.90 ± 0.12 6.15 ± 0.38 · · · · · · · · · 3
3.421238 15.4 (14.4) 1.09 ± 0.14 3.15 ± 0.77 · · · · · · · · · 4
3.468e
3.467167 20.2 (19.5) 7.25 ± 0.44 4.44 ± 0.74 · · · · · · · · · 1
3.467472 9.1 (7.3) 0.77 ± 0.26 3.40 ± 0.52 · · · · · · · · · 2
3.467777 12.4 (11.1) 7.70 ± 0.32 9.72 ± 0.60 · · · · · · · · · 3
3.467994 9.1 (7.3) 4.75 ± 0.27 6.65 ± 0.49 · · · · · · · · · 4
3.514f
3.513453 3.8 · · · 0.18 ± 0.11 · · · · · · · · · · · · 1
3.513718 7.9 · · · 0.57 ± 0.15 · · · · · · · · · · · · 2
3.514168 12.0 (10.6) 2.10 ± 0.21 2.60 ± 1.06 · · · · · · · · · 3
3.514432 8.0 (6.5) 6.32 ± 0.20 4.66 ± 1.50 · · · · · · · · · 4
3.514709 8.2 (6.8) 1.63 ± 0.17 < 1.28 · · · · · · · · · 5
3.544g
3.541744 23.7 (23.1) 4.70 ± 0.41 7.15 ± 1.42 · · · · · · · · · 1
3.542083 10.5 (8.9) 5.18 ± 0.31 12.8 ± 1.1 · · · · · · · · · 2
3.542454 13.6 (12.5) 26.7 ± 0.5 79.7 ± 1.6 · · · · · · · · · 3
3.542692 11.9 (10.6) 27.2 ± 0.7 43.5 ± 1.8 · · · · · · · · · 4
3.542994 17.2 (16.3) 29.7 ± 0.7 27.6 ± 1.9 · · · · · · · · · 5
3.543191 5.7 (4.8) 6.26 ± 0.40 < 1.26 · · · · · · · · · 6
3.543368 8.5 (7.0) 13.8 ± 0.4 14.4 ± 1.2 · · · · · · · · · 7
3.543649 9.6 (7.3) 10.2 ± 0.3 21.1 ± 1.0 · · · · · · · · · 8
3.544189 37.0 (36.6) 22.5 ± 0.6 10.7 ± 2.1 · · · · · · · · · 9
3.544496 5.9 4.0 13.2 ± 0.4 37.3 ± 0.9 · · · · · · · · · 10
3.544690 3.7 (2.4) 2.49 ± 0.22 3.88 ± 0.53 · · · · · · · · · 11
3.544864 6.5 4.3 17.1 ± 0.4 18.3 ± 0.7 · · · · · · · · · 12
3.545139 12.2 (10.9) 2.20 ± 0.30 3.21 ± 0.85 · · · · · · · · · 13
3.545413 13.5 (12.4) 0.98 ± 0.38 6.37 ± 1.06 · · · · · · · · · 14
3.545672 20.6 (19.9) 1.22 ± 0.44 6.95 ± 1.34 · · · · · · · · · 15
3.546050 9.6 (8.1) 0.84 ± 0.24 2.80 ± 0.71 · · · · · · · · · 16
3.567
3.566881 18.6 (17.8) 4.43 ± 0.30 < 0.76 · · · · · · · · · 1
3.690h
3.689727 3.7 (2.5) 0.71 ± 0.13 < 0.80 < 0.17 · · · · · · 1
3.689991 9.9 (8.2) 1.89 ± 0.19 < 0.98 < 0.30 · · · · · · 2
3.690295 10.2 (8.6) 4.35 ± 0.20 1.41 ± 0.98 < 0.24 · · · · · · 3
3.690628 9.7 (8.0) 1.57 ± 0.18 < 0.97 · · · · · · · · · 4
– 77 –
Table 8—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
3.752i
3.751265 4.8 (3.8) 2.13 ± 0.27 < 0.78 · · · · · · · · · 1
3.751585 30.1 (29.6) 6.29 ± 0.60 < 1.40 · · · · · · · · · 2
3.752008 6.0 4.4 18.1 ± 0.5 4.25 ± 0.61 < 0.32 · · · · · · 3
3.752337 11.2 (9.8) 7.66 ± 0.43 2.12 ± 0.82 < 0.49 · · · · · · 4
3.752502 3.3 (2.2) 3.17 ± 1.04 10.7 ± 1.2 < 0.43 · · · · · · 5
3.752563 6.6 (5.1) 28.2 ± 1.3 23.0 ± 1.3 < 0.53 · · · · · · 6
3.752770 5.4 (4.4) 10.6 ± 0.6 18.5 ± 1.0 · · · · · · · · · 7
3.752826 17.8 (17.0) 7.86 ± 0.76 4.31 ± 1.64 · · · · · · · · · 8
3.753340 5.9 (4.9) 2.74 ± 0.34 2.13 ± 0.59 < 0.27 · · · · · · 9
3.753529 4.9 3.6 5.19 ± 0.64 12.3 ± 1.0 · · · · · · · · · 10
3.753601 11.1 (9.6) 13.6 ± 0.7 2.35 ± 1.21 · · · · · · · · · 11
3.759j
3.758248 13.2 (12.0) 10.2 ± 0.5 14.5 ± 0.9 · · · · · · · · · 1
3.758554 6.4 (4.2) 0.68 ± 0.28 < 0.60 · · · · · · · · · 2
3.758853 6.9 (5.8) 1.07 ± 0.28 < 0.67 < 0.35 · · · · · · 3
3.779k
3.779260 9.3 (7.5) 2.45 ± 0.27 < 0.99 < 0.29 · · · · · · 1
3.811
3.810703 15.3 (14.3) 1.34 ± 0.28 < 1.40 < 0.76 · · · · · · 1
3.811069 7.2 (6.2) 3.78 ± 0.22 < 1.39 < 0.43 · · · · · · 2
3.863l
3.863047 8.6 (6.8) 0.80 ± 0.25 < 1.52 · · · · · · · · · 1
3.863418 12.8 (11.6) 2.35 ± 0.31 2.21 ± 0.84 · · · · · · · · · 2
3.882
3.880075 49.7 (49.4) 12.1 ± 0.6 9.92 ± 1.49 < 0.72 · · · · · · 1
3.880869 5.3 (4.3) 1.24 ± 0.22 < 0.50 < 0.58 · · · · · · 2
3.976m
3.974266 34.1 (33.6) 2.60 ± 0.53 < 2.37 · · · · · · · · · 1
3.975273 12.9 (11.6) 1.49 ± 0.30 < 1.24 · · · · · · · · · 2
3.976187 32.9 · · · 4.62 ± 0.51 · · · · · · · · · · · · 3
3.976666 7.2 · · · 0.75 ± 0.25 · · · · · · · · · · · · 4
3.977361 21.4 · · · 1.59 ± 0.40 · · · · · · · · · · · · 5
3.994
3.993825 11.6 (10.3) 3.40 ± 0.25 < 0.91 < 0.44 · · · · · · 1
3.994106 8.8 (7.1) 2.00 ± 0.22 < 0.74 < 0.43 · · · · · · 2
4.024n
4.022743 18.2 · · · 1.78 ± 0.41 · · · · · · · · · < 0.28 1
4.023270 9.4 · · · 3.28 ± 0.36 · · · · · · · · · < 0.23 2
4.023424 4.1 (2.9) 1.57 ± 0.32 6.25 ± 0.69 · · · · · · < 0.19 3
4.023639 11.7 (10.4) 8.46 ± 0.42 25.7 ± 0.9 · · · · · · < 0.28 4
4.023960 7.5 (6.3) 3.70 ± 0.31 1.74 ± 0.66 0.41 ± 0.30 · · · < 0.20 5
4.024184 4.3 (3.2) 1.20 ± 0.23 < 0.76 < 0.50 · · · < 0.16 6
4.024587 10.4 (8.9) 1.62 ± 0.30 < 0.71 · · · · · · < 0.21 7
4.031o
4.029112 6.1 (5.1) 1.29 ± 0.35 < 0.85 < 0.30 < 0.47 < 0.19 1
4.029265 8.3 (7.1) 1.78 ± 0.42 2.29 ± 0.99 < 0.38 < 0.56 < 0.27 2
4.029479 8.2 (6.8) 7.84 ± 0.48 2.31 ± 0.95 < 0.36 < 0.53 < 0.26 3
4.029667 6.7 (5.5) 17.3 ± 0.8 10.2 ± 1.5 < 0.66 < 5.49 < 0.24 4
4.029822 7.2 (6.0) 9.66 ± 1.85 84.4 ± 4.9 < 2.77 < 11.2 < 0.60 5
4.029905 8.0 (6.6) < 3.37 < 7.76 67.3 ± 4.1 117 ± 15 < 0.80 6
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Table 8—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
4.030016 8.4 (6.7) 19.4 ± 1.5 17.9 ± 2.1 8.40 ± 1.98 < 14.0 < 0.43 7
4.030195 5.1 (4.1) 2.74 ± 0.49 4.03 ± 0.96 38.8 ± 1.1 109 ± 6 < 0.24 8
4.030401 9.3 (7.6) 13.3 ± 0.6 62.1 ± 1.8 33.3 ± 0.8 66.6 ± 4.3 < 0.25 9
4.030537 4.3 (3.5) < 0.56 2.64 ± 1.54 42.8 ± 1.6 80.1 ± 4.4 < 0.23 10
4.030638 7.4 (6.1) 5.24 ± 0.64 47.4 ± 2.0 4.28 ± 0.82 8.88 ± 1.75 < 0.29 11
4.030804 11.7 (10.3) 7.53 ± 0.53 25.0 ± 1.8 0.80 ± 0.44 · · · < 0.33 12
4.031558 26.0 (25.4) 5.34 ± 1.05 6.69 ± 2.96 < 0.89 · · · < 0.67 13
4.031691 15.1 (14.1) 3.60 ± 0.85 < 2.90 < 0.69 · · · < 0.43 14
4.032029 16.2 (15.3) 1.05 ± 0.47 < 1.08 0.66 ± 0.37 · · · < 0.26 15
4.032722 6.4 (5.5) 0.46 ± 0.26 < 0.78 < 0.22 · · · < 0.16 16
4.033187 18.1 (17.3) 3.04 ± 0.42 2.05 ± 1.39 < 0.38 · · · < 0.36 17
4.037p
4.035756 11.3 (9.9) 4.98 ± 0.48 3.77 ± 1.14 · · · < 0.40 < 0.20 1
4.036331 11.8 (10.5) 14.1 ± 0.4 20.4 ± 1.8 · · · < 0.54 < 0.20 2
4.036680 6.2 (5.0) 6.61 ± 0.34 4.32 ± 0.91 · · · < 0.32 < 0.25 3
4.037171 13.9 (12.8) 6.62 ± 0.41 < 0.52 · · · 0.89 ± 0.46 0.49 ± 0.23 4
4.037536 11.5 (10.1) 2.00 ± 0.40 2.02 ± 1.12 · · · < 0.41 < 0.34 5
aC iv λ1551 is immersed in Si iv λ1394 at z = 3.468.
bC iv λ1551 contains weak C ii at z = 4.024.
c This marks the start of a sequence of three weak C iv systems: λ1551 blended with λ1548 at z = 3.348 and
λ1551 of that system blended with λ1548 at z = 3.355. Here λ1548 contains weak C ii at z = 4.037.
dSi iv λ1394 is in the forest and is not used.
eComponent 2 of Si iv λ1394 contains weak C iv λ1551 at z = 3.015.
f In components 1 and 2 Si iv λ1394 is too contaminated by atmospheric absorption to be useful, and λ1403 is
wholly masked by Si iv λ1394 at z = 3.544.
gC iv λ1551 contains Si iv λ1403 at z = 4.024. Si iv λ1394 is partially blended with Si iv λ1403 at z = 3.514
and Si ii λ1260 at z = 4.024, and in components 3 and 4 has interference from atmospheric emission.
hSi iv λ1403 and C ii in component 4 are contaminated and are not used.
iComponents 9–11 in C iv λ1551 are excluded by atmospheric emission. In components 1 and 2 C ii is masked
by strong Si ii λ1260 at z = 4.031; several other components seem contaminated and are not included.
jIn components 1 and 2 C ii is too contaminated to be useful.
kThe upper limit for Si iv is from λ1394 alone.
lC ii is obscured by C iv λ1548 at z = 3.193.
mBoth Si iv λ1394 and λ1403 are largely contaminated. C ii is obscured by C iv λ1548 at z = 3.289.
nC iv λ1551 is blended with C iv λ1548 at z = 4.031. Si iv λ1403 is immersed in strong C iv λ1551 at
z = 3.544, and in components 1 and 2 λ1394 is obscured by C iv λ1551 at z = 3.514 and has interference from
atmospheric absorption, but good values are obtained for components 3–7. In components 1–4 C ii is dominated
by C iv λ1551 at z = 3.322 and in 7 is blended with Si iv λ1394 at z = 3.811, making these too uncertain to
include. Si ii λ1260 is completely masked by Si iv λ1394 at z = 3.544. N v is outside the forest.
oThis is a mildly-damped Lyman α system with very strong C ii, Si ii and O i in components 6–10: for these a
good collective fit to the damping wings is given by log N(H i) ∼ 19.7. Onward from component 12 C iv λ1548 is
blended with C iv λ1551 at z = 4.024, and in components 1 and 2 λ1551 overlaps with C iv λ1548 at z = 4.037. In
the strong components Si ii λ1260 seems mildly contaminated, but together with λ1304 and λ1527 (itself partially
contaminated by atmospheric absorption) good values are obtained for these; in components 12–17 λ1260 is very
weak and overlaps with C ii at z = 3.752, and is excluded.
pThis is close to zem. C iv λ1548 encroaches on C iv λ1551 at z = 4.031. Si iv λ1403 is too contaminated
to be useful; λ1394 is partly affected by atmospheric absorption but the values extracted are acceptable. C ii is
obscured by C iv λ1548 at z = 3.341.
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Table 9. Heavy Element Absorption Lines: Q1055+4611 zem = 4.131
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
3.063a
3.061554 11.8 · · · 11.7 ± 0.5 · · · · · · · · · · · · 1
3.062098 5.1 · · · 3.92 ± 0.33 · · · · · · · · · · · · 2
3.062509 8.5 · · · 85.8 ± 1.5 · · · · · · · · · · · · 3
3.062631 5.1 · · · 17.4 ± 0.8 · · · · · · · · · · · · 4
3.063797 11.3 · · · 7.72 ± 0.49 · · · · · · · · · · · · 5
3.090b
3.090400 21.3 · · · 1.89 ± 0.28 · · · · · · · · · · · · 1
3.122
3.121845 9.7 · · · 3.06 ± 0.17 · · · · · · · · · · · · 1
3.122101 19.5 · · · 1.99 ± 0.30 · · · · · · · · · · · · 2
3.122221 4.2 · · · 12.9 ± 0.2 · · · · · · · · · · · · 3
3.122849 17.8 · · · 0.80 ± 0.18 · · · · · · · · · · · · 4
3.154c
3.153032 17.5 · · · 0.64 ± 1.33 · · · · · · · · · · · · 1
3.153428 14.3 · · · 2.97 ± 1.54 · · · · · · · · · · · · 2
3.154080 21.3 · · · 1.00 ± 3.25 · · · · · · · · · · · · 3
3.154506 16.7 · · · 3.23 ± 3.15 · · · · · · · · · · · · 4
3.155083 16.4 · · · 2.26 ± 0.58 · · · · · · · · · · · · 5
3.167
3.163755 7.1 · · · 3.68 ± 0.22 · · · · · · · · · · · · 1
3.163950 7.6 · · · 3.92 ± 0.23 · · · · · · · · · · · · 2
3.165091 12.4 · · · 2.68 ± 0.25 · · · · · · · · · · · · 3
3.165558 4.6 · · · 1.17 ± 0.17 · · · · · · · · · · · · 4
3.165781 2.9 · · · 0.39 ± 0.15 · · · · · · · · · · · · 5
3.166561 29.1 · · · 6.33 ± 0.41 · · · · · · · · · · · · 6
3.166742 7.1 · · · 6.39 ± 0.24 · · · · · · · · · · · · 7
3.167224 8.4 · · · 9.48 ± 0.22 · · · · · · · · · · · · 8
3.167473 7.3 · · · 1.98 ± 0.18 · · · · · · · · · · · · 9
3.168509 8.1 · · · 3.73 ± 0.21 · · · · · · · · · · · · 10
3.168693 7.2 · · · 5.53 ± 0.23 · · · · · · · · · · · · 11
3.168831 5.0 · · · 8.57 ± 0.24 · · · · · · · · · · · · 12
3.169092 11.5 · · · 4.87 ± 0.22 · · · · · · · · · · · · 13
3.169381 12.7 · · · 2.72 ± 0.22 · · · · · · · · · · · · 14
3.288
3.227592 9.8 · · · 11.3 ± 0.4 · · · · · · · · · · · · 1
3.227819 10.2 · · · 5.61 ± 0.38 · · · · · · · · · · · · 2
3.228245 21.5 · · · 2.87 ± 0.51 · · · · · · · · · · · · 3
3.234
3.233229 6.1 · · · 3.34 ± 0.42 · · · · · · · · · · · · 1
3.233438 37.7 · · · 5.88 ± 1.07 · · · · · · · · · · · · 2
3.233794 11.5 · · · 22.8 ± 0.7 · · · · · · · · · · · · 3
3.235278 16.1 · · · 3.79 ± 0.38 · · · · · · · · · · · · 4
3.238
3.236643 13.2 · · · 16.7 ± 0.6 · · · · · · · · · · · · 1
3.236784 4.1 · · · 17.1 ± 1.1 · · · · · · · · · · · · 2
3.236891 6.6 · · · 24.0 ± 1.0 · · · · · · · · · · · · 3
3.237063 11.9 · · · 16.8 ± 0.6 · · · · · · · · · · · · 4
3.237819 9.1 · · · 1.34 ± 0.37 · · · · · · · · · · · · 5
3.238065 9.2 · · · 10.1 ± 0.4 · · · · · · · · · · · · 6
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Table 9—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
3.238394 9.9 · · · 39.8 ± 0.8 · · · · · · · · · · · · 7
3.238704 9.9 · · · 43.5 ± 0.9 · · · · · · · · · · · · 8
3.238935 8.1 · · · 17.7 ± 0.6 · · · · · · · · · · · · 9
3.239187 9.9 · · · 10.4 ± 0.4 · · · · · · · · · · · · 10
3.239454 8.6 · · · 9.49 ± 0.44 · · · · · · · · · · · · 11
3.239686 13.1 · · · 5.14 ± 0.48 · · · · · · · · · · · · 12
3.269
3.268635 11.6 · · · 4.45 ± 0.19 · · · · · · · · · · · · 1
3.269058 27.5 · · · 2.47 ± 0.27 · · · · · · · · · · · · 2
3.317d
3.314941 2.9 · · · 0.83 ± 0.18 · · · · · · · · · · · · 1
3.315949 6.4 · · · 6.89 ± 0.27 · · · · · · · · · · · · 2
3.316157 5.2 · · · 25.6 ± 0. 6 · · · · · · · · · · · · 3
3.316288 4.6 · · · 13.8 ± 0.4 · · · · · · · · · · · · 4
3.316512 2.9 (1.9) 1.66 ± 0.20 · · · · · · 4.20 ± 2.79 · · · 5
3.316743 3.3 · · · 1.20 ± 0.20 · · · · · · · · · · · · 6
3.316877 7.1 (5.7) 1.28 ± 0.42 · · · · · · 394 ± 15 · · · 7
3.317096 · · · 16.4 < 1.38 · · · · · · 80.4 ± 29.8 · · · 8
3.317209 10.7 (9.1) 3.92 ± 0.76 · · · · · · 1130 ± 53 · · · 9
3.317372 5.8 (4.4) 5.43 ± 0.32 · · · · · · 300 ± 18 · · · 10
3.317502 6.0 (5.5) 4.96 ± 0.29 · · · · · · 50.6 ± 5.0 · · · 11
3.317736 11.8 (10.4) 10.5 ± 0.4 · · · · · · 22.7 ± 5.2 · · · 12
3.317904 · · · 5.6 < 0.34 · · · · · · 24.1 ± 4.8 · · · 13
3.318032 11.1 · · · 8.33 ± 0.37 · · · · · · · · · · · · 14
3.318580 13.4 · · · 3.38 ± 0.28 · · · · · · · · · · · · 15
3.318987 9.4 · · · 1.90 ± 0.23 · · · · · · · · · · · · 16
3.319472 5.7 · · · 1.68 ± 0.21 · · · · · · · · · · · · 17
3.332e
3.331334 6.6 · · · 0.69 ± 0.17 · · · · · · · · · · · · 1
3.331810 7.1 · · · 0.99 ± 0.16 · · · · · · · · · · · · 2
3.332120 7.6 · · · 1.53 ± 0.18 · · · · · · · · · · · · 3
3.332309 6.7 · · · 0.76 ± 0.18 · · · · · · · · · · · · 4
3.332759 7.4 · · · 0.43 ± 0.18 · · · · · · · · · · · · 5
3.359f
3.358350 10.3 · · · 1.25 ± 0.24 · · · · · · · · · · · · 1
3.358807 15.4 · · · 5.23 ± 0.31 · · · · · · · · · · · · 2
3.359312 18.1 · · · 7.89 ± 0.32 · · · · · · · · · · · · 3
3.406
3.404536 15.1 · · · 1.93 ± 0.39 · · · · · · · · · · · · 1
3.404925 4.2 · · · 1.42 ± 0.25 · · · · · · · · · · · · 2
3.405287 12.4 · · · 7.54 ± 0.40 · · · · · · · · · · · · 3
3.405703 16.4 · · · 5.83 ± 0.42 · · · · · · · · · · · · 4
3.406793 20.0 · · · 1.83 ± 0.36 · · · · · · · · · · · · 5
3.477g
3.477280 9.6 (7.9) 8.39 ± 0.46 16.5 ± 0.6 · · · · · · · · · 1
3.521h
3.520890 11.6 (10.2) 5.34 ± 0.23 < 1.56 · · · · · · · · · 1
3.521142 7.2 (6.1) 2.28 ± 0.19 < 1.44 · · · · · · · · · 2
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Table 9—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
3.533i
3.530549 7.3 (5.8) 3.81 ± 0.22 8.68 ± 0.78 · · · · · · · · · 1
3.530726 5.2 (3.6) 3.15 ± 0.34 14.4 ± 1.2 · · · · · · · · · 2
3.530893 15.6 (14.6) 20.8 ± 0.6 92.4 ± 1.9 · · · · · · · · · 3
3.531152 9.1 (6.4) 38.7 ± 1.1 78.9 ± 2.2 · · · · · · · · · 4
3.531349 6.3 (5.7) 19.6 ± 2.0 215 ± 11 · · · 49.3 ± 17.6 · · · 5
3.531407 7.6 (5.8) 17.4 ± 1.5 < 4.19 · · · · · · · · · 6
3.531621 27.8 (27.3) 35.3 ± 0.8 55.1 ± 2.3 · · · · · · · · · 7
3.532054 13.8 (12.7) 12.9 ± 0.5 4.31 ± 1.38 · · · · · · · · · 8
3.531935 5.1 (4.6) 2.18 ± 0.38 13.0 ± 1.1 · · · · · · · · · 9
3.532486 15.8 (14.8) 7.21 ± 0.30 21.6 ± 1.1 · · · · · · · · · 10
3.533012 8.7 (5.3) 2.80 ± 0.37 18.8 ± 1.2 · · · · · · · · · 11
3.533083 4.1 (3.8) 1.72 ± 0.30 1.41 ± 0.97 · · · · · · · · · 12
3.533540 20.7 (19.9) 2.07 ± 0.31 5.88 ± 1.16 · · · · · · · · · 13
3.534215 15.6 (14.6) 5.78 ± 0.34 1.66 ± 1.08 · · · · · · · · · 14
3.534449 8.5 (7.0) 15.1 ± 0.4 24.4 ± 1.0 · · · · · · · · · 15
3.534625 4.3 (3.8) 1.70 ± 0.22 8.72 ± 0.73 · · · · · · · · · 16
3.534814 · · · 1.3 < 0.57 4.14 ± 2.41 · · · · · · · · · 17
3.534819 6.0 (4.7) 6.78 ± 0.69 < 2.52 · · · · · · · · · 18
3.535150 11.3 (9.9) 3.26 ± 0.25 < 0.98 · · · · · · · · · 19
3.535521 7.4 (6.4) 67.7 ± 2.0 56.5 ± 1.4 · · · · · · · · · 20
3.535642 3.1 (2.4) 19.4 ± 3.5 < 0.95 · · · · · · · · · 21
3.535741 11.1 (9.6) 26.9 ± 0.6 14.4 ± 1.2 · · · · · · · · · 22
3.644j
3.644129 3.7 (2.4) 7.49 ± 0.46 5.96 ± 0.46 · · · · · · · · · 1
3.646
3.645796 5.4 (4.7) 1.98 ± 0.30 < 0.53 · · · · · · · · · 1
3.646023 4.2 (3.2) 2.16 ± 0.34 2.17 ± 0.47 · · · · · · · · · 2
3.754k
3.753072 13.3 (12.2) 7.04 ± 1.05 < 1.11 · · · · · · · · · 1
3.753423 3.1 (2.0) 1.63 ± 0.66 < 0.65 · · · · · · · · · 2
3.753721 3.4 (2.4) 11.2 ± 2.6 10.4 ± 0.9 < 0.22 · · · · · · 3
3.753875 14.1 (13.0) 64.6 ± 3.2 19.3 ± 1.3 < 0.39 · · · · · · 4
3.754591 12.5 (11.2) 13.5 ± 1.0 8.41 ± 1.23 < 0.28 · · · · · · 5
3.789l
3.787666 9.6 (7.9) 3.48 ± 0.43 < 1.47 < 0.29 · · · · · · 1
3.788329 5.0 · · · 0.97 ± 0.32 · · · < 0.24 · · · · · · 2
3.789123 4.1 · · · 0.91 ± 0.30 · · · < 0.44 · · · · · · 3
3.789385 5.6 · · · 0.62 ± 0.32 · · · · · · · · · · · · 4
3.822
3.822044 9.9 (8.2) 3.82 ± 0.57 < 0.66 < 0.52 · · · · · · 1
3.826m
3.824503 24.5 (23.9) 9.64 ± 1.05 8.51 ± 1.15 < 0.71 · · · · · · 1
3.824915 8.8 (7.4) 6.96 ± 0.91 21.8 ± 0.9 < 0.53 · · · · · · 2
3.825114 12.7 (11.5) 15.3 ± 1.0 31.1 ± 1.1 3.41 ± 0.60 · · · · · · 3
3.825591 10.6 (9.1) 11.8 ± 1.0 37.3 ± 1.1 < 0.74 · · · · · · 4
3.825709 4.0 (3.2) 3.09 ± 0.81 56.9 ± 2.0 5.07 ± 0.51 8.44 ± 0.85 · · · 5
3.825870 6.2 (5.3) 6.72 ± 0.93 64.7 ± 1.5 9.60 ± 0.56 19.1 ± 0.9 · · · 6
3.826128 15.7 (14.7) 36.9 ± 1.7 97.5 ± 1.6 · · · · · · · · · 7
3.826409 10.6 (9.4) 8.90 ± 1.57 3.01 ± 1.17 · · · · · · · · · 8
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z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
3.826625 11.3 (9.9) 15.9 ± 1.5 52.2 ± 1.3 1.48 ± 0.71 · · · · · · 9
3.826825 6.1 (5.0) 6.65 ± 1.21 31.1 ± 1.1 < 0.60 · · · · · · 10
3.826953 8.5 (7.0) 9.42 ± 0.99 11.6 ± 0.9 < 0.56 · · · · · · 11
3.850n
3.848942 4.8 (3.7) < 0.81 8.09 ± 0.83 0.74 ± 0.25 · · · · · · 1
3.849117 4.2 (2.8) 1.80 ± 0.61 13.4 ± 0.9 6.00 ± 0.30 · · · · · · 2
3.849404 11.8 (10.4) 7.68 ± 0.91 27.0 ± 1.3 3.03 ± 0.35 · · · · · · 3
3.849821 8.5 (7.1) 3.06 ± 0.89 23.5 ± 1.4 1.92 ± 0.41 · · · · · · 4
3.849939 3.7 (2.4) < 0.71 2.51 ± 1.15 1.21 ± 0.31 · · · · · · 5
3.851346 15.9 (14.9) 7.85 ± 1.06 6.17 ± 1.60 < 0.40 · · · · · · 6
3.884
3.884135 6.6 (5.3) 4.29 ± 0.59 4.20 ± 1.15 < 1.18 · · · · · · 1
3.884284 8.4 (7.1) 12.5 ± 0.7 11.8 ± 1.3 < 1.08 · · · · · · 2
3.884521 8.0 (7.1) 1.39 ± 0.46 5.73 ± 1.20 < 0.82 · · · · · · 3
3.934o
3.932578 10.8 (9.4) 6.86 ± 1.59 14.0 ± 0.8 < 0.60 · · · · · · 1
3.932836 4.8 (4.0) 7.31 ± 2.06 < 1.17 < 0.43 · · · · · · 2
3.932936 10.2 (8.6) 6.02 ± 1.60 9.92 ± 1.14 < 0.58 · · · · · · 3
3.933580 15.5 (14.5) 14.6 ± 1.9 4.73 ± 1.12 < 0.47 · · · · · · 4
3.934163 12.8 (11.6) 9.08 ± 1.44 24.1 ± 1.6 < 0.52 · · · · · · 5
3.934343 8.4 (6.9) 8.06 ± 1.20 23.0 ± 1.1 < 0.53 · · · · · · 6
3.934664 8.2 (6.9) 7.46 ± 0.88 16.4 ± 0.8 0.44 ± 0.34 · · · · · · 7
aC iv λ1548 is masked by Fe ii λ1608 at z = 2.912.
bC iv λ1551 contains very weak C ii at z = 3.754.
cC iv λ1551 is blended with C ii at z = 3.826 and is not used.
dThis is a damped Lyα system with strong Si ii λ1527 (λ1260 is in the forest) in components 7–10: for
these, log N(H i) totalling ∼ 20.3 gives a reasonable fit to the damping wings. Both C iv λλ1548,1551 are
partially blended with Mg ii λ2804 in a strong, extended system at z = 1.386. Some b-values here relate to
Si ii.
eC iv λ1551 contains weak Si iv λ1403 at z = 3.789.
fC iv λ1551 is blended with Si iv λ1394 at z = 3.850 and is not used.
gC iv λ1551 is blended with strong Fe ii λ1608 at z = 3.317 and is not used.
hSi iv λ1394 is heavily contaminated and also blended with C iv λ1548 at z = 3.063, and is not used.
iThere is an unidentified interloper observed at λ6359.9 in Si iv λ1403 near component 13, but in a relatively
clear region in the complex. Si ii λ1260 is in the forest; Si ii λ1527 is very weak and partially blended with
much stronger Si iv λ1403 at z = 3.934 and, with the exception of component 5, is not useful.
jSi iv λ1394 resides in a clear region of C ii at z = 3.850.
kIn component 1 C iv λ1551 is contaminated and is not used. In components 1 and 5 Si iv λ1403 is blended
with Mg ii λ2796 at z = 1.386 and is not used. In components 1 and 2 C ii is blended with weak C iv λ1551
at z = 3.090 and is too uncertain to include.
lSi iv λ1394 is masked by very strong Mg ii λ2796 at z = 1.386; λ1403 is blended with C iv λ1551 at
z = 3.332. In component 4 C ii is close to C iv λ1551 at z = 3.122 and may be contaminated.
mC ii is partially blended with C iv λ1551 at z = 3.154, making components 7 and 8 too uncertain to
include. Si ii λ1260 is in the forest but the two strong components 5 and 6 are in a clear region and give good
values consistent with λ1527.
nSi iv λ1394 includes weaker C iv λ1551 at z = 3.359. C ii contains Si iv λ1394 at z = 3.644 which however
is in a clear part of the complex.
oC iv is in a rather noisy region. Si iv λ1403 contains weak Si ii λ1527 at z = 3.533.
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Table 10. Heavy Element Absorption Lines: Q2237-0607 zem = 4.559
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
3.433
3.432163 18.1 · · · 1.38 ± 0.22 · · · · · · · · · · · · 1
3.432536 12.5 · · · 5.06 ± 0.19 · · · · · · · · · · · · 2
3.432898 15.4 · · · 4.17 ± 0.20 · · · · · · · · · · · · 3
3.433372 14.4 · · · 8.11 ± 0.20 · · · · · · · · · · · · 4
3.433793 15.7 · · · 2.27 ± 0.20 · · · · · · · · · · · · 5
3.434216 5.9 · · · 0.38 ± 0.12 · · · · · · · · · · · · 6
3.448
3.448005 6.1 · · · 1.78 ± 0.14 · · · · · · · · · · · · 1
3.454
3.454097 6.6 · · · 1.88 ± 0.15 · · · · · · · · · · · · 1
3.482a
3.480748 6.1 · · · 5.83 ± 0.33 · · · · · · · · · · · · 1
3.480927 7.2 · · · 1.57 ± 0.39 · · · · · · · · · · · · 2
3.481177 3.7 · · · 0.73 ± 0.21 · · · · · · · · · · · · 3
3.481822 3.2 · · · 0.58 ± 0.21 · · · · · · · · · · · · 4
3.482839 8.4 · · · 2.35 ± 0.51 · · · · · · · · · · · · 5
3.574
3.573626 3.7 · · · 1.09 ± 0.51 · · · · · · · · · · · · 1
3.591
3.590169 9.0 · · · 0.98 ± 0.19 · · · · · · · · · · · · 1
3.591049 14.4 · · · 3.81 ± 0.24 · · · · · · · · · · · · 2
3.604b
3.603346 6.2 · · · 0.78 ± 0.25 · · · · · · · · · · · · 1
3.603811 8.5 · · · 2.20 ± 0.21 · · · · · · · · · · · · 2
3.604090 9.3 · · · 0.44 ± 0.18 · · · · · · · · · · · · 3
3.604769 21.6 · · · 4.87 ± 0.25 · · · · · · · · · · · · 4
3.605193 9.7 · · · 3.18 ± 0.22 · · · · · · · · · · · · 5
3.605553 5.0 · · · 0.93 ± 0.16 · · · · · · · · · · · · 6
3.627
3.626914 17.7 · · · 7.42 ± 0.86 · · · · · · · · · · · · 1
3.626999 7.8 · · · 5.65 ± 0.65 · · · · · · · · · · · · 2
3.681
3.681086 15.6 · · · 3.29 ± 0.40 · · · · · · · · · · · · 1
3.681386 10.4 · · · 1.56 ± 0.24 · · · · · · · · · · · · 2
3.681817 9.7 · · · 0.91 ± 0.33 · · · · · · · · · · · · 3
3.748c
3.746555 9.4 · · · 4.92 ± 0.37 · · · · · · · · · · · · 1
3.746841 8.8 · · · 1.41 ± 0.34 · · · · · · · · · · · · 2
3.748605 10.5 · · · 3.14 ± 0.38 · · · · · · · · · · · · 3
3.756
3.756310 6.1 · · · 1.56 ± 0.31 · · · · · · · · · · · · 1
3.793877 17.1 · · · 4.78 ± 0.32 · · · · · · · · · · · · 1
3.794476 26.0 · · · 1.45 ± 0.40 · · · · · · · · · · · · 2
3.811
3.808382 28.0 · · · 4.17 ± 0.63 · · · · · · · · · · · · 1
3.809209 9.4 · · · 1.60 ± 0.38 · · · · · · · · · · · · 2
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Table 10—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
3.810407 6.7 · · · 4.47 ± 0.38 · · · · · · · · · · · · 3
3.810683 7.1 · · · 1.44 ± 0.36 · · · · · · · · · · · · 4
3.810956 13.1 · · · 2.62 ± 0.48 · · · · · · · · · · · · 5
3.811462 9.3 · · · 2.98 ± 0.39 · · · · · · · · · · · · 6
3.811873 7.6 · · · 0.52 ± 0.34 · · · · · · · · · · · · 7
3.812786 16.9 · · · 3.42 ± 0.50 · · · · · · · · · · · · 8
3.813286 5.9 · · · 1.02 ± 0.32 · · · · · · · · · · · · 9
3.825d
3.824609 8.6 (7.0) 4.08 ± 0.63 17.3 ± 0.9 · · · · · · · · · 1
3.824776 7.2 (4.7) 2.80 ± 0.98 1.64 ± 0.72 · · · · · · · · · 2
3.832e
3.829908 28.5 · · · 17.4 ± 2.1 · · · · · · · · · · · · 1
3.830947 13.8 · · · 8.88 ± 1.31 · · · · · · · · · · · · 2
3.831456 15.0 (13.9) 17.4 ± 1.5 42.4 ± 37.6 · · · · · · · · · 3
3.831962 12.8 (11.5) 41.7 ± 1.9 108 ± 33 · · · · · · · · · 4
3.832343 12.4 (11.1) 5.18 ± 1.28 39.9 ± 18.4 · · · · · · · · · 5
3.833306 8.3 · · · 4.51 ± 1.27 · · · · · · · · · · · · 6
3.978f
3.976804 9.1 (7.3) 1.80 ± 0.52 < 0.93 · · · · · · · · · 1
3.977119 5.2 · · · 1.39 ± 0.44 · · · · · · · · · · · · 2
3.977378 8.1 (6.6) 3.07 ± 0.61 4.99 ± 1.97 · · · · · · · · · 3
3.977620 15.9 (14.9) 3.47 ± 0.73 < 1.86 · · · · · · · · · 4
3.978251 18.4 (17.5) 10.2 ± 0.7 6.03 ± 1.13 · · · · · · · · · 5
3.978919 8.6 (6.8) 1.85 ± 0.64 6.27 ± 1.11 · · · · · · · · · 6
3.979116 19.4 (18.6) 5.10 ± 0.89 < 1.53 · · · · · · · · · 7
4.030
4.028698 10.5 (9.1) 2.19 ± 0.42 1.23 ± 0.87 · · · · · · · · · 1
4.029190 25.1 (24.5) 2.45 ± 0.61 < 1.34 · · · · · · · · · 2
4.029616 9.4 (7.8) 4.56 ± 0.40 4.87 ± 0.79 · · · · · · · · · 3
4.030437 7.4 (6.6) 0.76 ± 0.35 < 0.69 · · · · · · · · · 4
4.031087 17.0 (16.1) 5.37 ± 0.53 < 1.03 · · · · · · · · · 5
4.080g
4.078098 7.8 (6.3) 1.66 ± 0.57 1.49 ± 1.01 3.10 ± 0.33 · · · · · · 1
4.078403 3.6 (2.5) < 1.59 < 2.01 31.2 ± 3.7 20.8 ± 11.5 · · · 2
4.078431 9.1 (7.2) 3.94 ± 1.86 4.75 ± 2.69 55.2 ± 6.9 90.0 ± 14.3 · · · 3
4.078699 9.8 (8.2) 1.03 ± 0.84 5.36 ± 1.40 109 ± 4 188 ± 8 · · · 4
4.078904 8.4 (6.6) < 0.81 12.5 ± 1.3 66.1 ± 4.5 106 ± 7 · · · 5
4.079071 3.3 (2.2) 1.06 ± 0.51 2.88 ± 0.92 16.9 ± 2.4 27.3 ± 4.8 · · · 6
4.079208 4.3 (3.2) 1.39 ± 0.56 5.69 ± 1.02 39.4 ± 1.7 85.0 ± 5.8 · · · 7
4.079394 8.8 (7.1) 5.36 ± 0.79 17.9 ± 1.3 < 3.46 11.8 ± 4.8 · · · 8
4.079639 7.5 (5.9) 18.0 ± 1.7 16.0 ± 2.6 4.65 ± 1.24 13.1 ± 6.3 · · · 9
4.079751 9.2 (7.4) 13.4 ± 1.8 42.1 ± 2.5 2.76 ± 0.96 < 9.99 · · · 10
4.080009 10.6 (9.1) 9.12 ± 1.03 45.8 ± 1.8 35.6 ± 1.0 74.2 ± 7.0 · · · 11
4.080235 8.1 (6.5) 3.01 ± 0.80 28.9 ± 1.5 277 ± 15 537 ± 20 · · · 12
4.080389 3.4 (2.3) < 0.93 24.0 ± 2.8 28.5 ± 6.8 100 ± 12 · · · 13
4.080492 6.6 (5.4) 3.04 ± 0.87 31.7 ± 2.6 39.3 ± 1.5 70.1 ± 6.9 · · · 14
4.080685 7.4 (5.8) 1.70 ± 0.63 10.9 ± 1.2 69.0 ± 1.7 127 ± 7 · · · 15
4.080882 4.9 (3.9) 1.35 ± 0.55 7.28 ± 1.03 281 ± 18 441 ± 22 · · · 16
4.081049 7.4 (6.0) < 0.80 4.13 ± 1.22 7.26 ± 0.56 16.4 ± 5.5 · · · 17
4.081219 8.4 (6.9) < 0.92 3.85 ± 1.22 2.05 ± 0.29 · · · · · · 18
4.081539 9.7 (8.1) 3.26 ± 0.65 4.17 ± 1.12 0.34 ± 0.20 · · · · · · 19
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Table 10—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
4.086h
4.085675 12.1 (10.8) 3.31 ± 0.68 6.03 ± 1.26 < 0.21 · · · · · · 1
4.089i
4.088930 7.8 (6.9) 6.25 ± 0.78 2.08 ± 1.31 · · · · · · · · · 1
4.094
4.094002 16.0 (15.1) 6.50 ± 0.77 4.68 ± 1.42 < 0.34 · · · · · · 1
4.200j
4.199891 9.2 (7.4) 1.38 ± 0.68 < 1.16 · · · · · · · · · 1
4.200533 12.9 (11.7) 11.6 ± 0.9 6.22 ± 1.53 · · · · · · · · · 2
4.200840 8.4 (6.8) 6.77 ± 0.87 < 1.06 · · · · · · · · · 3
4.231k
4.229917 8.3 (6.7) 0.79 ± 0.41 < 2.30 < 0.38 · · · · · · 1
4.230213 5.8 (5.1) 3.16 ± 0.41 < 1.65 · · · · · · · · · 2
4.230466 7.9 (6.2) 15.0 ± 0.7 4.66 ± 0.78 · · · · · · · · · 3
4.230802 7.8 (6.1) 3.06 ± 0.45 < 0.73 · · · · · · · · · 4
4.231122 5.8 (4.9) 3.06 ± 0.43 < 0.68 · · · · · · · · · 5
4.231416 8.9 (7.2) 1.23 ± 0.47 < 0.79 · · · · · · · · · 6
4.231857 6.5 (5.3) 1.15 ± 0.37 < 0.86 · · · · · · · · · 7
4.239l
4.237106 8.4 (6.8) 3.19 ± 0.44 < 1.31 < 0.31 · · · · · · 1
4.238126 7.2 (4.7) 1.10 ± 0.40 < 0.73 < 0.51 · · · · · · 2
4.239212 · · · (8.6 < 0.86 18.1 ± 1.1 · · · · · · · · · 3
4.239714 13.5 (12.4) 2.98 ± 0.64 29.9 ± 1.4 3.61 ± 1.20 · · · · · · 4
4.239922 4.1 (3.0) 1.38 ± 0.42 6.40 ± 0.90 < 0.52 · · · · · · 5
4.240153 10.5 (9.0) 3.29 ± 0.54 10.2 ± 1.0 < 1.85 · · · · · · 6
4.247m
4.245708 7.0 (5.8) 1.16 ± 0.52 3.61 ± 1.01 < 0.30 · · · · · · 1
4.246135 3.1 (2.1) 3.38 ± 0.56 < 0.77 < 0.34 · · · · · · 2
4.246701 · · · (12.1 < 0.91 21.3 ± 2.0 · · · · · · · · · 3
4.247053 29.2 (28.7) 12.2 ± 1.5 11.6 ± 3.0 < 0.96 · · · · · · 4
4.247420 3.5 (2.3) < 0.48 3.63 ± 1.10 0.51 ± 0.28 · · · · · · 5
4.247838 21.2 (20.4) 9.09 ± 1.02 25.3 ± 2.1 < 0.59 · · · · · · 6
4.286n
4.284758 10.1 (8.5) 1.30 ± 0.70 5.78 ± 1.58 < 0.53 · · · · · · 1
4.285289 8.5 (7.0) 7.82 ± 0.93 18.4 ± 1.5 < 0.49 · · · · · · 2
4.285681 10.4 (8.8) 10.3 ± 1.3 46.2 ± 2.0 < 0.81 · · · · · · 3
4.286035 14.4 (13.3) 6.00 ± 4.07 13.6 ± 2.1 < 0.70 · · · · · · 4
4.286236 3.9 (2.8) 5.60 ± 1.44 < 1.24 < 0.50 · · · · · · 5
4.286443 13.4 (12.2) 5.97 ± 0.99 < 2.76 < 0.70 · · · · · · 6
4.361o
4.359498 15.3 (14.3) 11.5 ± 0.9 55.8 ± 4.6 1.14 ± 0.58 · · · · · · 1
4.359981 14.4 (13.3) 17.6 ± 1.7 66.1 ± 3.5 < 0.69 · · · · · · 2
4.360176 5.8 (4.6) 8.04 ± 1.16 51.0 ± 3.9 1.38 ± 0.52 · · · · · · 3
4.360335 4.4 (3.5) 4.30 ± 0.93 70.6 ± 5.1 3.65 ± 0.47 · · · · · · 4
4.360528 9.5 (7.8) 28.9 ± 1.2 33.0 ± 2.3 < 0.73 · · · · · · 5
4.360931 6.4 6.9 14.3 ± 0.7 33.1 ± 2.0 1.11 ± 0.41 · · · · · · 6
4.361383 10.2 (8.7) 5.32 ± 1.36 < 7.27 < 0.93 · · · · · · 7
4.361506 7.7 (5.3) 3.41 ± 1.79 65.3 ± 8.8 3.08 ± 0.78 · · · · · · 8
4.361790 13.7 (10.2) 13.0 ± 1.1 156 ± 9 11.6 ± 0.7 12.0 ± 5.0 · · · 9
4.362363 9.9 (8.2) 8.71 ± 0.73 36.3 ± 2.5 2.87 ± 0.59 · · · · · · 10
4.362621 10.4 (8.9) 12.6 ± 0.9 88.1 ± 4.1 18.6 ± 0.8 21.8 ± 5.2 · · · 11
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Table 10—Continued
z b(C) b(Si) N(C iv) N(Si iv) N(C ii) N(Si ii) N(N v) n
km s−1 km s−1 1012cm−2 1011cm−2 1012cm−2 1011cm−2 1012cm−2
1 2 3 4 5 6 7 8 9
4.362835 6.9 (5.7) 2.29 ± 0.75 64.2 ± 4.9 8.43 ± 0.69 11.7 ± 4.8 · · · 12
4.363066 22.4 (21.7) 14.0 ± 1.0 15.1 ± 4.5 < 1.04 · · · · · · 13
4.389p
4.388746 7.2 (5.7) 3.59 ± 0.82 · · · < 0.56 0.30 ± 0.24 · · · 1
4.389312 3.7 (2.4) 0.90 ± 0.48 < 3.91 < 0.45 < 0.20 · · · 2
4.390075 6.1 (5.2) 2.78 ± 1.11 < 3.01 < 0.56 < 0.24 · · · 3
aC iv λ1548 is in a blend with Si iv λ1394 at z = 3.978 and very weak C ii at z = 4.200.
bC iv λ1548 is partially blended with Si iv λ1403 at z = 4.080.
cC iv λ1548 is blended with Si iv λ1403 at z = 4.239; λ1551 is in a blend with Si iv λ1403 at z = 4.247 and
C iv λ1548 at z = 3.756.
dC iv λ1548 encroaches on Si iv λ1394 at z = 4.361; λ1551 is blended with C iv λ1548 at z = 3.832.
Si iv λ1394 is in the forest but λ1403 is just clear.
eC iv λ1548 is in a blend with Al iii λ1855 at z = 3.032 and C iv λ1551 at z = 3.825 and also is noisy, and
is only partly used. Si iv λ1403 is outside the forest but immersed in very strong C ii at z = 4.080: the values
given are useful despite the large errors.
fC iv λ1551 has some contamination from atmospheric emission. Si iv λ1394 is blended with C iv λ1548 at
z = 3.482 and very weak C ii at z = 4.200; λ1403 partially overlaps with very weak C ii at z = 4.231.
gThis is a damped Lyman α system with C ii, Si ii and O i (in the forest) very strong in components 3–7
and 12–16, and C iv relatively weak: collectively log N(H i) ∼ 20.3 gives a good fit to the outer parts of the
damping wings. C iv λ1551 is blended with C iv λ1548 at z = 4.089. Si iv λ1394 contains weak C iv λ1548
at z = 3.574; λ1403 is blended with C iv λ1548 at z = 3.604. C ii λ1335 contains much weaker Si iv λ1403
at z = 3.832 which is approximately determined with the help of λ1036 in the forest; in components 12 and 16
C ii is saturated, making the values listed for these uncertain; there is weak associated C ii⋆ λ1336. The Si ii
values are from λ1527.
hC iv λ1551 is blended with C iv λ1548 at z = 4.094.
iC iv λ1548 resides in C iv λ1551 at z = 4.080 but is strong and well determined; λ1551 is in a very noisy
region and is not used. Si iv λ1394 is blended with C iv λ1551 at z = 3.574; λ1403 is blended with C iv λ1551
at z = 3.604. C ii is somewhat contaminated by an unknown weak feature and is not included.
jIn components 1 and 3 C iv λ1551 is rather noisy and is not used. Si iv λ1394 is weak and dominated by
C iv λ1548 at z = 3.681, and is not used. C ii is masked by C iv λ1548 at z = 3.482 and Si iv λ1394 at
z = 3.978.
kC iv λ1551 is blended with C iv λ1548 at z = 4.239. In components 1 and 2 Si iv λ1394 contains an
unidentified strong feature. In components 2–4 C ii is in a very noisy region and in 5–7 is confused with
Si iv λ1403 at z = 3.978.
lC iv λ1548 is blended with C iv λ1551 at z = 4.231; λ1551 is blended with C iv λ1548 at z = 4.247.
Si iv λ1403 is blended with C iv λ1548 at z = 3.748. C ii is overlapped by Si ii λ1304 at z = 4.361 but this is
very weak and only the value in component 3 is significantly affected.
mC iv λ1548 is blended with C iv λ1551 at z = 4.239; λ1551 is rather noisy. Si iv λ1403 is partially blended
with C iv λ1551 at z = 3.748.
nC iv λ1548 contains very weak Si ii λ1527 at z = 4.361.
oC iv and Si iv have some interference from atmospheric emission but the values obtained from both doublets
are little affected. Si ii is derived from a combination of complementary portions of λ1260 (in the forest, but
useful for the stronger components), λ1304 (partially blended with C ii λ1335 at z = 4.239) and λ1527 (partially
blended with C iv λ1548 at z = 4.286); errors are from λλ1304,1527 alone.
pC iv values are dominantly from λ1551 as λ1548 is heavily affected by atmospheric emission. Si iv λ1394 is
masked by strong Al iii λ1863 at z = 3.032; in component 1 λ1403 is obscured by atmospheric emission.
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Fig. 1.— Continuum-normalized spectra demonstrating the separation of an absorption system (z = 2.285 in Q1626+6433)
into single-phase-ionization components by means of the VPFIT analysis described in the text. For each profile the composite
fit through the data points is shown by a continuous thin line. Component parameters and numbering (the fifth component is
indicated) are given in Table 2. C iv is shown also with separate fits to the six constituent components. The different widths of
the two nearly coincident components 2 and 3 and the positions of the more spaced components 4 and 5 are mirrored separately
in the other two species, with the C iv components dominant in C ii (low ionization) identified by dashed lines and vertical
ticks and those dominant in N v (high ionization) by continuous thick lines and ticks. Ticks are shown only at the positions of
detected components, not upper limits. Component 4 which is strong in N v is weakly evident in the C ii profile and is also
shown there separated. Note the truncation of the vertical axes in the lower two panels.
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Fig. 2.— C iv, Si iv, C ii and Si ii component column densities N (cm−2) for the complex absorption system at z = 2.291
in Q1626+6433. Two individual runs in the VPFIT analysis show the differential effect of fixing the set of three broadest
components (indicated by enlarged symbols—see Figure 5 and Table 2 for identification) at the two widely different temperatures
1 × 104 K and 1 × 105 K, but otherwise having the same mix of specific starting values for the remainder of the components
(see text). All component values yielded in the first case are shown by filled circles and in the second by open circles.
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Fig. 3.— Continuum-normalized spectra for all systems detected in Q1626+6433 (zem = 2.320) having at least C iv and Si iv
outside the Lyman forest. For each system the available metal species of interest in this paper are compared on a common
velocity scale. The system components identified using VPFIT are marked with long vertical ticks; a few questionable features
are so indicated. Components yielding only upper limits are unmarked. Component parameter values and upper limits are
listed in Table 2; in the few cases where components have values which are too uncertain to be included in the table they
are marked with dotted ticks. Blended or nearby interloper species from other systems are indicated by short ticks and are
identified in the notes to Table 2. The data values are given as points and the fits obtained to these (including the convolved
instrumental profile) are shown as continuous bold lines when there is no blending and continuous thin lines when blending is
present; residuals (i.e. [data] − [fit]) are shown on the same scale beneath the profiles. In the blended cases the deconvolved
fits to the appropriate species are shown by continuous bold lines and fits to the interlopers by short-dashed or dotted lines.
Si ii λ1527 at z = 1.927 is shown with a correction (thin line) accounting for mild unknown contamination deduced from related
transitions; this and λ1527 at z = 2.110 have superimposed fits to λ1260 (for the same column densities) which match data in
relatively clear regions of the forest. Lyman α observations, covering twice the velocity range, are shown unfitted, but with the
positions of all components detected in C iv indicated by broken ticks.
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Fig. 3.— Continued.
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Fig. 3.— Continued.
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Fig. 3.— Continued.
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Fig. 4.— C iv, Si iv, C ii, Si ii and N v column densities N (cm−2) plotted versus redshift z and log (1 + z) for the absorber
components detected in the nine QSOs (see Tables 2–10). Systems with significant Lyman α damping wings are marked d.
Note the vertical scales for Si iv, Si ii and N v are shifted lower by 1 dex than the others. All frames cover the same extent in
log (1 + z) which for C iv encompasses the region between the Lyman α and C iv emission lines with some margin. The dotted
vertical line at the right of each frame is at the emission redshift; the similar line to the left marks the specific limit where a
given ion falls in the Lyman forest (in Si ii this is shown for λ1260 only). Reliable values appear at redshifts in the forest, but
for Si ii most of these apparent cases actually indicate values from strong λ1527, not from λ1260, as clarified in the footnotes
to Tables 2–10.
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Fig. 4.— Continued.
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Fig. 4.— Continued.
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Fig. 5.— Two examples from Figure 3 showing component details of systems containing broad components (continuous thick
lines and ticks) among the more numerous narrow components, b(C iv) . 10 km s−1 (short-dashed lines and ticks), with
numbering as in Table 2. The overall composite fits to the pure system profiles (i.e. excluding any interloper species) are shown
in continuous thin lines. Upper left panel: C iv profile in a simple system with exposed broad components, also showing the
data points. Upper right panels: Separately highlighting the combined profiles of the broad and narrow components. Lower left
panels: C iv, Si iv and C ii profiles in a complex system with immersed broad components. The ticks here include positions
of upper limits. Lower right panels: Highlighting the combined profiles of top, narrow components which are strong in C ii,
middle, all high ionization components and bottom, the broadest components.
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Fig. 6.— C iv column densities N (cm−2) in sample sa plotted versus redshift z. To avoid clutter, errors (see Tables 2–10)
are not shown. The thin continuous histograms display, in unit steps, the distribution of number of sightlines (nsl) from the
nine QSOs of the sample within the applied redshift constraints. Upper three panels: component values in all systems, simple
systems (6 6 identified components) and complex systems (> 7 identified components). Bottom panel: system summed values
for the same sample.
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Fig. 7.— Si iv, C ii, Si ii and N v component column densities N (cm−2) in sample sa, following the style of Figure 6. All
components detected in C iv in the nine QSOs within the redshift intervals available to each species are represented. Upper
limits are 1σ values.
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Fig. 8.— C iv Doppler parameter b (km s−1) versus column density N (cm−2) for all observed components of sample sa, also
separately showing those with z < 3.1 and z > 3.1.
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Fig. 9.— Histograms of C iv column density N (cm−2) and Doppler parameter b (km s−1) for all observed components of
sample sa, comparing values for z < 3.1 (thick lines) and z > 3.1 (thin lines) and showing the data for all systems, simple
systems (6 6 identified components) and complex systems (> 7 identified components).
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Fig. 10.— Histograms as in Figure 9, of system summed C iv column density Nsyst (cm−2) and overall velocity spread of the
components within a system ∆vsyst (km s−1).
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Fig. 11.— Relationships for all C iv systems of sample sa at redshifts z < 3.1 and z > 3.1, showing: left panels, system
summed C iv column density Nsyst (cm−2) and number of components in the system nsyst; middle panels, Nsyst and overall
velocity spread of system components ∆vsyst (km s−1); right panels, ∆vsyst and nsyst .
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Fig. 12.— Differential column density distribution of C iv components (upper) and systems (lower) for sample sa at redshifts
z < 3.1 and z > 3.1. The bin size (shown by horizontal bars) is 100.3N (cm−2) where N is the column density; errors (vertical
bars) are ±1σ values based on the number of absorbers N in each bin. The dashed lines are approximate power-law fits as
described in the text with index β = 1.84 (components) and β = 1.6 (systems).
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Fig. 13.— Upper left panels: Redshift evolution of C iv total number of systems per unit redshift interval, dNsyst/dz, and
total column density (cm−2) per unit redshift interval, dNtot/dz, accounted over the redshift range shown by each bar, for
systems in sample sa having Nsyst(C iv) > 1 × 1012 cm−2, showing all systems, simple systems (6 6 C iv components) and
complex systems (> 7 C iv components); for errors see text. Upper right and lower left panels: Corresponding data for the
same systems also having detected components in Si iv and C ii above the indicated thresholds. Lower right panels: Similarly
for all systems having detected components in Si ii and N v. Note the various changes in vertical scale for dNtot/dz. The dotted
curves indicate non-evolving quantities (see text); dashed curves shown only for C iv represent fits to the data.
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Fig. 14.— Two-point correlation functions ξ(∆v) versus velocity separations ∆v for C iv absorber redshifts spanning 1.6 .
z . 4.4. Top panel: Points give ξ(∆v) for the individual components of sample sa, binned over 15 km s−1 for ∆v 6 370 km
s−1 and 20 km s−1 for ∆v > 370; ±1σ errors in the random distribution are smaller than the symbol size. A two-component
Gaussian fit and the separate components of the fit are shown with parameters as given in the text. Second panel: Same as top
panel, also showing results for subsets with z < 3.1 and z > 3.1. Third panel: Same as top panel, now adding all components
of the 7 systems with significant Lyman α damping wings and separated by & 3000 km s−1 from the emission redshift, giving
sample ds+sa; a three-component Gaussian fit is shown. Fourth panel: Result for the system redshifts of sample ds+sa, binned
over 500 km s−1 and extending to ∆v = 12000 km s−1; ±1σ errors in the random distribution are shown by bounding thin
lines. Fifth panel: Same as fourth panel but binned over 2000 km s−1 and extending to ∆v = 50000 km s−1. Sixth panel: Same
as fourth panel but including only systems of velocity spread ∆vsyst < 150 km s−1, binned over 150 km s−1 and extending to
∆v = 3800 km s−1.
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Fig. 15.— Comparison of C iv absorber and galaxy two-point correlation functions in logarithmic form. The C iv sample
sa data for individual components are shown with the two-component Gaussian fit as in Figure 14; ±1σ errors in the random
distributions are given with the data points. Sample ds+sa data for systems as described in the text are shown here as upper
limits using +1σ errors from Figure 14. Fits to data from the 2dF Galaxy Redshift Survey in real-space (r) and redshift-space
(s) and for a sample of Lyman-break galaxies (LBG), all as described in the text, use the upper axis.
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Fig. 16.— Left panels: Redshift evolution of Si iv/C iv column density ratios. Upper limits are 1σ values. The upper three
panels show individual component values having N(C iv) > 1× 1012 cm−2 from sample sb for all systems, simple systems (6 6
C iv components) and complex systems (> 7 C iv components). Filled circles show values obtained outside the Lyman forest;
reliable values from lines in the Lyman forest are identified by filled squares; selected components clear of regions of high N(H i)
in systems containing mild Lyman α damping wings are shown by filled triangles. The bottom panel gives values obtained from
summed column densities for all available systems in sample sb having Nsyst(C iv) > 1 × 1012 cm−2. Right panels: Redshift
evolution of corresponding median values, obtained over the extent of each horizontal bar, indicated with 1σ error bars.
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Fig. 17.— Same as for the top panels in Figure 16, here for the component column density ratios C ii/C iv, Si ii/Si iv (having
detected Si iv with N(Si iv) > 1 × 1011 cm−2), Si ii/C ii (having detected C ii with N(C ii) > 1 × 1011 cm−2) and N v/C iv
(filled diamonds indicate values from components that are both in the forest and selected from mildly damped systems). In all
cases components have N(C iv) > 1× 1012 cm−2.
– 109 –
Fig. 18.— Left panels: Column density ratios Si iv/C iv : C ii/C iv in three redshift intervals for all components having
N(C iv) > 1 × 1012 cm−2 in sample sb. Filled symbols are defined in Figure 16. Error bars give ±1σ uncertainties; upper
limit arrows point from +1σ values. Cases where one of the two ionic ratios is an upper limit are indicated by an open symbol.
The thick lines give model predictions of the Cloudy code for absorbers optically thin in the H i Lyman continuum (N(H i)
= 1 × 1015 cm−2), low metallicity (0.003 × solar) and Si/C relative abundance values of solar and 2.5 × solar (see text),
computed at appropriate redshifts zHM for Haardt & Madau latest available versions of the metagalactic ionizing radiation
background with the QSO contribution alone (model Q—see text for a full description); Jν0 = 3.5× 10
−22 erg s−1 cm−2 Hz−1
sr−1 at zHM = 2.3, 2.5× 10
−22 at zHM = 3.0 and 1.6× 10
−22 at zHM = 3.9. The cosmic microwave background is included.
Right panels: Subsets of simple systems (6 6 C iv components) and complex systems (> 7 C iv components).
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Fig. 19.— Left panels: Same as for left panels in Figure 18, here for Si ii/Si iv : C ii/C iv and additionally using only detected
Si iv components having N(Si iv) > 1× 1011 cm−2. Right panels: Same for Si ii/C ii : C ii/C iv, but using only detected C ii
components having N(C ii) > 3× 1011 cm−2. Both Si/C relative abundance values used in Figure 18 are shown.
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Fig. 20.— Same as left panels in Figure 18, here for N v/C iv : C ii/C iv and N/C relative abundance values of solar and
0.63 × solar with shading for the latter indicating the possible range extending lower by 1 dex (see text).
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Fig. 21.— Si iv/C iv : C ii/C iv and Si ii/Si iv : C ii/C iv as in the top panels of Figures 18 and 19, with extended axes. The
curves show Cloudy models representing collisional ionization at fixed temperatures near 105 K (indicated in the upper panel)
in the presence of the latest available Haardt & Madau pure QSO version of the metagalactic ionizing radiation background
(model Q—see text) at zHM = 2.3; for reference, models in photoionization equilibrium as in Figures 18 and 19 are shown here
in continuous lines. Both values of Si/C relative abundance are included as in the previous figures. The collisional ionization
curves terminate in the diagram where the process becomes independent of density.
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Fig. 22.— Si iv/C iv : C ii/C iv and Si ii/Si iv : C ii/C iv Cloudy models in photoionization equilibrium using the latest
available Haardt & Madau pure QSO version of metagalactic ionizing radiation background (model Q—see text) at zHM = 2.3
with absorber parameters arbitrarily differing in metallicity, [Z] = −2.0 to −1.0, and hydrogen column density, N(H i) = 1016
to 1017.5 cm−2, as indicated; the nominal case with [Z] = −2.5 and N(H i) = 1015.0 cm−2 used in Figures 18 and 19 is shown
here in continuous lines. For clarity only the solar Si/C relative abundance value is included.
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Fig. 23.— Photoionization equilibrium mean column temperature, 〈Te〉 (K), and total hydrogen volume density, n(H) (cm−3),
versus C ii/C iv, for the Cloudy-modelled case using the latest available Haardt & Madau pure QSO version of metagalactic
ionizing radiation background (model Q—see text) at zHM = 2.3 with absorber parameters arbitrarily differing in metallicity
[Z] and hydrogen column density N(H i) as indicated, compared with the nominal case with [Z] = −2.5 and N(H i) = 1015.0
cm−2 shown in continuous lines.
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Fig. 24.— Systems with redshift close to the emission redshift zem of their sightline QSO, (indicated by vertical ticks). Top
panels: C iv, Si iv, C ii, Si ii and N v component column densities (cm−2). Middle panels: Component (N(C iv) > 1 × 1012
cm−2) column density ratios Si iv/C iv, C ii/C iv, Si ii/Si iv (N(Si iv) > 1× 1011 cm−2) and N v/C iv. Bottom set of panels:
Column density ratio combinations for components (N(C iv) > 1×1012 cm−2) of the systems at z = 2.323 in Q1626+6433 and
z = 3.624 in Q1422+2309C compared with Cloudy results as in Figures 18–20, but using radiation with a power-law spectrum
of index −1.8 having Jν0 = 3.5× 10
−21 erg s−1 cm−2 Hz−1 sr−1; the cosmic microwave background is included.
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Fig. 25.— Rest spectral energy distributions plotted as mean intensity Jν (erg cm−2 s−1 Hz−1 sr−1) over frequency ν (Hz),
obtained from new Haardt & Madau metagalactic ionizing radiation background models having contributions both from QSOs
and galaxies for the two values fesc = 0.05 and 0.5 (see text), termed models QG0.05 and QG0.5, at redshifts zHM = 2.3 and
3.9. The pure QSO case as used in Figures 18–20, model Q, is shown for comparison. The values of Jν0 in the models containing
galaxy contributions are respectively: 4.3 × 10−22 and 1.2 × 10−21 erg s−1 cm−2 Hz−1 sr−1 at zHM = 2.3; 2.2 × 10−22 and
8.4 × 10−22 erg s−1 cm−2 Hz−1 sr−1 at zHM = 3.9. The positions of the ionization thresholds for H i and He ii, at 1 and 4
Rydberg, are indicated.
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Fig. 26.— Left panels: Rest spectral energy distributions for the new Haardt & Madau metagalactic ionizing radiation models
QG0.05 and QG0.5 defined in Figure 25 but here concentrating on the region containing the ionization thresholds for H, He,
C, Si and N significant for this paper. Right panels: Observed column density ratios Si iv/C iv : C ii/C iv in two redshift
intervals taken from Figure 18 compared with Cloudy results using models QG0.05 and QG0.5 (coding as indicated in the left
panels) with absorber parameters as defined in Figure 18. The cosmic microwave background at the two redshifts is included
to account for Compton cooling.
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Fig. 27.— Same as for lower right panel in Figure 26, here for Si ii/Si iv : C ii/C iv, Si ii/C ii : C ii/C iv and N v/C iv : C ii/C iv,
with the data values taken from Figures 19 and 20. The N/C relative abundance ranges as given in Figure 20 are also shown
here but to avoid confusion the shading indicating possible lower values by up to 1 dex is omitted for model Q.
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Fig. 28.— Left panel: Spectral energy distributions plotted similarly to those in Figure 25, for the QSO metagalactic ionizing
radiation background model Q at zHM = 3.9 with post-computation modifications in the He ii continuum contrived for two
cases, a horizontal cut and a deep depression, both initiated with a drop of 4 dex at the He ii ionization edge. Right panel:
Column density ratios Si iv/C iv : C ii/C iv in our highest redshift interval compared with Cloudy results, presented as in
Figure 18 but here using model Q with the modifications in the left panel and shown with the same coding; the unmodified
case is shown for comparison. The cosmic microwave background is included.
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Fig. 29.— Same as for right panel in Figure 28, here for Si ii/Si iv : C ii/C iv, Si ii/C ii : C ii/C iv and N v/C iv : C ii/C iv(see
comment in Figure 27 regarding N/C relative abundance, and shading), with the observed ratios taken from Figures 19 and 20.
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Fig. 30.— Left panel: Spectral energy distribution as presented in Figure 26, here using the new Haardt & Madau metagalactic
ionizing radiation background model containing only QSO sources, model Q, combined with a contribution from local sources
represented by a specific 45,000 K stellar spectral model (see text) scaled at the H i Lyman limit by floc = 25q (i.e. 25 times
the mean intensity of the model Q background); this model is termed Q[A25]. The model Q case is shown for comparison.
Right panel: Column density ratios Si iv/C iv : C ii/C iv in our highest redshift interval compared with Cloudy results as
presented in Figure 18, here using model Q[A25] with model Q for comparison (coding as indicated in the left panel). The
cosmic microwave background is included.
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Fig. 31.— Same as for right panel in Figure 30, here for Si ii/Si iv : C ii/C iv, Si ii/C ii : C ii/C iv and N v/C iv : C ii/C iv
(see comment in Figure 27 regarding N/C relative abundance, and shading), with the observed ratios taken from Figures 19
and 20.
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Fig. 32.— Top left panel: Spectral energy distribution as presented in Figure 26, here with a contrived Haardt & Madau QSO
+ galaxy metagalactic background using “galaxies” made up from the 45,000 K stellar spectral model employed in Figure 30
included in the cosmological radiative transfer computation with a scaling in volume emissivity at the H i Lyman limit relative
to the QSOs by factor fmet = 10 (see text), termed model QA10; Jν0 = 1.8×10
−21 erg s−1 cm−2 Hz−1 sr−1. Model Q is shown
for comparison. Middle left panel: Similar to top panel with fmet = 3 (shown by the thin continuous line; Jν0 = 6.6 × 10
−22
erg s−1 cm−2 Hz−1 sr−1), combined with the 45,000 K stellar model representing local sources as in Figure 30 scaled by floc =
15q, termed model QA3[A15]; Jν0 = 3.0×10
−21 erg s−1 cm−2 Hz−1 sr−1. Bottom left panel: Similar to middle panel, showing
bounds representing cosmic variance in the local source contribution with floc = 3q and 25q, termed models QA3[A3] and
QA3[A25]; Jν0 = 1.1 × 10
−21 and 4.6 × 10−21 erg s−1 cm−2 Hz−1 sr−1, respectively. Right panels: Column density ratios
Si iv/C iv : C ii/C iv in our highest redshift interval compared with Cloudy results as in Figure 18, obtained using the models
in the left panels with coding as indicated; for the curves in the bottom panel, QA3[A3] is coupled with absorber Si/C solar
relative abundance and QA3[A25] with 2.5 × solar. The cosmic microwave background is included.
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Fig. 33.— Same as for bottom right panel in Figure 32, for Si ii/Si iv : C ii/C iv, Si ii/C ii : C ii/C iv and N v/C iv : C ii/C iv
(see comment in Figure 27 regarding shading), with the observed ratios taken from Figures 19 and 20. QA3Q+A3q is coupled
with absorber Si/C and N/C solar relative abundance and QA3Q+A25q with 2.5 × and 0.63 × solar, respectively.
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Fig. 34.— Upper left panel: Spectral energy distribution as presented inmiddle left panel of Figure 32, here with an added local
stellar component introducing a significant He i ionization edge (see text) scaled by floc = 50q, termed model QA3[A15B50];
Jν0 = 1.1×10
−20 erg s−1 cm−2 Hz−1 sr−1. The faint trace is the metagalactic contribution within this case as given in Figure
32. Lower left panel: Similar to upper panel, showing bounds representing cosmic variance in the local source contributions,
termed models QA3[A5B20] and QA3[A25B200]; Jν0 = 5.3×10
−21 and 3.5×10−20 erg s−1 cm−2 Hz−1 sr−1, respectively. Right
panels: Column density ratios Si iv/C iv : C ii/C iv in our highest redshift interval compared with Cloudy results as in Figure
18, obtained using the models in the left panels with coding as indicated; for the curves in the lower panel, model QA3[A5B20]
is coupled with absorber Si/C solar relative abundance and QA3[A5B20] with 2.5 × solar. The additional heavy dotted line
in the lower panel is a case using model QA3[A25B200] with absorbers of solar Si/C relative abundance and metallicity [Z]
= −1.5. The cosmic microwave background is included in all computations.
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Fig. 35.— Same as for lower right panel in Figure 34, for Si ii/Si iv : C ii/C iv, Si ii/C ii : C ii/C iv and N v/C iv : C ii/C iv
(see comment in Figure 27 regarding shading, applying also to the dotted line), with the observed ratios taken from Figures 19
and 20. Model QA3[A5B20] is coupled with absorber Si/C and N/C solar relative abundance and QA3[A25B200] with 2.5 ×
and 0.63 × solar, respectively.
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Fig. 36.— Similar to lower panels in Figure 34, substituting the QSO source flux at zHM = 2.3 but otherwise using the same
stellar source quantities, termed models Q2.3A3[A5B20] and Q2.3A3[A25B200], and comparing the Cloudy results with the data
in our lowest redshift interval presented in Figure 18. The appropriate cosmic microwave background is included.
