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Abstract. This paper shows how to derive nested calculi from labelled
calculi for propositional intuitionistic logic and first-order intuitionistic
logic with constant domains, thus connecting the general results for la-
belled calculi with the more refined formalism of nested sequents. The ex-
traction of nested calculi from labelled calculi obtains via considerations
pertaining to the elimination of structural rules in labelled derivations.
Each aspect of the extraction process is motivated and detailed, show-
ing that each nested calculus inherits favorable proof-theoretic properties
from its associated labelled calculus.
Keywords: Intuitionistic logic Kripke semantics Labelled calculi Nested
Calculi Proof theory Structural rule elimination
1 Introduction
Numerous fruitful consequences and applications obtain through the supple-
mentation of a logic with an analytic calculus. Such calculi are characterized
on the basis of their inference rules, which stepwise (de)compose the formula
to be proven. One of the most prominent realizations of this idea dates back to
Gentzen [12], who proposed the sequent calculus framework for classical and intu-
itionistic logic. Since then, countless extensions and reformulations of Gentzen’s
framework have been supplied for many logics of interest. Examples of extensions
include display calculi [2,20], hypersequent calculi [18], labelled calculi [7,21], and
nested calculi [10,20]. Such calculi have been exploited to prove meaningful re-
sults; e.g. decidability [18,20], interpolation [15], and automated counter-model
extraction [16,20]. We focus on the labelled and nested formalisms in this paper.
The labelled approach of constructing calculi may be qualified as semantic
due to the fact that calculi are obtained through the transformation of seman-
tic clauses and Kripke-frame properties into inference rules for a logic [7,21].
Although the approach has been criticized by some [1], it has also proven to
be quite successful relative to certain criteria. For example, the labelled for-
malism is surprisingly modular and allows for the automated construction of
analytic calculi for many intermediate and modal logics [6,7,17]. Furthermore,
calculi constructed in the labelled paradigm often possess fruitful properties (e.g.
⋆ Work funded by FWF projects I2982, Y544-N2, and W1255-N23.
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contraction-admissibility, invertibility of rules, cut-elimination, etc.) that follow
from general results [7,17].
In 2009, Bru¨nnler introduced nested sequent calculi [3] and Poggiolesi intro-
duced tree hypersequent calculi [19] for a set of modal logics. Both formalisms
are essentially notational variants of one another and make use of an idea due to
Bull [4] and Kashima [14] to organize sequents into treelike structures called
nested sequents. Although nested sequents can be seen as a distinct proof-
theoretic formalism, it was shown in 2012 [9] that nested sequent calculi can
be viewed as ‘upside-down’ versions of prefixed tableaux, introduced much ear-
lier in 1972 [8]. In contrast to labelled sequents, nested sequents are often given
in a language as expressive as the language of the logic; thus, nested calculi
have the advantage that they minimize the bureaucracy sufficient to prove the-
orems. The nested formalism continues to receive much attention, proving itself
suitable for constructing analytic calculi [3], developing automated reasoning
algorithms [13], and verifying interpolation [15], among other applications.
Despite the many advantages of nested calculi, constructing such calculi for
logics as well as proving that they possess favorable proof-theoretic properties
(admissibility of structural rules, cut-elimination, etc.) is often done on a case by
case basis; i.e. the nested formalism does not—to date—offer the same generality
of results that hold in the labelled paradigm (cf. [7,17]). Therefore, a significant
advantage of the labelled paradigm over the nested paradigm is that labelled
calculi are easily constructed on the basis of a logic’s semantics and one often
obtains highly favorable proof-theoretic properties of the calculi (essentially)
for free via general theorems [7,17]. Nevertheless, the labelled formalism has
its drawbacks: the calculi involve a complicated syntax, and labelled structural
rules typically delete vital formulae from premise to conclusion, which can cause
associated proof-search algorithms to be less efficient, rely on backtracking, or
to neglect information needed in the extraction of counter-models from proofs.
Since the labelled formalism is well-suited for constructing calculi and con-
firming properties, and the nested formalism is well-suited for applications, a
general method of extracting nested calculi from labelled calculi (with proper-
ties preserved) is highly desirable. One could generate labelled calculi for a class
of logics and confirm favorable proof-theoretic properties via existing general
results; if such properties were preserved during an extraction procedure, then
the ensuing nested calculi would possess the properties as well, yielding practi-
cal, cut-free nested calculi. This idea was initially investigated in [16], where a
class of refined calculi (which can be viewed as nested calculi) were extracted
from labelled calculi for certain modal logics. In this paper, we advance our
understanding of this method, and show how to derive Fitting’s nested calculi
(see [10]) from labelled calculi for intuitionistic logics. The results of this paper
are also worthwhile in that they clarify the connection between the intuitionistic
labelled calculi and nested calculi considered, thus shedding light on the seman-
tic roles played by certain inference rules and syntactic structures in Fitting’s
formalism.
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This paper is organized as follows: Sect. 2 introduces the labelled and nested
calculi for the intuitionistic logics considered, and Sect. 3 shows how to trans-
late labelled sequents into nested sequents. Sect. 4 and 5 show how to extract
the nested calculi from the labelled calculi for propositional and first-order intu-
itionistic logic with constant domains, respectively. Last, Sect. 6 concludes and
discusses future work.
2 Proof Calculi for Intuitionistic Logics
The language L for propositional intuitionistic logic (Int) is defined via the BNF
grammar shown below top, and the language LQ for constant domain first-order
intuitionistic logic (IntQC) is defined via the BNF grammar shown below bottom:
A ::= p | ⊥ | (A ∨ A) | (A ∧ A) | (A ⊃ A)
A ::= p(x1, . . . , xn) | ⊥ | (A ∨ A) | (A ∧A) | (A ⊃ A) | (∀x)A | (∃x)A
In the language L, p is among a denumerable set of propositional variables
{p, q, r, . . .}. In the language LQ, p is an n-ary predicate symbol with x1, . . . , xn, x
variables (n ∈ N), and when n = 0, p is assumed to be a propositional variable.
As usual, we define ¬A := A ⊃ ⊥.
We assume the reader is familiar with intuitionistic logics; for a comprehen-
sive overview, see [11].
2.1 The Labelled Calculi G3Int and G3IntQC
We define propositional (first-order) labelled sequents to be syntactic objects of
the form L1 ⇒ L2 (L′1 ⇒ L
′
2
, resp.), where L1 and L2 (L
′
1
and L′
2
, resp.) are
formulae defined via the BNF grammar below top (below bottom, resp.).
L1 ::= w : A | w ≤ v | L1, L1 L2 ::= w : A | L2, L2
L′
1
::= w : A | a ∈ Dw | w ≤ v | L′1, L
′
1
L′
2
::= w : A | L′
2
, L′
2
In the propositional case, A is in the language L and w is among a denumerable
set of labels {w, v, u, . . .}. In the first-order case, A is in the language LQ, a
is among a denumerable set of parameters {a, b, c, . . .}, and w is among a de-
numerable set of labels {w, v, u, . . .}. We refer to formulae of the forms w ≤ u
and a ∈ Dw as relational atoms (with formulae of the form a ∈ Dw sometimes
referred to as domain atoms, more specifically) and refer to formulae of the form
w : A as labelled formulae. Due to the two types of formulae occurring in a
labelled sequent, we often use R to denote relational atoms, and Γ and ∆ to de-
note labelled formulae, thus distinguishing between the two. Labelled sequents
are therefore written in a general form as R, Γ ⇒ ∆. Moreover, we take the
comma operator to be commutative and associative; for example, we identify
the labelled sequent w : A,w ≤ u, u : B with w ≤ u, u : B,w : A. This interpre-
tation of comma lets us view R, Γ and ∆ as multisets. Also, we allow for empty
antecedents and succedents in both our labelled and nested sequents.
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In the first-order setting, we syntactically distinguish between bound variables
{x, y, z, . . .} and free variables, which are replaced with parameters {a, b, c, . . .},
to avoid clashes between the two categories (cf. [10, Sect. 8]). Therefore, instead
of using formulae directly from the first-order language, we use formulae from
the first-order language where each freely occurring variable x has been replaced
by a distinct parameter a. For example, we would make use of the labelled
formula w : (∀x)p(a, x) ∨ q(a, b) instead of w : (∀x)p(y, x) ∨ q(y, z) in a first-
order sequent of G3IntQC. For a formula A ∈ LQ, we write A[a/x] to mean the
formula that results from substituting the parameter a for all occurrences of
the free variable x in A. Last, we use the notation A(a0, . . . , an), with n ∈ N, to
denote that the parameters a0, . . . , an are all parameters occurring in the formula
A. We write A( #»a ) as shorthand for A(a0, . . . , an) and
#»a ∈ Dw as shorthand for
a0 ∈ Dw, . . . , an ∈ Dw. The labelled calculi are given in Fig. 1.
(id)
R, w ≤ v, w : p, Γ ⇒ ∆, v : p
R, w ≤ v, v : A,Γ ⇒ ∆, v : B
(⊃r)
†1
R, Γ ⇒ ∆,w : A ⊃ B
R, w : A,w : B,Γ ⇒ ∆
(∧l)
R, w : A ∧B,Γ ⇒ ∆
R, Γ ⇒ ∆,w : A R, Γ ⇒ ∆,w : B
(∧r)
R, Γ ⇒ ∆,w : A ∧B
R, w : A,Γ ⇒ ∆ R, w : B,Γ ⇒ ∆
(∨l)
R, w : A ∨ B,Γ ⇒ ∆
R, Γ ⇒ ∆,w : A,w : B
(∨r)
R, Γ ⇒ ∆,w : A ∨ B
R, w ≤ v, w : A ⊃ B,Γ ⇒ ∆, v : A R, w ≤ v, w : A ⊃ B, v : B,Γ ⇒ ∆
(⊃l)
R, w ≤ v, w : A ⊃ B,Γ ⇒ ∆
R, w ≤ w,Γ ⇒ ∆
(ref)
R, Γ ⇒ ∆
R, w ≤ v, v ≤ u,w ≤ u, Γ ⇒ ∆
(tra)
R, w ≤ v, v ≤ u, Γ ⇒ ∆
(⊥l)
R, w : ⊥, Γ ⇒ ∆
(idq)
R, w ≤ v, #»a ∈ Dw , w : p(
#»a ), Γ ⇒ ∆, v : p( #»a )
R, w ≤ v, a ∈ Dv, Γ ⇒ ∆, v : A[a/x]
(∀r)
†2
R, Γ ⇒ ∆,w : ∀xA
R, a ∈ Dw , Γ ⇒ ∆,w : A[a/x], w : ∃xA
(∃r)
R, a ∈ Dw , Γ ⇒ ∆,w : ∃xA
R, a ∈ Dw , w : A[a/x], Γ ⇒ ∆
(∃l)
†3
R, w : ∃xA,Γ ⇒ ∆
R, w ≤ v, a ∈ Dv, v : A[a/x], w : ∀xA,Γ ⇒ ∆
(∀l)
R, w ≤ v, a ∈ Dv , w : ∀xA,Γ ⇒ ∆
R, w ≤ v, a ∈ Dw, a ∈ Dv, Γ ⇒ ∆
(nd)
R, w ≤ v, a ∈ Dw, Γ ⇒ ∆
R, w ≤ v, a ∈ Dv, a ∈ Dw, Γ ⇒ ∆
(cd)
R, w ≤ v, a ∈ Dv, Γ ⇒ ∆
Fig. 1. The labelled calculus G3Int for propositional intuitionistic logic consists of (id),
(⊃r), (∧l), (∧r), (∨l), (∨r), (⊃l), (ref), (tra), and (⊥l) (see [7]), and all rules give the
calculus G3IntQC. The side condition †
1
states that the variable v does not occur in the
conclusion, †
2
states that neither a nor v occur in the conclusion, and †
3
states that a
does not occur in the conclusion. Labels and parameters restricted from occurring in
the conclusion of an inference are called eigenvariables.2
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We define a label substitution [w/v] on a labelled sequent in the usual way
as the replacement of all labels v occurring in the sequent with the label w.
Similarly, we define a parameter substitution [a/b] on a labelled sequent as the
replacement of all parameters b occurring in the sequent with the parameter a.
Theorem 1. The calculi G3Int and G3IntQC have the following properties:
(i) (a) For all A ∈ L, ⊢G3Int R, w ≤ v, w : A,Γ ⇒ v : A,∆;
(b) For all A ∈ L, ⊢G3Int R, w : A,Γ ⇒ ∆,w : A;
(c) For all A ∈ LQ, ⊢G3IntQC R, w ≤ v,
#»a ∈ Dw, w : A(
#»a ), Γ ⇒ v : A( #»a ), ∆;
(d) For all A ∈ LQ, ⊢G3IntQC R,
#»a ∈ Dw, w : A(
#»a ), Γ ⇒ ∆,w : A( #»a );
(ii) The (lsub) and (psub) rules are height-preserving (i.e. ‘hp-’) admissible;
R, Γ ⇒ ∆
(lsub)
R[w/v], Γ [w/v]⇒ ∆[w/v]
R, Γ ⇒ ∆
(psub)
R[a/b], Γ [a/b]⇒ ∆[a/b]
(iii) All rules are hp-invertible;
(iv) The (wk) and {(ctrR), (ctrFl), (ctrFr )} rules (below) are hp-admissible;
R, Γ ⇒ ∆
(wk)
R′,R, Γ ′, Γ ⇒ ∆′, ∆
R,R′,R′, Γ ⇒ ∆
(ctrR)
R,R′, Γ ⇒ ∆
R, Γ ′, Γ ′, Γ ⇒ ∆
(ctrFl)R, Γ ′, Γ ⇒ ∆
R, Γ ⇒ ∆,∆′, ∆′
(ctrFr )R, Γ ⇒ ∆,∆′
(v) The (cut) rule (below) is admissible;
R, Γ ⇒ ∆,w : A R, w : A,Γ ⇒ ∆
(cut)
R, Γ ⇒ ∆
(vi) G3Int (G3IntQC) is sound and complete for Int (IntQC, resp.).
Proof. We refer the reader to [7] for proofs of properties (i)–(vi) for G3Int; note
that hp-admissibility of (psub) is trivial in the propositional setting since formu-
lae do not contain parameters. The proofs of properties (i)–(vi) can be found in
App. A for G3IntQC. ⊓⊔
2.2 The Nested Calculi NInt and NIntQC
We define a propositional (or, first-order) nested sequent Σ to be a syntactic
object defined via the following BNF grammars:
X ::= A | X,X Σ ::= X → X | X → X, [Σ], . . . , [Σ]
2 Note that (id) is an instance of (idq); the same holds in the nested setting.
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where A is in the propositional language L (first-order language LQ, resp.). As
in the previous section, we take the comma operator to be commutative and
associative, allowing us to view (for example) syntactic entities X as multisets.
In the first-order setting, we syntactically distinguish between bound vari-
ables and free variables in first-order formulae, using {x, y, z, . . .} for bound vari-
ables and replacing the occurrence of free variables in formulae with parameters
{a, b, c, . . .}. For example, we would use p(a) → p(b), [⊥ → ∀xq(x, b)] instead of
the sequent p(x)→ p(y), [⊥ → ∀xq(x, y)] in a nested derivation (where the free
variable x has been replaced by the parameter a and y has been replaced by b).
Nested sequents are often written as Σ{X → Y, [Σ0], . . . , [Σn]}, which in-
dicates that X → Y, [Σ0], . . . , [Σn] occurs at some depth in the nestings of the
sequent Σ; e.g. if Σ is taken to be p(a) → [⊥ → ∀xq(x, b), [→ ⊤]], then both
Σ{⊥ → ∀xq(x, b)} and Σ{→ ⊤} are correct representations of Σ in our notation.
The nested calculi are given in Fig. 2.
(id)
Σ{X, p→ p, Y }
Σ{X,A,B → Y }
(∧l)
Σ{X,A ∧B → Y }
Σ{X → A,B, Y }
(∨r)
Σ{X → A ∨B, Y }
Σ{X,A→ Y } Σ{X,B → Y }
(∨l)
Σ{X,A ∨B → Y }
Σ{X → A, Y } Σ{X → B, Y }
(∧r)
Σ{X → A ∧ B,Y }
Σ{X → Y, [A→]}
(¬r)
Σ{X → Y,¬A}
Σ{X → A, Y }
(¬l)
Σ{X,¬A→ Y }
Σ{X → Y, [X ′, A→ Y ′]}
(lift)
Σ{X,A→ Y, [X ′ → Y ′]}
Σ{X → Y, [A→ B]}
(⊃r)
Σ{X → A ⊃ B, Y }
Σ{X → A, Y } Σ{X,B → Y }
(⊃l)
Σ{X,A ⊃ B → Y }
(idq)
Σ{X, p( #»a )→ p( #»a ), Y }
Σ{X → Y,A[a/x]}
(∃r)
Σ{X → Y,∃xA}
Σ{X → Y,A[a/x]}
(∀r)
†
Σ{X → Y,∀xA}
Σ{X,A[a/x]→ Y }
(∀l)
Σ{X,∀xA→ Y }
Σ{X,A[a/x]→ Y }
(∃l)
†
Σ{X,∃xA→ Y }
Fig. 2. Fitting’s nested calculus NInt for propositional intuitionistic logic consists of
(id), (∧l), (∨r), (∨l), (∧r), (¬r), (¬l), (lift), (⊃r), and (⊃l). All rules taken together
give the nested calculus NIntQC [10]. The side condition † states that a does not occur
in the conclusion.
Theorem 2 (Soundness and Completeness [10]). The calculus NInt (NIntQC)
is sound and complete for Int (IntQC, resp.).
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3 Translating Notation: Labelled and Nested
It is instructive to observe that both nested and labelled sequents can be viewed
as graphs (with the former restricted to trees and the latter more general).
Graphs of sequents are significant for two reasons: the first (technical) reason is
that graphs can be leveraged to switch from labelled to nested notation; thus,
graphs will play a role in deriving our nested calculi from our labelled calculi. The
second reason is that graphs offer insight into why structural rule elimination
yields nested systems, which will be discussed in the next section.
It is straightforward to define the graph of each type of sequent. To do this, we
first introduce a bit of notation and define the multiset Γ ↾ w := {A | w : A ∈ Γ}.
For a labelled sequent Λ = R, Γ ⇒ ∆, the graph G(Λ) is the tuple (V,E, λ),
where (i) V = {w | w is a label in Λ.}, (ii) (w, v) ∈ E iff w ≤ v ∈ R, and
(iii) λ = {(w, Γ ′ ⇒ ∆′) | Γ ′ = Γ ↾ w, ∆′ = ∆ ↾ w, and w ∈ V }.
For a nested sequent, the graph is defined inductively on the structure of the
nestings; we use strings σ of natural numbers to denote vertices in the graph,
similar to the prefixes used in prefixed tableaux [8,9,10].
Base case. Let our nested sequent be of the form X → Y with X and Y
multisets of formulae. Then, Gσ(X → Y ) := (Vσ, Eσ, λσ), where (i) Vσ := {σ},
(ii) Eσ := ∅, and (iii) λσ := {(σ,X → Y )}.
Inductive step. Suppose our nested sequent is of the formX → Y, [Σ0], . . . , [Σn].
We assume that each Gσi(Σi) = (Vσi, Eσi, λσi) (with i ∈ {0, . . . , n}) is already
defined, and define Gσ(X → Y, [Σ0], . . . , [Σn]) := (Vσ , Eσ, λσ) as follows:
(i) Vσ := {σ} ∪
⋃
0≤i≤n
Vσi (ii) Eσ := {(σ, σi) | 0 ≤ i ≤ n} ∪
⋃
0≤i≤n
Eσi
(iii) λσ := {(σ,X → Y )} ∪
⋃
0≤i≤n
λσi
Definition 1. Let G0 = (V0, E0, λ0) and G1 = (V1, E1, λ1) be two graphs. We
define an isomorphism f : V0 7→ V1 between G0 and G1 to be a function such
that: (i) f is bijective, (ii) (x, y) ∈ E0 iff (fx, fy) ∈ E1, (iii) λ0(x) = λ1(fx).
We say G0 and G1 are isomorphic iff there exists an isomorphism between them.
Although the formal definitions above may appear somewhat cumbersome,
the example below shows that transforming a sequent into its graph—or con-
versely, obtaining the sequent from its graph—is relatively straightforward.
Example 1. The nested sequent Σ is given below with its corresponding graph
G0(Σ) shown on the left, and the labelled sequent Λ is given below with its cor-
responding graph G(Λ) on the right. Regarding the labelled sequent, we assume
that Γi and ∆i consist solely of formulae labelled with wi (for i ∈ {0, 1, 2, 3}).
Σ = X0 → Y0, [X1 → Y1, [X2 → Y2]], [X3 → Y3]
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X0 → Y0
0
//

X3 → Y3
01
X1 → Y1
00
// X2 → Y2
000
Γ0 ↾ w0 ⇒ ∆0 ↾ w0
w0
//


''❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
Γ3 ↾ w3 ⇒ ∆3 ↾ w3
w3
Γ1 ↾ w1 ⇒ ∆1 ↾ w1
w1
// Γ2 ↾ w2 ⇒ ∆2 ↾ w2
w2
Λ = w0 ≤ w0, w0 ≤ w1, w1 ≤ w2, w0 ≤ w2, w0 ≤ w3, Γ0, Γ1, Γ2, Γ3 ⇒ ∆0, ∆1,∆2,∆3
In the above example there is a loop from w0 to itself in the graph of the
labelled sequent; furthermore, there is an undirected cycle occurring between w0,
w1, and w2. As will be explained in the next section (specifically, Thm. 4), the
(ref) and (tra) rules allow for such structures to appear in labelled derivations
of theorems; however, the elimination of these rules in the labelled calculus has
the effect that such structures can no longer occur in the labelled derivation
of a theorem. Consequently, it will be seen that eliminating such rules yields
a labelled derivation where every sequent has a purely treelike structure (see
Def. 2). This implies that each labelled sequent in the derivation has a graph
isomorphic to the graph of a nested sequent. It is this idea which ultimately
permits the extraction of our nested calculi from our labelled calculi.
Definition 2. Let Λ be a labelled sequent and G(Λ) = (V,E, λ). We say that Λ
is treelike iff there exists a unique vertex w ∈ V , called the root, such that there
exists a unique path from w to every other vertex v ∈ V .3
If we take the graph of a treelike labelled sequent, then it can be viewed as
the graph of a nested sequent, as the example below demonstrates.
Example 2. The treelike labelled sequent Λ′ and its graph are given below. We
assume that Γi and∆i contain only formulae labelled with wi (for i ∈ {0, 1, 2, 3}).
Λ′ = w0 ≤ w1, w1 ≤ w2, w0 ≤ w3, Γ0, Γ1, Γ2, Γ3 ⇒ ∆0, ∆1, ∆2, ∆3
Γ ′
2
⇒ ∆′
2
w2
Γ ′
1
⇒ ∆′
1
w1
oo Γ ′
0
⇒ ∆′
0
w0
//oo Γ ′
3
⇒ ∆′
3
w3
Also, we assume Γ ′i = Γi ↾ wi = Xi and ∆
′
i = ∆i ↾ wi = Yi (for i ∈ {0, 1, 2, 3}).
Therefore, the above graph is isomorphic to the graph of the nested sequent in
Ex. 1, meaning that Λ can be translated as that nested sequent.
Definition 3 (The Translation N). Let Λ be a treelike labelled sequent. We
define N(Λ) to be the nested sequent obtained from the graph G(Λ).
3 Treelike sequents are equivalently characterized as sequents with graphs that are: (i)
connected, (ii) acyclic, and (iii) contain no backwards branching.
On Deriving Nested Calculi for Intuitionistic Logics from Semantic Systems 9
4 Deriving NInt from G3Int
We begin by presenting two useful lemmata that will be referenced in the current
and next section while deriving NInt from G3Int and NIntQC from G3IntQC. All
rules mentioned in the lemmata can be found in Fig. 3 below. The proofs of both
lemmata can be found in App. A.
Lemma 1. The calculus G3Int + {(id∗), (¬l), (¬r), (⊃∗l ), (lift)} and the calcu-
lus G3IntQC + {(id∗q), (¬l), (¬r), (⊃
∗
l ), (∀
∗
l ), (∀
∗
r), (∃
∗
r), (lift)} have the following
properties:
(i) All sequents of the form R, w ≤ v, #»a ∈ Dw, w : A(
#»a ), Γ ⇒ v : A( #»a ), ∆ and
R, #»a ∈ Dw, w : A(
#»a ), Γ ⇒ ∆,w : A( #»a ) are derivable;4
(ii) The rules {(lsub), (psub), (wk), (ctrR), (ctrFr )} are hp-admissible;
(iii) With the exception of {(∧l), (∃l)}, all rules are hp-invertible;
(iv) The rules {(∧l), (∃l)} are invertible;
(v) The rule (ctrFl) is admissible.
Lemma 2. (i) (ref) and (tra) can be permuted above each rule in the set
{(⊥l), (∧l), (∧r), (∨l), (∨r), (⊃r), (¬l), (¬r), (∃l), (∃r), (∀r)}. (ii) (nd) and (cd) can
be permuted above {(⊥l), (∧l), (∧r), (∨l), (∨r), (⊃l), (⊃r), (¬l), (¬r), (∃l), (∀r)}.
Proof. Claim (i) follows from the fact that none of the rules mentioned have
active relational atoms of the form w ≤ u in the conclusion, and so, (ref) and
(tra) may be freely permuted above each rule. Claim (ii) follows from the fact
that none of the rules mentioned contain active domain atoms in the conclusion,
allowing for (nd) and (cd) to be permuted above each rule. ⊓⊔
Deriving the calculus NInt from G3Int depends on a crucial observation made
in [5] concerning labelled derivations: rules such as (ref) and (tra) allow for
theorems to be derived in proofs containing non-treelike labelled sequents. To
demonstrate this fact, observe the following derivation in G3Int:
w ≤ v, v ≤ v, v : p⇒ v : p
(ref)
w ≤ v, v : p⇒ v : p
(⊃r)⇒ w : p ⊃ p
The initial sequent is non-treelike due to the presence of the v ≤ v relational
atom; however, the application of (ref) deletes this structure from the initial
sequent and produces a treelike sequent as the conclusion.
In fact, it is true in general that every labelled derivation of a theorem (i.e.,
a derivation whose end sequent is of the form ⇒ w : A) can be partitioned into
a top derivation consisting of non-treelike sequents, and a bottom derivation
4 In the propositional setting, these sequents become R, w ≤ v, w : A,Γ ⇒ v : A,∆
and R, w : A,Γ ⇒ ∆,w : A, respectively.
6 Let u ∼ v ∈ {u ≤ v, v ≤ u}. A path of relational atoms (not necessarily directed)
from a label w to v occurs in a sequent Λ if and only if w = v, w ∼ v, or there exist
labels zi (i ∈ {0, . . . , n}) such that w ∼ z0, . . . , zn ∼ v occurs in Λ.
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(id∗q)
†1
R, a0 ∈ Dv0 , . . . , an ∈ Dvn , w : p(
#»a ), Γ ⇒ w : p( #»a ),∆
(id∗)
R, w : p, Γ ⇒ ∆,w : p
R, w ≤ v, v : A,Γ ⇒ ∆
(¬r)
†2
R, Γ ⇒ ∆,w : ¬A
R, w : ¬A,Γ ⇒ ∆,w : A
(¬l)
R, w : ¬A,Γ ⇒ ∆
R, a ∈ Dv, w : A[a/x], w : ∀xA,Γ ⇒ ∆
(∀∗l )
†3
R, a ∈ Dv, w : ∀xA,Γ ⇒ ∆
R, a ∈ Dw , Γ ⇒ w : A[a/x],∆
(∀∗r)
†4
R, Γ ⇒ w : ∀xA,∆
R, w ≤ u,w : A, u : A,Γ ⇒ ∆
(lift)
R, w ≤ u,w : A,Γ ⇒ ∆
R, a ∈ Dv, Γ ⇒ ∆,w : A[a/x], w : ∃xA
(∃∗r)
†3
R, a ∈ Dv, Γ ⇒ ∆,w : ∃xA
R, w : A ⊃ B,Γ ⇒ ∆,w : A R, w : A ⊃ B,w : B,Γ ⇒ ∆
(⊃∗l )R, w : A ⊃ B,Γ ⇒ ∆
Fig. 3. Rules used to derive NInt and NIntQC from G3Int and G3IntQC, respectively.
The side condition †
1
states that there exists a path of relational atoms (not necessarily
directed) from vi to w for each i ∈ {0, . . . , n} in R; †2 states that v does not occur in
the conclusion; †
3
stipulates that there exists a path of relational atoms (not necessarily
directed) from v to w occurring in R; †
4
states that a does not occur in the conclusion.6
consisting of treelike sequents. Note that if a derivation ends with a sequent of
the form⇒ w : A, then the derivation must necessarily contain a bottom treelike
fragment since G(⇒ w : A) is a tree. By contrast, the top non-treelike fragment
of the derivation may be empty (e.g. the derivation of ⇒ w : ⊥ ⊃ A).
To demonstrate why the aforementioned partition always exists, suppose you
are given a labelled derivation of a theorem w : A and consider the derivation in
a bottom-up manner. The graph of the end sequent⇒ w : A is evidently treelike
by Def. 2, and observe the each bottom-up application of a rule in G3Int—with
the exception of (ref) and (tra)—will produce a treelike sequent (see Thm. 4 for
auxiliary details). If, however, at some point in the derivation (ref) or (tra) is
applied, then all sequents above the inference will inherit the (un)directed cycle
produced by the rule, thus producing the non-treelike fragment of the proof.
One can therefore imagine that permuting instances of the (ref) and (tra)
rules upwards in a given derivation would potentially increase the bottom tree-
like fragment of the derivation and decrease the top non-treelike fragment. As
it so happens, this intuition is correct so long as we choose adequate rules—
that bottom-up preserve the treelike structure of sequents—to replace certain
instances of the (ref) and (tra) rules in a derivation, when necessary. We will
first examine permuting instances of the (ref) rule, and motivate which ade-
quate rules we ought to add to our calculus in order to achieve the complete
elimination of (ref). After, we will turn our attention towards eliminating the
(tra) rule, and conclude the section by leveraging our results to extract NInt.
Let us first observe an application of (ref) to an initial sequent obtained via
the (id) rule. There are two possible cases to consider: either the relational atom
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principal in the initial sequent is active in the (ref) inference (shown below left),
or it is not (shown below right):
(id)
R, w ≤ w,w : p, Γ ⇒ ∆,w : p
(ref)
R, w : p, Γ ⇒ ∆,w : p
(id)
R, u ≤ u,w ≤ v, w : p, Γ ⇒ ∆, v : p
(ref)
R, w ≤ v, w : p, Γ ⇒ ∆, v : p
In the case shown above right, the end sequent is an instance of the (id) rule,
regardless of if u = w, u = v, or u is distinct from w and v. The case shown
above left, however, indicates that we ought to add the (id∗) rule (see Fig. 3) to
our calculus if we aim to eliminate (ref) from any given derivation.
Additionally, notice that an application of (ref) to (id∗) or (⊥l) produces
another instance of (id∗) or (⊥l), regardless of if v = w or v 6= w.
(id∗)
R, v ≤ v, w : p, Γ ⇒ ∆,w : p
(ref)
R, w : p, Γ ⇒ ∆,w : p
(⊥l)
R, v ≤ v, w : ⊥, Γ ⇒ ∆
(ref)
R, w : ⊥, Γ ⇒ ∆
The above facts, coupled with Lem. 2, imply that any application of (ref) to an
initial sequent, produces an initial sequent.
Concerning the remaining rules of G3Int, we need only investigate the per-
mutation of (ref) above the (⊃l) rule, if we rely on Lem. 2. There are two cases:
either the relational atom principal in the (⊃l) inference is active in the (ref)
inference, or it is not. The latter case is easily resolved, so we observe the former:
R, w ≤ w,w : A ⊃ B,Γ ⇒ ∆,w : A R, w ≤ w,w : A ⊃ B,w : B,Γ ⇒ ∆
(⊃l)R, w ≤ w,w : A ⊃ B,Γ ⇒ ∆
(ref)
R, w : A ⊃ B,Γ ⇒ ∆
Applying (ref) to each premise of the (⊃l) inference yields the following:
R, w ≤ w,w : A ⊃ B,Γ ⇒ ∆,w : A
(ref)
R, w : A ⊃ B,Γ ⇒ ∆,w : A
R, w ≤ w,w : A ⊃ B,w : B,Γ ⇒ ∆
(ref)
R, w : A ⊃ B,w : B,Γ ⇒ ∆
The above observation suggests that we ought to add the (⊃∗l ) rule (see Fig. 3) to
our calculus if we wish to permute (ref) above the (⊃l) rule; a single application
of the (⊃∗l ) rule to the end sequents above gives the desired conclusion.
With the (⊃∗l ) rule added to our calculus, we may freely permute the (ref)
rule above any (⊃l) inference. Still, we must confirm that the (ref) rule is
permutable with the newly introduced (⊃∗l ) rule, but this is easily verifiable.
On the basis of our investigation, we may conclude the following lemma:
Lemma 3. The (ref) rule is eliminable in G3Int+ {(id∗), (⊃∗l )} − (tra).
Let us turn our attention towards eliminating the (tra) rule from a labelled
derivation. Since our aim is to eliminate both (ref) and (tra) from any derivation,
we assume that the rules {(id∗), (⊃∗l )} have been added to our calculus.
It is rather simple to verify that (tra) permutes with (⊥l) and (id∗), so we
only consider the (id) case. As with the (ref) rule, there are two cases to consider
when permuting (tra) above an (id) inference: either, the active formula of (tra)
is principal in (id), or it is not. In the latter case, the result of the (tra) rule
is an initial sequent, implying that the (tra) rule may be eliminated from the
derivation. The former case proves trickier and is explicitly given below:
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(id)
R, w ≤ u, u ≤ v, w ≤ v, w : p, Γ ⇒ ∆, v : p
(tra)
R, w ≤ u, u ≤ v, w : p, Γ ⇒ ∆, v : p
Observe that the end sequent is not an initial sequent as it is not obtainable
from an (id), (id∗), or (⊥l) rule. The issue is solved by considering the (lift)
rule (see Fig. 3), which allows us to obtain the desired end sequent without the
use of (tra), as the following derivation demonstrates:
(id∗)
R, w ≤ u, u ≤ v, w : p, u : p, v : p, Γ ⇒ v : p,∆
(lift)
R, w ≤ u, u ≤ v, w : p, u : p, Γ ⇒ v : p,∆
(lift)
R, w ≤ u, u ≤ v, w : p, Γ ⇒ v : p,∆
Thus, the addition of (lift) to our calculus resolves the issue of permuting (tra)
above any initial sequent. Nevertheless, by Lem. 2, we still need to consider the
permutation of (tra) above the (⊃l), (⊃∗l ), and (lift) rules. The (tra) rule and
(⊃∗l ) are freely permutable due to the fact that (tra) solely affects relational
atoms, and (⊃∗l ) solely affects labelled formulae. Also, the following lemma en-
tails that we may omit analyzing the permutation of (tra) above the (⊃l) rule.
Lemma 4. The rule (⊃l) is admissible in G3Int+ {(id∗), (⊃∗l ), (lift)}.
Proof. We derive the rule as shown below:
R, x ≤ y, x : A ⊃ B,Γ ⇒ ∆, y : A
Lem. 1
R, x ≤ y, x : A ⊃ B, y : A ⊃ B,Γ ⇒ ∆, y : A
R, x ≤ y, x : A ⊃ B, y : B,Γ ⇒ ∆
Lem. 1
R, x ≤ y, x : A ⊃ B, y : A ⊃ B, y : B,Γ ⇒ ∆
(⊃∗l )R, x ≤ y, x : A ⊃ B, y : A ⊃ B,Γ ⇒ ∆
(lift)
R, x ≤ y, x : A ⊃ B,Γ ⇒ ∆
⊓⊔
Last, the (tra) rule is permutable with the (lift) rule. In the case where the
principal relational atom of (lift) is not active in the ensuing (tra) application,
the two rules freely permute. The alternative case is resolved as shown below:
R, w ≤ u, u ≤ v, w ≤ v, w : A, v : A,Γ ⇒ ∆
(lift)
R, w ≤ u, u ≤ v, w ≤ v, w : A,Γ ⇒ ∆
(tra)
R, w ≤ u, u ≤ v, w : A,Γ ⇒ ∆
R, w ≤ u, u ≤ v, w ≤ v, w : A, v : A,Γ ⇒ ∆
(tra)
R, w ≤ u, u ≤ v, w : A, v : A,Γ ⇒ ∆
Lem. 1
R, w ≤ u, u ≤ v, w : A, u : A, v : A,Γ ⇒ ∆
(lift)
R, w ≤ u, u ≤ v, w : A, u : A,Γ ⇒ ∆
(lift)
R, w ≤ u, u ≤ v, w : A,Γ ⇒ ∆
Hence, we obtain the following:
Lemma 5. The (tra) rule is eliminable in G3Int+ {(id∗), (⊃∗l ), (lift)}− (ref).
Enough groundwork has been laid to state our main lemma:
Lemma 6. The (ref) and (tra) rules are admissible in the calculus G3Int +
{(id∗), (⊃∗l ), (lift)}.
Proof. Suppose we are given a proof Π in G3Int+ {(id∗), (⊃∗l ), (lift)}, and con-
sider the topmost occurrence of either (ref) or (tra). If we can show that the
(ref) rule permutes above the (lift) rule, then we can evoke Lem. 3 and Lem. 5
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to conclude that each topmost occurrence of (ref) and (tra) can be eliminated
from Π in succession. This yields a (ref) and (tra) free proof of the end sequent
and establishes the claim. Thus, we prove that the (ref) rule permutes above
the (lift) rule.
In the case where the relational atom active in (ref) is not principal in the
(lift) inference, the two rules may be permuted; the alternative case is resolved
as shown below:
R, w ≤ w,w : A,w : A,Γ ⇒ ∆
(lift)
R, w ≤ w,w : A,Γ ⇒ ∆
(ref)
R, w : A,Γ ⇒ ∆
IH
R, w : A,w : A,Γ ⇒ ∆
Lem. 1-(v)
R, w : A,Γ ⇒ ∆
⊓⊔
The addition of the rules {(id∗), (⊃∗l ), (lift)} to our calculus and the above
admissibility results demonstrate that we are readily advancing towards our goal
of deriving NInt. Howbeit, our labelled calculus is still distinct since it makes use
of the logical signature {⊥,∧,∨,⊃}, whereas NInt uses the signature {¬,∧,∨,⊃}.
Therefore, we need to show that (⊥l) (we define ⊥ := p ∧ ¬p) is admissible in
the presence of (labelled versions of) the (¬r) and (¬l) rules (see Fig. 3). This
admissibility result is explained in the main theorem below.
Theorem 3. The rules {(id), (⊥l), (⊃l), (ref), (tra)} are admissible in the cal-
culus G3Int+ {(id∗), (¬l), (¬r), (⊃
∗
l ), (lift)}.
Proof. Follows from Lem. 2, Lem. 6, the fact that (id) is derivable using (id∗)
and (lift), the fact that (⊥l) is derivable from (¬l) and (∧l), and admissibility
of (⊃l) is shown as in Lem. 4. ⊓⊔
Theorem 4. Every derivation Π in G3Int + {(id∗), (¬l), (¬r), (⊃
∗
l ), (lift)} −
{(id), (⊥l), (⊃l), (ref), (tra)} of a labelled formula w : A contains solely treelike
sequents with w the root of each sequent in the derivation.
Proof. To prove the claim we have to show that the graph of every sequent is
(i) connected, (ii) free of directed cycles, and (iii) free of backwards branching.
(NB. properties (i)–(iii) are equivalent to being treelike.) We assume that we are
given a derivation Π with end sequent⇒ w : A and argue that every sequent in
Π has properties (i)–(iii):
(i) Assume there exists a sequent Λ in Π whose graph G(Λ) is disconnected.
Then, there exist at least two distinct regions in G(Λ) such that there does not
exist an edge from a node v in one region to a node u in the other region. In
other words, Λ does not contain a relational atom v ≤ u for some v in one region
and some u in the other region. If one observes the rules of our calculus, they will
find that all rules either preserve the relational atoms R of a sequent or decrease
it by one relation atom (as in the case of the (¬r) and (⊃r) rules). Hence, the
end sequent ⇒ w : A will have a disconnected graph since the property will be
preserved downwards, but this is a contradiction.
(ii) Assume that a sequent occurs in Π containing a relational cycle u ≤
v1, . . . , vn ≤ u (for n ∈ N). Observe that the (¬r) and (⊃r) rules are never
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applicable to any of the relational atoms in the cycle, since no label occurring
in a relational cycle is an eigenvariable. This implies that the relational cycle
will be preserved downwards into the end sequent ⇒ w : A due to the fact that
the (¬r) and (⊃r) rules are the only rules that delete relational atoms, giving a
contradiction.
(iii) Assume that a sequent occurs in Π with backwards branching it is graph,
i.e. it contains relational atoms of the form v ≤ z, u ≤ z. By reasoning similar
to case (ii), we obtain a contradiction.
To see that w is the root of each treelike sequent in Π , observe that applying
inference rules from the calculus bottom-up to w : A either preserve relational
structure, or add forward relational structure (e.g. (⊃r) and (¬r)), thus con-
structing a tree emanating from w. ⊓⊔
We refer to the labelled calculus G3Int + {(id∗), (¬l), (¬r), (⊃∗l ), (lift)} −
{(id), (⊥l), (⊃l), (ref), (tra)} (restricted to the use of treelike sequents) under
the N translation as NInt∗. Up to copies of principal formulae in the premise(s)
of some rules, NInt∗ is identical to the calculus NInt (cf. App. B).
5 Deriving NIntQC from G3IntQC
To simplify notation, G3IntQC + {(id∗q), (¬l), (¬r), (⊃
∗
l ), (∀
∗
r), (∀
∗
l ), (∃
∗
r), (lift)}
will be referred to as IntQCL. We begin the section by showing two lemmata that
confirm the admissibility of structural rules in IntQCL, and permit the extraction
of NIntQC from G3IntQC. After, we list a number of significant proof-theoretic
properties inherited by our nested calculi through the extraction process.
Lemma 7. The (ref) and (tra) rules are admissible in the calculus IntQCL.
Proof. We consider the topmost occurrence of a (ref) or (tra) inference and elim-
inate each topmost occurrence in succession until we obtain a proof free of (ref)
and (tra) inferences. By Lem. 2, we need only show that (ref) and (tra) per-
mute above rules {(idq), (id∗q), (⊃l), (⊃
∗
l ), (∀l), (∀
∗
l ), (∀
∗
r), (∃
∗
r), (lift), (nd), (cd)}.
The cases of permuting (ref) and (tra) above (⊃∗l ) and (lift) are similar to
Lem. 3, 5, and Thm. 3. Also, (⊃l) is admissible in the presence of (⊃∗l ) (similar
to Lem. 4), so the case may be omitted. Permuting (ref) and (tra) above (id∗q)
and (∀∗r) is straightforward, so we exclude the cases. Hence, we focus only on
the non-trivial cases involving the (idq), (∀l), (∀
∗
l ), (∃
∗
r), (nd), and (cd) rules.
We prove the elimination of (ref) and refer to reader to App. A for the proof of
(tra) elimination.
(idq)
R, w ≤ w, #»a ∈ Dw, w : p(
#»a ), Γ ⇒ w : p( #»a ), ∆
(ref)
R, #»a ∈ Dw, w : p(
#»a ), Γ ⇒ w : p( #»a ), ∆
(id∗q)
R, #»a ∈ Dw, w : p(
#»a ), Γ ⇒ w : p( #»a ), ∆
R, w ≤ w, a ∈ Dw, w : A[a/x], w : ∀xA, Γ ⇒ ∆
(∀l)
R, w ≤ w, a ∈ Dw, w : ∀xA, Γ ⇒ ∆
(ref)
R, a ∈ Dw, w : ∀xA, Γ ⇒ ∆
IH
R, a ∈ Dw, w : A[a/x], w : ∀xA, Γ ⇒ ∆
(∀∗l )R, a ∈ Dw, w : ∀xA, Γ ⇒ ∆
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R, u ≤ u, a ∈ Dv, w : A[a/x], w : ∀xA, Γ ⇒ ∆
(∀∗l )R, u ≤ u, a ∈ Dv, w : ∀xA, Γ ⇒ ∆
(ref)
R, a ∈ Dv, w : ∀xA, Γ ⇒ ∆
IH
R, a ∈ Dv, w : A[a/x], w : ∀xA, Γ ⇒ ∆
(∀∗l )R, a ∈ Dv, w : ∀xA, Γ ⇒ ∆
R, u ≤ u, a ∈ Dv, Γ ⇒ w : A[a/x], w : ∃xA,∆
(∃∗r)R, u ≤ u, a ∈ Dv, Γ ⇒ w : ∃xA,∆
(ref)
R, a ∈ Dv, Γ ⇒ w : ∃xA,∆
IH
R, a ∈ Dv, Γ ⇒ w : A[a/x], w : ∃xA,∆
(∃∗l )R, a ∈ Dv, Γ ⇒ w : ∃xA,∆
R, w ≤ w, a ∈ Dw, a ∈ Dw, Γ ⇒ ∆
(nd)
R, w ≤ w, a ∈ Dw, Γ ⇒ ∆
(ref)
R, a ∈ Dw, Γ ⇒ ∆
R, w ≤ w, a ∈ Dw, a ∈ Dw, Γ ⇒ ∆
Lem. 1-(iv)
R, w ≤ w, a ∈ Dw, Γ ⇒ ∆
IH
R, a ∈ Dw, Γ ⇒ ∆
R, w ≤ w, a ∈ Dw, a ∈ Dw, Γ ⇒ ∆
(cd)
R, w ≤ w, a ∈ Dw, Γ ⇒ ∆
(ref)
R, a ∈ Dw, Γ ⇒ ∆
R, w ≤ w, a ∈ Dw, a ∈ Dw, Γ ⇒ ∆
Lem. 1-(iv)
R, w ≤ w, a ∈ Dw, Γ ⇒ ∆
IH
R, a ∈ Dw, Γ ⇒ ∆
In the (∀∗l ) and (∃
∗
r) cases, observe that the side condition continues to hold
after IH is applied. If the path from w to v does not go through u, then the
side condition trivially holds, and if it does go through u, then there must exist
relational atoms z ≤ u, u ≤ z′ in R occurring along the path from w to v, which
continue to be present after the evocation of IH. ⊓⊔
Lemma 8. The rules (nd) and (cd) are admissible in the calculus IntQCL −
{(ref), (tra)}.
Proof. The result is shown by induction on the height of the given derivation
by permuting all instances of (nd) and (cd) upwards until all such instances are
removed from the derivation. See App. A for details. ⊓⊔
Theorem 5. The rules {(idq), (⊥l), (⊃l), (∀l), (∀r), (∃r), (ref), (tra), (nd), (cd)}
are admissible in IntQCL.
Proof. Admissibility of (idq), (⊃l), and (⊥l) is shown similarly to Lem. 4 and
Thm. 3. Also, the rule (∃r) is an instance of (∃∗r), and the admissibility of (∀r)
and (∀l) are witnessed by the derivations below:
R, w ≤ v, a ∈ Dv, Γ ⇒ v : A[a/x], ∆
Lem. 1
R, w ≤ w, a ∈ Dw, Γ ⇒ w : A[a/x], ∆
Lem. 7
R, a ∈ Dw, Γ ⇒ w : A[a/x], ∆
(∀∗r)R, Γ ⇒ w : ∀xA,∆
R, w ≤ v, a ∈ Dv, v : A[a/x], w : ∀xA, Γ ⇒ ∆
Lem. 1
R, w ≤ w, a ∈ Dw, w : A[a/x], w : ∀xA, Γ ⇒ ∆
Lem. 7
R, a ∈ Dw, w : A[a/x], w : ∀xA, Γ ⇒ ∆
(∀∗l )R, a ∈ Dw, w : ∀xA, Γ ⇒ ∆
Hence, our result follows by Lem. 7 and Lem. 8. ⊓⊔
Theorem 6. Every derivation Π of a labelled formula w : A in the calculus
IntQCL−{(idq), (⊥l), (⊃l), (∀l), (∀r), (∃r), (ref), (tra), (nd), (cd)} contains solely
treelike sequents with w the root of each sequent in the derivation.
Proof. Similar to Thm. 4. ⊓⊔
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We refer to IntQCL− {(idq), (⊃l), (∀l), (∀r), (∃r), (ref), (tra), (nd), (cd)} (re-
stricted to using treelike sequents) under the N translation as NIntQC∗. It is
crucial to point out that by the definition of N (Def. 3) and the definition of the
graph of a labelled sequent, domain atoms a ∈ Dw are omitted when translat-
ing from labelled to nested (and the {(id∗q), (∀
∗
l ), (∃
∗
r)} side conditions become
unnecessary). Hence, up to copies of principal formulae in the premises of some
rules, NIntQC∗ is identical to NIntQC (cf. App. B). In fact, through additional
work, one can eliminate such copies of principal formulae, begetting the com-
plete extraction of NInt and NIntQC from NInt∗ and NIntQC∗ (and therefore,
from G3Int and G3IntQC).
An interesting consequence of our work is that NInt∗ and NIntQC∗ inherited
favorable proof-theoretic properties as a consequence of their extraction. Such
properties are listed in Cor. 1 below with admissible rules found in Fig. 4.
Σ{X → Y, [Σ′], [Σ′]}
(ctr1)
Σ{X → Y, [Σ′]}
Σ{X,X → Y }
(ctr2)
Σ{X → Y }
Σ{X → Y, Y }
(ctr3)
Σ{X → Y }
Σ{X → Y }
(wk1)
Σ{X → Y, [Σ′]}
Σ{X → Y }
(wk2)
Σ{X → Y,Z}
Σ{X → Y }
(wk3)
Σ{X,Z → Y }
Fig. 4. Examples of admissible structural rules in NInt∗ and NIntQC∗.
Corollary 1. The calculi NInt∗ and NIntQC∗ have inherited: (i) cut-free com-
pleteness, (ii) invertibility of all rules, and (iii) admissibility of all rules in Fig. 4.
Proof. All properties follow from Lem. 1 and Thm.’s 1, 3, 4, 5, and 6. The
admissibility of (ctr1) follows from the admissibility of the rules in the set
{(lsub), (ctrR), (ctrFl), (ctrFr )}, the admissibility of (ctr2) follows from the ad-
missibility of (ctrFl), the admissibility of (ctr3) follows from the admissibility of
(ctrFr ), and the admissibility of {(wk1), (wk2), (wk3)} follows from the admissi-
bility of (wk) in the labelled variants of NInt∗ and NIntQC∗. ⊓⊔
6 Conclusion
In this paper, we showed how to extract Fitting’s nested calculi (up to copies
of principal formulae in premises) from the labelled calculi G3Int and G3IntQC.
The extraction is obtained via the elimination of structural rules and through
the addition of special rules to G3Int and G3IntQC, necessitating the use of only
treelike sequents in proofs of theorems. Consequently, the extraction of the nested
calculi from the labelled calculi demonstrated that the former inherited favorable
proof-theoretic properties from the latter (cut-free completeness, invertibility of
rules, etc.).
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Regarding future work, the author aims to investigate modal and intermedi-
ate logics that allow for the extraction of cut-free nested calculi from their la-
belled calculi, as well as provide new nested calculi for logics lacking one. These
results could also prove beneficial in the explication of a general methodology for
obtaining nested calculi well-suited for automated reasoning methods and other
applications (by exploiting general results from the labelled paradigm [6,7,17]).
Such results have the added benefit that they expose interesting connections
between the different proof-theoretic formalisms involved.
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A Proofs
In what follows, all results are proven with the assumption that A[a/x] = A(a).
Nevertheless, all results continue to hold in the vacuous setting as well (where a
does not occur in A[a/x]).
Theorem 1. The calculi G3Int and G3IntQC have the following properties:
(i) (a) For all A ∈ L, ⊢G3Int R, w ≤ v, w : A,Γ ⇒ v : A,∆;
(b) For all A ∈ L, ⊢G3Int R, w : A,Γ ⇒ ∆,w : A;
(c) For all A ∈ LQ, ⊢G3IntQC R, w ≤ v,
#»a ∈ Dw, w : A(
#»a ), Γ ⇒ v : A( #»a ), ∆;
(d) For all A ∈ LQ, ⊢G3IntQC R,
#»a ∈ Dw, w : A(
#»a ), Γ ⇒ ∆,w : A( #»a );
(ii) The (lsub) and (psub) rules are height-preserving (i.e. ‘hp-’) admissible;
R, Γ ⇒ ∆
(lsub)
R[w/v], Γ [w/v]⇒ ∆[w/v]
R, Γ ⇒ ∆
(psub)
R[a/b], Γ [a/b]⇒ ∆[a/b]
(iii) All rules are hp-invertible;
(iv) The (wk) and {(ctrR), (ctrFl), (ctrFr )} rules (below) are hp-admissible;
R, Γ ⇒ ∆
(wk)
R,R′, Γ ′, Γ ⇒ ∆′, ∆
R,R′,R′, Γ ⇒ ∆
(ctrR)
R,R′, Γ ⇒ ∆
R, Γ ′, Γ ′, Γ ⇒ ∆
(ctrFl)R, Γ ′, Γ ⇒ ∆
R, Γ ⇒ ∆,∆′, ∆′
(ctrFr )R, Γ ⇒ ∆,∆′
(v) The (cut) rule (below) is admissible;
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R, Γ ⇒ ∆,w : A R, w : A,Γ ⇒ ∆
(cut)
R, Γ ⇒ ∆
(vi) G3Int (G3IntQC) is sound and complete for Int (IntQC, resp.).
Proof. We argue that properties (i)–(vi) obtain for G3IntQC.
Claim (i). Claims (a) and (b) are shown in [7, Lem. 5.1], so we focus on
proving (c) and (d). We prove claims (c) and (d) together by mutual induction
on the complexity of A.
Claim (i)-(c). The base case is resolved using the (idq) rule for atomic for-
mulae and the (⊥l) rule for ⊥. We provide the cases for ⊃, ∃, and ∀ for the
inductive step; the ∨ and ∧ cases are simple to verify. Note that for the ⊃ case
the parameters #»a1 and
#»a2 are all and only those parameters that occur in
#»a , with
#»a1 and
#»a2 potentially intersecting. Also, the ⊃ case relies on claim (d) (shown
below).
Π1 Π2 (⊃l)
R, w ≤ v, v ≤ u,w ≤ u, #»a ∈ Dw, w : A(
#»a1) ⊃ B(
#»a2), u : A(
#»a1), Γ ⇒ u : B(
#»a2), ∆
(tra)
R, w ≤ v, v ≤ u, #»a ∈ Dw, w : A(
#»a1) ⊃ B(
#»a2), u : A(
#»a1), Γ ⇒ u : B(
#»a2), ∆
(⊃r)
R, w ≤ v, #»a ∈ Dw, w : A(
#»a1) ⊃ B(
#»a2), Γ ⇒ v : A(
#»a1) ⊃ B(
#»a2), ∆
Π1 =
{
(d)
R, w ≤ v, v ≤ u,w ≤ u, #»a ∈ Dw, w : A(
#»a1) ⊃ B(
#»a2), u : A(
#»a1), Γ ⇒ u : A(
#»a1), u : B(
#»a2), ∆
Π2 =
{
(d)
R, w ≤ v, v ≤ u,w ≤ u, #»a ∈ Dw, w : A(
#»a1) ⊃ B(
#»a2), u : A(
#»a1), u : B(
#»a2), Γ ⇒ u : B(
#»a2), ∆
IH
R, w ≤ v, b ∈ Dw,
#»a ∈ Dw, w : A(b,
#»a ), Γ ⇒ v : A(b, #»a ), ∆
(∃r)
R, w ≤ v, b ∈ Dw,
#»a ∈ Dw, w : A(b,
#»a ), Γ ⇒ v : ∃xA(x, #»a ), ∆
(∃l)
R, w ≤ v, #»a ∈ Dw, w : ∃xA(x,
#»a ), Γ ⇒ v : ∃xA(x, #»a ), ∆
IH
R, w ≤ v, v ≤ u, b ∈ Du,
#»a ∈ Dw, v : A(b,
#»a ), w : ∀xA(x, #»a ), Γ ⇒ u : A(b, #»a ), ∆
(∀l)
R, w ≤ v, v ≤ u, b ∈ Du,
#»a ∈ Dw, w : ∀xA(x,
#»a ), Γ ⇒ u : A(b, #»a ), ∆
(∀r)
R, w ≤ v, #»a ∈ Dw, w : ∀xA(x,
#»a ), Γ ⇒ v : ∀xA(x, #»a ), ∆
Claim (i)-(d). The base case for atomic formulae is shown below; the case
for ⊥ is omitted as it is simple to verify using the (⊥l) rule. We provide the ⊃,
∃, and ∀ cases as the cases for the other connectives are straightforward to prove.
(idq)
R, w ≤ w, #»a ∈ Dw, w : p(
#»a ), Γ ⇒ w : p( #»w), ∆
(ref)
R, #»a ∈ Dw, w : p(
#»a ), Γ ⇒ w : p( #»a ), ∆
Π1 Π2 (⊃l)
R, w ≤ v, #»a ∈ Dw, w : A(
#»a1) ⊃ B(
#»a2), v : A(
#»a1), Γ ⇒ v : B(
#»a2), ∆
(⊃r)
R, #»a ∈ Dw, w : A(
#»a1) ⊃ B(
#»a2), Γ ⇒ w : A(
#»a1) ⊃ B(
#»a2), ∆
Π1 =
{
IH
R, w ≤ v, #»a ∈ Dw, w : A(
#»a1) ⊃ B(
#»a2), v : A(
#»a1), Γ ⇒ v : A(
#»a1), v : B(
#»a2), ∆
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Π2 =
{
IH
R, w ≤ v, #»a ∈ Dw, w : A(
#»a1) ⊃ B(
#»a2), v : A(
#»a1), v : B(
#»a2), Γ ⇒ v : B(
#»a2), ∆
IH
R, b ∈ Dw,
#»a ∈ Dw, w : A(b,
#»a ), Γ ⇒ w : A(b, #»a ), ∆
(∃r)
R, b ∈ Dw,
#»a ∈ Dw, w : A(b,
#»a ), Γ ⇒ w : ∃xA(x, #»a ), ∆
(∃l)
R, #»a ∈ Dw, w : ∃xA(x,
#»a ), Γ ⇒ w : ∃xA(x, #»a ), ∆
IH
R, w ≤ v, b ∈ Du,
#»a ∈ Dw, v : A(b,
#»a ), w : ∀xA(x, #»a ), Γ ⇒ v : A(b, #»a ), ∆
(∀l)
R, w ≤ v, b ∈ Dv,
#»a ∈ Dw, w : ∀xA(x,
#»a ), Γ ⇒ v : A(b, #»a ), ∆
(∀r)
R, #»a ∈ Dw, w : ∀xA(x,
#»a ), Γ ⇒ w : ∀xA(x, #»a ), ∆
Claim (ii). Hp-admissibility of (lsub) and (psub) are proven by induction on
the height of the given derivation; both are similar to [7, Lem. 5.1]. The only
non-trivial cases for the former are the (⊃r) and (∀r) rules of the inductive step,
and the non-trivial cases for the latter are the (∀r) and (∃l) rules of the induc-
tive step. In such cases the side condition must be preserved if the rule is to be
applied. Nevertheless, this can be ensured in the usual way (cf. [7, Lem. 5.1])
by evoking IH twice: first, IH replaces the eigenvariable of the (⊃r), (∀r), or
(∃l) rule with a fresh parameter, and second, the substitution of (lsub) or (psub)
is performed, after which, the corresponding rule may be applied to derive the
desired conclusion.
Claim (iii). The cases for the propositional rules are straightforward to check,
so we omit them. By hp-admissibility of (wk) (property (v)), we know that (∃r),
(∀l), (nd), and (cd) are hp-invertible (note that the proof of (wk) admissibility
does not depend on property (iii) holding, so we may evoke it). We therefore
only need to check that (∀r) and (∃l) are hp-invertible. We prove the claim by
induction on the height of the given derivation of R, Γ ⇒ ∆,w : ∀xA(x) for the
(∀r) rule; the proof for (∃l) is similar.
Base case. If the height of the derivation is 0, then R, w ≤ v, a ∈ Dv, Γ ⇒
∆, v : A(a) is either an instance of (⊥l) or (idq).
Inductive step. If the last rule applied in the derivation is (∧l), (∧r), (∨l),
(∨r), (⊃l), (ref), (tra), (∃r), (∀l), (nd), or (cd), then the conclusion follows by
applying IH followed by an application of the associated rule. If the last rule
applied is (⊃r), (∃l), or (∀r) (where the principal formula of (∀r) is in ∆), then
we potentially apply hp-admissibility of (lsub) or (psub) (property (ii) above),
followed by IH, and then an application of the corresponding rule. If the last
rule applied is (∀r), with w : ∀xA(x) the principal formula, then the premise of
the inference gives the desired result.
Claim (iv). We prove the hp-admissibility of (wk) and each contraction rule
in the set {(ctrR), (ctrFl), (ctrFr )} by induction on the height of the given deriva-
tion. Hp-admissibility of (wk) is relatively straightforward; the only non-trivial
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cases are the (⊃r), (∀r), and (∃l) rules of the inductive step. Such cases are
resolved, however, by potentially applying hp-admissibility of (lsub) or (psub)
(property (ii) above), then IH, and last the corresponding rule. Hp-admissibility
of (ctrR) is simple; any application of the rule to an initial sequent yields an
initial sequent, and every case in the inductive step is resolved by applying IH
followed by the corresponding rule. The (ctrFl) and (ctrFr ) cases are also quite
straightforward. The only non-trivial cases occur when a principal occurrence
of an (⊃r), (∀r), or (∃l) rule is contracted. In such cases, the inductive step is
solved by evoking the hp-invertibility of each rule (property (iii) above), followed
by an application of IH, and hp-admissibility of (ctrR) if needed.
Claim (v). We prove the admissibility of (cut) by induction on the lexico-
graphic ordering of tuples (|A|, h1, h2), where |A| is the complexity of the cut
formula A, h1 is the height of the left premise of (cut), and h2 is the height of
the right premise of (cut). We only consider the cases where the cut formula is
prinicpal in both premises of (cut); the other cases where the cut formula is not
principal in one premise, or in both premises, are relatively straightforward to
verify, though the large number of cases makes the proof tedious. By the cut ad-
missibility theorem for G3Int [7, Thm. 5.6], we need only verify the cases where
the cut formula is of the form ∀xB(x) or ∃xB(x). We show each case in turn
below:
R, w ≤ v, a ∈ Dv, w ≤ u, b ∈ Du, Γ ⇒ ∆,u : B(b)
(∀r)
R, w ≤ v, a ∈ Dv, Γ ⇒ ∆,w : ∀xB(x)
R, w ≤ v, a ∈ Dv, v : B(a), w : ∀xB(x), Γ ⇒ ∆
(∀l)
R, w ≤ v, a ∈ Dv, w : ∀xB(x), Γ ⇒ ∆
(cut)
R, w ≤ v, a ∈ Dv, Γ ⇒ ∆
The case is resolved as follows:
Π1 Π2 (cut)
R, w ≤ v, a ∈ Dv, Γ ⇒ ∆
Π1 =
{ R, w ≤ u, b ∈ Du, Γ ⇒ ∆,u : B(b)
(lsub)
R, w ≤ v, b ∈ Dv, Γ ⇒ ∆, v : B(b)
(psub)
R, w ≤ v, a ∈ Dv, Γ ⇒ ∆, v : B(a)
Π2 =
{ R, w ≤ u, b ∈ Du, Γ ⇒ ∆,u : B(b) (wk)
R, w ≤ v, a ∈ Dv, v : B(a), w ≤ u, b ∈ Du, Γ ⇒ ∆,u : B(b)
(∀r)
R, w ≤ v, a ∈ Dv, v : B(a), Γ ⇒ ∆,w : ∀xB(x) R, w ≤ v, a ∈ Dv, v : B(a), w : ∀xB(x), Γ ⇒ ∆
(cut)
R, w ≤ v, a ∈ Dv, v : B(a), Γ ⇒ ∆
Observe that the (cut) in Π2 has a height h2 that is one less than the original
(cut), and the second (cut) is on a formula B(a) that is of less complexity than
the original (cut). Let us examine the ∃xB(x) case.
R, a ∈ Dw, Γ ⇒ ∆,w : B(a), w : ∃xB(x)
(∃r)
R, a ∈ Dw, Γ ⇒ ∆,w : ∃xB(x)
R, a ∈ Dw, b ∈ Dw, w : B(b), Γ ⇒ ∆
(∃l)
R, a ∈ Dw, w : ∃xB(x), Γ ⇒ ∆
(cut)
R, a ∈ Dw, Γ ⇒ ∆
The case is resolved as follows:
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Π1 Π2 (cut)
R, a ∈ Dw, Γ ⇒ ∆
Π1 =
{
R, a ∈ Dw, Γ ⇒ ∆,w : B(a), w : ∃xB(x)
R, a ∈ Dw, b ∈ Dw, w : B(b), Γ ⇒ ∆
(wk)
R, a ∈ Dw, b ∈ Dw, w : B(b), Γ ⇒ w : B(a), ∆
(∃l)
R, a ∈ Dw, w : ∃xB(x), Γ ⇒ w : B(a), ∆
(cut)
R, a ∈ Dw, Γ ⇒ w : B(a), ∆
Π2 =
{ R, a ∈ Dw, b ∈ Dw, w : B(b), Γ ⇒ ∆
(psub)
R, a ∈ Dw, a ∈ Dw, w : B(a), Γ ⇒ ∆
(ctrR)
R, a ∈ Dw, w : B(a), Γ ⇒ ∆
Observe that the (cut) in the Π1 inference has a height h1 that is one less than
the original (cut), and the second (cut) is on a formula of smaller complexity.
Claim (vi). Soundness is shown by interpreting labelled sequents on Kripke
models for IntQC [11, Ch. 3] and proving that validity is preserved from premise
to conclusion. By [7], we know that G3Int is complete relative to Int, so we need
only show that G3IntQC can derive quantifier axioms and simulate the inference
rules of the axiomatization for IntQC (see [11, Ch. 2.6]). We say that a formula
A( #»a ) is derivable in G3IntQC if and only if #»a ∈ Dw ⇒ w : A(
#»a ) is derivable in
G3IntQC.
Prop. (i)
w ≤ u, u ≤ u, #»a ∈ Dw, a ∈ Dw, a ∈ Du,
#»a ∈ Du, u : ∀xA(
#»a , x), u : A( #»a , a)⇒ u : A( #»a , a)
(∀l)
w ≤ u, u ≤ u, #»a ∈ Dw, a ∈ Dw, a ∈ Du,
#»a ∈ Du, u : ∀xA(
#»a , x)⇒ u : A( #»a , a)
(nd) × k
w ≤ u, u ≤ u, #»a ∈ Dw, a ∈ Dw, u : ∀xA(
#»a , x)⇒ u : A( #»a , a)
(ref)
w ≤ u, #»a ∈ Dw, a ∈ Dw, u : ∀xA(
#»a , x)⇒ u : A( #»a , a)
(⊃r)#»a ∈ Dw, a ∈ Dw ⇒ w : ∀xA(
#»a , x) ⊃ A( #»a , a)
Prop. (i)
w ≤ u, #»a ∈ Dw, a ∈ Dw,
#»a ∈ Du, a ∈ Du, u : A(a)⇒ u : A(
#»a , a), u : ∃xA( #»a , x)
(∃r)
w ≤ u, #»a ∈ Dw, a ∈ Dw,
#»a ∈ Du, a ∈ Du, u : A(
#»a , a)⇒ u : ∃xA( #»a , x)
(nd)× k
w ≤ u, #»a ∈ Dw, a ∈ Dw, u : A(
#»a , a)⇒ u : ∃xA( #»a , x)
(⊃r)#»a ∈ Dw, a ∈ Dw ⇒ w : A(
#»a , a) ⊃ ∃xA( #»a , x)
Π1 Π2 (⊃l)
w ≤ v, v ≤ u, u ≤ z, v ≤ z, #»a ∈ Dw,
#»
b ∈ Dw, a ∈ Dz, z : B(
#»
b ) ⊃ A( #»a , a), v : ∀x(B(
#»
b ) ⊃ A( #»a , x)), u : B(
#»
b )⇒ z : A( #»a , a)
(∀l)
w ≤ v, v ≤ u, u ≤ z, v ≤ z, #»a ∈ Dw,
#»
b ∈ Dw, a ∈ Dz, v : ∀x(B(
#»
b ) ⊃ A( #»a , x)), u : B(
#»
b )⇒ z : A( #»a , a)
(tra)
w ≤ v, v ≤ u, u ≤ z, #»a ∈ Dw,
#»
b ∈ Dw, a ∈ Dz, v : ∀x(B(
#»
b ) ⊃ A( #»a , x)), u : B(
#»
b )⇒ z : A( #»a , a)
(∀r)
w ≤ v, v ≤ u, #»a ∈ Dw,
#»
b ∈ Dw, v : ∀x(B(
#»
b ) ⊃ A( #»a , x)), u : B(
#»
b )⇒ u : ∀xA( #»a , x)
(⊃r)
w ≤ v, #»a ∈ Dw,
#»
b ∈ Dw, v : ∀x(B(
#»
b ) ⊃ A( #»a , x))⇒ v : B(
#»
b ) ⊃ ∀xA( #»a , x)
(⊃r)
#»a ∈ Dw,
#»
b ∈ Dw ⇒ w : ∀x(B(
#»
b ) ⊃ A( #»a , x)) ⊃ (B(
#»
b ) ⊃ ∀xA( #»a , x))
The proofs Π1 and Π2 are as follows (resp.).
Prop. (i)
w ≤ v, v ≤ u, u ≤ z, v ≤ z, #»a ∈ Dw,
#»
b ∈ Dw,
#»
b ∈ Du, a ∈ Dz, z : B(
#»
b ) ⊃ A( #»a , a), v : ∀x(B(
#»
b ) ⊃ A( #»a , x)), u : B(
#»
b )⇒ z : B(
#»
b ), z : A( #»a , a)
(nd)× k1
w ≤ v, v ≤ u, u ≤ z, v ≤ z, #»a ∈ Dw,
#»
b ∈ Dw, a ∈ Dz, z : B(
#»
b ) ⊃ A( #»a , a), v : ∀x(B(
#»
b ) ⊃ A( #»a , x)), u : B(
#»
b )⇒ z : B(
#»
b ), z : A( #»a , a)
Prop. (i)
w ≤ v, v ≤ u, u ≤ z, v ≤ z, a ∈ Dz,
#»a ∈ Dw,
#»a ∈ Dz,
#»
b ∈ Dw, z : B(
#»
b ) ⊃ A( #»a , a), v : ∀x(B(
#»
b ) ⊃ A( #»a , x)), u : B(
#»
b ), z : A( #»a , a)⇒ z : A( #»a , a)
(nd)× k2
w ≤ v, v ≤ u, u ≤ z, v ≤ z, a ∈ Dz,
#»a ∈ Dw,
#»
b ∈ Dw, z : B(
#»
b ) ⊃ A( #»a , a), v : ∀x(B(
#»
b ) ⊃ A( #»a , x)), u : B(
#»
b ), z : A( #»a , a)⇒ z : A( #»a , a)
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The proof of the axiom ∀x(A(x) ⊃ B) ⊃ (∃xA(x) ⊃ B) is similar to the
previous proof. The generalization rule is simulated as shown below:
#»a ∈ Dw, a ∈ Dw ⇒ w : A(
#»a , a)
(wk)
u ≤ w, #»a ∈ Du,
#»a ∈ Dw, a ∈ Dw ⇒ w : A(
#»a , a)
(nd)× k
u ≤ w, #»a ∈ Du, a ∈ Dw ⇒ w : A(
#»a , a)
(∀r)#»a ∈ Du,⇒ u : ∀xA(
#»a , x)
(lsub)
#»a ∈ Dw,⇒ w : ∀xA(
#»a , x)
Π1 Π2 (∨l)
w ≤ v, v ≤ u, #»a ∈ Dw,
#»
b ∈ Dw, a ∈ Du, v : A(
#»a , a) ∨B(
#»
b ), v : ∀x(A( #»a , x) ∨B(
#»
b ))⇒ u : A( #»a , a), v : B(
#»
b )
(∀l)
w ≤ v, v ≤ u, v ≤ v, #»a ∈ Dw,
#»
b ∈ Dw, a ∈ Du, v : ∀x(A(
#»a , x) ∨B(
#»
b ))⇒ u : A( #»a , a), v : B(
#»
b )
(ref)
w ≤ v, v ≤ u, #»a ∈ Dw,
#»
b ∈ Dw, a ∈ Du, v : ∀x(A(
#»a , x) ∨B(
#»
b ))⇒ u : A( #»a , a), v : B(
#»
b )
(∀r)
w ≤ v, #»a ∈ Dw,
#»
b ∈ Dw, v : ∀x(A(
#»a , x) ∨B(
#»
b ))⇒ v : ∀xA( #»a , x), v : B(
#»
b )
(∨r)
w ≤ v, #»a ∈ Dw,
#»
b ∈ Dw, v : ∀x(A(
#»a , x) ∨B(
#»
b ))⇒ v : ∀xA( #»a , x) ∨B(
#»
b )
(⊃r)
#»a ∈ Dw,
#»
b ∈ Dw ⇒ w : ∀x(A(
#»a , x) ∨B(
#»
b )) ⊃ ∀xA( #»a , x) ∨B(
#»
b )
The proofs Π1 and Π2 are as follows (resp.).
Prop. (i)
w ≤ v, v ≤ u, #»a ∈ Dw,
#»a ∈ Dv,
#»
b ∈ Dw, a ∈ Du, a ∈ Dv, v : A(
#»a , a), v : ∀x(A( #»a , x) ∨B(
#»
b ))⇒ u : A( #»a , a), v : B(
#»
b )
(cd)
w ≤ v, v ≤ u, #»a ∈ Dw,
#»a ∈ Dv,
#»
b ∈ Dw, a ∈ Du, v : A(
#»a , a), v : ∀x(A( #»a , x) ∨B(
#»
b ))⇒ u : A( #»a , a), v : B(
#»
b )
(nd)× k1
w ≤ v, v ≤ u, #»a ∈ Dw,
#»
b ∈ Dw, a ∈ Du, v : A(
#»a , a), v : ∀x(A( #»a , x) ∨B(
#»
b ))⇒ u : A( #»a , a), v : B(
#»
b )
Prop. (i)
w ≤ v, v ≤ u, #»a ∈ Dw,
#»
b ∈ Dw,
#»
b ∈ Dv, a ∈ Du, v : B(
#»
b ), v : ∀x(A( #»a , x) ∨B(
#»
b ))⇒ u : A( #»a , a), v : B(
#»
b )
(nd)× k2
w ≤ v, v ≤ u, #»a ∈ Dw,
#»
b ∈ Dw, a ∈ Du, v : B(
#»
b ), v : ∀x(A( #»a , x) ∨B(
#»
b ))⇒ u : A( #»a , a), v : B(
#»
b )
⊓⊔
Lemma 1. The calculus G3Int + {(id∗), (¬l), (¬r), (⊃∗l ), (lift)} and the calcu-
lus G3IntQC + {(id∗q), (¬l), (¬r), (⊃
∗
l ), (∀
∗
l ), (∀
∗
r), (∃
∗
r), (lift)} have the following
properties:
(i) All sequents of the form R, w ≤ v, #»a ∈ Dw, w : A(
#»a ), Γ ⇒ v : A( #»a ), ∆ and
R, #»a ∈ Dw, w : A(
#»a ), Γ ⇒ ∆,w : A( #»a ) are derivable;
(ii) The rules {(lsub), (psub), (wk), (ctrR), (ctrFr )} are hp-admissible;
(iii) With the exception of {(∧l), (∃l)}, all rules are hp-invertible;
(iv) The rules {(∧l), (∃l)} are invertible;
(v) The rule (ctrFl) is admissible.
Proof. We prove that the properties hold for the first-order calculus since our
method of proof implies that the properties hold in the propositional calculus.
Claim (i). Same as Thm. 1-(i).
Claim (ii). By induction on the height of the given derivation; similar to
Thm. 1-(ii) and Thm. 1-(iv). Hp-admissibility of (ctrFr ) evokes property (iii)
below.
Claim (iii). Hp-invertibility of (⊃l), (¬l), (∃r), (∀l), (ref), (tra), (nd), (cd),
(⊃∗l ), (∀
∗
l ), (∃
∗
r), and (lift) follow from hp-admissibility of (wk) (property (ii)
above). Hence, we need only prove invertibility of (∧r), (∨l), (∨r), (⊃r), (∀r),
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(¬r), and (∀∗r) rules. The result is shown by induction on the height of the given
derivation. The base cases are simple and every case of the inductive step is
resolved by evoking IH followed by an application of the relevant rule.
Claim (iv). The addition of (lift) and (nd) to our calculus breaks the height
preserving invertibility of (∧l) and (∃l). Nevertheless, it is worthwhile to note
that the rule (lift′) ought to allow for hp-invertibility of (∧l) in the propositional
calculus, and (lnd) ought to allow for the hp-invertibility of (∧l) and (nd) in the
first-order calculus (which would have the effect that (ctrFl) is hp-admissible in
both calculi) while retaining the soundness and cut-free completeness of each
system. The notation v : Γ ′ is used to represent multisets of formulae labelled
with v.
R, w ≤ u, Γ, w : Γ ′, u : Γ ′ ⇒ ∆
(lift′)
R, w ≤ u, Γ, w : Γ ′ ⇒ ∆
R, w ≤ u, #»a ∈ Dw,
#»a ∈ Du, Γ, w : Γ ′, u : Γ ′ ⇒ ∆
(lnd)
R, w ≤ u, #»a ∈ Dw, Γ, w : Γ ′ ⇒ ∆
Despite this shortcoming, the rules are still invertible. To show this, we prove
the following two claims by induction on the height of the given derivation.
(a) If R, w0 : A ∧ B, . . . , wn : A ∧ B,Γ ⇒ ∆ is provable, then so is the sequent
R, w0 : A,w0 : B, . . . , wn : A,wn : B,Γ ⇒ ∆.
(b) IfR, w0 : ∃xA(x), . . . , wn : ∃xA(x), Γ ⇒ ∆ is provable, then so is the sequent
R, a0 ∈ Dw0 , . . . , an ∈ Dwn , w0 : A(a0), . . . , wn : A(an), Γ ⇒ ∆.
Claim (a). The base case is trivial, so we move on to the inductive step.
Inductive step. In all cases, with the exception of (lift), apply IH followed
by the relevant rule. If none of the conjunctions are active in a (lift) inference,
then apply IH followed by an application of (lift). If one of the conjunctions is
principal in an application of (lift) (as shown below top), then resolve the case
as shown below bottom:
R, u ≤ w0, u : A ∧B,w0 : A ∧B, . . . , wn : A ∧B,Γ ⇒ ∆
(lift)
R, u ≤ w0, u : A ∧B, . . . , wn : A ∧B,Γ ⇒ ∆
IH
R, u ≤ w0, u : A, u : B,w0 : A,w0 : B, . . . , wn : A,wn : B,Γ ⇒ ∆
(lift)
R, u ≤ w0, u : A, u : B,w0 : B, . . . , wn : A,wn : B,Γ ⇒ ∆
(lift)
R, u ≤ w0, u : A, u : B, . . . , wn : A,wn : B,Γ ⇒ ∆
Notice that the two applications of (lift) needed to derive the desired conclusion
break the hp-invertibility of the (∧l) rule.
Claim (b). The base case is trivial, so we move on to the inductive step.
Inductive step. All cases, with the exception of the one given below top (where
one of our existential formulae is principal in an application of (lift)), are re-
solved by applying IH followed by the corresponding rule. The non-trivial case
given below top is resolved as shown below bottom.
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R, u ≤ w0, u : ∃xA(x), w0 : ∃xA(x), . . . , wn : ∃xA(x), Γ ⇒ ∆
(lift)
R, u ≤ w0, u : ∃xA(x), . . . , wn : ∃xA(x), Γ ⇒ ∆
IH
R, u ≤ w0, a ∈ Du, a0 ∈ Dw0 , . . . , an ∈ Dwn , u : A(a), w0 : A(a0), . . . , wn : A(an), Γ ⇒ ∆ (psub)
R, u ≤ w0, a ∈ Du, a ∈ Dw0 , . . . , an ∈ Dwn , u : A(a), w0 : A(a), . . . , wn : A(an), Γ ⇒ ∆ (lift)
R, u ≤ w0, a ∈ Du, a ∈ Dw0 , . . . , an ∈ Dwn , u : A(a), . . . , wn : A(an), Γ ⇒ ∆ (nd)
R, u ≤ w0, a ∈ Du, . . . , an ∈ Dwn , u : A(a), . . . , wn : A(an), Γ ⇒ ∆
Observe that the use of (lift) and (nd) breaks height-preserving invertibility of
the rule.
Propositions (a) and (b) imply the invertibility of (∧l) and (∃l).
Claim (v). By induction on pairs of the form (|A|, h) where |A| is the com-
plexity of the contraction formula A and h is the height of the derivation. The
proof makes use of properties (iii) and (iv). ⊓⊔
Lemma 7. The (ref) and (tra) rules are admissible in the calculus IntQCL.
Proof. The (tra) elimination cases are given below.
(idq)
R, w ≤ u, u ≤ v, w ≤ v, #»a ∈ Dw, w : p(
#»a ), Γ ⇒ v : p( #»a ), ∆
(tra)
R, w ≤ u, u ≤ v, #»a ∈ Dw, w : p(
#»a ), Γ ⇒ v : p( #»a ), ∆
(idq)
R, w ≤ u, u ≤ v, #»a ∈ Dw,
#»a ∈ Du, w : p(
#»a ), u : p( #»a ), Γ ⇒ v : p( #»a ), ∆
(lift) + (nd)× n
R, w ≤ u, u ≤ v, #»a ∈ Dw, w : p(
#»a ), Γ ⇒ v : p( #»a ), ∆
R, w ≤ u, u ≤ v, w ≤ v, a ∈ Dv, v : A[a/x], w : ∀xA, Γ ⇒ ∆
(∀l)
R, w ≤ u, u ≤ v, w ≤ v, a ∈ Dv, w : ∀xA, Γ ⇒ ∆
(tra)
R, w ≤ u, u ≤ v, a ∈ Dv, w : ∀xA, Γ ⇒ ∆
IH
R, w ≤ u, u ≤ v, a ∈ Dv, v : A[a/x], w : ∀xA, Γ ⇒ ∆
Lem. 1-(ii)
R, w ≤ u, u ≤ v, a ∈ Dv, v : A[a/x], w : ∀xA, u : ∀xA, Γ ⇒ ∆
(∀l)
R, w ≤ u, u ≤ v, a ∈ Dv, w : ∀xA, u : ∀xA, Γ ⇒ ∆
(lift)
R, w ≤ u, u ≤ v, a ∈ Dv, w : ∀xA, Γ ⇒ ∆
R, u ≤ z, z ≤ z′, u ≤ z′, a ∈ Dv, w : A[a/x], w : ∀xA, Γ ⇒ ∆
(∀∗l )R, u ≤ z, z ≤ z′, u ≤ z′, a ∈ Dv, w : ∀xA, Γ ⇒ ∆
(tra)
R, u ≤ z, z ≤ z′, a ∈ Dv, w : ∀xA, Γ ⇒ ∆
IH
R, u ≤ z, z ≤ z′, a ∈ Dv, w : A[a/x], w : ∀xA, Γ ⇒ ∆
(∀∗l )R, u ≤ z, z ≤ z′, u ≤ z′, a ∈ Dv, w : ∀xA, Γ ⇒ ∆
R, u ≤ z, z ≤ z′, u ≤ z′, a ∈ Dv, Γ ⇒ w : A[a/x], w : ∃xA,∆
(∃∗r)R, u ≤ z, z ≤ z′, u ≤ z′, a ∈ Dv, Γ ⇒ w : ∃xA,∆
(tra)
R, u ≤ z, z ≤ z′, a ∈ Dv, Γ ⇒ w : ∃xA,∆
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IH
R, u ≤ z, z ≤ z′, a ∈ Dv, Γ ⇒ w : A[a/x], w : ∃xA,∆
(∃∗l )R, u ≤ z, z ≤ z′, a ∈ Dv, Γ ⇒ w : ∃xA,∆
R, w ≤ u, u ≤ v, w ≤ v, a ∈ Dw, a ∈ Dv, Γ ⇒ ∆
(nd)
R, w ≤ u, u ≤ v, w ≤ v, a ∈ Dw, Γ ⇒ ∆
(tra)
R, w ≤ u, u ≤ v, a ∈ Dw, Γ ⇒ ∆
R, w ≤ u, u ≤ v, w ≤ v, a ∈ Dw, a ∈ Dv, Γ ⇒ ∆
Lem. 1-(ii)
R, w ≤ u, u ≤ v, w ≤ v, a ∈ Dw, a ∈ Du, a ∈ Dv, Γ ⇒ ∆
IH
R, w ≤ u, u ≤ v, a ∈ Dw, a ∈ Du, a ∈ Dv, Γ ⇒ ∆
(nd)
R, w ≤ u, u ≤ v, a ∈ Dw, a ∈ Du, Γ ⇒ ∆
(nd)
R, w ≤ u, u ≤ v, a ∈ Dw, Γ ⇒ ∆
R, w ≤ u, u ≤ v, w ≤ v, a ∈ Dw, a ∈ Dv, Γ ⇒ ∆
(cd)
R, w ≤ u, u ≤ v, w ≤ v, a ∈ Dv, Γ ⇒ ∆
(tra)
R, w ≤ u, u ≤ v, a ∈ Dv, Γ ⇒ ∆
R, w ≤ u, u ≤ v, w ≤ v, a ∈ Dw, a ∈ Dv, Γ ⇒ ∆
Lem. 1-(ii)
R, w ≤ u, u ≤ v, w ≤ v, a ∈ Dw, a ∈ Du, a ∈ Dv, Γ ⇒ ∆
IH
R, w ≤ u, u ≤ v, a ∈ Dw, a ∈ Du, a ∈ Dv, Γ ⇒ ∆
(cd)
R, w ≤ u, u ≤ v, a ∈ Du, a ∈ Dv, Γ ⇒ ∆
(cd)
R, w ≤ u, u ≤ v, a ∈ Dv, Γ ⇒ ∆
For the (∀∗l ) and (∃
∗
r) rules, the side condition still holds after the application
of IH. If the path from w to v traverses the relational atom u ≤ z′, then the
relational atoms u ≤ z, z ≤ z′ are still present in the sequent after evoking IH,
ensuring that a path between w and v continues to exist.
⊓⊔
Lemma 8. The rules (nd) and (cd) are admissible in the calculus IntQCL −
{(ref), (tra)}.
Proof. We prove the result by induction on the height of the given derivation,
and argue the claim for (nd), since (cd) is similar. By Lem. 2 and Lem. 7, we
need only consider the (idq), (id
∗
q), (⊃
∗
l ), (∀l), (∀
∗
l ), (∀
∗
r), (∃r), (∃
∗
r), (lift) cases.
Base case. We demonstrate the (idq) case; the (id
∗
q) case is similar.
(idq)
R, u ≤ w,w ≤ v, #»a ∈ Dw, b ∈ Du, b ∈ Dw, w : p(
#»a , b), Γ ⇒ ∆, v : p( #»a , b)
(nd)
R, u ≤ w,w ≤ v, #»a ∈ Dw, b ∈ Du, w : p(
#»a , b), Γ ⇒ ∆, v : p( #»a , b)
The end sequent is derivable with the (id∗q) and (lift) rules.
Inductive step. We provide each proof below showing that (nd) can be per-
muted above (⊃∗l ), (∀l), (∀
∗
l ), (∀
∗
r), (∃r), (∃
∗
r), (lift) (we consider only the non-
trivial cases and exclude the (lift) case since it is easily resolved). In the (∀∗l )
and (∃∗r) cases, we assume that the side condition holds, i.e. there exists a path
from v to w. This side condition is still satisfied after the upward permutation
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of (nd) due to the existence of u ≤ v, a ∈ Du in our sequent and our assumption
that there is a path from v to w. Furthermore, it should be pointed out that (∀∗l )
and (∃∗r) are used to resolve the non-trivial (∀l) and (∃r) cases; observe that the
side condition for (∀∗l ) and (∃
∗
r) holds after (nd) is permuted upwards.
R, u ≤ v, a ∈ Du, a ∈ Dv, w : A ⊃ B,Γ ⇒ ∆,w : A R, u ≤ v, a ∈ D, a ∈ Dv, w : A ⊃ B,w : B,Γ ⇒ ∆
(⊃∗l )R, u ≤ v, a ∈ Du, a ∈ Dv, w : A ⊃ B,Γ ⇒ ∆
(nd)
R, u ≤ v, a ∈ Dw, w : A ⊃ B,Γ ⇒ ∆
R, u ≤ v, a ∈ Du, a ∈ Dv, w : A ⊃ B,Γ ⇒ ∆,w : A
(nd)
R, u ≤ v, a ∈ Du, w : A ⊃ B,Γ ⇒ ∆,w : A
R, u ≤ v, a ∈ Du, a ∈ Dv, w : A ⊃ B,w : B,Γ ⇒ ∆
(nd)
R, u ≤ v, a ∈ Du, w : A ⊃ B,Γ ⇒ ∆,w : A
(⊃∗l )R, u ≤ v, a ∈ Du, w : A ⊃ B,Γ ⇒ ∆
R, u ≤ w,w ≤ v, a ∈ Du, a ∈ Dw, w : ∀xA, v : A[a/x], Γ ⇒ ∆
(∀l)
R, u ≤ w,w ≤ v, a ∈ Du, a ∈ Dw, w : ∀xA, Γ ⇒ ∆
(nd)
R, u ≤ w,w ≤ v, a ∈ Du, w : ∀xA, Γ ⇒ ∆
R, u ≤ w,w ≤ v, a ∈ Du, a ∈ Dw, w : ∀xA, v : A[a/x], Γ ⇒ ∆
(nd)
R, u ≤ w,w ≤ v, a ∈ Du, w : ∀xA, v : A[a/x], Γ ⇒ ∆
(∀∗l )R, u ≤ w,w ≤ v, a ∈ Du, w : ∀xA, Γ ⇒ ∆
R, u ≤ v, a ∈ Du, a ∈ Dv, w : ∀xA,w : A[a/x], Γ ⇒ ∆
(∀∗l )R, u ≤ v, a ∈ Du, a ∈ Dv, w : ∀xA, Γ ⇒ ∆
(nd)
R, u ≤ v, a ∈ Du, w : ∀xA, Γ ⇒ ∆
R, u ≤ v, a ∈ Du, a ∈ Dv, w : ∀xA,w : A[a/x], Γ ⇒ ∆
(nd)
R, u ≤ v, a ∈ Du, w : ∀xA,w : A[a/x], Γ ⇒ ∆
(∀∗l )R, u ≤ v, a ∈ Du, w : ∀xA, Γ ⇒ ∆
R, u ≤ v, b ∈ Du, b ∈ Dv, a ∈ Dw, Γ ⇒ w : A[a/x], ∆
(∀∗r)R, u ≤ v, b ∈ Du, b ∈ Dv, Γ ⇒ w : ∀xA,∆
(nd)
R, u ≤ v, b ∈ Du, Γ ⇒ w : ∀xA,∆
R, u ≤ v, b ∈ Du, b ∈ Dv, a ∈ Dw, Γ ⇒ w : A[a/x], ∆
(nd)
R, u ≤ v, b ∈ Du, a ∈ Dw, Γ ⇒ w : A[a/x], ∆
(∀∗r)R, u ≤ v, b ∈ Du, Γ ⇒ w : ∀xA,∆
R, u ≤ w, a ∈ Du, a ∈ Dw, Γ ⇒ ∆,w : A[a/x], w : ∃xA
(∃r)
R, u ≤ w, a ∈ Du, a ∈ Dw, Γ ⇒ ∆,w : ∃xA
(nd)
R, u ≤ w, a ∈ Du, Γ ⇒ ∆,w : ∃xA
R, u ≤ w, a ∈ Du, a ∈ Dw, Γ ⇒ ∆,w : A[a/x], w : ∃xA
(nd)
R, u ≤ w, a ∈ Du, Γ ⇒ ∆,w : A[a/x], w : ∃xA
(∃∗r)R, u ≤ w, a ∈ Du, Γ ⇒ ∆,w : ∃xA
R, u ≤ v, a ∈ Du, a ∈ Dv, Γ ⇒ ∆,w : A[a/x], w : ∃xA
(∃∗r)R, u ≤ v, a ∈ Du, a ∈ Dv, Γ ⇒ ∆,w : ∃xA
(nd)
R, u ≤ v, a ∈ Du, Γ ⇒ ∆,w : ∃xA
R, u ≤ v, a ∈ Du, a ∈ Dv, Γ ⇒ ∆,w : A[a/x], w : ∃xA
(nd)
R, u ≤ v, a ∈ Du, Γ ⇒ ∆,w : A[a/x], w : ∃xA
(∃∗r)R, u ≤ v, a ∈ Du, Γ ⇒ ∆,w : ∃xA
⊓⊔
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B The Nested Calculi NInt∗ and NIntQC∗
(id)
Σ{X, p→ p, Y }
Σ{X,A,B → Y }
(∧l)
Σ{X,A ∧B → Y }
Σ{X → A,B, Y }
(∨r)
Σ{X → A ∨B, Y }
Σ{X,A→ Y } Σ{X,B → Y }
(∨l)
Σ{X,A ∨B → Y }
Σ{X → A, Y } Σ{X → B, Y }
(∧r)
Σ{X → A ∧ B,Y }
Σ{X → Y, [A→]}
(¬r)
Σ{X → Y,¬A}
Σ{X,¬A→ A,Y }
(¬l)
Σ{X,¬A→ Y }
Σ{X,A→ Y, [X ′, A→ Y ′]}
(lift)
Σ{X,A→ Y, [X ′ → Y ′]}
Σ{X → Y, [A→ B]}
(⊃r)
Σ{X → A ⊃ B, Y }
Σ{X,A ⊃ B → A, Y } Σ{X,A ⊃ B,B → Y }
(⊃l)
Σ{X,A ⊃ B → Y }
(idq)
Σ{X, p( #»a )→ p( #»a ), Y }
Σ{X → Y,A[a/x],∃xA}
(∃r)
Σ{X → Y,∃xA}
Σ{X → Y,A[a/x]}
(∀r)
†
Σ{X → Y,∀xA}
Σ{X,A[a/x],∀xA→ Y }
(∀l)
Σ{X, ∀xA→ Y }
Σ{X,A[a/x]→ Y }
(∃l)
†
Σ{X, ∃xA→ Y }
Fig. 5. The nested calculus NInt∗ for propositional intuitionistic logic consists of the
first four lines, and all rules taken together give the nested calculus NIntQC∗. The side
condition † states that a does not occur in the conclusion.
